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Stable laws and domains of attraction
in free probability theory
By Hari Bercovici and Vittorino Pata*
with an appendix by Philippe Biane
Abstract
In this paper we determine the distributional behavior of sums of free (in
the sense of Voiculescu) identically distributed, infinitesimal random variables.
The theory is shown to parallel the classical theory of independent random vari-
ables, though the limit laws are usually quite different. Our work subsumes
all previously known instances of weak convergence of sums of free, identi-
cally distributed random variables. In particular, we determine the domains
of attraction of stable distributions in the free theory. These freely stable dis-
tributions are studied in detail in the appendix, where their unimodality and
duality properties are demonstrated.
1. Introduction
Denote by M the family of all Borel probability measures defined on the
real line R. Two measures µ, ν in M will be said to be equivalent if there
exist real numbers a, b, with a > 0, such that µ(S) = ν(aS + b) for every
Borel set S ⊂ R. If b = 0 the equivalence relation will be said to be strict.
We will write µ ∼ ν if µ and ν are equivalent. On the set M there are
defined two associative composition laws denoted ∗ and ⊞. The measure µ ∗ ν
is the classical convolution of µ and ν. In probabilistic terms, µ ∗ ν is the
probability distribution ofX+Y , whereX and Y are (commuting) independent
random variables with distributions µ and ν, respectively. The measure µ ⊞ ν
is the free (additive) convolution of µ and ν introduced by Voiculescu [18] (for
compactly supported measures; free convolution was extended by Maassen
[11] to measures with finite variance and by Bercovici and Voiculescu [4] to the
whole class M). Thus, µ ⊞ ν is the probability distribution of X + Y , where
X and Y are free random variables with distributions µ and ν, respectively.
There are, naturally, free analogues of multiplicative convolution; these were
first studied in [19].
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An important class of measures occurs in connection with the study of
the limit laws of probability. A measure ν ∈ M will be said to be ∗-infinitely
divisible if, for every natural number n, there exists a measure µn ∈ M such
that
ν = µn ∗ µn ∗ · · · ∗ µn︸ ︷︷ ︸
n times
.
Analogously, a measure ν ∈ M will be said to be ⊞-infinitely divisible if, for
every natural number n, there exists a measure µn ∈ M such that
ν = µn ⊞ µn ⊞ · · · ⊞ µn︸ ︷︷ ︸
n times
.
Among the (∗ or ⊞)-infinitely divisible measures are the stable measures defined
as follows. A measure ν which is not a point mass will be said to be ∗-stable
(resp., ⊞-stable) if for every µ1, µ2 ∈ M such that µ1 ∼ ν ∼ µ2 it follows that
µ1 ∗ µ2 ∼ ν (resp., µ1 ⊞ µ2 ∼ ν). Stability will be said to be strict if the
equivalence relation ∼ is strict.
Measures which are ∗-infinitely divisible were studied by de Finetti,
Kolmogorov, Le´vy, and Hincˇin. The ⊞-infinitely divisible measures were intro-
duced by Voiculescu [18] in the context of compact supports, and his results
were extended in [11] and [4]. In particular, [4] contains a description of the
⊞-stable laws, most of which do not have compact support.
Before outlining the role of infinitely divisible and stable measures in re-
lation with limit laws we need a few more definitions. If νn and ν are elements
of M or, more generally, finite Borel measures on R, we say that νn converge
to ν weakly if
lim
n→∞
∫ ∞
−∞
f(t) dνn(t) =
∫ ∞
−∞
f(t) dν(t)
for every bounded continuous function f on R. Fix now two measures µ, ν ∈
M. We will say that µ belongs to the partial ∗-domain of attraction (resp., par-
tial ⊞-domain of attraction) of ν if there exist measures µ1, µ2, . . . equivalent
to µ, and natural numbers k1 < k2 < · · · such that
µn ∗ µn ∗ · · · ∗ µn︸ ︷︷ ︸
kn times

resp., µn ⊞ µn ⊞ · · · ⊞ µn︸ ︷︷ ︸
kn times


converges weakly to ν as n→∞. If the above convergence holds with kn= n,
we say that µ belongs to the ∗-domain of attraction (resp., ⊞-domain of attrac-
tion) of ν. We will denote by P∗(ν) (resp., D∗(ν), P⊞(ν), D⊞(ν)) the partial
∗-domain of attraction (resp., ∗-domain of attraction, partial ⊞-domain of at-
traction, ⊞-domain of attraction) of ν. The following result is due to Hincˇin
for the classical convolution. For free convolution it was proved in [13].
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1.1. Theorem. A measure ν ∈ M is ∗-infinitely divisible (resp., ⊞-
infinitely divisible) if and only if P∗(ν) (resp., P⊞(ν)) is not empty.
The next theorem, perhaps the most important result of this work, gives
an identification of the partial ⊞-domains of attraction.
1.2. Theorem. There exists a bijection ν ↔ ν ′ between ∗-infinitely divis-
ible measures ν and ⊞-infinitely divisible measures ν ′ such that P∗(ν) = P⊞(ν ′).
More precisely, let µn ∈ M, let k1 < k2 < · · · be natural numbers, and set
νn = µn ∗ µn ∗ · · · ∗ µn︸ ︷︷ ︸
kn times
, ν ′n = µn ⊞ µn ⊞ · · · ⊞ µn︸ ︷︷ ︸
kn times
.
Then νn converges weakly to ν if and only if ν
′
n converges weakly to ν
′.
This result shows that the large body of classical work dedicated to the
study of limit laws for sums of independent identically distributed random
variables can be transferred directly to the free context.
Passing now to stability, observe that a stable law belongs to its own
domain of attraction, and in fact the following is true.
1.3. Theorem. Assume that ν ∈ M is not a point mass. Then ν is
∗-stable (resp., ⊞-stable) if and only if D∗(ν) (resp., D⊞(ν)) is not empty.
The definition of stable laws, and the above result, could be extended to
include point masses, but there are good reasons for not doing so. Convergence
to a point mass is the object of laws of large numbers.
Theorem 1.3 was proved by Le´vy [9] in the classical case and by Pata [12]
in the free case.
The main result we prove for stability is as follows. This result was an-
nounced in [1], but the proof we present here is not the one envisaged at the
time [1] was written.
1.4. Theorem. A measure µ ∈ M belongs to a ∗-domain of attraction
if and only if it belongs to a ⊞-domain of attraction. More precisely, there
exists a bijection ν ↔ ν ′ between ∗-stable laws ν and ⊞-stable laws ν ′ such that
D∗(ν) = D⊞(ν ′).
A particular case of this result, related to the central limit theorem, was
proved earlier. Namely, if X1,X2, . . . are nonconstant, bounded, free identi-
cally distributed random variables with mean zero and variance one, it was
shown by Voiculescu [17] that
X1 +X2 + · · ·+Xn√
n
−→
n→∞
ω
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in distribution, where ω is the semicircle law with density
dω(t) =
{ 1
2π
√
4− t2 dt if t ∈ [−2, 2],
0 otherwise.
The semicircle law ω first appeared prominently as a weak limit in Wigner’s
work on the eigenvalues of large random matrices [22]. The free central limit
theorem was extended to unbounded variables with finite variance by Maassen
[11]. Finally, Pata [14] proved the following result, which we can now view as
a particular case of Theorem 1.4.
1.5. Theorem. Denote by ν the standard Gaussian (or normal ) distri-
bution and by ν ′ the standard semicircle distribution. Then we have D∗(ν)
= D⊞(ν ′).
An analogous result for the weak law of large numbers was established in
[10] and [2]. Namely, it was shown that the classical weak law of large numbers
holds for a measure µ if and only if the free weak law of large numbers holds for
µ. This result can now be seen as an immediate consequence of Theorem 1.2
because the Dirac measure at the origin ν = δ0 corresponds with ν
′ = δ0. The
necessary and sufficient condition for the classical weak law of large numbers
was given by Kolmogorov in terms of tail-sums. It is as follows:
lim
t→∞
tµ({x : |x| > t}) = 0.
The correspondence ν ↔ ν ′ is the same in Theorems 1.2 and 1.4. This cor-
respondence is easily seen from the classical Le´vy-Hincˇin formula and its free
counterpart (see [18], [11], and [4]). This may seem to be a rather formal
correspondence, but Theorem 1.2 shows the relationship to be quite deep.
There is a third operation on M denoted ⊎ and called the Boolean con-
volution. This was introduced by Speicher and Woroudi [16]. We will show
in Section 6 that our results also extend to Boolean convolution. Infinitely
divisible and (strictly) stable measures were determined in [16], where some of
the basic limit theorems were proved, e.g., the central limit theorem for mea-
sures with finite variance. Curiously, all measures in M are infinitely divisible
relative to ⊎.
The appendix contributed by Philippe Biane gives a description of the
densities of ⊞-stable distributions. This description allows him to prove that
these distributions are unimodal and satisfy a duality relation, analogous to
Zolotarev’s relation satisfied by the ∗-stable distributions.
The remainder of this paper is organized as follows. In Section 2 we discuss
the calculation of free convolutions and we develop an asymptotic formula for
Voiculescu’s analogue of the Fourier transform which is the key to our results.
Section 3 is dedicated to the proof of Theorem 1.2. The results about domains
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of attraction are deduced in Section 4. In Section 5 we give a description of
the Cauchy transforms of measures belonging to a domain of attraction. The
corresponding limit theorems can also be based on the formulas given here,
and this is the approach we described briefly in [1].
2. Cauchy transforms and free convolution
As mentioned in the introduction, the free convolution µ⊞ ν of two mea-
sures µ, ν ∈ M is the distribution of X + Y , where X and Y are free random
variables with distributions µ and ν, respectively. We will not enter the details
of free random variables, but refer the reader to the monograph [21], and to
[4] for the discussion of unbounded random variables. We concentrate on the
analytic apparatus needed for the calculation of free convolutions.
Denote by C the complex plane and set C+ = {z ∈ C : ℑz > 0},
C− = −C+. For a measure µ ∈ M one defines the Cauchy transform
Gµ : C
+ → C− by
Gµ(z) =
∫ ∞
−∞
1
z − t dµ(t), z ∈ C
+.
We also set Fµ(z) = 1/Gµ(z), z ∈ C+, so that Fµ : C+ → C+ is analytic. It is
easy to see that Fµ(z)/z tends to 1 as z →∞ nontangentially to R (i.e., such
that ℜz/ℑz stays bounded), and this implies that Fµ has certain invertibility
properties. To be precise, for two numbers η,M > 0 we set
Γη = {z = x+ iy ∈ C+ : |x| < ηy}
and
Γη,M = {z = x+ iy ∈ Γη : y > M}.
Then for every η > 0 there exists M =M(µ, η) such that Fµ has a left inverse
F−1µ defined on Γη,M . The function
φµ(z) = F
−1
µ (z)− z
will be called the Voiculescu transform of µ. It is not hard to show that
ℑφµ(z) ≤ 0 for z in a truncated cone Γη,M where φµ is defined. We also have
limφµ(z)/z = 0 as |z| → ∞, z ∈ Γη; in other words, φµ(z) = o(z) as |z| → ∞,
z ∈ Γη.
2.1. Theorem. If µ, ν ∈ M, then φµ⊞ν = φµ + φν in any truncated cone
Γη,M where all three functions involved are defined.
This remarkable result was discovered by Voiculescu [18]. He only con-
sidered compactly supported measures µ, in which case φµ is defined in a
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neighborhood of ∞. The result was extended by Maassen [11] to measures
with finite variance; the general case was proved in [4].
2.2. Lemma. Let µ ∈M, n a natural number, and set
µn = µ ⊞ µ ⊞ · · · ⊞ µ︸ ︷︷ ︸
n times
.
Assume that F−1µn exists in a truncated cone Γη,M . Then F
−1
µ also exists in
that truncated cone.
Proof. Let η′ < η and M ′ > M be such that F−1µ is defined in Γη′,M ′ and
the relationship φµn = nφµ holds in Γη′,M ′ . An easy calculation shows that
F−1µ (z) =
1
n
F−1µn (z) +
(
1− 1
n
)
z, z ∈ Γη′,M ′ .
Now, the right-hand side ψ(z) = F−1µn (z)/n+ (1− 1/n) z is defined in Γη,M , it
takes values in C+, and
Fµ(ψ(z)) = z, z ∈ Γη′,M ′ .
By the uniqueness of analytic continuation we must have Fµ(ψ(z)) = z for all
z ∈ Γη,M ; hence F−1µ is defined in Γη,M and is equal to ψ there.
In the study of limit laws it is important to translate weak convergence
of probability measures into convergence properties of the corresponding
Voiculescu transforms. This is achieved by the following result (cf. [4] and
[2]).
2.3. Proposition. Let µn ∈ M be a sequence. The following assertions
are equivalent :
(i) µn converges weakly to a probability measure µ;
(ii) there exist η,M > 0 such that the sequence φµn converges uniformly on
Γη,M to a function φ, and φµn(z) = o(|z|) uniformly in n as z → ∞,
z ∈ Γη,M ;
(iii) there exist η′,M ′ > 0 such that the functions φµn are defined on Γη′,M ′
for every n, limn→∞ φµn(iy) exists for every y > M
′, and φµn(iy) = o(y)
uniformly in n as y →∞.
Moreover, if (i) and (ii) are satisfied, then φ = φµ in Γη,M .
We will require a result about analytic functions which was already noted
in a different form in [14].
2.4. Lemma. Let η,M, ε be positive numbers, and let φ : Γη,M → C be
an analytic function such that
|φ(z)| ≤ ε|z|, z ∈ Γη,M .
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For every η′ < η and M ′ > M there exists k > 0 such that
|φ′(z)| ≤ kε, z ∈ Γη′,M ′ .
Proof. Fix z ∈ Γη,M , and let r = r(z) be the largest number such that the
circle {ζ : |ζ − z| = r} is contained in the closure of Γη,M . Cauchy’s inequality
then yields
|φ′(z)| ≤ 1
r
sup
|ζ−z|=r
ε|ζ| = ε
r
(|z|+ r) ≤ 2ε|z|
r
.
Now, r can be calculated explicitly:
r = min
{
ηy − |x|√
1 + η2
, y −M
}
if z = x+ iy. It is clear that
k = sup
z∈Γη′,M′
2|z|
r(z)
is finite if η′ < η and M ′ > M .
In what follows, the statement “z →∞ nontangentially” will simply mean
that |z| → ∞ but ℜz/ℑz stays bounded, i.e., z stays within a cone Γη. Lemma
2.4 implies that if φ(z) = o(z) as z →∞ nontangentially, then φ′(z) = o(1) as
z →∞ nontangentially.
The actual calculation of φµ requires inverting an analytic function. In
order to avoid this inversion we will develop an approximation for φµ which
will allow us to formulate weak limit theorems directly in terms of Cauchy
transforms.
2.5. Proposition. For every µ ∈ M we have
φµ(z) = z
2
[
Gµ(z)− 1
z
]
(1 + o(1))
as z →∞ nontangentially.
Proof. We have Fµ(z) = z + uµ(z) with uµ(z)/z → 0 as z → ∞ nontan-
gentially. An application of Lemma 2.4 (and the remark following it) implies
that u′µ(z) = o(1) as z → ∞ nontangentially. Thus we have F ′µ(z) = 1 + o(1)
as z → ∞ nontangentially, and this also implies that (F−1µ )′(z) = 1 + o(1) as
z →∞ nontangentially. If |z| is sufficiently large then the straight line segment
1030 HARI BERCOVICI AND VITTORINO PATA
joining z and Fµ(z) lies in a truncated cone where φµ is defined. Thus
φµ(z) = F
−1
µ (z)− z
= F−1µ (z)− F−1µ (Fµ(z))
=
∫ z
Fµ(z)
(F−1µ )
′(ζ) dζ
=
∫ z
Fµ(z)
(1 + o(1)) dζ
= (z − Fµ(z))(1 + o(1))
as z →∞ nontangentially. To conclude the proof observe that
z − Fµ(z) = z2
[
Gµ(z)− 1
z
]
1
zGµ(z)
,
and zGµ(z) = 1 + o(1) as z →∞ nontangentially.
The preceding statement can be made uniform over a tight family of mea-
sures µ. Recall that a family F ⊂M is tight if
lim
N→∞
sup
µ∈F
µ({t : |t| > N}) = 0.
2.6. Proposition. Let F ⊂M be a tight family.
(1) For every η > 0 there exists M > 0 such that F−1µ (and hence φµ) is
defined in Γη,M for every µ ∈ F .
(2) Let η and M be such that F−1µ is defined in Γη,M for every µ ∈ F , and
write
φµ(z) = z
2
[
Gµ(z) − 1
z
]
(1 + vµ(z)), z ∈ Γη,M , µ ∈ F .
Then supµ∈F |vµ(z)| = o(1) as z →∞ nontangentially.
Proof. Define the functions uµ as in the proof of Proposition 2.5. From
that proof (and from the uniform nature of Lemma 2.4) we see that we only
need to prove that uµ(z)/z → 0 uniformly in µ ∈ F as z →∞ nontangentially.
To do this, fix N > 0 and z = x+ iy ∈ C+. We have∣∣∣∣ tz − t
∣∣∣∣ ≤
√
1 +
(
x
y
)2
, t ∈ R,
with equality for t = (x2 + y2)/x if x 6= 0, and∣∣∣∣ tz − t
∣∣∣∣ ≤ Ny , t ∈ (−N,N).
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Thus for every µ ∈M,
|zGµ(z) − 1| =
∣∣∣∣
∫ ∞
−∞
(
z
z − t − 1
)
dµ(t)
∣∣∣∣
≤
∫ ∞
−∞
∣∣∣∣ tz − t
∣∣∣∣ dµ(t)
≤ N
y
+ [1− µ((−N,N))]
√
1 +
(
x
y
)2
.
When the last quantity above is less than 1/2 we can also make the following
estimate: ∣∣∣∣Fµ(z)z − 1
∣∣∣∣ =
∣∣∣∣zGµ(z)− 1zGµ(z)
∣∣∣∣
≤ |zGµ(z)− 1|
1− |zGµ(z)− 1|
≤ 2

Ny + [1− µ((−N,N))]
√
1 +
(
x
y
)2
 .
Assume now that we are given ε, η > 0, and z ∈ Γη. Then N can be chosen so
that
[1− µ((−N,N))]
√
1 + η2 <
ε
4
for every µ ∈ F . We can also choose M so that N/M < ε/4, and we deduce
that for z = x+ iy ∈ Γη,M , ∣∣∣∣Fµ(z)z − 1
∣∣∣∣ ≤ ε
for every µ ∈ F (provided that ε < 1/2). This demonstrates the uniformity of
the convergence of uµ to zero.
A useful related result is as follows.
2.7. Proposition. Let µn ∈ M be a sequence converging weakly to δ0.
Then there exist η > 0 and M > 0 such that µn has a Voiculescu transform of
the form
φµn(z) = z
2
[
Gµn(z)−
1
z
]
(1 + vn(z)), z ∈ Γη,M ,
and
lim
n→∞
vn(z) = 0, z ∈ Γη,M .
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Proof. As in Proposition 2.6, it is possible to find a truncated cone Γη,M
such that φµn(z) has the above representation for z ∈ Γη,M . We must only
prove the last assertion. Upon restricting the truncated cone, we know from
Proposition 2.3 that limn→∞ φµn = 0 uniformly on the bounded subsets of
Γη,M , and φµn(z) = o(|z|) uniformly in n as z → ∞, z ∈ Γη,M . Fix now
z ∈ Γη,M . Then, in particular, z ∈ Γη′,M ′ for some η′ < η and M ′ > M . Select
ε > 0. It is clear that, for every ω ∈ Γη′,M ′, we have |φµn(ω)| < ε|ω|, for
n big enough. Thus Lemma 2.4 entails |φ′µn(w)| < kε, for some fixed k > 0
(independent of ε) for n big enough. Since µn converges weakly to δ0, it is also
clear that Fµn(z) −→
n→∞
z, and therefore, for n big enough, the segment joining
z and Fµn(z) is entirely contained in Γη′,M ′ . Proceeding as in the proof of
Proposition 2.5, we have
φµn(z) = z − Fµn(z) +
∫ z
Fµn(z)
φ′µn(ζ) dζ
= z2
[
Gµn(z) −
1
z
]
+ z2
[
Gµn(z)−
1
z
] [
1
zGµn(z)
− 1
]
+
∫ z
Fµn (z)
φ′µn(ζ) dζ.
The proof is completed by observing that∣∣∣∣∣
∫ z
Fµn(z)
φ′µn(ζ) dζ
∣∣∣∣∣ ≤ |z − Fµn(z)|kε,
and limn→∞ 1/zGµn (z) = 1.
3. The Le´vy-Hincˇin formula and limit laws
A characterization of ∗-infinitely divisible measures ν ∈ M is given by
the well-known Le´vy-Hincˇin formula in terms of the Fourier transform (or
characteristic function)
(Fν)(t) =
∫ ∞
−∞
eitx dν(x).
3.1. Theorem. A measure ν ∈ M is ∗-infinitely divisible if and only if
there exist a finite positive Borel measure σ on R, and a real number γ such
that
(Fν)(t) = exp
[
iγt+
∫ ∞
−∞
(eitx − 1− itx)x
2 + 1
x2
dσ(x)
]
, t ∈ R,
where (eitx − 1− itx)(x2 + 1)/x2 must be interpreted as −t2/2 for x = 0.
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The free situation was settled in the general case in [4] (see also [3]), where
it was shown that ν ∈ M is ⊞-infinitely divisible if and only if φν has an analytic
continuation to C+ with values in C− ∪R. The Nevanlinna representation of
functions with negative imaginary part yields then the following free analogue
of the Le´vy-Hincˇin formula.
3.2. Theorem. A measure ν ∈ M is ⊞-infinitely divisible if and only if
there exist a finite positive Borel measure σ on R, and a real number γ such
that
φν(z) = γ +
∫ ∞
−∞
1 + tz
z − t dσ(t), z ∈ C
+.
The analogy between Theorems 3.1 and 3.2 is rather formal, though in
special cases it was known to go deeper. For instance, if σ is a Dirac mass at
zero, the formula in Theorem 3.1 yields a Gaussian measure, while the formula
in Theorem 3.2 gives a semicircle law. The Gaussian is related with the classical
central limit theorem, while the semicircle is related with the free central limit
theorem as first shown by Voiculescu [17]. The purpose of this section is to
show that this analogy extends to all infinitely divisible measures. In order to
facilitate the statements of our results we introduce some additional notation.
Fix a finite positive Borel measure σ on R and a real number γ. We denote
by νγ,σ∗ the ∗-infinitely divisible measure determined by the formula
(Fνγ,σ∗ )(t) = exp
[
iγt+
∫ ∞
−∞
(eitx − 1− itx)x
2 + 1
x2
dσ(x)
]
, t ∈ R,
and we denote by νγ,σ
⊞
the ⊞-infinitely divisible measure such that
φνγ,σ
⊞
(z) = γ +
∫ ∞
−∞
1 + tz
z − t dσ(t), z ∈ C
+.
The following result is essentially contained in [8, §§18 and 24].
3.3. Theorem. Let νγ,σ∗ be a ∗-infinitely divisible measure, let µn ∈ M be
a sequence, and let k1 < k2 < · · · be natural numbers. The following assertions
are equivalent :
(1) the sequence µn ∗ µn ∗ · · · ∗ µn︸ ︷︷ ︸
kn times
converges weakly to νγ,σ∗ ;
(2) the measures
dσn(x) = kn
x2
x2 + 1
dµn(x)
converge weakly to σ and
lim
n→∞
kn
∫ ∞
−∞
x
x2 + 1
dµn(x) = γ.
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The preceding theorem is not stated as such in [8] because the results
there are concerned mostly with convolutions of distinct measures. It is in-
teresting to note that the numbers kn
∫ τ
−τ x dµn(x) are preferred in [8] to
kn
∫∞
−∞ x/(x
2 + 1) dµn(x), most likely on account of their probabilistic interpre-
tation as truncated expected values. It is easy to see that under the equivalent
conditions of Theorem 3.3 we have
kn
∫ τ
−τ
x dµn(x)− kn
∫ ∞
−∞
x
x2 + 1
dµn(x) −→
n→∞
∫ τ
−τ
x dσ(x)−
∫
|x|>τ
1
x
dσ(x),
provided that τ and −τ are not atoms of σ.
We are now ready to state the main result of this section.
3.4. Theorem. Fix a finite positive Borel measure σ on R, a real number
γ, a sequence µn ∈ M, and a sequence of positive integers k1 < k2 < · · · . The
following assertions are equivalent :
(1) the sequence µn ∗ µn ∗ · · · ∗ µn︸ ︷︷ ︸
kn times
converges weakly to νγ,σ∗ ;
(2) the sequence µn ⊞ µn ⊞ · · · ⊞ µn︸ ︷︷ ︸
kn times
converges weakly to νγ,σ
⊞
;
(3) the measures
dσn(x) = kn
x2
x2 + 1
dµn(x)
converge weakly to σ and
lim
n→∞
kn
∫ ∞
−∞
x
x2 + 1
dµn(x) = γ.
Proof. The equivalence of (1) and (3) is just a restatement of Theorem
3.3. We will prove the equivalence of (2) and (3). Assume first that (2) holds.
By Lemma 2.2 and Proposition 2.3 there exists a truncated cone Γη,M such
that
lim
n→∞
knφµn(z) = φνγ,σ
⊞
(z), z ∈ Γη,M ,
and |knφµn(z)| ≤ u(z) with limz→∞,z∈Γη,M u(z)/z = 0. Then we have
|φµn(z)| ≤
u(z)
kn
−→
n→∞
0,
and therefore µn converges weakly to δ0; indeed, φδ0 = 0. From Proposition
2.6 we get
φµn(z) = z
2
[
Gµn(z)−
1
z
]
(1 + vn(z)),
STABLE LAWS IN FREE PROBABILITY 1035
where |vn(z)| ≤ v(z), and limz→∞,z∈Γη,M v(z) = 0. By decreasing the cone we
may assume that v(z) < 1/2, and using Proposition 2.7 we deduce that
(3.5) knz
2
[
Gµn(z)−
1
z
]
=
knφµn(z)
1 + vn(z)
−→
n→∞
φνγ,σ
⊞
(z), z ∈ Γη,M ,
and
(3.6)
∣∣∣∣knz2
[
Gµn(z) −
1
z
]∣∣∣∣ ≤ u(z)1 + v(z) ≤ 2u(z), z ∈ Γη,M .
Observe now that
knz
2
[
Gµn(z) −
1
z
]
=
∫ ∞
−∞
kntz
z − t dµn(t), z ∈ C
+.
It is easily seen that this function has negative imaginary part, though it is not
written in standard Nevanlinna form. We can write it in that form as follows:
knz
2
[
Gµn(z)−
1
z
]
= γn +
∫ ∞
−∞
1 + tz
z − t dσn(t), z ∈ C
+,
where
γn = kn
∫ ∞
−∞
t
1 + t2
dµn(t),
and
dσn(t) =
knt
2
1 + t2
dµn(t).
Inequality (3.6) for z = iy, y ∈ R, implies now
1
2
σn({t : |t| ≥ y}) ≤
∫ ∞
−∞
1 + t2
y2 + t2
dσn(t)
= −kn
y
ℑ
(
z2
[
Gµn(z)−
1
z
])
≤ 2u(iy)
y
.
Because limy→∞ u(iy) = 0 we conclude that the sequence σn is tight, and hence
it has weakly convergent subsequences. If a subsequence σnj converges weakly
to a measure σ′ and z = x+ iy ∈ Γη,M , then from (3.5) we must have∫ ∞
−∞
y
y2 + (x− t)2 (1 + t
2) dσ′(t) = lim
j→∞
∫ ∞
−∞
y
y2 + (x− t)2 (1 + t
2) dσnj (t)
= − lim
j→∞
knjℑ
(
z2
[
Gµn(z) −
1
z
])
= −ℑφνγ,σ
⊞
(iy)
=
∫ ∞
−∞
y
y2 + (x− t)2 (1 + t
2) dσ(t).
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Thus the measures (1 + t2) dσ′(t) and (1 + t2) dσ(t) have the same Poisson
integral (in an open set and hence everywhere inC+), and this can only happen
if σ′ = σ. We deduce that the sequence σn converges weakly to σ. Finally,
γ = φνγ,σ
⊞
(z) −
∫ ∞
−∞
1 + tz
z − t dσ(t)
= lim
n→∞
{
φνγ,σ
⊞
(z)−
∫ ∞
−∞
1 + tz
z − t dσn(t)
}
= lim
n→∞
{
γn + φνγ,σ
⊞
(z)− knz2
[
Gµ(z)− 1
z
]}
.
Since
φνγ,σ
⊞
(z)− knz2
[
Gµn(z)−
1
z
]
−→
n→∞
0,
we conclude that limn→∞ γn exists and it equals γ.
Conversely, assume that (3) holds. Since
µn({t : |t| > ε}) ≤ 1 + ε
2
ε2
∫ ∞
−∞
t2
1 + t2
dµn(t) ≤ 1 + ε
2
ε2
1
kn
σn(R)
for every ε > 0, we deduce that µn converges weakly to δ0. Therefore there
exists a truncated cone Γη,M such that
φµn(z) = z
2
[
Gµn(z)−
1
z
]
(1 + vn(z)), z ∈ Γη,M ,
where the vn are dominated by a positive function v with limz→∞,z∈Γη,M v(z)
= 0. Using again the Nevanlinna representation
knz
2
[
Gµn(z)−
1
z
]
= γn +
∫ ∞
−∞
1 + tz
z − t dσn(t), z ∈ C
+,
we see that condition (3) implies immediately that
lim
n→∞
knz
2
[
Gµn(z) −
1
z
]
= φνγ,σ
⊞
(z), z ∈ C+.
Hence
knφµn(z) = knz
2
[
Gµn(z)−
1
z
]
(1 + vn(z))
also converges to φνγ,σ
⊞
(z) as n → ∞ for z ∈ Γη,M . To conclude the proof it
suffices (by Prop. 2.3) to show that
kn(iy)
2
[
Gµn(iy)−
1
iy
]
= o(y) as y →∞
uniformly in n. Since γn is a bounded sequence, this amounts to showing that∫ ∞
−∞
1 + ity
iy − t dσn(t) = o(y) as y →∞
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uniformly in n. It is easy to verify that∣∣∣∣1 + ityiy − t
∣∣∣∣ ≤ y
for y ≥ 1. Hence, if M > 0 and y ≥ 1,∣∣∣∣
∫ ∞
−∞
1 + ity
iy − t dσn(t)
∣∣∣∣ ≤
∫ M
−M
2
1 + |t|y
y + |t| dσn(t) + yσn({t : |t| ≥M})
≤ 21 +My
y +M
+ yσn({t : |t| ≥M}).
The desired conclusion follows from the last inequality since σn was assumed
to be a tight sequence.
4. Stable laws and domains of attraction
In this section we will prove the results announced in the introduction on
(partial) domains of attraction. We will also discuss briefly the domains of
normal attraction of the stable laws. We begin by applying the main result of
Section 3 to identically distributed random variables.
4.1. Theorem. Suppose we are given a measure µ ∈ M, sequences of
independent random variables Xn with distribution µ, free random variables
Yn with distribution µ, positive numbers Bn, real numbers An, and natural
numbers k1 < k2 < · · · . The following two statements are equivalent :
(1) the variables
Zn =
X1 +X2 + · · · +Xkn
Bn
−An
converge in distribution;
(2) the variables
Wn =
Y1 + Y2 + · · ·+ Ykn
Bn
−An
converge in distribution.
If these two equivalent statements are true then there exist a real number γ,
and a positive, finite Borel measure σ on R, such that the limit of Zn is ν
γ,σ
∗
and the limit of Wn is ν
γ,σ
⊞
.
Proof. Define measures µn ∈M by
µn(S) = µ
(
BnS +
An
kn
)
1038 HARI BERCOVICI AND VITTORINO PATA
for every Borel set S ⊂ R. Since the distribution of Zn is
µn ∗ µn ∗ · · · ∗ µn︸ ︷︷ ︸
kn times
,
while the distribution of Wn is
µn ⊞ µn ⊞ · · · ⊞ µn︸ ︷︷ ︸
kn times
,
the result easily follows from Theorem 3.4.
The preceding result does imply the classical result of Hincˇin that a mea-
sure ν is ∗-infinitely divisible if and only if it has a (nonempty) ∗-domain of
partial attraction. It also implies the free version of this result, first proved in
[13]. Theorem 4.1 gives an identification of the domains of partial attraction
as follows.
4.2. Corollary. For every real number γ and every finite, positive Borel
measure σ on R we have
P∗(νγ,σ∗ ) = P⊞(νγ,σ⊞ ).
Taking kn = n in Theorem 4.1 we obtain the following result.
4.3. Corollary. Let γ be a real number, and σ a finite, positive Borel
measure on R. The measure νγ,σ∗ is ∗-stable if and only if the measure νγ,σ⊞ is
⊞-stable. We always have
D∗(νγ,σ∗ ) = D⊞(νγ,σ⊞ ).
Since a stable law always belongs to its own domain of attraction, we
have the following “practical” way of determining the correspondence between
∗-stable and ⊞-stable laws.
4.4. Corollary. Assume that νγ,σ∗ is ∗-stable (or νγ,σ⊞ is ⊞-stable). Then
we have that νγ,σ∗ ∈ D⊞(νγ,σ⊞ ) and νγ,σ⊞ ∈ D∗(νγ,σ∗ ).
Given ν ∈ M we denote its dilation by a factor a > 0 by Daν(S) = ν(aS).
Let us fix now a ∗-stable measure ν. Associated with ν there is a number
α ∈ (0, 2] such that the measure ν ∗ ν is a translate of the measure D1/2αν.
The number α is called the stability index of ν. Let now µ belong to the
∗-domain of attraction of ν. Thus, if Xn is a sequence of independent identi-
cally distributed variables with common distribution µ, there exist constants
An, Bn, with Bn > 0, such that the variables B
−1
n (X1 +X2 + · · · +Xn)− An
converge to ν in distribution. If the constants Bn can be chosen of the form
cn1/α, with c independent of n, then µ is in the normal ∗-domain of attraction
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of ν. The normal ⊞-domain of attraction of a ⊞-stable law is defined in an
analogous manner, and the following result is then an immediate consequence
of Theorem 4.1.
4.5. Corollary. Assume that νγ,σ∗ is ∗-stable. Then the normal
∗-domain of attraction of νγ,σ∗ coincides with the normal ⊞-domain of attrac-
tion of νγ,σ
⊞
.
The case α = 2 of this result was proved in [14], where it was shown that
the normal ⊞-domain of attraction of the semicircle laws coincides with the
class of measures with finite variance.
5. Cauchy transforms and domains of attraction
In order to discuss a little further the (∗ or ⊞)-domains of attraction we
need a few facts from the theory of regularly varying functions. Since these
facts, though classical, may not be so well known, we list them here.
A positive Borel function ℓ defined in a neighborhood of +∞ is said to be
slowly varying if
lim
x→∞
ℓ(tx)
ℓ(x)
= 1, for all t > 0.
A positive Borel function r defined in a neighborhood of +∞ is regularly vary-
ing with index ρ ∈ R if r(y) = yρℓ(y), with ℓ slowly varying. We denote by
Rρ the class of (germs at +∞ of) regularly varying functions with index ρ, so
that R0 is the class of slowly varying functions. As usual, we write f ∼ g as
x → ∞ if limx→∞ f(x)/g(x) = 1. It will be convenient to use the following
convention: the asymptotic relation f ∼ kg means limx→∞ f(x)/g(x) = 0 if
k = 0. This is useful in writing certain statements in a uniform way.
The following result is due to Karamata. It can be found in [6] (cf. The-
orems 1.6.4 and 1.6.5 and the comments following 1.6.5).
5.1. Theorem. Let α and n be real numbers such that 0 < α < n, and
let ρ be a finite positive Borel measure on [0,+∞). The following assertions
are equivalent :
(1) the function y 7→ ρ((y,∞)) varies regularly with index −α;
(2) the function y 7→ ∫ y0 tn dρ(t) varies regularly with index n− α.
If these equivalent conditions are verified, then∫ y
0
tn dρ(t) ∼ α
n− αy
nρ((y,∞)) as y →∞.
The situation is more complicated when n = α, and it was studied by
de Haan (see [6, Chap. 3]). We only state a simple result for α = 1 because it
is the only case used here.
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5.2. Proposition. Let ρ be a finite Borel measure on [0,+∞) such that
the function y 7→ ρ((y,∞)) varies regularly with index −1. Then the function
y 7→ ∫ y0 t dρ(t) is slowly varying and
yρ((y,∞)) = o
(∫ y
0
t dρ(t)
)
as y →∞.
Another useful result of Karamata refers to Stieltjes transforms (cf. [6,
Th. 1.7.4]). We recall that a Baire measure is a Borel measure which takes
finite values on compact sets.
5.3. Theorem. Let ρ be a positive Baire measure on [0,+∞), and fix
α ∈ (0, 1]. The following conditions are equivalent :
(1) the function y 7→ ρ([0, y)) varies regularly with index 1− α;
(2) the function y 7→ ∫∞0 1/(t+ y) dρ(t) varies regularly with index −α.
If these equivalent conditions are satisfied then
∫ ∞
0
1
t+ y
dρ(t) ∼ (1 − α)π
sinπα
ρ([0, y))
y
as y →∞,
where the constant (1− α)π/ sin πα must be replaced by 1 if α = 1.
We actually need a variation of this result.
5.4. Corollary. Let ρ be a positive Baire measure on [0,+∞), and fix
α ∈ (0, 2]. The following conditions are equivalent :
(1) the function y 7→ ρ([0, y)) varies regularly with index 2− α;
(2) the function y 7→ ∫∞0 1/(t2 + y2) dρ(t) varies regularly with index −α.
If these equivalent conditions are satisfied then
∫ ∞
0
1
t2 + y2
dρ(t) ∼ (1−
α
2 )π
sin piα2
ρ([0, y))
y2
as y →∞,
where the constant (1− α/2)π/ sin(πα/2) must be replaced by 1 if α = 2.
The corollary is readily obtained by observing that
∫ ∞
0
1
t2 + y2
dρ(t) =
∫ ∞
0
1
t+ y1
dρ1(t),
with y1 = y
2 and dρ1(t) = dρ(
√
t). The proof of the following result is equally
easy.
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5.5. Corollary. Let ρ and α be as in Corollary 5.4. We have
yα−2ρ([0, y)) = o(1) as y →∞
if and only if
yα
∫ ∞
0
1
t2 + y2
dρ(t) = o(1) as y →∞.
Aside from the ∗-domain of attraction of the normal law, ∗-domains of
attraction (and hence ⊞-domains of attraction) are classified by two parameters
α ∈ (0, 2), i.e., the stability index, and θ ∈ [−1, 1]. For further reference we
record the following.
5.6. Definition. Fix α ∈ (0, 2) and θ ∈ [−1, 1]. We say that a measure
µ ∈ M belongs to the domain Cα,θ if the following conditions are satisfied:
(1) the function y 7→ ∫ y−y t2 dµ(t) varies regularly with index 2− α;
(2)
lim
t→∞
µ((t,∞)) − µ((−∞,−t))
µ((t,∞)) + µ((−∞,−t)) = θ.
Observe that for µ ∈ Cα,θ,
lim
t→∞
µ((t,∞))
µ((t,∞)) + µ((−∞,−t)) = p,
lim
t→∞
µ((−∞,−t))
µ((t,∞)) + µ((−∞,−t)) = q,
where p = (1 + θ)/2 and q = (1 − θ)/2 so that p ≥ 0, q ≥ 0, p + q = 1, and
p− q = θ.
A classical result on domains of attraction (see [8]) is that each Cα,θ con-
tains exactly one equivalence class of ∗-stable measures, and Cα,θ coincides
with the ∗-domain of attraction of each of those ∗-stable measures. By virtue
of the results of Section 4 we have then proved the following theorem.
5.7. Theorem. Let α ∈ (0, 2) and θ ∈ [−1, 1]. Then there exist a unique
class of equivalence of ∗-stable laws [ν] and a unique class of equivalence of
⊞-stable laws [ν ′] such that ν ∈ Cα,θ and ν ′ ∈ Cα,θ. Moreover D∗(ν) = D⊞(ν ′)
= Cα,θ.
The above theorem does not take into account the case corresponding to
α = 2, i.e., the central limit theorem (see [14]). Indeed a measure µ ∈ M
belongs to the ∗-domain of attraction of the Gaussian if and only if it belongs
to the ⊞-domain of attraction of the semicircle law if and only if the function
y 7→ ∫ y−y t2 dµ(t) is slowly varying.
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We will describe measures in Cα,θ via the values of their Cauchy transforms
on the imaginary axis. We begin by observing that
Gµ(iy)− 1
iy
=
i
y
∫ ∞
−∞
t2
y2 + t2
dµ(t)−
∫ ∞
−∞
t
y2 + t2
dµ(t)
for µ ∈ M and y > 0.
5.8. Proposition. For a measure µ ∈ M and α ∈ (0, 2) the following
assertions are equivalent :
(1) the function y 7→ µ({t : |t| > y}) varies regularly with index −α;
(2) the function y 7→ ∫ y−y t2 dµ(t) varies regularly with index 2− α;
(3) the function y 7→ ∫ y−y |t|3 dµ(t) varies regularly with index 3− α;
(4) the function y 7→ ∫∞−∞ t2/(y2 + t2) dµ(t) varies regularly with index −α.
If α ∈ (1, 2) then (1)–(4) are also equivalent to:
(5) the function y 7→ ∫∞−∞ |t|3/(y2+ t2) dµ(t) varies regularly with index 1−α.
If α ∈ (0, 1) then conditions (1)–(4) are also equivalent to:
(6) the function y 7→ ∫ y−y |t| dµ(t) varies regularly with index 1− α;
(7) the function y 7→ ∫∞−∞ |t|3/(y2+t2) dµ(t) varies regularly with index −1−α.
If α = 1 then condition (1) implies conditions (6) and (7), which are equivalent
to each other. If (1) is satisfied, we have∫ ∞
−∞
t2
y2 + t2
dµ(t) ∼ (1−
α
2 )π
sin piα2
1
y2
∫ y
−y
t2 dµ(t)
∼
piα
2
sin piα2
µ({t : |t| > y}) as y →∞,
and
1
y3
∫ y
−y
|t|3 dµ(t) ∼ α
3− αµ({t : |t| > y}) as y →∞.
If α ∈ (1, 2) we also have∫ ∞
−∞
|t|3
y2 + t2
dµ(t) ∼
3−α
2 π
− cos piα2
1
y2
∫ y
−y
|t|3 dµ(t)
∼
piα
2
− cos piα2
yµ({t : |t| > y}) as y →∞.
If α ∈ (0, 1) then∫ ∞
−∞
|t|
y2 + t2
dµ(t) ∼
1−α
2 π
cos piα2
1
y2
∫ y
−y
|t| dµ(t)
∼
piα
2
cos piα2
1
y
µ({t : |t| > y}) as y →∞.
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Finally, if α = 1,
∫ ∞
−∞
|t|
y2 + t2
dµ(t) ∼ 1
y2
∫ y
−y
|t| dµ(t) as y →∞,
and
µ({t : |t| > y}) = o
(
1
y
∫ y
−y
|t| dµ(t)
)
as y →∞.
Proof. The equivalence of (1), (2), (3), and (6) (for α ∈ (0, 1)) follows
immediately from Theorem 5.1 applied to the measure ρ defined by
ρ(S) = µ({t : |t| ∈ S}), S ⊂ [0,+∞).
Proposition 5.2 applied to the same measure shows that (1) implies (6) if α = 1.
In order to prove the equivalence of (3) and (4) consider the Baire measure ρ
on [0,∞) determined by
ρ([0, y)) =
∫
(−y,y)
t2 dµ(t), y > 0.
Then we can write
∫ ∞
−∞
t2
y2 + t2
dµ(t) =
∫ ∞
0
dρ(t)
y2 + t2
,
and the desired equivalence follows immediately from Corollary 5.4. The equiv-
alence between (3) and (5) (for α ∈ (1, 2)) and between (6) and (7) (for
α ∈ (0, 1]) is proved analogously. The asymptotic relations follow from the
corresponding results about slowly varying functions.
We can now characterize measures in Cα,θ in terms of the behavior of
their Cauchy transforms on the imaginary axis. We prove three statements
corresponding to the cases α < 1, α > 1, and α = 1.
5.9. Proposition. Fix α ∈ (0, 1), θ ∈ [−1, 1], and µ ∈ M. The following
assertions are equivalent :
(1) µ ∈ Cα,θ;
(2) there exists f ∈ R−α−1 such that
Gµ(iy)− 1
iy
=
(
i+ θ tan
πα
2
)
f(y)(1 + o(1)) as y →∞;
(3) there exists g ∈ R1−α such that
φµ(iy) = −
(
i+ θ tan
πα
2
)
g(y)(1 + o(1)) as y →∞.
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Proof. We observe first that the equivalence between (2) and (3) is an
immediate consequence of Proposition 2.5; in fact, we can take g(y) = y2f(y).
We must therefore prove the equivalence of (1) and (2). Assume first that (1)
holds, and set
f(y) =
1
y
∫ ∞
−∞
t2
y2 + t2
dµ(t), y > 0.
The function f belongs to R−1−α by Proposition 5.8, and
µ({t : |t| > y}) ∼ sin
piα
2
piα
2
yf(y) as y →∞.
Furthermore, since α ∈ (0, 1), we also have∫ ∞
−∞
|t|
y2 + t2
dµ(t) ∼
piα
2
cos piα2
1
y
µ({t : |t| > y})
∼ tan πα
2
f(y) as y →∞.
Consider now the numbers p = (1 + θ)/2 and q = (1− θ)/2. Since µ ∈ Cα,θ,
µ((y,∞)) ∼ pµ({t : |t| > y}) as y →∞.
Thus µ((y,∞)) varies regularly with index −α (if p 6= 0), and∫ ∞
0
t
y2 + t2
dµ(t) ∼
piα
2
cos piα2
1
y
µ((y,∞))
∼ p
piα
2
cos piα2
1
y
µ({t : |t| > y})
∼ p
∫ ∞
−∞
|t|
y2 + t2
dµ(t) as y →∞.
If p = 0 this relation simply means∫ ∞
0
t
y2 + t2
dµ(t) = o
(∫ ∞
−∞
|t|
y2 + t2
dµ(t)
)
as y →∞.
In an analogous manner,∫ 0
−∞
t
y2 + t2
dµ(t) ∼ −q
∫ ∞
−∞
|t|
y2 + t2
dµ(t) as y →∞,
so that ∫ ∞
−∞
t
y2 + t2
dµ(t) ∼ (p− q)
∫ ∞
−∞
|t|
y2 + t2
dµ(t)
∼ θ tan πα
2
f(y) as y →∞.
The representation in (2) follows immediately from the formula
Gµ(iy)− 1
iy
=
i
y
∫ ∞
−∞
t2
y2 + t2
dµ(t)−
∫ ∞
−∞
t
y2 + t2
dµ(t).
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Conversely, assume that (2) holds. Then
ℑ
[
Gµ(iy)− 1
iy
]
=
i
y
∫ ∞
−∞
t2
y2 + t2
dµ(t)
is a function of regular variation with index −α − 1, asymptotic to f(y) as
y →∞. Considering real parts we also obtain∫ ∞
−∞
t
y2 + t2
dµ(t) ∼ θ tan πα
2
f(y) as y →∞.
Since we know from Proposition 5.8 that∫ ∞
−∞
|t|
y2 + t2
dµ(t) ∼ tan πα
2
f(y) as y →∞,
we conclude that∫ ∞
0
t
y2 + t2
dµ(t) =
1
2
∫ ∞
−∞
|t|
y2 + t2
dµ(t) +
1
2
∫ ∞
−∞
t
y2 + t2
dµ(t)
∼ 1 + θ
2
tan
πα
2
f(y)
∼ p
piα
2
cos piα2
1
y
µ({t : |t| > y}) as y →∞.
Proposition 5.8 (applied to the restriction of µ to the positive axis) implies
now that
µ((t,∞)) ∼ pµ({t : |t| > y}) as y →∞,
and therefore we can conclude that µ ∈ Cα,θ. The proposition is proved.
If α > 1 then measures in Cα,θ have finite mean, and therefore each mea-
sure in that domain is equivalent to a measure with zero mean. Thus there
is little loss of generality in considering only measures with zero mean in this
case.
5.10. Proposition. Fix α ∈ (1, 2), θ ∈ [−1, 1], and µ ∈ M. Assume
that µ has zero mean. The following assertions are equivalent :
(1) µ ∈ Cα,θ;
(2) there exists f ∈ R−α−1 such that
Gµ(iy)− 1
iy
=
(
i+ θ tan
πα
2
)
f(y)(1 + o(1)) as y →∞;
(3) there exists g ∈ R1−α such that
φµ(iy) = −
(
i+ θ tan
πα
2
)
g(y)(1 + o(1)) as y →∞.
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Proof. Since µ has zero mean,∫ ∞
−∞
t
y2 + t2
dµ(t) =
∫ ∞
−∞
[
t
y2 + t2
− t
y2
]
dµ(t)
= − 1
y2
∫ ∞
−∞
t3
y2 + t2
dµ(t).
The proof proceeds along the lines of the preceding one, with∫ ∞
−∞
t/(y2 + t2) dµ(t)
replaced by ∫ ∞
−∞
t3/(y2 + t2) dµ(t).
We leave the details to the interested reader.
The situation is more complicated for measures in C1,θ, some of which
have finite mean. We limit ourselves to a partial result.
5.11. Proposition. Fix θ ∈ [−1, 1], and µ ∈ C1,θ. Then
Gµ(iy)− 1
iy
= − 1
y2
∫ y
−y
t dµ(t) + if(y) + o(1)g(y) as y →∞,
where f, g ∈ R−2 and satisfy
g(y) ∼ 1
y2
∫ y
−y
|t| dµ(t) as y →∞
and
f(y) ∼ π
2
1
y
µ({t : |t| > y}) = o(g(y)) as y →∞.
Proof. As before, f(y) can be taken to be the imaginary part of
Gµ(iy)− 1/iy, so we only need to consider the real part. Since
y 7→ µ((y,+∞)) ∼ pµ({t : |t| > y}) as y →∞
is a function of regular variation with index −1 (if p 6= 0), Proposition 5.8
implies that ∫ ∞
0
t
y2 + t2
dµ(t) ∼ 1
y2
∫ y
0
t dµ(t) as y →∞.
Thus setting
g(y) =
1
y2
∫ y
−y
|t| dµ(t) as y →∞,
it is easy to conclude that the desired representation holds.
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It is somewhat unsatisfactory that the constant θ does not appear explic-
itly in the formula given in Proposition 5.11. Let us note, however, that for
measures µ with infinite mean,
θy2g(y) = θ
∫ y
−y
|t| dµ(t) ∼
∫ y
−y
t dµ(t) as y →∞,
and the statement takes a form more similar to Propositions 5.9 and 5.10.
It is now fairly easy to determine the ⊞-stable laws in each of the domains
Cα,θ. The complex functions in the following statement are given by their
principal value in the upper half-plane.
5.12. Proposition.
(1) If α ∈ (0, 1) ∪ (1, 2) and θ ∈ [−1, 1], then the measure ν ∈ M with
φν(z) = −
(
i+ θ tan
πα
2
)
iα−1z1−α
belongs to Cα,θ.
(2) If θ ∈ [−1, 1], then the measure ν ∈ M with
φν(z) = 2θ log z − iπ(1 + θ)
belongs to C1,θ.
Proof. For α 6= 1 it is known (see [4]) that the Voiculescu transforms of
the stable laws of index α have the form a+ bz1−α. Among these, the function
−iα−1z1−α is equal to y1−α for z = iy, and this function is of regular variation
with index 1 − α. The general form in the statement is easily deduced from
Propositions 5.9 and 5.10. In order to arrive at the formula (2), we note that
a measure µ such that
yµ({t : |t| > y}) ∼ 1 as y →∞
must satisfy
∫ y
−y
|t| dµ(t) ∼ log y as y →∞.
The functions in (2) are exactly those stable laws of index 1 which achieve the
proper balance between real and imaginary parts.
If µ ∈ M a ⊞-stable distribution with stability index α ∈ (0, 2], from the
relation φDaµ(z) = aφµ(z/a) (where Daµ is the dilation of µ by a factor a > 0),
it is easy to verify that the measure Daµ ⊞ Dbµ is a translate of the measure
D(aα+bα)1/αµ (and is equal to it in the case of a strictly ⊞-stable distribution).
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It is interesting to note that every ⊞-stable distribution of stability index
6= 1 is equivalent to some strictly ⊞-stable distribution, but this is not the case
for α = 1, where the strictly ⊞-stable distributions are the ones with constant
Voiculescu transform, namely, the Dirac measures and the measures equivalent
to the Cauchy distribution. Note that these measures are also exactly the
strictly ∗-stable distributions of stability index 1 (see e.g. [8]).
6. Limit laws for Boolean convolution
We have seen earlier how one can associate to a given measure µ ∈ M
its Cauchy transform Gµ and its reciprocal Fµ = 1/Gµ : C
+ → C+. We have
ℑz ≤ ℑFµ(z) so that the function Eµ(z) = z − Fµ(z) maps C+ to C− ∪ R,
and, in addition, Eµ(z)/z → 0 as z → ∞ nontangentially. Conversely, if
E : C+ → C− ∪ R is an analytic function so that E(z)/z → 0 as z → ∞
nontangentially, then there exists µ ∈ M such that Eµ = E. This observation
leads to the formal definition of the Boolean convolution introduced in [16].
Given µ, ν ∈ M, there exists ρ ∈ M such that
Eρ = Eµ + Eν .
The measure ρ is called the Boolean convolution of µ and ν, and it is denoted
µ ⊎ ν. Boolean convolution is an associative, commutative law, with δ0 as the
zero element. We have δs ⊎ δt = δs+t, but generally δt ⊎ µ is not a translate of
µ. We will show that the limit laws of Boolean convolution are determined by
the limit laws of classical probability, just as in the case of free convolution.
The basic tool is the following counterpart of Propositions 2.5 and 2.6.
6.1. Proposition. For every µ ∈ M,
Eµ(z) = z
2
[
Gµ(z)− 1
z
]
(1 + o(1))
as z →∞ nontangentially. Moreover, if F ⊂M is a tight family and we write
Eµ(z) = z
2
[
Gµ(z)− 1
z
]
(1 + vµ(z)), z ∈ C+, µ ∈ F ,
then supµ∈F |vµ(z)| = o(1) as z →∞ nontangentially.
Proof. Observe that
Eµ(z) = z
2
[
Gµ(z)− 1
z
]
1
zGµ(z)
, z ∈ C+.
The conclusion now can be deduced as in the proof of Propositions 2.5 and
2.6, except that the situation is much simpler here because no inversion is
required.
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An immediate consequence of Propositions 6.1 and 2.3 is that the map
µ 7→ Eµ behaves well relative to weak convergence. We record the result
below.
6.2. Proposition. Let µn ∈ M be a sequence. The following assertions
are equivalent :
(i) µn converges weakly to a probability measure µ;
(ii) there exist η,M > 0 such that the sequence Eµn converges uniformly on
Γη,M to a function E, and Eµn(z) = o(|z|) uniformly in n as z → ∞,
z ∈ Γη,M ;
(iii) There exists M ′ > 0 such that limn→∞Eµn(iy) exists for every y > M
′,
and Eµn(iy) = o(y) uniformly in n as y →∞.
Moreover, if (i) and (ii) are satisfied, we have E = Eµ.
As we have seen before, analytic functions E : C+ → C− ∪ R, with
E(z) = o(z) as z →∞ nontangentially, have a Nevanlinna representation
E(z) = γ +
∫ ∞
−∞
1 + tz
z − t dσ(t), z ∈ C
+,
where γ is a real number and σ is a finite, positive Borel measure on R. We
will denote by νγ,σ⊎ the measure in M determined by
Eνγ,σ
⊎
(z) = γ +
∫ ∞
−∞
1 + tz
z − t dσ(t), z ∈ C
+.
Every measure µ ∈ M is of the form νγ,σ⊎ . This reflects the fact that all
measures inM are ⊎-infinitely divisible. We are now ready for the main result
of this section Its proof is practically identical with that of Theorem 3.4 (whose
statement is also repeated here) and is therefore omitted.
6.3. Theorem. Fix a finite positive Borel measure σ on R, a real number
γ, a sequence µn ∈ M, and a sequence of positive integers k1 < k2 < · · · . The
following assertions are equivalent :
(1) The sequence µn ∗ µn ∗ · · · ∗ µn︸ ︷︷ ︸
kn times
converges weakly to νγ,σ∗ ;
(2) The sequence µn ⊞ µn ⊞ · · · ⊞ µn︸ ︷︷ ︸
kn times
converges weakly to νγ,σ
⊞
;
(3) The sequence µn ⊎ µn ⊎ · · · ⊎ µn︸ ︷︷ ︸
kn times
converges weakly to νγ,σ⊎ ;
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(4) The measures
dσn(x) = kn
x2
x2 + 1
dµn(x)
converge weakly to σ, and
lim
n→∞
kn
∫ ∞
−∞
x
x2 + 1
dµn(x) = γ.
We will not write out formally the consequences of this result. Note how-
ever that it implies that every µ ∈ M has a nonempty ⊎-domain of partial
attraction which is identical with the ∗-domain of partial attraction of some
∗-infinitely divisible measure. The laws which have a nonempty ⊎-domain of
attraction can also be easily determined. Not all of these however are ⊎-stable.
For instance, if Eµ(z) has the form a+b log z with b 6= 0, then µ is not ⊎-stable
even though it has a ⊎-domain of attraction. The results of [16] concerning
the central limit theorem and limit theorems for the Boolean analogues of the
Poisson laws also follow from Theorem 6.3.
Appendix
The density of free stable distributions
It is easy to see from Proposition 5.12 (see also [4, Thm. 7.5]), that every
⊞-stable distribution is equivalent to a unique distribution whose Voiculescu
transform belongs to the following list:
(1) φ(z) = z−1;
(2) φ(z) = ei(α−2) ρpiz−α+1 with 1 < α < 2, 0 ≤ ρ ≤ 1;
(3) we consider two subcases
(i) φ(z) = 0,
(ii) φ(z) = −2ρ i+ 2(2ρ − 1)/π log z with 0 ≤ ρ ≤ 1;
(4) φ(z) = −eiα ρ piz−α+1 with 0 < α < 1, 0 ≤ ρ ≤ 1.
The stability index of a ⊞-stable distribution is equal to 2 in case (1), to α
in cases (2) and (4), and to 1 in case (3). The parameter ρ which appears in
cases (2), (3) and (4) will be called the asymmetry coefficient, and one can see
that the measure corresponding to the parameters (α, ρ) is the image of the
measure with parameters (α, 1 − ρ) by the map t 7→ −t on R.
The parameter ρ is related to the parameter θ considered earlier in this
paper by the formula 2ρ = θ + 1. In the sequel we will consider only the ⊞-
stable distributions whose Voiculescu transforms belong to the list above, and
we will denote the ⊞-stable distribution with stability index α and asymmetry
coefficient ρ by να,ρ.
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In some special cases, it is possible to give a simple formula for the ⊞-stable
distributions, namely, the case (1) corresponds to the semicircle distribution,
the case (3)(i) to the Dirac measure at zero, the case (3)(ii), with ρ = 1/2, to
the Cauchy distribution, and the density in the cases (1/2, 0) and (1/2, 1) can
also be computed in closed form (see the remark after Prop. A1.4).
In Section A1 below we will give a formula for the density of the ⊞-
stable distributions from which one can answer almost any question on these
distributions. In particular, we will compute explicitly the support of these
distributions, and show that they have analytic densities. We will compute
the asymptotic behavior of these densities in Section A2, and we will also
show that the ⊞-stable distributions are unimodal. In Section A3, we will see
that they satisfy a duality relation analogous to that of the classical stable
distributions on the real line (we refer to the monograph [23] of Zolotarev for
information on the stable distributions on the line). Finally, Section A4 will
be devoted to some properties of the ⊞-stable distributions with respect to free
multiplicative convolution.
A1. A formula for the density of the ⊞-stable distributions
Case (1) above, namely φ(z) = z−1, corresponds to the semicircle distri-
bution. We start with case (2), so we consider the function
φα,ρ(z) = e
i(α−2)ρ piz−α+1
with 1 < α < 2, 0 ≤ ρ ≤ 1.
A1.1. Lemma. Let 1 < α < 2 and 0 ≤ ρ ≤ 1 and define the following
region:
Ωα,ρ =
{
re−iθ ∈ C− : 0 < θ < π, 0 < rα < sin θ
sin[(2− α)ρ π + (α− 1)θ]
}
.
Then the map Gνα,ρ is a one-to-one conformal transformation from C
+ onto
Ωα,ρ.
Proof. By a straightforward computation, the region Ωα,ρ is exactly the
set of z ∈ C− such that ℑ(1/z+φα,ρ(1/z)) < 0 so that the lemma follows from
[4, Prop. 5.12 (ii)].
The region Ωα,ρ is a Jordan domain and hence, by Carathe´odory’s theorem
(see e.g. [15]), we know that the map Gνα,ρ extends continuously and gives a
homeomorphism of C+ ∪R ∪ {∞} with Ωα,ρ. We denote this extension again
by Gνα,ρ . By the inversion formula for the Cauchy transform, the measure να,ρ
has a density with respect to Lebesgue measure which is given by the formula
ψα,ρ(x) = − 1
π
ℑ(Gνα,ρ(x)).
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For ρ ∈ (0, 1), the boundary of the region Ωα,ρ consists in the union of the
curve given in polar coordinates z = r e−iθ, by the equation
r =
(
sin θ
sin[(2− α)ρ π + (α− 1)θ]
) 1
α
, 0 < θ < π,
and the point 0 = Gνα,ρ(∞), so that for any x ∈ R, one has −ℑ(Gνα,ρ(x))/π
> 0. Since the function z 7→ 1/z + φα,ρ(1/z) is analytic on C+ with non-
vanishing derivative on ∂Ωα,ρ, it follows that Gνα,ρ is analytic on R. Let
us give an expression for this density. We have seen that for all x ∈ R,
there is a unique z ∈ ∂Ωα,ρ such that 1/z + φα,ρ(1/z) = x. Let us call
z(x) = Gνα,ρ(x) = r(x)e
−iθ(x) this point, then one has
r(x) =
(
sin θ(x)
sin[(2 − α)ρ π + (α− 1)θ(x)]
) 1
α
,
and
x = ℜ
[
1
z(x)
+ φα,ρ
(
1
z(x)
)]
= (sin θ(x))−
1
α (sin[(2− α)ρ π + (α− 1)θ(x)]) 1α−1 sin[(2− α)ρ π + α θ(x)].
The density of the measure να,ρ at the point x is equal to −ℑz(x)/2π which
is equal to
ψα,ρ(x) =
1
π
(sin θ(x))1+
1
α (sin[(2 − α)ρ π + (α− 1)θ(x)])− 1α .
When ρ = 0, the boundary of the region Ωα,ρ is the union of the curve, in
polar coordinates z = re−iθ,
r =
(
sin θ
sin[(2− α)ρ π + (α− 1)θ]
) 1
α
, 0 < θ < π,
and of the interval [0, (α− 1)−1/α] ⊂ R. The image by z 7→ 1/z + φα,ρ(1/z) of
∂Ωα,ρ ∩C− is the interval (−∞, α(α − 1)1/α−1) which is thus the support of
the measure να,0. On this support, the density is again analytic and given by
the formula
ψα,ρ(x) =
1
π
(sin θ(x))1+
1
α (sin[(2 − α)ρ π + (α− 1)θ(x)])− 1α .
As remarked earlier, the measure να,1 is the image of να,0 by the map t 7→ −t
on R. We can summarize the above discussion as follows.
A1.2. Proposition. For 1 < α < 2 and 0 < ρ < 1, the measure να,ρ has
a positive analytic density on R given by
ψα,ρ(x) =
1
π
(sin θ)1+
1
α (sin[(2 − α)ρ π + (α− 1)θ])− 1α ,
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where θ ∈ (0, π) is the only solution of the equation
x = (sin θ)−
1
α (sin[(2− α)ρ π + (α− 1)θ]) 1α−1 sin[(2− α)ρ π + α θ].
The support of the measure να,0 is the interval (−∞, α(α − 1)1/α−1] and να,0
has an analytic density on this support, given by the formula
ψα,0(x) =
1
π
(sin θ)1+
1
α (sin(α− 1)θ)− 1α ,
where θ ∈ (0, π) is the only solution of the equation
x = (sin θ)−
1
α (sin(α− 1)θ) 1α−1 sin α θ.
Finally, να,1 is the image of να,0 by the map t 7→ −t.
Similar considerations allow one to treat the cases (3)(ii) and (4). We will
state the result below and leave the proof to the reader.
A1.3. Proposition. For 0 < ρ < 1, the measure ν1,ρ has a positive
analytic density on R given by
ψ1,ρ(x) =
1
π
sin2 θ
2ρ+ 2pi (1− 2ρ)θ
,
where θ ∈ (0, π) is the only solution of the equation
x =
(
2ρ+
2
π
(1− 2ρ)θ
)
cot θ +
2
π
(2ρ− 1) log sin θ
2ρ+ 2pi (1− 2ρ)θ
.
The support of the measure ν1,0 is the interval (−∞, 2/π(1+ log π/2)] and ν1,0
has an analytic density on this support, given by
ψ1,0(x) =
sin2 θ
2θ
,
where θ ∈ (0, π) is the only solution of the equation
x =
2
π
θ cot θ +
2
π
log
π sin θ
2 θ
.
The measure ν1,1 is the image of ν1,0 by the map t 7→ −t.
A1.4. Proposition. For 0 < α < 1 and 0 < ρ < 1, the measure να,ρ has
a positive analytic density on R given by
ψα,ρ(x) =
1
π
(sin θ)1+
1
α (sin[α ρπ + (1− α)θ])− 1α ,
where θ ∈ (0, π) is the only solution of the equation
x = (sin θ)−
1
α (sin[α ρπ + (1− α)θ]) 1α−1 sin[α ρπ − α θ].
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The support of the measure να,0 is the interval (−∞,−α(1−α)1/α−1] and να,0
has an analytic density on this support given by the formula
ψα,0(x) =
1
π
(sin θ)1+
1
α (sin(1− α)θ)− 1α ,
where θ ∈ (0, π) is the only solution of the equation
x = −(sin θ)− 1α (sin(1− α)θ) 1α−1 sin α θ.
The measure να,1 is the image of να,0 by the map t 7→ −t.
Remark. In the case α = 1/2, ρ = 1, the density has a closed form, as it is
easy to see. Indeed, the support of the measure is [1/4,+∞), and the density
ψ1/2,1(x) =
√
4x− 1/(2π x2).
A2. Asymptotic behavior and unimodality of the density
The explicit formulas of Section A1 allow us now to derive some prop-
erties of ⊞-stable distributions which are reminiscent of properties of ∗-stable
distributions. Note that the proof of these properties is much easier than in
the classical case.
A2.1. Proposition. For 1 < α < 2 and 0 ≤ ρ ≤ 1,
ψα,ρ(x) ∼ 1
π
x−α−1 sin(2− α)ρ π as x→ +∞,
ψα,ρ(x) ∼ 1
π
(−x)−α−1 sin(2− α)(1 − ρ)π as x→ −∞.
For 0 ≤ ρ ≤ 1,
ψ1,ρ(x) ∼ 2ρ
π x2
as x→ +∞,
ψ1,ρ(x) ∼ 2(1 − ρ)
π x2
as x→ −∞.
For 0 < α < 1 and 0 ≤ ρ ≤ 1,
ψα,ρ(x) ∼ 1
π
x−α−1 sin α ρπ as x→ +∞,
ψα,ρ(x) ∼ 1
π
(−x)−α−1 sin α(1− ρ)π as x→ −∞.
In all these formulas, equivalence to zero means that the function is actually
identically zero in a neighborhood of ±∞.
Proof. Let us check the case where 1 < α < 2, 0 < ρ < 1, and x → +∞.
One has then θ → 0 and x ∼ (sin θ)−1/α(sin(2 − α)ρπ)1/α; hence sin θ ∼
x−α sin(2− α)ρπ. Inserting inside the formula for ψα,ρ(x) gives the result.
The other cases are similar and left to the reader.
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A2.2. Proposition. The stable distributions are unimodal.
Proof. Recall that a probability distribution on R, with a density with
respect to Lebesgue measure, is called unimodal if this density has a unique
local maximum. Again we will check the result in the case 1 < α < 2, 0 < ρ < 1
and leave the other cases to the reader. The function
θ 7→ (sin θ)− 1α (sin[(2− α)ρ π + (α − 1)θ]) 1α−1 sin[(2− α)ρ π + αθ]
is an increasing diffeomorphism of (0, π) onto R, so in view of the formula for
ψα,ρ in Proposition A1.2, it is enough to prove that the function
θ 7→ 1
π
(sin θ)1+
1
α (sin[(2− α)ρ π + (α− 1)θ])− 1α
is unimodal, i.e., has a unique maximum on (0, π). Taking the logarithmic
derivative and equating to zero we obtain the equation(
1 +
1
α
)
cot θ =
(
1− 1
α
)
cot[(2 − α)ρ π + (α− 1)θ].
Taking the inverse of the cot function, with values in (0, π), we obtain the
equation
cot−1
(
α− 1
α+ 1
cot[(2 − α)ρ π + (α− 1)θ]
)
− θ = 0.
A straightforward computation shows that the derivative of this function is
strictly increasing for θ ∈ (0, π), so that the function is strictly convex. Since
it is positive at 0 and negative at π, it must have only one zero in the interval
(0, π), hence the function (sin θ)1+1/α(sin[(2 − α)ρ π + (α − 1)θ])−1/α has a
unique maximum on (0, π).
A3. Duality laws
The duality laws for ∗-stable distributions relate the strictly ∗-stable dis-
tributions with stability index α ≥ 1 to the ones with stability index 1/α.
They are discussed in [23, §2.3]. It turns out that the ⊞-stable distributions
obey a law of the same form as the ∗-stable distributions, as we show in the
next proposition. We will deal only with the case 1 < α ≤ 2 since, as remarked
earlier, the strictly ⊞-stable distributions of stability index 1 are the same as
the strictly ∗-stable distributions, and in any case the duality law is easy to
check in this case.
A3.1. Proposition. Let 1 < α < 2 and ρ ∈ [0, 1], and set α′ = 1/α and
ρ′ = 1− (2− α)ρ. Then for all x > 0,
ψα,ρ(x) = x
−1−αψα′,ρ′(x
−α).
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Proof. Assume that α > 1 and 1 > ρ > 0. For x > 0 consider the unique
θ ∈ (0, π) such that
x = (sin θ)−
1
α (sin[(2− α)ρ π + (α− 1)θ]) 1α−1 sin[(2− α)ρ π + α θ].
One has α θ + (2− α)ρ π < π, and
ψα,ρ(x) =
1
π
(sin θ)1+
1
α (sin[(2 − α)ρ π + (α− 1)θ])− 1α .
Note that
x−α = sin θ (sin[(2− α)ρ π + (α− 1)θ]) 1α′−1(sin[(2− α)ρ π + α θ])− 1α′ .
With θ′ = ρ′ π − α θ ∈ (0, π), we see that
sin θ = sin[α′ ρ′ π − α′θ′],
sin[(2− α)ρπ + (α− 1)θ] = sin[α′ ρ′ π + (1− α′)θ′],
sin[(2− α)ρπ + α θ] = sin θ′.
It follows that
x−α = (sin θ′)−
1
α′ (sin[α′ ρ′ π + (1− α′)θ′]) 1α′−1 sin[α′ ρ′ π − α′ θ′];
hence Proposition A1.4 implies that
ψα′,ρ′(x
−α) =
1
π
(sin θ′)1+
1
α′ (sin[α′ ρ′ π + (1− α′)θ′])− 1α′ .
The proposition now follows by a straightforward computation. We leave the
case where ρ = 0 or 1 to the reader.
As in the case of ∗-stable distributions, the duality law can be expressed
as an identity in distribution between two random variables, namely
Z(α, ρ) ∼ Z− 1α
(
1
α
, ρ′
)
,
where Z(α, ρ) denotes a random variable distributed as να,ρ, conditioned to be
positive; see [23, §3.2, especially Thm. 3.2.5].
Let us also remark that the duality law extends to the case α = 2 in the
following form. The measure ν1/2,1 is the image of the semicircle distribution
by the map t 7→ 1/t2. This is easily checked using the explicit formula in the
remark following Proposition A1.4.
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A4. Multiplicativity properties of ⊞-stable distributions
We will see that the ⊞-stable distributions supported on (0,+∞) have a
nice behavior with respect to the free multiplicative convolution of measures.
First recall the definition of the Σ-transform of a probability distribution µ on
(0,+∞). Define
Ψµ(z) =
∫ ∞
0
z t
1− z t dµ(t) =
1
z
Gµ
(
1
z
)
− 1.
Then the function Ψµ/(1 + Ψµ) is univalent on iC
+, with values in iC+, and
we let χ˜µ denote the inverse function. The Σ-transform of µ is the function
Σµ(z) = χ˜µ(z)/z. It is defined in a neighborhood of (−∞, 0) in iC+, and takes
positive values on (−∞, 0). If µ and ν are probability measures on (0,+∞),
then there exists a unique probability measure on (0,+∞), denoted µ⊠ν, such
that
Σµ⊠ν = ΣµΣν
in a neighborhood of some interval (−ε, 0) in C, where these functions are
defined. The measure µ ⊠ ν is called the free multiplicative convolution of the
measures µ and ν. This binary operation was introduced by Voiculescu in [18]
(see also [3] and [4]).
According to Propositions A1.2, A1.3, and A1.4, the only ⊞-stable dis-
tributions which have their support in (0,+∞) are the measures να,1 with
0 < α < 1. For 0 < α < 1, let να = να,1 and σα be the positive one-sided
∗-stable distribution of stability index α, so that∫ ∞
0
e−xt dσα(t) = e
−xα , x ≥ 0.
For a probability measure µ on (0,+∞), we will denote µˇ the image of µ by
the map t 7→ 1/t on (0,∞).
A4.1. Lemma. For all α ∈ (0, 1),
Σνα(z) =
( −z
1− z
) 1
α
−1
and Σνˇα(z) = (1− z)
1
α
−1.
Proof. As noted above, Ψµ(z) = Gµ(1/z)/z − 1 for any probability mea-
sure µ on (0,+∞) and z ∈ C \R+. Since
1
Gνα(z)
− ei α piGνα(z)α−1 =
1
rGνα(z)
(1− (−Gνα(z))α) = z,
for z ∈ (−∞, 0), we see that
1
z(1 + Ψνα(z))
(1− (−z(1 + Ψνα(z)))α =
1
z
;
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hence
(A4.2) −Ψνα(z) = (−z(1 + Ψνα(z)))α = (−z)α(1 + Ψνα(z))α
for z ∈ (−∞, 0), since then 1 + Ψνα(z) ∈ (0,+∞). Solving this equation with
respect to ζ = Ψνα(z)/(1 + Ψνα(z)) ∈ (−∞, 0), we get
−z = (−ζ)1/α(1− ζ)1−1/α;
hence
χ˜να(ζ) = −(−ζ)
1
α (1− ζ)1− 1α ,
and
Σνα(ζ) =
( −ζ
1− ζ
) 1
α
−1
, ζ ∈ (−∞, 0).
The claim follows by analytic continuation.
For any probability measure µ on (0,+∞), Ψµ(z)+Ψµˇ(1/z)+1 = 0 where
µˇ is the image of µ by t 7→ 1/t. From (A4.2), it follows that
1 + Ψνˇα(z) =
(
1
z
Ψνˇα(z)
)α−1
for all z ∈ (−∞, 0); hence solving with respect to ζ = Ψνˇα(z)/(1 +Ψνˇα(z)) we
get
−χ˜νˇα(ζ) = (−ζ)(1− ζ)
1
α
−1
and
Σνˇα(ζ) = (1− ζ)
1
α
−1 for ζ ∈ (−∞, 0).
Again this gives the result by analytic continuation.
A4.3. Proposition. For all s, t > 0,
ν 1
1+s
⊠ ν 1
1+t
= ν 1
1+s+t
.
Proof. This is a straightforward consequence of Lemma A4.1, and the
multiplicativity of the Σ transform with respect to free multiplicative convo-
lution.
We turn now to a remarkable relation between the ⊞-stable distributions
and the ∗-stable distributions.
A4.4. Proposition. For every α ∈ (0, 1),
να ⊠ νˇα = σα ⊛ σˇα,
where ⊛ denotes the convolution of measures on the multiplicative group
(0,+∞).
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Proof. From Lemma A4.1, Σνα⊠νˇα(z) = (−z)1/α−1. This Σ-transform can
be inverted (see [5, §5.4]), and the measure να ⊠ νˇα turns out to have density
1
pi sin(απ)y
α−1
y2α + 2cos(απ)yα + 1
, y > 0,
with respect to Lebesgue measure. As remarked in [5, §5.4], this measure is
also equal to σα ⊛ σˇα.
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