Abstract. Consider an advancing 'front' R(t) ∈ Z ≥0 and particles performing independent continuous time random walks on (R(t), ∞) ∩ Z. Starting at R(0) = 0, whenever a particle attempts to jump into R(t) the latter instantaneously moves k ≥ 1 steps to the right, absorbing all particles along its path. We take k to be the minimal random integer such that exactly k particles are absorbed by the move of R, and view the particle system as a discrete version of the Stefan problem
Introduction
Consider the following Stefan Partial Differential Equation (PDE) problem: with a given, nonnegative initial condition u * (0, ξ) ≥ 0, ∀ξ ≥ 0. Upon a sign change v * := −u * , the Stefan problem (1.1) describes a solid-liquid system, where the solid is kept at its freezing temperature 0, and the liquid is super-cooled, with temperature distribution v * (t, ξ). Here, instead of the super-cooled, solid-liquid system, we consider a different type of physical phenomenon that is also described by (1.1). That is, u * represents the density of particles that diffuse in the ambient region (r(t), ∞). A sticky aggregate occupies the region [0, r(t)] to the left of the particles, and we refer to r(t) as the 'front' of the aggregate. Whenever a particle hits r(t), the particle adheres to the aggregate and the front advances according to the particle mass thus accumulated. The zerovalue boundary condition (1.1b) arises due to absorption of particles (into the aggregate), while the condition (1.1c) ensures that the front advances by the total mass of particles being absorbed. Indeed, given sufficient smoothness of u * and r, the condition (1.1c) is written (using (1.1a)) as d dt r(t) = 1 2 ∂ ξ u * (t, r(t)) = d dt
Integrating in t gives r(t) = ∞ 0 u * (0, ξ) − u * (t, ξ)1 {ξ>r(t)} dξ = (total absorbed mass).
(1.1c')
We refer to (1.1c)-(1.1c') as the flux condition.
In this article we focus on the case of a constant initial density u * (0, ξ) = ρ1 {ξ>0} . For ρ ∈ (0, 1), the system is solved explicitly as u * (t, ξ) := ρ Φ * (1, κ ρ ) Φ * (1, κ ρ ) − Φ * (t, ξ) 1 {ξ≥r(t)} , (1.2) r(t) := κ ρ √ t.
(1.3)
Here p * (t, ξ) := 3) shows that r(t) travels diffusively, i.e., r(t) = O(t 1 2 ). On the other hand, for ρ ≥ 1, the Stefan problem (1.1) admits no solution. To see this, note that if u * solves heat equation (1.1a) with zero boundary condition (1.1b), by the strong maximal principle we have u * (t, ξ) < ρ = u * (0, ξ), for all t > 0 and ξ > r(t). Using this in (1.1c') gives r(t) > r(t) 0 u * (0, ξ)dξ = ρ r(t), which cannot hold for any r(t) ∈ [0, ∞) if ρ ≥ 1. Put it in physics term, if the particles density is ≥ 1 everywhere initially, the flux condition (1.1c') forces the front r(t) to explode instantaneously. This is also seen by taking ρ ↑ 1 in (1.4), whence κ ρ ↑ ∞. In addition to the one-phase Stefan problem (1.1), explosion of similar PDEs appears in a wide range of context, such systemic risk modeling [NS17] and neural networks network [CGGS13, DIRT15] .
Explosion of the type of Stefan problem (1.1), as well as possible regularizations beyond explosion, has been intensively investigated. We refer to [FP81, FPHO89, FPHO90, HV96] and the references therein. Commonly considered in the literature is the case where u * (0, r(0)) = 0 (and u * (0, ξ) is bounded and continuous). In this case the corresponding Stefan problem admits a unique solution for a short time [Fri76, FPH83] . For the case u * (0, ξ) = ρ1 {ξ>0} , ρ ≥ 1, considered here, explosion occurs instantaneously, as discussed in the previously (and also [FP81, Theorem 2.2]). Further, our system being semi-infinite (r(t), ∞), the explosion cannot be cured by conventional approaches of perturbing the other end point of a finite system. Among all possible explosions, of particular interest is the case ρ = 1, where the explosion is marginal. To study the behavior of the underlying phenomenon at this critical density ρ = 1, we propose a different approach: we introduce a discrete, stochastic particle system that models the type of phenomena as the Stefan problem (1.1). Indeed, for ρ < 1 the particle system exhibits the same diffusive behavior as (1.3) at large time (Proposition 1.1(b)); while for ρ > 1, the particle system explodes in finite time (Proposition 1.1(a)). For the case ρ = 1 of interest, we show that the particle system exhibits an intriguing scaling exponent r(t) = O(t α ), which is super-diffusive α > 1 2 and sub-linear α < 1. Even though here the front does not explode, ρ = 1 has an effect of making the exponent α sensitive to the amount of initial local fluctuations (Theorem 1.6).
We now define the particle system that is studied in this article. A non-decreasing, Z ≥0 -valued process t → R(t) is fueled by a crowd of random walkers occupying the region to its right (R(t), ∞)∩ Z. We regard R(t) as the front of an aggregate Ω(t) = [0, R(t)] ∩ Z, and refer to R as the 'front' throughout the article. To define the model, we start the front at the origin, i.e., R(0) = 0, and consider particles {X i (t)} ∞ i=1 performing independent simple random walks on Z >0 in continuoustime. That is, at t = 0, we initiate the particles {X i (0)} ∞ i=1 on Z >0 according to a given distribution, and for t > 0, each X i (t) waits an independent Exponential(1) time, then independently chooses to jump one step to the left or to the right with probability 1/2 each. The front R remains stationary expect when a particle X i attempts to jump into the front, i.e., J i (t) := {X i (t − ) = R(t − ) + 1 attempts to jump to R(t − )}.
When such an attempt occurs, the front immediately moves k ≥ 1 steps to the right, i.e.
R(t) − R(t
and absorbs all the particles on the sites (R(t − ), R(t)] ∩ Z. Here we choose k to be the smallest integer such that R(t) satisfies the flux condition:
#{particles absorbed by R up to time t} =: N R (t) = R(t).
(1.6)
More explicitly,
(1.7)
See Figure 1 for an illustration. We adopt the convention inf ∅ := ∞, allowing finite-time explosion: R(t) = ∞. We refer to this model as the frictionless growth model, where the term 'frictionless' refers to the fact that the front travels in a fashion satisfying the flux condition (1.6).
[ ] Similar models have been studied in the literature under a different context. Among them is the One-Dimensional Multiparticle Diffusion Limited Aggregation (1d-MDLA) [KS08a, KS08b] , which is defined the same way as in the preceding except k := 1 in (1.5). That is, the front moves exactly one step to the right whenever a particle attempts to jump onto the front. Letting k := 1 introduces possible friction to the motion of the front, in the sense that the front may consume more particles than the step it moves. For comparison, we let R(t) denote the front of the 1d-MDLA. The interest of 1d-MDLA originates from their relation to the reaction diffusiontype particle systems. The precise definition of such particle systems differ among literature, and roughly speaking they consist of two species of particles A and B performing independent random walks on Z d in continuous time, with jumps occurring at rates D A and D B , respectively, such that an A-particle is converted into a B-particle whenever the A-particle is in the vicinity of a B-particle. Particle systems of this type serve as a prototype of various phenomenon, such as stochastic combustion and infection spread, depending on the values of the jumping rates D A and D B [KRS12] . Despite their seemly simple setup, the reaction-diffusion particle systems cast significant challenges for rigorous mathematical study, and has attracted much attention. We refer to [AMP02b, AMP02a, BR10, CQR07, CQR09, KS08c, KRS12, RS04, Ric73] and the references therein. Of relevance to our current discussion is the special case D A = 1, D B = 0. Under this specification, reaction diffusion-type particle systems can be formulated as problems of a randomly growing aggregate. That is, we view the cluster of the stationary B-particles as an aggregate Ω(t) ⊂ Z d , which grows in the bath of A-particles. For d > 1, numerical simulations show that the cluster exhibits intriguing geometry, from which speculations and conjectures arise. Here we mention a recent result [SS16] on the linear growth of (the longest arms of) the cluster under certain assumptions, and refer to the references therein for development in d > 1. As for d = 1, the aforementioned 1d-MDLA is a specific realization of such models [KRS12, Section 4] . For the 1d-MDLA, the longtime behavior of R exhibits a transition from diffusive scaling R(t) ∼ t 1 2 for ρ < 1 to linear motions R(t) ∼ t for ρ > 1, as shown in [KS08b] and [Sly16] , respectively. The behavior of 1d-MDLA at ρ = 1 remains open.
We now return to our discussion about the frictionless growth model. Adopt the standard notation η ic (x) := #{X i (0) = x} for occupation variables (i.e., number of particles at site x) at t = 0. A natural setup for constant density initial condition is to let {η ic (x)} x∈Z >0 be i.i.d. with E(η ic (1)) = ρ. Our first result verifies that: if ρ > 1 the front R explodes in finite time; and if ρ < 1, the front converges to same expression (1.3) as the Stefan problem. Recall that κ ρ is the unique solution to (1.4) for a given ρ ∈ (0, 1).
Proposition 1.1. Start the system from the following i.i.d. initial condition:
(a) If ρ > 1, the front R explodes in finite time:
P R(t) = ∞, for some t < ∞ = 1.
(1.9) (b) If 0 < ρ < 1, the front scales diffusively to the deterministic trajectory κ ρ √ t:
for any fixed t 0 < ∞.
Proposition 1.1 is settled in the Appendix. We now turn to the case ρ = 1 of interest. To prepare for notations, consider the space 
It is straightforward to verify that ι is an involution, i.e. ι 2 (f ) = f . Alternatively, defining the
where one equivalently defines ι(f ) =: g as the unique D ↑ -valued function such that CG(g) equals the 'transpose' of CG(f ), i.e., CG(g) = (CG(f )) t := {(ξ, t) : (t, ξ) ∈ CG(f )}. In view of this, hereafter we refer to ι(f ) as the inverse of f . 
where B( · ) denotes a standard Brownian motion, and let R * := ι(T * ).
For any fixed t 0 < ∞, we have that
Theorem 1.2 completely characterizes the scaling behavior of R at the critical density ρ = 1 under the scope stated therein, giving a scaling exponent 2 3 , and a non-Gaussian limiting process R * . In contrast, as shown in [BR16] , for D A = D B = 1 and d = 1 the front admits Brownian fluctuations at scaling exponent 1 2 for generic initial conditions. Another interesting property is that the limiting process R * exhibits jumps. Indeed, the process T * (ξ) := 2σ ξ 0 B(ζ) + dζ remains constant during negative Brownian excursions O * := {ξ : B(ξ) < 0} ⊂ R, which results in jumps of R * := ι(T * ). From a microscopic point of view, such jumps originates from the oscillation between two phases. Indeed, given the i.i.d. initial condition as in Theorem 1.2, the number of particles in [0, L] oscillates around L similarly to a Brownian motion as L varies. The Brownian motion B in Theorem 1.2 being negative corresponds to a region with an excess of particles. In this case, the front R travels effectively at infinite velocity under the scaling of consideration, resulting in jumps of R * . On the other hand, when B(ξ) > 0 corresponds to a region with a deficiency of particles. In this case, the front is limited by the scarcity of particles, and travels at the specified scale t 2 3 , resulting in a C 1 -smooth region of R * .
While our approach of proving Theorem 1.2 relies on the flux condition (1.6), through coupling it is clear that R stochastically dominates R (the front of 1d-MDLA). This immediately yields Corollary 1.3. Let R denote the front of the 1d-MDLA. Under the same initial conditioned as in Theorem 1.2, {T − 2 3 R(T )} T >0 is tight, and the limit points are stochastically dominated by R * (1).
Event though, for ρ > 1 the front R explodes in finite time, it is possible to avoid such finite time explosion while keeping the flux condition (1.6). For example, let R denote the front of system where, in the case of potential multiple absorption, the front absorb exactly one particle, advance one step, and pushes all the excess particles one step to the right. See Figure 3 , and compare that with Figure 1b . It is straightforward to show that, under i.i.d. initial conditions, R stays finite for all time even when ρ > 1. While we do not pursuit this direction here, we believe that our approach is applicable for analyzing R at ρ = 1, and conjecture that Conjecture 1.4. Theorem 1.2 holds for R in place of R. To explain the origin of the 2 3 scaling exponent as well as demonstrating the robustness of our method, consider the following class of initial conditions. Let {η ic ε = (η ic ε (x)) x∈Z >0 } ε∈(0,1] be a sequence of (possibly random) initial conditions, parameterized by a scaling parameter ε ∈ (0, 1]. To each η ic ε we attach the centered, integrated function:
(1.14)
Let U denote the uniform topology over compact sets, defined on the space D := {f : [0, ∞)
We say that a possibly random collection of initial condition {η ic ε } ε∈(0,1] is at density 1, with shape exponent γ ∈ [0, 1) and limiting fluctuation F if (a). There exist constants C * < ∞ and a * > 0 such that for all ε ∈ (0, 1], r > 0 and
(where for non-random initial condition, we demand that
(1.16)
We have the following for any initial condition satisfying Definition 1.5:
Assuming further
, and starting the system from initial conditions {η ic ε } ε∈(0,1] as in Definition 1.5, with density 1, shape exponent γ and limiting fluctuation F, for any fixed t 0 < ∞, we have
where ε := ε 1+γ .
Remark 1.7. The assumption γ > 1 3 in Theorem 1.6 assures that the fluctuation of the initial condition (characterized by F ε in (1.14)) overwhelms the random fluctuation due to the motions of the particles; see Remark 2.3. When γ ≤ 1 3 , we conjecture that both the scaling exponents and the scaling limit change. Remark 1.8. For i.i.d. (η ic (x)) x∈Z >0 satisfying (1.13) as in Theorem 1.2, it is standard to verify that the conditions of Definition 1.5 hold with γ = 1 2 , some 0 < a * < 1 and F(ξ) = σB(ξ). Hence, Theorem 1.2 is a direct consequence of Theorem 1.6. Example 1.9. To construct initial conditions with a generic (other than 1 2 ) shape exponent γ ∈ (0, 1), consider the deterministic initial condition:
is indeed non-negative, and hence defines an occupation variable. For such an η ic ε (x), we have F ε (x) = ε −γ sin(εx) . From this it is straightforward to verify that
so the initial condition (1.19) satisfies Definition 1.5 with shape exponent γ ∈ [0, 1), and limiting fluctuation F(ξ) = sin(ξ).
1.1. A PDE heuristic for Theorem 1.6. In this subsection we give a heuristic derivation of Theorem 1.6 via a combination of PDE-type calculations and consequences of the flux condition.
We begin with a discussion of the case ρ < 1. Express the flux condition (1.1c') as
Indeed, the flux condition (1.1c') demands that the front absorbs exactly mass ξ when r(t) = ξ, but initially there is only an amount of mass ξρ allocated within [0, ξ]. The l.h.s. of (1.20) represents this deficiency. Such a deficiency is compensated by the 'boundary layer' ρ − u * (t, ξ) caused by the motion of the front. That is, (1.20) offers an alternative description of the motion of r(t), by matching the deficiency to the mass of boundary layer. We now attempt to generalize the preceding matching argument to ρ = 1. When ρ = 1, however, the l.h.s. of (1.20) becomes zero. This suggests that we should look for the next order, namely the fluctuation of the initial condition F (ξ) (defined in (1.14)). We thus generalize the matching condition (1.20) to be
(1.21)
To obtain the position R(t) of the front, we need to approximate the boundary layer 1 − u * (t, ξ). The layer is in general coupled to the entire trajectory of R(·). However, as ρ = 1 puts us in a super-diffusive scenario, we expect the boundary layer 1 − u * (t, ξ) to depend on R locally, only through its derivative d dt R(t). This being the case, we look for stationary solutions to the Stefan problem (1.1) with
Such a solution has the relation
2v between the mass of the boundary layer and the front velocity, which in combination with (1.21) suggests the ansatz F (R(t)) ≈ 1/ 2 dR(t) dt . So far our discussion has been for F (R(t)) > 0, i.e., when the front experiences an instantaneous deficiency of particles (see (1.14)). In contrast, when F (R(t)) < 0, we expect, as discussed earlier, that dR(t) dt ≈ ∞ under the relevant scaling. This being the case, the general form our ansatz reads
), which is indeed the asserted scaling in Theorem 1.6. Furthermore, approximating F (R) by F(R) and integrating in (1.22), we obtain that T F (R(t)) ≈ t, which upon applying the inversion ι, yields the claimed limiting process R.
Our proof of Theorem 1.6 amounts to rigorously performing the prescribed heuristics. The challenge lies in controlling the regularity of the front R. Indeed, the limiting process R := ι(T F ) is C 1 with derivative d dt R(t) = 2 F (R(t)) away from the points of discontinuity. On the other hand, the microscopic front R is a pure jump process. A direct proof of the convergence of R hence requires establishing certain mesoscopic averaging to match the regularity of the limiting process R. This poses a significant challenge due to the lack of invariant measures (as a result of absorption). The problem is further exacerbated by a) criticality, which requires more refined estimates; and b) the aforementioned oscillation between two phases, which requires us to incorporate in the argument two distinct scaling ansatzes.
In this article we largely circumvent these problems by utilizing a novel monotonicity. This monotonicity, established in Proposition 2.1, is a direct consequence of the flux condition (1.6)-(1.7), and it allows us to construct certain upper and lower bounds which by design have the desired microscopic regularity.
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Overview of the Proof
To simplify notations, hereafter we often omit dependence on ε, and write F (x), η ic (x) in place of F ε (x), η ic ε (x). Throughout this article, we adopt the convention that x, y, etc., denote points on the integer lattice Z, while ξ, ζ, etc., denote points real line R, and we use t, s ∈ [0, ∞) for the time variable.
We begin with a reduction of Theorem 1.6. Consider the hitting time process corresponding to R:
Recall that U denotes the uniform topology over compact intervals. Instead of proving Theorem 1.6 directly, we aim to proving the analogous statement regarding the hitting time process T . Theorem 1.6*. Fixing F ∈ C[0, ∞), we let T F be as in (1.17). Fixing γ ∈ ( 1 3 , 1), and starting the system from initial conditions {η ic ε } ε∈(0,1] as in Definition 1.5, with density 1, shape exponent γ and limiting fluctuation F, we have
It is straightforward to verify that if a sequence
. From this it follows that, for any fixed t 0 < ∞, the map
is continuous at any point f ∈ D ↑ ∩ D satisfying lim ξ→∞ f (ξ) = ∞. Under the assumption (1.18), we see that Theorem 1.6* immediately implies Theorem 1.6.
We focusing on Theorem 1.6* hereafter. To give an overview of the proof, we begin by preparing some notations. Define the following the functional space
Note that, unlike the space D ↑ , here we allow trajectories to take negative values in D ↑ Z . We consider the 'free' particle system, which is simply the system of particles performing independent random walks without absorption, starting from η ic . We adopt the standard notation η(t, x) := #{free particles at time t and site x} for the occupation variable, and, by abuse of notations, use also η to refer the free particle system itself. Next, for any D
denote the 'shaded region' of Q up to time t, we construct the absorbed particle system η Q from η by deleting all η-particles that have visited A Q (t):
= #{η-particles at site x that have never visited A Q (t) up to time t}.
Under these notations, η R (t, x) denotes the occupation variable of {X i (t)} i . Recall from (1.6) that N R (t) denote the number of η-particles absorbed into R up to time t. We likewise let N Q (t) denote the analogous quantity for any D ↑ Z -valued process Q. The starting point of the proof of Theorem 1.6* is the following monotonicity property (which is proven in Section 3).
Proposition 2.1. Let τ ∈ [0, ∞) be (possibility) random, and let Q be a D ↑ Z -valued process. If N Q (t) ≤ Q(t), ∀t ≤ τ and Q(0) ≥ 0, we have that Q(t) ≥ R(t), ∀t ≥ τ . Similarly, if Q(0) = 0 and N Q (t) ≥ Q(t), ∀t ≤ τ , we have that Q(t) ≤ R(t), ∀t ≥ τ .
Having Proposition 2.1, our strategy is to construct suitable processes R λ , R λ ∈ D ↑ Z such that N R λ (t) ≤ R λ (t) and that N R λ (t) ≤ R λ (t). Here λ > 0 is an auxiliary parameter, such that, for any fixed λ > 0, R λ , R λ are suitable deformations of R that allows certain rooms to accommodate various error terms for our analysis, but as λ → 0, both R λ and R λ approximate R.
The precisely constructions of R λ and R λ are given in Section 6. Essential to the constructions is the following identity (2.7) that relates N Q (t) to the motion of the η-and η Q -particles. To derive such an identity, we express the number of absorption N Q (t) as the difference of the total number of η-particles and the total number of η Q -particles, i.e.,
Indeed, even though both x∈Z η(t, x) and x∈Z η Q (t, x) are infinite, (2.4) is well-defined since
Next, recall the definition of F (x) from (1.14), and further define
Hereafter, for consistency of notations, we set η ic (y) := 0 for y ≤ 0. Under these notations, it is now straightforward to verify
The first two terms on the r.h.s. of (2.7) collectively contribute N (t) := 0<y≤Q(t) η ic (y), which is the value of N Q (t) had all particles been frozen at their t = 0 locations. Indeed, as the density equals 1 under current consideration, Q(t) represents the first order approximation of N (t), and the initial fluctuation term F (Q(t)) describes the random fluctuation of the initial condition. Subsequently, the noise term M (t, Q(t)) accounts for the time evolution of the η-particle; and the boundary layer term G Q (t) encodes the lost of η Q -particles due to absorption seen at time t to the right of Q(t). For Q(t) = R(t) we have by the flux condition (1.6) that N R (t) = R(t), hence the last three terms in (2.7) add up to zero. Focusing hereafter on these terms, recall from (2.1) that, under our scaling convention, the time and space variables are of order ε −1−γ and ε −1 , respectively. With this and (1.16), we expect the term −F (Q(t)) to scale as (ε −1 ) γ = ε −γ =: Θ F . As for the noise term M (t, x), we establish the following bound in Section 4.
Starting from an initial condition η ic satisfying (1.15), for any fixed a ∈ (0, 1], we have
Roughly speaking, the conditions t ≤ ε −1−γ−a and x ≤ ε −1−a in (2.8) correspond to the scaling (ε −1−γ , ε −1 ) for (t, x). The extra factor a is a small parameter that is devised for absorbing various error terms in the subsequent analysis.
Remark 2.3. Under the scaling (ε −1−γ , ε −1 ) of time and space, Proposition 2.2 asserts that
)(1+γ)−a for all relevant (t, x). The condition
In particular, by choosing a small enough, we have Θ M Θ F , i.e., M (t, x) is negligible compared to F (Q(t)). This is where the assumption γ > 1 3 enters. If γ ≤ 1 3 , the preceding scaling argument is invalid, and we expect M (t, x) to be non-negligible, and the scaling should change.
As explained in Remark 2.3, we expect |M (t, x)| to be of smaller order than F (Q(t)), so the latter must be effectively balanced by the boundary layer term G Q (t) and our next step is thus to derive an approximate expression for G Q (t). To this end, instead of a generic trajectory Q, we consider first linear trajectories and truncated linear trajectories as follows. Adopting the notations
Z -valued linear trajectory that passes through (t 0 , x 0 ) with velocity v ∈ (0, ∞):
(2.10)
where ξ + denotes the positive part of ξ. The following proposition, proved in Section 5, provides the necessary estimates of
To state this proposition, we first define the admissible set of parameters:
(2.14)
Similarly to (2.8), the conditions in (2.13) correspond to the scaling (ε −γ−1 , ε −1 , ε γ ) for (t 0 , x 0 , v), where the scaling ε γ of v is understood under the informal matching v →
. On the other hand, the condition (2.14) quantifies super-diffusivity, and excludes the short-time regime t 0 ≤ ε −a v −2 . To bridge the gap, we consider also
Proposition 2.4. Start the system from an initial condition η ic satisfying (1.15), with the corresponding constant a * , C * , γ. For any fixed 0 < a
, there exists a constant C < ∞, depending only on a, a * , C * , γ, such that
The first two estimates (2.16)-(2.17) state that
As for the short time regime (t 0 , x 0 , v) ∈ Σ ε (a), we establish a weaker estimate (2.18) that suffices for our purpose.
In Section 6, we employ Proposition 2.4 to estimate G R λ (t) and G R λ (t), by approximating R λ and R λ with suitable truncated linear trajectories. Such linear approximations suffice due to the super-diffusive nature of R. In general, G Q (t) depends on the entire trajectory of Q from 0 to t, but for the super diffusive trajectories R λ and R λ , a linear approximation is accurate enough to capture the leading order of G R λ (t) and G R λ (t).
Based on these estimates of G R λ (t) and G R λ (t), we then show that, with sufficiently high probability, N R λ (t) ≤ R λ (t) and N R λ (t) ≥ R λ (t) over the relevant time regime. This together with Proposition 2.1 shows that R λ and R λ indeed sandwich R in the middle. Our last step of the proof is then to show that this sandwiching becomes sharp under the iterated limit lim λ→ lim ε→0 . More precisely, we show that the hitting time processes T λ and T λ corresponding to R λ and R λ , respectively, weakly converge to T F under the prescribed iterated limit.
Outline of the rest of this article. To prepare for the proof, we establish a few basic tools in Section 3. Subsequently, in Section 4, we settle Proposition 2.2 regarding bounding the noise term, and in Section 5, we show Proposition 2.4 regarding estimations of the boundary layer term. In Section 6, we put together results from Sections 4-5 to give a proof of the main result Theorem 1.6*. In Appendix A, to complement our study of the critical behaviors at ρ = 1 throughout this article, we discuss the ρ < 1 and ρ > 1 behaviors of the front R.
Basic Tools
Proof of Proposition 2.1. Fixing τ < ∞, we consider only the case Q(t) ≤ N Q (t), ∀t ≤ τ , as the other case is proven by the same argument. By assumption, Q(0) ≥ 0 and R(0) = 0, so Q(t) ≥ R(t) holds for t = 0. Our goal is to prove that this dominance continues to hold for all t ≤ τ . To this end, we let σ := inf{t : R(t) > Q(t)} be the first time when such a dominance fails. At time σ, exactly one η R -particle attempts to jump, triggering the front R to move for R(σ − ) to R(σ).
Index all the η R at time σ − as Y i (σ − ), i = 1, 2, . . .. Let us now imagine performing the motion of R into two steps: i ) from R(σ − ) to Q(σ); and ii ) from Q(σ) to R(σ). During step (i ), the front absorbs
particles. Due to the condition (1.7), we must have N > Q(σ) − R(σ − ), otherwise R would have stopped at or before it reaches Q(σ) and not performed step (ii ). Combining N > Q(σ) − R(σ − ) with R(σ − ) = N R (σ − ) (by the flux condition (1.6)) yields
Further, since R is dominated by Q up to time σ − , i.e. R(t) ≤ Q(t), ∀t < σ, the total number of particles absorbed by R up to step (i) cannot exceed the number of particles absorbed by Q up to time σ, i.e N R (σ − ) + N ≤ N Q (σ). Combining this with (3.1) yields N Q (σ) > Q(σ), which holds only if σ > τ by our assumption.
We devote the rest of this section to establishing a few technical lemmas, in order to facilitate the proof in subsequent sections. The proof of these lemmas are standard.
be mutually independent Bernoulli variables, independent of η ic , we consider a random variable X of the form
We have that for all r ∈ (0, ∞) and ζ ≥ 0,
Proof. To simplify notations, we write E ( · ) := E( · |η ic ) and P (A) := E(1 A |η ic ) for the conditional expectation and the conditional probability. Since log E(e sB x,j ) ≤ (e s − 1)E(B x,j ) for any s, x, j, it follows that log E (e sX ) ≤ (e s − 1)E (X). The inequality (1 + δ) log(1 + δ) − δ ≥ δ 2 /(|δ| + 2) for δ ≥ −1 then yields that
, ∀r ≥ 0 (3.4) (e.g. [Goe15, Theorem 4], where r = |δ|E (X)). Since
and (3.4) implies that
we get (3.3) by taking E( · ) on both sides of (3.5) followed by the union bound.
Let ∆f (x) := f (x + 1) + f (x − 1) − 2f (x) denote the discrete Laplacian.
Lemma 3.2 (discrete maximal principle, bounded fixed domain). Fixing x 1 < x 2 ∈ Z and t < ∞.
If u solves the discrete heat equation
and satisfies
Proof. Assume the contrary. Namely, for some fixed ε > 0, letting
we have t 0 ∈ (0, t]. Since t → u(t, x) is continuous, we must have u(t 0 , x) = −ε, for some x ∈ (x 1 , x 2 ) ∩ Z. Such x may not be unique, and we let x 0 := min{x ∈ (x 1 , x 2 ) ∩ Z : u(t 0 , x) = −ε} be the left-most of all such points. By the definition of x 0 , we have u(t 0 , x 0 − 1) > −ε and u(t 0 , x 0 + 1) ≥ −ε, so in particular ∆u(t 0 , x 0 ) > 0, and thereby ∂ t u(t 0 , x 0 ) > 0. This implies that u(t, x 0 ) < u(t 0 , x 0 ), for all t < t 0 sufficiently close to t 0 , which contradicts with the definition (3.9) of t 0 . This proves that, for any given ε > 0, such t 0 does not exist, so (3.8) must hold.
Lemma 3.3 (discrete maximal principle, with a moving boundary).
If u 1 , u 2 solve the discrete heat equation
and satisfy the dominance condition at t = 0 and on the boundary:
then such a dominance extends to the entire D:
Proof. First, we claim that it suffices to settle the case of a fixed boundary Q(t) = c, ∀t ≤ t. To see this, index all the discontinuous points of Q as 0 < t 1 < t 2 < . . . < t n ≤ t. Since the domain [Q(t i ), ∞) shrinks as i increases, once we settle this Lemma for the case of a fixed boundary, applying this result within the time interval [t i , t i+1 ), we conclude the general case by induction in i. Now, let us assume without lost of generality Q(t) = 0, ∀t ≤ t. Let u := u 1 − u 2 . By (3.10), there exists c 0 < ∞ such that u(t, x) ≥ −c 0 e c 0 x , ∀t ≤ t and x > 0. With this, fixing x > 0, we let c 1 := cosh(2c 0 ) − 1 and u(t, x) := c 0 exp(2c 0 x + c 1 t − c 0 x ), and consider the function u(t, x) := u(t, x) + u(t, x). It is straightforward to verify that u solves the discrete heat equation on (t, x) ∈ [0, ∞) × Z, so u also solves the discrete heat equation for t, x > 0. Further, with u(0, x) ≥ 0, u(t, 0) ≥ 0 and u(t,
With these properties of u, we apply Lemma 3.2 with (
. Now, for fixed x ∈ Z >0 , sending x → ∞, we arrive at the desired result:
Bounding the Noise Term: Proof of Proposition 2.2
Throughout this section, we fix an initial condition η ic satisfying (1.15), with the corresponding constants γ, a * , C * . Fix a ∈ (0, 1], throughout this section we use C < ∞ to denote a generic finite constant, that may change from line to line, but depends only on a, a * , γ, C * .
For any fixed (t, x), we let M + (t, x) denotes the number of η-particles starting in (0, x] and ending up in (x, ∞) at t. Similarly we let M − (t, x) denotes the number of η-particles starting in (x, ∞) and ending up in (−∞, x] at t. More explicitly, labeling all the η-particles as Z 1 (t), Z 2 (t), . . ., we write
From the definition (2.5) of M (t, x), it is straightforward to verify that
With the decomposition (4.2), our aim is to establish a certain concentration result of M ± (t, x). To this end, letting
we begin with an estimate on Γ(x, y).
Lemma 4.1. Let a ∈ (0, 1] be fixed as in the proceeding, and let b, b ∈ (0, 1]. There exists C 1 < ∞, depending only on a, a * , C * and b, b , such that
Proof. As η ic satisfies the condition (1.15), setting (x 1 , x 2 ) = (x, y) and r = ε −b |x − y| b in (1.15), we have
for all y ∈ Z ≥0 . Using the elementary inequality ξ 1 ξ 2 ≥ 1 2 (ξ 1 + ξ 2 ), ∀ξ 1 , ξ 2 ≥ 1, for ξ 1 = ε −a * b and ξ 2 = |y − x| a * b , we obtain ε −a * b |y − x| a * b ≥ 1 2 (ε −a * b + |y − x| a * b ), for all y = x. Using this to bound the last expression in (4.4), and taking the union bound of the result over y ∈ Z >0 \ {x}, we conclude that
Since Γ(x, x) = 0, the event in (4.5) automatically extend to all y ∈ Z >0 . With this, taking union bound of (4.5) over x ∈ [0, ε −1−a ], we obtain
This concludes the desired result (4.3).
We next establish an estimate on E(M ± (t, x)|η ic ). To prepare for the notations, we let P RW denote the law of a random walk W on Z starting from 0, so that p(t, x) := P RW (W (t) = x) is the standard discrete heat kernel. We consider further the corresponding tail distribution function 
and hence
Recall the definition of Ξ ε (a) from (2.8).
Lemma 4.2. Let a ∈ (0, 1] be fixed as in the proceeding. There exists C < ∞such that
Remark 4.3 (Conventions). Throughout this article, we use the term "for all ε small enough" to refer to "for all ε ≤ 1 C ". Indeed, once we prove statements such as (4.9) for all ε small enough, by making the constant C in (4.9) larger, the statements automatically extend to ε ∈ (0, 1]. In the following, we omit repeating this justification whenever we state "for all ε small enough".
Remark 4.4 (Conventions). To simplify the presentation, in the course of proving Lemma 4.2, we omit finitely many events E i , i = 1, 2, . . ., of probability ≤ C exp(−ε −a/C ), sometimes without explicitly stating it. Similar conventions are adopted in proving other statements in the following, where we omit events of small probability, of the form permitted in corresponding statement.
Writing 1 − η ic (y) = Γ(x, y) − Γ(x, y − 1), we rewrite (4.10) as
To bound the r.h.s. of (4.11), we apply Lemma 4.1 with b = a 2 and b = a 4 and (after ignoring events of probability ≤ C exp(−ε −a/C )) conclude that
With Γ(x, x) = 0, we have the following summation by part formulas,
14)
for all f such that
Apply the formula (4.14) with f (y) = Φ(t, y − x), where the summability condition (4.15) holds by (4.8) and (4.12). With Φ(t, y − x) − Φ(t, y − x + 1) = p(t, y − x) we obtain
On the r.h.s., using (4.7) to bound the discrete heat kernel, and using (4.12) to bound |Γ(x, y)|, we obtain
Further, with (t, x) ∈ Ξ ε (a), we have t ≤ ε −1−γ−a . Using this to bound (t + 1) a 4 in (4.17), we obtain
for all ε small enough. This concludes the desired result (4.9).
As for E(M + (t, x)|η ic ), similarly to (4.10) we have
where
. Further applying the summation by part formula (4.13) with f (y) = Φ(t, x + 1 − y), we arrive at
The last term in (4.19) is of the same form as the r.h.s. of (4.16), so, applying the same argument following (4.16), here we have
for all ε small enough. Next, with V 2 (t, x) defined in the proceeding, by (4.8) we have
). Further, since (t, x) ∈ Ξ ε (a) we have t ≤ ε −1−γ−a and x/ √ t ≥ ε −a , so
To bound the term Φ(t, x)Γ(x, 0), combining (4.8) and (4.12), followed by using x ≤ ε −1−a and x/ √ t ≥ ε −a , we obtain
Inserting (4.20)-(4.22) into (4.19), we conclude the desired result (4.9) for E(M + (t, x)|η ic ), for all ε small enough.
Equipped with Lemma 4.2, we next show the pointwise concentration of M ± (t, x). The term pointwise refers to the fact that the corresponding bound holds only for a fixed (t, x) within the relevant regime.
Lemma 4.5. Let a ∈ (0, 1] be fixed as in the proceeding. There exists C < ∞, such that
for any fix (t, x) ∈ Ξ ε (a).
Proof. Since M ± (t, x) is of the form (3.2), setting r ε,t := ε −a (t + 1)
, we obtain upon applying (3.3) for X = M ± (t, x), r = r ε,t and ζ = V (t) that
Lemma 4.2 bounds the right-most term in (4.24) by C exp(−ε −a/C ). Further, summing (4.8) over
which thereby bounds the other term on the r.h.s. of (4.24) and consequently establishes (4.23).
Equipped with Lemma 4.5, our next step is to extend the pointwise bound (4.23) to a bound that holds simultaneously for all relevant (t,
Proof. To the end of showing (4.25), instead of bounding η(t, x) directly, we begin by bounding the conditional expectation E(η(t, x)|η ic ) . As η-particles perform independent random walks, we have the following expression for E(η(t, x)|η ic ):
To bound the r.h.s. of (4.27), we apply (1.15) for (x 1 , x 2 ) = (y, y + 1) and r = ε
Taking the union bound of the result over y ∈ (0, ε −1−a ] further yields
Now, using (4.28) to bound η ic (y) on the r.h.s. of (4.27), followed by using the identity y∈Z p(t, x− y) = 1 for the discrete heat kernel, we obtain
Our next step is to leverage the bound (4.29) on the conditional expectation E(η(t, x)|η ic ) into a bound on η(t, x) itself. Since η-particles perform independent random walks starting form the initial condition η ic , for each fixed (t, x), the random variable η(t, x) is of the form as in (3.2). With this, applying (3.3) with X = η(t, x), ζ = 0 and r = 2ε
Further using (4.29) to bound the last term in (4.30) yields
The bound (4.31) is the pointwise version of (4.25). Instead of continuing to prove (4.25), we now turn to establishing (4.26), and postpone the proof of (4.25) afterward. Fixing i, for each y ∈ Z, we order the η-particles at time t = i at site y as X y,1 (i), X y,2 (i), . . . , X y,η(i,y) (i), and consider the event A(y, j; i, x) that the X y,j particle ever jumps cross the bond [x, x + 1] within the time interval
Under these notations, we have J(i, x) = y∈Z η(t,x) j=1 A(y, j; i, x). Now, fix i ∈ [0, ε −1−γ−a ], and view t → η(i + t, · ) := η(t, · ) as a free particle system starting from η ic ( · ) = η(i, · ). Since {A(y, j; i, x)} y,k and η ic are independent, taking the conditional expectation E( · | η ic ) yields
Let Ψ(t, x) denote the probability that a random walk W starting from 0 ever reach x within the time interval [0, t]:
We have P(A(y, j; i, x)) = Ψ(1, |y − x| + 1). Further, by the reflection principle, Ψ(t, x) ≤ 2Φ(t, x), ∀x ≥ 0. This together with (4.8) yields the bound
Inserting the bound into (4.33), we obtain
|y−x| .
Combining this with (4.31) (for
. Based on this, following the same procedure of leveraging (4.29) into (4.31) as we did previously, here we similarly have 
which is polynomially large in ε, i.e., #S ≤ ε −C , we conclude (4.26).
Returning to showing (4.25), we take union bound of (4.31) over (i,
Equipped with (4.37), to the end of showing (4.25), it remains to estimate the change η(t, x)−η(i, x) of particle number within t ∈ [i, i + 1]. Indeed, such a change is encoded in the flux across the bonds (x − 1, x) and (x, x + 1), so in particular
Combining this with (4.36) yields
This together with (4.37) yields
, for all small enough ε, the desired result (4.25) follows from (4.38).
Proof of Proposition 2.2. Given the decomposition (4.2) of M (t, x), by Lemma 4.5 we have that
for any fixed (t, x) ∈ Ξ ε (a). Take union bound of this over all (i, x) ∈ Ξ ε (a), where i ∈ Z ≥0 . As this set is only polynomially large in ε −1 , we obtain
Given (4.39), the next step is to derive a continuity estimate of t → M (t, x). Recall the definition of J(i, x) from Lemma 4.6. With M ± (t, x) defined in (4.1), we have that
This together with (4.2) yields sup
Combining this with (4.26), we obtain the following continuity estimate
Using this continuity estimate in (4.39), we conclude the desired result (2.9).
Boundary Layer Estimate: Proof of Proposition 2.4
As in Section 4, we fix an initial condition η ic satisfying (1.15), with the corresponding constants γ, a * , C * . Recall that γ ∈ ( , throughout this section we use C < ∞ to denote a generic finite constant, that may change from line to line, but depends only on a, a * , γ, γ , C * .
Recall the definitions of Σ ε (a) and Σ ε (a) from (2.13)-(2.14) and (2.15). The first step is to establish the concentration of the conditional expectations E(
2 be fixed as in the proceeding. (a) There exists C < ∞ such that
Proof of (a). Fixing (t 0 , x 0 , v) ∈ Σ ε (a), throughout this proof we omit the dependence on these variables, writing L := L t 0 ,x 0 ,v .
Consider u(t, x) := E(η(t, x)−η L (t, x)|η ic ), which we view as a function in (t, x). Taking E( · |η ic ) on both sides of (2.6), we express E(G L (t 0 )|η ic ) as the mass of the function u over the region x > L(t 0 ) at time t 0 , i.e.,
With this, proving (5.1) amounts to analyzing the function u. We do this by studying the underlying discrete PDE of u. To this end, we further consider u 1 (t, x) := E(η(t, x)|η ic ) and u 2 (t, x) := E(η L (t, x)|η ic ). Recall that ∆f (x) := f (x+1)+f (x−1)−2f (x) denote the discrete Laplacian. Since η and η L are particle systems consisting of independent random walks with possible absorption, and since the boundary L is deterministic, u 1 and u 2 satisfy the discrete heat equation with the relevant boundary condition as follows:
, ∀x ∈ Z, (5.5)
, ∀x ∈ Z.
(5.6)
As u(t, x) = u 1 (t, x) − u 2 (t, x), taking the difference of (5.5)-(5.6), and focusing on the relevant region x ≥ L(t), we obtain the following discrete PDE for u:
In order to analyze the PDE (5.7), our next step is to estimate the boundary condition u 1 (t, L(t)). To this end, with p(t, x) denoting the standard discrete heat kernel, we recall from (4.27) the following expression of u 1 (t, x) := E(η(t, x)|η ic ):
For each term in the sum of (5.8), write η ic (y) = 1+(η ic (y)−1), and split the sum into y>0 p(t, x− y) and y>0 p(t, x − y)(η ic (y) − 1) accordingly. Rewriting the first sum as
we obtain
where u 1 (t, x) := y>0 p(t, x − y)(η ic (y) − 1). Equipped with the expression (5.9), we proceed to bound the term u 1 (t, x). Recalling the definition of Γ(x, y) from (4.3), we write 1 − η ic (y) = Γ(x, y) − Γ(x, y − 1) and express u 1 (t, x) as a(1−γ) , after ignoring events of small probability
(5.11) By (5.11) and (4.7), the summability condition (4.15) holds for f (y) = p(t, x − y). We now apply the summation by parts formula (4.13)-(4.14) with f (y) = p(t, x − y) in (5.10) to express the sum as 
On the r.h.s. of (5.12), using the bounds (5.11), (4.7) and (5.13) to bound the relevant terms, we arrive at that (1+γ)
a(1−γ) (t + 1)
(1−γ) (t + 1)
for all ε small enough. We now return to estimating the solution u of (5.7). Toward the end of proving (5.1), our aim here is to establish an upper bound on u. Inserting (5.14) into (5.9), with −Φ(t, x) ≤ 0, we obtain
(5.15) for all ε small enough. The inequality (5.15) gives an upper bound on u along the boundary L. Our next step is to leverage such an upper bound into an upper bound on the entire profile of u. We achieve this by utilizing the maximal principle, Lemma 3.3. To this end, consider the following traveling wave solution u tw of the discrete heat equation: 
and therefore
(1−γ) u tw . Combining (5.18) and (5.15), we have that
, for all ε small enough. That is, u dominates u along the boundary L. Also, we have u(0, x) = 0 and u(0, x) ≥ 0, ∀x ∈ Z, so u dominates u at t = 0. Further, by (4.7) and (5.11) and, it is straightforward to verify that u satisfies (3.10) almost sure (for any t < ∞), and from the definition (5.16) it is clear that u satisfies (3.10). With these properties on u and u, we now apply Lemma 3.3 for (u 1 , u 2 ) = (u, u), Q = L and t = t 0 to obtain
(5.19)
Setting t = t 0 in (5.19) and inserting the result into (5.4), as L(t 0 ) = x 0 , we arrive at
(1−γ) Proof of (b). Fixing (t 0 , x 0 , v) satisfying (2.13)-(2.14), throughout this proof we omit the dependence on these variables, writing L :
We begin with a reduction. More precisely, we claim that
To prove the claim (5.21), recall from (2.6) that the boundary layer term G Q (t) records the lost of η-particles caused by absorption by Q. Since the trajectories L, L and L differ only when L(t) < L 0 (see (2.11)-(2.12)), the event
Recall the notation Ψ(t, x) from (4.34). We have
Applying the bound (4.35) to the expression Ψ(t 0 , L(t 0 ) − x) on the the r.h.s., we obtain
Further using L(t 0 ) − L 0 = ε −γ , t 0 ≤ ε −1−γ−a (by (2.13)) and a < γ − γ+1 2 , we obtain
To bound the term F (L 0 ) in (5.23), we apply (1.15) for (
. Inserting this into (5.23) yields
, for all ε small enough. Using these bounds on L 0 in (5.24), with a < γ < γ , we further obtain 
P E(G
which we next do. To this end, we adopt the same strategy as in Part (a), by expressing E(G L (t 0 )|η ic ) in terms of the function u as in (5.4), and then analyzing the r.h.s. through the discrete PDE (5.7). As Σ ε (a) ⊂ Σ ε (a), all the bounds established in Part (a) continue to hold here. In particular, combining (5.9) and (5.14) we obtain
(1−γ) (1 + t)
(1−γ) .
(5.28)
Recall from (5.16) that u tw denotes the traveling wave solution of the discrete heat equation. The bounds (5.27)-(5.28) and (5.18) give quantitative estimates on how closely u and u tw approximate 1 along the boundary L(t). Our strategy is to leverage these estimates into showing that u and u tw approximate each other within the interior (L(t), ∞). We achieve this via the maximal principle, Lemma 3.3, which requires constructing the solutions u tw and u tw to the discrete heat equation such that
To construct u tw , recall the definition of Φ(t, x) from (4.6). We define
) and u tw (t, x) solve the discrete heat equation, so does u tw . Turning to verifying the last condition in (5.29), we set x = L(t) in (5.31), and write
(5.32) By (5.18), (1+2ε
(1−γ) )(1−Cε a ). With a 8 (1−γ) < a, the last expression is great than (1 + ε a 8
(1−γ) ) for all small enough ε, so in particular 0) . Further, since the discrete kernel satisfies p(t, x) = p(t, −x) and x∈Z p(t, x) = 1, we have Φ(t, 0) ≥
(5.34) Using (5.33) and (5.34) to lower bound the expressions in (5.32), and comparing the result with (5.27), we conclude u tw (t, L(t)) ≥ u(t, L(t)), for t ≤ (1−γ) )u tw (t, L(t)).
(5.35)
Under the assumption t > 1 v , the bound (5.27) gives u(t, L(t)) ≤ 1 + ε
(1−γ) . Comparing this with (5.33) and (5.35), we conclude u tw (t, L(t)) ≥ u(t, L(t)).
Turning to constructing u tw , we let
which solves the discrete heat equation on Z with the initial condition u * (0, x) = u tw (0, x)1 {x>L(0)} . We then define u tw as
Clearly, u tw solves the discrete heat equation, and
Turning to verifying the last condition (5.30), we consider separately the case t ≤ 
Applying (5.18) and (5.34) to the r.h.s. of (5.39), we obtain u tw (t, L(t)) ≤ 1 + Cε a − ε (1−γ) < 0, for all ε small enough. This together with 0 ≤ u(t, L(t)) concludes u tw (t, L(t)) ≤ u(t, L(t)) for the case t ≤ 1 v . As for the case 1 v < t, we set x = L(t) in (5.37)-(5.38) and write
Similarly to (5.33), here we have (1 − 2ε
(1−γ) , for all ε small enough, so in particular
On the other hand, since here t > v −1 , the bound (5.28) gives u(t, L(t)) ≥ 1 − ε
Comparing this with the bound (5.40), we conclude u tw (t, L(t)) ≤ u(t, L(t)) for the case 1 v < t. With u tw and u tw satisfying the respective conditions (5.29)-(5.30), we now apply Lemma 3.3 for (u 1 , u 2 ) = (u tw , u) and with (u 1 , u 2 ) = (u, u tw ) to conclude that u tw (t 0 , x) ≤ u(t 0 , x) ≤ u tw (t 0 , x), ∀x > L(t 0 ). Combining this with (5.4), we arrive at the following sandwiching bound:
Adopt the notation S (f ) := x>L(t 0 ) f (t 0 , x). Subtracting 1 2v from (5.41), with u tw and u tw defined in (5.31) and (5.37)-(5.38), we arrive as the following bound
To complete the proof, we proceed to bound each of the terms in (5.42a)-(5.42c). Tho bound the terms in (5.42a), set t = t 0 in (5.16) and sum the resulting expression over x > L(t 0 ) to obtain
(5.43)
Within the last expression of (5.43), using (5.17) to approximate e −v with (1 − 2v), we obtain the estimate
Apply this estimate (5.44) to the terms in (5.42a). Together with v ≤ ε γ−a ≤ ε a and v ≥ ε γ+a ≥ ε 2γ , we conclude
for all ε small enough. Turning to (5.42b), As x → Φ(t, x) is decreasing, we have S ( Φ) ≤ S (Φ), so without lost of generality we replace Φ with Φ in (5.42b). Next, applying the bound (4.8) to Φ(t 0 , x − L( 1 v )), and summing the result over x > L(t 0 ), we obtain
Recall that t 0 , v satisfy the conditions (2.13)-(2.14). On the r.h.s. of (5.46), using t 0 ≤ ε −(1+γ+a) to bound √ t 0 + 1 ≤ 2ε −2 , and using t 0 ≥ 1 and v
ε −a ≤ C. Using this bound in (5.42b) gives
for all ε small enough. Turning to (5.42c), we first recall that u tw is defined in terms of u tw (0, y) as in (5.36). With u tw (t, x) defined as in (5.16), we have
Using e v ( vt 0 −vt 0 ) ≤ ε v ≤ C to bound the last exponential factor on the r.h.s., inserting the resulting inequality into (5.36), and summing the result over y > L(0), we obtain
By (4.8) we have
Exchanging the two sums in (5.48) and applying (5.49) to the result, we arrive at
The ideas is to bound the r.h.s. of (5.50) by using the fact that the masses of the two exponential functions concentrate at well-separated locations L(t 0 ) and L(0). To this end, we divide the r.h.s. of (5.50) into sums over L(0)<y≤ 
The sum over y > L(0) is equal to S (u tw ) (see (5.43)), and is in particular bounded by Cv −1 (by (5.44)). Therefore,
As for u 2, tw , we simply replace exp(−
) with 1 and write
Now, add (5.51) and (5.52) to obtain
On the r.h.s. of (5.53), using L(t 0 ) − L(0) ≥ vt 0 , t 0 ≥ 1, and using (5.17) to approximate v by 2v, with v √ t 0 ≥ ε −a , we obtain Equipped with Lemma 5.1, we next establish the pointwise version of Proposition 2.4.
Proof. To simplify notations, we write E ( · ) := E( · |η ic ) and P ( · ) := P( · |η ic ) for the conditional expectation and conditional probability. We first establish Part (b). Indeed, from the definition (2.6) of G Q (t), for any fixed, deterministic t → Q(t), the random variable G Q (t 0 ) is of the form (3.2). More precisely, labeling all the η-particles starting at site x at t = 0 as X x,j (0), j = 1, . . . , η ic (x), we have G Q (t) = x>0
We set X 1 := G Lt 0 ,x 0 ,v (t 0 ) (t 0 ) and X 2 := G L t 0 ,x 0 ,v (t 0 ) (t 0 ) to simplify notations. From Lemma 5.1(b),
Without lost of generality, we assume C ≥ 1. We now apply (3.3) with X = X 1 , X 2 , r = v
Using (5.58) to bound the last term, with v Turning to Part (a), we let X 0 := G Lt 0 ,x 0 ,v (t 0 ) (t 0 ). Similarly to the preceding, we apply (3.3) with X = X 0 , ζ = 0 and r = ε a v −1 to obtain
Using v ≤ ε γ−a ≤ 1 and Lemma 5.1(a), we see that the r.h.s. is bounded by Ce −ε −a/C . Hence that the desired result (5.55) follows.
Proof of Proposition 2.4. Given Lemma 5.2, the proof of (2.16)-(2.18) are similar, so here we prove only (2.16) and omit the rest. Our goal is to extend the probability bound (5.56), so that the corresponding event holds simultaneously for all (t, x, v) ∈ Σ(a). To this end, fixing a ∈ (0, a), and letting n := ε −2γ−3a , we consider the following discretization of Σ ε ( a):
That is, we consider all the points (t, x, v) ∈ Σ( a) such that t ∈ Z and v ∈ 1 n Z. From (2.13)-(2.14), it is clear that Σ n,ε ( a) is at most polynomially large in ε −1 . With this, taking union bounds of (5.56) over (t 0 , x 0 , v) ∈ Σ n,ε ( a), we have that
with probability → 1 as ε → 0. Our next step is to extend (5.59) to those values of (t, v) not included in the discrete set Σ n,ε ( a). To this end, we consider the set Λ := 1 n Z ∩ [ε a+γ , ε γ− a ] that represents the widest possible range of Σ n ( a) in the v variable, and order the points in Λ as
We now consider a generic 'cell' of the form E = [i,
Our next step is to estimate G Lt,x,v (t) for (t, x, v) ∈ E. We begin by noting a simple but useful inequality. Recall from (2.3) that A Q (t) denote the region shaded by a give trajectory Q up to time t. Since η Q denotes the particle system obtained from absorbing η-particles into Q, it follows that
Combining this with the expression (2.6) of G Q (t) give the following inequality
With these properties, applying (5.60) for (
The inequality (5.61) gives bounds on the change of G Lt,x,v as v varies. Next we proceed to bound the change in t.
Next, referring back to (2.11), with v j+1 ≤ ε γ−a < 1 and 0
Recall the definition of J(i, x) from Lemma 4.6. From the definition (2.6) of G Q (t), we see that the change in G Lt,x,v j+1 (s) over s ∈ [i, t] is dominated by the total jump across the bond (x − 1, x), and
. Combining this with (5.62) gives
A similar argument gives
Now, combining (5.61) and (5.63)-(5.64), we arrive at
Further, by (5.59) and (4.26) (for b = a), after ignoring events of probability → 0, we have
for all ε small enough. Using (5.66) in (5.65), we obtain
(5.67)
In the last expression, further using the conditions v j ≥ ε γ+a and n ≥ ε 2γ+3a on the range of (v j , n), we obtain (|
, for all ε small enough. Inserting this bound into the r.h.s. of (5.67), we arrive at
where Σ ε ( a) := E⊂Σn,ε( a) E. Even though the set Σ ε ( a) leaves out some points near the boundary of Σ ε ( a), with a < a, Σ ε ( a) ⊃ Σ ε (a) eventually hold for all ε small enough. Hence (5.68) concludes the desired result (2.16).
6. Proof of Theorem 1.6* We fix an initial condition η ic as in Definition 1.5, with the corresponding constants γ, a * , C * and limiting distribution F ∈ C[0, ∞). We first note that under the conditions in Definition 1.5, we necessarily have
To see this, set (x 1 , x 2 ) = (0, ε −1 ξ ) and r = ξ
for any fixed ξ ∈ (0, ∞). Now, set ξ = ξ n := 1 n in (6.2). With
2 ) < ∞, by the Borel-Cantelli lemma, we have P(lim n→0 F(ξ n ) = 0) = 1. As ξ → F(ξ) is continuous by assumption, this concludes (6.1).
Recall that γ ∈ ( γ+1 2 , 1) is a fixed parameter in the definitions (2.11)-(2.12) of L t 0 ,x 0 ,v and
4 , throughout this section we use C < ∞ to denote a generic finite constant, that may change from line to line, but depends only on a, a * , γ, γ , C * .
Recall from Section 2 that our strategy is to construct processes R λ (t) and R λ (t) that serve as upper and lower bounds of R(t). We begin with the upper bound.
6.1. The upper bound. The process R λ (t) is constructed via the corresponding hitting time process T λ (ξ), defined in the following. Fixing λ > 0, we let v * := ε γ−a and
3)
For x ∈ Z ≥0 we define the hitting time process T λ (x) as
With this, recalling the definition of the involution ι( · ) from (1.12), we then define R λ := ι(T λ ). Note that, even though the processes T λ and R λ do depend on ε, we omit the dependence to simplify notations. The process T λ (ξ) (and hence R λ (t)) is constructed differently for ξ ≤ x * * and for ξ > x * * . For the former case, (6.5) translates into the following expression for R λ :
This purpose of this distinction is to capture the two different regimes corresponding to Σ ε (a) (defined in (2.13)-(2.14)) and Σ ε (a) (defined in (2.15)).
Recall that L t 0 ,x 0 ,v is the truncated linear trajectory defined in (2.11). We begin by establishing a simple comparison criterion.
Proof. We begin by showing (6.8). Let U := ι(L t 0 ,x 0 +1,v ). As U and T λ are the inverse of L t 0 ,x 0 +1,v and R λ , respectively, the desired inequality (6.8) follows once we show
To show (6.10), with L t 0 ,x 0 +1,v defined in (2.11), we write U explicitly as
, we have that
where the last inequality follows since R λ is non-decreasing. Consequently,
Since U (y) = 0 for y ≤ x 0 + 1 − ε γ , (6.12) automatically extends to all values of y ∈ [0,
Further, since and both T λ (ξ) and U (ξ) are defined for non-integer ξ through its closet left integer point ξ , i.e., f (ξ) := f ( ξ ), (6.12) further extends to all real values ξ ∈ [0, x 0 + 1], thereby yielding the desired inequality (6.10). Having established (6.8), we next turn to showing (6.9). Recall from (2.3) that A Q (t) denotes the shaded region of a given process Q, and that η Q denotes the particle system constructing from η by deleting all the η-particles which has visited A Q (t) up to a given time t. By (6.8), we have
Now, recall the definition of G Q (t) from (2.6). Combining (6.13) and L t 0 ,x 0 +1,v (t) = R λ (t) + 1, we see that the second claim (6.9) holds.
The next step is to prove an upper bound on G R λ (t). To prepare for this, we first establish a few elementary bounds on the range of various variable related to the processes R λ , T λ and F .
be fixed as in the preceding, and let λ > 0. The following holds with probability → 1 as ε → 0:
Proof. The proof of each inequality is listed sequentially as follows.
• Since, by definition, F (0) = 0, using (1.15) for (x 1 , x 2 ) = (0, x) and r = ε −γ−a /|x| γ gives
Taking the union bound of this over x ∈ [1, ε −1−a ] ∩ Z, using ε −γ−a x γ ≥ ε −(1−γ)a , we have that
• Let γ := γ(1 − γ ) − a > 0. Using (1.15) for (x 1 , x 2 ) = (y, x) and r = ε −γ , we have that
Take the union bound of this over
Further, by ε −γ |x − y| γ ≤ ε −γ −γγ = ε −γ+a and −γ + a < −a, we have that ε −γ |x − y| γ < λ 4 ε −a , for all ε small enough, and hence (6.15) holds.
• Using (6.14) in (6.5), we obtain
with probability → 1 as ε → 0. Further using (1 + λ)ε −1−γ−2a < ε −1−γ−3a , for all ε small enough, we conclude (6.16).
• The condition t < T λ (ε −1−a ) implies R λ (t) ≤ ε −1−a and (by (6.16)) t < ε −1−γ−3a . With these bounds on the range of (t, R λ (t)), we see that (6.17) follows from (4.25).
• Since ε γ F (ε −1
, from the definition (6.4) of x * * , we see that the bound (6.18) holds with probability → 1.
• Combining (6.18) with (6.5) yields (6.19).
• By (6.3), x * ≥ λε −1 . Consequently, T λ (ξ) = 0, ∀ξ ≤ λε −1 , and hence the inequality (6.20)
holds.
be fixed as in the proceeding, and let λ > 0. We have
Proof. To simplify notations, we let x := R λ (t). We consider first the case x ∈ (x * * , ε −1−a ] and prove (6.21). First, for generic x = R λ (t), we have
In particular T λ (x) > T λ (x − 1). Referring back to (6.5), for the case x > x * * of current consideration, T λ (x) > T λ (x − 1) holds only if The first step of proving (6.21) is to compare G R λ (t) with G L (t), by using Lemma 6.1. For Lemma 6.1 to apply, we first verify the relevant condition (6.7). To this end, use (6.15) to obtain that
where the equality follows by (6.23). The expression in (6.24) equals v −1 , so summing (6.24) over y ∈ (y, x], for any fixed y ∈ (x − ε −γ , x], yields
This verifies the condition (6.7). We now apply Lemma 6.1 to conclude that
Further using (6.17), after ignoring events of probability → 0, we obtain that
for all ε small enough. The next step is to apply the estimates (2.16) to the term G L (t) in (6.25). For (2.16) to apply, we first establish bounds on the range of the variables (t, x, v). Under the current consideration x * * < R λ (t) ≤ ε −1−a , we have T λ (x * * ) ≤ t ≤ T λ (ε −1−a ). Combining this with (6.16) and (6.19) yields
Next, With x := R λ (t), we have x ≤ ε −1−a and x > x * * ≥ x * * − x * . Combining the last equality with (6.18) yields x ≥ ε −1+a , so
As for v := 1/(2(F (x) − 1 4 λε −γ )), by (6.14) and (6.23) we have
for all ε small enough. Combining (6.26) and (6.28), followed by using
for all ε small enough. Recalling the definition of Σ ε (a) from (2.13)-(2.14), equipped with the bounds (6.26)-(6.29) on the range of (t, x, v), one readily verifies that (t, x, v) ∈ Σ ε ( a 3 ). With this, we now apply (2.16) to obtain
for all ε small enough. Inserting (6.30) into (6.25) yields the desired result (6.21).
We next consider the case x = R λ (t) ≤ x * * ∧ ε −1−a , and prove (6.21). Under the current consideration x ≤ x * * , from the definition (6.5) of T λ we have
With this, letting L := L t,x+1,v * , using the same argument for deriving (6.25) based on Lemma 6.1, here we have
Similarly to the preceding, the next step is to apply (2.18) for bounding G L (t).
Recall the definition of Σ ε (a) from (2.15). Since v * := ε γ−a and a < 
for all ε small enough. On the other hand, with x * * defined in (6.4), we have F (x) ≥ λ 2 ε −γ . Combining this with (6.32) yields the desired result (6.22).
We are now ready to prove that R λ indeed serves as an upper bound of R.
be fixed as in the proceeding, and let λ > 0. We have that
In particular, by Proposition 2.1,
Proof. Recall the decomposition of N Q (t) from (2.7). Applying Lemma 6.3 within this decomposition, after ignoring events of small probability, we have
for all R λ (t) ≤ ε −1−a . The next step is to apply Proposition 2.2 and bound the noise term M (t, R λ (t)). The condition R λ (t) ≤ ε −1−a implies t < R λ (ε −1−a ), so by (6.16) we have t ≤ ε −1−γ−3a . Combining this with (6.20), and using a < 1−γ 5 , we obtain
for all ε small enough. With these bounds on the range of (t, R λ (t), R λ (t)/ √ t), we apply Proposition 2.2 to the noise term M (t, R λ (t)) to obtain that |M (t, R λ (t))| ≤ 6ε −a (1 + t) 6.2. The lower bound. Similarly to the construction of R λ , here the process R λ (t) is constructed via the corresponding hitting time process T λ (ξ). Let y * := ε −1 . For each x ∈ Z ≥0 , we define
and extend T λ ( · ) to [0, ∞) by letting T λ (ξ) := T λ ( ξ ). We then define R λ := ι(T λ ).
The general strategy is the same as in Section 6.1: we aim at showing N R λ (t) ≥ R λ (t), by using a comparison with a truncated linear trajectory L t,x,v and applying (2.17). The major difference here is the relevant regime of (t, R λ (t)). Unlike in Section 6.1, where we treat separately the longer-time regime (corresponding to Σ ε (a) defined in (2.13)-(2.14)) and short-time regime (corresponding to Σ ε (a) defined in (2.15)), here we simply avoid the short time regime. Indeed, since T λ (ξ) ≥ y * λε −γ (by (6.35)), we have R λ (t) = 0, ∀t < y * λε −γ , and therefore
Given (6.36), it thus suffices to consider t ≥ y * λε −γ , whereby the condition t ≥ 1 in the longer-time regime (2.13) holds. On the other hand, within the longer-time regime, we need also the condition R λ (t) =: x ≥ ε −γ +a in (2.13) to hold. This, however, fails for when t is close to y * λε −γ , as can be seen from (6.35). We circumvent the problem by considering a 'shifted' and 'linear extrapolated' system ( η, R λ , T λ ), described as follows. First, we shift the entire η-particle system, as well as R λ and T λ , by y * in space, i.e.,
Subsequently, we consider the modified initial condition
37) where we place one particle at each site of (0, y * ] ∩ Z. Let F (x) := y∈(0,x] (1 − η ic (x)) denote the corresponding centered distribution function. From such F , we construct the following hitting time process T λ ( · ):
and let R λ := ι(R λ ). To see how R λ and T λ are related to R λ and T λ , with η and F defined as in the proceeding, we note that F (x) = 0, ∀x ∈ (0, y * ] and that F (x) = F (x − y * ), ∀x > y * . From this we deduce
From this, we see that R λ and T λ are indeed shifted and linear extrapolated processes of R λ and T λ , respectively. We consider further the free particle system η starting from the modified initial condition η ic (6.37). The systems η and η → are coupled in the natural way such that all particles starting from Z ∩ (y * , ∞) evolve exactly the same for both systems, and those η-particles starting in (0, y * ] run independently of the η-particles.
Having constructed the modified system ( η, R λ , T λ ), we proceed to explain how analyzing this modified system helps to circumvent the previously described problem. To this end, we let N R λ (t) denote the analogous quantity of total number of η-particle absorbed into R λ up to time t. By considering the extreme case where all η-particles starting in (0, y * ] are all absorbed at a given time t, we have that
By (6.40), we have R λ (t) + y * = R λ (t), ∀t ≥ y * λε −γ . With this, subtracting R λ (t) from both sides of (6.41), we arrive at
Indeed, for t < y * λε −γ , we already have (6.36). For t ≥ y * λε −γ , by (6.42), it suffices to show the analogous property N R λ (t) − R λ (t) ≥ 0 for the modified system. For the case t ≥ y * λε −γ , unlike R λ (t), the modified process satisfies R λ (t) = R λ (t) + y * ≥ y * , so the aforementioned condition x ≥ ε −γ +a (in (2.13)) does holds for x = R λ (t). That is, under the shifting by y * , the modified process R λ bypasses the aforementioned problem regarding the range of R λ (t), and with a linear extrapolation, the modified system ( η, R λ , T λ ) links to the original system (η, R λ , T λ ) via the inequality (6.42) to provide the desired lower bound. In view of the preceding discussion, we hereafter focus on the modified system ( η, R λ , T λ ) and establish the relevant inequalities. Recall that L t 0 ,x 0 ,v is the truncated linear trajectory defined as in (2.11), and that γ ∈ ( γ+1 2 , 1) is a fixed parameter. Similarly to Lemma 6.1, here we have:
then we have that
Proof. The proof is similar to that of Lemma 6.1. In particular, with U := ι(L t 0 ,x 0 ,v ) denoting the inverse of L t 0 ,x 0 ,v , the first claim (6.44) follows once we show
Since t 0 ≥ y * λε −γ , we have x 0 := R λ (t 0 ) ≥ y * = ε −1 ≥ ε −γ . With this, from the definition (2.12) of L t 0 ,x 0 ,v , we deduce the following explicit express of U :
Rewrite (6.43) as
Inserting this inequality into (6.48) gives
By the same argument in the proof of Lemma 6.1, the inequality (6.49) extends to all real values of ξ, yielding (6.46). Given (6.44), the second claim (6.45) now follows by the same argument in the proof of Lemma 6.1.
Let G Q (t) and M (t, x) denote the analogous boundary layer term and martingale term of the modified particle system η. Indeed, the initial condition (6.37) satisfies all the conditions in Definition 1.5, with the same constants γ, a * , C * and with the limiting distribution F(ξ) := F(ξ)1 {ξ≥1} . Consequently, the bounds established in Proposition 2.2 and Lemma 6.2 apply equally well to the η-systems, giving Lemma 6.6. Recall the definition of Ξ ε (a) from (2.8), and let 0 < a < (γ − be fixed as in the proceeding. For any fixed λ > 0, the following holds with probability → 1 as ε → 0:
Equipped with Lemma 6.5-6.6, we proceed to establish an lower bound on G R λ (t).
Lemma 6.7. Let 0 < a < (γ − be fixed as in the proceeding, and let λ > 0. We have that
Proof. We write x := R λ (t) to simplify notations. Letting v := 1/(2(F (x) + + 1 4 λε −γ )), we consider the truncated linear trajectory L( · ) := L t,x,v ( · ) passing through (t, x) with velocity v. Our aim is to compare G R λ (t) with G L (t), by using Lemma 6.5. To this end, we use (6.52) to write
With T λ defined in (6.38), summing the result over y ∈ (y, x], for any fixed y ∈ [x − ε −γ , x], we arrive at
With this, applying Lemma 6.5, we obtain
The next step is to apply the estimate (2.17) to the term G L (t) in (6.56). For (2.17) to apply, we first verify the relevant conditions (2.13)-(2.14). Recall that y * := ε −1 , so y * ≤ x ≤ y * + ε −1−a implies
for all ε small enough. Next, combining x ≤ ε −1−2a with (6.53) yields
(6.58)
With v defined as in the preceding, by (6.51) we have
for all ε small enough. From these bounds (6.57)-(6.59) on the rang of (t, x, v), we see that (t, x, v) ∈ Σ ε ( a 3 ). We now apply (2.17) and obtain
The r.h.s. of (6.60) is bounded below by 1 8 λε −γ , for all ε small enough. This concludes the desired result (6.54).
Lemma 6.8. Let 0 < a < (γ − be fixed as in the proceeding, and let λ > 0. We have that
Proof. Similarly to (2.7), for N Q (t), we have the following decomposition
Applying (6.50) and Lemma 6.7 to bound the last two terms in (6.62), after ignoring events of small probability, we obtain be fixed as in the proceeding, and let λ > 0. We have that Hereafter, we use superscript in ε such as T ε λ to denote scaled processes. Not to be confused with the subscript notation such as (1.14), which highlights the ε dependence on the corresponding processes. Consider the scaling T ε λ (ξ) := ε 1+γ T λ (ε −1 ξ) and T ε λ (ξ) := ε 1+γ T λ (ε −1 ξ). Recall the definition of the limiting process T from (1.17). With (6.66), to prove Theorem 1.6*, it suffices to prove the following convergence in distribution, under the iterated limit (lim λ→0 lim ε→0 ): To complement the study at ρ = 1 of this article, here we discuss the behavior for density ρ = 1. Recall that p * (t, ξ) := at time t. Indeed, N R (t) ≥ F (t, R(t)), ∀t ∈ [0, ∞). Consequently, when the event { F (t, x) > x, ∀x ∈ Z ≥0 } holds true, we must have R(t) = ∞. It hence suffices to show lim t→∞ P( F (t, x) > x, ∀x ∈ Z ≥0 ) = 1.
(A.1)
Recall that P RW and E RW denote the law and expectation of a continuous time random walk W (t). As the η-particles perform independent random walks, we have that E(η(t, y)) = z>0 P RW (W (t) + z = y)E(η ic (z)) = ρP RW (W (t) < y).
Summing this over y ≤ x yields E( F (t, x)) = y≤x E(η(t, y)) = ρ y≤x P(W (t) < y).
In the last expression, divide the sum into two sums over y ≤ 0 and over 0 < y ≤ x, and let A 1 and A 2 denote the respective sums. For A 1 , using W (t) For A 2 , using P(W (t) < y) = 1 − P(W (t) ≥ y) to rewrite A 2 = ρ 0<y≤x P(W (t) < y) = ρx − ρ With ρ > 1, the r.h.s. of (A.4) is clearly greater than x, ∀x ∈ Z ≥0 . This demonstrates why (A.1) should hold true. To prove (A.1), following similar arguments as in Section 4-5, it is possible to refine these calculations of expected values to produce a bound on F (t, x) that holds with high probability. In the course of establishing such a lower bound, the last two terms (ρ − 1)x and ρE RW (W (t)1 {W (t)>x} ) in (A.4) make enough room for absorbing various error terms.
Before proceeding to sketch the proof of Part(b), we first recall the flux condition (1.1c'), which in the current setting reads ∞ 0 (ρ − u * (t, ξ)1 {ξ>r(t)} )dξ = κ ρ √ t = r(t).
(A.5)
Sketch of proof, Part(b). The strategy is to utilize Proposition 2.1. This requires constructing the suitable upper and lower bound processes R λ (t) and R λ (t), where λ > 0 is an auxiliary parameter that we send to zero after sending ε → 0. To construct such processes R λ (t) and R λ (t), recalling that p(t, x) denote the standard discrete heat kernel with tail distribution function Φ(t, x). Fix 0 < a < 2. For each fixed t ∈ [0, ∞), we let R(t) ∈ Z ≥0 be the unique solution to the following equation Φ(ε −a , ε −a/2 κ ρ ) = Φ(t, R(t)), (A.6) and define R λ (t) := R(t) + λε −1 , R λ (t) := R(t) − λε −1 . (A.7)
Under the diffusive scaling, it is standard to show that the discrete tail distribution function Φ converges to its continuum counterpart. That is, In particular, εR λ (ε −2 · ) and εR λ (ε −2 · ) indeed converge to r(t) = κ ρ √ t under the iterated limit lim λ→0 lim ε→0 .
It now suffices to show that R λ and R λ indeed sandwich R in between with high probability. This, by Proposition 2.1, amounts to showing the following property:
10) N R λ (ε −2 t) ≥ R λ (ε −2 t), ∀t ≤ t 0 , (A.11) with probability → 1 as ε → 0. Similarly to Part (a), instead of giving the complete proof of (A.10)-(A.11), we demonstrate how they should hold true by calculating the corresponding expected values. As the calculations of E(N R λ (t)) and E(N R λ (t)) are similar, we carry out only the former in the following. Set Q = R λ in (2.4), and take expectation of the resulting expression to get E(N R λ (t)) = x>0 E(η(t, x)) − E(η R λ (t, x)) .
(A.12)
