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1 Introduction
The recent rapid increase in high-frequency trading activities has highlighted the need for financial
institutions’ decision makers, such as traders and heads of desks, to have real-time access to market
information in order to make rapid and well-informed decisions. After the Market Access Rule (MAR)
came into effect, any order sent to the market must go through pre-trade risk control.1 Current ap-
proaches to risk management in many financial institutions are inadequate. At present, the majority
of banks are relying on risk information on a daily basis. Although daily risk reports may be adequate
when used as a reporting tool, for many traders it is desirable for risk information to be updated on
an intraday basis. The ability to react to risk events in real-time will give banks and traders many
competitive advantages. Thus, managing risk in (near) real-time becomes increasingly important.
This paper proposes a method to compute intraday Value-at-Risk (IVaR) using real-time high-
frequency transaction data. IVaR is a useful tool to define risk profiles, monitor risk and measure
the performance of traders. The econometric estimation of IVaR was first considered by Giot (2005),
who uses regularly spaced intraday returns and employs Gaussian GARCH, t-GARCH and RiskMetrics
models for the calibration. Based on his empirical results for the NYSE stocks, the t-GARCH model
was found to be the best. Dionne, Duchesne and Pacurar (2009) investigate the use of irregularly
spaced tick-by-tick data and estimate IVaR by Monte Carlo simulation. Coroneo and Veredas (2011)
propose to estimate IVaR using quantile regression for regularly spaced high-frequency data. Unlike the
computation of daily VaR, the estimation of IVaR presents some challenges. First, while it is natural to
use regularly spaced daily data for the former, researchers are faced with the problem of using irregularly
spaced transaction data for the latter. Second, it is well known that there is intraday periodicity in
stock trading (stock markets exhibit high trading activities in the opening and closing of a trading day
and low trading activities around lunch time), and the estimation of IVaR must take account of this
periodicity.
With the rapid growth of high-frequency trading, multiple trades can be done within a second. As
shown in Table 1, the average number of transactions per day during the period of January 2008 to
December 2010 for the selected list of ten stocks are all above 10,000, with the average duration per
1MAR was adopted by the Securities and Exchange Commission in 2010 and requires brokers and dealers to have risk
controls in place before providing their customers with access to the market.
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trade ranging from 0.98 sec for JPM to 2.17 sec for IBM. While the number of trades per day reduces
dramatically after combining the trades in the same time stamp into one trade, it is still larger than
5,000 for all selected stocks. Also, due to decimalization the minimum tick size for the NYSE stocks is
reduced to one cent. Around half of the transactions of the selected stocks are at tick zero (no price
change), while more than 5% of the transaction price changes are larger than or equal to three ticks for
some stocks. Thus, using full tick-by-tick transaction data without thinning will not be viable and will
be affected by excessive microstructure noises.
To thin the data and alleviate the impact of microstructure noises we sample the high-frequency
data using price events as a filter. For a pre-determined threshold δ, a price event is triggered if the
cumulative price change (either upwards or downwards) exceeds δ, and the time taken to observe the
event is the duration. We model the duration using an extension of the asymmetric autoregressive
conditional duration (AACD) model of Bauwens and Giot (2003), in which price movements and price
durations are jointly endogenous. We estimate the AACD model using the filtered transaction data.
The IVaR over a given intraday time interval is then computed by simulation using the estimated AACD
model.2
There are some important advantages of our approach over current methods in the literature. First,
we employ price events to alleviate microstructure noises and thin the data, which is crucial in view
of current high market trading intensity. Second, we model price movements and price durations
jointly using the AACD model, instead of modeling intraday return conditional on transaction duration
(Dionne, Duchesne and Pacurar (2009)). Third, we employ the time-transformation method to adjust
for the intraday periodicity, which allows us to switch between calendar time and diurnally adjusted
time easily for the computation of IVaR. Finally, our method can make use of all information before
the forecasting interval, which makes the IVaR evaluation more accurate.
Briefly, our method is as follows. We apply the AACD model to a two-state point process of price
movements, where the two states represent an upward or downward price movement of a pre-determined
threshold δ. Given information up to the current price event, we assume the expected duration of
the next price event to vary with the lagged duration, the lagged conditional expected duration and
2Tse and Yang (2012) model price durations using the autoregressive conditional duration (ACD) model and propose
the ACD-ICV method for the estimation of intraday volatility.
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the previous price movement. The two-state AACD model is estimated using maximum likelihood
estimation (MLE) method. Given an intraday time interval, we forecast the price distribution over the
interval using Monte Carlo simulation based on the estimated AACD model, from which the IVaR is
calculated. We investigate the performance of our method on the index stocks of the S&P500 after the
2008 global financial crisis. Our empirical results show that our method outperforms the Giot (2005)
and Dionne, Duchesne and Pacurar (2009) methods.
The structure of this paper is as follows. Section 2 summarizes the IVaR methods considered for
comparison in this paper. Section 3 presents our new method for the computation of IVaR. Section 4
describes the backtesting methods for the comparison of the IVaR methods. In Section 5 we describe
our data. Section 6 reports the empirical results and Section 7 concludes the paper.
2 Review of Intraday Value-at-Risk
Value-at-Risk (VaR) has emerged as one of the most important measures of the downside risk of an
asset. It can be defined as the conditional quantile of the asset return distribution for a given horizon
and a given shortfall probability ξ (typically chosen to be between 1% and 5%). Defining rt as the
return of the asset over the period t−1 to t, the ex-ante VaR forecast with target probability ξ, denoted
by VaRt(ξ), satisfies
PrMt−1(rt < −VaRt(ξ)) = ξ, (1)
where PrMt−1 denotes the probability derived from Model M using the information up to time t− 1, and
the negative sign in equation (1) is due to the convention of reporting VaR as a positive number.
The estimation of IVaR was first studied by Giot (2005), who proposes using GARCH models
with regularly spaced high-frequency data. In contrast, Dionne, Duchesne and Pacurar (2009) propose
a simulation-based approach which makes use of irregularly spaced data. In this section we briefly
describe these methods.
2.1 The Giot method
Let pi be the sampled price at time ti and ri = log pi − log pi−1 be the return over the given regular
intraday interval (ti−1, ti) of the same duration. To take account of intraday periodicity Giot (2005)
considers the “deseasonalized return” Ri = ri/
√
φ(ti−1), where φ(·) is a deterministic intraday variance
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periodicity factor.3 Giot (2005) assumes Ri follows an AR(1)-GARCH(1, 1) model, which can be written
as
Ri = µ+ ηRi−1 + ei, ei = εi
√
hi, (2)
where εi are iid with unit variance and hi is given by the GARCH(1, 1) model
hi = ω + αe
2
i−1 + βhi−1. (3)
Upon estimating the parameters, the one-step-ahead IVaR at time ti for the period (ti, ti+1) is computed
as
IVaRi+1 = −
(
µˆ
√
φ(ti) + ηˆRi
√
φ(ti) + zξ
√
hˆi+1φ(ti)
)
(4)
where zξ is the ξ-quantile of εi.
2.2 The Dionne-Duchesne-Pacurar method
Dionne, Duchesne and Pacurar (2009) (DDP hereafter) propose a simulation-based method to evaluate
IVaR making use of tick-by-tick transaction data. As explained earlier, as recent trading has been very
active it is not viable to use all transaction data without filtering. In this paper we use volume events
to thin the data and call the resulting IVaR evaluation the modified DDP (MDDP) method.4
Let t0, t1, · · · , tN denote a sequence of times for which ti is the time of occurrence of the ith volume
event, which is said to have occurred if the cumulative trade volume since the last volume event is at least
of a pre-set amount v. Thus, xi = ti − ti−1, for i = 1, 2, · · · , N , are the intervals between consecutive
volume events, called the volume durations and ri = log pi − log pi−1, where pi is the transaction price
at time ti, are the raw returns. Let ψi = E(xi|Φi−1) be the conditional expected duration, where
Φi is the information set upon the volume event at time ti. We assume the standardized duration
i = xi/ψi to be iid positive random variables with unit mean. Following Bauwens, Giot, Grammig and
Veredas (2004), we employ the logarithmic autoregressive conditional duration (log-ACD) model with
the Weibull distribution to model the volume duration process, so that
logψi = ω + α log xi−1 + β logψi−1, (5)
3φ(·) can be computed by averaging the squared returns in each intraday interval over the sample, with cubic-spline
smoothing. It can be evaluated at any appropriate point between ti−1 and ti.
4We use volume events to filter the data instead of price events, as the DDP method requires modeling the return of
the filtered data, which will be deterministic if price events are used.
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and the standardized duration i follows the Weibull distribution with density function
f(;λ, φ) =
φ
λ
( 
λ
)φ−1
exp
[
−
( 
λ
)φ]
,  > 0, (6)
and the restriction λ = 1/Γ(1 + 1/φ) to ensure unit mean.
To take account of intraday periodicity we consider the deseasonalized return seriesRi = ri/
√
ϕ(ti−1),
where ϕ(·) is the deterministic intraday seasonal component of the intraday return variance.5 We assume
Ri = zi
√
hi, where zi are iid standard normal variates and hi are given by
6
log
(
hi
xγi
)
= ω˜ + β˜ log
(
hi−1
xγi−1
)
+ δ˜|zi−1|+ α˜zi−1. (7)
Assuming xi to be weakly exogenous to ri, we maximize their log-likelihood functions separately (Engle
(2000)) to obtain estimates of the model parameters. Using the estimated parameters in equations
(5) through (7) we simulate the return distribution over a given intraday interval as follows. First,
we generate the duration using equation (5) with appropriate initial conditions. Second, the generated
duration is used in equation (7) to generate the conditional variance and thus the return. This procedure
is repeated iteratively until the accumulated duration reaches the pre-set intraday interval. Repeated
simulation runs produce the return distribution at the end of the intraday period, from which the IVaR
is calculated.
As methods to estimate IVaR, the Giot and DDP approaches have some important shortcomings.
The Giot method is based on regularly spaced return, for which duration does not have a role to play.
As return intervals are fixed, the GARCH model has to be re-estimated each time a different time
interval is desired for the IVaR calculation. While the DDP method recognizes the effect of duration
and is based on irregularly spaced data, the return and duration processes are modeled separately.
Furthermore, duration is taken as exogenous to return and the latter is generated given the realized
(simulated) duration. This imposes serious restrictions on the behavioral assumptions of traders. In
what follows we propose a new method to overcome these difficulties.
5Unlike φ(·) in the Giot (2005) method, ϕ(·) is computed using volume-filtered data rather than regularly spaced data.
See Section 5 for the details.
6When γ = 1, this model is similar to the UHF-GARCH model of Engle (2000). When γ = 0, it becomes the EGARCH
model.
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3 IVaR Based on the AACD Model
We propose a simulation-based method to estimate IVaR, which assumes price movements and price
durations follow the AACD model. The AACD model has been studied by Tay, Ting, Tse and Warachka
(2011) to investigate the effect of trade volume, trade direction and trade durations in explaining price
dynamics and volatility. We use the AACD model to forecast price movements and price durations
jointly for a pre-set intraday time interval and use simulation to evaluate the empirical return distri-
bution. Our method differs from the DDP method and the autoregressive conditional multinomial-
autoregressive conditional duration (ACM-ACD) model of Russell and Engle (2005), which generate
transaction duration and price movement sequentially.
3.1 The AACD model
Following Tse and Yang (2012), we let t0, t1, · · · , tN denote a sequence of times in which ti is the time of
occurrence of the ith price event, which occurs if the cumulative change in the logarithmic transaction
price since the last price event is at least of a preset amount δ, called the price threshold, whether
upwards or downwards. The duration xi = ti − ti−1 between consecutive price events are called the
price durations.7 Let yi denote the direction of the price movement of the ith price event, which may
take values of −1 or 1, representing downward and upward price movements, respectively.
Assume xji, j = −1, 1, to be two (unobservable) latent variables representing the durations of the
two possible states of yi = −1 or yi = 1, respectively. Let ψji = E(xji|Φi−1) be the conditional expected
duration of the latent variable xji, with Φi−1 being the information set up to time ti−1, which does not
only include the previous realized duration xi−1 and lagged expected duration ψj,i−1 but also the price-
movement direction yi−1. Let εji = xji/ψji, for i = 1, 2, · · · , N , be the standardized price durations.
While there are two possible states at the ith price event, there is only one realized state, namely, only
the shortest duration of the two possible latent durations is observed (realized). Accordingly, xi is the
outcome of the function xi = min(x1i, x−1,i). We assume that ε1i and ε−1,i, for i = 1, · · · , N , are
independently Weibull distributed with unit mean. The density function of εj (dropping the suffix i,
7In this paper we set δ to obtain an average price duration of approximately 5 min.
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assuming the distributions of εji are identical in i given j) is given by
f(εj ;λj , φj) =
φj
λj
(
εj
λj
)φj−1
exp
[
−
(
εj
λj
)φj]
, εj > 0, j = −1, 1, (8)
with λj = 1/Γ(1 + 1/φj) to ensure unit mean.
Our basic model for the conditional expected duration is8
logψji =
∑
k=−1, 1
(vjk + αjk log xi−1)Dk(yi−1) + βj logψj,i−1, j = −1, 1, (9)
where Dk(z) = 1 if z = k and 0 otherwise. Thus, the conditional expected duration depends not only
on the previous duration, but also on the previous state of price movement. For the upward-price
movement process, the conditional expected duration ψ1i of the latent variable x1i is given by
logψ1i =

v1,1 + α1,1 log xi−1 + β1 logψ1,i−1, if yi−1 = 1,
v1,−1 + α1,−1 log xi−1 + β1 logψ1,i−1, if yi−1 = −1.
(10)
Similarly, for the downward-price movement process we have
logψ−1,i =

v−1,1 + α−1,1 log xi−1 + β−1 logψ−1,i−1, if yi−1 = 1,
v−1,−1 + α−1,−1 log xi−1 + β−1 logψ−1,i−1, if yi−1 = −1.
(11)
The joint conditional probability density function-probability function (pdf-pf) of xi and yi is given by
f(xi, yi|Φi−1) =
∏
j=−1, 1
hxji(xi|Φi−1)Dj(yi)Sxji(xi|Φi−1), (12)
where hxji and Sxji denote the conditional hazard function and conditional survival function of xji,
respectively, with
hxji(xi|Φi−1) =
φj
ψjiλj
(
xi
ψjiλj
)φj−1
, (13)
and
Sxji(xi|Φi−1) = exp
[
−
(
xi
ψjiλj
)φj]
. (14)
The duration that is realized (observed) contributes to the joint conditional pdf-pf given by equation
(13) via the conditional pdf, whereas the unrealized duration contributes to it via the conditional survival
function. Assuming Weibull distribution for εji as in equation (8), the log-likelihood function can be
derived as
logL(Θ) = −
N∑
i=1
 ∑
j=−1, 1
(
xi
ψjiλj
)φj
− log
 ∑
j=−1, 1
Dj(yi)
φj
ψjiλj
(
xi
ψjiλj
)φj−1 , (15)
and the parameter vector Θ can be estimated by maximizing the log-likelihood.
8A similar model was used by Tay, Ting, Tse and Warachka (2011) to model stock price dynamics.
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3.2 Evaluation of IVaR by Monte Carlo simulation
We now describe the Monte Carlo simulation procedure for computing the IVaR based on the estimated
AACD model. For illustration, suppose we want to compute, at time T1, the IVaR at time T2 (> T1).
We begin by computing the initial values of x0, ψ−1,0, ψ10, and y0 based on the information prior to
T1, and perform the simulation as follows. First, we set i = 1, t0 = 0 and compute ψ−1,1 and ψ1,1
using estimated equations (10) and (11). Second, we draw ε−1,i and ε1,i from independent Weibull
distributions with shape parameters φˆ−1 and φˆ1, respectively. We then compute xji = ψjiεji and ψj,i+1
for j = −1, 1, and set xi = min{x−1,i, x1i} and y = j to correspond to the shorter xji. Third, we
accumulate the time ti = ti−1 + xi and the logarithmic price log pi = log pi−1 + jδ for the realized j
value. Fourth, we set i = i + 1 and iterate Steps 2 and 3 until ti first exceeds T2 − T1, at which point
a simulated return over the interval (T1, T2) is obtained. The simulation runs are repeated to obtain a
distribution of returns over the interval (T1, T2), from which the ξ-quantile of the return is computed as
IVaR(ξ). As this method takes account of information up to time T1, it can be said to provide a “near”
real-time IVaR.
4 Backtesting IVaR
To compare the performances of different methods for computing IVaR, we conduct an out-of-sample
backtesting analysis. We consider three backtesting methods. The Kupiec (1995) test is based on
unconditional coverage only and does not consider the independence property of the violations. Engle
and Manganelli (2004) propose a test for the hypothesis that the hit sequence is serially uncorrelated.
Finally, the recent test proposed by Candelon, Colletaz, Hurlin and Tokpavi (2011) extends the work
of Christoffersen and Pelletier (2004) and Haas (2005).
4.1 Kupiec test
Kupiec’s (1995) test considers exclusively the property of unconditional coverage. Suppose there are a
sequence of T IVaR estimates. The hit sequence It(ξ) for a target probability ξ is defined as
It(ξ) =

1, if rt < −IVaRt(ξ)
0, otherwise,
(16)
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for t = 1, · · · , T . Kupiec’s (1995) test statistic for IVaR at level of ξ, denoted by K, takes the form
K = 2[log((1− ξˆ)T−I(ξ)ξˆI(ξ))− log((1− ξ)T−I(ξ)ξI(ξ))], (17)
where
ξˆ =
1
T
I (ξ) =
1
T
T∑
t=1
It(ξ). (18)
K is asymptotically distributed as χ21 if the estimated IVaR achieves the target level of ξ.
4.2 Dynamic quantile test
Engle and Manganelli (2004) suggest using a linear regression model that links current violation to past
violations and test if the violations are serially correlated. Let Hitt(ξ) = It(ξ) − ξ be the de-meaned
It(ξ) sequence. Engle and Manganelli (2004) consider the following regression
Hitt(ξ) = ω +
K∑
k=1
βkHitt−k(ξ) + δ IVaRt(ξ) + εt, (19)
and test the following hypothesis: H0 : ω = δ = β1 = · · · = βK = 0. Under the null, the Wald statistic,
denoted by D, is asymptotically distributed as χ2K+2. Following Engle and Manganelli (2004), we use
K = 5 lags in this paper.
4.3 Duration-based GMM test
Recently, Candelon, Colletaz, Hurlin and Tokpavi (2011) (CCHT hereafter) propose a duration-based
GMM backtest which focuses on examining whether violations of IVaR forecasts occur randomly. Let
di denote the duration between the (i − 1)th and ith violations, for i = 1, · · · , N . The GMM test of
CCHT, denoted by G, is given by
G =
(
1√
N
N∑
i=1
M(di; ξ)
)′(
1√
N
N∑
i=1
M(di; ξ)
)
, (20)
where M(di; ξ) denotes a m× 1 vector whose components are orthonormal polynomials associated with
the geometric distribution.9 Under the null of random violations, G is asymptotically distributed as
χ2m. In this paper, we consider m = 5 moment conditions.
9See Candelon, Colletaz, Hurlin and Tokpavi (2011) for the definition of the orthonormal polynomials.
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5 Data
The data used in this paper were extracted and compiled from the Trade and Quote (TAQ) database
provided through the Wharton Research Data Services. We use data for all stocks that were components
of the S&P500 index over three different periods and were traded on the New York Stock Exchange
(NYSE). Period 1 covers the 2008 global financial crisis, Period 2 covers the post-financial crisis period
and Period 3 is more recent. We exclude days with trading time less than two-thirds of the total trading
time (9:30-16:00) for each stock. In each period, stocks with stock splits or fewer than 80 trading days are
excluded. Furthermore, we select ten stocks with large capitalization and trade intensities for reporting
purpose. These are Exxon Mobil Corporation (XOM), General Electric (GE), Procter & Gamble Co.
(PG), Merck (MRK), Johnson & Johnson (JNJ), AT & T (T), Chevron (CVX), JP Morgan (JPM),
Wal Mart (WMT), IBM (IBM), and Pfizer (PFE). For these ten stocks we include data in the period
2008/01/01 to 2010/12/31, and their summary statistics are presented in Table 1. Table 2 summarizes
some key statistics for all stocks in the sample.
Each of the three periods consists of four months of data, with at least 80 trading days for each
stock. We use 21 days as the estimation period and forecast the next day’s price movements and hence
IVaR using different methods.10 We then move the estimation period by including one day forward and
excluding the first day, keeping the estimation length to 21 days.11
The methods considered in this paper make use of different methods to thin the data. Giot’s method
samples the data regularly, say at 30- or 60-min intervals, and deseasonalizes the return series prior to
estimation. The MDDP method thins the data using volume duration. Finally, the AACD method
filters the data using price duration prior to modeling the price-change direction and duration series.
5.1 Duration periodicity adjustment
To take into account the time-of-day effect, Engle and Russell (1998) suggest computing diurnally
adjusted duration by dividing the raw duration by a seasonal deterministic factor. As criticized by
Wu (2012) and Tse and Dong (2012), however, the Engle-Russell method is dependent on the specific
10The conditional information is updated to the beginning of the intraday interval for which the IVaR is computed,
although the estimated AACD model is based on the data up to the previous day.
11Thus, in Period 1 there are at least 80 – 21 = 59 days and 59×13 30-min intervals, and at most 83 – 21 = 62 days and
62×13 30-min intervals.
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smoothing method and the time point at which the adjustment function is applied. In this paper we
adopt the time-transformation (TT) method proposed by Wu (2012). The theoretical underpinning
of the TT method is that the unconditional distribution of the duration process should be evenly
distributed throughout the trading day under the assumption of no intraday periodicity. Let ni denote
the total number of price events at time ti over all trading days in the sample, for i = 1, · · · , 23400.12
We compute Ntk =
∑k
i=0 ni, for k = 1, · · · , 23400 (n0 = 0). The time-transformation function Q˜(tk)
is defined as Ntk/Nt23400 , for k = 1, · · · , 23400 and the diurnally transformed time t˜k is computed as
t˜k = 23400Q˜(tk). The diurnally transformed duration between any two calendar time points tj and ti
(tj < ti) is t˜i − t˜j = 23400[Q˜(ti)− Q˜(tj)].
In this paper, we employ the TT method to compute the diurnally adjusted price durations before
applying the AACD model. An important advantage of the TT method is that the switch between
calendar time and diurnally adjusted time can be easily performed. Given any two diurnally adjusted
time points t˜j < t˜i, the corresponding duration in calendar time is Q˜
−1 (t˜i/23400) − Q˜−1 (t˜j/23400),
where Q˜−1(·) is the inverse function of Q˜(·). This facilitates the Monte Carlo simulation in the AACD
approach, as the duration over which the IVaR is computed must be specified in calendar time while
the simulated duration is in diurnally adjusted time.
Similar to the AACD method, the MDDP method also requires the modeling of transaction duration
and thus has to take account of intraday periodicity in duration. Prior to fitting the ACD model in
equation (5) we compute the TT duration for which the TT function is based on the accumulated
volume. Specifically, we denote vi as the total volume traded at time ti over the sample period, and let
Vtk =
∑k
i=0 vi, for k = 1, · · · , 23400 (v0 = 0). The remaining computation of the TT function proceeds
as before for Q˜(·), with Vtk replacing Ntk . We denote the TT function based on volume duration by
Qˆ(·).
In sum, we apply price (volume) events to filter the data for the AACD (MDDP) method, and adjust
intraday periodicity of the price (volume) duration using the TT function Q˜(·) (Qˆ(·)). prior to fitting
the AACD (ACD) model.
12There are 23400 sec in each trading day, so that ti is the time in sec since the beginning of trade. An alternative to
this method is to use the number of trades for ni instead of the number of price events.
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5.2 Volatility periodicity adjustment
As return variance exhibits intraday periodicity, the Giot and MDDP methods standardize the returns
by a variance-periodicity factor prior to fitting the GARCH models for the conditional variance. For
the Giot method we consider two variance-periodicity functions. First, we calculate 30-min squared
returns and move the 30-min window 5 min forward until the last 30-min interval in each trading day.
The deterministic periodicity factor φ(·) is computed by averaging the 30-min squared returns over the
sample and then smoothed by employing cubic splines. Second, we apply the same method above, with
30-min variance calculated using the ACD-ICV method of Tse and Yang (2012). The deterministic
intraday variance-periodicity factors are denoted by φ1(·) and φ2(·), respectively, and the corresponding
alternatives of the Giot method are denoted by G1 and G2.
For the MDDP method we also consider two variance-periodicity factors. First we use the function
φ1(·) above. Second, as the variance of the return per volume duration is modeled in equation (11), we
compute the variance-periodicity factor as the intraday variance (estimated using the ACD-ICV method)
over 30-min intervals divided by the number of volume events over that interval with smoothing using
cubic splines. We call these methods MDDP1 and MDDP2, respectively.
In what follows, we compare the performances of the AACD, MDDP1, MDDP2, G1 and G2 methods
for the estimation of IVaR.
6 Empirical Results
Table 3 presents the non-overlapping consecutive 30-min IVaR backtesting results of the AACD method
for three different periods of the ten selected stocks. The figures are the p-values of the backtests for
IVaR at the 5%, 2.5% and 1% levels. Boldface entries denote failure of the IVaR method at the 95%
confidence level, as the p-values are less than 0.05.
Tables 4 and 5 present the backtesting results of the MDDP2 and and G2 methods, respectively.13
It can be seen that the G2 method performs quite poorly, which may be the consequence that duration
is ignored in this method. It is clear that the AACD method performs well in Period 1 and is the best
13Results for the MDDP1 and G1 methods are not presented as they are inferior to the MDDP2 and G2 methods,
respectively. The difference in their performances may be due to the fact that the G1 and MDDP1 methods are based
on variance-periodicity factors computed from the squared returns, while the G2 and MDDP2 methods are based on the
superior ACD-ICV intraday variance estimates.
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among all three methods. In Periods 2 and 3, the performances of the AACD and MDDP2 methods
are comparable.
Table 6 summarizes the results for all five IVaR methods over three different periods for all selected
S&P500 index stocks, with the IVaR computed over 30-min nonoverlapping intraday intervals over each
trading day. For each test and IVaR level we present the percentage of cases for which the stated IVaR
level is not rejected. It can be seen that the AACD estimates produce the best results, followed by
the MDDP2 method. Again, the results show that the MDDP2 and G2 methods are better than the
MDDP1 and G1 methods, respectively. Overall, the Giot methods perform rather poorly. On the other
hand, the AACD method is quite satisfactory, with non-rejection consistently over 80% and in many
cases over 90%. Table 7 produces further evidence for IVaR computed over 60-min nonoverlapping
intraday intervals for the AACD and MDDP methods.14 Again, the AACD method performs well and
is in almost all cases superior to the MDDP methods.
To examine the intraday pattern of IVaR, we compute the mean of IVaR over each of the 13 intervals
from 9:30 to 15:30 for the ten selected stocks over the three sample periods. Figure 1 presents the
intraday average IVaR at the 5% level. To avoid jamming the figures, only the estimates of the AACD,
MDDP2 and G2 methods are presented. It can be seen that there is an intraday “IVaR smile”, with
IVaR being the lowest in the 11:00-14:30 interval for most stocks. The three measures trace each other
quite well, however, with little difference between the first several and last several 30-min intervals.15
To further examine the effects of the choice of the price range δ on the estimation of IVaR using the
AACD method, we perform a robustness check by varying the target average duration. Our robustness
check shows that the AACD approach is not sensitive to the choice of the price range δ, provided that
the price events sampled are not too infrequent. In addition, we further examine the performances of
the various IVaR methods in different intraday intervals for the ten selected stocks. Again the results
support the superior performance of the AACD method over the MDDP and Giot methods.16
14The first 15 min and the last 15 min of each day are excluded, and the remaining six hours are split into six 60-min
intervals each day.
15We also note that IVaR at the 2.5% and 1% levels share similar intraday patterns with some quantitative differences.
16Specific results of the robustness checks can be obtained from the authors on request. In the study focusing on specific
intraday intervals, such as opening or closing of the session, only the selected ten stocks are considered as the sample
period is longer to secure larger number of IVaR estimates for backtesting.
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7 Conclusion
In this paper, we propose a new method to compute the IVaR using high-frequency transaction data.
Intraday directional price movements and price durations are jointly modeled by employing the AACD
model. We adopt a Monte Carlo simulation approach to estimate IVaR, which enables us to forecast
high-frequency returns for any arbitrary intraday interval. We modify the DDP method of Dionne,
Duchesne and Pacurar (2009) by filtering the data using volume events. Using high-frequency data
of the S&P500 index stocks traded on the NYSE over three different periods, our results show that
the IVaR estimates computed using the AACD method performs the best as shown by the backtesting
results.
References
[1] Bauwens, L., and P. Giot, 2003, Asymmetric ACD models: introducing price information in ACD
models, Empirical Economics, 28, 709-731.
[2] Bauwens, L., P. Giot, J. Grammig, and D. Veredas, 2004, A comparison of financial duration
models via density forecasts, International Journal of Forecasting, 20, 589-609.
[3] Candelon, B., G. Colletaz, C. Hurlin, and S. Tokpavi, 2011, Backtesting Value-at-Risk: A GMM
duration-based test, Journal of Financial Econometrics, 9, 314-343.
[4] Christoffersen, P., and D. Pelletier, 2004, Backtesting Value-at-Risk: A duration-based approach,
Journal of Financial Econometrics, 2, 84-108.
[5] Coroneo, L., and D. Veredas, 2011, A simple two-component model for the distribution of intraday
returns, The European Journal of Finance, 10, 1-23.
[6] Dionne, G., P. Duschesne, and M. Pacurar, 2009, Intraday value at risk (IVaR) using tick-by-tick
data with application to the Toronto Stock Exchange, Journal of Empirical Finance, 16, 777-792.
[7] Engle, R., and J.R. Russell, 1998, Autoregrrive conditional duration: a new model for irregularly
spaced transaction data, Econometrica, 66, 1127-1162.
[8] Engle, R., 2000, The econometrics of ultra-high-frequency data, Econometrica, 68, 1-22.
15
[9] Engle, R., and S. Manganelli, 2004, CAViaR: conditional autoregressive value-at-risk by regression
quantiles, Journal of Business & Economic Statistics, 22, 367-381.
[10] Giot, P., 2005, Market risk models for intraday data, The European Journal of Finance, 11, 309-324.
[11] Haas, M., 2005, Improved duration-based backtesting of Value-at-Risk, Journal of Risk, 8, 17-36.
[12] Kupiec, P., 1995, Techniques for verifying the accuracy of risk measurement models, The Journal
of Derivatives, 3, 73-84.
[13] Tay, A.S., C. Ting, Y.K. Tse, and M. Warachka, 2011, The impact of transaction duration, volume
and direction on price dynamics and volatility, Quantitative Finance, 11, 447-457.
[14] Tse, Y.K., and T.T. Yang, 2012, Estimation of high-frequency volatility: an autoregressive condi-
tional duration approach, Journal of Business & Economic Statistics, 30, 533-545.
[15] Tse, Y.K., and Y. Dong, 2012, Intraday periodicity adjustments of transaction duration and their
effects on high-frequency volatility estimation, Singapore Management University, working parper.
[16] Wu, Z., 2012, On the intraday periodicity duration adjustment of high-frequency data, Journal of
Empirical Finance, 19, 282-291.
16
Table 1: Summary statistics of ten selected stocks
Stock code
XOM GE PG JNJ T CVX JPM WMT IBM PFE
Relative frequency (%) of price movements
5 ticks up or more 1.05 0.08 0.55 0.46 0.12 1.75 0.46 0.38 2.99 0.03
4 ticks up 0.77 0.06 0.45 0.36 0.13 1.19 0.54 0.35 1.89 0.02
3 ticks up 1.59 0.18 1.08 0.89 0.39 2.44 1.17 0.87 3.58 0.08
2 ticks up 3.94 0.87 3.55 2.83 1.60 5.64 3.12 2.73 6.81 0.54
1 ticks up 14.27 11.29 16.92 14.41 12.74 16.04 13.96 14.21 13.58 11.45
0 tick, no price change 56.81 75.01 54.97 62.07 70.04 45.78 61.52 62.98 42.23 75.72
1 tick down 14.27 11.30 16.82 14.48 12.71 16.14 13.92 14.16 13.64 11.49
2 ticks down 3.91 0.88 3.57 2.81 1.61 5.65 3.12 2.73 6.86 0.53
3 ticks down 1.58 0.18 1.09 0.88 0.39 2.45 1.18 0.87 3.56 0.08
4 ticks down 0.76 0.06 0.45 0.36 0.13 1.19 0.54 0.35 1.88 0.03
5 ticks down or more 1.06 0.09 0.55 0.46 0.12 1.73 0.47 0.38 2.97 0.03
Trade statistics
Avg no of trades per daya 21295 17684 11171 11236 11974 13128 23872 13341 10774 11280
Avg no of trades per dayb 8208 6313 5692 5285 5294 6296 8458 6204 5366 5161
Avg duration per tradea 1.10 1.32 2.09 2.08 1.95 1.78 0.98 1.75 2.17 2.07
Avg duration per tradeb 2.85 3.71 4.11 4.43 4.42 3.72 2.77 3.77 4.36 4.53
Avg trade size 310 867 283 299 491 221 392 341 201 890
Notes: Price movement of 1 cent is standardized to 1 tick. Trade duration denotes the time between two
consecutive transactions. The sample period is from 2008/01/01 to 2010/12/31 for a total of 757 days.
a treats trades with the same time stamp as separate trades, and b treats trades with the same time stamp
as one trade.
Table 2: Summary statistics of all stocks in the sample
Period N D1 D2 T1 T2
Period 1: 2008/09/01 - 2008/12/31 379 80 83 1000 12350
Period 2: 2010/01/01 - 2010/04/30 387 81 82 493 7322
Period 3: 2012/01/01 - 2012/04/30 388 80 82 333 4841
Notes: N denotes the number of stocks in each period. D1 denotes the minimum
number of trading days among all stocks. D2 denotes the maximum number of trad-
ing days among all stocks. T1 denotes the minimum number of average transactions
per day among all stocks. T2 denotes the maximum number of average transactions
per day among all stocks.
Table 3: 30-min IVaR backtesting results for the AACD method for ten selected stocks
Kupiec test Dynamic quantile test Duration-based GMM test
IVaR level 5% 2.5% 1% 5% 2.5% 1% 5% 2.5% 1%
Period 1: 2008/09/01 - 2008/12/31
XOM 0.9613 0.6214 0.7011 0.9587 0.9787 1.0000 0.8097 0.3136 0.8908
GE 0.0349 0.0380 0.7439 0.2676 0.2640 0.6173 0.0863 0.1118 0.9210
PG 0.4794 0.9730 0.1113 0.8585 0.9819 0.9990 0.8644 0.9127 0.3033
JNJ 0.7849 0.9730 0.1934 0.5917 0.7029 0.3286 0.2960 0.8432 0.4576
T 0.3813 0.6214 0.1113 0.9722 0.6148 0.9976 0.7442 0.7484 0.3711
CVX 0.3813 0.6214 0.4450 0.9528 0.9872 1.0000 0.5025 0.2162 0.9304
JPM 0.7044 0.8501 0.7085 0.1678 0.9884 1.0000 0.3569 0.6715 0.6020
WMT 0.8327 0.7934 0.4450 0.5018 0.9978 0.9897 0.5013 0.6611 0.8450
IBM 0.8327 0.6214 0.9830 0.9157 0.9355 1.0000 0.8682 0.6173 0.6983
PFE 0.8327 0.6808 0.5080 0.7364 0.9007 0.9629 0.4734 0.7169 0.2538
Period 2: 2010/01/01 - 2010/04/30
XOM 0.9546 0.7912 0.0976 0.8544 0.9917 0.9529 0.6293 0.9248 0.1648
GE 0.3459 0.4811 0.4777 0.9891 0.8972 0.9993 0.0298 0.1461 0.5036
PG 0.6625 0.6268 0.3006 0.9953 0.8893 0.5086 0.8759 0.7114 0.6920
JNJ 0.5460 0.3577 0.0247 0.5482 0.7638 0.4280 0.1501 0.2211 0.1011
T 0.1411 0.6733 0.7085 0.8218 0.9726 0.9752 0.5299 0.9862 0.6464
CVX 0.8268 0.3577 0.3006 0.6919 0.8934 0.9960 0.3299 0.5844 0.5044
JPM 0.1045 0.0797 0.1769 0.3424 0.5204 0.9508 0.1191 0.2383 0.3577
WMT 0.1045 0.0312 0.1769 0.7778 0.0614 0.4157 0.2031 0.2077 0.4285
IBM 0.3930 0.2577 0.0506 0.2145 0.7394 0.0008 0.6551 0.4929 0.0559
PFE 0.7867 0.6268 0.4777 0.0048 0.0211 0.0000 0.0791 0.2281 0.1444
Period 3: 2012/01/01 - 2012/04/30
XOM 0.7044 0.3683 0.4717 0.4980 0.9812 0.9959 0.4520 0.5193 0.6991
GE 0.8268 0.1216 0.0976 0.9994 0.6866 0.8565 0.4530 0.3423 0.2987
PG 0.1872 0.0797 0.0976 0.1408 0.0276 0.0000 0.0203 0.0322 0.0306
JNJ 0.3354 0.0419 0.0877 0.7669 0.7889 0.7116 0.5458 0.2174 0.2768
T 0.2440 0.1216 0.7085 0.1733 0.0056 0.0079 0.2719 0.2264 0.6373
CVX 0.3930 0.1216 0.3006 0.8152 0.8744 0.9926 0.2197 0.4069 0.5406
JPM 0.3930 0.2577 0.0976 0.9962 0.9986 0.6137 0.5191 0.6302 0.2597
WMT 0.1872 0.3577 0.0021 0.2683 0.5770 0.0002 0.1461 0.3099 0.0215
IBM 0.6262 0.0419 0.9429 0.7229 0.4096 0.9970 0.6314 0.1838 0.7302
PFE 0.1411 0.3577 0.7085 0.0469 0.9165 1.0000 0.2152 0.3228 0.3550
Notes: The figures are the p-values of the backtests. The dynamic quantile test uses 5 lags of the IVaR as explana-
tory variables, and the duration-based GMM test tests for conditional coverage with 5 moment conditions.
Table 4: 30-min IVaR backtesting results for the MDDP2 method for ten selected stocks
Kupiec test Dynamic quantile test Duration-based GMM test
IVaR level 5% 2.5% 1% 5% 2.5% 1% 5% 2.5% 1%
Period 1: 2008/09/01 - 2008/12/31
XOM 0.0818 0.0241 0.1113 0.1405 0.6361 0.9990 0.0150 0.0470 0.3941
GE 0.4555 0.2913 0.0282 0.0002 0.0000 0.0000 0.0811 0.0741 0.0333
PG 0.9613 0.3989 0.7439 0.0365 0.2532 0.0528 0.0995 0.1754 0.4373
JNJ 0.1732 0.0137 0.1934 0.0011 0.0000 0.0000 0.0251 0.0144 0.0285
T 0.2960 0.2239 0.4450 0.9650 0.8967 0.9880 0.5422 0.5751 0.5465
CVX 0.9613 0.8489 0.7011 0.4931 0.9985 1.0000 0.2923 0.8358 0.5994
JPM 0.5900 0.2577 0.4777 0.1047 0.2932 0.6874 0.0082 0.0681 0.1637
WMT 0.3813 0.7934 0.5080 0.5113 0.3226 0.0000 0.2206 0.5794 0.1172
IBM 0.1647 0.2239 0.1113 0.9802 0.9871 0.9989 0.1254 0.5251 0.1044
PFE 0.7075 0.7934 0.7011 0.7917 0.5511 0.2295 0.9855 0.8511 0.8671
Period 2: 2010/01/01 - 2010/04/30
XOM 0.6625 0.5103 0.4777 0.8028 0.4685 0.0000 0.4600 0.0470 0.0184
GE 0.5460 0.4811 0.0114 0.0051 0.0134 0.2883 0.0299 0.4282 0.0709
PG 0.3459 0.2518 0.4777 0.1292 0.9934 0.9906 0.1389 0.0169 0.1286
JNJ 0.7867 0.3577 0.0506 0.1308 0.5252 0.3164 0.1993 0.2366 0.0857
T 0.2440 0.0507 0.0506 0.1687 0.3001 0.7414 0.3771 0.2182 0.1973
CVX 0.2440 0.2577 0.3006 0.0520 0.2187 0.6385 0.1374 0.2668 0.5422
JPM 0.2440 0.1798 0.0247 0.1866 0.1990 0.0291 0.0470 0.4528 0.0667
WMT 0.5460 0.7912 0.3006 0.9130 0.2038 0.5537 0.4149 0.9550 0.5556
IBM 0.9154 0.4811 0.9801 0.5859 0.8038 0.4815 0.7607 0.5652 0.6628
PFE 0.3459 0.3577 0.1769 0.9206 0.1774 0.1377 0.5553 0.6649 0.3358
Period 3: 2012/01/01 - 2012/04/30
XOM 0.0456 0.3683 0.4717 0.6935 0.9938 0.9988 0.0557 0.3423 0.7712
GE 0.4858 0.1798 0.9801 0.8921 0.8985 0.9853 0.6944 0.1770 0.6820
PG 0.3459 0.1798 0.1769 0.0275 0.0002 0.3615 0.0226 0.0190 0.0934
JNJ 1.0000 0.9091 0.9429 0.9754 0.9868 1.0000 0.6724 0.8957 0.2363
T 0.1010 0.9683 0.7085 0.7009 0.8416 0.4599 0.2385 0.8959 0.4540
CVX 0.8268 0.2577 0.0976 0.7914 0.7194 0.1340 0.2992 0.6149 0.2468
JPM 0.1978 0.2518 0.7349 0.9700 0.9668 0.3584 0.5637 0.2793 0.8092
WMT 0.9546 0.8501 0.0247 0.9866 0.8188 0.0004 0.8461 0.0180 0.0177
IBM 0.1239 0.5579 0.9429 0.3016 0.7351 0.7736 0.2069 0.1992 0.9269
PFE 0.7044 0.9683 0.7085 0.7884 0.7806 1.0000 0.5365 0.7257 0.2633
Notes: The figures are the p-values of the backtests. The dynamic quantile test uses 5 lags of the IVaR as explana-
tory variables, and the duration-based GMM test tests for conditional coverage with 5 moment conditions.
Table 5: 30-min IVaR backtesting results for the G2 method for ten selected stocks
Kupiec test Dynamic quantile test Duration-based GMM test
IVaR level 5% 2.5% 1% 5% 2.5% 1% 5% 2.5% 1%
Period 1: 2008/09/01 - 2008/12/31
XOM 0.6658 0.0941 0.0059 0.6677 0.0002 0.0000 0.2147 0.0667 0.0384
GE 0.0698 0.0013 0.0010 0.0601 0.0001 0.0000 0.1486 0.0143 0.0154
PG 0.0498 0.0078 0.0000 0.0000 0.0000 0.0000 0.0130 0.0210 0.0112
JNJ 0.0007 0.0000 0.0000 0.0000 0.0000 0.0000 0.0114 0.0066 0.0045
T 0.1732 0.0380 0.0004 0.1554 0.0004 0.0000 0.5065 0.0235 0.0062
CVX 0.1302 0.0231 0.0004 0.0668 0.0065 0.0000 0.0665 0.0405 0.0131
JPM 0.0050 0.0002 0.0000 0.0000 0.0000 0.0000 0.0109 0.0072 0.0073
WMT 0.5554 0.0607 0.0001 0.2963 0.0766 0.0000 0.7399 0.1072 0.0125
IBM 0.0698 0.0607 0.0059 0.1518 0.0213 0.0000 0.3636 0.2960 0.0612
PFE 0.2909 0.0024 0.0000 0.0005 0.0000 0.0000 0.0338 0.0153 0.0077
Period 2: 2010/01/01 - 2010/04/30
XOM 0.7867 0.6733 0.4777 0.9991 0.9982 0.9998 0.4281 0.9049 0.1174
GE 0.7867 0.2577 0.0114 0.8612 0.0086 0.0001 0.0136 0.0682 0.0470
PG 0.6625 0.3577 0.1769 0.6679 0.9935 0.9741 0.3235 0.5303 0.3029
JNJ 0.9546 0.4811 0.0976 0.6915 0.5927 0.2678 0.1255 0.5848 0.0244
T 0.0760 0.0187 0.0021 0.2024 0.9014 0.3536 0.1676 0.0742 0.0189
CVX 0.0760 0.0507 0.4777 0.0781 0.2332 0.9974 0.2758 0.2155 0.1641
JPM 0.1872 0.0001 0.0000 0.6299 0.0000 0.0000 0.1768 0.0137 0.0075
WMT 0.4858 0.0507 0.0050 0.9958 0.2415 0.0005 0.7779 0.1955 0.0341
IBM 0.3930 0.1216 0.3006 0.8456 0.6062 0.9971 0.7090 0.4077 0.5029
PFE 0.5460 0.6268 0.4777 0.9999 0.9076 0.6725 0.8762 0.1582 0.6658
Period 3: 2012/01/01 - 2012/04/30
XOM 0.9546 0.4811 0.3006 0.9466 0.9942 0.9957 0.6433 0.5743 0.5602
GE 0.5900 0.1216 0.0008 0.9220 0.7401 0.0283 0.4485 0.3661 0.0341
PG 0.3930 0.0109 0.0008 0.0359 0.0001 0.0001 0.2868 0.0501 0.0158
JNJ 0.8690 0.2265 0.2781 0.8654 0.5849 0.9966 0.8650 0.5568 0.5595
T 0.5460 0.1216 0.0976 0.3596 0.1798 0.2662 0.4640 0.2263 0.3012
CVX 0.2440 0.0034 0.0050 0.9347 0.1497 0.0011 0.1777 0.0731 0.0559
JPM 0.9546 0.3577 0.1769 0.9997 0.9955 0.9828 0.9828 0.7562 0.3112
WMT 0.7044 0.0109 0.0021 0.8163 0.0186 0.0000 0.9247 0.0675 0.0143
IBM 0.6177 0.5579 0.6734 0.9989 0.9646 0.9996 0.3542 0.9307 0.4476
PFE 0.6625 0.6733 0.4777 0.9981 0.9857 0.6037 0.2632 0.2876 0.7819
Notes: The figures are the p-values of the backtests. The dynamic quantile test uses 5 lags of the IVaR as explana-
tory variables, and the duration-based GMM test tests for conditional coverage with 5 moment conditions.
Table 6: 30-min IVaR backtesting results for the S&P 500 index stocks
Kupiec test Dynamic quantile test Duration based test
IVaR level 5% 2.5% 1% 5% 2.5% 1% 5% 2.5% 1%
Period 1 for 379 stocks
AACD 93.67 92.08 95.78 93.67 93.40 89.97 86.54 92.35 96.31
MDDP1 63.59 61.48 56.73 37.47 39.58 38.79 58.05 60.42 65.44
MDDP2 84.96 78.63 80.74 72.82 72.56 64.91 63.59 71.50 78.89
G1 52.77 27.70 13.98 45.38 30.61 16.62 64.12 47.76 22.69
G2 66.23 40.90 22.69 55.15 41.69 27.44 65.96 50.66 34.56
Period 2 for 387 stocks
AACD 92.76 86.82 81.65 92.25 86.56 79.59 82.95 84.24 81.40
MDDP1 68.48 52.45 43.15 47.03 38.50 31.78 60.41 53.49 44.70
MDDP2 86.05 74.68 60.72 80.88 66.93 53.49 66.47 65.89 54.01
G1 57.36 20.41 6.72 60.72 31.52 12.40 58.40 35.66 13.70
G2 72.87 41.34 14.73 74.42 46.77 23.77 63.57 49.10 24.81
Period 3 for 388 stocks
AACD 93.81 93.04 89.69 93.56 90.98 81.44 90.98 93.04 93.30
MDDP1 80.41 69.33 57.22 57.22 50.00 41.49 82.73 79.12 70.36
MDDP2 93.04 91.24 80.93 89.43 79.38 67.53 82.99 88.66 85.05
G1 78.09 53.09 32.47 79.12 60.31 39.18 85.82 73.71 47.42
G2 88.92 67.01 41.24 86.86 67.27 52.58 89.95 81.70 60.82
Notes: Summary of 30-min IVaR backtesting results for all selected S&P 500 index stocks in three
different sample periods. The figures are the percentages of stocks with IVaR backtesting p-value
larger than 0.05 in each period. In each column, the boldface figures represent the highest percentage
in the period and the italic figures represent the second highest.
Table 7: 60-min IVaR backtesting results for the S&P 500 index stocks
IVaR level Kupiec test Dynamic quantile test Duration-based GMM test
5% 2.5% 1% 5% 2.5% 1% 5% 2.5% 1%
Period 1 for 379 stocks
AACD 88.92 76.78 76.25 82.59 73.88 60.16 89.71 83.91 62.80
MDDP1 48.81 42.74 51.98 37.99 33.77 26.65 54.88 48.28 33.77
MDDP2 66.75 59.37 62.27 58.84 50.13 36.68 66.23 63.06 43.80
Period 2 for 387 stocks
AACD 90.44 79.84 70.54 90.96 82.43 73.39 89.66 87.86 71.83
MDDP1 76.23 65.12 50.13 69.25 60.47 47.55 72.61 66.41 43.93
MDDP2 82.69 67.70 58.40 81.65 72.35 56.85 75.45 74.16 50.90
Period 3 for 388 stocks
AACD 93.56 92.01 81.70 92.01 88.66 76.55 92.53 93.56 81.44
MDDP1 83.25 76.80 64.95 81.19 68.81 59.02 90.21 86.08 69.07
MDDP2 92.53 89.43 80.67 92.78 85.57 71.13 92.53 93.56 78.35
Notes: Summary of 60-min IVaR backtesting results for all selected S&P 500 index stocks in three
different sample periods. The figures are the percentages of stocks with IVaR backtesting p-value larger
than 0.05 in each period. In each column, the boldface figures represent the highest percentage in the
period.
9:30 12:30 15:30
0.006
0.008
0.01
0.012
0.014
0.016
XOM
Time of the day
IV
a
R
9:30 12:30 15:30
0.01
0.015
0.02
GE
Time of the day
IV
a
R
9:30 12:30 15:30
0.005
0.01
0.015
PG
Time of the day
IV
a
R
9:30 12:30 15:30
4
6
8
10
12
x 10
-3 JNJ
Time of the day
IV
a
R
9:30 12:30 15:30
0.006
0.008
0.01
0.012
0.014
0.016
T
Time of the day
IV
a
R
9:30 12:30 15:30
0.006
0.008
0.01
0.012
0.014
0.016
CVX
Time of the day
IV
a
R
9:30 12:30 15:30
0.01
0.015
0.02
0.025
JPM
Time of the day
IV
a
R
9:30 12:30 15:30
4
6
8
10
12
x 10
-3 WMT
Time of the day
IV
a
R
9:30 12:30 15:30
0.005
0.01
0.015
IBM
Time of the day
IV
a
R
9:30 12:30 15:30
0.005
0.01
0.015
PFE
Time of the day
IV
a
R
G2
MDDP2
AACD
Figure 1: Average intraday 30-min IVaR “smile” at 5% level for 10 selected stocks.
