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Abstract 
Transaction-intensive  grid  workflows  are  attracting 
more  and  more  attentions  with  the  prosperity  of 
e-business  and  e-government  applications.  They  are 
workflows normally with a huge number of relatively 
simple  concurrent  instances,  such  as  business 
transactions,  whilst  some  of  which  may  involve 
considerable communication overheads. However, there 
are almost no specific scheduling algorithms which deal 
with  such  workflows,  and  existing  scheduling 
algorithms are not efficient enough for such a scenario if 
corresponding  adjustments  are  not  conducted.  To 
address  this  problem,  we  propose  a  novel 
Min-Min-Average  (MMA)  algorithm  for  efficiently 
scheduling  transaction-intensive  grid  workflows 
involving considerable communication overheads. The 
MMA  algorithm  is  based  on  the  popular  Min-Min 
algorithm  but  uses  a  different  strategy  for 
transaction-intensive grid workflows with the capability 
of adapting to the change of network transmission speed 
automatically. The comparison based on the simulation 
performed on SwinDeW-G, our peer-to-peer based grid 
workflow  environment,  demonstrates  that  the  MMA 
algorithm  can  improve  the  scheduling  performance 
significantly over the original Min-Min algorithm when 
scheduling  transaction-intensive  grid  workflows  with 
considerable communication overheads involved.
 . 
Keywords:    Grid  workflows,  Transaction-intensive 
workflows, scheduling algorithms. 
1  Introduction 
Some  e-business  applications  such  as  bank  cheque 
processing need considerable data transfer capabilities, 
e.g. for images, among different tasks to fulfil business 
transactions,  and  hence  need  to  be  modelled  as 
transaction-intensive  grid  workflows  with 
communication  overheads  involved.  The  main 
characteristic of such workflows is a huge number of 
relatively simple concurrent instances of which some 
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may  have  considerable  communication  overheads 
among relevant tasks. Thus it is necessary to consider 
multiple  instances  of  multiple  workflows  with 
communication overheads when designing scheduling 
algorithms for such workflows. 
Although there exist many grid workflow scheduling 
algorithms, most of them are proposed for scheduling 
computation-intensive  scientific  workflows. 
Scheduling  algorithms  are  rarely  dedicated  for 
transaction-intensive  workflows  and  almost  none  is 
designed  for  transaction-intensive  workflows  taking 
communication overheads into account. It is emergent 
to design corresponding algorithms for workflows of 
this nature. 
Compared  with  general  computation-intensive 
workflows,  transaction-intensive  grid  workflows 
concern  more  about  the  overall  throughput  of  the 
system  than makespan,  i.e.  execution  time,  of  single 
workflow  instance.  Thus  the  scheduling  algorithms 
should be conducted by batch mode and moreover, due 
to data transfer overheads, the algorithms should be able 
to handle the ever changing transmission speed of the 
network.  
To achieve the goals mentioned above, we propose a 
Min-Min-Average  algorithm  (MMA)  for  scheduling 
transaction-intensive  grid  workflows  involving 
considerable  communication  overheads.  First,  we 
establish  a  fundamental  design  which  can  provide 
nearest  neighbours,  i.e.,  the  nodes  which  have  the 
highest network  transmission  speed  with  the  specific 
node, for joint scheduling planning, and use real-time 
information to track the change of network transmission 
speed so that the scheduling can always be adapted to 
the current network situation automatically. Due to this 
adaptation, the communication time can be decreased 
significantly. Second, we propose a different strategy to 
the  original  Min-Min  algorithm  (Maheswaran,  Ali, 
Siegel, Hensgen and Freund 1999) in order to adapt to 
the  characteristics  of  transaction-intensive  grid 
workflows  involving  considerable  communication 
overheads.  
The  simulation  performed  demonstrates  that  the 
MMA algorithm has higher overall throughput than the 
original  Min-Min  algorithm  when  scheduling 
transaction-intensive grid workflows in our peer-to-peer 
based grid workflow environment named SwinDeW-G (Swinburne Decentralised Workflow for Grid) (Yang, 
Liu, Chen, Lignier and Jin 2007). 
The remainder of the paper is organised as follows. 
In the next section, we will describe the related work, 
followed  by  the  fundamental  design  for  our  MMA 
scheduling algorithm. Then we will discuss the details 
of the algorithm and show the benefits of our work via 
comparison and simulation. Finally, we will conclude 
our contributions and point out the future work. 
2  Related Work 
In this section, we will describe the related work of grid 
workflow scheduling. Scheduling is a very important 
part of grid workflow systems. It directly determines the 
performance of the whole system. There are two major 
types of  workflow scheduling: QoS constraint based, 
and best-effort based (Yu and Buyya 2007). The QoS 
constraint  based  scheduling  attempts  to  minimise 
performance  under  most  important  QoS  constraints, 
while the best-effort based scheduling is dedicated to 
minimise the execution time. 
The  typical  QoS  constraint  based  scheduling 
algorithms  include  the  Back-tracking  algorithm 
(Menasc and Casalicchio 2004), Deadline distribution 
(TD) algorithm (Yu, Buyya and Tham 2005) and Loss 
and Gain algorithm (Sakellariou, Zhao, Tsiakkouri and 
Dikaiakos 2005). In this paper, we concern more about 
transaction-intensive  grid  workflows  in  terms  of  the 
overall performance. The algorithms dealing with QoS 
constraint(s) are not primarily for such a purpose. Thus 
we focus more on the best-effort based scheduling. 
The representatives of best-effort based scheduling 
algorithms  are  such  as  Heterogeneous 
Earliest-Finish-Time  algorithm  (HEFT)  (Topcuoglu, 
Hariri and Wu 2002) used by ASKALON (Fahringer, 
Jugravu, Pllana, Prodan, Slovis Jr and Truong. 2005), 
Greedy  Randomized  Adaptive  Search  Procedure 
(GRASP) (Feo and Resende 1995) in Kepler (Ludcher, 
Altintas,  Berkley,  Higgins,  Jaeger-Frank,  Jones,  Lee, 
Tao and Zhao 2006), Simulated Annealing (SA) applied 
in  ICENI  (Young,  McGough,  Newhouse  and 
Darlington  2003),  Myopic  (Wieczorek,  Prodan  and 
Fahringer 2005) algorithm used by Condor DAG Man 
(Tannenbaum,  Wright,  Miller  and  Livny  2002),  and 
Min-Min heuristic algorithm (Maheswaran, Ali, Siegel, 
Hensgen and Freund 1999) implemented in vGrADS 
(Blythe,  Jain;  Deelman,  Gil,  Vahi;  Mandal  and 
Kennedy 2005).  
The HEFT algorithm makes decisions based on the 
critical path of tasks. This strategy selects the task with 
the highest upward rank value at each step. This is the 
length of the critical path from a task to the exit task, 
including the computation cost of this task. The selected 
task is then assigned to the processor which minimizes 
its  earliest  finish  time.  This  algorithm  is  actually 
designed for scheduling DAG (Directed Acyclic Graph), 
and  hence  is  not  so  efficient  for  scheduling  a  huge 
number of concurrent workflow instances.  
The GRASP algorithm obtains a global solution by 
comparing differences between randomised schedules 
over  a  number  of  iterations.  Considering  the  huge 
number  of  concurrent  workflow  instances  with 
communication  overheads,  the  cost  of  iterations  for 
each workflow instance is obviously too high.  
The  Simulated  Annealing  (SA)  runs  through  a 
number of iterations at each temperature to sample the 
search  space.  At  each  iteration,  it  generates  a  new 
solution  by  applying  random  change  on  the  current 
solution. The new solution and the current solution are 
compared  and  the  new  solution  is  unconditionally 
accepted if it is better than the current one. In the case of 
the minimization problem of workflow scheduling, the 
better solution is one which has a lower execution time. 
Similar to the GRASP algorithm, the cost of iterations is 
too high to afford. 
The Myopic algorithm tries to schedule a ready task 
whose parent tasks have been scheduled to a resource 
which  can  be  completed  at  the  earliest  time.  The 
decision is based on one task and hence not suitable for 
scheduling transaction-intensive  workflows  in  overall 
terms.  
The  Min-Min heuristic algorithm makes decisions 
based on a set of parallel independent tasks. Min-Min 
schedules  a  task  that  has  a  minimum  estimated 
completion time for the task over all available resources. 
Min-Min  is  more  applicable  for  scheduling 
transaction-intensive grid workflows due to their batch 
processing  mode.  However,  the  strategy  needs  to  be 
adjusted  to  adapt  to  the  characteristics  of 
transaction-intensive  grid  workflows  involving 
considerable communication overheads. 
We  recently  proposed  a  throughput  maximisation 
strategy  for  scheduling  transaction-intensive  grid 
workflows (Liu, Chen, Yang and Jin 2008). It contains 
two  specific  algorithms  for  scheduling 
transaction-intensive  workflows  at  instance  and  task 
levels,  respectively.  However,  it  is  designed  for 
scheduling  general  transaction-intensive  grid 
workflows,  without  taking  communication  overheads 
into account. 
In conclusion, most existing practical grid workflow 
scheduling  algorithms  are  not  dedicated  for 
transaction-intensive  workflows,  not  to  mention 
transaction-intensive  workflows  with  considerable 
communication overheads. This is the motivation for us 
to  propose  the  MMA  algorithm  for  scheduling  such 
workflows. 
3  Fundamental Design 
In this  section,  we  will  demonstrate the  fundamental 
design  in  order  to  propose  our  MMA  scheduling 
algorithm. First we will introduce some concepts of the 
resource  group,  followed  by  data  structures  of  the 
ordinary  node  and  monitor  node.  Finally,  we  will 
describe how to maintain the neighbours and find a set 
of nearest nodes with a specific resource.  
Fig. 1:  Overall structure of resource group 
 
3.1  Resource Group 
As Figure 1 shows, the grid environment is divided into 
several resource groups according to different resources 
available. For each new computing node, it joins the 
resource groups according to individual resources it has, 
such  as  scanner  and  printer.  If  the  resource  group 
already exists, the node simply joins it; otherwise, it 
creates a new group and joins it as a creator. There are 
two kinds of nodes, namely, ordinary and monitor nodes 
as are described later in this section. It should be noted 
that all resource groups are registered and maintained 
by the monitor nodes. 
As we can see in Figure 1, M indicates that it is a 
monitor node, located in each resource group (one per 
group). Ordinary nodes like D and E have resource 1, 
thus join Resource Group 1 only. Meanwhile, ordinary 
nodes A and C both have resources 1 and 2, thus join 
Resource Groups 1 and 2, whilst ordinary nodes G and 
H  both  have  resources  2  and  n,  thus  join  Resource 
Groups 2 and n accordingly. 
3.2  Ordinary Node 
For  the  purpose  of  efficiently  scheduling 
transaction-intensive grid workflows with considerable 
communication  overheads,  every  ordinary  node 
maintains its nearest nodes called neighbours in each 
resource group it joins. As Figure 2 shows, there are two 
hash tables  on an  ordinary node.  The  top hash  table 
contains  the  resource  groups  the  node  joins  and  the 
bottom  hash  table  caches  the  most  recently  used 
resource  groups  the  node  does  not  join.  For  each 
resource group, it maintains a list of neighbours and 
maximum K (K is set to 35 by default as in BitTorrent 
(Bindal, Cao, Chan, Medved, Suwala, Bates and Zhang 
2006)), to achieve the shortest distance which can be 
measured with RTT (Round Trip Time). 
 
Fig. 2:  Data structure of ordinary node 
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Fig. 3:  Data structure of monitor node 
 
In  order  to  maintain  the  neighbour  list,  a  checking 
procedure will be performed periodically. For each period, 
every host node tests the network speed with a number of 
randomly  selected  neighbours  (the  number  of  selected 
neighbours is usually relatively small compared with the 
total number of neighbours) and compares the value with 
candidate  neighbours,  which  composes  of  recently 
contacted  neighbours  and  exchanged  neighbours  with 
other nodes. An old neighbour will be replaced by a new 
neighbour that is nearer. The whole maintenance cost is 
linear,  with  a  small  factor,  to  the  total  number  of  its 
neighbours and usually negligible. 
3.3  Monitor Node 
As Figure 3 shows, there is a hash table which contains all 
resource groups on the monitor node. For each resource 
group, it also maintains a list of neighbours and maximum 
K. The neighbour  choosing  the  strategy  of  the monitor 
node  can  have  a  significant  impact  on  the  scheduling 
performance. It is  obvious  that  a  list  of  geographically 
distributed nodes provides much greater utility than that 
clustered together. The diversity can be achieved by the 
periodical checking procedure which is similar to that of 
ordinary nodes. The difference is that the monitor node 
reassesses neighbours in each resource group and replaces 
some  neighbours  with  alternatives  that  provide  greater 
diversity. Similar to the ordinary nodes, the complexity of 
the maintenance cost of the monitor node is also linear, 
with a small factor, to the total number of its neighbours 
and usually negligible. 
3.4  Neighbour Maintenance 
The join procedure for a resource group can be briefly 
described as follows. First, the joining node will search if 
the resource group exists on the monitor node. If it exists, 
the neighbour list linked to the resource group is traversed 
to  find  maximum  m  nearest  nodes  and  returned  to  the 
joining  node.  Second,  the  joining  node  will  request 
maximum n nearest nodes from each node of the m nearest 
nodes, then select k nearest nodes from these maximum 
m*n  nodes.  If  this  resource  group  does  not  exist,  the 
joining  node  will  create  the  resource  group  itself.  In 
addition, heartbeat messages are used for the detection of 
leaving nodes, and the neighbour information adhered to 
the messages can be used for neighbour exchange, which 
is  usually  used  for  neighbour  list  update.  It  should  be 
addressed  that  the  neighbour  exchange  operation  is 
conducted together with the heartbeat message, thus no 
additional time is involved.  
3.5  Node Search 
Node search is to find a number of capable nodes that have 
a  specific  resource  needed  to  execute  a  task.  The 
scheduling algorithm needs these nodes for joint planning. 
If the host node is in the resource group, it is easy to find a 
set of nearest capable neighbours from the neighbour list 
due to the neighbour organisation. As for other resources 
that the node does not have the neighbour list, the cached 
hash table will be searched first. If the resource group can 
be found in the hash table, the nearest capable neighbours 
are returned from the neighbour list directly; otherwise, 
the monitor node will be facilitated to find a set of nearest 
nodes with the specific resource.  
The search procedure for a list of nodes with a specific 
resource via the monitor node is described as follows. First, 
the hash table of the monitor node is searched to find out 
whether the resource group of the specific resource exists. 
If the resource group exists, the neighbour list is traversed 
to find maximum m nearest nodes from the query node 
which is the node invoked the query. Second, the query 
node requests maximum n nearest nodes from each node 
of the m nearest nodes, then select k nearest nodes from 
these maximum m*n nodes. 
4  MMA Scheduling Algorithm 
In  this  section,  we  will  detail  the  MMA  algorithm.  In 
MMA algorithm, scheduling is performed at the task level 
in  a  peer-to-peer  manner.  Every  node  can  perform 
scheduling independently which is conducted jointly with 
its nearest neighbours. In fact, the MMA algorithm runs on 
every  node  periodically  for  scheduling  workflow  tasks 
which are submitted to the node. In this section, we will 
take  a  node  as  an  example  to  demonstrate  how  the 
algorithm works, and for the purpose of convenience, we 
will refer this selected node as the host node. The MMA 
algorithm can be divided into four steps, as detailed next. 
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Organised to achieve greatest diversity 4.1  Selection of Ready Tasks 
Ready tasks are selected from the multiple instances of 
multiple  workflows  by  the  host  node  when  certain 
conditions are met. A ready task can be such as the start 
task of a workflow instance or a task whose predecessors 
have all been completed if the join condition of the task 
is and or one of its predecessors has been completed if 
the join condition of the task is or.  
The ready tasks with the same resource requirement are 
grouped and  scheduled  together,  while different  groups 
can be scheduled in parallel. 
4.2  Selection of Nodes and Resources  
For each task group, the host node searches for the nodes 
with the resources needed to execute the tasks in the group. 
Here we have three cases. The first case is that the host 
node has the required resource to execute the task, which 
also means that it has already joined the resource group 
and  has  its  neighbours,  thus  the  scheduling  can  be 
performed among itself and its nearest neighbours. The 
second case is that the host node has no requested resource, 
but the information can be found in the cached hash table. 
In this case the neighbour list can also be initialised locally. 
The  last  case  is  that  the  host  node  does  not  have  any 
information about the nodes with the specific resource. In 
this case it has to get the neighbour information with the 
help  of  the  monitor  node.  The  details  of  the  search 
procedure  are  already  demonstrated  in  the  previous 
section. 
After such nodes are selected, the host node will send a 
scheduling request to all selected nodes. For a neighbour 
who receives the messages, if it is available, it will respond 
to the request and lock itself until this scheduling round 
has been completed. This means that it will not respond to 
any other scheduling request in order to avoid resource 
conflicts. The response message contains two parameters 
critical  for  scheduling  transaction-intensive  workflows 
with  considerable  communication  overheads,  where  the 
first parameter is the time at which the resource will be 
available for task execution, and the second parameter is 
the time at which the resource will be available for data 
transfer. 
After receiving a response message, the host node will 
add the sender to the resource list of its corresponding task 
group, using the information contained in the messages. 
Thus the next step can begin. 
4.3  Scheduling of Tasks 
Scheduling  different  task  groups  can  be  executed  in 
parallel. Scheduling a specific task group can be described 
as follows.  
First, for each task, we traverse the resource list and for 
each  resource,  we  calculate  the  average  value  of  new 
estimated execution unit available time of the resource and 
new  estimated  data  transfer  unit  available  time  of  the 
resource after the task has been scheduled on the resource. 
Then  we  select  the  resource  which  provides  the 
minimum-average value among all resources and refer this 
resource as the preferred resource of the task. 
Second, after the minimum-average values of all tasks 
are calculated, we find the task which has the minimum 
minimum-average value among all tasks and schedule the 
task  to  its  preferred  resource.  The  information  of  the 
resource is updated correspondingly.  
Finally, the task scheduled in previously is removed 
from  the  task  group  and  the  algorithm  continues  to 
schedule the next task in the task group until all tasks are 
scheduled  in  this  round.  It  should  be  noted  that 
minimum-average values of all tasks will be recalculated 
based on the new status of resources. 
4.4  Distribution of Task Data 
After all ready tasks being allocated, the host node sends 
the definition and input data of the task accordingly for 
execution.  Then  it  will  sleep  until  the  next  scheduling 
round begins. 
In order to have an overview, the MMA algorithm is 
summarised in Table 1. 
 
Algorithm: Min-Min-Average Scheduling   Step 
Input: An array of workflow instances 
Output: A schedule 
1  1.1 Select ready tasks from the multiple instances of 
multiple workflows. 
1.2 Divide ready tasks to task groups against required 
resources. 
2  2.1 For each task group, select a list of capable nodes 
with requested resources. 
2.2  For  all  selected  neighbours,  send  request 
messages and wait for responses. 
2.3 After receiving each response message, add the 
sender to the resource list of the corresponding task 
group. 
3  3.1  For  each  task  in  the  task  group,  calculate  the 
average  value  of  new  estimated  execution  unit 
available time  and new  estimated data transfer  unit 
available  time  for  each  resource  after  the  task  has 
been scheduled on the resource, and find the resource 
which provides the minimum-average value among all 
resources. 
3.2  Find  the  task  which  has  the  minimum 
minimum-average value among all tasks and schedule 
the task to the resource which gives the value. 
3.3 Schedule the next task in the task group until all 
tasks are scheduled in this round. 
4  4.1 Distribute task data for execution, and then wait for 
the next scheduling round.  
 
Table 1: Overview of MMA algorithm on host node 
5  Comparison and simulation 
In this section, we will present an experimental simulation 
for comparison in our grid workflow management system 
named SwinDeW-G (Swinburne Decentralised Workflow 
for  Grid)  (Yang,  Liu,  Chen,  Lignier  and  Jin  2007). 
SwinDeW-G is a unique peer-to-peer based grid workflow 
system. This uniqueness grants it tremendous advantages 
of both peer-to-peer and grid technologies.  
In 2001, eleven static heuristics for mapping a class of 
independent  tasks  onto  heterogeneous  distributed 
computing  systems  were  compared  (Braun,  Siegel  and 
Beck 2001). For different situations, implementations, and 
parameter  values,  Genetic  Algorithms  (Wang,  Siegel, 
Roychowdhury and Maciejewski 1997) consistently gave 
the best results, and the much simpler Min-Min algorithm 
usually  gave  the  second  best  results,  and  the  average performance  of  Min-Min  algorithm  was  always  within 
12%  of  that  of  the  Genetic  Algorithms.   However,  for 
transaction-intensive workflows, the scheduling algorithm 
is  executed  frequently,  thus  the  execution  cost  of  the 
scheduling  algorithm  also  needs  to  be  considered.  The 
computation cost of in Genetic Algorithms due to iteration 
is  too  high, hence  not  suitable  in  our  scenario.  On  the 
contrary,  the  Min-Min  algorithm  gave  excellent 
performance  and  had  a  very  small  execution  time  for 
scheduling,  hence  suitable  for  scheduling 
transaction-intensive workflows. 
Due to the reasons mentioned above, we only compare 
our algorithm with the Min-Min algorithm. Our objective 
is  to  perform  both  the  Min-Min  algorithm  and  MMA 
algorithm  on  SwinDeW-G  in  order  to  demonstrate  the 
advantages of the MMA algorithm. 
5.1  Simulation Environment 
SwinDeW-G  is  running  on  a  grid  environment  named 
SwinGrid. An overall picture of SwinGrid is depicted in 
Figure 4 which contains many grid nodes distributed in 
different places. Each grid node contains many computers 
including high performance  PCs and/or  supercomputers 
composed of significant number of computing units. The 
primary  hosting  nodes  include  the  Swinburne  CITR 
(Centre  for  Information  Technology  Research)  Node, 
Swinburne ESR (Enterprise Systems Research laboratory) 
Node, Swinburne Astrophysics Supercomputer Node, and 
Beihang  CROWN  (China  R&D  environment  Over 
Wide-area  Network)  (CROWN  Team  2006)  Node  in 
China. They are running Linux, GT (Globus Toolkit) 4.04 
or  CROWN  grid  toolkit  2.5  where  CROWN  is  an 
extension  of  GT  4.04  with  more  middleware,  hence 
compatible  with  GT  4.04.  Furthermore,  the  CROWN 
Node is also connected to some other nodes such as those 
in Hong Kong University of Science and Technology and 
University of Leeds in UK. The Swinburne Astrophysics 
Supercomputer Node is cooperating with such as APAC 
(Australian Partnership for Advanced Computing), VPAC 
(Victorian Partnership for Advanced Computing) and so 
on.  Currently,  SwinDeW-G  is  deployed  at  all  primary 
hosting nodes, and the scheduling algorithm is running on 
every SwinDeW-G node 
5.2  Criterion for Comparison 
Because  the main  characteristic  of  transaction-intensive 
grid workflow is the huge number of concurrent workflow 
instances, throughput becomes the primary criterion for 
assessing scheduling algorithms for transaction-intensive 
grid workflows. Throughput is the ability of the system to 
process a certain number of instances in a given period of 
time.  The  higher  the  throughput  is,  the  better  the 
performance  is.  In  this  simulation,  we  use  different 
number of input instances to compare the performance of 
Min-Min and MMA algorithms. 
5.3  Simulation Process 
In  the  simulation,  we  implemented  both  the  original 
Min-Min algorithm and the Min-Min-Average algorithm 
on SwinDeW-G, and compare them based on the criterion 
mentioned above.  
In  order  to  simulate  the  transaction-intensive  grid 
workflow scenario, we use a workflow instance generator 
which  creates  1,000  instances  per  second.  The  testing 
nodes  are  located  in  different  places  connected  by  the 
Internet, thus the communication overheads would vary. 
5.4  Simulation Results and Analysis 
In Figure 5, the horizontal axis represents the number of 
instances we put into the simulation, and the vertical axis 
represents  the  throughput.  It  can  be  seen  that  the 
throughput of the MMA algorithm is about 15-30% higher 
than  that  of  the  Min-Min  algorithm  when  scheduling 
transaction-intensive  grid  workflows  with  considerable 
communication overheads involved. And with the increase 
of  number  of  input  instances,  the  difference  keeps 
relatively stable in spite of some fluctuations due to the 
random of simulation. 
 
Fig. 4:  SwinGrid environment 
 0
10
20
30
40
50
60
70
80
1 5 10 50 100 500 1000 5000 10000 50000
Number of testing instances 
T
h
r
o
u
g
h
p
u
t
(
i
n
s
t
a
n
c
e
s
/
s
e
c
)
Min-Min MMA
 
Fig. 5:  Throughput of Min-Min and MMA Algorithms 
 
6  Conclusions and future work 
In this paper, we have introduced a new algorithm called 
the  MMA  (Min-Min-Average)  algorithm  for  efficiently 
scheduling transaction-intensive grid workflows involving 
considerable communication overheads. This algorithm is 
based  on  the  popular  Min-Min algorithm  but  takes  the 
unique  characteristics into  consideration.  There are  two 
major contributions in this paper: one is the novel design 
which  can  make  the  scheduling  algorithm  adapt  to  the 
change of network transmission speed dynamically, and 
the other is the innovative scheduling strategy which can 
increase  the  overall  throughput  significantly.  The 
simulation has demonstrated that our MMA algorithm is 
more efficient when scheduling such workflows. In the 
future, we plan to realise this algorithm in some real-world 
e-business applications 
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