This study uses an observing system simulation experiment to explore the impact of assimilating GOES-R Advanced Baseline Imager (ABI) 6.95-mm brightness temperatures and Weather Surveillance Radar-1988 Doppler (WSR-88D) reflectivity and radial velocity observations in an ensemble data assimilation system. A high-resolution truth simulation was used to create synthetic radar and satellite observations of a severe weather event that occurred across the U.S. central plains on 4-5 June 2005. The experiment employs the Weather Research and Forecasting Model at 4-km horizontal grid spacing and the ensemble adjustment Kalman filter algorithm in the Data Assimilation Research Testbed system. The ability of GOES-R ABI brightness temperatures to improve the analysis and forecast accuracy when assimilated separately or simultaneously with Doppler radar reflectivity and radial velocity observations was assessed, along with the use of bias correction and different covariance localization radii for the brightness temperatures. Results show that the radar observations accurately capture the structure of a portion of the storm complex by the end of the assimilation period, but that more of the storms and atmospheric features are reproduced and the accuracy of the ensuing forecast improved when the brightness temperatures are also assimilated.
Introduction
The high temporal and spatial resolution of threedimensional radar observations and their ability to provide information about atmospheric motion and cloud hydrometeors make them useful observations to assimilate into numerical weather prediction (NWP) models. Many studies have investigated the impact of assimilating radar observations in high-resolution numerical models using ensemble-based (e.g., Snyder and Zhang 2003; Dowell et al. 2004; Tong and Xue 2005; Dawson et al. 2012; Jung et al. 2012; Yussouf et al. 2013; Kerr et al. 2015) and variational methods (e.g., Crook 1997, 1998; Sun and Crook 2001; Xiao et al. 2005; Hu et al. 2006a,b; Schenkman et al. 2011; Gao and Stensrud 2012) . They have been shown to improve atmospheric analyses and lead to more accurate shortrange forecasts. Unlike surface-based radars, satellite sensors can provide information about the atmospheric state in both clear and cloudy areas over the entire globe. Polar-orbiting satellites provide observations with high spatial and spectral resolution but are limited to only two overpasses each day over a given location. Geostationary satellite sensors often have lower spectral resolution than polar orbiters but observe a given location with much greater frequency. This allows them to provide information on features that evolve over short time scales and are thus useful for regional-scale modeling systems that assimilate observations with high temporal frequency (e.g., hourly or less).
The current version of the Geostationary Operational Environmental Satellite (GOES) imagers provide observations approximately every 15 min over the continental United States (CONUS) in five spectral bands with nadir horizontal resolutions of 1 km for the visible band and 4 km for the infrared bands. Observations with higher temporal, spectral, and spatial resolution will be available with the expected launch of the GOES-R Advanced Baseline Imager (ABI) sensor in 2016. With the launch of ABI, observations will be available over CONUS at 5-min intervals for 16 spectral bands and with finer spatial resolution, including an increase to 2 km for the infrared bands (Schmit et al. 2005) . In preparation for using ABI observations and to assess their impact on model forecasts, an observing system simulation experiment (OSSE) is performed in this study to explore their potential impact in a high-resolution ensemble data assimilation system when assimilated alone or in combination with Weather Surveillance Radar-1988 Doppler (WSR-88D) reflectivity and radial velocity observations.
Despite their advantages of having high spatial and temporal resolution, the assimilation of geostationary satellite observations in NWP systems has not been investigated as extensively as many other observation types. Several studies have explored the assimilation of geostationary satellite data in global and limited area models. Vukicevic et al. (2004) assimilated visible and 10.7-mm infrared window GOES-9 radiances in a fourdimensional variational data assimilation (4DVAR) system for a case characterized by low-level stratus cloud. There was a positive impact on the cloud field in the analysis and short-term forecast, but less improvement in the clear-sky areas because the satellite observations had little sensitivity there. Vukicevic et al. (2006) used 4DVAR to assimilate the 10.7-and 12.0-mm infrared radiances from GOES for a multilevel nonprecipitating cloud case. Upper-level ice clouds were improved, but not liquid clouds when they occurred below thick ice clouds. Additional improvements also occurred when using more channels or with more frequent assimilation cycles. Stengel (2008) and Stengel et al. (2009 Stengel et al. ( , 2013 ) also used 4DVAR to assimilate infrared radiances from the Spinning Enhanced Visible and Infrared Imager (SEVIRI) sensor into a high-resolution model. They investigated the assimilation of clear and cloudy observations for the 6.2-and 7.3-mm water vapor channels and the 13.4-mm CO 2 channel for 1-and 2-month periods and found the observations contributed to more accurate analyses and forecasts, especially when including cloud-affected radiances. Privé et al. (2013) explored the impact of a wide variety of both polar-orbiting and geostationary satellite radiances using a 3DVAR data assimilation system. The geostationary radiances had a positive impact on analyzed global geopotential heights, though less than the polar orbiter radiances.
Ensemble data assimilation systems have been used to explore the potential impact of assimilating ABI infrared brightness temperatures. Otkin (2010) used an ensemble adjustment Kalman filter (EAKF) to assimilate clear and cloudy 8.5-mm infrared brightness temperatures for a large extratropical cyclone during the same 4-5 June 2005 time period explored in this study. The current study, however, uses smaller horizontal grid spacing and assimilates both radar and satellite observations at a much higher temporal frequency. Otkin (2010) showed that brightness temperature assimilation improved the cloud field, particularly when both clear and cloudy observations were assimilated. Zupanski et al. (2011) evaluated the ability of ABI 10.35-mm infrared window observations to reduce cloud location errors when assimilated using the maximum likelihood ensemble filter (MLEF). Jones et al. (2013b) also used an EAKF to assimilate ABI 6.95-mm infrared watervapor-sensitive brightness temperatures, in addition to WSR-88D reflectivity and radial velocity, for a cool season extratropical cyclone. They found that the radar observations had the largest impact on the wind and cloud analyses in the lower troposphere and that the infrared brightness temperatures afforded additional improvements in the water vapor and cloud analyses in the mid-and upper troposphere. Jones et al. (2014) continued that study by evaluating subsequent 1-3-h forecasts and found that assimilating ABI 6.95-mm brightness temperatures produced more accurate water vapor and ice cloud forecasts, whereas the radar reflectivity and radial velocity observations improved the low-level cloud distribution. Their results also showed that the best analysis and forecast occurred when assimilating both observation types.
Other recent studies have investigated the assimilation of derived cloud variables instead of the direct assimilation of the satellite radiances. Jones et al. (2013a Jones et al. ( , 2015 and Jones and Stensrud (2015) assimilated cloud water path (CWP) retrievals in an EAKF system for a severe weather event and found that storms spin up faster when CWP and radar observations are assimilated simultaneously. Kerr et al. (2015) used an EAKF in an OSSE to assimilate synthetic ABI cloud-top temperature and WSR-88D observations for an idealized supercell thunderstorm. Though their results showed that the cloud-top temperature retrievals were not as valuable as radar observations, they were able to create supercell storms in regions where no radar data were available. Together, these studies have shown the benefits of assimilating cloud retrievals, despite the introduction of additional uncertainty in the observations originating from the retrieval algorithm.
Most early infrared satellite assimilation studies focused on clear-sky observations since observations in cloudy or precipitating regions are more difficult to assimilate because of their nonlinear and discontinuous nature and the shorter predictability of cloud features (e.g., Errico et al. 2007; Fabry and Sun 2010; Bauer et al. 2011) . However, the importance of assimilating cloudy radiances has been demonstrated in several studies during the past decade (e.g., Andersson et al. 2005; Errico et al. 2007; Vukicevic et al. 2004 Vukicevic et al. , 2006 Stengel et al. 2009 Stengel et al. , 2013 Otkin 2010; 2012a,b; Privé et al. 2013) . Smaller model grid spacing is used in this study compared to these prior studies, most of which employed resolutions that were 10 km or larger. More recent studies that assimilated derived cloud variables used finer model grid spacing closer to the 4-km grid spacing used in this study. Jones et al. (2015) assimilated GOES-13 CWP and WSR-88D reflectivity and radial velocity into a 3-km model while Jones and Stensrud (2015) used a 2-km idealized model for assimilating synthetic GOES-13 CWP using multiple cloud microphysics schemes. However, those studies did not assimilate the brightness temperatures directly as is done in this study.
Section 2 describes the truth simulation used for the OSSE and the synthetic observations created from that simulation are described in section 3. The assimilation experiment setup is described in section 4. Sections 5 and 6 examine the use of bias correction and different horizontal localizations in the assimilation of the brightness temperatures, and section 7 shows the relative impacts of assimilating the brightness temperatures and radar observations both separately and together. Finally, section 8 provides a summary and discussion of the results.
Truth simulation
The severe weather event simulated in this OSSE occurred over the central United States on 4 June 2005. A strong shortwave trough, deep layer shear, and high instability due to the advection of abundant lower tropospheric moisture and strong surface heating led the Storm Prediction Center (SPC) to issue a high risk for severe weather outlook across the region. A Particularly Dangerous Situation tornado watch was subsequently issued for parts of Kansas, Nebraska, Iowa, and Missouri ahead of a dryline extending across central Kansas and to the south of a warm front extending northeastward into Minnesota and Wisconsin (Storm Prediction Center 2015) .
A 2-km horizontal resolution ''truth'' simulation of the event (hereafter TRUTH) was performed using version 3.4.1 of the Advanced Research Weather Research and Forecasting (WRF) Model (ARW; Skamarock et al. 2008 ) initialized using North American Mesoscale Forecast System (NAM) analyses. The simulation contained a 400 3 400 gridpoint domain with 53 vertical levels and a model top of 50 hPa. It employed the WRF singlemoment 6-class (WSM6) microphysics scheme (Hong et al. 2004; Hong and Lim 2006) , Dudhia longwave and shortwave radiation schemes (Dudhia 1989; Chen and Dudhia 2001) , Yonsei University (YSU) planetary boundary layer scheme (Hong et al. 2006) , and the Noah land surface model. The TRUTH simulation was initialized at 2100 UTC 4 June 2005, just prior to convective initiation in the region of interest, and then integrated for a 3-h period with output files generated at 5-min intervals.
Simulated observations a. Doppler radar observations
Synthetic radar reflectivity and radial velocity observations were created using data from the TRUTH simulation for three WSR-88Ds (Wichita, Kansas; Topeka, Kansas; and Kansas City, Missouri) that provided good coverage of the thunderstorms (Fig. 1) . Observations from surrounding radars were not generated to reduce computational expense during the assimilation experiments. The synthetic radar observations were generated for each radar by first creating a set of observation locations based on the volume coverage pattern 21 (VCP 21) scanning strategy containing nine elevation angles from 0.58 to 198, with 4-km range bins at an azimuthal spacing of 3.08 to a maximum range of 200 km. Simulated radar observations were then generated on the model grid points using the in-code WRF reflectivity calculations specific to the WSM6 microphysics scheme and then interpolated to the radar observation locations. Random errors were not added to the observations. Radar reflectivity observations ,10 dBZ were not assimilated during the experiments and radial velocities were only assimilated where the reflectivity was .0 dBZ. Though clear-air reflectivity observations were not assimilated, it is important to note that they do not necessarily indicate cloud-free conditions and have been shown to be ineffective at removing anomalous nonprecipitating clouds from the model analysis (Jones et al. 2016) . The observation error standard deviations for the radar reflectivity and radial velocity observations are set to 5 dBZ and 2 m s 21 , respectively, which are similar to previous studies (e.g., Aksoy et al. 2009; Yussouf et al. 2013 ).
b. GOES-R ABI band 9 (6.95 mm) brightness temperatures Band 9 on the ABI sensor is an infrared water-vaporsensitive channel with a central wavelength of 6.95 mm that provides information about clouds and water vapor in the middle and upper troposphere. Synthetic 6.95-mm brightness temperatures were created from the TRUTH simulation using the Successive Order of Interaction (SOI) forward radiative transfer model O'Dell et al. 2006) . Both the creation and assimilation of the synthetic brightness temperatures use the Seemann et al. (2008) surface emissivity dataset. The satellite observations were averaged from their original 2-km resolution to a spatial resolution of 6 km prior to their assimilation. Only observations that were completely clear or completely cloudy (as identified using cloud hydrometeor mixing ratios from the TRUTH simulation) within the averaging interval were used during the assimilation experiments. An observation error of 3.3 K is used for both clear-and cloudy-sky observations, similar to Otkin (2012b) . The use of a constant observation error has proven effective in prior studies; however, future studies will explore the use of cloud-dependent observation error models similar to those developed by Geer and Bauer (2011), Okamoto et al. (2014) , and Harnisch et al. (2016) .
c. Conventional observations
Conventional radiosonde and surface observations were created every 6 h from 0000 UTC 2 June to 1200 UTC 5 June 2005. The radiosonde observations are vertical profiles of wind, temperature, and water vapor mixing ratio up to 50 hPa at upper-air observation locations. Synthetic surface observations created for Automated Surface Observing System (ASOS) locations include the surface pressure, 10-m wind speed and direction, and 2-m temperature and water vapor mixing ratio. Measurement errors for each observation type were drawn from an uncorrelated Gaussian random distribution of error values typical for the sensor.
WRF Model and ensemble data assimilation configuration
The assimilation experiments also use version 3.4.1 of the ARW model and the same domain as TRUTH, except for using 4-km horizontal grid spacing and a 10-hPa model top. The clear-sky weighting function profile for the 6.95-mm channel is mostly below 50 hPa, so the majority of the signal comes from below the model tops in both the TRUTH and data assimilation experiments. The EAKF algorithm in the Data Assimilation Research Testbed (DART) system (Anderson 2001 ) is employed for the assimilation experiments using 50 ensemble members for all experiments. The ensemble members are generated following the method described by Torn et al. (2006) . The National Meteorological Center (NMC, now known as NCEP) method (Parrish and Derber 1992) is used in the WRF-Var system to generate background error covariances from five 24-and 48-h forecasts begun at 0000 UTC on 1-5 June 2005. An initial Global Forecast System (GFS) analysis file is then perturbed with those background errors to create an ensemble of initial and lateral boundary conditions.
The Noah land surface model and the YSU planetary boundary layer scheme are used for the experiments. While the TRUTH simulation uses the NAM model for initial and boundary conditions, the experiments use the perturbed GFS analyses. The temporally and spatially varying adaptive covariance inflation method described by Anderson (2007 Anderson ( , 2009 ) is applied to the prior ensemble at each assimilation time to help maintain ensemble spread. Whereas the SOI forward radiative transfer model was used to compute the synthetic satellite observations from the TRUTH simulation, the Community Radiative Transfer Model (CRTM; Han et al. 2006) was used to compute the model equivalent brightness temperatures during the assimilation experiments. Other differences between TRUTH and the experiments are the choice of cloud microphysics and radiation schemes. While TRUTH employs WSM6, the experiments use the Thompson microphysics scheme (Thompson et al. 2004 (Thompson et al. , 2008 . No convective parameterization scheme was used for any of the simulations. The experiments use the Rapid Radiative Transfer Model for General Circulation Models (RRTMG) longwave and shortwave radiation schemes (Iacono et al. 2008 ). The different model resolutions, initialization datasets, forward radiative transfer models, microphysics, and radiation schemes used in TRUTH and the assimilation experiments eliminates the possibility of performing ''identical twin'' experiments characterized by insufficient model error, which can bias conclusions about data impact (Atlas et al. 1985) . However, they also introduce differences in the model environment that can complicate interpretations of the experiment results.
The 50-member ensemble is initialized at 0000 UTC on 2 June 2005 and allowed to freely evolve for 24 h in order to increase the ensemble spread before synthetic radiosonde and surface observations created from the NAM analyses are assimilated every 6 h during an additional 45-h spinup period. The experiments then assimilate the synthetic satellite and radar observations every 5 min for a 2-h assimilation period from 2100 until 2300 UTC 4 June, at which time a 1-h ensemble forecast is begun. Gaspari and Cohn (1999) covariance localization is used in this study. The radar reflectivity and radial velocity observations use horizontal and vertical half-width localizations of 4 km, whereas the brightness temperatures use a horizontal localization half-width of 28 km and no vertical localization, given that they are sensitive to a broad layer of the atmosphere. Horizontal localization for the brightness temperatures is discussed further in section 6.
Brightness temperature bias correction
Several sources can introduce bias in an assimilation system, including the observations, the radiative transfer model, the NWP model, and initial and lateral boundary conditions. Previous studies have investigated relatively complicated bias correction schemes when assimilating clear-sky satellite radiances, including the use of airmassdependent model predictors and accounting for variations in geography and time (e.g., Harris and Kelly 2001) . The present study uses a simple fixed-value bias correction, similar to that used in Stengel (2008) and Stengel et al. (2009 Stengel et al. ( , 2013 . Given the short duration of this OSSE, the simulated clear-sky observations were bias corrected using the average bias in the clear-sky regions (3.1 K) at the start of the assimilation period. Bias correction was not applied to the cloudy observations because their bias error characteristics varied greatly with time because of changes in the cloud field. This provides evidence that more sophisticated bias correction methods based on observed cloud properties such as cloud-top height may be necessary to effectively remove the bias from cloudaffected observations. Figure 2 shows the evolution of the bias and RMSE during the assimilation period computed with respect to the clear and cloudy grid points in the TRUTH simulation. A grid point was considered cloudy if it had a total CWP greater than zero. The domain-averaged statistics shown here and in the rest of the paper exclude 20 grid points from the domain edges to reduce the impact of the lateral boundaries. The largest reduction in the cold bias occurs during the initial assimilation cycle. The bias increases each time the model advances to the next assimilation cycle, but is reduced again when new observations are assimilated. The bias correction reduces the clear-sky bias to 22.7 K by the end of the assimilation period as compared to 25.1 K without the bias correction (Fig. 2) . It also reduces the final analysis RMSE from 5.3 to 3 K. The use of a bias correction for the clear-sky observations also led to a slight improvement in the cloudy statistics.
Brightness temperature horizontal localization
Covariance localization is the maximum distance at which a given observation is allowed to impact a state variable. It allows for a relatively small ensemble to be used in ensemble assimilation systems by helping account for the small ensemble size relative to the degrees of freedom in the model state vector (e.g., Houtekamer and Mitchell 2001 , Whitaker and Hamill 2002 , Ott et al. 2004 . Figure 3 shows the time series of the domain-averaged bias and RMSE computed with respect to the clear and cloudy grid points in the TRUTH simulation during the 2-h assimilation period when using different horizontal localization radii for the ABI 6.95-mm observations. Overall, the bias and RMSE were smallest for clear-sky grid points when the 28-km radius was used, with larger errors occurring when the 20-and 36-km radii were used. The errors were larger when using the 20-km radius because the observations were unable to effectively remove erroneous clouds from clear areas of the domain given the shorter radius of influence. A larger 36-km radius promoted the removal of the excess cloud cover; however, the RMSE was still higher than the 28-km case because spurious thunderstorms were introduced in areas to the north of the main convective line (not shown). The 28-km radius was able to remove the excess clouds in clear-sky areas without creating the extra thunderstorms and thus had the lowest bias and RMSE. For cloudy grid points, the 28-and 36-km radii produced the smallest RMSE and bias, whereas the 20-km radius was again characterized by the largest errors. Thus, based on these results, the localization radius was set to 28 km for both clear-and cloudy-sky observations during the assimilation experiments described in the next section. This localization radius is smaller than that used in prior studies by Otkin (2012b) and Jones et al. (2013b) ; however, it is a reasonable value considering the higher horizontal resolution used in the current study. A shorter radius is necessary to account for the finescale cloud and water vapor features in the simulated satellite observations.
Radar and satellite assimilation experiments a. Observation space diagnostics
The impact of assimilating WSR-88D radar reflectivity and radial velocity observations and ABI 6.95-mm brightness temperatures, both separately and combined, is investigated using a control experiment in which no observations are assimilated (CTRL) and experiments in which only satellite (SAT), only radar (RAD), or both satellite and radar (SATRAD) observations are assimilated. The root-mean-square innovation (RMSI) and ensemble spread are observation space diagnostics computed for the brightness temperature, radar reflectivity, and radial velocity observations at each assimilation cycle for the SAT, RAD, and SATRAD experiments. The RMSI gives the fit of the observations to the model state before and after the assimilation and is defined as
where y is the observation, H(x) is the prior or posterior model state, and N is the total number of observations. The expression within the square brackets is the innovation. The total ensemble spread is a combination of the observation error and ensemble spread:
FIG. 3. ABI band 9 (6.95 mm) brightness temperature (K) bias and RMSE time series during the assimilation period for satellite assimilation experiments using a 20-(black), 28-(red), or 36-km (blue) horizontal localization radius for the brightness temperature observations. The top two panels show the statistics where the TRUTH simulation is cloud-free, whereas the bottom two panels show the statistics where the TRUTH simulation has clouds. where s obs is the observation error standard deviation and E is the number of ensemble members. They are used to compute the consistency ratio (CR) as an assessment of the assimilation system that compares the actual ensemble spread to the optimal ensemble spread (e.g., Dowell et al. 2004; Aksoy et al. 2009; Dowell and Wicker 2009; Jones et al. 2015) :
A CR of 1.0 is desired because the total spread should equal the RMSI in an ideal situation for a given observation type. Values less (greater) than 1.0 indicate too little (too much) ensemble spread and/or too small (large) of observation error variance. Figure 4 shows the CR time series computed during the assimilation period for the SAT, RAD, and SATRAD experiments. The satellite observations consistently have a CR . 1, indicating that larger-than-optimal observation errors were used or that there is too much spread in the model variables that the infrared brightness temperatures are most sensitive to (primarily water vapor and clouds). The radar reflectivity and radial velocity observations, however, have a CR , 1, which suggests they could benefit from increased ensemble spread or a larger observation error.
b. Brightness temperature assimilation statistics and final analysis
To assess the impact of the satellite and radar observations on the cloud and water vapor fields in the middle and upper troposphere, the bias and RMSE for the ABI 6.95-mm brightness temperatures for each assimilation cycle are shown in Fig. 5 . The 500-hPa water vapor and total cloud mixing ratio (sum of the cloud water, rainwater, cloud ice, snow, and graupel mixing ratios) from the TRUTH simulation at the end of the assimilation period is shown in Figs. 6 and 7 along with the differences between TRUTH and the ensemble mean for each assimilation experiment. For reference, the final 6.95-mm brightness temperature analyses are shown in the first column of Fig. 8 .
For the clear-sky grid points, the bias and RMSE are smallest during the SAT and SATRAD cases and largest during the RAD case (Fig. 5) . The RMSE was also smallest for the cloudy grid points when the satellite brightness temperatures were assimilated; however, the bias was slightly larger than the CTRL case and with the opposite sign. The reversal in bias is primarily due to the lack of clouds in the CTRL case over southeastern Kansas and northeastern Missouri (Fig. 8b) . The smaller RMSE during the SAT and SATRAD cases was primarily due to a more accurate depiction of the structure and location of the cloud field (Figs. 7, 8) , with some improvements also evident in the water vapor field in clear-sky areas (Figs. 6, 8c) . For the RAD case, large errors developed by the end of the assimilation period because of the expansion of upper-level clouds to the north of the thunderstorms that were not present in the TRUTH simulation (Figs. 8a,e ). These extensive upper-level clouds had developed because the radar assimilation led to excessive water vapor (Fig. 6d ) and cloud mass (Fig. 7d) within the thunderstorms over eastern Kansas that was then transported to the north 
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The 500-hPa total cloud hydrometeor mixing ratio (g kg 21 ) from the TRUTH simulation. This is the sum of the cloud water, rainwater, cloud ice, snow, and graupel mixing ratios. (b)-(e) The 500-hPa total cloud hydrometeor mixing ratio difference (g kg 21 ) between the TRUTH simulation and the CTRL, SAT, RAD, and SATRAD assimilation cases, respectively. All images are valid at 2300 UTC.
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FIG. 8. GOES-R ABI band 9 (6.95 mm) brightness temperatures during the final 1-h forecast at 2300, 2330, and 0000 UTC from the (a) TRUTH simulation, and from the ensemble mean for the (b) CTRL, (c) SAT, (d) RAD, and (e) SATRAD experiments, respectively. and east by the southwesterly upper level winds present across the region. The large wet bias in the RAD case (Fig. 6d) indicates that some of the cloud information was being incorrectly projected onto the water vapor field. It is possible, though, that these errors could have been constrained if more radar observations were assimilated in the surrounding clearsky regions. Assimilation of the satellite observations did not lead to excessive midlevel moistening along the western half of the convective line, though the analysis was slightly drier than the TRUTH simulation. Substantial moistening occurred farther to the east across northern Missouri (Fig. 6c) , however, which helped promote the more extensive development of thunderstorms across this region in the SAT and SATRAD cases.
c. Ensemble mean 1-h brightness temperature and composite reflectivity forecasts
After completing the 2-h assimilation period, a 1-h ensemble forecast was run for each assimilation experiment using the final ensemble analyses obtained at the end of the assimilation period. Figure 8 shows the ensemble mean 6.95-mm brightness temperatures for each experiment at 30-min intervals during the forecast period with the corresponding ensemble mean WSR-88D composite reflectivity over the same time period shown in Fig. 9 . The top row in each figure shows the evolution of TRUTH from 2300 to 0000 UTC, over which time the upper-level clouds expanded in TRUTH (Fig. 8a) as the thunderstorms intensified (Fig. 9a) .
The CTRL experiment (Fig. 9b) contains a broken line of thunderstorms across eastern Kansas and northwestern Missouri near a surface moisture boundary; however, they do not have the same structure, extent, or placement as the storms in the TRUTH simulation. The storms over northwestern Missouri are located too far to the west of the actual line of storms and maintain the westward displacement during the 1-h forecast. The CTRL case shows two distinct regions of cloud associated with the two storm clusters seen in the radar reflectivity, but the brightness temperatures do not change much during the forecast except to show a spreading of the cloud anvils. The coldest cloud tops are not as cold or as well defined as those seen in the TRUTH (Fig. 8a) simulation.
The line of storms that extends from Kansas City northeastward into southern Iowa has much better placement, extent, and structure for both the brightness temperatures (Fig. 8c ) and the reflectivity (Fig. 9c) in the SAT experiment. The cloud shape is very similar to TRUTH at 2300 UTC, and the reflectivity structure of the storms in eastern Kansas is relatively well reproduced; however, the lighter showers across southern Kansas and northern Oklahoma are too strong compared with TRUTH. Most of the storms do not maintain their strength during the 1-h forecast and do not increase in extent as found in TRUTH. There are still storms in eastern Kansas and a hint of the line that extends through northern Missouri, though quite weakened, at the end of the forecast. The SAT experiment captures the precipitation in eastern Nebraska, but with too broad of an extent of 5-30 dBZ reflectivity, and these showers dissipate prior to the end of the forecast period.
The cloud tops in eastern Kansas also have the same general shape in the RAD experiment (Fig. 8d) as in the TRUTH, but differences are large elsewhere in the domain. The horizontal structure of the composite reflectivity in eastern Kansas is better captured by the RAD experiment (Fig. 9d) than the SAT, though with higher maximum reflectivity than the storms in TRUTH. Even though the radar observations improve the radar analysis in eastern Kansas, they do not improve the corresponding satellite analysis over the SAT experiment because they do not capture as much of the cloud-top detail. The line of storms is not reproduced in Missouri, however, which is likely because of the sparseness of WSR-88D radar data available in that region, especially in the lower levels (Fig. 1) . The northeastern portion of Missouri does not have WSR-88D radar coverage below 10 000 ft (3048 m) above ground level, so no radars are able to give sufficient coverage in the low levels for that region. The weaker storms across southern Kansas are also not reproduced, even though observations from the Wichita radar were assimilated. The satellite observations, however, were able to detect these cloud features given their greater sensitivity to small cloud particles and were thus able to recreate them during the assimilation period. Similar to the SAT experiment, the strength of the storms produced in the RAD analysis is not maintained during the 1-h forecast period and the reflectivity does not increase in coverage as in TRUTH, even though the upperlevel anvil clouds continue to spread unhindered.
The SATRAD experiment starts with and maintains the best cloud structure and spatial extent throughout the forecast period (Fig. 8e) . It also produces the most accurate depiction of the TRUTH reflectivity forecast (Fig. 9e) as it best captures the structure of the storms in eastern Kansas and the line of storms extending through northern Missouri. The strength of the precipitation in southern Kansas that is overdone by the SAT experiment and too weak in the RAD case is much closer to that shown in TRUTH. In addition, all of these features are better maintained during the 1-h forecast. Therefore, these results indicate that both observation types provide useful information and produce the most accurate results when assimilated together. Figure 10 shows the probability of an ensemble member having a composite radar reflectivity .35-dBZ during the 1-h forecast for each experiment, with the .35-dBZ reflectivity swath for TRUTH indicated by the black contour. The assimilation of satellite or radar observations separately produced high probabilities that were more consistent with the spatial extent of the TRUTH than when no data were assimilated during the CTRL case. The satellite brightness temperature assimilation better captured the high reflectivity values across Missouri and southern Kansas. The strengths of each observation type work together in the SATRAD experiment to render the most accurate forecast probabilities of the four experiments. Thus, it has both the best reflectivity forecast from the ensemble mean and the best probabilistic reflectivity forecast based on the 50-member ensemble.
d. Probabilistic 1-h composite reflectivity forecasts

e. Environmental impacts
The maintenance of the storms during the final 1-h forecast is dependent on the model environment. The difference between the experiment and TRUTH total column water vapor is shown in Fig. 11 for the CTRL, SAT, RAD, and SATRAD experiments. All of the cases are too dry in the low-level inflow region to the south of the storms. The satellite assimilation helps reduce the dry bias in southeastern Kansas while increasing it in north-central Missouri. The use of the GFS for the initial and lateral boundary conditions instead of the NAM results in a warm, moist boundary region in the experiment background that extends farther north than in TRUTH, which shows in the overabundance of total column water vapor north of the storms in all of the experiments. At the same time, the dryline from southern Kansas into Oklahoma is more defined and located farther east in the experiments than the TRUTH. The RAD case reduces the dry bias in the southwestern corner of the domain more effectively than SAT, primarily below 650 hPa (not shown).
The black crisscross (3) in Fig. 11 indicates the location of the environmental sounding shown in Fig. 12 . Figure 12a shows the drying that the assimilation of the ABI 6.95-mm brightness temperatures in the SAT and SATRAD experiments produced throughout much of the troposphere below 450 hPa at that location, particularly between 300 and 600 hPa. This is the region where the 6.95-mm clear-sky weighting function peaks and so is most sensitive to atmospheric water vapor and is where the largest impact would be expected. Though the drying brings the SAT moisture sounding closer to TRUTH above 500 hPa, it results in a small dry bias below that level. The CTRL profile is moister than TRUTH through most of the column, and the RAD experiment does not change the sounding because the radar observations are sparse surrounding this location. There is also more spread within the ensemble soundings when the brightness temperatures are assimilated than when radar observations are assimilated, so the assimilated radar observations have less of an impact with more weight given to the prior model state.
Low-level moisture provides fuel for storms and surface moisture convergence, and boundaries are often favored locations for storm initiation. Figure 13a shows the 2-m dewpoint temperature and 10-m winds for the TRUTH at 2300 UTC. The remaining panels (Figs. 13b-e) show the 2-m dewpoint temperature difference between each experiment and the TRUTH simulation at that time, with the 10-m winds overlaid on each panel. The assimilation of satellite observations reduces the dry bias at the surface in the storm inflow region in southern Kansas and western Missouri as well as the moist bias in eastern Missouri. The 6.95-mm channel peaks in the midtroposphere, but the observations still impact the surface fields because no vertical covariance localization is used during their assimilation. The air behind the dryline in southern Kansas is too dry, and the dryline is located too far east in the CTRL experiment. Radar assimilation improves it somewhat because the assimilation of radial velocity impacts the low-level moisture advection. However, the improvements are not as large as when the brightness temperatures are assimilated. The most accurate surface dewpoint temperatures are obtained when both observation types are assimilated. Figure 14a shows the 2-m temperature and 10-m wind for the TRUTH at 2300 UTC. The cold pool generated by the storms can be seen in the 300 K and colder region across eastern Kansas and northwestern Missouri, with ) and 2-m dewpoint temperature difference (K) between the TRUTH simulation and the CTRL, SAT, RAD, and SATRAD assimilation cases, respectively. All images are valid at 2300 UTC.
CTRL and RAD experiments in dark blue in Missouri where no cold pools were analyzed. The SAT experiment reduces the surface temperature difference in the cold pool, but it is still too warm in locations where the storms are not as strong and too cold on the north side of the cold pool where the clouds are thicker than in the TRUTH. The SATRAD experiment brings the surface temperatures closest to TRUTH, though they are still too warm for much of the cold pool. This suggests that either none of the experiment analyses have strong enough storms or the difference in the microphysics used in the TRUTH and experiments could be influencing the strength of the cold pools and the formation of new updrafts along the cold pool leading edge. Some studies have shown that single-moment microphysics, such as the WSM6 used in the TRUTH simulation, may produce colder cold pools than multimoment schemes since they produce more small drops in the lower levels that evaporate more readily (e.g., Dawson et al. 2010 Dawson et al. , 2015 . However, those results are not conclusive, as shown by Wheatley et al. (2014) , and so may not explain the differences in cold pool strength here. The combination of higher 2-m temperature and moisture leads to larger values of surface-based convective available potential energy (CAPE) in TRUTH. There is a large disparity in the magnitude and distribution of CAPE between TRUTH and the experiments (Fig. 15) . TRUTH has the highest values of CAPE where the southerly low-level winds are advecting very moist, warm air into southeastern Kansas and western Missouri. The storms, whose cooling effect is evident in the CAPE minimum, form along the pooling of the higher CAPE values during the assimilation period. Unlike the TRUTH simulation, the experiments have relatively low CAPE across Kansas and extend the region of CAPE . 3000 J kg 21 too far north into Iowa. The assimilation of brightness temperatures increases the CAPE in the storm inflow region, providing more fuel for the storms. The SATRAD experiment increases the CAPE the most and brings the structure of the CAPE closer to TRUTH, at least in the immediate inflow region of the storms in northwestern Missouri. The GFS analysis used to initialize the experiments has the warm, moist air extending farther north into Iowa than the NAM analysis used to initialize the TRUTH simulation (not shown), which influences the spatial extent and location of the higher CAPE values.
Conclusions and discussion
An OSSE was performed that assimilated synthetic GOES-R ABI 6.95-mm brightness temperatures and Doppler radar reflectivity and radial velocity observations on a 4-km-resolution ARW model domain using the DART ensemble data assimilation system. The observations were assimilated every 5 min during a 2-h period before a 1-h ensemble forecast was generated from the final ensemble analyses. A simple bias correction was used for the clear-sky brightness temperatures in order to reduce a cold bias present at the beginning of the assimilation experiments. A horizontal localization radius half-width of 28 km was found to work well when assimilating the brightness temperatures. The assimilation of the radar observations provided the best storm structure across eastern Kansas, but they were not available throughout the model domain and so were not able to reproduce the entire storm system. However, the satellite brightness temperatures covered the entire domain and were able to reproduce the general structure of the storms, including those not produced by the radar assimilation. The assimilation of the satellite brightness temperatures improved the structure of the water vapor field in the clear-sky regions and resulted in cloud tops and structure in the analysis in relatively good agreement with TRUTH. The most accurate analysis and forecast resulted from analyses produced when both GOES-R ABI brightness temperatures and Doppler radar observations were assimilated. Where no or sparse radar observations were available, the satellite observations were able to reproduce the storms and improve the storm environment. At the same time, the radar observations were able to refine the thunderstorm structure where they were available. Thus, these results provide evidence that satellite and radar observations provide complementary information.
There were several differences between the setup of the TRUTH simulation and the model experiments that kept the OSSE from being an identical twin experiment. Different datasets were used to initialize the TRUTH simulation and the assimilation experiments, the NAM for the former and the GFS for the latter. This resulted in differences in the atmospheric environment that were not completely overcome through the assimilation of the satellite and radar observations. Different cloud microphysics and radiation schemes were also used, in addition to different forward radiative transfer models for creating and assimilating the synthetic brightness temperatures. Though eliminating the possibility of performing an ''identical twin'' experiment, all of these differences made it more difficult to determine the exact impacts of the assimilation experiments. However, they may also help create an environment that is more analogous to an actual operational setting. The assimilation of surface observations during the 2-h assimilation period would likely have helped improve the surface environment, which in turn may have improved the analyses and forecasts.
Overall, this study demonstrates the advantages of assimilating GOES-R ABI 6.95-mm brightness temperatures in a high-resolution model, both alone and in combination with Doppler radar reflectivity and radial velocity observations. The major features of a complex of severe storms were reproduced in the analysis, and the forecast accuracy was improved when the brightness temperatures were assimilated. A more sophisticated bias correction method and the assimilation of additional ABI bands may further improve these results. Though computationally expensive, these experiments demonstrate the feasibility of assimilating high-resolution satellite and radar observations and are relevant to other experimental convection-resolving data assimilation systems under development (e.g., Wheatley et al. 2015; Jones et al. 2016) . 
