In many species a fundamental feature of genetic diversity is that genetic similarity 11 decays with geographic distance; however, this relationship is often complex, and may 12 vary across space and time. Methods to uncover and visualize such relationships have 13 widespread use for analyses in molecular ecology, conservation genetics, evolutionary 14 genetics, and human genetics. While several frameworks exist, a promising approach 15 is to infer maps of how migration rates vary across geographic space. Such maps 16 could, in principle, be estimated across time to reveal the full complexity of population 17 histories. Here, we take a step in this direction: we present a method to infer separate 18 maps of population sizes and migration rates for different time periods from a matrix 19 of genetic similarity between every pair of individuals. Specifically, genetic similarity is 20 measured by counting the number of long segments of haplotype sharing (also known 21 as identity-by-descent tracts). By varying the length of these segments we obtain 22 parameter estimates for qualitatively different time periods. Using simulations, we 23 show that the method can reveal time-varying migration rates and population sizes, 24 including changes that are not detectable when ignoring haplotypic structure. We 25 apply the method to a dataset of contemporary European individuals (POPRES), 26 and provide an integrated analysis of recent population structure and growth over 27 the last ∼3,000 years in Europe. Software implementing the methods is available at 28 https://github.com/halasadi/MAPS. 29 1 30
1 Introduction such as principal components analysis (Ralph and Coop, 2013; Lawson et al., 2012; Leslie et al., 2015) . (a) Coalescent times between a pair of hapolotypes (A and B) will vary across the genome in discrete segments bordered by recombination breakpoints. On average, longer segments represent shorter pairwise coalescent times (T AB ) (b) Flow diagram of MAPS. i) We start with a matrix of called genotypes; ii) lPSC segments between all pairs of chromosomes across the genome are identified from the data using external methods (such as BEAGLE, Browning and Browning (2011)); iii) lPSC segments between pairs of individuals are aggregated at the levels of pairs of populations; iv) A grid is constructed and individuals are assigned to the most nearby node; v) The probability of the PSC sharing matrix can be computed under a stepping-stone model where each node represents a population and each edge represents symmetric migration; vi) We use an MCMC scheme to sample from the posterior distribution of migration rates and population sizes. The final MAPS output is the mean over these posterior samples, and the averaged rates can be transformed to units of dispersal rate and population density. The diagram does not show a bootstrapping step used to estimate likelihood weights to account for correlations between lPSC segments, see Equation (6) in Methods.
ifest themselves in genotype data as unusually long regions of high pairwise similarity, which 98 can be detected by various software packages (Gusev et al., 2009; Browning and Browning, a coalescent stepping stone model and refinedIBD (Browning and Browning, 2011, 2013) 146 to identify lPSC segments. All simulations involved twenty demes, each containing 10,000 147 diploid individuals, and each exchanging migrants with their neighbors. We analyzed each Figure 2 : Simulations comparing migration rates inferred with MAPS against effective migration rates inferred with EEMS. (a) We simulated data under uniform migration rates equal to 0.01 and applied EEMS and MAPS using PSC segments in the range 2-6cM and ≥6cM. Like EEMS, MAPS correctly infers a uniform migration surface. Additionally, MAPS provides accurate estimates of the migration rates for both PSC segments 2-6cM (mean 0.01) and PSC segments ≥6cM (mean 0.0086). (b) We simulated a recent sudden migration barrier formation 10 generations ago. Here, EEMS is unable to infer a barrier, while MAPS correctly infers the historical uniform surface (2-6cM) and a barrier in the more recent time scale (≥6cM). (c) We simulated a long-standing migration barrier that recently dissipated 20 generations ago. EEMS infers a barrier, while MAPS correctly infers both the historical migration barrier (2-6cM) and the uniform migration surface in the more recent time scale (≥6cM). In all cases shown here, we simulated a 20 deme stepping stone model such that the population sizes all equal to 10,000, and 10 diploid individuals were sampled at each deme.
tions ago, when a complete barrier to gene flow instantaneously arose (a "vicariance event", contrast, MAPS has the potential to distinguish these two types of variation.
Figure 2b
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To illustrate this difference we simulate data with a constant migration surface, and a 180 population size surface that has a 10-fold "dip" in the middle of the habitat (deme size 1,000 181 vs 10,000; Figure 3 Figure 3 : Simulations comparing population sizes inferred with MAPS and "diversity-rates" inferred with EEMS. We simulated uniform migration rates of 0.01 and a trough of low population sizes in the center of the habitat such that population sizes equal to 1,000 at the center and 10,000 otherwise. Under these simulations, EEMS infers a barrier in effective migration and infers uniform diversity rates. However, MAPS correctly infers a uniform migration surface (mean 0.01) and provides accurate estimates of deme sizes (mean 985 at the center and 9100 at the edges)
Applying MAPS to the POPRES data
To illustrate MAPS on real data, we analyze a genome-wide SNP dataset on individuals 194 of European ancestry (the "POPRES" study Nelson et al., 2008) . Previous analyses of 195 these data have shown the strong influence of geography on patterns of genetic similarity 196 (Novembre et al., 2008; Lao et al., 2008; Ralph and Coop, 2013 
200
We applied MAPS to these data using three different PSC segment length bins: 1 − 5cM, 
206
We note that the accuracy of called PSC segments will vary across these bins: based on (17) and (18)). Generally, we observe the patterns of dispersal to be relatively constant over time periods, however, we see a sharp increase in population density in the most recent time scale (>10cM). Note the wider plotting limits in inferred densities in the most recent time scale. ment sharing (Supplementary Figure S4a ). The MAPS inferred country population sizes are also highly correlated with estimated current census population sizes from The World Bank 228 (2016) and National Records of Scotland (2011) (Supplementary Figure S6 ).
229
The most notable variation among the estimated surfaces from different time scales is a 230 dramatic increase in the mean estimated population density in the most recent time scale 231 (Figure 4 and Supplementary Figure S7 ). Indeed, the estimated mean for the last time 232 scale -1.4 individuals per square km -is 6-9 fold higher than those for the earlier time 233 scales (0.16 and 0.22 respectively). This increase is consistent with the recent exponential 234 growth of human population sizes (Cohen, 1995) . The estimates themselves are lower than 235 historical estimates of ≈1-30 individuals per square km based on archaeological data (e.g. analysis are on average shorter and hence older, one would expect lower density estimates, based on our results that suggest lower densities in the past (Figure 4 ).
Comparison with EEMS
264
The EEMS results for these data ( Figure S8 found their correlation to be only modest (Pearson's ρ = -0.38), with the most notable devi-271 ation for comparisons between countries in Eastern Europe ( Figure S9a ). Furthermore, most 272 of this correlation is due to geographic distance: after controlling for geographic distance the 273 correlation is only -0.18, which may be a more relevant metric because inferred spatial het-274 erogeneity in gene flow (barriers and corridors) is driven by departures from simple isolation 275 by distance.
276
To better assess the impact of ii) we applied EEMS on a distance matrix constructed 277 to have the same similarity patterns as the PSC segment sharing matrix input to MAPS
278
(1−5cM length bin). The resulting EEMS surface is more similar to the corresponding MAPS rates and generation times with PSC segments > 2cM), whereas EEMS inferences reflect 295 demographic history on a longer timescale across which pairwise coalescence occurs (99% of 296 events > 6000 years old, assuming diploid N e of 10,000 for humans, exponential coalescent 297 time distribution).
298
Another consequence of modelling PSC sharing, rather than genetic distance, is that 299 MAPS can separately estimate demographic parameters related to migration rates (M) and 300 population sizes ( N ), as in Figure 3 for example. In essence MAPS does this by using the 301 known recombination map as an additional piece of information to help calibrate inferences.
302
In contrast EEMS, which makes no use of recombination maps, cannot separate M and N .
303
Instead EEMS infers a compound parameter referred to as the "effective migration rate", For the empirical data analysis, we use the PSC segments ("IBD") calls from Ralph and 396 Coop (2013), which can be found here: https://github.com/petrelharp/euroibd. We further applied a filter to retain countries with at least 5 sampled individuals, and removed Russian and Greek individuals to restrict the habitat to a smaller spatial scale Let α, β denote the demes that (haploid) individuals i and j are sampled in, we define,
For the marginal distribution, we assume
and one option for computing the joint distribution of the data is to assume independence 419 between pairs of individuals (i, j) as done previously (Palamara et al., 2012; Palamara and 420 Peer, 2013; Ralph and Coop, 2013; Ringbauer et al., 2017) . This assumption leads to the 421 log-likelihood,
whereX = {X α,β } such that (α, β) ∈ {1, · · · , d} × {1, · · · , d} and d is the number of demes. FurthermoreX
where n α is the number of sampled individuals in deme α, d α is the set of all individuals in deme α, and
However, we found that there were significant correlations in lPSC segments between 423 individuals. To deal with this, we down-weighted the likelihood function to reflect the 424 "effective" number of samples (e α,β ) instead of the number of pairs (n α,β ). The effective 425 number of samples between demes α,β is given by,
In the case of independence, Var[X α,β ] ≈X α,β n α,β . However, because of correlations in the data, comparisons. The loglikelihood adjusted for correlations is given by,
Computing the expectation of X R i,j |Θ 432 Next, we derive expressions to compute the expectation of the number of PSC segments of length greater than u (X 
where G denotes the length of the genome (in base-pairs), L denotes the random length (in base-pairs) of the PSC segment between i and j containing a pre-specified position in the 434 genome (base b say), and f L is its probability density. Intuitively, Gf L (l|Θ) is the expected 435 number of base-pairs that lie in PSC segments of length l, making Gf L (l|Θ) l the expected 436 number of PSC segments of length l. Integrating the latter quantity from µ to ∞ gives the 437 desired result.
438
To help compute (8) we introduce T ij to denote the (random) coalescent time in generations between i and j at base b, with density f T ij (t|Θ). Then (8) can be written as an integral over T ij :
using the relation that f L,
A key simplifi-439 cation here comes from the fact that, given T ij , L is conditionally independent of Θ.
440
It can be shown that the conditional distribution of L given T ij is an erlang-2 distribution (Palamara et al., 2012; Palamara and Peer, 2013; Hein et al., 2004 ) with density
where r is the recombination rate per base-pair. Substituting this into the inner integral of (11) and integrating analytically yields
leading to
Here, we assume the probability density of T i,j is given by,
where demes α, β denote the deme where lineages i and j are sampled from, q κ = 1 2Nκ is 441 the coalescent rate in deme κ, and M = m α,β is the migration rate matrix between all d demes such that (α, β) ∈ {1, · · · , d} × {1, ..., d}. We compute the matrix exponential by first
Having computed all individual components of ∞ 0 f T i,j (t|Θ)2rte −2tru dt, we are left to 445 evaluate a one-dimensional integral which we do by Gaussian quadrature (with 50 weights).
446
To compute the expected number of PSC segments in a range R = (µ, ν)
As mentioned previously, the units of µ, ν are in base-pairs. However, we can transform to Given an inferred population size at a particular deme α and a grid with uniform spacing, the transformation from population size to population density is given by
where ∆A = A H d is the area covered per deme such that A H is the area of the habitat 466 (in km 2 ), d is the number of demes, and x corresponds to the spatial position of deme α.
467
Intuitively, (17) implies that the density multiplied by the area equals population size, i.e.
468
D e (x)∆A ≈ N α . Equation (17) can is analogous to equation 7 in (Baharian et al., 2016) .
469
Given a migration rate (m), the transformation to dispersal distances is given by,
where ∆x is the step size of the grid (km). The dispersal distance represents the distance 471 traveled by an individual after one generation, and sometimes is called the "root mean square 
where M = m α,β denotes the migration rate matrix, and m α,β is the migration rate between 491 demes α, β and q α = 1 2Nα is the coalescent rate of deme α which is proportional to the inverse 492 of the population size at deme α (N k ). Let T i,j denote the (random) coalescent time between 493 the pair of sampled lineages, and f T i,j (t) denote the probability density of a coalescent event 494 at time t. Here, we derive f T i,j (t) by conditioning on the position of the two lineages.
495
Lemma 5.1 Let X i (t), X j (t) ∈ {1, · · · , d} × {1, ..., d} denote the position of lineage i and 496 lineage j at time t respectively. The probability density f T i,j (t) that lineage i and j coalesce 497 at time t is given by d κ=1 q κ P (X i (t) = κ, X j (t) = κ).
498
For ∆t ≈ 0,
Taking the limit ∆t → 0, we arrive at the density
The random walk approximation to the coalescent 501 Here, we introduce an approximation,
The intuition is that probability that lineage i and j coalesce before time t is extremely small 503 such that the two lineages approximately behave like two independently moving particles.
504
Each lineage can be modeled by a random walk with transition matrix M . These assump- 
510
This approximation implies that
where lineages i, j are initially sampled in deme α, β. Or equivalently in matrix form,
where Q = diag(q 1 , ..., q d ).
513
Varying migration rates and population sizes across time 514 Corollary 5.1.1 Let time slice k be defined by the interval t k−1 < t < t k , M k denote the migration rate matrix in time slice k, and Q k = diag(q k 1 , ..., q k d ) where q k α denotes the coalescent rate in deme α at time slice k. Let T i,j denote the coalescent time between lineage i, j sampled in demes α, β, then under the independence assumption, for t ∈ (t K−1 , t K ),
Expected number of lPSC segments given the demography Θ being at least length µ. According to equations 9-14 from (Palamara et al., 2012) ,
We obtain the desired result by substituting (S29) and (S30) into (S28) and canceling like-524 terms.
525
Expected age of a segment 526 We choose PSC segment lengths based on their expected age which is derived below.
527
Lemma 5.3 The expected coalescent time (t, in generations) of an PSC segment between 528 between length L 1 centiMorgans and L 2 centiMorgans is approximately 300
We choose to work in units of basepairs, and will convert back to units of morgans at the 531 end. We convert L 1 into units of base-pairs with the transformation: µ = L 1 100r and similarly 532 ν = L 2 100r .
533
Let us denote T |l, N as the random coalescent time of a PSC segment that is at least length l under a single-deme demography model with population size N . The expected coalescent time of an PSC segment longer than µ base-pairs can be expressed as
where f L (l|t) = 4r 2 t 2 le −2trl denotes the probability density that a PSC segment is of length 534 l given it has a common ancestor event at time t, f T (t|N ) denotes the probability density 535 that a coalescent event occurs at time t under the demography model with population size 536 N .
537
Next, we expand a key term in equation (S31)
and assume,
Putting everything together,
We can remove the dependence of N by taking lim N →∞ as done similarly in Baharian et al.
539
(2016),
Now that we have derived the expected age of PSC segment longer than µ, it is quite simple to expand the equation for PSC segments between µ and ν base-pairs,
We transform back to units of centimorgans: let L 1 = 100rµ and L 2 = 100rν be in units of centiMograns Poisson process with rate m, and let X(t) be a vector denoting the coordinates of the particle 547 at time t. The distribution of X(t) approximately only depends on the compound parameter 548 m(∆x) 2 (or equivalently √ m∆x).
549
where N (t) is the number of steps taken by time t, and Z i is a random variable representing 550 the direction and magnitude taken at step i. Since X(t) is a sum of iid variables, a form of 551 the central limit theorem applies here and X(t) converges to the normal distribution (Rényi, 552 1960).
553
In a random walk on a triangular grid, a particle can move in one of the 6 directions 554 (upper-right, right, lower-right, left, upper-left, and lower-left) :
/2) T with p = 1/6 = (∆x, 0) T with p = 1/6 = (∆x/2, −∆x √ 3/2) T with p = 1/6 = (−∆x, 0) T with p = 1/6 = (−∆x/2, ∆x √ 3/2) T with p = 1/6 = (−∆x/2, −∆x √ 3/2) T with p = 1/6
where ∆x represents the step size in the grid (i.e. edge length). The mean and variance are 556 given by, 
where I 2 is the identity matrix. Under normality, the mean and variance are sufficient 559 statistics. Note that (S39) and (S40) also hold for square grids.
560
Interpretation of the migration diffusion parameter m(∆x) 2
561
In addition, we provide a physical interpretation to (∆x) 2 in terms of the squared distance 562 from the origin per generation. Let the distance d = X(t) = x 2 1 + x 2 2 , then 563
m∆x can be interpreted as the distance traveled by an individual after 564 one generation, and sometimes is called the "dispersal" distance or the "root mean square 565 distance". For computational efficiency, the EEMS software uses a combination of the resistance dis-568 tance model and within-deme "diversity rates" to approximate expected pairwise coalescent 569 times, in which,
whereÊ[T α,β ] is the resistance distance approximation to the expected coalescent time between deme α and deme β, e qα is the "diversity rate" in deme α, and R α,β is the resistance distance between demes α, β (Petkova et al., 2016). The diversity rates have no simple expression in terms of population-genetic parameters under the multi-deme coalescent model. As an alternative, diversity rates can be interpreted as reflecting average within deme heterozygosity since e q = E[T w ] ∝ H α where the heterozygosity for deme α (H α ) is defined as,
where D i,j is the average number of differences between (haploid) individuals i and j.
571
Migration and population sizes are identifiable in MAPS 572 MAPS models the recombination process using rates estimated from a recombination rate 573 map. In this model, population sizes and migration rates can be inferred separately rather 574 than as a joint parameter. Intuitively, the recombination rate serves an independent clock 575 to calibrate estimates.
576
More formally, a statement of identifiability is a statement regarding the likelihood.
577
MAPS models the expected number of lPSC segments shared between pairs of (haploid) 578 individuals, and can be computed with an integral (14). The integral can be broken up into 579 a product of two functions: a function describing the decay of PSC segments as a function of 580 time ("recombination rate clock"), and the coalescent time probability density f T i,j (t) (15).
581
The migration rates and population sizes only appear in f T i,j (t), and cannot be cannot be 582 factored into parameters involving combinations of the migration rates and population sizes. tessellation for the coalescent rates is T q = (l q , q, c q , µ q ).
589
The location of each (unordered) Voronoi cell is distributed uniformly across the habitat,
and the number of cells (a-priori) are drawn from a negative binomial distribution, 591 c m ∼ NegBi(r m , p m ).
The effects of each Voronoi cell is normally distributed with variance ω 2 .
The probability of a particular (unordered) cell configuration is,
We assume,
We set log10(2) as the upper bound for log10(ω m ) so the m so the probability that it is within 595 3 orders of magnitude from the mean is 0.95 a priori, and we set log10(1) as the upper bound 596 for log10(ω q ) to restrict the population sizes so to be within 2 orders of magnitude from the 597 mean with probability 0.95 a priori.
598
We assume, 599 µ m ∼ U (−10, 4) (S51) µ q ∼ U (−10, 4).
We place a uniform prior on the log of the mean rates to reflect that we are uncertain about 600 the order of magnitude. Here, the data is highly informative of the mean, as a result, we 601 can allow the support of the prior to vary by many orders of magnitude. 
which allows us to update the magnitude of the parameters (µ) and the variance scale (ω) 609 separately.
610
We add MH joint random-walk updates to µ and e i to ensure thatē = i e i c ≈ 0. To do 611 this, we jointly update µ and e i by,
where ∼ N (0, 1). We do this for both the migration rates and population sizes.
613
Updating the number of cells 614
The number of cells change the dimension of the likelihood, and a result, we must use 615 a Reversible Jump MCMC step so that the ratio of densities in the Metropolis-Hastings 616 acceptance ratio is well-defined (Green, 1995) . We choose to update the number of cells with 617 a birth-death update (Stephens, 2000) . Fortunately, in such a case, the updates reduce to 618 standard Metropolis-Hastings because the dimension matching constant (i.e. the "Jacobian") 619 equals one (Petkova et al., 2016; Stephens, 2000) . See equations S31 and S32 in Petkova The acceptance ratio for a birth update (going from c cells to c + 1 cells) is
where x denotes the current state of the MCMC, x the proposed state, e c+1 is the proposed cell effect drawn from a standard normal. Conversely, in a death-update, we randomly choose one cell uniformly to kill. In this case, the acceptance ratio for a death proposal (going from c + 1 cells to c cells) is Figure S4 : Visualizing normalized sharing of PSC segments that are 1-5cM. The color scheme is the same as used in Ralph and Coop (2013) where the colors give categories based on the regional groupings: W Western Europe, S Southern Europe, and E Eastern Europe (a) The average sharing within each sample locale is transformed to population sizes using the simple single deme estimator by Palamara et al. (2012) . This transformation can be roughly summarized as to say that N α ∝ 1 xα,α where N α is the effective population size in deme α andx α,α is the average pairwise PSC sharing between individuals in deme α. (b) Similar to Ralph and Coop (2013) , for each focal population (marked with an x), we plot the normalized average pairwise sharing between that population and all others (normalized by the average sharing within the focal population), i.e. if α is the focal population, we show Figure S5 : The correlation between census size and inverse average PSC sharing as a function of minimum PSC length considered. We use census size compiled from the The World Bank (2016) and National Records of Scotland (2011). The smooth black curve denotes the loess fit. Longer PSC segments correlate more strongly with census size than shorter PSC segments ) ] across the spatial habitat where σ (D e ) denotes the dispersal rates (population densities) in the 5-10cM length bin and σ (D e ) denotes the dispersal rates (population densities) in the 1-5cM length bin. (b) The results here are similarly plotted as above, however, the adjacent length scales are given by: 5-10cM and >10cM. The log10 differences are estimated in such a way so that the mean log10 difference is shrunk to zero. For example, for estimating dispersal in 5-10cM, we assume log10(σ ) = E[log10(σ)] + where E[log10(σ)] is estimated using PSC segments 1-5cM and ∼ N (0, ω 2 ) is estimated from PSC segments 5-10cM. Consequently, the log ratio between dispersal rates from the two lengths bins is constructed to have mean zero apriori (i.e. E[log10( σ σ )] = 0). Figure S8 : EEMS applied to the POPRES dataset. We apply EEMS to the same set of individuals as used in Figure 4 (see Methods). (a) The effective migration rates (b) The effective diversity rates. Here, we ran EEMS with 200 demes (as in Figure 4 ) with default parameters and averaged over 10 independent replicate chains. Each chain ran with 50e6 MCMC iterations, 25e6 set as burn-in, and we thinned every 5000 iterations. Figure S9 : Genetic distance vs PSC sharing (a) The averaged genetic distance (as used in EEMS) is plotted against the average number of PSC segments (> 1cM) for each pair of populations. Each point denotes a pair, the symbols represent groupings from Ralph and Coop (2013) (W Western Europe, S Southern Europe, and E Eastern Europe), and the colors represent the pair of regions. We see a negative correlation between the two summary statistics (Pearson's ρ = -0.38, p-value = 7e-11), with the largest deviations occurring in comparisons between Eastern European populations. (b) EEMS results on PSC data transformed to a distance matrix. First, we encoded the PSC sharing statistics into a similarity matrix S such that S i,j is the number of shared PSC segments between samples i and j and S i,i is the maximum number of shared segments in the dataset (which we denote as c) to ensure S is a similarity matrix. Next, we transformed S to a genetic distance matrix D such that D = c11 T − S + E where E ≈ 0 is a random genetic distance matrix of normal vectors with mean 0 and standard deviation of 0.01 added to ensure D is full rank. Finally, we applied EEMS to the distance matrix D. Though this procedure is heuristic, we see shared features between this surface and the MAPS dispersal surface shown in 
