Abstract-Symbiotic organisms search (SOS) is
I. INTRODUCTION
In the last few decades, global numerical optimization has become an interesting and challenging field of study to develop. Many of the optimization problems were solved by gradient-based optimization methods. However, technology has advanced rapidly in the last few decades, causing optimization problems to be varied and difficult to resolve. As a result, gradient-based optimization methods become less efficient in solving some complex problems. Due to these limitations, researchers have sought to find other optimization methods that are more effective than gradient-based optimization methods.
Recently, numerous metaheuristic optimization methods have been extensively researched and have evolved into potential alternatives to gradient-based methods. A "metaheuristic" is defined as an algorithmic framework that has a particular pattern, often nature-inspired, that iteratively simulates a set of randomly generated solutions to achieve better optimal solutions [1] . Notable examples of metaheuristic algorithms include the genetic algorithm (GA) [2] , simulated annealing (SA) [3] , particle swarm optimization (PSO) [4] , differential evolution (DE) [5] , ant colony optimization (ACO) [6] , harmony search (HS) [7] , artificial bee colony (ABC) [8] , firefly algorithm (FA) [9] , cuckoo search (CS) [10] , and teaching-learning-based optimization (TLBO) [11] .
However, there are limitations of existing metaheuristic methods. For example, GA uses complicated operators (on selection and crossover), often trapped in local optima, and has a weak local search capability [12] . PSO has a poor exploration capability in solving complex multimodal problems and can be easily trapped in local optima [12] . As a result, in agreement with the "no-free-lunch" theory [13] , new metaheuristic optimization methods must be developed to solve specific and more complex optimization problems [14] [15] [16] . Furthermore, there is a growing number of studies in combining metaheuristic algorithms with other techniques to handle advanced problems [17] [18] [19] [20] .
Symbiotic organisms search (SOS) proposed by Cheng and Prayogo [21] is a promising new metaheuristic method that can produce a better solution in comparison with other traditional metaheuristic methods such as GA, PSO, and DE. This method simulates symbiotic behaviors between living creatures of different species in an ecosystem with the goal of survival. Although quite new, SOS has been utilized to solve many difficult optimization problems. In this research, an improved version of SOS is proposed called "enhanced symbiotic organisms search" (ESOS), which modifies the mechanism of the parasitism phase to produce a better exploration strategy. The proposed ESOS method is then used to solve complicated mathematical benchmark problems and one structural engineering design problem.
II. METHODOLOGY

A. Brief Introduction to the SOS Algorithm
First developed by Cheng and Prayogo [21] , SOS is a metaheuristic algorithm inspired by the symbiotic relationships among organisms in their ecosystem as illustrated in Fig. 1 . Initially developed for continuous numerical optimization, SOS has been widely used for solving various optimization problems in a variety of research areas. Similar to well-known metaheuristic algorithms, SOS comprise a sequence of operations that can generate potential best solutions at each iteration. The algorithm is constructed in three main phases: mutualism, commensalism, and parasitism. In the mutualism phase, two candidate solutions benefit from the interaction; in the commensalism phase, one of the candidates receives an advantage while the other candidate is not affected; and in the parasitism phase, one candidate benefits while the other is harmed. The cycle of these symbiotic interactions continues until the specific criteria are satisfied.
B. Modification in the SOS Algorithm
Since its introduction by Cheng and Prayogo [21] , SOS has been widely applied in many research fields [22] [23] [24] [25] [26] . The three phases that comprise the SOS structure offer unique searching characteristics [21] . For example, mutualism and commensalism benefit SOS with their good exploration capabilities, and parasitism has a strong exploiting characteristic with its cloning and random-based mutation operator. Additionally, parasitism has the capability to remove inferior solutions. Nevertheless, improving the performance of SOS has become even more necessary as the complexity of numerical problems has increased tremendously.
In this research, enhanced SOS (ESOS) is introduced as an improved version of SOS by modifying the current parasitism phase. In addition to the commonly known cloning and mutation concept, a sub-phase, called "cleptoparasitism" is introduced in the parasitism phase. The proposed sub-phase is originally adopted from the crow search algorithm (CSA) [27] . The cleptoparasitism sub-phase mimics the ingenious behavior of crows that keep their food reserves in hiding places for future retrieval. The following pseudo-code explains the mechanism of the modified parasitism phase:
if rand1 < 0. Similar to the canonical SOS, the ecosystem passes through the mutualism and commensalism phases in sequence before entering the modified parasitism phase. The modified parasitism phase is now of two sub-phases: the original parasitism sub-phase and the cleptoparasitism sub-phase.
In the cleptoparasitism sub-phase, ri is introduced as a uniform random number with a value determined by Askarzadeh [27] , as seen in (1):
Thereafter, fl is the range of the range between the morganism and (m + 1)-organism in a single loop. The value of fl is determined by the user taking a random number with a uniform distribution between -2 and 2. There is a possibility of random numbering for fl that results in better search performance, but the researcher has not done so due to time constraints. The definition of fl can be seen in (2):
The coef is the coefficient of the difference in value possessed by the best position of organism (xbest) and the current position of the m-organism (xm), which can be seen in (3); and the new position of the m-organism (xm') obtained through (4) :
III. ESOS VALIDATION ON NUMERICAL BENCHMARK PROBLEMS
In this section, the performance of ESOS is tested through complex benchmark problems. For comparison purpose, PSO, DE, and the original SOS algorithm are employed. The experimental setting is described as follows: the population sizes of PSO, DE, SOS, and ESOS are set to 50 each; the maximum number of function evaluations is set to be 250,000; and the iteration stops only if the function evaluations exceed the maximum number allowed.
To maintain an equivalent comparison, PSO, DE, SOS, and ESOS algorithms are tested under the same conditions and parameter settings for the four algorithms as shown in Table I . The number of ecosystems is denoted by n; w is the inertia weight; c is the crossover rate; and F is the scaling factor. A set of 26 benchmark functions is used to evaluate the algorithms. The experiment is repeated over 30 times and the average results for mean (M) and standard deviation (SD) are recorded in Table II and Table III . Bolded numbers represent the best mean value for each function. To further find out about the superiority of the ESOS compared with the original SOS algorithm, we show the convergence profiles for Rosenbrock mathematical benchmark problem in each iteration as shown in Fig. 2 . The SOS algorithm has a slightly better convergence rate in comparison with the ESOS algorithm. However, as the iteration progresses to a greater value, ESOS converges faster. The ESOS and SOS algorithms found the best value of 0.13893 and 4.64578, respectively, after 1200 iterations. This proves that improvisation in one phase of the SOS algorithm produces a positive impact on the computation of more optimal results. 
IV. PRACTICAL EXAMPLE OF STRUCTURAL PROBLEM
Practical performance of the ESOS algorithm is investigated by using 72-bar space truss structure problem. PSO, DE, and SOS algorithms are used as comparisons. For all four methods, the best weight (minimum), standard deviation, and average (mean) were obtained from 30 independent runs, with the maximum value for the function evaluation set at 50,000.
The objective of the 72-bar space truss problem is to obtain the lightest structural weight and was previously investigated by Li et al. [28] . This test problem uses two linear inequality constraints, stress (σ) and displacement (∆), and one design variable, cross-sectional area (x). The following objective of design optimization on structural problem is to find a minimum weight (W) of structures, so we can get a minimum cost of construction. The objective function for this problem can be seen in (5):
with Nm is the total number of truss members, Lm is the length of each truss members, and mm is the coefficient of weight per length of truss members, as follows:
The boundary conditions for cross-sectional area of truss (x) can be seen in (7) and the following limitations are the design constraints for structural problem tested, that can be seen in (8) and (9) 
In (8) and (9), gm and δjk are the optimization constraints for stress and displacements, respectively. For the m-th member, σm is the computed axial stresses and (σm)all is its allowable. While for j-th joint on the k-th direction, djk is the computed displacements and (djk)all is its allowable, and Nj is the total number of joints.
Due to the symmetry of existing structures and according to previous research, these structures are divided into 16 groups of elements. The load case for 72-bar space truss problem is listed in Table IV and the structure is shown in Fig. 3 . A performance comparison of the statistical results between ESOS and other metaheuristics is presented as Table V . In this table, bold texts indicate the best results. The ESOS and SOS algorithms achieve the best (minimum) weight of the structure, i.e., 1714.98 N. However, the ESOS algorithm outperforms SOS in best average and standard deviation for the weight of the structure. For best mean and standard deviation, the SOS algorithm achieves, respectively, 1717.95 N and 4.29 while the ESOS algorithm achieves 1715.90 N and 2.89. 
