We investigate the long-run consequences of historic climate for the cross-country income distribution. Using a newly constructed dataset of temperature stretching over three centuries, we estimate a robust and significant timevarying, non-monotonic effect of temperature upon current incomes for a crosssection of 169 countries. We find a large, positive effect of 18th century temperature and an even larger, negative effect of 19th century temperature upon current incomes. When historic temperatures are introduced, the effect of current temperature on current income is insignificant. Our findings suggest that temperature's indirect effect upon income through historical channels dominates any direct contemporaneous effect. We provide evidence on one possible channel by which historic temperature affects current income that focuses on the interaction between agricultural productivity, international trade, and industrialization.
Introduction
The idea that a country's geographic endowment may have long-lived effects upon its economic development has featured in a number of recent contributions. Such effects are argued to operate either directly (e.g., Gallup, Sachs, and Mellinger (1999) and Sachs (2001) ), or indirectly, via interactions with historic events (e.g., Sokoloff and Engerman (2000) , Acemoglu, Johnson, and Robinson (2001, 2002) , Nunn and Puga (2007) , and Engerman and Sokoloff (2008) ). A key difficulty in empirically evaluating such arguments is the time-invariant character of many components of a country's geographic endowment (e.g., ecology, elevation, latitude, ruggedness, etc.).
1 Albeit slow-moving, the time-varying character of climate offers the possibility to disentangle its historic effects on current economic outcomes from its contemporaneous effect. The growing availability of paleoclimatic estimates of temperature has made such empirical investigations feasible.
In this paper, we examine the effects of climatic variations over the past three centuries on current income per capita in a large sample of 169 countries. Combining a variety of data sources, we construct a new dataset on historic temperature at the country-level.
Our primary source of historic temperatures is the Hughes (1998a, 2004) reconstructed temperature data spanning . We map the spatially gridded temperature data to countries to create a set of country-level, area-weighted, 80-year mean temperatures for the 18th, 19th, and early 20th centuries. As our primary interest is in the effects of climatic variation, we focus upon long, time averages of temperature.
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Using the newly constructed data, we are able to document the effects of current (late 20th century) and historic (18th, 19th , and early 20th century) temperatures on the current cross-country distribution of real income per capita.
Our findings are both surprising and intriguing. The negative relationship between 1 Nunn and Puga (2007) employ an interesting identification strategy to estimate time-varying effects of a time-invariant geographic characteristic (ruggedness). Namely, they interact the geographic characteristic with a time-varying, historic variable (slave exports). In this manner, one can disentangle the indirect effect of a geographic characteristic that operates through its interaction with historic events from its direct effect.
2 See the World Meteorological Organization (2008) for a discussion of the definition of climate. Throughout the paper, we use the terms climatic temperature and temperature interchangeably. current temperature and income across countries that is commonly estimated (e.g., Nordhaus (2006) and Dell, Jones, and Olken (2009) ), appears to reflect the long-run effect of temperature variations in the 18th and 19th centuries, rather than the effect of current temperature alone. Moreover, temperature has a time-varying, non-monotonic effect upon income. Specifically, we find that 18th century temperature has a positive and large effect upon current incomes, while 19th century temperature has a negative and even larger effect upon current incomes. By contrast, once the influence of historic climate has been accounted for, 20th century temperature has a small, positive but insignificant effect upon current income. These results are robust to a host of sub-sample stability and specification checks. They imply that temperature has had a powerful indirect influence through its historical effects on economic development. This dominates any direct contemporaneous effect.
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Quantitatively, historic temperatures have substantial, additional explanatory power for current income. When added to a simple regression of current income upon current temperature, explanatory power rises by nearly three-quarters (R 2 rises from 0.16 to 0.27). Moreover, the overall marginal effects of temperature shifts on current per capita income are different across the benchmark and augmented specifications. As a concrete example, consider the case of Sudan and Canada. These two countries have current (2000) real incomes per capita that differ by a factor of 26. If Sudan had experienced Canada's temperature profile instead of its own over the last three centuries, then our results suggest that its income per capita in the year 2000 would have been 27 times larger, essentially accounting fully for the current observed income difference. On the other hand, a similar thought experiment using only the 20th century temperature difference between Sudan and Canada would predict that Sudan's income would be only 8 times larger.
How do we interpret the change in historic temperature's effect upon current income?
Drawing upon insights from Krugman (1987) and Matsuyama (1992) , we provide an ex-3 Using an instrumental variables approach, Easterly and Levine (2003) and Rodrik, Subramanian, and Trebbi (2004) demonstrate that aspects of geography (latitude, settler mortality, mineral endowments, etc.) have no direct effect on income, but have strong indirect effects through institutions. However, see Sachs (2003) for a vigorous counterargument.
planation that focuses on the interaction between agricultural productivity, international trade, and industrialization. Consider a small, open economy with two sectors (agriculture and manufacturing) in the early industrial era (18th century). Suppose that it experiences a climatic temperature rise (warming) which negatively affects domestic agricultural productivity. The temperature rise implies that the country acquires a comparative advantage in manufacturing, leading to an acceleration in industrialization relative to a country with a comparative advantage in agriculture. This in turn has beneficial implications for the country's long-run economic performance and is consistent with the positive effect of 18th century temperature we find. Moreover, the presence of feedback effects (e.g., learning-by-doing as in Krugman (1987) and human capital deepening as in Galor and Mountford (2006, 2008) ) solidifies the pattern of comparative advantage. This implies that a climatic temperature rise in the 19th century does not reverse the comparative advantage established in the previous century. Instead, a negative agricultural productivity shock has a pure negative effect, consistent with the negative temperature effect that we find. We construct measures of historic openness to investigate this explanation. We find that historically more open countries experience a larger positive effect of 18th century temperature upon current income.
The paper proceeds as follows. In section 2, we describe the historic temperature data. We also discuss the population data that enter into the historic openness analysis.
In section 3, we present our empirical model and associated findings. We begin with our baseline results and their interpretation. We then discuss the set of sub-sample stability and specification (additional geographic controls) checks that we undertake. In section 4, we discuss and evaluate our proposed explanation of climate's time-varying effects, focusing upon the interaction between agricultural productivity, comparative advantage, and development. Finally, in section 5, we summarize our findings and their implications for future research.
Historic Data Description
As noted in the introduction, we bring together a variety of data sources to construct the country-level current and historic temperature measures. First, we describe the temperature and boundary datasets and how they enter into the construction of country-level, mean temperatures. Second, we review the nature of the reconstructed temperature data and the evidence for their reliability. Third, we discuss the rough patterns visible in the current and historic temperature series. Fourth, we describe the historic demographic data which is used to construct additional explanatory variables.
Temperature Data
The temperature datasets that we use are:
• the CRUTEM3 global surface temperature dataset from the University of East Anglia's Climatic Research Unit. The temperature data (in degrees Celsius/C) are at a monthly frequency at a 5 degree grid spatial resolution, from 1850-present.
The coverage in the earlier years is somewhat sparse, reflecting the availability of the underlying instrumental data (wide coverage is available only post-1900). See Brohan, Kennedy, Harris, Tett, and Jones (2006) , Jones, New, Parker, Martin, and Rigor (1999) , and the Climatic Research Unit website for complete details.
• the Hughes (1998a, 2004) reconstructed global surface temperature anomalies (hereafter, MBH). The temperature data (in degrees C) are at an annual frequency at a 5 degree grid spatial resolution, from 1730-1980. The spatial coverage (dimensions) does not vary over the period. See these papers and the associated data documentation for complete details.
The first step in using the temperature data is to convert the anomalies (differences in temperature relative to some baseline) to absolute temperature measures. We use the CRUTEM3 data to construct the 1902-1980 mean temperature which forms the baseline for the MBH data. These mean temperatures are then added to the anomalies data to recover the absolute temperatures at the gridpoints from 1730-1980. Following the World Meteorological Organization (WMO), we define the climatic temperature as the mean, annual temperature for a location over at least a thirty-year period (World Meteorological Organization, 2008) . As a measure of recent temperature, we take the thirty-year mean of temperature at each gridpoint over the period 1970-1999 (the climatic period roughly contemporaneous with the economic data and previous empirical investigations). Since the MBH data do not span the full 20th century, we use the CRUTEM3 data to construct the late 20th century climatic temperature.
For our measures of historic temperatures, we take the multi-year means of the MBH temperature data at each gridpoint within sub-periods prior to 1970 (back to 1730).
Specifically, we divide the period 1730-1969 into 3 historic windows of 80 years each: 1730-1809, 1810-1889, and 1890-1969 . Our first two windows exhibit a rough correspondence to the dates cited for the First and Second Industrial Revolutions (Mokyr, 2000) . In such a way, we attain two objectives: (a) we exhaust the historic temperature data available to us, thereby achieving a greater degree of precision for any calculated mean temperatures; and (b) multiple, contiguous climate windows allow for time-varying, historic effects of temperature to manifest. In the choice of windows, we have tried to balance the ability of the empirics to disentangle the temperature effects associated with each period (by decreasing the number of windows) and the need to ensure that important historical patterns are identified (by increasing the number of windows).
4 For brevity, we will refer to each temperature variable by its predominant, underlying historic era (e.g., 18th
century, 19th century, and early 20th century).
In a second step, we spatially join the gridpoint mean temperature data to the administrative boundaries data from the U.S. Geological Survey's Global GIS database 4 We have also estimated our models with either a greater or lesser number of historic temperature variables. Patterns of temperature effects seen in our baseline specification are generally maintained in specifications with a greater number of windows, but with higher standard errors (reflecting that mean temperature is slow-moving). Specifications with a lesser number of windows generally lead to a smearing of historic temperature's effects (reflecting the implicit averaging of effects from finer windows). (2003) . The administrative boundaries data allow us to link the temperature data to the country-level economic data, via common country identifiers.
Finally, we use the merged temperature and map data to calculate area-weighted, mean temperature for each time period and country. The area weights are time-invariant, allowing us to be certain that any variation in mean temperature's effect across time is purely a function of temperature variation (rather than time-varying weights).
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One of the limitations of the temperature data is that the spatial resolution is comparatively low -a 5 degree (latitude/longitude) grid size corresponds to an approximately 550 kilometer grid size at the equator. Since we match the data to countries, the spatial resolution is not as binding as it would be if we were to consider direct gridpoint effects.
6 If anything, the coarseness of the temperature data reduces the variability of the country-level aggregated temperature measures, inhibiting our ability to separately identify current and historic temperature effects.
Reliability of the Temperature Data
Due to the paucity of high resolution, direct (instrumental) temperature data prior to the 20th century, researchers have deployed statistical methods to reconstruct historic temperature series from both direct and indirect, or proxy, measures. In their temperature reconstruction, MBH draw upon a wide spatial network of annual temperature indicators, including instrumental records, tree rings, ice cores, ice melts, coral bands, and other geological evidence. The temperature signal from these myriad data series is 5 We have also conducted the analysis with time-varying, historic population weights used to calculate historic, mean temperatures (see section 2.2 for a description of the underlying population data and weights calculation). A concern with such weights is that they may lead to an over weighting of urban relative to rural temperatures, which in turn is related to the production mix of an economy (less versus more agricultural). The results lead to roughly similar patterns in terms of temperature's effects, although the estimated magnitudes of the effects are usually smaller. Signs and statistical significance are typically unchanged.
6 See Nordhaus (2006) for an application that takes the opposite approach. He disaggregates the macroeconomic data and matches it to geographic gridpoints. In our approach, we are allowing a country's borders and spatial extent to be endogenous to historic temperature. A country's borders and spatial extent are therefore channels by which historic temperature may influence current performance. See Burke, Miguel, Satyanath, Dykema, and Lobell (2009) for an example of how borders may be indirectly affected by temperature. They find that warming increases the risk of civil war in Africa (which in turn may affect borders). How reliable is the temperature signal in the dataset? Since its initial publication in 1998 and subsequent posting of corrections (Mann, Bradley, and Hughes, 2004) , the MBH data have been the subject of a host of cross-validation studies (e.g., Jones, Osborn, and Briffa (2001), Bradley, Briffa, Cole, Hughes, and Osborn (2003) , Mann, Rutherford, Wahl, and Ammann (2005, 2007) , Li, Nychka, and Ammann (2007) Storch, Zorita, and González-Rouco, 2009 ). As we noted earlier with respect to spatial resolution, any reduced variability in the temperature series will inhibit our ability to disentangle current and historic temperature effects. Table 1 presents some summary statistics of the temperature and other key variables.
Patterns in Historic Temperatures
Our full sample consists of 169 countries for which both temperature and current income exist. The two types of variation in the temperature data that we exploit in this paper can be gleaned from this table: the cross-century and the cross-country variation in climate. With regards to the former, what we see in table 1 is a slight decrease in average temperature of 0.085 degrees C, going from the 18th to the 19th century, followed by a rise of 0.114 degrees C, going from the 19th to the early 20th century. The largest change occurs within the 20th century, as the global mean temperature rises by 0.292 degrees C from the early to the late 20th century. Interestingly, despite the aggregation of the temperature data to the country-level, these patterns replicate the features seen time and again in various historic global temperature series (Jones and Mann, 2004) . There is clearly a large persistent element in climatic temperatures, which is not surprising. As shown later, the cross-century variation is still sufficient to separately identify the effects of current and historic temperatures. The cross-country variation within any century is substantial, with the hottest countries having mean temperatures in the high 20s degrees C and the coldest countries having mean temperatures that slightly below 0 degrees C.
Demographic Data
Historic population data come from the Historical Database of the Global Environment (HYDE, version 3.1), constructed by the Netherlands's Environmental Assessment Agency (denoted MNP). The database contains information on the spatial distribution of global population at a decadal frequency from 1700-2000. Similar to the temperature reconstructions, a variety of historical and proxy data are used to construct measures of past population distribution. These are then carefully linked to modern population databases to verify their efficacy and ensure continuity (e.g., Tobler, Deichmann, Gottsegen, and Maloy (1995) ). Cross-validation with respect to other historical population databases was then undertaken, including Mitchell (2007) and Maddison (1995) . 7 We use the HYDE population data to construct:
1. country urbanization rates in 1730 (used in the sub-sample analysis)
2. country population centroids in 2000 (used in the geographic controls)
3. country population size in 1730 4. country openness in 1730
The HYDE classification of population into urban and rural is used to calculate a country's urbanization rate in 1730 (the initial year for which we have temperature data).
Country population centroids are calculated according to the method in U.S. Census Bureau (2001) . Each centroid is equivalent to a country's center-of-mass, where the country's component areas are weighted according to the size of the resident population.
We describe the calculation of historic country population and openness in section 4, where these measures are used.
Further details regarding the underlying data sources are available in 
Empirical Results
In this section, we detail the econometric methods employed and our baseline results on the relationship between current income and current and historic temperatures. We then present a set of robustness checks of our findings, including estimation over various subsamples and the addition of other geographic controls. We conclude with some discussion and interpretation of our results.
Baseline Results
Since our primary focus is the explanation of cross-country patterns of material wellbeing, the core macroeconomic variable that we investigate is real income per capita. We use the natural logarithm of the Penn World Table (Heston, Summers, and Aten, 2006) measure of real GDP per capita (1996 constant international dollars) in the year 2000 as our dependent variable.
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In our core empirical analysis, we estimate the effect of temperature (current and historic) upon income in a linear regression with the general form:
where i indexes countries, y denotes the dependent variable (log real income per capita), temp denotes mean temperature for country i during the time period in the subscript,
x is a set of K additional explanatory variables, ε is a mean-zero error term, and the remaining Greek letters denote parameters. In our baseline specification, we only include the temperature variables as explanatory variables (γ k = 0 ∀ k), estimating a reducedform effect of climatic temperature on the dependent variable. 9 We also undertake a host of robustness checks, including sub-sample regressions and the inclusion of various geographic controls.
In all of our specifications, we do not include explanatory variables that are correlated with economic performance and known to be endogenous (e.g., institutions, human capital, physical capital etc.). Since these variables are endogenous to the development process, they lie along the causal path from current and historic temperatures to real income. Consequently, their inclusion would bias the coefficients on the exogenous climate variables -they would no longer represent the reduced form effect of climate, nor even the reduced form effect of climate conditional on the other controls.
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Coefficients are estimated by ordinary least squares. Standard errors are HuberEicker-White heteroskedasticity-robust. We also calculated spatially-corrected standard errors (unreported), finding that they make little difference to our conclusions.
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In panel 1 of table 2 we report the coefficient estimates of (1), where we only include current temperature as an explanatory variable. This specification is a natural benchmark against which to judge the effects of historic climate. For our full sample of 169 countries (column 1), we find that a one degree C rise in current temperature is associated with a 5.9% reduction in real GDP per capita. This estimate is largely in line with those reported in previous studies that have used other current temperature data to study the cross-sectional temperature-income relationship (e.g., Dell, Jones, and
Olken (2009)). The negative relationship between income and current temperature can also be seen in the top panel of figure 1 where we fit both a linear, parametric and a non-linear, nonparametric regression curve to the datapoints (see section 3.1.1 for details on the nonparametric methods used). No strong nonlinearities in the simple relationship between income and current temperature are evident. 12 We discuss the larger set of nonparametric results in more detail below.
In panel 2 of table 2, we add mean temperature in the early 20th (1890-1969), 19th (1810-1889) , and 18th (1730-1809) centuries as explanatory variables. Several aspects of the full sample estimates in column 1 are worth highlighting. First, the R 2 of the regression rises from 0.16 to 0.27, suggesting that historic temperatures have substantial explanatory power for current income over and above that of current temperature. These four temperature variables can account for over a quarter of the variability in the current income distribution. Second, the coefficients on the earlier historic temperature variables are highly significant and have opposite signs -positive for the 18th century and negative for the 19th century. The coefficient on temperature from the early 20th century is almost zero and insignificant. Third, the magnitude of the 19th century temperature effect is larger than the 18th century effect. Fourth, current (late 20th century) temperature is positively associated with income once we control for the effect of historic temperatures.
However, the comparative magnitude of current temperature's effect is small and statistically insignificant. Finally, the sum of the estimated coefficients on current and historic temperatures is -0.043, which is similar in magnitude to the effect we obtain when we regress income on current temperature alone (-0.059). These are not statistically significantly different at conventional levels. This suggests that the latter is capturing a long-run effect of temperature on income, which our baseline specification decomposes into current and historic components. Thus, we are able to ascertain that the negative relationship between current temperature and current income is not due to current temperature's effect on income (which is estimated to be small and positive but insignificant), but rather arises from the large, negative effect of 19th century temperature.
To determine whether outliers are driving the results, we re-estimated our baseline specification excluding 9 countries that Cook's distance criterion assesses as being influential observations. 13 The estimation results are in column 2 of table 2. We find a similar pattern of coefficient signs and relative magnitudes as in the full sample results. The statistical significance of the two earlier historic temperature coefficients is unchanged, while the coefficient on current temperature is larger but still insignificant.
The sample of 160 countries with statistical outliers excluded is our baseline sample; all subsequent analysis is founded upon the baseline sample unless otherwise indicated. A visual guide to the nature of the identifying variation leveraged in the core regression for the baseline sample is given by figure 2. The partial association plots demonstrate how the intercentennial variation in climatic temperatures is sufficient to separately identify the current and historic effects.
Non-linearities in Temperature's Effects
To account for possible nonlinearities in the effects of temperature upon income, we also fitted two nonparametric regressions for real income. The first included only current temperature as the explanatory variable, while the second augmented the set of explanatory variables with the 3 historic temperature variables used in our baseline specification. In both cases, the curve-fitting was done by thin-plate regression splines, under the assumption that the model is generally additive (Wood, 2003 (Wood, , 2006 functional form (which is fitted by the thin-plate spline procedure). The nonparametric results when current temperature is the only explanatory variable are seen in the top panel of figure 1 (described earlier).
14 For the second nonparametric regression, the model allows for each of the 4 temperature variables (current and historic) to affect income via unknown, smooth functions. Figure 3 shows the nonparametric equivalent of the partial associations of the temperature variables with income, where the effect of each temperature variable upon income changes with the level of the temperature variable. Similar to the univariate case (with current temperature alone), there is little evidence of any substantial non-linearities in these relationships within the baseline sample.
15 Moreover, the nonparametric results broadly replicate the pattern of signs, relative magnitudes, and statistical significance of the estimated linear regression coefficients in the baseline specification. These results support the relevance of the estimated effects from the linear models that form the core of our analysis.
Temperature Effect Magnitudes
The effects of historic temperature are not only statistically significant, but also economically significant. As an illustrative example, consider a country at the median of the global temperature distribution in each century. If that country were to move to the 90th percentile of the global temperature distribution in each century, its current income per capita income would be predicted to fall by 36% using the estimates from regression 2 in table 2. If the effects of historic temperature are omitted (panel 1 in table 2), the marginal effect of such a move is reduced to -27%. The income effect of such a shift within the temperature distribution is 30% larger when the historic elements of temperature are introduced. Moreover, the difference in effects is significant at a 12.5% level.
14 The upper bound on the basis dimension for the individual smoothing terms in the generalized additive models is set to 15. Additional details and the associated R program files are available upon request.
15 We also experimented with large increases in the effective basis dimension of the underlying penalized spline-fitting procedure (which reduces the amount of smoothing), but it made little difference to the results.
This highlights the quantitative importance of controlling for historic temperatures.
Taken in isolation, each of the temperature coefficients in our baseline specification is extremely large relative to what is usually estimated if only current temperature is included. The literal interpretation of each of these coefficients is that they represent the unit change effect when all else is held constant. However, in the case of something that is highly persistent, like climatic temperature, the implicit extrapolation undertaken when interpreting each regression coefficient in isolation seems dubious. Nowhere in the sample does a country experience a large temperature change in one century, while its temperature in other centuries are identical.
However, if we use shifts in temperature that are representative of the cross-century variation in temperatures within country, the sizes of historic temperature's effects mod- 
Robustness Checks
In this subsection, we report the outcomes of two types of robustness checks: (i) subsample stability (restriction of the estimation sample by various criteria); and, (ii) the addition of a set of geographic controls.
Sub-sample Stability
A common concern in the empirical development literature is that the results may be driven by the inclusion of countries in Sub-Saharan Africa, which typically have suffered from poor economic performance. To address this concern, we re-estimated our baseline regressions excluding these countries. The results are given in the third column of table 2. The absolute magnitudes of the temperature coefficients and the R 2 s fall, but the same pattern of signs, relative magnitudes, statistical significance, and marginal explanatory power of the historic temperature variables is similar to that seen in the baseline sample.
We also check whether the results are robust to a host of other sub-samples, which exclude various sets of countries that have been highlighted in the literature. This includes sub-samples that exclude: OPEC member countries, the Former Soviet countries, current high income countries, current low income countries, countries with high urbanization rates in 1730, and countries with low urbanization rates in 1730. The current high/low income indicator is determined by whether or not a country is above or below median real income per capita in 2000.
Although a high/low income split is often presented in sub-sample stability analysis, such an exercise implicitly uses an outcome variable (current income) as an explanatory variable in creating the split. This means that it is subject to the biases described in These results are reported in the fourth through ninth columns of table 2. While the magnitudes of the effects of temperature on income vary across these sub-samples, the general pattern in terms of signs and relative magnitudes is remarkably robust. In spite of possible biases, it is even evident in the sample which excludes current low income countries -these effects manifest amongst the current high income countries. Moreover, temperature effects in the sub-sample excluding the more developed countries in 1730 are larger in magnitude than those from the sub-sample excluding the less developed countries in 1730. Thus, countries that are further along the modern development path are less affected by temperature variations than are less-developed countries. We do see two sub-samples where 18th century temperature, albeit positively related to current incomes, is statistically insignificant -the sub-samples where former Soviet countries are excluded (p-value of 15%) and where the less developed countries in 1730 are excluded (p-value of 54%). Table 3 shows the results when a variety of geographic controls are added to our baseline specification which includes current and historic temperatures. The controls selected are unlikely to lie along the causal path from temperatures to income.
Geographic Controls
The geographic controls that we employ are: the absolute latitude of a country's year 2000 population centroid (calculated according to the method in U.S. Census Bureau (2001)); elevation in meters (calculated as the average elevation within 100 kilometers of a country's population centroid); average annual precipitation in millimeters over (calculated as the average precipitation within 100 kilometers of a country's population centroid); an indicator for landlocked (extended from the data underlying Mellinger (1998, 1999) ); an indicator for the Americas (the Caribbean, Latin America, and North America); an indicator for the Sub-Saharan African region; and a full set of geological continent dummies. The regional designations are taken from the World Bank's country geographic classification (2009). We also investigate two specifications where we include exhaustive, non-collinear combinations of the geographic controls simultaneously.
Of these additional geographic controls, latitude, elevation, landlocked status, and the Sub-Saharan Africa indicator are statistically significant when they are added individually to the baseline regression. As seen in column 7, when the geographic controls are included simultaneously, elevation and the Sub-Saharan Africa indicator are statistically significant (at the 10% and 1% levels respectively). When the continent indicators are included (swapping out the Americas and Sub-Saharan indicators) as in column 8, then only elevation and absolute latitude are statistically significant (both at the 10% level). It is also worth noting that these two exhaustive specifications show that current and historic temperature plus the full set of geographic controls are able to account for more than half of the cross-country variation in current, real incomes.
In all of these regressions, the inclusion of the various geographic controls reduces the magnitudes of the temperature coefficients, but it does not affect the pattern of signs and relative magnitudes seen in the baseline specification. Moreover, the statistical significance of the temperature coefficients is generally unchanged. In particular, the effects of the 19th and 18th century temperature variables remain robust.
Historic Climate, International Trade, and Industrialization
Our results reveal a robust, significant impact of historic temperature on current incomes, even after controlling for current temperature. Moreover, we see that the effect of historic temperature has a time-varying effect upon current income, with 18th century climate 
An Economic Interpretation of our Findings
The starting point for our proposed mechanism is a persistent, negative relationship between temperature and aggregate agricultural productivity. There is substantial modern evidence for such a relationship. For example, Tan and Shibasaki (2003) specialize in manufacturing, while the economy with more productive agriculture will specialize in agriculture -each economy specializes in the sector for which they have the lower domestic opportunity cost. Such specialization makes manufacturing expand in one economy and shrink in the other. Thus, the economy with relatively less productive agriculture starts industrializing, while the economy with relatively more productive agriculture shifts production away from manufacturing. Our finding that 18th century temperature has a positive effect on current income is consistent with a "Dutch disease" effect, as highlighted by Krugman (1987) and Matsuyama (1992) .
Consider now the effect of 19th century temperature shocks. Suppose now that the two economies experience the opposite shocks: the economy which specialized in manufac-turing experiences a positive agricultural productivity shock (a lower temperature), while the economy which specialized in agriculture experiences a negative shock (a higher temperature). These shocks do not reverse the pattern of comparative advantage established in the previous century. Positive feedback effects in the development process reinforce the pattern of specialization established by the earlier distribution of comparative advantage.
What might such feedback mechanisms be? Learning-by-doing is one possibility.
If such externalities are strong enough, then they can overwhelm any further extrinsic productivity shocks, locking-in comparative advantages (Krugman, 1987) . Another possibility is human capital specialization and deepening (Galor and Mountford, 2006, 2008) .
Suppose that manufacturing entails relatively greater specialization in skill-intensive production than does agriculture. Then, a shift in comparative advantage favoring manufacturing leads to a rise in the demand for human capital. The subsequent increase in human capital investment reinforces the initial pattern of comparative advantage, widening the productivity gap between countries.
With such feedback effects anchoring initial comparative advantages, additional agricultural productivity (temperature) shocks then have two effects. First, there is a pure income effect: higher agricultural productivity generates higher incomes which increases the demand for manufacturing goods relative to food. This leads to a rise in the demand for skills leading to greater human capital investment. Second, a more productive agricultural sector allows for a further reallocation of labor away from agriculture to manufacturing. Both of these effects increase productivity in manufacturing by raising human capital investment. Such a mechanism can ensure that temperature rises (falls) in later periods have long-run negative (positive) effects upon income. This is consistent with our finding that 19th century temperature has a negative effect on current income.
Historic Climate and Openness Empirics
As alluded to above, we postulate that our core empirical results indicating a positive relationship between current incomes and 18th century temperatures may be partially ex-plained via an interaction with historic openness. To test this proposition, we constructed two measures of historic openness: (1) the log population of a country in 1730; and (2) a gravity-inspired, population-weighted inverse distance measure. According to the arguments advanced by Alesina and Wacziarg (1998) and Alesina, Spolaore, and Wacziarg (2005), population size should be negatively related to a country's openness. For both measures, we use the HYDE data, described in section 2.2. The population-weighted inverse distance measure is defined as:
where i, j, and k denote countries; P j,t is the population of country j at time t; and D i,j,t is the great circle distance between the population centroids of country i and j at time t. We use measures dated t = 1730 to capture initial conditions of openness (coincident with the start of the temperature series). The weighted inverse distance measure should be positively related to a country's openness.
We then introduce these measures of historic openness and their interactions (products) with 18th century temperatures into our baseline specification. The resulting linear regression has the form:
where the notation is identical to equation 1 and open k represents one of our two measures of openness in 1730.
If the mechanism described in the previous section is operative, then we would predict that countries that were historically more open and subject to negative agricultural productivity shocks (higher climatic temperatures) in the 18th century should be wealthier today. The results seen in table 4 illustrate exactly this.
We consistently see that less open countries (proxied by population size in 1730) benefit from lower 18th century temperatures, rather than higher 18th temperatures -the coefficient on the interaction term is negative. This is statistically significant across the baseline, Americas excluded, and Sub-Saharan Africa excluded samples. We also see that countries that were more open (proxied by the 1730 weighted inverse distance measure)
benefit from higher 18th century temperatures -the coefficient on the interaction term is positive. This effect is statistically significant in the Americas excluded sample. When both historic openness measures and their interactions are included, the overall patterns are unchanged. All of these results lend support to the contention that historic openness just prior to the industrial revolution may have transformed a short-run negative agricultural productivity shock into a long-run positive specialization driver, by shifting a country's comparative advantage away from agricultural goods.
Additional evidence for such a mechanism is presented in table 5. There, we use agricultural value-added over GDP (in percentage points) as a measure of the current agricultural sector size, and hence, a country's degree of specialization in agriculture. In line with our story, we see that the size of the agricultural sector is negatively related to historic temperature rises in the 18th century and that higher openness in the 18th century magnifies the size of the effect, while preserving its sign. The patterns in the results broadly mirror those seen for income per capita, albeit with the opposite signs.
Conclusion
Using a newly constructed dataset of country-level, area-weighted temperatures stretching back 270 years, we estimate a robust and significant time-varying, non-monotonic effect of climatic temperature upon current incomes. In particular, we find a large, positive effect of 18th century temperature and an even larger, negative effect of 19th century temperature upon current incomes. When historic temperatures are controlled for, the effect of current temperature on current income is slightly positive and insignificant. The negative relationship between current temperature and current income that is commonly estimated appears to reflect the long-run effect of climatic variations in the 18th and 19th centuries. The results highlight the long-lived effects of historic temperatures upon a country's economic outcomes. A corollary of these findings is that temperature has primarily affected current income indirectly via its impact upon a country's historic development. Our paper therefore contributes to the debate regarding geography's effects alluded to in the introduction.
Moreover, we proposed an explanation for the time-varying effects of temperature which relies upon such a channel. When the pattern of comparative advantage in the pre-industrial era is affected by temperature, a temperature rise that depresses agricul- 19th , and 18th centuries is described in the main text. Temperatures are in degrees Celsius. Absolute latitude is the absolute value of the latitude of a country's population centroid in 2000. Elevation (in meters) is the average elevation within 100 kilometers of a country's 2000 population centroid (or nearest point on land for non-convex countries). Precipitation (in millimeters) is derived from the Wilmott and Matsuura global gridded precipitation series (0.5 degree resolution) over the period . It is the average precipitation within 100 kilometers of a country's 2000 population centroid (or nearest point on land for non-convex countries). Population and inverse distance in 1730 are calculated from the population data in HYDE, version 3.1 (see the main text for full details). Skewness is the 3rd central moment divided by the variance raised to the 1.5 power (a symmetric distribution has a value of 0). Kurtosis is the 4th central moment divided by the square of the variance (a normal distribution has a value of 3). , 1970 Mean Temp., 1970 Mean Temp., 1890 -1969 Mean Temp., 1810-1889
Notes : Heteroskedasticity robust standard errors appear underneath coefficient estimates in parentheses. Significance levels are indicated by † p < 0.1, * p < 0.05 and ** p < 0.01. The baseline sample is the full sample with statistical outliers excluded (identified by Cook's distance as described in the main text). The statistical outliers include: Afghanistan, Australia, Bhutan, Congo (Kinshasa), Cyprus, Mongolia, North Korea, Singapore, and Tajikistan. Subsequent sub-samples (3 through 7) take the baseline sample as their starting point. OPEC membership is determined by a country's membership status in 2000. Former Soviets are countries in 2000 that were historically part of the U.S.S.R. The high income sub-sample includes countries whose year 2000 real income per capita is above the median in 2000; the low income sample includes countries whose income is below the median. The high urbanization rate in 1730 sub-sample includes countries whose urbanization rate is above the median in 1730; the low urbanization rate in 1730 sub-sample includes countries whose urbanization rate is below the median in 1730. N denotes the number of countries in the cross-sectional sample. Notes : Heteroskedasticity robust standard errors appear underneath the coefficient estimates in parentheses. Significance levels are indicated by † p < 0.10, * p < 0.05 and ** p < 0.01. Population in 1730 and the historic openness measure are calculated from the HYDE database, version 3.1 (see the main text for full details). The × indicates a variable interaction (a product of the two components). N denotes the number of countries in the cross-sectional sample. Notes : Heteroskedasticity robust standard errors appear underneath the coefficient estimates in parentheses. Significance levels are indicated by † p < 0.10, * p < 0.05 and ** p < 0.01. Population in 1730 and the historic openness measure are calculated from the HYDE database, version 3.1 (see the main text for full details). The × indicates a variable interaction (a product of the two components). N denotes the number of countries in the cross-sectional sample. 
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