Wireless receiver design is critical to the overall system performance. In this work, we apply the techniques of mixed-integer programming to formulate a unified receiver in relay networks with only partial channel information. We also relax all the constraints into real field to save computations, but at the cost of bit error performance. Moreover, a receiver formulation with adaptive number of constraints is proposed using the cutting plane techniques. Last but not least, number of flops is investigated for different formulations.
used for synchronization, node selection and so on [6] . During the transmission phase, the source node first broadcasts its messages to both relays and destination. Upon receiving signals from the source, each relay node processes the received signals and then forwards them to the destination. Usually, the relay follows a certain protocol, including demodulation/decodeand-forward [2] , amplify-and-forward [7] , coded-cooperation [8] , and compress-and-forward [9] .
Different protocols have their advantages as well as disadvantages. In the following, we employ the decode-and-forward (DF) protocol, in which the relay decodes the received signal and reencodes them before forwarding. Obviously, this scheme avoids noise propagation. Furthermore, the source and relays can transmit through orthogonal or non-orthogonal channels, in which the orthogonality can be attained by time division, frequency division or code division. In this work, the orthogonal channel is employed in the form of time division by assuming that the source remains silent when relay nodes are transmitting.
Generally, the research topics under the framework of relay network can categorized into node selection [10] , power allocation [11] , relay protocol design [2] , [12] , distributed code construction [13] [14] [15] , etc. We notice, however, there are few works focusing on relay network detection and decoding [16] [17] [18] [19] [20] , especially when only partial channel state information (CSI) is available at the receiver end. In practice, cooperating nodes often do not have the luxury of forwarding training symbols to the destination for channel estimation, whereas source node has the obligation of sending sufficient pilot signals for the receiver to obtain accurate channel information. Hence, we will investigate the scenario in which only source-to-destination CSI is available at the receiver end, while the relay-to-destination CSI is unknown.
In spite of the much improved capacity and reliability, wireless channel fading and noise effects can still lead to substantial detection errors. In practice, forward error correction (FEC) code, such as turbo code or LDPC code, is routinely conjunct with MIMO system. Particularly, LDPC code gains high popularity owing to its excellent error correction performance [21] , [22] . However, the highly nonlinear decoding process of LDPC code makes it challenging to integrate the decoding with detection step. But recently, Feldman et al. [23] proposed a linear programming (LP) based LDPC decoding scheme, which is amendable to our detection algorithms. This set of code constraints have been used in a variety of works: space-time coded MIMO system is concatenated with LDPC code in [24] , [25] , wireless systems with partial channel information are treated in [26] , [27] , multi-user MIMO using different channel codes or different interleaving patterns are handled in [28] , [29] , joint SDR-based MIMO detector is proposed in [30] [31] [32] that can approach ML performance, and a class of asymmetric LDPC code is used in blind equalization [33] .
Nonetheless, the number of parity check constraints associated with the decoding is exponentially many. If the LDPC code is sufficiently long or the parity check matrix has large row weights, the scale of the resulting LP would be prohibitive [34] . Therefore, we propose to use the cutting plane technique so that only useful parity check inequalities are integrated. By following this adaptive fashion, we can reduce the complexity to a great extent.
In the sequel, the system model is described first. The second section elaborates on the basic formulations of detection without channel coding. Later on, integration of LDPC code constraints will be introduced in Section IV. Furthermore, we will discuss the complexity reduction by cutting plane in Section V. Numerical results of the proposed detection-decoding algorithms will be illustrated in Section VI, and this work is wrapped up in Section VII.
II. SYSTEM DESCRIPTION
Consider the relay network shown in Fig. 1 . The source and destination have a direct channel link, and there is a relay node helping with the transmission. Due to the limitations mentioned before, we assume that each equipment in this network is configured with a single antenna. In this work, we suppose the channels are Rayleigh fading, that is, h 1 and h 2 are simply zero-mean circularly symmetric complex Gaussian random variables. In reality, h 1 and h 2 have different channel gains due to different distances. To incorporate this consideration, we assume h 1 ∼ CN (0, σ . A further assumption is that the channels are quasi-stationary so that they remain unchanged over a certain period of time, specially the time of transmitting two codewords in this work.
Assume in this DF relay network, there is no detection or decoding error at the relay node since the source can always find a relay node with good inter-user channel in an opportunistic manner. Due to the consideration of power consumption, relay node does not forward pilot symbols for the estimation of relay-to-destination channel, even though the source broadcasts training symbols to it. Moreover, assume that source-to-destination CSI is perfectly estimated at the destination by utilizing sufficient pilot symbols. In a word, the channel h 1 is completely known, whereas h 2 is totally unknown.
Because the signals via relay node have a longer transmission and processing delay, the received signals from source and relay do not superpose at the destination. Therefore, we can collect the received signal in the following form 
III. PROBLEM FORMULATIONS

A. LP Formulation
With the known h 1 in hand, we can easily detect x[k] through the direct transmission by maximum likelihood (ML) or zero forcing (ZF), which is equivalent to min.
where S is the set that x[k] belongs to. If the set S is a signal constellation of finite alphabet, this minimization corresponds to ML detection; otherwise, S being equal to the set of complex number corresponds to ZF detection.
To utilize the information from relay node, we introduce a combiner θ so that received symbols from source and relay are combined to form the desired channel input x[k]. Mathematically, we
. However, with the presence of noise, it is desirable to have a small number
Therefore, a minimization problem can be formulated min. 
For the problem (4) being solvable by a ready-to-use solver, we need to separate the real and imaginary part of the modulated symbols. Moreover, different weights λ t and λ τ are put on
's to address the source constraints and relay constraints, respectively. Thus, we obtain the following formulation min.
Taking the finite alphabet into consideration, we can further impose integer constraints on 
by hoping that these constraints are tight. Nonetheless, this relaxation will result in performance loss, as we will see shortly in the numerical test.
B. SOCP Formulation
Due to the consideration of AWGN, the 1 -norm metric can be replaced by 2 -norm, which results in a second-order cone program (SOCP) as shown below min. 
IV. INTEGRATION OF LDPC CODE CONSTRAINTS
We advocate the integration of detection and decoding at the receiver in a unified optimization process. Instead of applying the transitional belief propagation between the maximum likelihood detector and the sum-product decoder in the iterative turbo equalization, we would like to incorporate a set of linear constraints that are generated from the LDPC parity check nodes.
Consider a (N c , K c ) LDPC code C. Let M and N be the set of check nodes and variable nodes of the parity check matrix H, respectively. That is, M = {1, . . . , N c −K c } and N = {1, . . . , N c }.
The corresponding codeword polytope can be defined as follows
Note that poly(C) includes those vertices representing valid codewords, and every point in poly(C) the explicit characterization of poly(C) is given in [23] by the following parity check inequalities
and bit range constraints
where the constraints f To integrate the constraints (8) and (9) into the problem (5) and (6), the last step is to connect the symbol x[k] and bit f [n]. For the 4-QAM with Gray mapping that we use in this manuscript, the relationship between x[k] and f [n] can be described by the following equality constraints:
V. UNIFIED LP AND CUTTING PLANE
A. Unified Linear Program
With the aforementioned pieces, we are now in a good position to summarize the optimization problem unified with LDPC code constraints. Because the log-likelihood ratio (LLR) of each bit is available through the direct transmission, we are able to modify our objective function by adding the cost term min. 
B. Complexity Reduction by Cutting Plane
We notice that the parity check inequalities (8) are exponentially many. Specifically, for the parity check matrix H with weight d m in the m-th row, we will have m∈M 2 dm−1 constraints correspondingly. Hence, we are urged to reduce the number of parity check constraints and thus reduce the overall complexity. As introduced in [35] , the adaptive cutting plane method is shown to be effective in complexity reduction. More specifically, for our problem, the adaptive procedure works as follows S1 Initialize the ULP without parity check constraints (8) . S4 Output the bits and compute the bit error rate (BER).
VI. NUMERICAL RESULTS
Throughout the simulations, we assume that source, relay and destination are all equipped with single antenna. The data symbols are 4-QAM modulated. Suppose σ 2 1 and σ 2 2 to be 0.5 and 1, respectively. Currently we do not have any preference on either kind of constraints, so we set equal weights λ t = λ τ = 1.
A. LP and SOCP without Code Constraints
In this subsection, we test the problems in Eq. (5) and (6), i.e., the algorithms without LDPC code constraints. Assume 20 QAM symbols are transmitted under one coherence time. The BER comparisons are shown in Fig. 2 . The method "Direct Link -ML" only uses the known h 1 for coherent ML detection, whereas "All Links -ML" utilizes both h 1 and h 2 to detect.
Clearly, we can see the big performance increment provided by spatial diversity. Hence, these two ML detections serve as the performance lower bound and upper bound, respectively. In addition, another method labeled "Relay Ch Est -ML" uses the decision-feedback principle. It first detects symbols as "Direct Link -ML". Assuming the symbols are correctly detected, h 2 will be estimated and then the symbols are detected again by using both h 1 and h 2 .
The rest curves demonstrate our methods in which only h 1 is assumed to be known. "Relay -LP" and "Relay -SOCP" are the relaxed counterparts of "Relay -MILP" and "Relay -MISOCP", respectively. It is clear that relaxation on integer variables leads to substantial BER performance degradation. We notice that LP performs on par with SOCP, whereas MISOCP outperforms MILP more than 4 dB in high SNR regimes. Moreover, note that "Relay Ch Est -ML" tends to have an error floor at high SNRs due to the decision feedback. 
B. Unified LP and Complexity Reduction
Firstly, we will show the performance gain that is obtained by integrating the LDPC code constraints. In particular, we only focus on LP and MILP. The LDPC code we use is a (128,96) code with code rate 3/4 and column weight 2. The comparisons are conducted between unified (MI)LP and uncoded (MI)LP, which is shown in Fig. 3 . As expected, the proposed unified algorithms outperform the uncoded algorithms. Specifically, MILP with LDPC code constraints has 3dB SNR gain when BER is around 10 −4 . In addition, we observed that this unified MILP runs much faster than the MILP without code constraints. We conjecture this is due to the LLR term in the objective function, which results in faster convergence to the optimal integer solution.
Next we show the BER performance of the adaptive LP and the Flops comparisons of unified LP and adaptive LP. Fig. 4 illustrates the comparison between the original unified LP and adaptive that the adaptive LP is only a little bit inferior to the unified LP. As we will see shortly, this slight performance loss gives us a substantial complexity reduction. Now we proceed to show the great impact of adaptive LP on the reduced complexity. Instead of using the (128,96) code only, we use a bunch of LDPC codes this time. All the tested LDPC codes are regular codes with column weight 3 and code rate 1/2. So the only factor affecting the number of code constraints is the code length. For clarity, we list the codes information in Table   I . From the 2nd and 3rd row of the table, we can see the parity check inequalities constitute the majority of total constraints in unified LP. By using cutting plane, it is observed that only a small number of parity check inequalities are added, especially in the high SNR regime, so the complexity is reduced largely. The Flops comparison, read from MOSEK, is shown in Fig. 5 . We can clearly see the amazing complexity reduction from unified LP to adaptive LP. It is also noted that adaptive LP is even better than uncoded LP in the Flops comparison, although adaptive LP has larger number of variables and constraints than uncoded LP. The reason is probably due to 
VII. SUMMARY
In this work, we have formulated the basic detection problem in the form of (MI)LP and (MI)SOCP without code constraints. To tighten the solution, we propose to integrate the LDPC code constraints. However, the number of parity check inequalities is exponentially many. We further use cutting plane method to significantly reduce the complexity of the unified LP with affordable performance loss. In addition, our proposed algorithms show substantial performance gain over existing algorithms. Future works will consider the more realistic scenario with decoding error at relay nodes and address more efficient utilization of the bandwidth in the LDPC-coded relay network. It is also interesting to investigate the robust receiver's performance against RF imperfections, such as I/Q imbalance and phase noise [36] . Moreover, joint design of precoder [37] and receiver would be a good topic to pursue.
