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ABSTRACT 
People frequently encounter and interact with objects and scenes from various 
vantage points in everyday life. The present set of studies explored canonical viewpoints 
in objects and scenes. Three themes were focused on: First, what the actual preferred 
views are for objects verses scenes; second, whether those preferred views lead to better 
encoding and/or recognition; and third, how different types of tasks affect both the 
canonical view for objects and scenes as well as whether training/testing at canonical 
views affects performance. Experiments 1-3 demonstrated that people have distinct 
viewing preferences, even across different tasks, for objects (oblique and more level) and 
scenes (straight on and more overhead vertically). Experiments 4 and 5 demonstrated 
that when participants encoded objects and scenes from their canonical view they were 
more efficient at recognizing the viewpoints from even non-canonical perspectives. 
Finally, Experiment 6 explored canonical views in a judgment of relative direction task 
and showed that unlike the recognition task, both objects and scenes showed an 
advantage in straight on views with no differential alignment effects, suggesting that the 
canonical views are task-specific.  
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Chapter 1 
Introduction  
Every time we experience a scene or an object in the world it is from a different 
viewpoint, but we rarely, if ever have difficulty identifying what it is in front of us.  A 
favorite hotdog cart in the city can be recognized whether you are walking toward it 
from the east or the west.  It may even be recognizable while parachuting down from 
above when you‟ve never experienced it from that angle before.  There are certainly 
specific views of many objects that make it hard, if not impossible to identify them. 
However, these are more likely than not views that have not been experienced before 
and do not provide adequate identifying information.  The big question then is:  What 
aspects of objects and scenes are most important for recognition and how can the mind 
use this to recognize unfamiliar views?  There are a number of possibilities, but the two 
predominant theories involve encoding multiple views and inferring from those views 
the intermediate and unfamiliar ones, or creating a general structural description based 
on basic visual features.  
1.1 Models of Object Recognition 
A number of different models have been proposed that attempt to account for 
object recognition from different viewpoints. These theories fall under two possible 
alternatives, viewpoint-specific and viewpoint-independent representations. Viewpoint 
specific models of object recognition suggest that to recognize an object either a specific 
viewpoint has to be already mentally represented or that the representation has to be 
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transformed in some way (mentally rotated for example) for recognition.  Viewpoint 
independent models suggest that as long as the invariant features of an object are visible 
– even if that particular view has never been seen before – then recognition should be 
just as successful from any view. 
One classic viewpoint specific theory in object recognition posits that a number of 
representative views, or templates, of a 3D object are stored. When a new view of the 
object is presented to the brain a 3D mental rotation is performed to bring it into 
alignment with the template image (Bethell-Fox & Shepard, 1988 ;Tarr & Pinker, 1989). 
Some researchers have questioned the idea that mental imagery is used at all in mental 
rotation (Marmor & Zaback, 1976). However, whatever form the mental „rotation‟ takes 
it appears that the further away the representation of an object is from what is visible at 
test the longer it takes to „match.‟     
A more modern extension of the mental rotation theories are a number of 
viewpoint interpolation models. These theories are very similar to the original mental 
rotation theories in that they all still presuppose that specific view(s) of an object are 
stored internally– but they allow quick recognition at multiple viewpoints without the 
need for apparent mental rotation.  These models rely on the visual system encoding 
and combining multiple 2D „snapshots‟ of objects.  There are many pieces of evidence 
pointing to the combination of views occurring by either a linear combination of views 
(Ullman & Basri, 1991) or one of many possible multiple-viewpoint interpolation models 
(Poggio & Edelman, 1990; Edelman & Weinshall, 1991).   
The other prominent theory of object recognition from multiple viewpoints is the 
„Recognition by components‟ theory postulated by Irving Biederman and his colleagues 
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(Biederman, 1987; Cooper, Biederman, & Hummal, 1992; Biederman & Gerhardstein, 
1993). This viewpoint independent theory proposes that objects are composed of a 
number of distinct geometric primitives, geons in this case, that are extracted from a 
small number of key places on the edges of each object (demonstrating why line 
drawings are excellent stimuli for object recognition).  Once these geometric primitives 
and their relations (above, below, etc) to other geons are extracted they are compared 
with a structural description of the object in memory.  The benefit of this model is that it 
allows a limited number (possibly only dozens) of geons to be stored in the brain in 
order to match 2D images to 3D mental representations for recognition. 
For this theory to be plausible object recognition would be required to be 
constrained in a number of reasonable ways: 1) The mental representations of objects 
should be very general and not depend of specific quantitative judgments of specific 
details, such as whether a particular object‟s length is 1 inch or 2 inches, or whether the 
intersection of two edges is 40 or 45 degrees.  2) This information has to be available in 
as many varied circumstances of object viewing as possible, in other words, it shouldn‟t 
matter (within reason) which viewpoint of an object is presently visible or, 3) whether 
there is some visual noise present as in the case of a car partially occluded by snow 
falling or on the ground partially covering it.  These constraints allow objects to be 
recognized quickly from many novel orientations, embedded in visual noise or 
occlusions, and when an object is a new exemplar of a category (Biederman, 1987).  
A number of stages of object recognition are hypothesized to occur in order to 
support the above hypothesis.  First, edge extraction of the object must occur, creating a 
more simple internal representation that integrates the luminance, color, and texture of 
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the object, to perform the next steps on. Second, non-accidental properties (symmetry, 
etc.) are extracted and parsing is done, mainly at concave regions. Third, various 
components of the object are extracted by using the non-accidental properties and 
concavities.  Finally, the components and their relationships between each other are 
compared to memory representations and object recognition occurs. 
Biederman and others (Biederman, 1987; Binford, 1981; Lowe, 1984; Rock, 1982; 
Witkin & Tenenbaum, 1983) have speculated that there are a number of common non-
accidental properties of objects that allow people to segment an object into components.  
These include: collinearity, curvature, symmetry, and cotermination. Collinearity is the 
inference the visual system makes that if an edge in 2D space is straight, it is also 
straight in the third dimension. The same idea applies for curvature (if it‟s curved in 2D 
so it is in 3D). Symmetry assumes that if an object is symmetrical, the projected 2D 
image is also symmetrical when reflected or rotated 90 degrees. Finally, cotermination 
is the assumption that when the ends of line segments come together in particular ways 
(“L”, “Fork”, and “Arrow”) they indicate to the visual system precisely which kind of 
volume is being represented (A cylinder for example has a particular configuration of 
“L” and “Arrow” coterminations that are different than a brick). Each of these non-
accidental properties allows the visual system to interpret two-dimensional images as 
three-dimensions. By using these general properties and relationships the visual system 
can also avoid issues involved in metric variation, specifically, considering the exact 
length of a line or amount of curvature, and can allow for small departures from 
symmetry and collinearity. 
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The debate between these two classes of object recognition theories has been very 
vigorous at times with both theories demonstrating a number of desirable properties for 
object recognition.  One point to consider is that each of these models has on the whole 
used substantially different image sets in the associated experiments.  The structural 
description models have used simple objects made up of geometric primitives 
(Biederman, 1987; Biederman & Gerhardstein, 1993) (geons, etc.), or line drawings of 
commonly occurring objects (planes, teacups, etc.). The viewpoint-dependent 2D 
models have primarily utilized more complex, bent paperclip type objects (Edelman & 
Bulthoff, 1992) made up of cylinders.  It has been suggested that each of these stimuli 
types are particularly representative of different object recognition tasks (Hayward, 
2003).  The objects used in structural description model experiments may support 
between or with-in category recognition processes whereas the bent paperclip objects 
support a more metric with-in category recognition process. It may be that both object 
recognition mechanisms are active in the human mind in different circumstances. 
1.2 Are some viewpoints better than others? 
One of the theoretical questions in object recognition from multiple viewpoints is 
whether certain views are better than others. The two types of object recognition 
theories have different answers to this question.  The recognition by components theory 
provides little reason for one viewpoint to be preferred over others.  It is a hallmark of 
this theory that recognition is just as efficient from one view as another, assuming of 
course that all of the non-accidental properties are visible. This theory allows for stimuli 
to be translated in space, rotated on the 2D plane, and blown up or shrunk (Biederman 
& Cooper, 1991; Cooper, Biederman, & Hummel, 1992).  Research along this line has 
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studied the few “bad”, accidental views in which some of the components are occluded, 
but generally does not address the question on the more common, non-accidental views. 
On the other hand, the view-dependent models assume that object recognition is 
based on representations of a few specific views.  Thus, the question on which view(s) 
are selected for representation lies in the core of these models and has received much 
attention in the related research.  The first and most obvious answer is that the view(s) 
experienced during learning are represented.  For example, a study by Bulthoff & 
Edelman (1992), demonstrated that object recognition performance deteriorated as the 
test view deviated from the training views.   
These learned views are generally arbitrary and do not necessarily correspond to 
the structure of the objects.  In addition to the experience-based view selection, a 
number of theories suggest that the selection of views can also be determined by the 
object‟s structural characteristics.  These structural features can be anything from the 
spatial relationships between the parts, the viewpoint where the most diagnostic 
features are visible, the similarity and generalizability to other novel views, or possibly 
what is the most aesthetically pleasing based on any number of arbitrary features or 
arrangements of features. These non-arbitrary, special viewpoints are usually referred to 
as the canonical views. 
A number of criteria have been used in defining what makes something a 
canonical view of an object.  Blanz, Tarr, & Bulthoff (1999) provide five potential criteria 
– any one of which could be used to define what is a canonical view. 
1. Participants rate a view as the one with the highest ‘goodness.’ 
7 
2. The first view imagined. 
3. The angle picked as the best among photographs of different 
viewpoints. 
4. The viewpoint with the lowest naming latencies and errors. 
5. The viewpoint explored for the longest amount of time. 
Each of these criteria may tap into different aspects of object representations. 
Ideally, a broad definition of canonical view would consider multiple criteria – but 
which particular ones are not in the scope of the current investigations. 
1.3  Evidence for canonical viewpoints in objects 
In what is perhaps the first exploration of the canonical viewpoint of objects 
Palmer, Rosch, & Chase (1981) examined the commonalities between preferred 
viewpoints in a number of different tasks.   The first task involved participants making a 
„goodness‟ rating on a scale from 1-7 (1 being the most typical or „best‟ view) of 
photographs of 12 objects (six real and six models).  A photograph of each object was 
taken from 11 consistent perspectives, front, back, side, top, front-side, front-top, side-
top, back-top, back-side, front-side-top, and back-side-top. An additional picture was 
also taken that represented what the authors believed to be the canonical view of the 
object.  Participants were instructed, after becoming familiar with all of the pictures, to 
rate each of the pictures. The second task required participants, after studying each of 
the photographs, to create an image in their head of each of the objects.  They were then 
instructed to report what aspects of their image were visible to them (front, top, side, 
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etc.). The third task was similar to the second, in that participants were told to imagine 
the object.  However, in this task participants were instructed to take a picture of the 
object from the viewpoint they had first imagined. 
According to a „canonical correlational analysis’, where a linear combination of 
the differing amounts of top, side, front, etc. views for each of the objects is correlated 
with the „best‟ images from each of the tasks, there was a very high correlation for a 
majority of objects/tasks (.88 overall).  There were a number of lower correlations 
among a handful of the objects that may raise some interesting questions for some sets 
of objects where there is inherently more variability between the chosen canonical views 
in different tasks.  For example, houses (.86), chairs (.85), cameras (.83), and grand 
pianos (.61) brought the overall correlation down appreciably (most others were .93-
.99).  It may be that some common objects allow for multiple canonical views, or 
alternatively if people are so familiar with some objects that they have extensive 
experience with multiple views they may form multiple canonical viewpoints. 
Ultimately, peoples‟ aesthetic judgments of what is the best object viewpoint is 
more noteworthy if there are also performance differences between views in a 
recognition or some other task that requires a person to manipulate or interact with 
their internal representation of an object.  In Palmer et. al.‟s (1981) recognition task it 
was found that as a view gets closer to the canonical one the latencies of naming objects 
decreased.  There was also a significant effect of accuracy (greatest number of errors) in 
the views furthest away from the canonical one. 
There was a great deal of consistency between views chosen as canonical across 
each of the tasks as well as performance differences in the naming of objects based on 
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their viewpoint.  Each of the experiments demonstrated a general pattern of viewing 
preference across different objects. Visually inspecting the viewpoints selected as the 
„best‟ it becomes evident that in a majority of cases a view that contains information 
from both the front and side views (an oblique view) is considered most canonical.  In 
the final experiment Palmer et. al. (1981) quantified this by using visibility ratings of the 
various surfaces.  They discovered that for a majority of cases the side and front views 
accounted for a majority of the weighting variance.  A few objects such as the horse, 
house, clock, and teapot were more highly weighted for one surface than the others.  For 
example the clock and house were most highly weighted in regard to their front surfaces.  
This is not particularly surprising since a majority of the most useful information (either 
because of experience or functional usefulness) is contained on the front surface of these 
two particular objects. Another study with similar methods, but instead using views of 
computer generated object models, found that when participants were given pair-wise 
comparisons of each of the views of the objects; they also generally chose an oblique or 
three-quarter view of an object as the canonical orientation (Verfaillie & Boutsen, 1995).  
Unfortunately, both of these studies have relied on pre-selected pictures (Usually 
of 10-15 views of each object) that the experimenters judged as their favorite ones.  This 
technique, while simplifying many aspects of the experimental design, caused the loss of 
a significant amount of precision in viewpoint measurement.  Another potential issue 
with these studies is that common everyday objects have been used where many years of 
experience, through both viewing and use, may influence what canonical viewpoint is 
most commonly chosen.  If non-sense objects are used then purely structural influences 
on canonicality could be judged.  
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In an attempt to negate the impact of familiarity and instead explore structure, 
Cutzu & Edelman (1994) created a set of digital stimuli out of thin tubing that was 
randomly connected at different angles.  All (or nearly all) of the features were visible, 
regardless of orientation for each of the objects.  In order to determine the canonical 
view, the authors chose to use recognition performance as the indicator.  During the 
training phase of the experiment the stimuli were rotated around the various axes in 
order for the participants to fully experience the stimuli and form a viewpoint 
preference if possible.  In the testing phase, views from various, previously seen, angles 
of each of the stimuli were interspersed with novel objects.  Participants reported as 
quickly and accurately as they could whether they believed each of the test object views 
belonged to an object that they had previously seen in the training phase. 
A common finding in the canonical view literature is that the views chosen as 
canonical are relatively stable across participants. In this study they instead discovered 
that certain views were better than others (or potentially canonical), but there was very 
little consistency across participants regarding which viewpoints were better than 
others.  On the surface these findings are somewhat puzzling, however there are a 
number of reasons why these stimuli may not be representative of most objects. While 
these stimuli are built of a common geon (cylinders), the differences between them are 
purely metric changes – not changes in basic level shapes (circle to square vs. rod 
connected to another rod at 45 vs. 55 degrees. Also, for the most part, most of the views 
contain the same information since there was no occlusion. 
The most comprehensive study to date on canonical views (Blanz, Tarr, & 
Bulthoff, 1999) explored common everyday objects, wireframe objects similar to the 
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Cutzu & Edelman (1994) stimuli, as well as novel objects created from geons. In addition 
to using more representative samples of stimulus types, more sophisticated 
experimental methods were employed, allowing more precise measurement.  In their 
studies, computer models of each of the stimulus types were generated. This allowed the 
objects to be fully manipulable (pitch, yaw, and roll) with a pointing device.  
In Experiment 1 participants were instructed to select their favorite view based 
on the instructions, “Suppose you were making a brochure and you tried to give your 
customers the best possible impression of the objects shown on the screen. Which views 
would you choose?”  This task was very similar to the photograph and goodness tasks 
that Palmer et. al. (1981) used.  Results demonstrated relative consistency between 
participants in which views they chose as canonical.  Most of these views could be 
categorized as off-axis or oblique on the horizontal axis, again much like Palmer et. al. 
(1981). Vertically, the views were roughly equivalent to the perspective of a viewer 
standing 7 meters away or sitting 4 to 5 meters away from the object.  Some of the 
objects had different vertical preferences from the norm, for example an airplane had 
both clusters of viewing preferences from above and below, while objects like chairs only 
had viewing clusters from above.  At face value, this indicates that experience and 
context likely influence what views may be classified as canonical. 
In general though, participants avoided accidental views.  For example, 
participants never chose views of the plane where the wings appeared as a line without 
depth (straight on), instead they chose views from above or below that allowed the 
perception of the depth of the wings.  Occlusions were also avoided.  For example, the 
teapot was generally oriented so that the spout and handle was never occluded.  Views 
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for nonsense objects were chosen to make as many of the geometric parts visible as 
possible.  Viewpoints chosen were also roughly symmetrical, so that the views chosen 
from the left reflect those chosen from a similar set of views on the right.  If functional 
experience with objects leads to specific canonical views one might expect that objects 
that are interacted with on a daily basis would reflect the hand that uses them. For 
example, if a right-handed person were to interact with a teapot it would be most 
beneficial to have the handle on the right side.  However, canonical views of teapots 
weren‟t chosen based on the dominant hand of the participant. 
Blanz and colleagues (1999) also confirmed the finding of Cutzu & Edelman 
(1994), that nonsense objects have no consistent canonical viewpoint.  This applies to 
both the paperclip like stimuli as well as the stimuli constructed from geons which were 
previously hypothesized to support different types of object recognition (between vs. 
with-in category).  
In Experiment 2, an imagery task, similar to that of Palmer et. al. (1981) was 
used.  Participants were asked to bring an image to mind of each object and then rotate 
the visible object to match the view they first imagined. Oddly, in contrast to 
Experiment 1, responses were more widely spread across the views. Many more straight 
and side views as well as accidental views were chosen.  This is very different than 
Palmer et. al. (1981) where there was consistency across tasks. 
In accounting for the differences between Experiment 1 and 2 as well as the 
inconsistencies with Palmer et. al. (1981), Blanz et. al. (1999) suggests that the 
differences in results may be due to the photography task encouraging people to pick the 
most informative view. In contrast, the imagery task may be limited by internal memory 
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storage and processing capacity.  This may cause people to choose more side and front 
views, which are potentially simpler representations.  The authors also suggest that the 
picture-taking task may encourage people to choose a view based on what they think 
would be most useful for a sub-ordinate level task, whereas the imagery task may be 
more similar to a basic level categorization.  Whether any of these hypotheses are true is 
unclear at this point. 
Finally, an interesting perspective on why three-quarter views are chosen more 
frequently as canonical comes from Niimi & Yokosawa (2009) who demonstrated that 
people are relatively insensitive to changes in these viewpoints.  In other words, a 45° 
viewpoint perceptually represents more views than one from the side or front of an 
object.  The authors also show that people‟s aesthetic preference is related to this 
phenomenon.  
In addition to behavioral measures of canonical views there have been a number 
of studies exploring brain lesions that affect the perception of objects in non-standard 
views.  One patient, a 73-year-old woman admitted into the hospital with an acute onset 
of prosopagnosia, topographagnosia, and a left hemianopia, was discovered to have 
object agnosia – but only for objects presented in non-canonical views (Landis, et. al., 
1988).  In bedside neurological testing, the patient was perfectly able to recognize an off-
axis view of eyeglasses with the arms extended (their canonical view). However, when 
the glasses were folded and presented from a straight on view the patient was unable to 
recognize the glasses.  Two other patients, after having ischaemic strokes, also 
demonstrated difficulty with objects not in their „normal‟ position (an upside down cup 
or car for example) (Turnbull, et. al., 1997). In more formal psychological testing it was 
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shown that when patients SC and NL were asked to copy images of objects they would 
often mis-draw them.  Instead of copying them in their various orientations the patients 
often drew them in their canonical orientations instead, a much more difficult process. 
1.4 Scene recognition and viewpoints 
A similar theoretical issue has been raised in the scene recognition and 
navigation literatures, and various theories have sought to explain navigation in and 
recognition of environments from different viewpoints. Some are viewpoint 
independent (e.g., allocentric theories) while others are largely viewpoint specific (e.g., 
egocentric models). Each of these theories accounts for certain findings in human 
navigation and scene recognition performance and there are a number of neural 
structures associated with these different types of representation.  
Wang (2007; also see Mou & McNamara, 2002) proposed three types of 
viewpoint-dependent representations for scenes.  The studied view representation only 
considers the particular view that an observer has been trained on.  Similar to some of 
the viewpoint-specific object recognition literature (Tarr, et. al. 1998), it is assumed that 
whichever viewpoint(s) are seen are encoded and recognized best, regardless of the 
structure of the environment. This allows fast and accurate recognition for an observer 
assuming they have seen a particular view before.  However, when a novel view is 
presented there is a cost in recognition, and the farther away the novel view is from the 
encoded views, the larger the cost (Rieser, 1989; Mou & McNamara, 2002).  
The updated view is a dynamic representation that has the ability to be expanded 
based on automatic spatial updating that a person navigating through an environment 
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does.  For example, in a test of the updating hypothesis Simons and Wang (1998) 
arranged objects on a circular table and had participants memorize their locations from 
their egocentric viewpoint.  Once the participants were given time to learn the layout a 
curtain came down and occluded the scene. At this point, either the table was rotated to 
a new angle or the participant physically moved to the new angle – and at no point 
actually saw the scene.  Even though the participant wasn‟t given the chance to 
experience the new views as they moved, their performance was much better than when 
the table was rotated to the same view that they experienced in the self-motion 
condition.  This study suggests that participants update objects‟ locations as they move 
through the environment. 
Finally, there is often a specific viewpoint (or viewpoints) of a scene that receives 
preferential encoding over many alternative views. This is what Wang (2007) calls the 
canonical view. It has been shown that people are able to learn environments from 
egocentric perspectives; however, it is often the case that the first learned view is not the 
best for recognition or navigation.  There are many potential reasons why one viewpoint 
may be better for encoding than others, but one of the most studied is whether a scene 
has an intrinsic reference frame. In many circumstances, if the presented view is not in 
the most useful orientation, people can extract an intrinsic frame of reference and use 
that to successfully encode the relationships between the features of the environment 
(McNamara, 2003).  There are at least three ways of defining what the canonical view 
could be for this theory: the intrinsic structure of an object array (lining up objects in a 
row, minimizing number of odd angles, symmetry, etc.), lining up an object array in 
reference to local landmarks (such as walls, floors, and other permanent structures), or 
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placing the object array in reference to global landmarks (roads, rivers, mountains). 
These three ways of defining the intrinsic frame of reference aren‟t mutually exclusive, 
they may very well interact if there are competing representational needs based on any 
number of factors including experience, salience, etc. 
In a study exploring the effect of intrinsic frames of reference in global landmarks 
Werner & Schmidt (1999) asked whether the global layout of a city, as well as the 
egocentric frame of reference defined by the facing direction of the human body, 
impacts the mental representation that is formed and acted on.  In these experiments 
participants were found that had a good working knowledge of salient landmarks in the 
city as well as distant locations (270 and 450 km away). The city landmarks were a 
museum, disco, bank, and other prominent landmarks. The distant locations were cities 
and islands in Europe.  Participants were asked to stand with their eyes closed in the 
center of a windowless room and imagine standing at a central street crossing that was 
prominent in the town and that ran at roughly right angles.  Their imagined heading was 
either in-line with one of the streets or was misaligned with both streets.  Participants 
were required to point to the location of the targets in reference to their imagined 
heading in the city environment. Angular error and naming latency were measured.  
Results demonstrated that people are both more accurate and faster at pointing to 
landmarks, both local and distant, when they imagine facing along the main set of 
streets. When participants imagined headings that were misaligned with the major 
thoroughfares they were ultimately less successful.  This suggests that places both in the 
imagined city as well as those hundreds of kilometers away are encoded with respect to 
the directions of prominent streets (main streets were better than side streets), spatially 
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regular (90 degrees) streets, and a straight on view of the environment (North was faster 
than South). 
Canonical viewpoints can also be selected at a smaller scale by use of the 
background features of the scene, such as walls, floors, or other prominent features that 
may create a symmetrical environment to situate an array of objects in.   In a series of 
seven experiments Shelton and McNamara (2001) exposed participants to a number of 
systematically varied views of object arrays (common objects arranged in various ways) 
that were either aligned or misaligned with salient reference systems (for example, 
aligned with a carpet or misaligned with the rooms walls).  In the first experiment they 
demonstrated that if three views were learned, one of which was misaligned with the 
room & carpet, participants forgot or failed to encode the misaligned view and exhibited 
better performance for the views that were aligned with the room.  In Experiment 2 the 
local (carpet) and global (walls of the room) structures were misaligned, which allowed 
participants to successfully encode the misaligned object array and prefer this single 
view to the others.  However, if the object array was aligned with the global structure of 
the room the participants‟ performance was superior to the cases when it was not.  
Competition between global and local structure was explored in Experiment 4 & 5 where 
they discovered that multiple representations might be formed that are partially 
governed by order of learning.  Overall, these studies demonstrate a strong influence of 
the overall structure of the environment when object locations within an environment 
are represented.  Without explicit control of how people interact and learn an 
environment it may be inevitable that they represent it in regards to the inherent shape 
of the outward environment. 
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Finally, scene encoding and recognition may be greatly influenced by the intrinsic 
frame of reference that an array of objects creates.  This is certainly a useful ability if 
objects are presented in a circular environment where there are no useful distal cues to 
create a reference frame.  This also helps explain how objects in the distal environment 
might help create a reference frame for local objects.  Mou et. al. (2007; 2009) found 
that the intrinsic layout of objects, that is if objects are lined up, caused participants to 
represent the intrinsic view (even though it wasn‟t the egocentric viewpoint) as opposed 
to the studied view that was not along the intrinsic axis (Mou, et. al., 2007). In another 
study (Mou, et. al., 2009), both eye movements and preferred pointing directions were 
recorded.  Results indicated that both the sequence of fixations as well as pointing 
judgments were dictated by what intrinsic frame of reference was encoded, regardless of 
what the egocentric viewing direction was. 
There has been some question whether intrinsic, and salient array structures are 
as influential as Mou and colleagues (2007; 2009) suggest.  A recent study was carried 
out that demonstrated that egocentric reference frames may still be one of the primary 
ways scenes are encoded, especially if no explicit instructions are given to learn the 
intrinsic structure of an object array like in previous studies (Greenauer & Waller, 
2008).  In their study participants were exposed to an object array that had an intrinsic 
axis at 0 degrees, while they saw the array from 315 degrees.  They were provided with 
no explicit directions on how to learn the array.  When they were tested on the array 
from different views they performed best at their studied view and performed worse 
from the 0 degree view corresponding to the intrinsic axis.  The authors suggest that this 
demonstrates that people do not automatically organize their environment based on 
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intrinsic frames of reference but instead from an egocentric representation.  It may be 
that until a better encoding option is explicitly suggested, either through interaction or 
explicit instruction, the egocentric representation is going to be chosen as the view to be 
encoded.  This result isn‟t necessarily surprising considering the work of Shelton & 
McNamara (2001) where egocentric views were encoded more accurately until another 
better option that was aligned with the environment was presented. 
1.5 Summary 
Canonical viewpoints have been demonstrated in both objects and scenes.  
Canonical viewpoints in objects have been explored across a much broader range of 
tasks that have demonstrated preferred views that are both defined by performance as 
well as aesthetic preference.  The oblique view that people tend to choose (at least for 
everyday objects) tends to provide the most information about the objects as well as 
being insensitive to small rotations in depth.  Canonical viewpoints in scenes have 
primarily been explored through pointing latencies and errors.  The existing evidence 
for a canonical view of a scene is that it is from a straight on view, defined by either an 
intrinsic, local, or global axis. 
The literature on object and scene recognition from different viewpoints is full of 
contentious debates. Many of the same issues present in object recognition are present 
in the scene literature, the most evident being whether recognition is viewpoint 
dependent or viewpoint independent.   It appears that in particular circumstances, for 
both objects and scenes, it can be both. The one difference between objects and scenes is 
that when canonical viewpoints are revealed, scenes have straight-on views for a 
canonical viewpoint, while objects have oblique views for their canonical viewpoints.   
20 
The discrepancy between the canonical viewpoints of objects and scenes could be 
due to any numbers of factors. The first obvious candidate for the apparent discrepancy 
is that each set of separate literatures uses widely different methodologies to evaluate 
recognition. The object literature typically uses object identity recognition and 
exploration time at the various angles. The scene literature asks participants to 
memorize locations of objects and then from either the same or a different view make 
judgments about the location, often through pointing tasks, of the objects. The second 
candidate is that objects and scenes may be so entirely visually and structurally different 
that this may lead to the differing canonical viewpoints. 
Our goals in the current set of studies are to: 1.) Directly compare objects and 
scenes and determine whether these different viewpoint preferences exist in situations 
where the features of the objects and scenes are equated. 2.) Determine whether, when 
the information required to complete a task across objects and scenes is identical, 
different viewpoint preferences still exist and 3) Determine whether viewpoint 
preferences reflect people‟s ability to determine which view is most beneficial for 
learning and recognition even when the different stimuli provide the same visual 
information. 
1.6 Outline 
A number of factors related to canonical views in scenes and objects are explored 
in the following chapters.  In Chapter 2 viewpoints that are preferred for scenes versus 
objects are demonstrated through a basic preference task (Experiment 1).  I also show 
that even though the same scene and object information is required to complete two 
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different tasks, preferences for differential views still exist (Experiments 2 & 3).   
Chapter 3 shows that the processing speed is impacted for recognition after encoding at 
either canonical or non-canonical views (Experiments 4 & 5). In Chapter 4 I explore the 
functional role of canonical views in a relative direction judgment task (Experiment 6).  
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Chapter 2 
Experiments 1, 2, & 3 
Experiments 1, 2, & 3 sought to confirm the existence of viewpoint preferences in 
objects and scenes as well as determine whether these preferred viewpoints differed 
between objects and scenes. Not only were stimulus differences explored, task demands 
were manipulated in order to determine whether preferred viewpoints could be induced, 
not just by how a stimulus looked, but how it was processed. All visual differences 
between  “objects” and “scenes” except for the connectedness of their parts were 
eliminated (Figure 1).   
2.1 Experiment 1 
Experiment 1 specifically explored peoples‟ viewing preferences with very little 
task instruction.  Viewpoint preferences were measured both by self directed exploration 
time during a familiarization period with the stimuli as well as an eventual choice of 
their favorite view, or „snapshot.‟ 
2.1.1 Methods 
Participants 
21 students from the University of Illinois took part in Experiment 1 in exchange 
for course credit. All participants were naïve to the purpose of the study, had corrected 
or normal vision and gave written consent. 
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Materials 
A PC running custom C code displayed trials and collected keyboard presses.  
Monitor sizes varied between 17-19 inches diagonally. The stimuli were symmetrical 
wire-frame objects and scenes created by placing six poles at semi-random locations on 
a plane (Figure 1).  The plane covered 15-20 degrees of visual angle horizontally 
depending on the monitor and up to the same percentage vertically depending on the 
rotation angle chosen by the participants.  Because of the ability for participants to 
rotate the plane in any direction, the sizes of the various aspects of the stimuli are not 
consistent.  Instead of describing the absolute retinal size of the different parts of the 
stimuli we will describe the criteria for choosing sizes based on virtual units. The plane 
that the multicolored lines were placed on had a size of 120 units. Two vertical poles 
were placed along the main axis, with the first pole (defined as 0 deg) located at 100 
units from the center of the circular plane. The other poles were pairs of poles placed at 
45 , 135 , and 180  away from the 0 deg axis at 10-100 units away from the center of the 
circle. The top ends of the poles were connected to form a hexagon if the display 
represented an object.  If a scene was represented then the poles remained unconnected.  
For 2D displays the poles had a height of one pixel. There were two types of 3D displays, 
one with constant heights of lines (3D constant), or random height bars (3D variable).  
The constant height poles were 50 units high while the random height bars were 
between 3-53 units high. Note, that while stimuli are referred to as either 2D or 3D, 
binocular depth perception cues were not present, only monocular ones. However the 
stimuli do lead to a sense of depth based on the pictorial cues and motion cues when the 
participants rotate them. 
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Procedure  
Participants were instructed to explore stimuli on the computer screen in order to 
determine what their favorite viewpoint was.  Participants were able to rotate the object 
or scene (together with the circular plane) both horizontally and vertically by moving the 
mouse accordingly. To begin each trial participants were required to move their mouse 
pointer to a „begin trial box,‟ which ensured the starting position of their hand was 
randomized between trials.  The viewing angle of the stimuli was also linked to the 
mouse position – ensuring that each trial started viewing from a random angle.  The 
amount of time that participants spent exploring each angle (horizontal and vertical) 
was recorded in angular bins (20 degrees horizontal x 30 degrees vertical for each bin, 
starting from the origin (0, 0)). After the free-exploration period (10 seconds) 
participants were instructed to rotate the stimulus to their favorite view and take a 
snapshot by clicking the mouse button. Participants were free to continue exploring 
each display for as long as they liked before deciding on which view was their favorite. 
Stimuli orders were randomized and over the course of the experiment participants 
viewed 30 each of 2D objects, 2D scenes, Single height 3d objects, Single height 3d 
scenes, variable height 3d objects, and variable height 3d scenes. 
2.1.2  Results & Discussion 
Horizontal View Preferences 
Responses and exploration time were collected in 20-degree bins and were 
collapsed across the different vertical bins (Also see Figure 3 for a histogram of response 
angles). The data were collapsed from 360 degrees into 180 degrees. In order to 
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determine viewing preferences the bins were further separated into three categories1: 
straight (340-20 and 160-200 degrees), oblique (40-60, 120-140, 220-240, 300-320) 
and side views (80-100, 260-280).  Two different measures were analyzed; the first is 
the proportion of time spent exploring each bin before eventually choosing their favorite 
view (Figure 2), and the second, the response angle of their selected favorite view 
(Figure 4). Because the exploration and response data is proportional an arcsin 
transformation was applied to all the data before ANOVA‟s – however, all means 
reported in the figures are non-transformed and represent the actual proportions.  3D 
and 2D stimuli were analyzed separately since they are inherently different stimuli and 
there was not a direct hypothesis about what viewpoint would be preferred for 2D 
stimuli. 
Based on previous research, it was hypothesized that the canonical viewpoint for 
objects is at an oblique angle and for scenes is straight on.  To test for this a 2x2 
repeated measures ANOVA was run on the exploration data with stimuli type (object vs. 
scene) and viewpoint (straight vs. oblique – without the side view). There was no main 
effect of stimuli type (F(1,20)=0.44, n.s.).  There was however a significant main effect 
of viewpoint (F(1,20)=14.50, p<0.001) and a marginally significant interaction between 
                                                          
1 These category assignments were chosen to ensure that each category had an equal 
distribution of response angles centered at the most representative region of the category.  
Due to constraints in the bin size the exploration time was recorded (20 deg width), these 
category assignments do not necessarily match the exact category boundaries.  For example, 
the histogram of the response angles suggests that the straight-on view distribution is more 
peaked and narrow (~10 deg in width), while the oblique view distribution is much flatter and 
wider (>50 deg).  As a result, the absolute exploration time of the straight-on views may be 
inflated in the data analysis presented here and the main effects of views should be interpreted 
with caution.   
26 
stimuli type and viewpoint (F(1,20)=4.18, p<0.054). These interactions suggest that 
people prefer straight views more for scenes than objects and conversely people prefer 
oblique angles more for objects than scenes.   
The same analysis was run on the response angle data. Again, there was no main 
effect of stimuli type (F(1,20)=1.05, n.s.).  There was however a significant main effect of 
viewpoint (F(1,20)=9.14, p<0.006) but no significant interaction between stimuli type 
and viewpoint (F(1,20)=2.99, p<0.099). These results, suggest that the hypothesized 
effect of canonical viewpoints is present in the exploration time but not in the response 
angles. 
A more complete ANOVA was run on the 3D exploration data to explore the 
sideways views in addition to the other views.  A 2x3 repeated measures ANOVA was 
run with stimuli type (object vs. scene) and viewpoint (straight, oblique, and side) as 
factors.  There was no main effect of stimuli type (F(1,20)=1.20, n.s.).  There was a main 
effect of viewpoint (F(2,40)=16.40, p<0.001) as well as a significant interaction between 
stimuli type and viewpoint (F(2,40)=3.44, p<0.042). Data for the 3D response angles 
demonstrated a similar pattern of results as the 3D exploration data. There was no main 
effect of stimuli type (F(1,20)=0.57, n.s.).  There was a main effect of viewpoint 
(F(2,40)=12.93, p<0.001), and a significant interaction between stimuli type and 
viewpoint (F(2,40)=4.46, p<0.018). 
A similar analysis was run on the exploration data from the 2D stimuli. A 2x3 
repeated measures ANOVA with stimuli type (object vs. scene) and viewpoint (straight, 
oblique, side) found that there was no main effect of stimuli type (F(1,20)=1.12, n.s.), a 
significant main effect of viewpoint (F(2,40)=22.13, p<.001), and no significant 
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interaction between stimuli and viewpoint (F(2,40)=1.38, n.s.). It appears that 2D 
stimuli are treated quite differently than 3D stimuli. An identical analysis of the 
response data found the same pattern of results. There was no main effect of stimuli 
type (F(1,20)=2.25, n.s.), a significant main effect of viewpoint (F(2,40)=18.74, 
p<0.001), and no significant interaction between stimuli and viewpoint (F(2,40)=1.36, 
n.s.). 
Vertical View Preferences 
To explore vertical viewpoint preferences responses were categorized similarly to 
the horizontal viewpoint categories. A level view at 0-30 degrees elevation,  an oblique 
view at 30-60 degrees and an overhead view (60-90 degrees) were used for the 
viewpoint categories in analysis.  Means of the non-transformed data can be found in 
Figure 5 and 6 for both the exploration and response angle data. 
A 3x2 ANOVA with stimuli type (object vs. scene) and viewpoint (level, oblique, 
overhead) was run on the 3D data.  For the exploration time there was a significant 
main effect of stimuli type (F(1,20)=4.40, p<0.049) 2. There was a significant main 
effect of viewpoint (F(2,40)=122.30,p<0.001, and a significant interaction between 
viewpoint and stimuli type (F(2,40)=3.76,p<.032). For the response angle data the 
results were somewhat different; there was no significant main effect of stimuli type 
(F(1,20)=3.12,n.s., a significant effect of viewpoint (F(2,40)=115.014, p<0.001), and no 
significant interaction (F(2,40)=1.28, n.s.).  
                                                          
2 Because this data represents a proportion that adds to 1 for both the objects and 
scenes, the main effect of stimuli type is likely an artifact of the arcsin transformation 
and does not have theoretical meaning in this case. 
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Another way of exploring the vertical data is by, instead of considering the three 
vertical categories of data separately, combining them and calculating an index of how 
much a participant prefers views diverging from level to overhead.  The Vertical 
Preference Index (VPI) is defined as: [15 * (% at level views) + 45 * (% at middle views) 
+ 75 * (% at overhead views). This method also allows much more straightforward 
statistical comparisons.  VPI means can be found in Figure 7 & 8. In the 3D exploration 
time data participants significantly preferred more vertical views when they were 
interacting with scenes than objects (t(20)=2.26, p<0.035). The response data, like the 
ANOVA results, did not lead to a significant difference between objects and scenes 
(t(20)=1.60, n.s.).  
A 3x2 ANOVA with stimuli type (object vs. scene) and viewpoint (level, oblique, 
overhead) was also run on the 2D data.  For the exploration time there was no 
significant main effect of stimuli type (F(1,20)=1.44, n.s.), a significant main effect of 
viewpoint (F(2,40)=6.46,p<0.004, and no significant interaction between viewpoint 
and stimuli type (F(2,40)=0.53, n.s.). For the response angle data results from the same 
ANOVA demonstrated the same pattern as the exploration time data. There was no 
significant main effect of stimuli type (F(1,20)=0.02, n.s.), a significant main effect of 
viewpoint (F(2,40)=4.92,p<0.012, and no significant interaction between viewpoint and 
stimuli type (F(2,40)=0.83, n.s.). VPI results are consistent with the ANOVA results – 
participants did not show significant differences between objects and scenes in either 
the exploration time data (t(20)=0.184, n.s.) or the response angle data (t(20)=0.353, 
n.s.). In later experiments the VPI will be used exclusively over ANOVA‟s of the category 
means. 
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Summary 
Participants demonstrated preferences for certain views that differed between 
objects and scenes.  Generally, people prefer more central views for scenes and oblique 
views for objects. Vertically, people prefer more overhead views for scenes and more 
level views for objects. This differential preference is specific to 3D stimuli and does not 
apply to the 2D stimuli. 
While the stimuli were identical except for the connectedness of features it is 
impossible to determine what strategy people were using to decide what their favorite 
view is. This strategy could very well change depending on what task they were 
performing or stimuli types – and potentially vary between participants as well. 
2.2 Experiment 2 
Experiment 2 explored peoples‟ viewing preferences when a task required the 
same information for both the object and scene conditions in order to solve the task – 
namely a memory representation of horizontal distance between the colored poles. This 
task is more similar to much of the scene literature (Mou & McNamara, 2002), in that 
participants are really only responsible for encoding 2D location information on a plane 
and not any of the 3D information (height of poles). Viewpoint preferences were 
measured both by self-directed exploration time during a familiarization period as well 
as their eventual accuracy and reaction time. 
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2.2.1 Methods 
Participants 
29 students from the University of Illinois took part in Experiment 2 in exchange 
for course credit. All participants were naïve to the purpose of the study, had corrected 
to normal or normal vision and gave written consent. 
Materials 
The same symmetric wire-frame objects and scenes as in Experiment 1 were used 
for the free-exploration period of each trial in Experiment 2.  The testing phase of each 
trial consisted of 3 equally sized circles that were arranged in a triangle, with the target 
color in the middle. The colors were three of six possible colors in the original wire-
frame object or scene presented in the free-exploration period. 
Procedure  
Participants were given a 20s free-exploration period and told to memorize the 
relationships between the colored poles. This exploration period was expanded from the 
10s available in Experiment 1 because pilot testing determined that the task was too 
difficult to accomplish in only 10s. After the free-exploration period the stimulus 
disappeared and then three colored patches appeared corresponding to three of the 
poles. Participants judged which one of the two bottom colors, corresponding to the 
colors of the poles in the learned stimulus were closer to the top target color.  The target 
color was randomly chosen from the four poles at 45 & 135 deg, the two comparison 
colors were randomly chosen from the remaining five poles without replacement. 
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Participants were given unlimited time to complete their judgment.  Both time spent 
exploring each of the views in the free-exploration period as well as accuracy and 
reaction time for the test phase were measured.  There were 30 trials of each of: 3D 
objects single height, 3D objects varied height, 3D scenes single height, 3D scenes varied 
height, 2D objects, and 2D scenes. All presented trials were chosen randomly from these 
conditions. 
2.2.2 Results & Discussion 
 Horizontal View Preferences 
As in Experiment 1, proportion of exploration time spent at each bin was 
collected and was collapsed across the different vertical bins. The data were also 
collapsed from 360 degrees into 180 degrees and arcsin transformed. In order to 
determine viewing preferences the bins were further separated into three categories: 
straight (0-20 and 160-180 degrees), oblique (40-60 and 120-140) and side views (80-
100).  
As per our hypothesis that preferences are different for objects and scenes we 
specifically tested the interaction between oblique views/straight views and 
objects/scenes in exploration time of the 3D stimuli. A 2x2 repeated measures ANOVA 
was run with stimuli type (object vs. scene) and viewpoint (straight vs. oblique – 
without the side view). There was no main effect of stimuli type (F(1,28)=0.04, n.s.).  
There was however both a main effect of viewpoint (F(1,28)=95.26, p<0.001) and a 
significant interaction between stimuli type and viewpoint (F(1,28)=7.41, p<0.011). 
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These results demonstrate that people prefer straight views more for scenes than objects 
and conversely people prefer oblique angles more for objects than scenes.  
For the 3D exploration data (Figure 9) a 2x3 repeated measures ANOVA was also 
run with stimuli type (object vs. scene) and viewpoint (straight, oblique, and side) as 
factors.  There was no main effect of stimuli type (F(1,28)<0.01, n.s.).  There was 
however a main effect of viewpoint (F(2,56)=72.55, p<0.001) as well as an interaction 
between stimuli type and viewpoint (F(2,56)=3.35, p<0.042). 
An interesting finding, not entirely predicted, was that while there was still a 
significant difference between objects and scenes in straight vs. oblique preferences, 
there was also a difference between center preferences in Experiment 1 and Experiment 
2 for both objects and scenes. Experiment 2 induced participants to increase their center 
viewing preferences significantly across all conditions. For the objects there was a 
significant difference between Experiment 1 (Mean = .18) and Experiment 2 (Mean = 
.29) (t(48)=3.59, p<.001).  There was also a significant difference between scenes for 
Experiment 1 (Mean = .20) & Experiment 2 (Mean = .31) (t(48)=3.58, p<.001). One 
might speculate that because the task only required participants to encode 2D distances 
between poles, very similar to tasks in the scene recognition literature, they chose to 
treat the objects as more scene like.  In Experiment 3 we explore the consequences of 
making the task more related to much of the object literature, where encoding the 3D 
information is much more useful. 
A similar analysis was run on the exploration data from the 2D stimuli. A 2x3 
repeated measures ANOVA with stimuli type (object vs. scene) and viewpoint (straight, 
oblique, side) found that there was no main effect of stimuli type (F(1,28)=1.46, n.s.), a 
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significant main effect of viewpoint (F(2,56)=58.62, p<.001), and no significant 
interaction between stimuli and viewpoint (F(2,56)=0.54, n.s.).  
Vertical View Preferences 
 Vertical data in Experiment 2 was analyzed similarly to Experiment 1. To explore 
vertical viewpoint preferences responses were categorized into a level view at 0-30 
degrees elevation, an oblique view at 30-60 degrees and an overhead view (60-90 
degrees).   
Means of the non-transformed data can be found in Figure 10. VPI means can be 
found in Figure 11. In the 3D exploration time data participants significantly preferred 
more vertical views when they were interacting with scenes than objects (t(28)=7.10, 
p<0.001). In the 2D exploration data there was not a significant difference between 
objects and scenes (t(28)=0.87, n.s.). 
Performance Differences 
There were no accuracy differences between objects and scenes in how successful 
participants were at determining the relative locations of the colored poles for either the 
3D stimuli (t(28)=0.33, n.s.) or 2D stimuli (t(28)=0.262, n.s.). There were also no 
statistically significant differences in reaction time for either the 3D (t(28)=0.58, n.s.) or 
2D stimuli (t(28)=1.23, n.s.). 
2.3 Experiment 3 
The task used in Experiment 2 was much more similar to those used in the scene 
recognition literature in that it only required 2D information, or x and y coordinates on 
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a plane, to complete the task.  Object recognition literature typically emphasizes 3D 
structure. Experiment 3 emphasizes the 3D structure to determine if different distinct 
preferences still exist between objects and scenes.  
In Experiment 3, participants were again given a 20s free-exploration period 
after which the stimulus disappeared.  Then a static stimulus appeared, which was 
either the original stimulus viewed from a random angle (both vertical and horizontal) 
or a different one (either color or shape changed). Participants reported whether it was 
the same or different than the studied stimulus.  
2.3.1 Methods 
Participants 
22 students from the University of Illinois took part in Experiment 3 in exchange 
for course credit. All participants were naïve to the purpose of the study, had corrected 
to normal or normal vision and gave written consent. 
Materials 
The same symmetric wire-frame objects and scenes as Experiment 1 were used 
for the free-exploration period of each trial in Experiment 3.  The testing phase of each 
trial consisted of static images that either matched or did not match the object or scene 
from the free exploration portion of the trial. The matching stimuli were views of the 
same stimuli from a random horizontal angle.  The non-matching stimuli were either a 
different color assignment with the same structure, or the same color assignment with a 
new structure. 
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Procedure  
Participants were given a 20s free-exploration period and told to remember the 
stimuli in order to recognize it from a different view later. After the free-exploration 
period the stimulus disappeared and the test stimulus appeared. Participants judged, 
with unlimited time whether the stimulus matched the one from the free-exploration 
period.  Both time spent exploring each of the views in the free-exploration period as 
well as accuracy and reaction time for the test phase were measured. There were 30 2d 
Trials and 60 3d trials equally divided between objects/scenes.  The change type 
(same/different stimulus) was randomly determined for each trial with equal 
probability, and for the different stimulus the change type (color or shape change) was 
also determined randomly with equal probability. 
2.3.2 Results & Discussion 
 Horizontal View Preferences 
As in Experiment 1 and 2, the proportion of exploration time spent at each bin 
was collected and was collapsed across the different vertical bins. The data were also 
collapsed from 360 degrees into 180 degrees. In order to determine viewing preferences 
the bins were further separated into three categories: straight (0-20 and 160-180 
degrees), oblique (40-60 and 120-140) and side views (80-100). All proportion data was 
arcsin transformed as well. 
For the 3D exploration data a 2x2 repeated measures ANOVA was run with 
stimuli type (object vs. scene) and viewpoint (straight vs. oblique – without the side 
view). There no main effect of stimuli type (F(1,21)=3.91, n.s.).  There was however both 
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a main effect of viewpoint (F(1,21)=42.06, p<0.001) and a significant interaction 
between stimuli type and viewpoint (F(1,21)=4.32, p<0.05). As in Experiments 1&2, 
these results demonstrate that people prefer straight views more for scenes than objects 
and conversely people prefer oblique angles more for objects than scenes.  
Additionally a 2x3 repeated measures ANOVA was run with stimuli type (object 
vs. scene) and viewpoint (straight, oblique, and side) as factors (Figure 12). There was a 
main effect of stimuli type (F(1,21)=9.20, p<.006). There was also a main effect of 
viewpoint (F(2,42)=16.85, p<0.001) as well as an interaction between stimuli type and 
viewpoint (F(2,42)=11.13, p<0.001) similar to Experiments 1&2. 
The task for Experiment 3 encouraged participants to encode, not only the 2D 
information in the stimuli – as in Experiment 2, but also the 3D information like 
Experiment 1.  As predicted, participants‟ overall preferences for the center views for 
both objects (Mean = .20) and scenes (0.23) were reduced to the levels of Experiment 1 
(Means of .18 and .20 respectively).  T-tests indicated that both objects (t(49)=2.84, 
p<.007) and scenes (t(49)=2.74, p<.009) center viewing preference was significantly 
less pronounced for Experiment 3 compared to Experiment 2.  Experiment 3 was also 
not significantly different from Experiment 1 for either objects (t(41)=0.73, n.s.) or 
scenes (t(41)=0.86, n.s.) center view preferences. 
A similar analysis was run on the exploration data from the 2D stimuli. A 2x3 
repeated measures ANOVA with stimuli type (object vs. scene) and viewpoint (straight, 
oblique, side) found that there was no main effect of stimuli type (F(1,21)=0.61, n.s.), a 
significant main effect of viewpoint (F(2,42)=18.78, p<.001), and no significant 
interaction between stimuli and viewpoint (F(2,42)=0.63, n.s.).  
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Vertical View Preferences 
 Vertical data in Experiment 3 was analyzed similarly to Experiment 1 & 2. To 
explore vertical viewpoint preferences exploration times were categorized into a level 
view at 0-30 degrees elevation, an oblique view at 30-60 degrees, and an overhead view 
(60-90 degrees).   
Means of the non-transformed data can be found in Figure 13. VPI means can be found 
in Figure 14. In the 3D exploration time data participants significantly preferred more 
overhead views when they were interacting with scenes than objects (t(21)=5.18, 
p<0.001). In the 2D exploration data there was not a significant difference between 
objects and scenes (t(21)=1.03, n.s.). 
Performance Differences 
There were no accuracy differences between objects and scenes in how successful 
they were at the same/different judgments for either the 3D stimuli (t(21)=0.62, n.s.) or 
the 2D stimuli (t(21)=1.69, n,s,). The reaction time data showed a similar pattern. There 
was no significant difference in the 2D reaction time data between objects and scenes 
(t(21)=1.11, n.s.) or the 3D data (t(21)=1.94, p<0.066) - although the trend did approach 
significance. 
2.4 Chapter 1 Discussion 
These results establish that the simple connection of features is sufficient to 
induce the difference in viewing preferences between objects and scenes. The preferred 
horizontal view for a scene is a straight-on viewpoint while oblique views are preferred 
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for objects.   Even though the informational requirements to solve each of the tasks 
(Exp. 2 or 3) were identical, people still showed different viewpoint preferences for 
scenes and objects.  However, the task requirements were able to shift overall 
preferences, in this case, when participants were required to use 2D location 
information explicitly their overall center preferences increased compared to 
Experiment 3 where 3D information was useful. 
Although there were no explicit hypothesized differences in the preferred vertical 
views for objects and scenes, the results showed that the preferred vertical view was 
more level for objects than for scenes.  Interestingly, vertical view preference is also 
more level for 3D stimuli than for 2D stimuli.  The horizontal view preference reveals a 
similar correspondence between object vs. scene and 3D vs. 2D stimuli.  The preferred 
views were straight-on for scenes and oblique for objects, and likewise more straight-on 
for the 2D stimuli and more oblique for 3D stimuli.  One possible explanation of this 
coincidence is that the difference in view preference for objects and scenes reflects the 
type of information needed in our interaction with them.  Object recognition typically 
relies on the knowledge of the three dimensional structure and relationship among its 
features.  Scene recognition and navigation on the other hand relies much less on 3D 
information (unless you are climbing a mountain) and more on the 2D location of 
various objects and background features.  As a result, objects resemble the 3D stimuli 
while scenes resemble the 2D stimuli in view preference.   
What is unclear from the present set of data is whether viewpoint preferences 
actually reflect participants‟ self-selection of the most useful views for encoding and/or 
recognition. Because participants were equally as fast and accurate across object and 
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scene categories in Experiments  2 and 3, it is possible that the difference in their 
viewpoint preference is purely aesthetic and has no functional role.  However, given that 
in these experiments participants were able to control the views from which they 
learned about the stimuli, it is also possible that people selected the respective optimal 
viewpoint to study both objects and scenes, leading to optimal performance in both 
cases and therefore the accuracies were similar.  In Chapters 2 and 3 we more directly 
explore the possibility that viewpoint preference has a functional role in encoding, 
recognition, and judgment of relative directions among components of an object or a 
scene. 
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Chapter 3 
Experiments 4 & 5 
In the current set of studies we examined whether the different viewpoint 
preferences people exhibit between scenes and objects reflect people‟s understanding, 
explicit or otherwise, of which views are most effective for encoding and recognition.  By 
manipulating which viewpoints were visible for both encoding and recognition we were 
able to determine which views were most beneficial for both objects and scenes as well 
as if the benefit was achieved at encoding, recognition, or both. 
3.1 Experiment 4 
The present experiment explored whether encoding objects and scenes from an 
oblique or a straight view affects recognition performance. If participants‟ previous 
viewpoint preferences (straight for scenes and oblique for objects) reflect the ability to 
choose the most useful view for encoding then we should see an interaction between 
which type of stimulus they are encoding (object vs. scene) and which view they studied 
(straight vs. oblique). 
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3.1.1 Methods 
Participants 
31 students from the University of Illinois took part in Experiment 4 in exchange 
for course credit. All participants were naïve to the purpose of the study, had corrected 
or normal vision and gave written consent. 
Materials 
Stimuli were identical to Experiment 1 (Figure 15). Symmetric wire-frame objects 
and scenes were created by selecting two vertical poles along the main axis and two 
additional pairs of poles at random distances from the center, which all rested on a 
circular plane.  The top ends of the poles were connected to form a hexagon if the 
display represented an object.  If a scene was represented then the poles remained 
unconnected. In this experiment there were only variable height lines for the 3D 
displays. 
Procedure  
Participants were given a 5 second exploration period where they were shown 
either a scene or an object from either 45º or 0º horizontally and 30º vertically. They 
were only able to rotate the stimuli by 5 degrees in any direction. Participants were told 
to remember the stimuli in order to recognize it from a different view later. After the 
study period the stimulus disappeared and the test stimulus appeared after 500ms 
delay. The test stimulus could either be the same stimulus from a different view (Easy: 
22.5º or Hard: 202.5º), or a different stimulus (Figure 17). Participants judged, with 
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unlimited time, whether the stimulus matched the one from the study period or was an 
entirely new stimulus.  Accuracy and reaction time for the test phase were measured. 
There were 192 total trials with an equal number of trials (24) in each combination of 
object/scene, oblique/straight study view, and easy/hard test view. There were an equal 
number of same trials and different trials – with the different trials either having four 
pole(s) (0, 45, 135, & 180 degree poles) swapped their height or their horizontal distance 
to the center of the circular platform in equal numbers. 
3.1.2  Results & Discussion 
The reaction time data are presented in Figure 16.  The hypothesis that 
participants would most readily encode objects or scenes when they are in their 
preferred orientation is most directly tested by looking at accuracy and reaction time in 
the „hard‟ test views where the differences are likely to be the least ambiguous.   
A 2x2 repeated measures ANOVA with stimulus type (object/scene) and 
viewpoint (straight/oblique) as factors was run on both the reaction time data (only on 
correct trials) and accuracy data. The reaction time data showed the predicted pattern of 
results, namely an interaction between objects/scenes and straight/oblique view 
(F(1,30)=7.47, p<.01). There was no main effect of either stimulus (F(1,30)=1.23, n.s.) or 
viewpoint (F(1,30)=0.37, n.s.). In the accuracy data, there was no main effect (although 
it was marginally significant) of stimuli type (F(1,30)=4.08, p=0.052), no main effect of 
viewpoint (F(1,30)=1.35, n.s.), and no interaction between stimuli type and viewpoint 
(F(1,30)=0.32, n.s.). 
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The same analysis on the „Easy‟ trials shows a more ambiguous picture. In the 
reaction time data there was a main effect of stimuli (F(1,30)=12.67,p<0.001), no main 
effect of viewpoint (F(1,30)=0.01, n.s.), and no interaction between stimuli and 
viewpoint (F(1,30)=0.26, n.s.). For the accuracy data there were no significant main 
effects for stimuli (F(1,30)=0.50, n.s.), viewpoint (F(1,30)=1.07, n.s.), or an interaction 
(F(1,30)=0.54, n.s.). There is a possibility that the significant (and nearly significant 
result in the „hard‟ trials) main effect of stimuli type is due to the fact that while the most 
ideal horizontal view was chosen for objects and scenes, the vertical view preference was 
not matched. If anything the vertical view chosen for the presentation of all of the 
stimuli is more akin to the preferred vertical view found in Experiments 1,2,& 3 for 
objects than scenes.  If the vertical viewpoint chosen for scenes was more overhead than 
objects the differences between objects and scenes may be amplified. Further research 
should explore this possibility. 
3.2 Experiment 5 
The present experiment explored whether recognition of objects and scenes was 
affected by testing from oblique or straight viewpoints when participants learned the 
stimuli from other non-ideal oblique viewpoints. The same predictions from Experiment 
4 still hold, except this time recognition is the construct of interest instead of encoding. 
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3.2.1 Methods 
Participants 
25 students from the University of Illinois took part in Experiment 5 in exchange 
for course credit. All participants were naïve to the purpose of the study, had corrected 
to normal or normal vision and gave written consent. 
Materials 
Stimuli were identical to Experiment 4 (Figure 17). Symmetric wire-frame objects 
and scenes were created by selecting two vertical poles along the main axis and two 
additional pairs of poles at random distances from the center, which all rested on a 
circular plane.  The top ends of the poles were connected to form a hexagon if the 
display represented an object.  If a scene was represented then the poles remained 
unconnected. There were only variable height bars presented in this experiment. 
Procedure  
Participants were given a 5s exploration period where they were shown either a 
scene or an object from either 22.5º or 202.5º horizontally and 30º vertically. They were 
only able to rotate the stimuli by 5 degrees in any direction. Participants were told to 
remember the stimuli in order to recognize it from a different view later. After the study 
period the stimulus disappeared and the test stimulus appeared after a 500ms delay. 
The test stimulus could either be the same stimulus from a different view (0º or 45º), or 
a different stimulus  (Figure 9). Participants judged, with unlimited time whether the 
stimulus matched the one from the study period or was an entirely new stimulus.  
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Accuracy and reaction time for the test phase were measured. There were 192 total trials 
with an equal number of trials (24) in each combination of object/scene, 
oblique/straight testing view, and easy/hard training view. There were an equal number 
of same trials and different trials – with the different trials either having four poles (0, 
45, 135, & 180 degree poles) switch either their radius or height in equal numbers. 
3.2.2 Results & Discussion 
The hypothesis that participants would most readily recognize objects or scenes 
when they are in their preferred orientation is most directly tested by looking at 
accuracy and reaction time in the „hard‟ training views where the differences are likely to 
be the least ambiguous (Figure 18). A 2x2 repeated measures ANOVA with stimulus type 
(object/scene) and viewpoint (oblique/straight) as factors was run on both the reaction 
time data (only on correct trials) and accuracy data. The reaction time data was 
appreciably different from the previous experiment that confirmed the hypothesis. In 
this experiment there was no significant interaction between objects/scenes and 
oblique/straight views (F(1,30)=0.39, n.s.). There was no main effect of stimulus 
(though it did approach significant) (F(1,30)=3.44, p=0.073). There was however, a 
main effect of viewpoint (F(1,30)=10.16, p<0.003). In the accuracy data, there was a 
main effect of stimuli type (F(1,30)=5.74, p=0.023), no main effect of viewpoint 
(F(1,30)=0.10, n.s.), and no interaction between stimuli type and viewpoint 
(F(1,30)=0.49, n.s.). 
In the reaction time data of the „easy‟ trials there was a main effect of stimuli 
(F(1,30)=8.14,p<0.008), no main effect of viewpoint (F(1,30)=0.26, n.s.), and no 
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interaction (although it approached significance between stimuli and viewpoint 
(F(1,30)=2.57, p=0.079). Similar to the RT data, in the accuracy data there was a 
significant main effect for stimuli (F(1,30)=26.157, p<0.001), no main effect of 
viewpoint (F(1,30)=0.01, n.s.), or interaction (F(1,30)=0.11, n.s.).  
3.3 Chapter 3 Discussion 
The present studies demonstrate that basic viewpoint preferences reflect people‟s 
ability to determine which view is most beneficial for encoding even though the stimuli 
types provide the same visual information, besides the connectedness of parts.  In 
Experiment 4 a significant interaction between viewpoint and stimuli type among the 
hard trials is the best evidence of this finding.  At least at first glance that viewpoint 
preference matter the most during the encoding stage as a similar effect was not 
observed in Experiment 5, where the canonical views were presented in the recognition 
phase of the task.  However, the pattern of overall means of Experiment 5 matches that 
of Experiment 4 and deserves a second look in further experiments.  One factor that 
may be a potential issue in these studies is the fact that when creating canonical views 
only the horizontal view was taken into account.  In the future it may be valuable to take 
into account the different vertical viewpoint preferences participants have between 
objects and scenes. 
While Experiments 4 and 5 demonstrate that viewpoints that people choose to 
remember objects and scenes are the most beneficial for encoding, these studies do not 
tell us what type of information is being encoded and whether it benefits performance 
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on tasks beyond recognition.   In the final experiment we used a different task that 
requires judgment of relative direction among components of an object or a scene.  
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Chapter 4 
Experiment 6  
 In the current study I explore the functional role of canonical views in a judgment 
of relative direction task (JRD). If the benefits of canonical views are not limited to 
recognition, then a canonical view effect may be observed in a JRD task.  
4.1.1 Methods 
Participants performed 160 total trials, which were equally divided between the 
different viewpoints (0 or 135 degrees) and stimulus category (object versus scene) for 
the learning views. The test views were from eight possible angles (0 , 45 , 90 , 135 , 
180 , 225 , 270 , and 315 ,) and were presented in a random order for each subject. The 
stimuli were identical to the previous experiments except that only 3D varied length 
poles were used to construct the stimuli and an additional pair of poles was added so 
that an additional symmetrical 90  view could be tested (Figure 19). Also, instead of 
poles being placed on a round floor they were placed on a square floor to give a stronger 
sense of a canonical view. 
Each trial began with a preview (2.5 seconds) of which three poles would next be 
tested in the judgment of relative direction task. After the preview the study stimulus 
appeared for 5 seconds during which participants were able to rotate the stimuli by 5 
degrees in any direction. After a 500ms blank screen the JRD task appeared in which 
participants were asked to imagine standing at one of the poles facing a second pole and 
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judge the direction of a third pole.  The response screen showed a schematic overhead 
view with three colored swatches, one at the center of an imaginary circle representing 
the pole they were standing at, one at the top representing the pole they were facing, and 
one representing the target pole which participants rotated around the imaginary circle 
until it was at the appropriate angle in relation to the other two color swatches (Figure 
20). Trials were self-paced and both accuracy and reaction time were recorded. 
4.1.2 Results & Discussion 
In the literature on canonical view of scenes a typical pattern of results usually 
emerges - participants are more accurate and faster at the aligned angles of 0 , 90 , 
270 , and 180 , and less accurate and slower at the oblique angles of 45 , 135 , 225 , and 
315 .  It is expected that the pattern of data from the scene stimuli be similar to previous 
studies of scene memory that used the JRD task.  A JRD task has not, to this author‟s 
knowledge, been used in studies of object processing. However, a number of effects may 
occur for the objects:  1) if participants use a study view representation, they should be 
more accurate and quicker to respond for the view they have studied, and performance 
decreases as the test direction deviates from the study direction. 2) If participants use 
the canonical direction specific to the stimuli type, then they should be more accurate 
and faster at the oblique angles than the straight ones for objects and the reverse for 
scenes. 3) if participants use a generic canonical direction for all stimuli types, then they 
should show the same pattern as the scenes, i.e.,  faster and more accurate for the 
straight directions then oblique ones. 
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The results of the reaction time and error data both suggest that in a Judgment of 
Relative Direction (JRD) task participants do not treat objects and scenes any 
differently. (Figure 21 & 22).  A 2x2x3 repeated measures ANOVA was run on both the 
RT and error data with stimuli type (object vs. scene), training view (oblique vs. 
straight), and testing view (oblique, side, and straight) as factors. 
 In the RT data there was no main effect of stimuli type (F(1,18)=0.07, n.s.), no 
main effect of training view (F(1,18)=0.95, n.s.) and no main effect of testing view 
(F(1,18)=0.60, n.s.). There was no significant interaction between stimuli type and 
training view (F(2,36)=0.03, n.s.), no significant interaction between stimuli type and 
testing view (F(2,36)=0.44, n.s.), and no significant interaction between stimuli type, 
training view, and testing view (F(2,36)=1.11, n.s.). There was a significant interaction 
between training view and testing view (F(2,36)=5.62, p<0.008), indicating that 
whatever viewpoint they were trained on they were better on the same viewpoint in 
testing. There was no significant three way interaction between stimuli type, training 
view, and testing view (F(2,36)=0.02, n.s.). 
The error data showed a largely similar pattern with some critical differences. 
There were no main effects of stimuli type (F(1,18)=0.58, n.s.), and no main effect of 
training view (F(1,18)=0.87, n.s.).  Importantly, there is a main effect of test view 
(F(1,18)=4.63, p<0.016), with significantly better performance at the straight views.  
However, there was no significant interactions between stimuli type and training view 
(F(2,36)=0.48, n.s.) , no interaction between stimuli type and testing view 
(F(2,36)=0.27, n.s.), no interaction between study view and test view (F(2,36)=0.27, 
n.s.), and no three-way interaction (F(2,36)=0.5, n.s.).  These results replicated the 
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alignment effect found in previous research (McNamara, 2003).  In addition, they 
showed that the alignment effect is based on the same generic canonical directions that 
apply to both objects and scenes. 
Further exploring the data, instead of averaging across all the testing views, we 
can look at only the test views that match the exact angles that are presented in the 
training phase of the trials (straight at 0 degrees and oblique at 135 degrees). This allows 
us to look specifically at whether there was a benefit of being trained and tested at the 
same view.  A repeated measures ANOVA with stimuli type (objects vs. scene), training 
view (0 vs. 135 degrees), and testing view (0 vs. 135 degrees) was run on both the 
reaction time and error data. 
As would be expected, in the RT data there was a significant interaction between 
the training view and testing view (F(1,18)=32.26, p<0.001) indicating that participants 
were faster at indicating the angular positions of the target poles when they were trained 
and tested on the same view.  There were no main effects of either stimuli type 
(F(1,18)=1.34, n.s.), training view (F(1,18)=0.001, n.s.), or test view (F(1,18)=0.62, n.s.). 
In addition there was no significant interaction between stimuli type and training view 
(F(1,18)=0.61, n.s.), stimuli type and test view (F(1,18)=3.01, n.s.), or three way 
interaction (F(1,18)=0.01, n.s.). 
The error data was largely consistent with the RT data.  Again, there was a 
significant interaction between the training view and testing view (F(1,18)=28.84, 
p<0.001) indicating that participants were more accurate in indicating the angular 
positions of the target poles when they were trained and tested on the same view. There 
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was an additional significant main effect of the training view (F(1,18)=5.12, p<0.036) 
indicating that participants were generally better when trained at the oblique view.  
Overall the data indicates a benefit of the studied view across both types of 
stimuli, objects and scenes, showing whatever viewpoint participants are trained on they 
are better at performing the JRD task at that same view.  There is also evidence of the 
alignment effect in the accuracy data, showing less error in the JRD task when the test 
view is aligned with the symmetric axis.  Unlike the previous experiments, however, it 
appears that there is not much of a difference between object and scene processing in a 
relative direction judgment task.  These results suggest that unlike the canonical views 
for recognition, the alignment effect is based on a generic mechanism that is common to 
both objects and scenes.  
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Chapter 5 
General Discussion  
People frequently make aesthetic judgments about the visual world.  These can 
include preference judgments based on aspects such as: symmetry of features, 
matching/contrasting colors, or any potential combination of many different visual 
features.  Whether these preferences have any functional role in performance is an 
interesting and understudied area.  The results of the present set of studies contribute to 
our understanding of some of the roles that preference and aesthetics has in the 
successful encoding and recognition of objects and scenes. 
A number of studies have demonstrated that people prefer different views of 
objects and scenes.  However, comparing objects and scenes directly is difficult since 
previous research has used very different stimuli and tasks. Our stimuli were able to 
allow a direct comparison between scene and object viewing preferences because they 
were the same stimuli except for a single difference - connectedness of features.   
The present set of studies explored three themes in object and scene view 
preference and recognition. First, what the actual preferred views are for objects verses 
scenes; second, whether those preferred views lead to better encoding and/or 
recognition; and third, how different types of tasks affect both the canonical view for 
objects and scenes as well as whether training/testing at canonical views affects 
performance.  
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In Experiments 1-3 I demonstrated that people have distinct viewing preferences 
for objects (oblique and more level) and scenes (straight on and more overhead 
vertically).  This effect even remains as task requirements stay the same, even if overall 
preferences can be shifted.  In the first experiment an unconstrained preference task 
was used to gauge participants‟ favorite views, both in exploration time and eventual 
choice. There could be any number of reasons why the different views were chosen for 
the objects and scenes, which is why in Experiments 2 and 3 the tasks were specified to 
not only have the stimuli similar but to also have the task requirements identical.   
In Experiment 2 participants were required to memorize the spatial location and 
relationships between the colored poles. While this task caused participants to shift 
their preferences overall toward the central view, there was still an increased preference 
for the oblique view in objects than scenes. The overall shift of preference to the central 
view is not particularly surprising since this task focuses solely on 2D spatial 
information – much like many of the scene perception tasks where participants should 
be biased toward the central view.  In Experiment 3  the task requirements were more 
similar to those used in the object literature.  Participants were encouraged to process 
the 3D information in the stimuli by querying not only the location of the poles on the 
plane, but by querying the height of the stimuli as well.   
In Experiment 3 the overall center preferences were shifted back toward those of 
Experiment 1 where the task was unconstrained.  Again, participants were more likely to 
explore the oblique views for objects than for scenes. Generally, vertical preferences did 
not change as tasks changed – participants always preferred more elevated view for 
scenes than objects. 
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Not all tasks are created equal and it is a distinct possibility that there may be a 
number of tasks that cause participants to treat objects and scenes as either the same or 
even switch viewpoint preferences. There is an indication that this is possible in the 
present report (Experiment 6). It would be fascinating that if this were possible to not 
only demonstrate this in impoverished stimuli, like our own and many of the other 
common object/scene replacement stimuli, but in more realistic stimuli. 
  It is interesting to understand what views people choose to be „best‟, „most 
attractive‟, or „most useful.‟ However, it is more interesting if these preferences are not 
just purely aesthetic choices – but instead reveal that people choose views that are most 
efficient for encoding or some other task.   Experiments 4 & 5 indicated that basic 
viewpoint preferences serve a functional role. In a recognition task where participants 
were trained and tested on different views, some straight-on and some oblique, 
participants were faster at deciding (with no difference in accuracy) whether they had 
seen the stimulus before if they had encoded the stimulus at the canonical view for that 
particular stimulus (Exp 4). If participants were trained at non-canonical views and then 
tested at canonical views (Exp. 5), results weren‟t as clear.  While the pattern of reaction 
times was similar to Experiment 4, there was not a significant effect of being tested at a 
canonical viewpoint.  One factor that could be influencing the data is the fact that while 
the canonical views were appropriate horizontal angles, the vertical component was 
ignored when creating the stimuli to avoid too many differences.  I would hypothesize 
that if the vertical component were inserted into the training and testing stimuli the 
results would be even stronger. 
56 
 The final theme addressed by these experiments is how different types of tasks 
(using different information) affect both the canonical view for objects and scenes as 
well as whether training/testing at canonical views affects performance.   Across a range 
of tasks in experiments 1-3, canonical views of objects and scenes stayed consistently 
different even though the central view preferences were able to be shifted somewhat 
across tasks. The functional role of these view preferences was demonstrated in a 
recognition task (experiment 4). In contrast, no difference was found between objects 
and scenes in the alignment effect using a judgment of relative direction task 
(Experiment 6).  These results suggest that the functional role of canonical views is task-
specific. 
The object and scene literature has focused heavily, and somewhat contentiously, 
on the debate between viewpoint specific and viewpoint independent recognition (with 
many sub-theories). The existence of a preference for certain viewpoints does not 
necessarily support one theory or the other, although viewpoint-independent theories of 
object recognition do suggest that every view that all of the non-accidental properties of 
the object that are visible should be equal.  This appears to not be the case in the present 
set of studies.  However, the benefits for learning from particular views are small and 
participants were generally able to recognize the objects and scenes from the different 
views. There is a possibility that if the present set of stimuli had opaque surfaces more 
non-accidental properties would have been occluded, and in such a way that objects and 
scenes differed.  If this were the case it may be that through experience with the world 
people have come to understand, consciously or not, that certain views offer the best 
chance of recovering all the important features of an objects or scenes and even though 
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everything is visible in our stimuli, people have been trained to prefer some views over 
others. 
Overall, the present stimuli set appears to be a good surrogate for objects and 
scenes – each of the experiments match prior literature and expand our knowledge on 
the differences between objects and scenes.  However, there are still a number of factors 
left to explore in this particular stimuli set.  An interesting experiment would be to 
determine whether the connecting lines are the necessary reason the stimuli are treated 
differently, or whether a partial line (creating a „Y‟ junction) coming out of the top of the 
poles is enough to induce differences in stimuli processing since it implies connection 
between the stimuli.  It would also be worthwhile to explore not just wire frame objects 
and scenes, but ones with solid surfaces since the connecting lines imply that there are 
transparent surfaces.  Much of the literature has focused, as have our stimuli, on 
symmetrical objects and scenes. It is relatively rare, except in the case of man-made 
object and scenes, where things are as symmetrical and square as most artificially 
created stimuli.  It would be interesting to explore the effects of changing various 
aspects of the stimuli to change how symmetrical it is.  One might hypothesize that the 
non-symmetrical aspects of a stimuli carries more useful information than a known 
symmetrical portion.  It may also be worthwhile to evaluate „real world‟ photographs 
from public repositories to evaluate the various angles people take pictures from and 
whether they line up with the present research. 
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Figures & Tables 
 
 
 
 
 
 
 
 
 
Figure 1. Examples of stimuli  
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Figure 2. Experiment 1 horizontal exploration times. 
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Figure 3. Experiment 1 distribution of the horizontal response angles. 
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Figure 4. Experiment 1 horizontal response angles. 
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Figure 5. Experiment 1 vertical exploration times. 
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Figure 6. Experiment 1 vertical response angles. 
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Figure 7. Experiment 1 Vertical Preference Index for exploration time. 
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Figure 8. Experiment 1 Vertical Preference Index for response angles. 
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Figure 9. Experiment 2 horizontal exploration times. 
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Figure 10. Experiment 2 vertical exploration times. 
 
 
 
 
 
 
 
68 
 
 
 
 
 
 
 
 
 
 
 
Figure 11. Experiment 2 Vertical Preference Index for exploration times. 
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Figure 12. Experiment 3 horizontal exploration times. 
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Figure 13. Experiment 3 vertical exploration times. 
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Figure 14. Experiment 3 vertical preference index for exploration times. 
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Figure 15. Experiment 4 stimulus examples. 
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Figure 16. Experiment 4 reaction times. 
 
 
 
 
 
 
 
 
 
74 
 
 
 
 
Figure 17. Experiment 5 stimulus examples. 
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Figure 18. Experiment 5 reaction times. 
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Figure 19. Schematic of pole locations in Experiment 6 
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Figure 20. Example of the JRD task.  The blue circle can be moved 360-degrees around 
the yellow circle. 
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Figure 21. Experiment 6 reaction times 
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Figure 22. Experiment 6 angular error 
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