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Todos os dias se assiste à superação de novas barreiras em campos como os 
sistemas computacionais e as suas capacidades de processamento. Tais avanços 
levam a que a procura por conversores analógico-digitais mais eficientes, com 
maior resolução, de elevado desempenho e versáteis seja, atualmente, maior do 
que nunca. Os conversores analógico-digitais baseados na arquitetura apresen-
tada por Hopfield, são uma tecnologia que surge como uma forte candidata na 
resposta a essa procura. Os SAR ADCs têm-se revelado os conversores eleitos em 
aplicações que exigem reduzida área física e reduzido consumo energético. 
Como tal, desta dissertação resulta um SAR ADC de arquitetura “desenrolada” 
com múltiplos DACs, com 4 bits de resolução, robusto a erros causados pela ten-
são de desvio dos comparadores e erros de emparelhamento dos condensadores.  
Palavras-chave: Conversor analógico-digital (ADC), registo de aproxima-






Every day, barriers are overcome in fields such as computational systems. 
Such advances imply more efficient analog-to-digital converters (ADCs), with 
superior resolution. The demand for high performance and versatile devices is, 
today, greater than ever. ADCs based on an architecture based on a Hopfield 
recurrent neural network (NN), are a technology that emerges as a strong candi-
date in responding to this demand. Also, SAR ADCs have proven to be a solid 
architecture for applications that require low power and low area. As such, this 
dissertation results in a SAR ADC of a loop-unrolled architecture with multiple 
DACs, 4 bits, robust to comparators offset errors and capacitors mismatch errors. 
Keywords: Analog to digital converters (ADC), successive approximations 






ADC  Conversor analógico-digital 
A/D  Analógico-digital 
CMOS  Complementary Metal-Oxide Semiconductor		
DAC  Conversor digital- analógico 
DNL  Diferential Non-Linearity		
INL  Integral Non-Linearity		
LSB  Bit menos significativo 
MSB  Bit mais significativo 
N-bit   Nº de bits de resolução 
NMOS  Negative-Channel Metal-Oxide Semiconductor 
PMOS  Positive-Channel Metal-Oxide Semiconductor	
SAR  Registo de aproximações sucessivas 

















































































































Nos últimos anos tem-se assistido a um aumento da necessidade de dispo-
sitivos de baixo consumo energético, e de cada vez maior resolução. Esta tendên-
cia mantém-se nos dias de hoje e com o aumento da portabilidade e da largura 
de banda, é expectável que se mantenha durante os próximos anos. Como tal, os 
requerimentos dos sistemas eletrónicos de hoje passam pela durabilidade da ba-
teria, de reduzida dimensão física e velocidade de utilização. Os conversores ana-
lógico-digitais (ADCs) são blocos fundamentais destes sistemas, uma vez que 
transformam uma amostra física, em impulsos elétricos, para que posteriormente 
essa informação seja processada digitalmente. 
Atualmente, os conversores analógico-digitais (A/D) estão amplamente 
presentes no nosso quotidiano, pois são vastas as suas aplicações. Os ADCs en-
contram-se instalados em aparelhos das mais diversas áreas, tais como: aparelhos 
de saúde (p.e.: biossensores), áudio (p.e.: aparelhagem), vídeo (p.e.: câmaras de 
filmar), comunicações (p.e.: serial link transceivers de alta velocidade), Internet of 
Things (p.e.: leitor de tags NFC) e consumíveis de eletrónica (p.e.: smartphones). 
Devido ao vasto leque de aplicações, os ADCs são alvos de particular interesse 
tanto para a comunidade científica, como para a indústria. 
O tema da presente dissertação, encontra-se enquadrado no âmbito do Pro-




eletrónicos de informação com recurso a tecnologia integrada e implementada 
em papel, visando o aumento da segurança e da rastreabilidade de pessoas, atos, 
bens e documentos” da Faculdade de Ciências e Tecnologias da Universidade 
Nova de Lisboa. 
 
 
1.2. Objetivos e Contribuições 
 
Presentemente existem vários tipos de arquiteturas de ADCs, algumas das 
mais evoluídas são: Pipeline (concorrencial), Sigma-Delta, Flash (paralela) e SAR 
(de aproximações sucessivas). Cada uma destas arquiteturas apresenta vanta-
gens e as suas desvantagens face às restantes. O desempenho de um ADC com-
porta variáveis quer em função da arquitetura subjacente, quer da finalidade a 
que se destina. Isto é, para um determinado equipamento pode ser necessário um 
ADC que converta a uma alta velocidade, sacrificando o consumo energético, 
enquanto que para outro equipamento pode ser necessário um ADC com redu-
zido consumo energético, sacrificando a velocidade de conversão e/ou a resolu-
ção. Por este motivo, os ADCs são comparáveis em função dos seus requisitos de 
projeto. Assim, constata-se que não existe uma arquitetura que apresente incon-
testavelmente um desempenho globalmente melhor que as outras.  
Esta dissertação tem como objetivo a implementação e modelação em soft-
ware Matlab um conversor A/D de 4 bits de resolução, com recurso a condensa-
dores comutados, baseado na rede neuronal de Hopfield, com capacidade de cor-
reção de erros de conversão provocados pelos condensadores e pelos compara-
dores, através do treino da referida rede. A arquitetura aqui proposta é facil-
mente generalizável para N bits de resolução. Apenas para prova de conceito 






1.3. Estrutura da Tese 
 
Para além do capítulo da Introdução, esta dissertação contém mais seis ca-
pítulos. No capítulo 2 apresento uma revisão bibliográfica aos conversores A/D 
com registo de aproximações sucessivas. No capítulo 3 apresento, igualmente, 
uma revisão bibliográfica, mas neste capítulo, ao conversor A/D de Hopfield. O 
último capítulo de revisão bibliográfica é o 4, sobre algoritmos de otimização, no 
qual se destaca o algoritmo de otimização por “enxame de partículas” (do inglês, 
“Particle Swarm Optimization”). No capítulo 5 é exposta a implementação e a mo-
delação em Matlab do ADC de Hopfield, é referenciado o software utilizado, bem 
como os cálculos essenciais e são também ilustrados todos os blocos idealizados 
para a concretização deste trabalho. No capítulo 6 apresento a análise de vários 
aspetos do desempenho do conversor desenvolvido. Para finalizar, no capítulo 7 


















































2. SAR ADC 
Os conversores analógico-digitais de aproximações sucessivas (SAR ADCs) 
possuem uma panóplia de características suscetíveis para as mais diversas apli-
cações, sendo por isso amplamente produzidos. Técnicas para a construção de 
conversores A/D com registo de aproximações sucessivas, assentes no princípio 
da redistribuição de carga com condensadores pesados binariamente [21] desta-
cam-se das restantes arquiteturas de ADC pela velocidade de conversão, escala-
bilidade (arquitetura maioritariamente digital) e eficiência energética. Apesar 
das suas vantagens, a tradicional arquitetura SAR ADC quando na presença de 
ruído térmico, erros de emparelhamento, reduzida gama de tensão de entrada, 
tornam necessário o desenvolvimento de arquiteturas mais eficientes e mais rá-
pidas exigem novas técnicas e novos métodos para calibração, otimização e até 
de projeto. Neste capítulo é abordado em detalhe a arquitetura SAR ADC, desde 
o seu funcionamento, elementos críticos, limitações e desafios, não deixando de 
parte algumas soluções propostas recentemente que visam solucionar essas limi-
tações e desafios. Também a arquitetura SAR ADC assíncrona, muito utilizada 






2.1. SAR ADC síncrono  
 
A tradicional arquitetura SAR ADC (conversor analógico-digital de suces-
sivas aproximações) é cada vez mais a opção de eleição em aplicações de média-
alta resolução em tecnologia CMOS (CMOS, do inglês, “Complementary Metal-
Oxide Semiconductor”) da escala nanométrica. Esta arquitetura é composta por um 
bloco de amostragem-e-retenção (S/H) do sinal de entrada, um comparador 
(sendo por isso, o seu funcionamento síncrono), um bloco de conversão de digital 
para analógico (DAC de reconstrução), registos e circuitos lógicos de controlo, 
como tal, não necessita de amplificação da tensão de entrada, tal como mostra a 
Figura 2.1. É frequente encontrar implementações desta arquitetura com 8 a 14 
bits de resolução, com baixo fator de forma e com reduzido consumo de potência. 
Assim, esta combinação destas caraterísticas leva a que esta arquitetura seja 
apontada como ideal para um vasto número de aplicações, algumas já mencio-
nadas no Capítulo 1 e, outras como canetas digitais, controlos/instrumentos in-
dustriais, recolha de dados/sinais, entre outras. Contudo, a busca por aplicações 
com maior resolução, mais largura de banda e melhor eficiência energética impõe 
uma série de desafios relevantes a esta arquitetura. Neste capítulo abordarei es-
ses desafios impostos pelos erros de emparelhamento (mismatch) dos condensa-
dores, pelo ruído térmico, pela velocidade e pela tensão de desvio (erro de offset) 
do comparador, assim como, algumas soluções propostas em bibliografia, [14]. 
 
 
Figura 2.1 – diagrama de blocos do SAR ADC síncrono. 
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2.1.1. Arquitetura e Princípio de funcionamento 
 
A Figura 2.2 a), mostra o diagrama do esquemático de um SAR ADC tradi-
cional de N-bit com redistribuição de carga, composto por interruptores, respon-
sáveis pela amostragem do sinal de entrada - circuito de amostragem e retenção, 
um DAC capacitivo de N-bit, uma unidade de controlo lógico e um registo de N-
bit. 
 
Figura 2.2 - diagrama do esquemático de um tradicional SAR ADC de N-bit. 
 
O processo de conversão do SAR ADC, ilustrado pela Figura 2.3, consiste 
em manter a tensão de entrada (Vin) em espera no bloco S/H (Sample and Hold) 
até que o conversor esteja apto a converter. Enquanto Vin está em espera, é então 
configurado, inicialmente, o registo de N-bit como meio de escala (define o bit 
mais significativo como 1 e os restantes N-1 bits como “0”), para que seja possível 
implementar o algoritmo de pesquisa binária), forçando assim VDAC a ser VRef/2. 
Neste ADC, VDAC, é a tensão que sai do conversor digital-analógico e, VREF, a ten-
são de referência fornecida ao SAR ADC. Estando o ADC apto a converter, é en-
tão efetuada a primeira comparação. A primeira comparação verifica se o Vin é 
maior ou menor que o VDAC. Caso Vin seja maior que VDAC, então, à saída do com-
parador ficará o valor lógico 1, permanecendo o bit-mais-significativo (MSB, do 
inglês, “most-significant-bit”) do registo de N-bit também a 1. No caso de Vin ser 
inferior a VDAC, então, à saída do comparador ficará o valor lógico 0, passando o 
MSB do registo de N-bit também a 0 (“VSS”). De seguida, o controlo lógico deste 
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ADC passa para o segundo bit mais significativo, ao qual impõe o valor “1” (VDD), 
para depois executar a segunda comparação. Esta sequência de processamento e 
de comparações vai-se repetindo sucessivamente até finalmente chegar ao bit-
menos-significativo (LSB, do ingês, “least-significant-bit”). São efetuadas N com-
parações, tantas quanto o número de bits do código de saída e cada comparação 
requer um ciclo de relógio (clock). Efetuada a conversão, está concluído o código 
digital de N-bit, disponível no registo.  
 
 
Figura 2.3 - fluxograma do algoritmo de aproximações sucessivas. 
 
A conversão no SAR ADC segue um processo de procura binária e sequen-
cial. Enquanto estiver em curso a operação do SAR, o mecanismo de realimenta-
ção procura minimizar a tensão à entrada do comparador no nó de soma, VX, 
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através da aproximação da saída do DAC à tensão de entrada Vin, ilustrado pela 
Eq.2.1. 
 




*+,-.  Eq.2.1 
em que i=N-1, N-2, ..., 0. Concluída a resolução de todos os bits, o valor final da 
tensão do nó de soma, VX,0, deverá ser inferior a ½ LSB do DAC de N-bit, assu-
mindo que todos os blocos são ideais. De seguida, a tensão de entrada do con-
versor, Vin, pode ser obtida pelos valores de entrada no DAC por Eq.2.2 e Eq.2.3. 
 








*+,-. 	 Eq.2.2 
 
𝑄𝐸 = 𝑉!,/ Eq.2.3 
 
em que QE representa o erro de quantização da conversão.  
Desta forma, é percetível que a dinâmica de funcionamento do SAR ADC 
convencional consubstancia um processo de conversão sequencial. 
 
 
2.1.2. Limitações e aspetos críticos  
 
A velocidade de conversão do SAR ADC está limitada pelo seu funciona-
mento sequencial. O tempo total de conversão, Tcrit, depende de três fatores de-
terminantes e pode ser representado como em [10], pela Eq.2.4. 
𝑇01#2 =	 𝑡0345 +	𝑡(#6#278 +	𝑡9:) Eq.2.4 
 
Em que: 
Ø tDAC representa o tempo de resolução do DAC, que deve estar dentro do 
intervalo de tempo de resolução do conversor geral;  
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Ø tcomp representa o tempo de resolução das comparações entre Vin e VDAC 
dentro do tempo especificado;  
Ø tdigital representa o atraso temporal provocado pela realimentação do SAR 
ADC e por toda a lógica presente no conversor, depende da tecnologia. 
2.1.2.1.  Comparador 
O único bloco ativo no SAR ADC é o comparador, este compara o sinal 
amostrado, VS/H, com a tensão do DAC, VDAC, sendo o resultado desta comparação 
utilizado pelo controlo lógico do SAR ADC (“SAR Logic”) para executar o algo-
ritmo de aproximações sucessivas. 
Por norma, os requisitos impostos ao comparador são a precisão e a veloci-
dade. Estes requisitos levam a que haja deslocação do “0”, ou seja, tensão de des-
vio do comparador. Esta deslocação acaba por não afetar a linearidade do con-
versor, provocando apenas um deslocamento na função transferência caracterís-
tica, sem causar qualquer distorção. Muitas vezes são também aplicadas técnicas 
de cancelamento de deslocamento, como a proposta em [11], para reduzir o des-
locamento do comparador. Para além do ruído amostrado, KT/C, associado aos 
condensadores, o comparador é uma das principais fontes geradoras de ruído 
térmico desta arquitetura. O ruído térmico do comparador pode provocar um 
resultado de comparação errado, basta para isso que a tensão no nó somador seja 
comparável ao nível de ruído na entrada do comparador. Assim, o ruído é algo 
a ter em conta no conversor. Por estes motivos, o comparador é geralmente pro-
jetado para que tenha um ruído de entrada menor que 1/4 LSB. O comparador 
tem que ser capaz de resolver comparações dentro da precisão de tensão do con-
versor, qual tem que ser tão preciso quanto o conversor, em que está inserido. 




2.1.2.2. Controlo Lógico do SAR 
O bloco de controlo lógico do SAR ADC é responsável pela implementação 
do algoritmo de procura binária, descrito em 2.1.1. Uma vez que este bloco é 
constituído sobretudo por circuitos digitais, beneficia de escalamento da 
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tecnologia, no entanto, a energia que este bloco requer para operar a velocidades 
aceitáveis tem que ser tida em consideração. 
 
2.1.2.3. DAC – Conversor Digital-Analógico 
O conversor digital-analógico (D/A) presente no SAR ADC, é um bloco crí-
tico desta arquitetura, pois a linearidade geral do conversor está limitada pela 
linearidade do DAC, recorrendo-se frequentemente a técnicas de calibração, 
aquando da projeção de um SAR ADC. O tempo máximo de conversão do DAC 
é determinado pelo tempo de conversão do MSB.   
Por ser um circuito simples, mas também pela área dos condensadores em 
silício ser menor que a das resistências sendo por isso mais baratos, é muito fre-
quente encontrar na literatura (p.e. em [12] e em [13]) e também em aplicações, 
SAR ADCs com DACs capacitivos. Os DAC capacitivos funcionam com base no 
princípio da redistribuição de carga para executarem o algoritmo de procura bi-
nária, variando a tensão de entrada do comparador do DAC, gerando assim um 
sinal (tensão) de saída analógica. Pela natureza do seu design o DAC capacitivo 




Figura 2.4 - Exemplo de um DAC capacitivo de N bits. 
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Pela Figura 2.4, pode-se concluir que um DAC capacitivo é composto por 
N-bit condensadores, consoante a resolução do conversor, com valores pesados 
binariamente mais um condensador redundante. O valor de capacidade do con-
densador associado ao MSB é o de maior valor e a capacidade associada a cada 
condensador é metade da do condensador anterior sendo a do LSB a menor, es-
tabelecendo-se assim uma ponderação binária. Esta sequência binária é funda-
mental para a linearidade do DAC e acontece em circuitos ideais. No entanto, 
transposto para aplicações reais verifica-se que os condensadores introdu-
zem/apresentam erros de desvio dos valores de capacidade, uma vez que esta é 
afetada pelas variações de temperatura e variações de outros parâmetros. Sendo 
fundamental estabelecer um valor da capacidade unitária, Cu, cuja variação não 
afete a linearidade do conversor. A forma mais rudimentar de resolver esta situ-
ação consiste no aumento das dimensões de Cu, ou seja, aumentando o valor da 
capacidade unitária. Contudo, quanto maior for a resolução do DAC (N > 10 bits), 
o mais provável é que esta solução não seja exequível (Cu > 1 pF) ou até mesmo 
que seja demasiado dispendiosa. De forma a ultrapassar esta limitação, vários 
métodos de calibração analógica e digital têm sido propostos. 
Técnicas de calibração digital, como em [12] e [13], são bastante atrativas 
para aplicações tecnológicas de escala nano, pois são técnicas quase inteiramente 
digitais, que implicam muito poucas alterações aos circuitos analógicos. Técnicas 
de calibração analógica eficazes, como em [14] tendem a aumentar a complexi-
dade do design do conversor. Em [14], sendo implementado um DAC capacitivo 




2.2.  SAR ADC de arquitetura desenrolada 
 
Com o propósito de ultrapassar a limitação temporal imposta pelo processo 
de conversão sequencial da arquitetura SAR ADC síncrona, revela-se impreterí-
vel aumentar as frequências de amostragem a que estes operam. Para tal, 
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explorou-se em detalhe a arquitetura em si, surgindo uma outra abordagem. A 
arquitetura “desenrolada” (Loop-Unrolled) SAR ADC, consiste no desdobramento 
dos comparadores em vários, um por bit, como é o caso em [5] e [6]. Recente-
mente, conversores de arquitetura “desenrolada” SAR ADC, têm sido apontados 
como uma solução promissora para aplicações de alta velocidade. Ainda assim, 
a tensão de desvio nos comparadores leva a erros, dependentes do nível da ten-
são de entrada, no resultado da conversão, limitando assim a resolução e degra-
dando ainda a linearidade estática (erros de INL e DNL). Para além de tudo isto, 
a velocidade e a eficiência energética dos SAR ADC de alta resolução encontram-
se sempre limitadas pelas especificações bastantes rigorosas quanto ao ruído dos 
comparadores. Outra limitação desta arquitetura prende-se na incompatibili-
dade dos condensadores que pode afetar negativamente a sua linearidade.   
 
 
2.2.1. Princípios de funcionamento 
 
O funcionamento dos SAR ADCs de arquitetura desenrolada, consiste so-
bretudo na execução das comparações de forma assíncrona, ou seja, para a reso-
lução de cada bit existe um comparador e cada comparador tem um relógio in-
terno, existindo ainda um relógio dominante (master) para sincronização com a 
amostragem. Um conversor A/D que siga a arquitetura desenrolada, para N-bit, 
terá N comparadores. A tensão que entra em cada comparador é a tensão residual 
(tensão resultante) da comparação do comparador anterior. Cada comparador é 
controlado por um relógio associado. Esta nova abordagem permite que uma 
comparação se inicie assim que a anterior termine, tirando proveito do atraso 
inerente a qualquer comparador. Assim, é otimizado o tempo de comparação en-
tre bits, permitindo que os SAR ADCs de arquitetura desenrolada, operem em 








2.2.2. Limitações e aspetos críticos  
 
A precisão de um conversor desenvolvido de acordo com esta arquitetura 
é fortemente dependente da precisão de cada um dos comparadores, bem como 
a linearidade do conversor. Para além disto, os comparadores permanecem como 
uma das principais fontes geradoras de ruído térmico neste tipo de conversores. 
A velocidade de conversão dos SAR ADC de arquitetura desenrolada é li-
mitada pelos atrasos dos comparadores e pelos atrasos dos DACs. 
Tal como no SAR ADC síncrono, também nesta arquitetura o DAC capaci-
tivo é um bloco crítico. Igualmente nos SAR ADCs de arquitetura desenrolada, a 




2.2.3. Exemplo  
 
Em [5] é apresentado um SAR ADC de arquitetura desenrolada com 6 bits 
de resolução, de reduzido consumo energético e alta velocidade. 
Pela Figura 2.5, é possível notar que a arquitetura proposta em [5] é com-
posta por um gerador de ciclos de relógio, uma rede de amostragem (composta 
pelos interruptores “S0”, “S1” e “S2”), dois DACs capacitivos pesados binaria-
mente, 6 comparadores (1 comparador para cada bit a ser convertido) com cali-
bração da tensão de desvio e uma unidade de calibração. Como se pode verificar 
pela Figura 2.5, a arquitetura proposta em [5] é ainda composta por três interrup-
tores (“S0”, “S1” e “S2”), os três formam a rede de amostragem e são bootsrapped, 
segundo os autores, desta forma garante-se alta linearidade de amostragem para 
frequências de entrada elevadas. Na arquitetura proposta em [5] são ainda usa-
das portas lógicas do tipo OR (ou) com redefinição (reset) e atraso (delay) 
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controlados, de forma a gerar os sinais de relógio assíncronos. A arquitetura é 
também constituída por um gerador de ciclos de relógio, uma porta lógica do 
tipo NOR (ou negado), na qual são combinadas as saídas dos comparadores dos 
LSBs, gerando um sinal que indica o término da conversão do ADC e uma uni-
dade de calibração. 
 
 
Figura 2.5 - SAR ADC de arquitetura desenrolada para 6 bits (a) e respetivo diagrama tem-
poral (b) (figura de [5]). 
 
A técnica de calibração, implementada no conversor proposto em [5], dos 
comparadores implementada em [5] consiste na variação da tensão de modo co-
mum (Vcm) de cada comparador - recorrendo apenas aos interruptores e relógios 
do conversor. A calibração termina quando a saída do comparador está igual-
mente distribuída entre “0” e “1” e a tensão de desvio do comparador é removida 
quando a probabilidade do seu código de saída ser “1”, for aproximadamente 
50%. 
Por fim, em [5], a redefinição (Reset) aos comparadores é executada simul-
taneamente para todos os comparadores após o término da conversão, aumen-
tado assim a velocidade de conversão, pois eliminam-se atrasos de memória en-







Em suma, o SAR ADC é uma arquitetura que apresenta baixas frequências 
de amostragem quando se pretende alta resolução. Contudo, a sua resolução é 
limitada pelo DAC e pelo comparador, recorrendo-se frequentemente a técnicas 
complexas de calibração de comparadores e de DACs capacitivos. As dimensões 
físicas aumentam com o aumento do número de bits. O reduzido consumo de 
energia, bem como reduzidas dimensões físicas tornam esta arquitetura ideal 
para diversas aplicações, sendo amplamente utilizada em sistemas de aquisição 
de dados multicanal com frequências de amostragem compreendidas entre 10 
kHz e 10 MHz e com resolução compreendida entre os 8 e os 14 bits. 
Tanto na arquitetura SAR ADC síncrono, como nos SAR ADCs de arquite-
tura “desenrolada” e assíncrona, todos os blocos que as compõem estão interli-
gados e existem relações de dependência entre si. 
Os SAR ADCs de arquitetura desenrolada conseguem otimizar a veloci-
dade de conversão, face aos SAR ADC convencionais. Esta otimização implica 
um aumento do espaço físico ocupado pelo conversor, devido ao aumento do 
número de comparadores.     
OS SAR ADCs de arquitetura desenrolada, por terem um comparador para 
cada bit, conseguem um aumento de desempenho, através da otimização da ve-
locidade de conversão, face ao SAR ADC síncrono.  Por terem substancialmente 
mais comparadores do que os SAR ADCs convencionais, a linearidade dos SAR 
ADCs de arquitetura desenrolada, é fortemente afetada pela tensão de desvio dos 
comparadores.  
Neste capítulo foi passado em revista a operação de funcionamento dos 
SAR ADC síncronos e dos SAR ADC de arquitetura desenrolada. Foram cobertos 
os elementos críticos e os desafios que o design, destes sistemas enfrentam. Com 
este capítulo é conseguido um estado da arte dos conversores A/D SAR síncro-
nos e dos conversores A/D SAR de arquitetura desenrolada.  
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3. Rede neuronal e ADC de Hopfield 
Recentemente tem vindo a aumentar o interesse nos ADCs baseados em re-
des neuronais, estes propõem-se a ultrapassar as limitações convencionais dos 
ADCs e são concebidos para uso geral, ou seja, uma determinada arquitetura é 
passível de ser usada em diferentes aplicações. Este tipo de ADCs baseiam-se em 
algoritmos de aprendizagem de inteligência artificial e em modelos de redes neu-
ronais artificiais. Este capítulo apresenta uma revisão à arquitetura do ADC apre-
sentado por John Joseph Hopfield e, de tecnologias propostas recentemente que 
derivam do ADC de Hopfield. 
 
 
3.1. Conceitos base de Redes Neuronais 
 
As redes neuronais artificiais são sistemas de processamento paralelo e dis-
tribuído, são compostas por unidades de cálculo simples (p.e.: pesos, somadores 
e funções de ativação) e possuem a capacidade de transformar dados em conhe-
cimento experimental, ou seja, em informação. Estas redes funcionam de forma 
semelhante ao cérebro humano. Com recurso a algoritmos, estas redes são capa-
zes de reconhecer padrões, agrupá-los e classificá-los, isto é, as redes adquirem 
conhecimento consoante o ambiente envolvente através de um processo de 




conhecimento nos pesos sinápticos, que são as interligações entre os neurónios. 
Dois tipos diferentes de redes neuronais artificiais são:  
- as redes neuronais recorrentes (backpropagation), nestas os sinais podem 
circular pelos nós da rede nas duas direções (entrada-saída e saída-entrada), fun-
cionando em ciclo;  
- as redes neuronais probabilísticas (feedforward), nestas os sinais são trans-




3.2. Rede neuronal de Hopfield 
 
Joseph J. Hopfield, nos seus primeiros trabalhos em [1] e [2], na década de 
80 introduziu algumas das ideias que estão na base das propriedades computa-
cionais coletivas de redes associativas altamente interconectadas. A arquitetura 
apresentada por Hopfield, [1] e [2], como mostra a Figura 3.1, é composta por 
neurónios totalmente interconectados, em que cada neurónio tem a sua saída li-
gada às entradas dos restantes neurónios, ou seja, todos os neurónios estão liga-
dos entre si por conexões de realimentação e não possuem autoalimentação. 
Cada conexão de realimentação é representada pela sua sinapse (ou peso).  
 
Figura 3.1 - representação de uma rede neuronal de Hopfield com uma camada e cinco 
neurónios. 
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O modelo da rede neuronal artificial (ANN, do inglês, “artificial neural-
network”) proposto por Hopfield, em [2] e [3], apresenta resposta neuronal contí-
nua e possui propriedades computacionais que o tornam passível de ser imple-
mentado em hardware. Hopfield considera apenas dois estados possíveis para 
os neurónios do modelo por si apresentado: “0” (estado em que o neurónio não 
dispara) ou “1” (estado em que o neurónio dispara a uma taxa máxima). A saída 
dos neurónios depende do valor que recebem à entrada, caso o valor de entrada 
seja superior ao valor limite, a saída será o valor lógico “1”, caso o valor de en-
trada seja inferior ao valor limite, a saída será o valor lógico “0”. A rede neuronal 
proposta por Hopfield é assim classificada como uma rede neuronal recorrente.  
 
 
3.3. ADC de Hopfield 
 
John J. Hopfield, concluiu de que forma as propriedades computacionais 
dos organismos biológicos podem servir para o desenvolvimento computacional, 
adaptando-as para os circuitos integrados [1]. Simultaneamente John J. Hopfield 
conclui que os neurónios com relação de entrada-saída sigmoide, possuem pro-
priedades computacionais, tendo desenvolvido uma arquitetura de um ADC de 
4 bits - composta por amplificadores operacionais, resistências e condensadores 
– com capacidade de operar como uma CAM (Content Adressable Memory) [2]. 
Mais tarde, mas ainda na mesma década, John J. Hopfield apresenta um conver-
sor A/D cuja arquitetura assenta nos princípios da sua rede neuronal. Este con-
versor surge como uma solução – rede altamente interconectada de processos 







3.3.1. Princípios de funcionamento 
 
A Figura 3.3 ilustra a implementação em hardware da função transferência 
do tipo “sigmóide” dos neurónios proposta, em [3], por Hopfield para um con-
versor analógico-digital de 4 bits. A rede para cada nível de tensão de entrada, 
gera uma função energética que consiste em estados de mínimo local, com um 
mínimo global para uma tensão de entrada específica. A representação digital 
correta para o sinal de entrada é representada pelo mínimo global para cada nível 
de tensão de entrada. A implementação da rede funciona como um sistema di-
nâmico, que tende a minimizar a energia, de modo a que ao atingir o mínimo, a 
rede pare o processo de conversão, de acordo com [2] e [15]. Ao atingir o estado 
de energia mínima, a rede gera um código digital de saída, que representa a ten-
são de entrada, descrita pela equação Eq.3.1. 
 
 𝑉;$ =	∑ 2#𝑉#,-.#+/  Eq.3.1 
 
Ou seja, o código digital de saída é o resultado da conversão executada pela 
rede. O circuito da Figura 3.2 está organizado de forma a que a Eq.3.1, se mante-
nha durante todo o processo de conversão da rede [3].  
 
 
Figura 3.2 - estrutura do ADC de Hopfield (figura de [7]). 
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 A rede neuronal implementada por Hopfield assenta na sua proposta de 
ADC com 4 bits de resolução é formada por quatro neurónios, interconectados 
por pesos sinápticos. Na rede, os elementos de processamento estão modelados 
como amplificadores CMOS com uma relação de entrada-saída sigmoide. A re-
lação de entrada-saída é caracterizada pela função 𝑉! = 𝑔!$𝑢!&, em que,  𝑉!, é a 
tensão de saída do amplificador j provocada por uma tensão de entrada,	𝑢!, [3]. 
Cada amplificador CMOS possui uma resistência de entrada, um condensador 
de entrada e um sinal de terra (ground) de referência, com tal, os amplificadores 
da rede são responsáveis por realizar a integração da soma analógica das corren-
tes de entrada dos restantes amplificadores da rede [3]. As resistências, de con-
dutância 𝑇"!  (𝑅"! =
#
$!"
), ligadas entre a saída do amplificador, j, e a entrada do 
amplificador, i, são os elementos da rede responsáveis pelas correntes de entrada 
dos amplificadores [3], ou seja, os pesos sinápticos da rede estão modelados por 
estas resistências. Os pesos sinápticos encontram-se organizados de forma matri-
cial e toda a dinâmica da rede depende dos valores dos elementos da matriz. Em 
[1] e [2], o autor estuda de que forma é que os valores dos elementos da matriz 
dos pesos sinápticos influenciam a dinâmica da rede e determina que existem 
duas condições que têm de ser mantidas na matriz para que o sistema alcance 
um estado de estabilidade: 
• Os elementos da diagonal da matriz, que correspondem às sinapses de 
realimentação dos neurónios para as suas próprias entradas, devem ser 
iguais a zero (𝑇!! = 0)); 
• A matriz dos pesos sinápticos tem que ser simétrica (𝑇!" = 𝑇"!).  
Assim, a expressão da função de energia da rede que cumpre as duas con-









/ 𝑑𝑉 −	∑ 𝐼#𝑉##  Eq.3.2 
 
em que, de acordo com [2] e [15], 𝑅" é a resistência de entrada do neurónio e 
𝑔"%#(𝑉) é o potencial de entrada do neurónio. 
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 A corrente que efetivamente flui para os neurónios é composta pela cor-
rente pós-sináptica, 𝑇"!𝑉!, proveniente do neurónio j, pela corrente de entrada, 
𝑇&'"𝑉&', e pela corrente de referência, 𝑇("𝑉()*, [2, 15].  
 Por fim, em [16] deduz-se que o ADC da rede neuronal de Hopfield com 
4 bits de resolução pode ser projetado com base nas equações Eq.3.1 e Eq.3.3 à 
Eq.3.5. 
 𝑇"! = −2(",!) Eq.3.3 
 𝑇(	" = −2(/"%#)         Eq.3.4   
 𝑇&'	" = 2" Eq.3.5 
 
 
3.3.2. Limitações  
 
 Nos resultados apresentados em [3], o conversor proposto por Hopfield e 
Tank revela um comportamento não ideal e códigos de saída incorretos. É verifi-
cado que no fim de cada ciclo de conversão a tensão de limite dos neurónios não 
corresponde aos 0V predefinidos, ocorre deslocamento do zero (tensão de des-
vio) dos comparadores. Em [3], os autores defendem que os erros de conversão 
da rede se devem não só aos vários mínimos locais para um determinado estado 
de energia, mas também à histerese dos neurónios (amplificadores CMOS). Tanto 
a histerese dos neurónios, bem como a alteração da tensão de limite para valores 
diferentes dos predefinidos levam a que a rede estabilize no mínimo local mais 
próximo do estado de energia em que a rede se encontra no momento da conver-
são [16]. Em [3] a solução proposta para resolver esta limitação do sistema con-
siste em redefinir o estado de cada neurónio, de modo a fiquem com valor da 
tensão de limite definida inicialmente, no fim de cada conversão. No entanto, esta 





O sistema de conversão proposto por Hopfield e Tank foi a primeira apli-
cação de redes neuronais em conversores analógico-digitais. Esta implementação 
veio mais tarde a ganhar bastante notoriedade, não só pela aparente simplicidade 
de implementação face a outras arquiteturas de conversores A/D, mas também 
por abrir a porta à exploração das capacidades computacionais e de processa-
mento das redes neurológicas em conversores A/D.  
Como mencionado anteriormente, no conversor A/D proposto por Hopfi-
eld e Tank a existência de um mínimo local na dinâmica do sistema corrompe os 
códigos digitais de saída. Como tal, vários trabalhos em que a estrutura da rede 
do ADC foi alterada [17-20] foram desenvolvidos com o objetivo de eliminar os 
códigos digitais de saída errados provocados pelo problema do mínimo local.   
 
 
3.4.1. Correntes de correção  
 
Uma forma de ultrapassar o problema do mínimo local do ADC da rede 
neuronal de Hopfield é apresentado em [17], onde é proposta uma arquitetura 
de Hopfield modificada e com correntes de correção. Em [17] os autores analisam 
de que forma a sobreposição das correntes de entrada entre dois códigos de saída 
adjacentes (definida como GAP), afeta a estabilidade dos códigos digitais de sa-
ída do conversor A/D da rede neuronal de Hopfield. Para evitar o estado do 
mínimo local, segundo [17] as correntes de correção podem ser aplicadas de volta 
às entradas da rede de Hopfield, por meio de um conjunto adicional de resistên-
cias (pesos de condutância), eliminando assim a condição de sobreposição das 
correntes, ou seja, 𝐺𝐴𝑃	 ≥ 0. A inversão dos amplificadores gera as correntes de 
correção, compensando assim a sobreposição das correntes de entrada e garan-
tindo que a dinâmica do sistema converge para um estado estável. O ADC da 





Figura 3.3 - ADC da rede neuronal de Hopfield modificado e com correntes de correção 
(figura de [17]).  
 
 A dinâmica da rede num estado de estabilidade com a corrente de corre-
ção, 𝐼#), aplicada em [16] pode ser descrita pela equação Eq.3.6.  Segundo [16], a 
representação da função de energia do ADC de Hopfield modificado e com cor-
rentes de correção pode ser descrita pela Eq.3.7. Com esta arquitetura passa a 
existir um mínimo global de estado de energia, uma vez que a energia de corre-
ção elimina os estados de energia com mínimos locais. 
 
 𝑇#𝑢# =	∑ 𝑇#*𝑉*,-.#+/	*+/
#?*












 As correntes de correção têm um método para a sua determinação, não 
podendo ser escolhidas ao acaso. O método detalhado para escolha das correntes 
de correção é apresentado em [17]. 
 
 
3.4.2. Arquitetura de Hopfield assimétrica 
 
 Outra solução para o problema dos estados do mínimo local é a arquite-
tura baseada na rede de Hopfield, mas com a matriz não-simétrica dos pesos si-
nápticos. Nos trabalhos [18-20] são estudadas em detalhe as propriedades das 
conexões triangulares dos pesos sinápticos, tendo sido concluído em [20] que 
através da matriz de interconexão triangular a rede funciona sem estados de 
energia que corrompem os códigos de saída. De igual forma, em [19] uma arqui-
tetura semelhante à de [20] é estudada, ficando provado que é possível atenuar a 
limitação do mínimo local recorrendo a esta arquitetura.  
  
 
3.4.3.   Level-shifted ADC baseado na rede neuronal de Hopfield 
 
O level-shifted ADC baseado na rede neuronal de Hopfield [7] é diferente de 
todos os abordados anteriormente. Este ADC é implementado com múltiplos 
ADCs de Hopfield de 2 bits e variadores do nível de tensão. Atualmente muitas, 
aplicações requerem conversores A/D com resoluções superiores a 4 bits, pelo 
que, o ADC apresentado por Hopfield e Tank não se adequa a essas tecnologias. 
Pode parecer óbvio que aumentando o número de neurónios do ADC da rede 
neuronal de Hopfield [3], aumenta também a resolução. No entanto se for au-
mentando o número de neurónios, deve ser também feito o escalamento das ten-
sões de entrada e de saída de acordo com a equação Eq.3.1, resultando em valores 
binários, reduzidos, de tensão à saída dos neurónios. Para além disto, o aumento 
da resolução implica também um escalamento da matriz dos pesos sinápticos 
[16]. O level-shifted ADC baseado na rede neuronal de Hopfield surge como uma 
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solução ao problema do aumento da resolução do ADC da rede neuronal de 
Hopfield. 
Na arquitetura do level-shifted ADC baseado na rede neuronal de Hopfield 
[7], cada bloco (composto por um ADC de 2 bits) recebe um sinal de entrada que 
é deslocado em DC para um pequeno nível de tensão positiva. Todos os parâme-
tros da implementação podem ser adaptados consoante a aplicação para a qual o 
conversor está a ser projetado. 
Em [7] são apresentados os resultados da implementação de um level-shifted 
ADC baseado na rede neuronal de Hopfield com 16 níveis de quantização, o que 
só é possível, uma vez que nesta implementação são empregues múltiplos ADCs 
de Hopfield de 2 bits. Os autores em [7] propõem a utilização de uma rede neu-
ronal sem realimentação para codificar a saída digital de maneira a que fique no 
formato de 4 bits, por dois motivos: o primeiro deve-se ao facto do número de 
bits do código digital ser superior ao do ADC de Hopfield, enquanto que o se-
gundo se deve à redução de erros de processamento causados pelo mínimo local 





Com a implementação do ADC de Hopfield, ficou estabelecida a ponte en-
tre as redes neuronais, bem como um conjunto de métodos matemáticos e com-
putacionais associados a estas, e os conversores analógico-digitais.  
Apesar do ADC proposto por Hopfield constituir uma verdadeira inova-
ção, a limitação do mínimo global é um problema sério quando se procura preci-
são e exatidão. Contudo, existem já algumas otimizações quanto à implementa-






4. Algoritmos de Otimização 
Qualquer problema que tenha solução apresenta pelo menos uma solução 
ótima. Entende-se que um problema de otimização trata da procura de uma so-
lução que minimize, ou maximize uma métrica relacionada com o problema. Por 
sua vez, algoritmos de otimização, consistem em ferramentas matemáticas que 
são efetuadas de forma iterativa, conferindo várias soluções possíveis, até que 
uma solução ótima, ou pelo menos satisfatória, seja alcançada. Nos últimos anos 
é notório o aumento do poder computacional. Com esse aumento do poder com-
putacional, estes algoritmos tornaram-se partes cruciais nas mais diversas áreas. 
A implementação de um algoritmo de otimização assenta em quatro elementos 
relacionados com o problema que se pretende solucionar: 
• as variáveis do problema, são as variáveis para as quais se procura 
uma solução; 
• os limites, são valores numéricos intrínsecos ao problema e que relaci-
onam as variáveis do problema com limitações de recursos e determi-
nadas características físicas; 
• a função objetivo, é a função matemática que se pretende minimizar, 
ou maximizar; 
• os limites das variáveis do problema, são valores numéricos intrínse-




4.1. Otimização por Enxame de Partículas 
 
A Otimização por Enxame de Partículas (PSO, do inglês, “Particle Swarm Op-
timization”) é um método computacional de otimização heurístico, proposto em 
1995 por Eberhart e Kennedy [22]. Trata-se de um algoritmo multiobjectivo, pois 
tem a capacidade de otimizar várias funções objetivo em simultâneo. O PSO foi 
inspirado pelo comportamento social dos bandos de pássaros na procura de co-
mida. Na procura por alimento, antes de localizarem o lugar onde podem encon-
trar alimento, os pássaros deslocam-se juntos, ou espalhados. Enquanto procu-
ram o alimento, há sempre um pássaro que consegue cheirar melhor a comida, 
sendo esse o pássaro mais percetível ao local onde pode ser encontrado o ali-
mento, estando por isso nas posses das melhores informações dos recursos ali-
mentares. Enquanto procuram alimento os pássaros comunicam entre si, especi-
almente as boas informações e como tal, os pássaros acabarão por seguir o pás-
saro na posse das melhores informações, como mostra a Figura 4.1, acabando por 
se concentrarem no local onde a comida pode ser descoberta. Analogamente, no 
PSO o enxame de partículas (possíveis soluções) equivale ao bando de pássaros, 
o desenvolvimento do enxame de soluções equivale aos pássaros a deslocarem-
se de um lugar para outro, uma boa informação equivale a uma solução otimista 








O PSO, é inicializado aleatoriamente com uma população previamente de-
finida - um grupo de partículas, em que cada partícula é inicializada com uma 
posição, 𝑥6777⃗ (𝑡), e velocidade, 𝑣6777⃗ (𝑡), aleatórias, e em que cada partícula, i, repre-
senta uma possível solução.  Cada partícula, procura num espaço multidimensi-
onal, em cada iteração, t, o valor ótimo que minimiza a função objetivo. Em cada 
iteração, cada partícula é atualizada com base nos dois melhores valores: o me-
lhor valor global, g(t), e o valor da partícula na melhor posição, Pi(t). Para deter-
minar os dois melhores valores, é utilizada uma função de custo. Após encontrar 
estes dois melhore valores, as partículas atualizam a sua velocidade, de acordo 
com a Eq.4.1, e de seguida a sua posição de acordo com a Eq.4.2, tal como mostra 
a Figura 4.2. O algoritmo prossegue até concluir todas as iterações. Todo este 
processo descrito anteriormente é ilustrado pela Figura 4.3. 
 
 





Figura 4.3 - fluxograma de funcionamento do PSO. 
 
 𝑣"(𝑡 + 1) = 𝑤 × 𝑣6777⃗ (𝑡) + 𝐶#𝑟# × [𝑃"(𝑡) − 𝑥"(𝑡)] + 𝐶/𝑟/ × [𝑃"(𝑡) − 𝑔(𝑡)] Eq.4.1 
 
𝑥#(𝑡 + 1) = 𝑥#(𝑡) + 𝑣#(𝑡 + 1)            Eq.4.2 
 
 
Eq.4.1 e Eq.4.2 
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Figura 4.4 – Excerto do ciclo principal da implementação em Matlab do PSO. 
 
A Figura 4.4 mostra uma possível implementação em código do ciclo da 
Figura 4.3, mais concretamente, do ciclo do PSO em que as velocidades e a posi-
ções das partículas, o melhor valor global e o valor da partícula na melhor posi-
ção são processados e atualizados. 
O coeficiente de inércia, 𝑤, responsável pelo controlo da velocidade deve 
ser escolhido de forma a garantir um comportamento convergente. Os coeficien-
tes de aceleração, 𝐶# e 𝐶/, têm que ser dois valores positivos. Estes coeficientes ao 
serem multiplicados pelos vetores aleatórios, 𝑟#e 𝑟/, tornam-se influências esto-
cásticas controláveis na velocidade do enxame, ou seja, controlam quanto uma 
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partícula se deve mover em direção ao seu atractor cognitivo (𝑃"(𝑡)) e ao seu 
atractor social (𝑔(𝑡)). 
De notar que para a inicialização do PSO, há variáveis que têm que ser es-
tabelecidas e cujo processo de determinação do valor mais adequado ao pro-
blema é empírico, tais como a dimensão da população de partículas, o número 






Ficou evidente que o PSO apesar da sua simplicidade de implementação e 
de ser um algoritmo multiobjectivo, é um método de otimização que nem sempre 
atinge o mínimo global, caso seja um problema de minimização. Ou seja, este 
algoritmo nem sempre alcança a solução ótima para o problema e uma das causas 
pode ser a escolha empírica de alguns dos parâmetros de inicialização. No en-
tanto, garante que uma solução muito próxima da ótima é sempre alcançada, algo 
que frequentemente é suficiente para quem recorre ao algoritmo.  
Este capítulo reviu o conceito de algoritmos de otimização sendo destacado 










5. SAR ADC de arquitetura desenrolada com 
múltiplos DACs 
Seguindo as arquiteturas apresentadas nos capítulos 2 e 3 da presente disser-
tação, neste capítulo é apresentado um SAR ADC de arquitetura desenrolada 
com múltiplos DACs, de 4 bits de resolução, com uma frequência de amostra-
gem, Fs, de 50 MHz, totalmente diferencial, que opera com uma tensão de ali-
mentação de 1 V, com calibração digital para correção de erros de conversão cau-
sados pelos erros de emparelhamento dos condensadores, pela tensão de desvio 
dos comparadores e pelo ruído térmico. O SAR ADC de arquitetura desenrolada 
com múltiplos DACs proposto, matematicamente, corresponde a uma rede neu-
ronal de Hopfield ou, por outras palavras, a um ADC de Hopfield. 
 Neste capítulo são apresentados em detalhe o princípio de funcionamento 
do ADC implementado, uma revisão de todos os blocos da arquitetura imple-
mentada e modelada com recurso ao software Matlab e todas as nuances de mo-










A Figura 5.1 mostra que o ADC implementado é composto por quatro blo-
cos de SAR ADCs, cada um responsável pela resolução de um bit. Estes quatro 
blocos formam um SAR ADC de arquitetura desenrolada com múltiplos DACs – 
um DAC para cada bit de resolução, com 4 bits de resolução. Tal como visto no 
capítulo 2 da presente dissertação, também nesta arquitetura cada um dos SAR é 
composto por um DAC capacitivo, um comparador e interruptores. Este conver-
sor corresponde matematicamente a uma rede neuronal de Hopfield, em que os 
condensadores ajustáveis são os pesos da rede. No conversor proposto, cada 
DAC possui dois condensadores variáveis ajustáveis digitalmente. A resolução 
dos DACs aumenta à medida que a significância do bit, que o respetivo compa-
rador resolve, diminui. A amostragem do sinal é feita por uma rede de interrup-
tores, sendo esta rede de amostragem comum a todos os SAR ADCs. Existe ainda 
na arquitetura um bloco, a que se encontram ligadas todas as saídas de 1 bit. 
Neste bloco está implementado o algoritmo de otimização PSO (otimização por 
enxame de partículas), sendo este o bloco responsável pelo ajuste dos condensa-
dores variáveis, ou seja, pelo treino da rede neuronal de Hopfield. 
Tratando-se de resoluções baixas, até N = 8 bits, podem-se utilizar conden-
sadores unitários com valores de capacidade mínimos permitidos pela tecnologia 
(e.g. ≈ 17 fF no caso dos condensadores MiM da tecnologia de 130 nm da UMC). 
Esta arquitetura para o conversor proposto apresenta uma resolução de 
apenas 4 bits, devido ao seu fim académico. A resolução apresentada apesar de 
não ter aplicação na indústria, facilita o processo de estudo e compreensão da 
arquitetura em si. O conversor proposto é facilmente adaptado para um conver-
sor com maior resolução, bastando apenas adicionar blocos de conversão de um 
bit, com mais condensadores, ou condensadores com mais capacidade. Os blocos 
de conversão de 1 bit, são desacopláveis uns dos outros, conferindo agilidade de 
projeto à arquitetura.  
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Figura 5.1 - Esquemático do 4-bit SAR ADC proposto, de arquitetura desenrolada (4 com-









5.2. Princípio de funcionamento 
 
Tendo o conversor apresentado neste capítulo a capacidade de corrigir quer 
os erros de emparelhamento dos condensadores, quer os erros causados pelo des-
vio de tensão dos comparadores, a sua operação divide-se em duas: 
 
 1ª – treino do conversor, ajuste dos condensadores variáveis; 
 2ª – conversão do sinal pretendido, com os erros minimizados pelo treino. 
 
 Importa notar que em ambas as fases ocorre a conversão do sinal analó-
gico de entrada em bits, no entanto, na 1ª fase ocorre a conversão até que a mini-
mização pretendida dos erros seja alcançada, parando assim o treino interno do 
conversor. Este processo de ajuste dos condensadores variáveis, é conseguido 
com recurso ao algoritmo de otimização por enxame de partículas. O processo 
de conversão é apresentado detalhadamente em seguida, desprezando os con-
densadores ajustáveis. Noutra subsecção deste capítulo serão abordados em de-
talhe os condensadores ajustáveis. 
 Cada conversor de 1 bit, à exceção do responsável pela resolução do MSB, 
é realimentado pelo bit resultante do conversor responsável pela resolução do bit 
mais significante a seguir ao seu. Ou seja, a saída do conversor responsável por 
resolver o MSB tem influência no conversor responsável pela resolução do MSB-
1, a saída do conversor responsável por MSB-1 entra no conversor responsável 
por resolver MSB-2 e assim sucessivamente até chegar ao LSB. Desta forma, o 
conversor funciona como um SAR. 
 Para a conversão, o sinal começa por ser amostrado ligado às placas supe-
riores dos condensadores, enquanto VCM é injetado nas placas inferiores. Segui-
damente, o sinal é desconetado, permanecendo constante a tensão nos conden-
sadores devido ao princípio da conservação de carga. Efetua-se, assim, a compa-
ração entre o ramo superior e o ramo inferior VX,i+ e VX,i-, em que i=0, ..., N-1. 
Como tal, revela-se impreterível determinar as expressões das tensões de entrada 
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que cada comparador recebe, de forma a determinar se o bit que coloca à sua 
saída é o bit “0”, ou o bit “1”.  
 
 
• Bit 0 - começando pelo MSB, que é o primeiro bit a ser resolvido 
para cada amostra do sinal de entrada. A Tabela 4.1 apresenta as 
equações da variação de carga de cada condensador, para cada 
uma das duas fases a que os interruptores operam. 
 
Tabela 5.1 – Equações da conservação de carga nas duas fases para o comparador do MSB 
(Bit 0). 
 𝜽𝟏 𝜽𝟐 
𝑸𝑪𝟏,𝟎,  (𝑉"', − 𝑉5<) ∗ 𝐶#=,3 $𝑉>3, − 𝑉()*& ∗ 𝐶#=,3 
𝑸𝑪𝟏,𝟎%  (𝑉"'% − 𝑉5<) ∗ 𝐶#',3 $𝑉>3% − 𝑉()*& ∗ 𝐶#',3 
 
Pelo princípio do equilíbrio de carga, vem então para o ramo superior do 




@)A  Eq.5.1	 
(𝑉#$A − 𝑉)B) ∗ 𝐶.5,/ = 9𝑉C/A − 𝑉%&': ∗ 𝐶.5,/  Eq.5.2 
 𝑉C/A = 𝑉#$A − 𝑉)B + 𝑉%&'     Eq.5.3 
 




@)-           Eq.5.4 
(𝑉#$- − 𝑉)B) ∗ 𝐶.$,/ = 9𝑉C/- − 𝑉%&': ∗ 𝐶.$/  Eq.5.5 
𝑉C/- = 𝑉#$- − 𝑉)B + 𝑉%&'  Eq.5.6 
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de seguida, caso 𝑉>3, > 𝑉>3% , então o comparador coloca à sua saída o bit “1”, caso 
contrário (𝑉>3, ≤ 𝑉>3% ), resulta da comparação o bit “0”. Pelas Eq.5.3 e Eq5.6 fica 
evidente que não é necessário um DAC para a extração do MSB, uma vez que a 
sua extração resulta do circuito de amostragem-e-retenção (S/H).  
 
• Bit 1 - Estando o MSB resolvido, o conversor passa para a resolução 
do MSB-1 (bit 1). A Tabela 4.2 apresenta a variação de carga dos 
condensadores (C1p,1, C2p,1, C1n,1 e C2n,1), para cada uma das duas fases 
(θ#e θ/), a que os interruptores operam. 
 
Tabela 5.2 – Equações da conservação de carga nas duas fases para o comparador do 
MSB-1 (bit 1). 
 𝜽𝟏 𝜽𝟐 
𝑸𝑪𝟏,  (𝑉"', − 𝑉5<) ∗ 𝐶#=,# (𝑉>#, − 𝑉5<) ∗ 𝐶#=,# 
𝑸𝑪𝟐,  (𝑉"', − 𝑉5<) ∗ 𝐶/=,# $𝑉>#, − 𝑏J3𝑉()*& ∗ 𝐶/=,# 
𝑸𝑪𝟏%  (𝑉"'% − 𝑉5<) ∗ 𝐶#',# $𝑉>#% − 𝑉()*& ∗ 𝐶#', 1 
𝑸𝑪𝟐%  (𝑉"'% − 𝑉5<) ∗ 𝐶/',# $𝑉>#% − 𝑏3𝑉()*& ∗ 𝐶/',# 
 
Pelo princípio do equilíbrio de carga, vem então que para o ramo superior 






@)A  Eq.5.7     
 
(𝑉#$% − 𝑉&') ∗ 𝐶(),( + (𝑉#$% − 𝑉&') ∗ 𝐶+),( = (𝑉,(% − 𝑉&') ∗ 𝐶(),( + )𝑉,(% − 𝑏+-𝑉./0, ∗ 𝐶+),(     
Eq.5.8 
 















@)-  Eq.5.10   
 
(𝑉#$1 − 𝑉&') ∗ 𝐶($,( + (𝑉#$1 − 𝑉&') ∗ 𝐶+$,( = (𝑉,(1 − 𝑉&') ∗ 𝐶($,( + )𝑉,(1 − 𝑏-𝑉./0, ∗ 𝐶+$,( Eq.5.11 
 






         Eq.5.12 
 
imediatamente de seguida, caso 𝑉>#, > 𝑉>#% , então o comparador coloca à sua saída 
o bit “1”, caso contrário (𝑉>#, ≤ 𝑉>#% ), resulta da comparação o bit “0”.  
 
• Bit 2 – resolvido o MSB-1, o conversor passa para a resolução do 
MSB-2 (bit 2). A Tabela 4.3 apresenta a variação de carga dos seis 
condensadores C1p,2, C2p,2, C3p,2, C1n,2, C2n,2 e C3n,2 para a fase 1, θ#, e 
para a fase 2, θ/, a que os interruptores operam. 
 
Tabela 5.3 – Equações da conservação de carga nas duas fases para o comparador do 
MSB-2 (bit 2). 
 𝜽𝟏 𝜽𝟐 
𝑸𝑪𝟏,  (𝑉"', − 𝑉5<) ∗ 𝐶#=,/ (𝑉>/, − 𝑉5<) ∗ 𝐶#=,/ 
𝑸𝑪𝟐,  (𝑉"', − 𝑉5<) ∗ 𝐶/=,/ $𝑉>/, − 𝑏J#𝑉()*& ∗ 𝐶/=,/ 
𝑸𝑪𝟑,  (𝑉"', − 𝑉5<) ∗ 𝐶@=,/ $𝑉>/, − 𝑏J3𝑉()*& ∗ 𝐶@=,/ 
𝑸𝑪𝟏%  (𝑉"'% − 𝑉5<) ∗ 𝐶#',/ $𝑉>/% − 𝑉()*& ∗ 𝐶#',/ 
𝑸𝑪𝟐%  (𝑉"'% − 𝑉5<) ∗ 𝐶/',/ $𝑉>/% − 𝑏#𝑉()*& ∗ 𝐶/',/ 




Novamente pelo princípio do equilíbrio de carga, vem então que para o 








@)A   Eq.5.13 
 
(𝑉,+% − 𝑉&') ∗ 𝐶(),+ + )𝑉,+% − 𝑏+(𝑉./0, ∗ 𝐶+),+ + )𝑉,+% − 𝑏+-𝑉./0, ∗ 𝐶2),+ =  
= (𝑉#$% − 𝑉&') ∗ 𝐶(),+ + (𝑉#$% − 𝑉&') ∗ 𝐶+),+ + (𝑉#$% − 𝑉&') ∗ 𝐶2),+  Eq.5.14 
 


















@)-  Eq.5.16 
 
(𝑉,+1 − 𝑉&') ∗ 𝐶($,+ + )𝑉,+1 − 𝑏+(𝑉./0, ∗ 𝐶+$,+ + )𝑉,+1 − 𝑏+-𝑉./0, ∗ 𝐶2$,+ = 
= (𝑉#$1 − 𝑉&') ∗ 𝐶($,+ + (𝑉#$1 − 𝑉&') ∗ 𝐶+$,+ + (𝑉#$1 − 𝑉&') ∗ 𝐶2$,+ Eq.5.17 
 











conhecendo 𝑉>/,  e 𝑉>/% , este comparador verifica se 𝑉>/, > 𝑉>/% , caso a condição seja 
verificada, então coloca à sua saída o bit “1”, caso contrário (𝑉>/, ≤ 𝑉>/% ), resulta 
da comparação o bit “0”. 
 
• Bit 3 - por fim, estando os restantes bits resolvidos, o conversor 
passa para a resolução do LSB (bit 3). A Tabela 4.4 apresenta a va-
riação de carga dos condensadores C1p,3, C2p,3, C3p,3, C4p,3, C1n,3, C2n,3, 
C3n,3 e C4n,3 para a fase 1, θ#, e para a fase 2, θ/, a que os interruptores 
operam. 
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Tabela 5.4 - Equações da conservação de carga nas duas fases para o comparador do LSB 
(bit 3). 
 𝜽𝟏 𝜽𝟐 
𝑸𝑪𝟏,  (𝑉"', − 𝑉5<) ∗ 𝐶#=,@ (𝑉>@, − 𝑉5<) ∗ 𝐶#=,@ 
𝑸𝑪𝟐,  (𝑉"', − 𝑉5<) ∗ 𝐶/=,@ $𝑉>@, − 𝑏J/𝑉()*& ∗ 𝐶/=,@ 
𝑸𝑪𝟑,  (𝑉"', − 𝑉5<) ∗ 𝐶@=,@ $𝑉>@, − 𝑏J#𝑉()*& ∗ 𝐶@=,@ 
𝑸𝑪𝟒,  (𝑉"', − 𝑉5<) ∗ 𝐶B=,@ $𝑉>@, − 𝑏J3𝑉()*& ∗ 𝐶B=,@ 
𝑸𝑪𝟏%  (𝑉"'% − 𝑉5<) ∗ 𝐶#',@ $𝑉>@% − 𝑉()*& ∗ 𝐶#',@ 
𝑸𝑪𝟐%  (𝑉"'% − 𝑉5<) ∗ 𝐶/',@ $𝑉>@% − 𝑏/𝑉()*& ∗ 𝐶/',@ 
𝑸𝑪𝟑%  (𝑉"'% − 𝑉5<) ∗ 𝐶@',@ $𝑉>@% − 𝑏#𝑉()*& ∗ 𝐶@',@ 
𝑸𝑪𝟒%  (𝑉"'% − 𝑉5<) ∗ 𝐶B',@ $𝑉>@% − 𝑏J3𝑉()*& ∗ 𝐶B',@ 
 
Mais uma vez, pelo princípio do equilíbrio de carga, vem então que a ten-










@)A   Eq.5.19 
  
(𝑉,2% − 𝑉&') ∗ 𝐶(),2 + )𝑉,2% − 𝑏++𝑉./0, ∗ 𝐶+),2 + )𝑉,2% − 𝑏+(𝑉./0, ∗ 𝐶2),2 + )𝑉,2% − 𝑏+-𝑉./0, ∗
𝐶3),2 = (𝑉#$% − 𝑉&') ∗ 𝐶(),2 + (𝑉#$% − 𝑉&') ∗ 𝐶+),2 + (𝑉#$% − 𝑉&') ∗ 𝐶2),2 + (𝑉#$% − 𝑉&') ∗ 𝐶3),2  Eq.5.20  
  	
𝑉CDA = 𝑉#$A − 𝑉)B
𝐶<5,D + 𝐶D5,D + 𝐶E5,D
𝐶.5,D + 𝐶<5,D + 𝐶D5,D + 𝐶E5,D
+ 𝑏<<𝑉%&'
𝐶<5,D

























@)-  Eq.5.22 
 
(𝑉,21 − 𝑉&') ∗ 𝐶($,2 + )𝑉,21 − 𝑏++𝑉./0, ∗ 𝐶+$,2 + )𝑉,21 − 𝑏+(𝑉./0, ∗ 𝐶2$,2 + )𝑉,21 − 𝑏+-𝑉./0, ∗
𝐶3$,2 = (𝑉#$1 − 𝑉&') ∗ 𝐶($,2 + (𝑉#$1 − 𝑉&') ∗ 𝐶+$,2 + (𝑉#$1 − 𝑉&') ∗ 𝐶2$,2 + (𝑉#$1 − 𝑉&') ∗ 𝐶3$,2 Eq5.23  
 
𝑉CD- = 𝑉#$- − 𝑉)B
𝐶<$,D + 𝐶D$,D + 𝐶E$,D
𝐶.$,D + 𝐶<$,D + 𝐶D$,D + 𝐶E$,D
+ 𝑏<<𝑉%&'
𝐶<$,D











Por fim, estando o LSB resolvido, o conversor conclui a conversão de uma 




5.3. Condensadores ajustáveis 
 
 Para modelar o conversor A/D pretendido em software Matlab, é necessá-
rio ter em conta os condensadores ajustáveis, 𝐶𝑎C"
± ,  no cálculo das tensões de 
entrada dos comparadores. Estes condensadores são codificados por um DAC de 
7 bits, isto é, condensadores variáveis cujo valor da capacidade é programável 
digitalmente através de uma palavra digital de 7 bits, e como o conversor imple-

















como tal, com base na Eq.5.1 à Eq.5.24 e 5.25, acrescentou-se uma parcela: 
- no ramo superior, (𝑉>",): +	𝑉()* ×
#
/3BE
× 	𝐶𝑎C", ; 
- no ramo inferior, (𝑉>"%): −	𝑉()* ×
#
/3BE
× 	𝐶𝑎C"% ; 
 
Assim, as equações das tensões de entrada nos comparadores implemen-
tadas no software Matlab foram: 
- para o bit 0 (MSB): 
• 𝑉C/A = 𝑉#$A − 𝑉)B + 𝑉%&'+	𝑉%&'
.
</EF
	𝐶𝑎!/A  Eq.5.26 
 
• 𝑉C/- = 𝑉#$- − 𝑉)B + 𝑉%&'+	𝑉%&' ×
.
</EF
× 	𝐶𝑎!/-  Eq.5.27 
 
- para o bit 1: 









	𝐶𝑎!.A  Eq.5.28 
 









	𝐶𝑎!.-  Eq.5.29 
 
- para o bit 2: 













	𝐶𝑎!<A  Eq.5.30 
 













	𝐶𝑎!<-  Eq.5.31 
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 - para o bit 3 (LSB): 

















	𝐶𝑎C@,   Eq.5.32 
  

















	𝐶𝑎C@%   Eq.5.33 
 
De notar, que pelas equações Eq.5.26 e Eq.5.27, o bit mais significativo 
(MSB) é, de facto, extraído pelo circuito de amostragem (S/H). Servindo os con-
densadores variáveis para a correção de erros. 
 
 
5.4. Sinal de entrada 
 
Para a modelação do conversor analógico-digital considerou-se à entrada 
um sinal de rampa com tensão de 1 Vp-p, como mostra a Figura 5.2. A este sinal 
foi acrescentado ruído térmico. Para a modelação do ruído térmico recorreu-se a 
uma distribuição normal com desvio padrão de 1 mV em torno de 0 V. 
 




Na arquitetura implementada, como mostra a Figura 5.1, recorreu-se à téc-
nica de condensadores comutados para a resolução e implementação dos DACs. 
Neste conversor, os condensadores comutados são controlados por três interrup-
tores, que se conectam a VCM, VRef e a VSS = Gnd = 0 V. Estes três interruptores são 
controlados por, θ#, 𝑏"%#θ/ e 𝑏J"%#θ/, respetivamente. Todos os condensadores li-
gados ao nó Vxp,i de um comparador são independentes de todos os condensado-
res ligados ao nó Vxn,i do comparador que resolve o bit i. Desta forma, também 
todos os condensadores que contribuem para a tensão de entrada num dos com-
paradores, são independentes dos restantes condensadores da arquitetura. A re-
solução dos DACs deste SAR ADC de arquitetura desenrolada com múltiplos 
DACs de 4 bits, varia consoante a significância do bit resolvido pelo respetivo 
comparador. Ou seja, para o MSB-1 é necessário um DAC com resolução de 1 bit, 
enquanto para o LSB é necessário um DAC com resolução de 3 bits. Pelo que, esta 
arquitetura permite um aumento de 30% da velocidade de conversão, [23], face 
à arquitetura convencional SAR ADC. 
Nesta arquitetura optou-se por uma capacidade unitária, Cu, de 100 fF. Para 
se modelar os condensadores de forma a que se aproximem ao máximo do seu 
comportamento real, ou seja, para que estes produzam erros de emparelhamento 
introduzido, os condensadores dos DACs foram modelados como uma distribui-





Na arquitetura apresentada, como mostra a Figura 5.1, cada comparador 
resolve um bit. Para um comparador resolver um bit, então todos os bits de signi-
ficância maior já foram resolvidos pelos respetivos comparadores. Desta forma, 
tal como nos SAR ADCs de arquitetura desenrolada, os comparadores não espe-
ram pelo settling do comparador que resolveu o bit anterior.  Para se modelarem 
 46 
corretamente os comparadores de forma a que se aproximem ao máximo do seu 
comportamento real, ou seja, para que possuam erros de desvio de tensão do “0”, 
a tensão que entra nos comparadores é comparada com um valor que resulta de 
uma distribuição normal, com desvio padrão de 2 % em torno de 0 V. Para a 
implementação dos comparadores e por uma questão de simplicidade de projeto 
optou-se por um circuito inteiramente digital, tal como mostra a Figura 5.3. 
 
Figura 5.3 - Circuito digital utilizado para implementação dos comparadores. 
 
 
5.7. Treino da rede neuronal 
 
O ajuste dos condensadores variáveis, consiste no treino da rede neuronal 
de Hopfield. O algoritmo de treino (PSO), foi o método implementado no bloco 
responsável pelo ajuste dos condensadores variáveis. Optou-se por este algo-
ritmo pela sua simplicidade de implementação, por ser multiobjectivo e pelo con-
texto, que se enquadra num problema de otimização. Existe um conjunto de va-
riáveis que são controladas pelo algoritmo – os oito condensadores ajustáveis, 
que são manipuladas com o intuito de minimizar os erros de conversão. Estas 
oito variáveis são os oito pesos da rede neuronal de Hopfield. 
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 Na implementação do algoritmo considerou-se como funções objetivo as 
Eq.5.26 à Eq.5.33. Para função de custo, considerou-se o erro quadrático mínimo, 
apresentado na Eq.5.34. 
𝑀𝑆𝐸 = #
'
∑ $𝑌" − 𝑌P"&
/'
"2#  Eq.5.34 
Em que n, representa o número total de amostras, i, representa o índice da 
amostra, Y, representa o código digital de saída observado, 𝑌P , representa o có-
digo digital de saída pretendido - do conjunto de treino. A Tabela 4.5 mostra os 
valores das variáveis de inicialização do PSO, definidos de forma empírica. 
 
Tabela 5.5 – Parâmetros de inicialização e respetivos valores do PSO. 
Parâmetro/Variável Valor 
Nº de iterações 150 
População 90 







Baseado no SAR ADC e no ADC de Hopfield, neste capítulo foi apresentado 
um conversor A/D de 4 bits composto por elementos passivos e reativos, inova-
dor, com correção digital de erros e com um incremento na velocidade de con-
versão, face ao SAR ADC convencional.   
O conversor proposto, apesar de apresentar uma resolução que não tem 
aplicação em dispositivos reais, cumpre o seu propósito académico e pode facil-
mente ser aumenta a sua resolução.  
Todo o processo de funcionamento do conversor foi apresentado detalha-

































6. Apresentação e análise de resultados 
Neste capítulo refiro-me ao desempenho do conversor de arquitetura desen-
rolada SAR ADC com múltiplos DACs apresentado no capítulo 6. Para estudar 
o desempenho do conversor serão analisados os resultados de linearidade, tendo 
em consideração o ruído térmico, os erros da tensão de desvio dos comparadores 
e os erros de emparelhamento dos condensadores. É ainda apresentada uma aná-
lise aos custos de hardware do conversor.  
 
 
6.1. Linearidade e correção de erros 
 
Para o estudo da linearidade do conversor de arquitetura desenrolada SAR 
ADC com múltiplos DACs, de 4 bits, foram obtidas as funções de transferência, 
bem como os erros de INL e e de DNL do conversor antes e depois do ajuste dos 
condensadores variáveis. Para a obtenção destas características, o conversor foi 
simulado no software Matlab, tendo em conta erros estáticos de emparelhamento 
de 5 % nos condensadores dos DACs, erros da tensão de desvio dos comparado-
res de 2 % e um erro aleatório de 0,1 % no sinal de entrada, que modela o efeito 
do ruído térmico. Para um melhor estudo da capacidade de o conversor corrigir 
erros que influenciam a sua linearidade, são analisados primeiramente os resul-





conversor exatamente às mesmas condições, são analisados os resultados com os 
condensadores variáveis já ajustados. Distribuições normais com média nula fo-





Numa fase antes do ajuste dos condensadores variáveis o circuito foi si-
mulado sem ter em conta os condensadores variáveis. A Figura 6.1 mostra a fun-
ção transferência obtida nestas condições. 
 
 
Figura 6.1 – Função transferência do ADC de Hopfield proposto antes do ajuste dos con-
densadores variáveis. 
 
Como se pode verificar pela Figura 6.1, existe discrepância entre a função 
transferência do ADC e uma função de transferência ideal de um ADC com 4 bits 
de resolução. Desta forma, é evidente que há erros de conversão. A Figura 6.2 
permite aferir qual a influência dos erros de conversão detetados na Figura 6.1, 
na linearidade estática do conversor.  
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Figura 6.2 – DNL (cima) e INL (baixo) do ADC antes do ajuste dos condensadores variá-
veis. 
 
A Figura 6.2 mostra que as variações dos erros de DNL (do inglês, “Diferen-
tial Non-Linearity”) em função do código de saída – gráfico acima, como as varia-
ções dos erros de INL (do inglês, “Integral Non-Linearity”) em função do código 
de saída – gráfico abaixo, não estão balizadas entre ±0,5	LSB. Assim, a lineari-
dade estática do conversor não é compatível com a sua resolução. Ou seja, os 












Na fase após o ajuste dos condensadores variáveis o circuito foi simulado 
tendo em conta exatamente o mesmo ruído térmico, mesmos erros da tensão de 
desvio dos comparadores e os mesmos erros de emparelhamento dos condensa-
dores dos DACs que em 6.1.2. A Figura 6.3 mostra a função transferência do con-
versor nas condições descritas. 
 
 
Figura 6.3 - Função transferência do ADC de Hopfield proposto com os condensadores 
variáveis ajustados. 
 
Pela Figura 6.2 compreende-se que a função transferência obtida não é ideal 
e verificam-se alguns erros de conversão, no entanto esses erros não são signifi-
cativos e não ocorre a perda de códigos (missing codes). A Figura 6.4 permite aferir 
qual a influência dos erros de conversão detetados na Figura 6.3, na linearidade 




Figura 6.4 - DNL (acima) e INL (abaixo) do ADC com os condensadores variáveis ajusta-
dos. 
 
A Figura 6.4 mostra que tanto a variação da DNL em função do código de 
saída – gráfico acima, como a variação da INL em função do código de saída – 
gráfico de abaixo, encontram-se balizadas entre ±0,5	LSB. Como tal, verifica-se 
que a linearidade estática do conversor após o ajuste dos condensadores variá-
veis já é compatível com os seus 4 bits resolução. Assim, apesar dos erros de con-









6.1.3. Comparação de resultados 
 
Em 6.1.1., verifica-se que os desacertos de conversão causados pelo ruído 
térmico, pela tensão de desvio dos comparadores e pelos erros de emparelha-
mento dos condensadores, são suficientes para que a linearidade estática do con-
versor não seja compatível com a sua resolução. Em 6.1.2, verifica-se que o con-
versor proposto no capítulo 5 é robusto ao ruído térmico, à tensão de desvio dos 
comparadores e aos erros de emparelhamento dos condensadores, tendo a capa-
cidade de corrigir erros de conversão, até que a sua linearidade de conversão seja 
compatível com os seus 4 bits de resolução. 
 
 
6.2. Custos de hardware 
 
A Tabela 6.1, em que, N, representa o número de bits, apresenta o número 
de elementos passivos e reativos num SAR ADC síncrono, num SAR ADC de 
arquitetura desenrolada e num circuito que segue a arquitetura proposta no ca-
pítulo 5 da presente dissertação, num SAR ADC de arquitetura desenrolada com 
múltiplos DACs. Constata-se então, que a arquitetura SAR ADC desenrolada 
com múltiplos DACs resulta numa implementação com maior área física, do que 
a arquitetura SAR ADC síncrona e menor do que a SAR ADC desenrolada com 
múltiplos DACs.  
 
Tabela 6.1 – número de elementos passivos e reativos. 
 
N = 4 bits 





SAR ADC de ar-
quitetura desenro-
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O circuito elétrico dos comparadores do conversor proposto em 5, foi ainda 
simulado eletricamente no software Cadence. Simulou-se o comparador apresen-
tado pelo circuito digital da Figura 5.3, com uma frequência de relógio, fClk, de 1 
MHz. Para este circuito digital do comparador utilizou-se tecnologia CMOS de 
130 nm. As dimensões dos transístores utilizados são apresentadas na Tabela 6.2, 
correspondendo L e W a comprimento e largura do canal, respetivamente. Para 
que os transístores NMOS (NMOS, do inglês, “Negative-Channel Metal-Oxide Se-
miconductor”) e PMOS (PMOS, do inglês, “Postive-Channel Metal-Oxide Semicon-
ductor”) operem à mesma velocidade, então, revelou-se necessário o uso de tran-
sístores PMOS com o triplo da dimensão dos transístores NMOS, dado que os 
PMOS são cerca de 2 vezes mais lentos que os NMOS. 
 
Tabela 6.2 - dimensões dos transístores dos circuitos digitais dos comparadores. 
Transístor L [nm] W [nm] Nº de fingers 
NMOS 120 320 2 
PMOS 120 960 2 
 
A Figura 6.5 apresenta o resultado da simulação do comparador, em que: 
- a roxo está representado o sinal constante de entrada (“INn”); 
- a verde está representado o sinal de rampa de entrada(“INp”); 
- a amarelo está representado o sinal de saída (“QW”); 
- a azul está representado o sinal de relógio (“CLK”); 
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Figura 6.5 - gráfico da simulação transiente do comparador. 
 
 Como se pode ver Figura 6.5, o comparador comuta em aproximadamente 
100 ps e apresenta um offset sistemático inferior a 5 mV. Em termos de consumo 
energético, verificou-se que este conversor consome uma corrente, irms, de 48,26 
µA, o que corresponde a uma potência dissipada, Pdrms, de 57,91 µW, quando co-
mutado a uma frequência de 1 MHz. 
De salientar que o conversor proposto poderia facilmente ser operado a 
uma frequência de 1 GHz, embora dissipando, neste caso, uma potência da or-





Neste capítulo foram apresentados os resultados da simulação de conver-
são do ADC proposto no capítulo 5. Tendo-se verificado a robustez do conversor 
aos erros que podem afetar a sua linearidade. 
Foram também apresentados os resultados da simulação do circuito do 
comparador, ficando evidente as vantagens do circuito digital em termos de con-
sumo energético e de precisão de conversão. 
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7. Conclusões e trabalho futuro 
7.1. Conclusão 
 
A presente dissertação de mestrado tem como objetivo a implementação e 
modelação de um conversor analógico-digital, com 4 bits de resolução, com cali-
bração digital para correção de erros de conversão. O conversor proposto baseou-
se noutras topologias de conversores analógico-digitais, tais como os SAR ADCs 
assíncronos e o ADC de Hopfield. 
Em primeiro lugar procurei realizar uma revisão de literatura. A operação 
dos SAR ADCs convencionais e os SAR ADCs de arquitetura desenrolada, foi 
revista, bem como exemplos de implementação das mesmas. Os SAR ADCs de 
arquitetura desenrolada apresentam uma otimização do tempo de conversão, em 
relação aos SAR ADCs convencionais. No entanto, essa otimização implica o sa-
crifício de hardware.  
Também a rede neuronal e o ADC de Hopfield foram revistos. Este conver-
sor trouxe para o campo da eletrónica de conversores analógico-digitais, métodos 
de processamento matemático, utilizados para aquisição de conhecimento, tais 
como as redes neuronais. Apesar de ser uma arquitetura promissora, este con-
versor sofre do problema dos mínimos locais e como tal, foram apresentados vá-
rios exemplos da implementação desta arquitetura que visam ultrapassar o pro-
blema dos mínimos locais.  
A revisão de literatura termina com algoritmos de otimização, tendo sido 





otimização multiobjectivo, apesar da sua simplicidade de compreensão e imple-
mentação, nem sempre alcança a solução ótima. 
O trabalho empírico consistiu na modelação em Matlab de um conversor 
analógico digital SAR de arquitetura desenrolada com múltiplos DACs, com 4 
bits de resolução.  
A arquitetura proposta em 5, por ser desenrolada (1 comparador para cada 
bit) [21], e por ter desdobramento dos DACs, poderá ser até 60 % mais rápida a 
converter um sinal, do que os SAR ADCs convencionais. Ficou demonstrado que 
a linearidade do conversor é compatível com a sua resolução, mesmo com ruído 
térmico, erros de desvio de tensão dos comparadores e erros de emparelhamento 
dos condensadores dos DACs.   
 
 
7.2. Trabalho futuro 
 
O trabalho futuro consistirá em implementar eletricamente o circuito pro-
posto em 5, mas com 8, 10 ou mesmo 12 bits de resolução.  
Tendo este ADC sido estudado e treinado apenas para um sinal de rampa, 
seria importante submetê-lo a outro tipo de sinais, como por exemplo sinais si-
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