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1 はじめに
古典的な Pieri 規則は,任意の Young 図形に対応する Schur 関数と完全対称関数 (つ
まり,1行の Young 図形に対応する Schur 関数) との積の分解を記述している.つまり,
定理1.1. (Pieri [17]) 長さ n 以下の分割  $\lambda$ に対して,対応する Schur 関数を  s_{ $\lambda$}(x) =
s_{ $\lambda$}(x_{1}, \ldots, x_{n}) と表す.長さ n 以下の分割  $\mu$ と正整数  r に対して,
s_{ $\mu$}(x)s_{(r)}(x)=\displaystyle \sum_{ $\lambda$}s_{ $\lambda$}(x) . (1)
ここで,  $\lambda$ は  $\lambda$ \succ  $\mu$, | $\lambda$|-| $\mu$| =r をみたす長さ n 以下の分割全体をわたる.ただし,
 $\lambda$\succ $\mu$ は
 $\lambda$_{1}\geq$\mu$_{1}\geq$\lambda$_{2}\geq$\mu$_{2}\geq.. .
が成り立つことを意味し, | $\lambda$|=\displaystyle \sum_{i=1}^{n}$\lambda$_{i}, | $\mu$|=\displaystyle \sum_{i=1}^{n}$\mu$_{i} である.
Pieri 規則は,2つの任意の Schur 関数の積の分解を記述する Littlewood‐Richardson
規則の特別な場合である.しかし,[1] のように,Pieri型規則からLittlewood‐Richardson
型規則を導くこともできる.また,Pieri型規則自体が,表現論,組合せ論などさまざま
な分野で利用されている.例えば [13], [15] では平面分割,半標準盤の組合せ論に応用さ
れている.
定理1.1と類似の Pieri 型規則は,Hall‐Littlewood 関数,Macdonald 関数 (例えば [8]
を見よ) や,古典群の既約指標 (例えば [15] を見よ) などの Schti 関数の類似物に対し
ても知られている.ここでは,Schur の P 関数,斜交Schur関数 (定義は § 2を見よ)
に対するPieri型規則を与えておく.
定理1.2. (1) (Morris [11]) 長さ n以下のストリクトな分割  $\lambda$ に対して,対応する Schur
の  P 関数を P_{ $\lambda$}(x) と表す.長さ n 以下のストリクトな分割  $\mu$ と正整数  r に対して,
P_{ $\mu$}(x)P_{(r)}(x)=\displaystyle \sum_{ $\lambda$}2^{a( $\lambda,\ \mu$)-1}P_{ $\lambda$}(x) . (2)
ここで,  $\lambda$ は  $\lambda$\succ $\mu$, | $\lambda$|-| $\mu$|=r をみたす長さ n 以下のストリクトな分割全体を
わたり,





(2) (Sundaram [18]) 長さ n 以下の分割  $\lambda$ に対して,対応する斜交 Schur 関数を  s_{ $\lambda$}^{C}(x)
と表す.長さ n 以下の分割  $\lambda$ と正整数  r に対して,
s_{ $\mu$}^{C}(x)s_{(r)}^{C}(x)=\displaystyle \sum_{ $\lambda$}\overline{c}_{ $\mu$,(r)}^{ $\lambda$}s_{ $\lambda$}^{C}(x)
(ただし,  $\lambda$ は長さ  n 以下の分割全体をわたる) と展開するとき,係数 \tilde{c}_{ $\mu$,(\mathrm{r})}^{ $\lambda$} は,
 $\mu$\succ $\kappa$,  $\lambda$\succ $\kappa$, (| $\mu$|-| $\kappa$|)+(| $\lambda$|-| $\kappa$|)=r
をみたす長さ n 以下の分割  $\kappa$ の個数に等しい.
本稿では,斜交  P 関数 (C 型ルート系に付随した Hall‐Littlewood 関数で t=-1 と
したもの) に対する Pieri 型公式 (定理3.1) を与える.これによって,一方の分割の長さ
が1である場合に,斜交 P 関数に関する構造定数の正値性予想 (予想2.6) が正しいこと
がわかる.また,Ivanov [6], [7] によって導入された factorial P 関数に対して,factorial
パラメータが異なる場合の Pieri係数がfactoria1パラメータの非負整数係数の多項式と
なることを示す (定理4.3) .
本稿の構成は以下の通りである.§2で斜交 P 関数の定義,性質を復習した後,§ 3で
斜交 P 関数に対する Pieri 型公式を与え,その証明の概要を説明する.§ 4では factorial
P 関数に対する Pieri 型公式を扱う.
2 斜交 P 関数
この節では,斜交 P 関数の定義,諸性質を与え,構造定数に関する予想を提示する.詳
細については [14], [16] を参照されたい.
分割とは,非負整数の広義単調減少列  $\lambda$=($\lambda$_{1}, $\lambda$_{2_{\rangle}}\cdots) で \displaystyle \sum_{i\geq 1}$\lambda$_{i}<\infty となるものの
ことである.分割  $\lambda$ に対して, | $\lambda$|=\displaystyle \sum_{i\geq 1}$\lambda$_{i} を  $\lambda$ の大きさ,  l( $\lambda$)=\#\{i:$\lambda$_{i}>0\} を  $\lambda$
の長さと呼ぶ.また,分割  $\lambda$ は  $\lambda$_{1}>$\lambda$_{2}>\cdots>$\lambda$_{l( $\lambda$)}>0 をみたすとき,ストリクトで
あるという.
まず,古典的な Hall‐Littelwood 関数について思い出しておく (詳細については [8,
Chapter II] を参照されたい) n 個の変数 x= (x_{1}, \cdots, x_{n}) と長さ n 以下の分割  $\lambda$=
($\lambda$_{1}, $\lambda$_{2}, \cdots\rangle$\lambda$_{n}) に対して,
P_{ $\lambda$}(x;t)=\displaystyle \frac{1}{v_{ $\lambda$}^{(n)}(t)}\sum_{w\in \mathfrak{S}_{\mathfrak{n}}}w(\prod_{i=1}^{n}x_{i}^{$\lambda$_{i}}\prod_{1\leq i\triangleleft\leq n}\frac{x_{i}-tx_{j}}{x_{i}-x_{j}}) (3)
によって与えられる対称式をHall‐Litllewood 関数と呼ぶ.ここで, \mathfrak{S}_{n} は n 次対称群
であり, mj=\#\{i:1\leq i\leq n, $\lambda$_{i}=j\} とおく とき
v_{ $\lambda$}^{(n)}(t)=\displaystyle \prod_{j\geq 0}\prod_{k=1}^{j}\frac{1-t^{k}}{1-t}m
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である.このとき, P_{ $\lambda$}(x, t)\in \mathbb{Z}[t][x\mathrm{i}, \cdot\cdot , x_{n}]^{\mathfrak{S}_{n}} であり,Schur 関数 s_{ $\lambda$}(x) , Schur の
P 関数 P_{ $\lambda$}(x) , Schur の Q 関数 Q_{ $\lambda$}(x) は,パラメータ t を t=0, t=-1 と特殊化す
ることによって,
s_{ $\lambda$}(x)=P_{ $\lambda$}(x;0) (  $\lambda$ は長さ  n 以下の分割),
P_{ $\lambda$}(x)=P_{ $\lambda$}(x;-1) (  $\lambda$ は長さ  n 以下のストリクトな分割),
Q_{ $\lambda$}(x)=2^{l( $\lambda$)}P_{ $\lambda$}(x;-1) (  $\lambda$ は長さ  n 以下のストリクトな分割)
として得られる.
この Hall‐Littlewood 対称関数を A 型ルート系に付随するものとして,一般のルート
系に付随した Hall‐Littlewood 関数が定義される ([9, § 10] を見よ) . ここでは, C_{n} 型
ルート系に付随した場合を考える.
定義2.1. 長さ n 以下の分割  $\lambda$ に対して,
 P_{ $\lambda$}^{C}(x;t)=\displaystyle \frac{1}{W_{ $\lambda$}(t)}\sum_{w\in W}w (\displaystyle \prod_{i=1}^{n}x_{i}^{$\lambda$_{i}}\prod_{i=1}^{n}\frac{1-tx_{i}^{-2}}{1-x_{i}^{-2}}\prod_{1\leq i<j\leq n}\frac{1-tx_{i}^{-1}x_{j}}{1-x_{i}^{-1}x_{j}}\frac{1-tx_{i}^{-1}x_{j}^{-1}}{1-x_{i}^{-1}x_{j}^{-1}}) (4)
とおき,斜交 Hall‐Littlewood 関数 (symplectic Hall‐Littlewood function) と呼ぶ.こ
こで, W=\mathfrak{S}_{n}\rangle\triangleleft(\mathbb{Z}/2\mathbb{Z})^{n} は C_{n} 型Weyl 群であり, m_{k}=\#\{i:1\leq i\leq n, m_{i}=k\} と
おくとき
W_{ $\lambda$}(t)=\displaystyle \prod_{j=1}^{m_{0}}\frac{1-t^{2j}}{1-t}\cdot\prod_{k\geq 1}\prod_{j=1}^{mk}\frac{1-t^{j}}{1-t}
である.このどき,斜交 Schur 関数 (symplectic Schur function) s_{ $\lambda$}^{C}(x) , 斜交 P 関数
(symplectic P‐function) P_{ $\lambda$}^{C}(x) , 斜交 Q 関数 (symplectic Q‐function) Q_{ $\lambda$}^{C}(x) は,斜交
Hall‐Littlewood 関数において t=0, t=-1 と特殊化することによって,
s_{ $\lambda$}^{C}(x)=P_{ $\lambda$}(x;0) (  $\lambda$ は長さ  n 以下の分割),
P_{ $\lambda$}^{C}(x)=P_{ $\lambda$}^{C}(x;-1) (  $\lambda$ は長さ  n 以下のストリクトな分割),
Q_{ $\lambda$}^{C}(x)=2^{l( $\lambda$)}P_{ $\lambda$}^{C}(x;-1) (  $\lambda$ は長さ  n 以下のストリクトな分割)
として定義される.
一般に, P_{ $\lambda$}^{C}(x;t) は x_{1}, \cdots ,  x_{n} に関する W 不変な Laurent 多項式であり,係数は t
に関する多項式となる.また,斜交Schur関数 s_{ $\lambda$}^{C}(x) は,斜交群 \mathrm{S}\mathrm{p}_{2n}(\mathbb{C}) の最高ウェイ
ト  $\lambda$ をもつ既約表現の指標を与える.
1変数多項式の列 \{g_{d}^{C}(u)\}_{d\geq 0} を
g_{d}^{C}(x+x^{-1})= \left\{\begin{array}{ll}
(x^{d}-x^{-d})(x+x^{-1})/(x-x^{-1}) & (d\geq 1 \text{のとき})\\




= [\displaystyle \frac{1}{v_{ $\lambda$}^{(n)}(t)}\sum_{w\in \mathfrak{S}_{n}}w (\prod_{i=1}^{n}g_{ $\lambda$}^{C}.(x_{i}+x_{i}^{-1})\prod_{1\leq i<j\leq n}\frac{(x_{i}+x_{i}^{-1})-t(x_{j}+x_{j}^{-1})}{(x_{i}+x_{i}^{-1})+(x_{j}+x_{j}^{-1})})]_{t=-1} (5)
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と表すこともできる.この表示を用いると,斜交 P 関数に対しても [8, II.8] にあるよう
なSchur の P 関数と同様の公式が成り立つことが示される ([14] を見よ).
命題2.2. (Nimmo 型公式) 長さ n 以下のストリクトな分割  $\lambda$ に対して,





D^{C}(x)=\displaystyle \prod_{1\leq i<j\leq n}\frac{(x_{j}+x_{j}^{-1})-(x_{i}+x_{i}^{-1})}{(x_{j}+x_{j}^{-1})+(x_{i}+x_{i}^{-1})},
A^{C}(x)= (\displaystyle \frac{(x_{j}+x_{j}^{-1})-(x_{i}+x_{i}^{-1})}{(x_{j}+x_{j}^{-1})+(x_{i}+x_{i}^{-1})})_{1\leq i,j\leq n}
V_{ $\alpha$}^{C}(x)= (g_{$\alpha$_{j}}^{C}(x_{i}+x_{i}^{-1}))_{1\leq i\leq n,1\leq j\leq l}
であり,  $\lambda$= ($\lambda$_{1}, \cdots , $\lambda$_{l( $\lambda$)}) , $\lambda$^{0}=($\lambda$_{1}, \cdots , $\lambda$_{l( $\lambda$)}, 0) である.
ここで, n が偶数であるとき, \mathrm{P}\mathrm{f}A^{C}(x)=D^{C}(x) であることに注意する.
命題2.3. 非負整数の狭義単調減少列  $\alpha$=($\alpha$_{1}, \cdots ,  $\alpha$のに対して,交代行列  s_{ $\alpha$}^{c_{(x)}} を
s_{ $\alpha$}^{c_{(x)=}}(P_{($\alpha$_{i},$\alpha$_{\dot{g}})}^{C}(x))_{1\leq i,j\leq l}
(ただし P_{(r,0)}^{C}(x)=P_{(r)}^{C}(x) とする) とおいて定める.このとき,長さ n 以下のストリク
トな分割  $\lambda$ に対して,
 P_{ $\lambda$}^{C}(x)=\left\{\begin{array}{ll}
\mathrm{P}\mathrm{f} S_{ $\lambda$}^{C}(x) & (l( $\lambda$) \text{が偶数であるとき}) ,\\
\mathrm{P}\mathrm{f} S_{$\lambda$^{0}}^{C}(x) & (l( $\lambda$) \text{が奇数であるとき}) .
\end{array}\right. (7)
また,長さ1, 2のストリクトな分割に対応する斜交 P 関数に対しては,次が成り立つ.
命題2.4. (1) 長さ1の分割に対応する斜交 P 関数の母関数は,
1+2\displaystyle \sum_{r=1}^{\infty}P_{(r)}^{C}(x)z^{r}=\prod_{i=1}^{n}\frac{(1+x_{i}z)(1+x_{i}^{-1}z)}{(1-x_{i}z)(1-x_{i}^{-1}z)} (8)
で与えられる.








命題2.5. 長さ n 以下のストリクトな分割  $\lambda$ に対して,
 P_{ $\lambda$}^{C}(x)=\displaystyle \sum_{T}x^{T} . (10)







(v) 各 k に対して, k', k, \overline{k^{r}} , \overline{k} のうち主対角線に現れる文字は高々 1つである.1
(vi) プライムのついた文字は主対角線に現れない.




この節の最後に,斜交 P 関数に関する構造定数の正値性予想を与える. C_{n} 型Weyl 群
W の作用で不変な Laurent 多項式全体のなす環を $\Lambda$_{n}^{C}=\mathbb{C}[x_{1}^{\pm 1}, \cdots , x_{n}^{\pm 1}]^{W} とし,その
部分環 $\Gamma$_{n}^{C} を
$\Gamma$_{n}^{C}= { f\in$\Lambda$_{n}^{C} : f(t, -t, x_{3}, \cdots ,  x_{n} ) は t によらない}
とおいて定める.このとき,斜交 P 関数 { P_{\langle $\lambda$\rangle}(x) :  $\lambda$ は長さ  n 以下のストリクトな分割}
は $\Gamma$_{n}^{C} の基底をなす.
予想2.6. 長さ n 以下のストリクトな分割  $\mu$,  $\nu$ に対して,
 P_{ $\mu$}^{C}(x)P_{ $\nu$}^{C}(x)=\displaystyle \sum_{ $\lambda$}f_{ $\mu$}^{\tilde{ $\lambda$}},{}_{ $\nu$}P_{ $\lambda$}^{C}(x) (11)
と展開するとき,係数 f_{ $\mu,\ \nu$}^{\overline{ $\lambda$}} は非負整数である.
次の節で与える Pieri 型公式 (定理3.1) から,この予想は l( $\nu$)=1 の場合に正しいこ
とがわかる.
1 [14 , 定義4.5], [16, 定義3.6] に書いた条件は正しくなく,こちらが正しい.
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3 斜交 P 関数に対する Pieri 型公式
この節では,斜交 P 関数に対する Pieri 型公式を与え,証明の概略を説明する.
2つの分割  $\lambda$,  $\mu$ が
 $\lambda$_{1}\geq$\mu$_{1}\geq$\lambda$_{2}\geq$\mu$_{2}\geq\cdots
をみたすとき,  $\lambda$\succ $\mu$ と書いた.この節の主定理は,次である.
定理3.1.  $\lambda$,  $\mu$ をストリクトな分割とし,  r を正整数とする.このとき,展開 (11) に現
れる Pieri 係数 f_{ $\mu$,(r)}^{\overline{ $\lambda$}} について,次が成り立つ.
(1) l( $\lambda$)=l( $\mu$) あるいは l( $\lambda$)=l( $\mu$)+1 の場合を除いて, f_{ $\mu$,(r)}^{\overline{ $\lambda$}}=0 である.
(2) l( $\lambda$)=l( $\mu$) あるいは l( $\lambda$)=l( $\mu$)+1 の場合,
f_{ $\mu$,(r)}^{\tilde{ $\lambda$}}=\displaystyle \sum_{ $\kappa$}2^{a( $\mu,\ \kappa$)+a( $\lambda,\ \kappa$)- $\chi$[l( $\mu$)>l( $\kappa$)]-1} . (12)
ここで,  $\kappa$ は  $\mu$\succ $\kappa$,  $\lambda$\succ $\kappa$, (| $\mu$|-| $\kappa$|)+(| $\lambda$|-| $\kappa$|)=r をみたす長さ n 以下のス
トリクトな分割全体を動き,
a( $\mu$,  $\kappa$)=\#\{i:$\mu$_{i}>$\kappa$_{i}>$\mu$_{i+1}\}, a( $\lambda$,  $\kappa$)=\#\{i:$\lambda$_{i}>$\kappa$_{i}>$\lambda$_{i+1}\},
 $\chi$[l( $\mu$)>l( $\kappa$)]= \left\{\begin{array}{ll}




この定理の証明では,Pieri係数 f_{ $\mu$,(r)}^{\tilde{ $\lambda$}} の母関数
F_{ $\mu$}^{ $\lambda$}(z)=1+2\displaystyle \sum_{r=1}^{\infty}\tilde{f}_{ $\mu$,(r)}^{ $\lambda$}z^{r}
を考える. P_{(r)}^{C}(x) の母関数 (8) と比較すると,
G_{z}(x)=\displaystyle \prod_{i=1}^{n}\frac{(1+x_{i}z)(1+x_{i}^{-1}z)}{(1-x_{i}z)(1-x_{i}^{-1}z)}
とおく とき,
P_{ $\mu$}(x)G_{z}(x)=\displaystyle \sum_{ $\lambda$}F_{ $\mu$}^{ $\lambda$}(z)P_{ $\lambda$}(x)
となる.証明の第1段階は, F_{ $\mu$}^{ $\lambda$}(z) の行列式表示である.べき級数 a_{r}^{s}(z) (r, s\geq 0) を
g_{r}^{C}(x+x^{-1})\displaystyle \cdot\frac{(1+xz)(1+x^{-1}z)}{(1-xz)(1-x^{-1}z)}=\sum_{s\geq 0}a_{\mathrm{r}}^{s}(z)g_{s}^{C}(x+x^{-1}) (13)
によって定める.
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命題3.2. 長さ n 以下のストリクトな分割  $\lambda$,  $\mu$ に対して,
 F_{ $\mu$}^{ $\lambda$}(z)= \left\{\begin{array}{ll}
\det A_{ $\mu$}^{ $\lambda$} & (l( $\lambda$)=l( $\mu$) \text{のとき}) ,\\
\det A_{$\mu$^{0}}^{ $\lambda$} & (l( $\lambda$)=l( $\mu$)+1 \text{のとき}) ,\\
0 & \text{（その他）}
\end{array}\right. (14)
ここで,同じ長さの非負整数列  $\alpha$ = ($\alpha$_{1}, \cdots , $\alpha$_{l}) ,  $\beta$ = ($\beta$_{1}, \cdots , $\beta$_{l}) に対して, A_{ $\beta$}^{ $\alpha$} =
(a_{$\beta$_{J}}^{ $\alpha$}:(z))_{1\leq i,j\leq l} である.
証明の概略.斜交 P 関数の表示式 (5) より
P_{ $\lambda$}^{C}(x)G_{z}(x)= [\displaystyle \frac{1}{v_{ $\lambda$}^{(n)}(t)}\sum_{w\in \mathfrak{S}_{n}}w(\prod_{i=1}^{n}g_{$\lambda$_{i}}^{C}(x_{i}+x_{i}^{-1})\frac{(1+x_{i}z)(1+x_{i}^{-1}z)}{(1-x_{i}z)(1-x_{i}^{-1}z)}
\displaystyle \mathrm{x}\prod_{1\leq i<j\leq n}\frac{(x_{i}+x_{i}^{-1})-t(x_{j}+x_{j}^{-1})}{(x_{i}+x_{i}^{-1})+(x_{j}+x_{j}^{-1})})]_{t=-1}
と表される.よって,Schur の P 関数 P_{ $\lambda$}(x) に対して Hall‐Littlewood 型表示 (3) から
Nimmo の公式を導くときの議論 ([12], [14] を見よ) と同様にして,
P $\mu$ (鵬)G”) = \left\{\begin{array}{ll}
\frac{1}{D^{C}(x)} \mathrm{P}\mathrm{f} [Matrix] & (n+l( $\mu$) \text{が偶数のとき}) ,\\
\frac{1}{D^{C}(x)} \mathrm{P}\mathrm{f} (_{-}t_{\tilde{V}_{$\mu$^{0}}^{C}(x)} \overline{V}_{$\mu$^{0}}^{C}(x)O) & (n+l( $\mu$) \text{が奇数のとき})
\end{array}\right.
となることがわかる.ここで,1は成分がすべて1の列ベクトルであり,  $\alpha$=($\alpha$_{1}, \cdots , $\alpha$_{l})
に対して
\displaystyle \overline{V}_{ $\alpha$}^{C}(x)= (g_{$\alpha$_{J}}^{C}(x_{i}+x_{i}^{-1})\cdot\frac{(1+x_{i}z)(1+x_{i}^{-1}z)}{(1-x_{i}z)(1-x_{i}^{-1}z)})_{1\leq i\leq n,1\leq j\leq l}
である. \overline{V}_{ $\alpha$}^{C}(x) の成分を (13) の右辺の形に表し,パフィアンの多重線型性,交代性を用
いて Nimmo 型公式 (6) が使える形に変形すると,
\left\{\begin{array}{ll}
\det A_{ $\mu$}^{ $\lambda$} & (n+l( $\mu$) \text{が偶数であり，}l( $\lambda$)=l( $\mu$) \text{であるとき})\\
\det A_{ $\mu$}^{$\lambda$^{0}} & (n+l( $\mu$) \text{が偶数であり，}l( $\lambda$)=l( $\mu$)-1 \text{であるとき})
\end{array}\right.F_{ $\mu$}^{ $\lambda$}(z)= \det A_{$\mu$^{0}}^{ $\lambda$} (n+l( $\mu$) が偶数であり, l( $\lambda$)=l( $\mu$)+1 であるとき)\det A_{$\mu$^{0}}^{$\lambda$^{\mathrm{O}}} (n+l( $\mu$) が奇数であり, l( $\lambda$)=l( $\mu$) であるとき)\det A_{$\mu$^{0}}^{ $\lambda$} (n+l( $\mu$) が奇数であり, l( $\lambda$)=l( $\mu$)+1 であるとき) ,0 (その他)




列式表示を組合せ論の言葉に書き直す.有向グラフ  $\Gamma$ を,次で与えられる頂点集合  V と
(有向) 辺集合 E をもつものとして定義する (下図を見よ).
V = \{A_{i} = (i, 1) : i \geq 0\}\mathrm{U} \{B_{i} = (i, 0) : i \geq 0\} 口 \{C_{i} = (i, -1) : i \geq 0\} \subset \mathbb{Z} \times \mathbb{Z},
E = \{(A_{i+1}, A_{i}) : i \geq 0\}\mathrm{u}\{(A_{i}, B_{i}) : i \geq 0\} ロ \{(A_{i+1}, B_{i}) : i \geq 1\}
\sqcup\{(B_{i}, C_{i}):i\geq 0\}\sqcup\{(B_{i}, C_{i+1}):i\geq 0\}\mathrm{U}\{(C_{i}, C_{i+1}):i\geq 0\}.
A_{1} から B_{0} への有向辺がないことに注意しておく.
グラフ  $\Gamma$ の頂点の列  P= (v0,v_{1}, \cdots , vk) で(vi, v_{i+1} ) \in E(i=0,1, \cdots , k-1) となる
ものを,  $\Gamma$ 上の経路という.  v_{0} を P の始点, v_{k} を P の終点と呼ぶ.非負整数 r, s に対
して, A_{r} を始点とし C_{s} を終点とする  $\Gamma$ 上の経路全体のなす集合を \mathcal{P}_{r}^{s} と表す.また,  $\Gamma$
上の経路の組 (P_{1}, \cdots, P_{l}) は,どの i,  j(i\neqのに対しても  P_{i} と Pうが共有点をもたない
とき,非交差であるという.分割  $\lambda$,  $\mu$ で  l( $\lambda$)=l( $\mu$) あるいは l( $\lambda$)=l( $\mu$)+1 をみたす
ものが与えられたとき,  $\Gamma$ 上の非交差経路の集合 \mathcal{L}_{ $\mu$}^{ $\lambda$} を
\mathcal{L}_{ $\mu$}^{ $\lambda$}= { (P_{1}, \cdots , Pl):  P_{i}\in \mathcal{P}_{ $\mu$:}^{$\lambda$_{i}} (i=1, \cdots ,  l) , (P_{1}, \cdots , Pl) は非交差}
(ただし,  l=l( $\lambda$) であり, l( $\mu$)=l-1 のとき $\mu$_{l}=0 とする) とおいて定義する.
非交差経路の集合 \mathcal{L}_{ $\mu$}^{ $\lambda$} の母関数を考えるために,辺の重み輯 (e)\in \mathbb{Z}[z] (e\in E) を,
\mathrm{v}h(A_{i+1}, A_{i})=z, \mathrm{v}\hslash(A_{i}, B_{i})=1, \mathrm{w}\mathrm{t}(A_{i+1}, B_{i})=z,
\mathrm{v}\hslash(B_{i}, C_{i})=1, \mathrm{w}\mathrm{t}(B_{i}, C_{i+1})=z, \mathrm{w}\mathrm{t}(C_{i}, C_{i+1})=z
によって定める.そして,  $\Gamma$ 上の経路  P=\{v_{0_{\rangle}}v_{1}, \cdots ,  v_{k} ) に対して,その重み wt(P) を
wt (P)=\displaystyle \prod_{i=0}^{k-1}wt (v_{i}, v_{i+1})
とおいて定義する.このとき,
命題3 \cdot3. 分割  $\lambda$,  $\mu$ が  l( $\lambda$)=l( $\mu$) あるいは l( $\lambda$)=l( $\mu$)+1 をみたすとき,
\displaystyle \det A_{ $\mu$}^{ $\lambda$}=..\sum_{(P_{\mathrm{b})}P_{l})\in L_{ $\mu$}^{ $\lambda$}}\prod_{i=1}^{l}\mathrm{w}\mathrm{t}(月).(15)
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証明の概略.非負整数 r, s に対して,
b_{r}^{s}(z)=\displaystyle \sum_{P\in \mathcal{P}_{r}^{s}}\mathrm{w}\mathrm{t}(P)
とおく と,Lindström‐Gessel‐Viennot の補題 (例えば [19, 第2章] を見よ) により,
\displaystyle \sum_{(P_{1},\cdots,P_{l})\in L_{ $\mu$}^{ $\lambda$}}\prod_{i=1}^{l}\mathrm{w}\mathrm{t}(P_{i})=\det(b_{ $\mu$:}^{$\lambda$_{j}}(z))_{1\leq i,j\leq l}
となることがわかる.一方,(13) の展開と経路の母関数を具体的に計算することによって,
a_{r}^{s}(z)=b_{r}^{s}(z)= \left\{\begin{array}{ll}
1 & (r=0, s=0 \text{のとき}) ,\\
2z^{8} & (r=0, s\geq 1 \text{のとき}) ,\\
0 & (r\geq 1, s=0 \text{のとき})\\
2z^{r-s}(1+z^{2})\frac{1-z^{2s}}{1-z^{2}} & (r\geq 1, 1\leq s\leq r-1 \text{のとき}) ,\\
2(1+z^{2})\frac{1-z^{2r}}{1-z^{2}}-1 & (r\geq 1, s=r \text{のとき})\\




定理3.1の証明の概略.命題3.2より, l( $\lambda$)=l( $\mu$) あるいは l( $\lambda$)=l( $\mu$)\cdot+1 が成り立た
ないときは, F_{ $\mu$}^{ $\lambda$}(z)=0 となる. l( $\lambda$)=l( $\mu$) あるいは l( $\lambda$)=l( $\mu$)+1 であるときは,命
題3.2, 3.3より
F_{ $\mu$}^{ $\lambda$}(z)=\displaystyle \sum_{(P_{1},\cdots,P_{l})\in \mathcal{L}_{ $\mu$}^{ $\lambda$}}\prod_{i=1}^{l} ④河 (P_{i}) .
ここで,ストリクトな分割  $\kappa$ (ただし  l( $\kappa$)=l( $\mu$) あるいは l( $\mu$)-1 ) に対して,非交差
経路 (P_{1}, \cdots , P_{l})\in \mathcal{L}_{ $\mu$}^{ $\lambda$} で,各 i に対して P_{i} が B_{\hslash 1} を通るもの全体のなす集合を \mathcal{L}_{ $\mu$}^{ $\lambda$}( $\kappa$)
とおく.このとき,
L_{ $\mu$}^{ $\lambda$}= 口 \mathcal{L}_{ $\mu$}^{ $\lambda$}( $\kappa$)
 $\kappa$
であり,  $\mu$\succ $\kappa$,  $\lambda$\succ $\kappa$ でなければ \mathcal{L}_{ $\mu$}^{ $\lambda$}( $\kappa$)=\emptyset となることがわかる.また,  $\mu$\succ $\kappa$,  $\lambda$\succ $\kappa$
であるときは, (P_{1}, \cdots P_{l})\in L_{ $\mu$}^{ $\lambda$}( $\kappa$) に対して
wt P_{i}=z^{($\mu$_{i}-$\kappa$_{i})+($\lambda$_{:}- $\kappa$:)}
であり,
\#\mathcal{L}_{ $\mu$}^{ $\lambda$}( $\kappa$)=2^{a( $\mu,\ \kappa$)+a( $\lambda,\ \kappa$)- $\chi$[l\langle $\mu$)>l( $\kappa$)]}
となることを証明できる.以上の議論から,定理3.1の証明が完成する. \square 
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4 Factorial P 関数とその Pieri 型公式
この節では,Ivanov によって導入された factorial P 関数に対して,factorial パラメー
タが異なる場合のPieri型公式を母関数形で与える.
以下, a=(a_{0}, a_{1}, \cdots) をパラメータ (factorial パラメータと呼ぶ) とする.非負整数
r に対して,factorial 単項式 (x|a)^{r} を
(x|a)^{r}=\left\{\begin{array}{ll}
\prod_{i=0}^{r-1}(x-a_{i}) & (r\geq 1 \text{のとき}) ,\\
1 & (r=0 \text{のとき})
\end{array}\right.
とおいて定義する.Factorial P 関数は,Hall‐Littlewood 関数の定義 (3) で,単項式を
factorial 単項式で置き換えることによって定義される.factorial P 関数,factorial Q 関
数の諸性質については [6], [7] を参照されたい.
定義4.1. n 個の変数 x= (x_{1}, \cdots ,x_{n}) と長さ n 以下の分割  $\lambda$= ($\lambda$_{1}, $\lambda$_{2}, \cdots $\lambda$_{n}) に対
して,
P_{ $\lambda$}(x|a;t)=\displaystyle \frac{1}{v_{ $\lambda$}^{(n)}(t)}\sum_{w\in \mathfrak{S}_{n}}w (\prod_{i=1}^{n}(x_{i}|a)^{$\lambda$_{i}}\prod_{1\leq i<j\leq n}\frac{x_{i}-tx_{j}}{X_{i}-Xj}) (16)
によって与えられる対称式を factorial Hall‐Litllewood 関数と呼ぶ.長さ n 以下のス
トリクトな分割  $\lambda$ に対して,
 P_{ $\lambda$}(x|a)=P_{ $\lambda$}(x|a;-1) , Q_{ $\lambda$}(x|a)=2^{l( $\lambda$)}P_{ $\lambda$}(x|a;-1)
とおき,それぞれ factorial P 関数,factorial Q 関数と呼ぶ.
Factorial パラメータがすべて 0 であるときは, P_{ $\lambda$}(x|0) はSchur の P 関数 P_{ $\lambda$}(x) \mathrm{t}
致する.また,factorial P 関数, Q 関数は,極大型直交 Grassmann 多様体,Lagrangian
Grassmann 多様体のトーラス同変コホモロジーにおける Schubert 類を記述することも知
られている ([4], [5] を見よ).
Factorial P 関数に対しても,Schur の P 関数と同様の Pfaffian 公式が成り立つ.
命題4.2. 長ざn 以下のストリクトな分割  $\lambda$ に対して,
 P_{ $\lambda$}(x|a)= \left\{\begin{array}{l}
\frac{1}{D(x)}\mathrm{P}\mathrm{f}\\
\frac{1}{D(x)}\mathrm{P}\mathrm{f}
\end{array}\right\}tA(x)A(x) V_{ $\lambda$}(x)V_{$\lambda$^{0}}(x)0_{O})_{)} (n+l( $\lambda$)(n+l( $\lambda$) $\delta$^{\backslash }1\Leftrightarrow \mathscr{X}$\vartheta$^{\backslash }>\ovalbox{\tt\small REJECT} \mathscr{X}ででああるるとときき)) , (17)
ここで,
D(x)=\displaystyle \prod_{1\leq i\triangleleft\leq n}\frac{x_{j}-x_{i}}{x_{j}+x_{i}}, A(x)= (\displaystyle \frac{x_{j}-x_{i}}{x_{j}+x_{i}})_{1\leq i,j\leq n} V_{ $\alpha$}(x)=((x_{i}|a)^{$\alpha$_{j}})_{1\leq i\leq n,1\leq j\leq l}
であり,  $\lambda$= ($\lambda$_{1}, \cdots , $\lambda$_{l( $\lambda$)}) , $\lambda$^{0}=($\lambda$_{1}, \cdots , $\lambda$_{l( $\lambda$)}, 0) である.
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ここでは,長さ 1のストリクトな分割 (r) に対応する Schur の Q 関数 Q_{(r)}(x) =




に対して,その変形 Young 図形 (shifted Young diagram)  S( $\lambda$) を
S( $\lambda$)=\{(i,j)\in \mathbb{Z}^{2}:i\leq j\leq$\lambda$_{i}+i-1\}
とおいて定義し,格子点に単位正方形をおいて図示する.ストリクトな分割  $\lambda$,  $\mu$ が  S( $\lambda$)\supset
 S( $\mu$) をみたすとき,その差集合を S( $\lambda$/ $\mu$) と表し,歪変形 Young 図形 (skew shifted Young










となる.歪変形 Young 図形 S( $\lambda$/ $\mu$) は,連結であり 2\times 2 の正方形を含まないとき,境
界帯 (border strip) であるという.例えば, S((5,4,2,1)/(4,2,1)) は境界帯である.これ
らの準備のもとで,この節の主定理を述べることができる.
定理4.3. 長さ n 以下のストリクトな分割  $\mu$ と正整数  r に対して,
P_{ $\mu$}(x|a)\displaystyle \cdot Q_{(r)}(x)=\sum_{ $\lambda$}c_{ $\mu$,(r)}^{ $\lambda$}(a)P_{ $\lambda$}(x|a)
と展開し,母関数
C_{ $\mu$}^{ $\lambda$}(a, z)=\displaystyle \sum_{r=0}^{\infty}c_{ $\mu$,(r)}^{ $\lambda$}(a)z^{r}
を考える.このとき,
(1) S( $\lambda$)\supset S( $\mu$) でないとき,あるいは,歪変形 Young 図形 S( $\lambda$/ $\mu$) が 2\times 2 の正方
形を含むとき, C_{ $\mu$}^{ $\lambda$}(a, z)=0 である.
(2) 歪変形 Young 図形 S( $\lambda$/ $\mu$) が 2\times 2 の正方形を含まないとき, S( $\lambda$/ $\mu$) を境界帯の
共通部分をもたない和集合に
S( $\lambda$/ $\mu$)=\sqcup^{r}S($\lambda$_{m(i)}i=1' . . . , $\lambda$_{M(i)})/($\mu$_{m(i)}, \cdots $\mu$_{M(i)})
(ただし $\lambda$_{m(i)}>$\mu$_{m(i)}, $\lambda$_{M(i)}>$\mu$_{M(i)} ) と分解し,
K= \left\{\begin{array}{ll}
\{k:1\leq k\leq l( $\mu$), $\lambda$_{k}=$\mu$_{k}\} & (n+l( $\mu$) \text{が偶数のとき}) ,\\




C_{ $\mu$}^{ $\lambda$}(a, z)=\displaystyle \prod_{k\in K}\frac{1+a_{$\mu$_{k}}z}{1-a_{$\mu$_{k}}z}\prod_{i=1}^{r}\frac{2z^{$\lambda$_{m(i)}-$\mu$_{M(i)}}}{\prod_{j=$\mu$_{M(\cdot)}}^{$\lambda$_{m(i)}}(1-a_{j}z)}
と表される.
特に,係数 c_{ $\mu$,(r)}^{ $\lambda$} はfactorial パラメータ a=(a_{0}, a_{1}, \cdots) の非負整数係数の多項式である.
例えば,  $\lambda$= (10,8,6,4,3,2) ,  $\mu$= (8,6,5,4,2,1) のとき,歪変形 Young 図形 S( $\lambda$/ $\mu$)
は
「‐ -\neg^{--}-1_{\vee-}|| 「 --\prime--\neg-------\prime 1\{
1 1)
\mathrm{L} ‐ ‐ --1_{\rightarrow-}| ‐





\{4\} & (n \text{が偶数のとき}) ,\\





\frac{1+a_{4^{Z}}}{1-a_{4^{Z}}}. \frac{2z^{10-5}}{\prod_{i=5}^{10}(1-a_{i}z)}\cdot\frac{2z^{3-1}}{\prod_{i=1}^{3}(1-a_{i}z)} & (n \text{が偶数のとき}) ,\\
\frac{1+a_{4^{Z}}}{1-a_{4^{Z}}}. \frac{1+a_{7^{Z}}}{1-a_{7^{Z}}}\cdot\frac{2z^{10-5}}{\prod_{i=5}^{10}(1-a_{i}z)}. \frac{2z^{3-1}}{\prod_{i=1}^{3}(1-a_{i}z)} & (n \text{が偶数のとき})
\end{array}\right.
この定理といくつかの計算機による実験例から,次を予想している.
予想4 \cdot4. 長さ  n 以下のストリクトな分割  $\mu$,  $\nu$ が与えられたとき,
 P_{ $\mu$}(x|a)P_{ $\nu$}(x)=\displaystyle \sum_{ $\lambda$}c_{ $\mu,\ \nu$}^{ $\lambda$}(a)P_{ $\lambda$}(x|a)
と展開する.このとき,係数 c_{ $\mu,\ \nu$}^{ $\lambda$}(a) は factorial パラメータ a に関する非負整数係数の
多項式である.より一般に,パラメータ a=(a_{0}, a\mathrm{i}, \cdots) , b=(b_{0}, b\mathrm{i}, \cdots) に対して,
P_{ $\mu$}(x|a)P_{ $\nu$}(x|-b)=\displaystyle \sum_{ $\lambda$}c_{ $\mu,\ \nu$}^{ $\lambda$}(^{\backslash }a, b)P_{ $\lambda$}(x|a)
(ただし, -b=(-b_{0}, -b_{1}, \cdots) である) と展開するとき,係数 c_{ $\mu,\ \nu$}^{ $\lambda$}(a, b) は a, b に関す
る非負整数係数の多項式である.
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注意.Cho‐Ikeda [2] は,factorial パラメータが同じ場合 (つまり, a = b の場合) に,
Pieri 係数 c_{ $\mu$,(\mathrm{r})}^{ $\lambda$}(a, a) の組合せ論的な公式を与え, c_{ $\mu$,(\mathrm{r})}^{ $\lambda$} が a_{i} 士 aj (i>j) に関する非負
整数係数多項式として表されること (Graham [3] の意味での正値性) を示している.
注意.Factorial Schur 関数については,予想4.4にあたる正値性が Molev‐Sagan [10] に
よって示されている.
以下では,定理4.3の証明の概要を説明する.
定理4.3の証明の概要. z のべき級数 d_{r}^{s}(a;z) (r, s\geq 0) を
(t|a)^{r}\displaystyle \cdot\frac{1+tz}{1-tz}=\sum_{s=0}^{\infty}d_{r}^{s}(a;z)(t|a)^{8}
によって定義する.このとき,命題3.2の証明と同様の議論により,
\det D_{ $\mu$}^{ $\lambda$} (n+l( $\mu$) が偶数であり, l( $\lambda$)=l( $\mu$) であるとき) ,
\det D_{ $\mu$}^{$\lambda$^{0}} (n+l( $\mu$) が偶数であり, l( $\lambda$)=l( $\mu$)-1 であるとき) ,
C^{ $\lambda$}(a;z)= \{ \det D_{$\mu$^{\mathrm{O}}}^{ $\lambda$} (n+l( $\mu$) が偶数であり, l( $\lambda$)=l( $\mu$)+1 であるとき) $\mu$ \det D_{$\mu$^{0}}^{$\lambda$^{0}} (n+l( $\mu$) が奇数であり, l( $\lambda$)=l( $\mu$) であるとき) ,\det D_{$\mu$^{0}}^{ $\lambda$} (n+l( $\mu$) が奇数であり, l( $\lambda$)=l( $\mu$)+1 であるとき)0 (その他)
となることがわかる.ここで, D_{ $\beta$}^{ $\alpha$}= (d_{$\beta$_{j}}^{ $\alpha$}(a;z))_{1\leq i,j\leq l} である.また, d_{s}^{r}(a;z) は具体的
には,
d_{r}^{s}(a;z)= \left\{\begin{array}{ll}
\frac{1+a_{r}z}{1-a_{r}z} & (s=r \text{のとき}) ,\\
\frac{2z^{s-r}}{\prod_{j=r}^{s}(1-ajZ)} & (s>r \text{のとき})\\
0 & (s<r \text{のとき})
\end{array}\right.
で与えられる.
まず,行列式表示と s<r のとき d_{r}^{s}(a, z)=0 であることから,
(a) S( $\lambda$)\supset S( $\mu$) でなければ, C_{ $\mu$}^{ $\lambda$}(a;z)=0 となる
ことがわかる.
そこで,以下では S( $\lambda$)\supset S( $\mu$) の場合を考える.このとき,上の行列式表示と d_{r}^{0}(a;z)=
0(r>0) であることから,
\det D_{ $\mu$}^{ $\lambda$} (n+l( $\mu$) が偶数で l( $\lambda$)=l( $\mu$) であるとき) ,
C^{ $\lambda$}= \{ $\mu$  d_{0}^{0}(a;z)\cdot\det D_{ $\mu$}^{ $\lambda$} (n+l( $\mu$) 奇数で l( $\lambda$)=l( $\mu$) であるとき)\det D_{$\mu$^{0}}^{ $\lambda$} ( l( $\lambda$)=l( $\mu$)+1 であるとき) ,0 (その他)
が導かれる.そして,次を示すことができる.
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(b) S( $\lambda$)\supset S( $\mu$) であり, $\lambda$_{k+1}<$\mu$_{k} となる k が存在するならば, C_{ $\mu$}^{ $\lambda$}(a;z)=C_{ $\mu$}^{$\lambda$'},(a;z) .
C_{ $\mu$}^{$\lambda$''},,(a;z) である.ここで,
$\lambda$^{r}= ($\lambda$_{1}, \cdots $\lambda$_{k}) , $\mu$'=($\mu$_{1}, \cdots $\mu$_{k}) ,
$\lambda$''=($\lambda$_{k+1}, \cdots, $\lambda$_{n}) , $\mu$''=($\mu$_{k+1}, \cdots $\mu$_{m}) .
(c) S( $\lambda$) \supset  S( $\mu$) であり, $\lambda$_{k} = $\mu$_{k} > 0 となる k が存在するならば, C_{ $\mu$}^{ $\lambda$}(a;z) =
C_{ $\mu$}^{$\lambda$'},(a;z)\cdot d_{$\mu$_{k}^{k}}^{ $\lambda$}(a;z)\cdot C_{$\mu$'}^{$\lambda$''},(a;z) である ここで,
$\lambda$'= ($\lambda$_{1}, \cdots $\lambda$_{k-1}) , $\mu$'=($\mu$_{1}, \cdots, $\mu$_{k-1}) ,




(d) S( $\lambda$)\supset S( $\mu$) であり,歪変形 Young 図形 S( $\lambda$/ $\mu$) は連結であるが,2 \mathrm{x}2 の正方形
を含むならば, C_{ $\mu$}^{ $\lambda$}(a;z)=0 となる
ことが証明できる.
以上の主張 (a), (b), (c), (d) により,定理の証明は S( $\lambda$/ $\mu$) が境界帯であるときの \det D_{ $\mu$}^{ $\lambda$}
(あるいは \det D_{$\mu$^{0}}^{ $\lambda$} ) の計算に帰着される.つまり,  $\lambda$,  $\mu$ が
 $\lambda$_{1}>$\mu$_{1}=$\lambda$_{2}>$\mu$_{2}=$\lambda$_{3}>\cdots>$\mu$_{l-1}=$\lambda$_{l}>$\mu$_{l}\geq 0
をみたすとき,
\displaystyle \det D_{ $\mu$}^{ $\lambda$}(a;z)=\frac{2z^{$\lambda$_{1}-$\mu$_{l}}}{\prod_{i= $\mu \iota$}^{$\lambda$_{1}}(1-a_{i}z)}
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