Abstract-Point sets registration, also known as point matching, is to find the one-to-one correspondence between two point sets as well as the related transformation. In comparison with most state-of-the-arts handling the rigid transformation between two point sets, in this paper, we focus on the more complex nonrigid transformation by considering it as a linear assignmentleast square problem. We design a non-rigid point matching algorithm by adopting the Genetic Algorithm (GA) to find an optimal solution of the liner assignment-least square problem, where we define a series of excellent Genetic operators. A population initialization method and a special genetic operator in this paper significantly improve the performance of the GA. The experimental results using public 2D point sets justify that Genetic Algorithms based point matching algorithm can achieve good performance in terms of large scale deformation and rotation.
I. INTRODUCTION Image matching technology is widely used in computer vision and pattern recognition field, it is often an indispensable basis for image processing. Thanks to various advantages like fast matching speed, better robustness, not sensitive to illumination and noise, feature-based matching methods has been frequently used. Among all kinds of features, point feature is the simplest one. What is more, point can be regarded as the fundamental feature of all features. In this paper, we focus on point sets matching. Point sets matching is the process of finding a spatial transformation and a one-toone correspondence that aligns two point sets. There are two unknown variables in point matching problem. Since solving for either without information regarding the other is quite difficult. However, solving for one variable once the other is known is much simpler [10] .
Many methods have been proposed to solve the problem. The first one, Iterative Closest Point (ICP) algorithm was introduced by Besl and McKayis [1] , which is the simplest algorithms for point sets registration. The idea of the ICP algorithm performs rigid registration in an iterative fashion by assuming two sets are roughly aligned, for every point in one sets corresponds with the closest point in the other, and then finding the least squares rigid transformation. It works best if the initial pose of two points sets is sufficiently close. Unfortunately, such an assumption is no longer valid in the case of non-rigid transformation, especially when the deformation is large [3] . The second one is the Shape Context, which is intended to be a way of describing shapes that allows for measuring shape similarity and the recovering of point correspondences [2] . The basic idea is to calculate shape context distance in log-polar space for each two points in different shapes. χ 2 test statistic is used as the "shape context cost" of matching two points. Finally, use an optimization algorithm such as Hungarian method to find the matching that minimizes total cost. However, shape context will lose rotation invariance in many applications e.g. distinguishing a "6" from a "9". Another one is robust point matching(TPS-RPM) algorithm which was proposed by Chui and Rangarajan [3] and is augments of the RPM method [4] . It can perform non-rigid registration by parametrizing the transformation as a thin plate spline [5] . TPS-RPM is very popular because of its robustness to many types of disturbances such as deformation, noise and outliers. It first combined the two unknown variables (transformation and correspondence) into one objective function, and defined the point matching problem as the liner assignment-least square problem. And yet, its transformation regularized term was bounded by annealing temperature, the TPS-RPM can't play well under a large-scale rotation. Beside the above three well known algorithms, another methods [6] [7] [8] [9] [10] can also solve the problem.
As a search heuristic method that mimics the process of natural selection, Genetic algorithms is widely used to find the global optimal solution. They were first envisioned by John Holland and were developed by various researchers. In this paper, a genetic algorithm based point matching method is proposed to find the spatial transformation and correspondence between two different point sets at the same time. In order to make the genetic algorithm applies to point matching problem, a series of genetic operators are defined. The first main work is that we design a population initialization method, which reduces the solution space significantly and promotes the match between point sets under large-scale rotation. Secondly, a special genetic operator is proposed to accelerate the convergence of the GA and avoid the local minimum, which shows an excellent effect.
The rest of this paper is structured as follows: In Section II, the research problem is introduced; In Section III, we describe the genetic process and give a detailed description to our genetic operators. Section IV presents the experimental results. Finally, section V concludes the paper.
II. PROBLEM FORMULATION
In the basic form of linear assignment-least square problem [3] , the energy function of point matching model takes the following form:
subject to the constraints
where x i and y j denote the point in the model point sets T = {x i , i = 1, ..., N } and the sample point sets S = {y j , j = 1, ..., K}. In order to simplify the problem, number of the two sets are equal in this paper. f denotes the transformation with parameter θ, g is a regularization term used to control the parameter. Matrix M ij is a binary correspondence matrix. If point y j corresponds to point
The row and column summation constraint guarantees that the correspondence is one-to-one.(A four point sets example of the correspondence matrix is given in Fig.1 ). Solving the linear assignment-least square problem is equal to minimize (1) to find the optimal transformation parameter θ and binary correspondence matrix M ij . In order to minimize(1), TPS-RPM uses softassign and deterministic annealing for optimization. Although it performs well in practice, it cannot guarantees the global optimality of the solution [12] . Besides, regularization parameter θ is always needed to be assigned a large initial value, it causes that from the beginning, the large deformation has been confined. Meanwhile, the Shape Context method obviously can not match two point sets with largescale rotation. ICP just works best under affine transformation or the initial pose of two points sets is sufficiently close.
In this paper, we propose a genetic algorithm based method to solve this linear assignment-least square problem. Each combination of correspondence matrix M ij will be encoded as an individual gene string. For each individual gene string, the least square solution can be seen as the fitness value. Through a series of genetic operators, when the fitness value converges to the final threshold, the optimal correspondence and transformation will be got.
III. SEARCHING FOR THE OPTIMAL SOLUTION
Standard Genetic Algorithm (SGA) [18] always has five operations: Population Initialisation, Define Fitness Function, Selection, Crossover, and Mutation. It does not mean that the SGA can be used to solve all problems. Since, there are some different to SGA in this paper.
A. Population Representation and Initialisation
GA operates on a number of potential solutions, which are called population, consisting of some encoding of the parameter sets. Parameter here is the correspondence matrix M ij . Typically, a population is composed of 30-100 individuals (chromosomes) [17] . The most commonly used representation of chromosomes in the GA is that of the single-level binary string [18] . However, it doesn't apply to our problem. Now, for adapting GA to our problem, it is necessary that we develop an encoding scheme. Suppose that the model sets has N points the chromosome has too many combinations(the number is N!). With the increase of the points number, the solution space will become very large, and many combinations are meaningless. So, we need a measure to reduce the solution space. The Shape Context [2] is a measure to describe the relative between a point and its around points. Consider two corresponding points, p is in one shape and q is in the other shape. Their shape contexts are g(k) and h(k), k is a k-bin histograms. Let C s denote the matching cost of these two points. χ 2 test statistic is used as the cost measure:
consider all the points x i in model sets and y j in sample sets, there will be a cost measure matrix C ij . Gibbs distribution can be used to relate the energy of a state to its probability [10] . Then, a probability matrix is defined:
where parameter γ (here γ = 0.1) is used to adjust the reliability of the initial probability. P ij represents the probability of y j is assigned to x i . However, when sample sets has a largescale rotation, the shape context will lose its efficacy. In order to avoid this problem, a simple improvement is proposed in [11] . When we calculate the shape context cost measure, we use the mass center replace the origin point as the reference point, and use the direction from a point to the mass center as the positive x-axis for the local coordinate system(see Fig.3 .). This measure guarantees the rotation invariance. After the above works, the probability matrix P ij will be used to assign sample point y j to each model point x i . P ij needs to be normalized before being used to construct a right probability distribution(sum of the select probability of each sample point is 1). Fig.4 gives an example of the fish data sets. In order to
Template Point Set Data Point Set instruct the principle easily, we have previously ordered the sample points. It makes the sample point y j corresponding to model point x i one by one (y 1 to x 1 , y 2 to x 2 , ...). A probability based selection table is shown in Fig.5 number in cell is subscript index of a sample point y j and the green one is the correct correspondence to the model point in the same column. As what can be seen, this measure gives an excellent probability selection table. A initialization population will be created by this probability table.
B. The Objective and Fitness Functions
The objective function is used to provide a measure of how individuals have performed in the problem domain [18] . In the minimization problem, the most fit individual will have the lowest value of the objective function. Here we use the TPS model [5] to represent the transformation f and the regularization term g in function (1) . When fix correspondence matrix M ij , function (1) becomes a TPS energy function [3] , which is used to be the objective function in this paper. The form of the function is:
where X and Y are the correspondence point sets. d is a matrix represents the affine transformation and w is a warping coefficient matrix represents the non-affine deformation. φ is a radial basis function related to the TPS kernel. It is a vector for each model point x i , where each
The TPS kernel contains the information about the point sets internal structural relationships [3] . The second and third terms of function (6) are the smoothing measure. Parameter λ 1 controls the non-affine transformation, parameter λ 2 controls the affine transformation, I is a identity matrix. The fitness function is normally used to transform the objective function value into a measure of relative fitness [19] . Here we use the objective function as the fitness function.
C. Parent selection using Roulette Wheel selection
Selection is the process of selecting potentially useful individuals for crossover(recombination). Roulette wheel selection which is widely used in genetic algorithm, is a kind of fitness proportionate selection methods. It is the same as the Roulette Wheel in the casino game, see Fig.6 . The fitness of each individual will be converted to the select probability, dividing a disc according to the probability, then rotate the disc. After the rotation stop, the individual which is pointed by the pointer is the one we select. Only in this step, aiming at adapting the Roulette Wheel selection, we will use the reciprocal of the fitness function. Obviously, the value of a individual is higher, the chance to be selected is bigger.
D. Produce offspring with a Crossover operation
The main operation for producing new population in the GA is crossover. Like its counterpart in nature, crossover produces new individuals that have some parts of both of the parents genetic material. In this paper, we use a simple single point crossover operator, but it is different from the Single Point Crossover operator in the Standard Genetic Algorithm [18] . As shown in Fig.7 the crossover in this paper operates inside Fig. 7 . Crossover. only one individual. For each individual in the population, we randomly select two crossover points and have an exchange.
E. Pseudo Mutation
Mutation in the genetic algorithm aims at ensuring the genetic diversity, without the mutation the GA would more easily converge to a local minimum. Traditional mutation operator randomly selects a gene under an extremely low probability, then use a allele to replace. In our problem, there is no real sense of alleles. In order to avoid the GA converges to the local minimum, we have designed another particular operation. Wendy Aguilar has proposed a simple K-NN graph [16] relying on finding nearest neighbors from candidate matches to eliminate the error matching point. We use the K-NN graph propose a special operator. Give two sets of corresponding points X = x i and Y = y i of size N, calculate the euclidean distance between point and point in both sets. Define a K-NN adjacency matrix A ij . If a point x j is one of the K-nearest neighbor to point x i , then matrix element A ij = 1, otherwise, A ij = 0. Do the same processing to sets Y and get the K-NN adjacency matrix A ij . Computing a residual adjacency matrix R ij = |A ij − A ij | and the value
R ij represents the matching degree for each locus i. When algorithm performs to this step, record the matching degree V i for all locus i and calculate the mean-value for each individual, then put the locus number which is larger then the mean-value into a pool. The locus numbers in the pool represent the worse matching point. Then select the one which has the largest V i in the pool and exchange it with another in the pool randomly to generate a new individual. This operator is not a traditional mutation, so we call it Pseudo Mutation.
F. Elitist preservation
The gene in the individual doesn't necessarily reflect the real nature of the problem to be solved. Each gene is not necessarily independent of each other. If we do a simply Selection, Crossover, and Mutation, most likely to destroy the good individual, which do not achieve the purpose of accumulating good individual, but have ruined perfectly good genes. Elitist preservation [20] can avoid the best individual being destroyed by the genetic operators. After each genetic operation is completed, we calculate the fitness value of all the individuals in the current population, record the minimum and the maximum one. If the minimum fitness value in current generation is larger than that in the last generation, the individual which has the maximum fitness value in current generation will be replaced by the individual which has the minimum fitness value in last generation. This measure guarantees the best fit individual to be reserved to next generation.
G. The Algorithm Pseudo-code
Here we briefly describe the algorithm. An instruction: Define minf it as the minimum fitness value of a population, it will be initialized as a particularly large number. Define f it end as the stop threshold, it usually be initialized as the matching error that we can accept. Select parents from the population using Roulette Wheel selection. Execute Elitist preservation, 6: Produce child individuals as an offspring from the parents using Crossover operation. Execute Elitist preservation, 7: Use Pseudo Mutation to 'mutate' the child individuals. Execute Elitist preservation, 8: end while (Note: Elitist Preservation also update the minf it )
IV. EXPERIMENT
In this section, we have tested our algorithm on the ChuiRangarajan Synthesized Data Sets [3] , Synthetic data are often used to quantitatively evaluate specific aspects of an algorithm. We use this data sets for testing our approach and other three algorithms: ICP [1] , shape context [2] and TPS-RPM [3] . In order to test the performance of our approach. We divide the experiment into three parts: Simple 2D examples, Large deformation examples, and Large scale examples. Fig. 8 shows the point matching results of four algorithms on two simple contours. The data sets here we used are a pair of open curves and a pair of closed contours. Although both of them looks very simple, it is not as easy as think. Because the two shapes have no complex structural to constraint deformation, it often causes a large reverse, which will get a wrong correspondence. To alleviate this problem, the parameter λ 1 and λ 2 needed to be assigned an appropriate value. A large value will makes the curve becomes smoother, but restrain the deformation. Instead, the deformation is easy, but the curve will becomes not very smooth. Fig.8 shows the results, as we can see beside the ICP algorithm, another three algorithms both achieve good results for the open curves, even though the deformation is large. For the closed contours, the Shape Context algorithm display a large mismatches, another algorithms achieve reasonable results.
A. Simple 2D examples

B. Large deformation examples
From the simple 2D example experiment, it shows that our approach also can recover deformations to some extent. But how large a deformation can it successfully recover. To check this property, we use two large deformation examples. As shown in Fig.9 , the ICP algorithm could not obtain good results under the large scale deformation. Both the Shape context and TPS-RPM achieve almost perfect matching. Our approach achieves a reasonable results. The reason here is that both in the Shape Context and TPS-RPM, parameter λ 1 and λ 2 have an annealing rate. But in our method, we have to fix the parameters. It causes the model sets mapped by TPS will not fully coincide with the sample point sets even we have found a right correspondence. Fig.10 shows the correspondence achieved by our approach.
C. Large rotation examples
Rotation is also one of the problems that image matching should to be solved. Because there is no large scale rotation data sets in the Chui-Rangarajan Synthesized Data Sets. We construct two examples like Fig.11 shows, and the results illustrate the ability of our approach under a large rotation. Compare with the ICP and Shape Context, this two algorithms will lose its efficacy under large rotation. In the TPS-RPM algorithms, in order to make the annealing algorithm work, the temperature is initialized to a large value and the affine transformation penalty parameter descent as the temperature falls. So, from the beginning, the large scale transformation has been limited. In our approach, because of the Population In this paper, we have introduced the linear assignment-least square problem for the general point matching and proposed a GA based method to solve the point matching problem. The main work we do is to convert the point matching problem to a GA based optimization problem. A series of experiments are designed to demonstrate the robustness of our approach. Compared with the other three widely used algorithms under non-rigid deformation, our approach performs close to the TPS-RPM, and better than ICP and Shape Context. In the case of rotation, our approach displays better then all of the three methods. The shape context based population initialisation method not only reduces the solution space but also makes the rotational sample data sets to be corrected. In addition, the 'mutation' we designed excellently promotes the convergence of the genetic algorithm and avoids the local minimum. This two special operators in this paper expand the application of genetic algorithm in point matching problem.
