Non-parametric approach to financial time series jump estimation, using the L-Estimator, is compared with the parametric approach utilizing a Stochastic-Volatility-Jump-Diffusion (SVJD) model, estimated with MCMC and extended with Particle Filters to estimate the out-sample evolution of its latent state variables, such as the jump occurrences. The comparison is performed on simulated time series with different kinds of dynamics, including Poisson jumps, self-exciting Hawkes jumps with long-term clustering, as well as co-jumps. In addition to that, a comparison is performed on the real world daily time series of 4 major currency exchange rates. The results from the simulation study show that for the purposes of in-sample estimation does the MCMC based parametric approach significantly outperform the L-Estimator. In the case of the out-sample estimates, based on a combination of MCMC an Particle Filters, used to sequentially estimate the jump occurrences immediately at the times at which the jumps occur, does the parametric approach achieve a similar accuracy as the non-parametric one in the case of the simulations with Poisson jumps that are relatively large, and it outperforms the non-parametric approach in the case of Hawkes jumps when the jumps are large. On the other hand, the L-Estimator provides better results than the parametric approach in all of the cases when the simulated jumps are small (1% or less), regardless of the jump process dynamics. The application of the methods to foreign exchange rate time series further shows that the estimates of the parametric method may be biased in the case when large outlier jumps occur in the time series as well as when the stochastic volatility grows too high (as happened during the crisis). In both of these cases, the non-parametric L-Estimator based approach seems to provide more robust jump estimates, less influenced by the mentioned issues.
Introduction
The identification and modelling of asset price jumps (i.e. discontinuous price changes) plays an important role in many areas of finance such as risk management, asset pricing, derivatives valuation and quantitative trading. The jumps significantly increase the size of the tails of the short-horizon return distribution, thus playing an important role in short-horizon VaR calculation (Witzany, 2013 ) and short-maturity option pricing (Fulop, Li and Yu, 2014) . In addition to that, the jumps exhibit a different dynamics than the continuous price volatility, most notably self-excitation and sizedependency (Fičura and Witzany, 2016) , playing an important role in volatility forecasting (Corsi, Pirino, Reno, 2010) . Additionally, the jumps have a negative impact on certain market making strategies, they violate the continuous semi-martingale condition, negatively influencing the option delta-hedging strategies, they increase the option volatility risk premium (Todorov, 2010) and they also seem to carry a momentum-like potentially profitable trading signals (Novotny et. al., 2015) .
The main problem for jump modelling and forecasting is that the jumps are unobservable and they have to be disentangled from the continuous component of the asset price variability. If the price was observable at an arbitrarily high (i.e. continuous) frequency, the identification of jumps would be straightforward, but in real-life setting, with the price available only in discrete time-points, the identification of jumps poses a challenging problem.
A commonly used approach in the case when only the daily asset return time series are available is to formulate a stochastic-volatility jump-diffusion (SVJD) model of the asset price behaviour and to estimate the jump occurrences and jump sizes as time series of latent state variables, together with the model parameters and the latent state time series of the return variances, by using Bayesian inference methods such as MCMC (Markov-Chain Monte-Carlo) and Particle Filters (PF). The MCMC based approach was used for example in Eraker, Johannes and Polson (2003) or Witzany (2013) . While in previous studies jumps were usually assumed to be independent, following a Poisson process with constant intensity, in the recent years, models that extend the dynamics of the jump component have been proposed, often using the self-exciting Hawkes process in order to model the jump clustering effects With the increased availability and quality of intraday financial data, further methods have been proposed for jump identification and modelling using the intraday price returns. In the parametric setting, Stroud and Johannes (2014) propose a Bayesian SVJD model working on the 5-minute frequency utilizing jumps in returns as well as volatility, while Fičura and Witzany (2015a) introduce a SVJD model working on the 4-hour frequency being able to model jump self-exciting effects as well as the intraday seasonality in jump intensity. Nevertheless, the application of Bayesian methods to intraday frequency time series poses significant difficulties due to the increased computational demands as the intraday time series often contain tens of thousands of observations, causing the Bayesian MCMC estimation to be time-demanding.
After the introduction of the realized variance estimator (Andersen and Bollerslev, 1998 ) and the further research in the area of asymptotic theory of power variations (Barndorff-Nielsen and Shephard, 2004) a new family of methods for jump identification emerged and quickly became highly popular. Unlike the parametric approach using SVJD models and Bayesian estimation methods to estimate their latent states, these new, power-variation based estimators, are non-parametric, model-free and computationally very simple, while at the same time being highly accurate. In Barndorff-Nielsen and Shephard (2004), the so called Z-Estimator was proposed, identifying if jumps occurred during a give time-period in the time-series by using the normalized difference between the realized variance and bipower variation, with the normalization performed with an estimate of the integrated quarticity of the price process. While the realized variance represents an estimate of the total quadratic variation of the price process, measuring the continuous as well as the discontinuous price variability, the bipower variation converges only to the integrated variance, corresponding to the continuous price variability. The normalized difference between the realized variance and the bipower variation can thus be used to estimate whether jumps occurred in the given time period. Lee and Mykland (2008) further proposed an estimator based on the local volatility of the price process, estimated with the bipower variation, which unlike the Z-Estimator is able to identify price jumps at the exact time at which they occur. Additionally, while the estimator was developed primarily for the intraday frequency time-series, it can successfully be applied to identify jumps even from the daily-frequency time series, in the cases when the higher frequencies are not available.
In this study, the parametric Bayesian approach of jump identification is compared with the nonparametric approach utilizing the L-Estimator, both applied to the daily frequency time series. The comparison is performed on simulated time series as well as on empirical time series of daily foreign exchange rate returns. The daily frequency was chosen primarily because the high-frequency intraday data may not be available in all cases and in practical applications it would then be useful to know whether it pays of, to use the computationally demanding Bayesian methods of jump estimation, or if it sufficiently accurate to utilize the easy-to-implement L-Estimator. The second reason why the daily frequency was chosen is because the jumps on the intraday frequencies exhibit different properties than the ones visible on the daily frequency, as was shown for example in Ficura and Witzany (2015b) . Most importantly, there is a very high number of jumps on the intraday frequencies with most of them being rather small. Although such small jumps may be of some interest to the intraday traders and market makers, they are of virtually no interest to the investors working with longer time horizons as they do not influence significantly the daily return distribution. Therefore they can be ignored in certain applications, with focus being placed solely on the large jumps that are influencing the daily returns.
The rest of the paper is organized as follows. In the second chapter the non-parametric approach of jump estimation based on the L-Estimator is explained. In the third chapter the Bayesian approach based on the SVJD model is described, as well as its MCMC and SIR Particle Filter estimation methods. In the fourth chapter the simulation study is realized and the results of the parametric and the non-parametric methods are compared, while in the fifth chapter the comparison on real empirical foreign exchange time series is performed. In the last chapter conclusions are made and further areas of research are proposed.
Non-Parametric approach to jump identification
In this section we explain the non-parametric approach of jump identification proposed by Lee and Mykland (2008) . Although the method was developed for intraday time series, it can be applied to daily frequency as well and the authors even give recommended value of the k parameter used for local volatility calculation (with bipower variation) for the daily frequency (16 days).
In order to explain the logic of the L-Estimator and bipower variationm we will further assume the following generally defined stochastic-volatility jump-diffusion process of logarithmic asset price evolution:
Where ( ) is the logarithm of the asset price, ( ) is the instantaneous drift rate, ( ) is the instantaneous volatility, ( ) is a Wiener process, ( ) is a process determining the jump sizes and ( ) is a counting process determining the jump occurrences. The proposed approach is model-free, which means that it is valid for a wide range of possible processes ( ), ( ), ( ) and ( ).
The total variability of the process governing the asset price behaviour over a period of time between − and can be expressed with its quadratic variation as follows:
Where ( − , ) denotes the quadratic variation for the period between − and and ( ) = , measures the overall impact jumps during the given time period, corresponding to the discontinuous price variability, and is commonly called jump variance. It is thus possible to rewrite the equation as:
Eq. 3
Where ( − , ) is the integrated variance and ( − , ) is the jump variance.
The non-parametric power-variation based estimators of volatility and jumps, that we utilize in this study, use the high-frequency returns (or daily returns, if high-frequency returns are not available), and the asymptotic theory of power variations, to derive estimators of ( − , ) and ( − , ), and by using their values then estimate also the ( − , ), measuring the effect of jumps.
The most commonly used estimator of the quadratic variation is the realized variance, defined as the sum of squared high-frequency returns over a certain period, which does asymptotically converge, with increasing sampling frequency of the returns, to the quadratic variation of the price process over the given period.
To estimate the integrated variance one can then use the so called bipower variation, which is a sum of the multiples of all of the pairs of subsequent absolute returns over a certain period. As the possible jumps are, in this case, multiplied with a continuous return whose absolute magnitude converges with increasing sampling frequency towards zero, the realized bipower variation converges to the integrated variance of the price process.
The popular Z-statistic jump estimator, proposed by Barndorff-Nielsen and Shephard (2004) Is able to identify whether jumps occurred in a given time interval, by appropriately normalizing the relative differences between the realized volatility and the integrated variance with the normalization performed by using an estimate of the integrated quarticity, i.e. ∫ 4 ( ) − (usually constructed by realized tripower quarticity), corresponding to the variability of the realized variance estimate. The Zestimator has, in the absence of jumps, standard normal distribution, so that too large values of the estimator (i.e. larger than an appropriate quantile of the standard normal distribution) indicate that a jump (or multiple jumps) occurred during the given time period.
As the goal of our current study is to identify jump at the exact time at which they occur (and not just tell if any jumps occurred in a given time period) the aforementioned Z-Estimator is not suitable for our purposes and would need to be modified in order to be used (see Hanousek et al. 2011 ).
Therefore we utilize the so called L-Estimator, proposed by Lee and Mykland (2008) , which is based on asset price returns, normalized with the local variance estimated with the bi-power variation, in order to identify jumps in the financial time series at the exact time at which they occur.
To introduce the L-Estimator it is first necessary to define the local variance, which will in our case be estimated with Bipower Variation calculated over the last k periods (in our case days). Bipower variation over the period between − and − 1 can be defined as follows:
Eq. 4
Where 2 ( ) is the local variance estimated for the day , ( ) are the past logarithmic returns, defined as ( ) = ( ) − ( − 1) with ( ) being the logarithm of the price at day , and is the period (i.e. number of days) used for local variance estimation.
( − , − 1) is the bipower variation over the period between − and − 1, which converges (with increasing sampling frequency of the returns) towards the integrated variance ( − , − 1).
Local volatility
( ) can then be used to define the L-Estimator as follows:
Where ( ) is the L-Statistics, ( ) is the return in the given time-period (i.e. day) and ( ) is the local volatility (local standard deviation which is the square root of the local variance 2 ( ) estimated with the bipower variation).
The method of jump identification based on the L-Statistic does further utilize the known distribution of the appropriately normalized maximum value of the L-Statistics in a time series of a length , derived under the assumption that the series does not contain any jumps. The normalized maximum value of ( ) can be expressed as:
With being a set of all of the time-periods in the time series, i.e. ∈ {1,2, … , }, which do not contain jumps. The constants and are defined as follows:
And is a constant equal to = √2 √ ⁄ ≈ 0.7979.
To identify jumps in the time series it is necessary to utilize the known distribution of the maximum in a time series of length that does not contain any jumps. The distribution of in this case is:
Jumps can thus be identified in the analysed time series as the normalized values of ( ), with the normalization performed according to Eq. 6, that are larger than some sufficiently high quantile of .
The jump estimation approach using the L-statistics has two meta-parameters, first is the period k, used for local volatility estimation and second is the quantile used as a confidence level for the jump detection. In our case = 16 is used in the empirical study, as recommended by Lee and Mykland (2008) for daily-frequency time series. Alternative values of k will also be tested in the simulation part of the study in section 4, in order to examine the impact of this parameter on the accuracy of the jump estimation method for time series with different patterns of jump dynamics.
As a confidence level for jump identification = 0.90 is used in the cases when exact times of jump occurrences are needed. In most parts of the study, however, we will work with the inferred jump probabilities of occurrence instead of the finally identified jumps.
Bayesian method of jump identification
The Bayesian method of jump identification used in this study is fully parametric. A StochasticVolatility Jump-Diffusion (SVJD) model will be specified with the times of jump occurrences being subsequently identified with an MCMC estimation as a series of latent state variables. The SVJD model is modelling stochastic volatility together with the dynamics of the jumps, which makes the method comparable with the non-parametric jump estimation approach, based on the L-Estimator, which is also working with stochastic volatility in the time series, therefore normalizing the asset price returns with local volatility before the jumps are estimated.
In addition to the stochastic volatility, we utilize a self-exciting Hawkes process for the modelling of the times of jump occurrences and the jump intensity, in order to account for the jump clustering effects as well as the co-jump effect (occurrence of jumps in two subsequent time periods) in the analysed time series. The Hawkes process is a popular alternative to the traditionally used Poison process in SVJD model, which assumes the jump occurrence times to be independent and is therefore not able to account for the jump clustering and the co-jumps.
The proposed SVJD model contains 3 equations, one for the process governing the behaviour of the logarithmic price, one for behaviour of the stochastic volatility (modelled with the log-variance model utilizing an Ornstein-Uhlenbeck process for the logarithm of the stochastic variance) and one for the jump intensity (utilizing the self-exciting Hawkes process with exponential decay function).
The parameters of the model as well as the 3 latent state time series in the model (stochastic variances, jump occurrences and jump sizes, as the jump intensities which are also latent, depend deterministically on the jump sizes) will be estimated with a Markov-Chain Monte-Carlo (MCMC) algorithm in the in-sample period. To construct out-sample predictions of the jump occurrences, immediately at the time of their occurrence, a Sequential Importance Resampling (SIR) particle filter will be used to sequentially estimate the distribution of the latent state variables on every day of the out-sample period, utilizing the parameters estimated with MCMC in the in-sample period.
In continuous time the model is defined as follows.
Where ( ) is the logarithm of the asset price, is the constant return mean, ( ) is the instantaneous stochastic volatility, ( ) is a Wiener process, ( ) is a process determining the jump sizes and ( ) is a counting process determining the times of jump occurrences.
For the modelling of the stochastic volatility ( ), log-variance model will be used in which the logarithm of the stochastic variance, denoted as ℎ( ) = ln[ 2 ( )], follows a mean-reverting
Ornstein-Uhlenbeck process expressed as follows:
Where ℎ( ) = ln[ 2 ( )] is the logarithm of the stochastic variance, is a parameter determining the speed of the mean-reversion, is the long-term level of the stochastic log-variance, ξ is the volatility of the stochastic log-variance and ( ) is a separate Wiener process governing the evolution of the
stochastic log-variance, which in our case will be uncorrelated with the Wiener process in the logreturns equation ( ) as we apply the models to the foreign exchange markets in which no longterm unconditional correlation between volatility and price behaviour seems to be present (Franses and van Dijk 2000). It is apparent from the equation (16) that we also assume a constant level of the volatility of the log-variance, constant speed of mean-reversion and a constant long-term level of the log-variance toward which the process is converging. Additionally, we do not account for the possible jumps in the log-variance process which are sometimes also being modelled (see Eraker et al. 2003 ).
The process of jump sizes, ( ), will in our case be modelled as a series of independent normally distributed random variables with constant volatility, i.e. ( )~( , ), i.e. ignoring the possibility of a time-varying jump volatility and the possible correlation between the volatility of the jumps and the level of the stochastic variance.
The process of jump occurrences ( ) will be modelled with a self-exciting Hawkes process with an exponential decay function (see Fulop, Li and Ye 2014). The jump intensity, defined as Pr[dq(t) = 1] = λ(t)dt, is then governed by the following process: Where ( ) is the level of jump intensity defined as Pr[dq(t) = 1] = λ(t)dt (corresponding to the probability of a jump occurrence at the given time), denotes the long-term level of jump intensity, ξ represents an increase of jump intensity following a jump occurrence and is the speed of the exponential decay of the elevated jump intensity towards its long-term level. The model is thus able to model the self-exciting behaviour of the jumps in which the occurrence of a jump increases the future jump intensity which then decays exponentially back towards its long-term level. This enables the model to capture the effects of jump clustering, associated with closed to one and relatively low ξ , corresponding to the existence of stressed periods with temporarily increased jump intensity, as well as the effects of co-jumps, characteristic by a relatively high value of the self-excitation parameter ξ and a relatively low value of , causing the jumps to significantly increase the probability of a future jump occurrence in the immediate period after the initial jump occurrence, but not so much in the periods afterwards.
By solving the Hawkes process differential equation it is further possible to express the level of jump intensity at any time point t:
Although the model is formulated for the continuous time, in order to estimate its parameters and use it to make predictions it is necessary to discretize it. The discretization is performed by using the Euler method, replacing the differentials in equations 15, 16 and 17 by the daily differences and rewriting the parameters. The discretized version of the model is presented below.
The discrete version of the log-return equation (15) can be expressed as follows:
With ( ) being the daily return defined as ( ) = ( ) − ( − 1) with ( ) being the logarithm of the asset price at day . Parameter represents the unconditional mean of the daily logarithmic
returns, ( ) is the conditional volatility at day , ( )~(0,1) is a standard normal random variable (i.i.d. white noise), ( )~( , ) is a series of normály distributed random variables with parameters and (determining the distribution of jump sizes), and ( )~Bern[ ( )] is a Bernoulli distributed random variable with intensity (probability of jump occurrence) ( ) at time .
The discrete version of the Ornstein-Uhlenbeck process in equation (16), governing the evolution of the conditional log-variance, corresponds an AR(1) process (after discretization):
Where ℎ( ) = ln[ 2 ( )] is the logarithm of the conditional variance at day , is the intercept of the AR(1) process, with long-term log-variance defined as via = /(1 − ), parameter is the autoregressive coefficient of the model (slope of the regression), is the volatility of the log-variance and ( )~(0,1) is an i.i.d. standard normal white noise variable uncorrelated with ( ).
Finally, the discretized version of the Hawkes process, determining the daily jump intensity ( ), can be expressed as follows:
Where ( ) denotes the jump intensity at day , α J = (1 − β J − ) determines the long-term equilibrium jump intensity via = α J /(1 − β J − ), parameter β J determines the rate of the exponential decay of the jump intensity towards its long-term level , and determines the increase of jump intensity in the day following a jump occurrence. In the case of a process exhibiting co-jump behaviour but no long-term jump clustering, would be significantly positive and would be close to zero, while in a case of a process with long-term jump clustering would be close to one and relatively low, but still significantly higher than zero.
The final model does thus contain 3 equations governing the asset price dynamics (equations 19, 20 and 21), 9 model parameters to be estimated ( , , , , , , , , ) and 3 series of latent state variables, V, J, and Q, representing the daily conditional variance ( ), defined as ( ) = 2 ( ), series of jump sizes ( )~( , ) and jump occurrences ( )~Bern[ ( )].
In the in-sample period, the latent state variables will be estimated together with the model parameters with a MCMC (Markov-Chain Monte-Carlo) algorithm, inspired by algorithm in Witzany MCMC is a Bayesian estimation method that enables us to sample from the high-dimensional joint posterior density of the model parameters and the latent states, denoted as (Θ|data), with Θ = ( 1 , … , ) being the vector of all of the model parameters and latent states, by constructing a Markov Chain that converges to this joint posterior density, while using only the information about the low-dimensional conditional densities ( | , ≠ , data) (i.e. the conditional densities of one specific parameter or latent state, conditional on all of the other parameters, latent states and the data), that are far easier to analytically express and sample from.
MCMC is a name of a whole family of algorithms. The most straightforward one is the Gibbs sampler, that can be used to sample from the joint posterior density (Θ|data) in the case when we are able to sample directly from the conditional densities ( | , ≠ , data), which may not always bet he case. The Gibbs sampler proceeds as follows: 0. Assign a vector of initial values to Θ 0 = ( 1 0 , … , 0 ) and set = 0
1. Set = + 1
, data) and return to step 1.
According to the Clifford-Hammersley theorem (Johannes and Polson 2009), the univariate conditional densities ( | , ≠ , data) fully characterize the joint density (Θ|data) and it can be proved that the Markov Chain constructed according to the GIbbs Sampler converges to the joint density (Θ|data). The distribution of the parameters and the latent states of our model can thus be estimated by calculating enough iteration of the Gibbs Sampler, discarding the ones at the beginning of the sample, where the algorithm did not converge yet, and use the remaining ones as samples from the target distribution in order to estimate all of the necessary quantities that we want. Typically, either the sample mean or the sample median are used to estimate the parameters of the model and the values of the latent state variables. Sample standard deviations can then be used to estimate the Bayesian standard errors of the parameter estimates that can be used to evaluate their statistical significance
The conditional densities ( | , ≠ , data) necessarry for the Gibbs sampler are typically derived by applying the Bayes theorem to the likelihood function and the prior density. More generally, the following proportionalle relationship can be defined:
With (. ) denoting the likelihood function, prior(. ) denoting the Bayesian prior density of the given parameter and ∝ corresponding to the proportionalle relationship. If no prior information is available, the uninformative prior densities, prior( ) ∝ 1 can be used for the prior. Additionally the independence of the model parameters is often assumed.
In order to derive the conditional density ( | , ≠ , data) for the use in the Gibbs Sampler, it is necessary to further normalize the right hand side of the equation (22), by dividing it with its integral over 1 , corresponding to the density (data| 2 −1 , … , −1 ), thus replacing the proportionalle relationship with equality.
Nevertheless, the integration of the right hand side of (22) over 1 may often not be feasible in practice. In such cases the Gibbs sample cannot be used (in its standard form) and an alternative method, such as the Metropolis-Hastings algorithm, has to be used instead.
Metropolis-Hastings algorithm is a rejection sampling algorithm, sampling a proposal value of the given parameter from a proposal density at first, and then either accepting or rejecting it, based on a given probability.
Specifically, to utilize Metropolis-Hastings algorithm the Step 2 in the Gibbs Sample algorithm described above has to be replaced by the following two step procedure:
A. Sample 1 from a proposal density ( 1 | 2 −1 , … , −1 , data)
B. Accept 1 with probability = min ( , 1), with denoting the so called acceptance ratio defined as:
Which may in practice be evaluated by sampling ~(0,1) from an uniform distribution and accepting the value of 1 if and only if < (otherwise the value of the parameter from the previous iteration 1 −1 is kept instead).
Similarly as in the case of the Gibbs Sampler, it can be shown that the so constructed Markov-chain converges to the joint density (Θ|data) (Johanness and Polson, 2009).
The computational efficiency of the Metropolis-Hastings algorithm does, however, severely depend on the choice of the proposal density. A wide variety of different versions of the algorithm were thus created, differing in the way in which the proposal density is defined.
A simple, easy to implement version of the algorithm is the so called Random-Walk MetropolisHastings, in which the proposal density follows a Random Walk through the parameter space. The proposal is thus defined as follows:
With being the step-size meta-parameter which may influence the computatonal efficiency of the algorithm significantly and the practice is to set it so that approximatelly 50% of the proposals get accepted and 50% rejected.
A significant advantage of the Random-Walk Metropolis-Hastings algorithm is its feature that the proposal distribution is symmetric, in the sense that the probability of going from 1 −1 to 1 is the same as the probability of going from 1 to 1 −1 (which is not generally the case for most other kinds of proposal densities). This causes the proposal densities in the acceptance ratio, in equation 23, to cancel out. Consequently, by utilizing the relationship 22 and assuming non-informative priors, the acceptance ratio reduces to likelihood ratio:
Therefore, as long as we are able to express the likelihood function of the model, it is possible to utilize the Random-Walk Metropolis-Hasting algorithm to estimate the joint posterior density of the model parameters and latent states.
The most difficult and time-consuming part of the SVJD model estimation is the sampling of the latent states of the stochastic variances. In our application this is performed with a specific version of the Accept-Reject Gibbs Sampler, proposed by Kim, Shephard and Chib (1998). As the conditional distribution of the stochastic variances ( | (− ) , Θ, , , ) cannot be analytically expressed and sampled from, the authors propose to use a proposal distribution , whose density is at all points above the target density . The Accept-Reject Gibbs Sampler does then sample in each step repeatedly from , with the proposal being accepted with an acceptance ratio equal to the ratio of the two densities at the point of the proposal. This has the effect of effectively sampling from the target density , with the drawback that in every step potentially multiple proposals have to be sampled from , until one of them eventually gets accepted.
As for the overall proceeding of the algorithm, we are estimating a few model parameters Θ and a large number of latent state variables X. Since we know from the Bayes theorem that:
We can estimate iteratively the parameters and the latent states as follows:
With the algorithm combining different versions of the MCMC algorithm for different variables. Specifically, the Gibbs Sampler is used for the parameters , , , , , and the latent state variables Q and J, the Accept-Reject Gibbs Sampler is used for the estimation of the stochastic variances V and the Random-Walk Metropolis Hastings is used to estimate the parameters of the Hawkes process , , .
The full estimation algorithm proceeds as follows:
. Denoting 2 as the estimate of unconditional variance Var( ), the following initial values were used: and = √1+ 2 .
The proposal is accepted with probability * * ⁄ (otherwise a new proposal is drawn), where 
′ and = (ℎ 2 … ℎ ) ′ , so we sample:
,̂′2 ) and
6. Sample ( ) based on the normally distributed time series − ( ) ( ) with variances ( ) :
using Random-Walk Metropolis-Hastings and the likelihood function:
8. Sample ( ) , ( ) based on the normally distributed series ( ) and uninformative priors ( ) ∝ 1 and (log 2 ) ∝ 1 (which is equivalent to ( 2 ) ∝ 1/ 2 ), i.e. we sample from:
The MCMC method enables us to estimate the distribution of the parameters of the SVJD model and the evolution of the latent state variables conditional on the whole data sample. While this may be useful in many applications, it is impractical to use the method to perform out-sample forecasts, needed for example in the case of volatility forecasting or VaR estimation, as it would require to reestimate the algorithm for every time point in the time series (using all of the data up to that time point) after which the forecasts could be generated by using simulations of the latent state evolution.
As the re-estimation of the algorithm for each time point in the time series would be prohibitively time consuming in most applications, a common approach is to combine the MCMC algorithm with a Particle Filter, using the MCMC to estimate the model parameters and the evolution of the latent states in the in-sample period, while the Particle Filter can then be used to sequentially estimate the evolution of the latent states in the out-sample period (using the parameter values estimated with the In our study is the observable time series the evolution of the asset price returns ( ), while the latent state time series are the logarithmic conditional variances ℎ( ) = ln[ 2 ( )], following the log-variance model, the jump sizes ( ), which are a series of normally distributed random variables, and the jump occurrences ( ) , governed by the Hawkes process. The SIR particle filter sampling and weight updating equations can then be derived easily from the model dynamics equations 5, 6 and 7.
Comparison of the methods on simulated time series
In this section, the non-parametric approach of jump identification using the bipower variation and the L-statistics will be compared with the parametric approach utilizing a SVJD model with selfexciting jumps and Bayesian methods (specifically the MCMC to construct in-sample jump estimates and the SIR Particle Filter to construct out-sample jump forecasts), on simulated time series.
Several different tests will be performed, in order to evaluate the accuracy of the parametric and the non-parametric methods with regards to their ability to identify jumps under different dynamics of the underlying data generating process (i.e. different jump sizes as well as different types of dynamics of the self-exciting Hawkes process, etc.). All simulations will correspond to daily frequency return time series, they will utilize the presented SVJD model defined in equations 5, 6 and 7, with parameter values set in order to realistically simulate the behaviour of the foreign Exchange rate returns.
To asses the predictive power of the models, Accurracy Ratio (AR) will be utilized, enabling us to compare how well do the inferred probabilities of jump occurrence of the tested methods differentiate between jumps days and non-jump days. Accurracy Ratio (also known as Gini Coefficient) is a common measure of predictive power, used in for models with binary outcomes (such as credit scoring models, differentiating between the defaulting and no defaulting clients).
To define the Accurracy Ratio (AR), we define as the probability of successful discrimination, defined in a sense that if , denotes a random day at which a jump occurred and , a random day at which no jump occurred, represents the probability that ( | ) > ( | ), with ( | ) denoting the probability of jump occurrence assigned by the model to the day , and ( | ) the probability of jump occurrence assigned by the model to the day , . Similarly, we define as the probability, that for two randomly chosen days , and , , defined in the same fashion as above, the opposite would hold, i.e. ( | ) < ( | ) .
Using the above probabilities and , it is possible to calculate the Accuracy Ratio (AR) of the model as follows:
= −
The major advantage of the Accurracy Ratio is that it gives us a single number that can be used to compare the ability of the tested methods to discriminate between jump days and non-jump days in different settings (i.e. different simulations with different parameter values). The drawback of the statistics is, on the other hand, that it does not tell us, how well are the estimated jump intensities calibrated (i.e. if the probabilities of jump occurrences derived from the model truly correspond to the real probabilities that jump has occurred on the given day).
The simulation analysis is performed in two steps. In the first step, the predictive power of the nonparametric L-Estimator is evaluated with regards to its ability to identify jumps of different sizes in simulated time series with different dynamics, specifically regarding their self-exciting behaviour. As a part of this analysis it is evaluated, what values of the parameter k, determining the number of periods used for local volatility calculation, lead to the best results in jump identification and whether the optimal value of this parameter depends on the jump dynamics in the analysed process. In the second part of the analysis, a comparison between the non-parametric L-Estimator with the parametric SVJD based approach is performed. The parametric approach is in this case applied in its in-sample version, using MCMC estimation of the jumps, as well as in its out-sample version, using MCMC for the in-sample parameter estimation and a SIR Particle Filter for the out-sample jump identification. The goal of the second part of the analysis is to answer the question whether the more computationally demanding parametric approach, utilizing the MCMC and Particle Filters, is able to outperform the much simpler approach of jump identification based on the L-estimator. This issue is analysed in a setting when both of the estimators are applied to a time series simulated on the daily frequency, in several variants, with varying absolute jump sizes as well as with different types of dynamics of the self-exciting Hawkes process governing the jump occurrences. Specifically, the following 3 types of dynamics will be tested: Independent Poisson jumps, Hawkes process with longterm jump clustering and a Hawkes process with short-term clustering corresponding to co-jumps.
Predictive power of the L-Estimator
The purpose of the simulation study in this section is to evaluate the ability of the L-Estimator to identify jumps in simulated time series with different dynamics. The focus is placed primarily on the effect of the absolute size of the jumps in the simulated time series (determined by the value of the parameter sigmaJ), on the performance of the estimator measured by the Accuracy Ratio. Additionally, the estimator is in all of the cases applied with different values of the parameter k, determining the period used for local volatility calculation, in order to see, to what degree does the choice of this parameter influence the power of the estimator to identify jumps.
When not stated otherwise, the underlying asset price process is simulated according to the SVJD model described in section 2, with parameters shown in Table 1 , which more or less correspond to the typical values of parameters, observed for daily frequency foreign exchange rate time series. In the first round of the simulations, we analyse the effect of the size of the jumps, determined by the parameter SigmaJ, and of the choice of the parameter k, on the performance of the L-Estimator, measured with the Accuracy Ratio. For this purpose, the asset price process is simulated in 10 different variants, with the value of the parameter sigmaJ ranging from 0.005 to 0.05, corresponding to average absolute jump size varying between 0.5% and 5% (compared with stochastic volatility with long-term value equal to 1% per day). The other parameters of the simulations correspond to the values shown in Table 1 . As we can see, the values of betaJ and gammaJ are set to zero, which is the case of a Poisson process jumps with constant intensity equal to lambdaLT = 5% per day.
For every simulation, the L-Estimator is applied to the simulated time series in 9 different variants, with different values of k, ranging from 4 to 60. For each simulated time series and each setting of the L-estimator, Accuracy Ratio of the jump estimates is then computed in order to evaluate how well did the given setting of the estimator identify the jumps in the given simulated time series.
To reduce the effect of the randomness of the simulations on the results of the analysis, the described procedure is repeated 200 times, with the Accuracy Ratios for each simulation and LEstimator setting being saved. An average value of the Accuracy Ratio is then computed for every variant (i.e. every combination of sigmaJ and k). The results are shown in Table 2 . We can see from Table 2 that the accuracy ratios are increasing with the increasing average absolute size of the jumps, determined by SigmaJ. As for the values of the parameter k, the value of 16, recommended by Lee and Mykland (2008) , seems to be very close to the optimal value of 12, in the case when the jumps are relatively large (i.e. larger than 1% in absolute value). In the cases when the jumps are small, however, lower values of k seem to be more suitable, reaching higher values of the Accuracy Ratios.
The results in Table 2 correspond to simulated time series where the jumps follow a Poisson process (as the betaJ and gammaJ parameters of the Hawkes process have been set to zero, corresponding to a constant jump intensity equal to lambdaLT). As already mentioned, multiple studies indicate that the jumps in the real financial time series may exhibit clustering effects, caused by the jump selfexcitation (i.e. when a jump occurs, the probability of future jumps temporarily increases). In order to evaluate whether the presence of these self-exciting effects does influence the accuracy of the jump identification by the L-Estimator, two additional simulations are performed, in which the simulated jumps follow a self-exciting Hawkes process. These two simulations correspond to the two commonly observed patterns of jump self-exciting behaviour observed in the financial time series. The first pattern can be described by a relatively large value of the parameter betaJ (close to one) and a relatively low value of the parameter gammaJ, leading to relatively long-term shifts between the low and high levels of jump intensity, corresponding to calm or stressed periods on the market, associated with long-term jump clusters. The second pattern, on the other hand, can be characterized by a relatively low value of the betaJ parameter (much smaller than 1), coupled with a relatively high value of gammaJ. This parametrization causes the jump intensity to increase strongly immediately after a jump occurrence and afterwards decaying quickly to its long-term level, leading to the well known effect of co-jumps (jumps in two subsequent days) and possibly short-term highjump-intensity clusters.
The parameter values corresponding to the first pattern, i.e. to the long-term jump clustering, are shown in Table 3 . The value of the parameter betaJ was set to 0.98, so that the increased jump intensity decays only slowly (with the rate of 2% per day) to its long-term level. At the same time, the jump self-excitation parameter gammaJ, is set to only 0.015, meaning that the occurrence of a jump increases the jump intensity on the following day by 1.5%. Table 4 shows the average Accuracy Ratios of the simulations performed by using the parameters in Table 3 (with the exception of the sigmaJ parameter, which varies between 0.005 and 0.05). Table 4 We can see from Table 4 , that the results are more or less similar to the case of the Poisson jumps as shown in Table 2 . Among the minor differences is that the overall size of the Accurracy Ratios slightly decreased, indicating that the self-exciting behaviour of the jumps slightly reduces the accuracy of the L-Estimator. The optimal value of the k parameter has further shifted to the value of 8, while in the case of Poisson jumps it was 12. Nevertheless, the value of 16, recommended by the authors of the L-Estimator, does still provide close-to-optimal results, with the exception of very small values of sigmaJ (0.5%), for which lower values of k seem to be more appropriate.
In the third round of the simulations, series with high-levels of self-excitation and quick decay of the elevated jump intensity to its long-term levels will be simulated, corresponding to the well-known cojumps effect in which the jumps occur in two following time periods (in our case days). The parameters used in the simulations are shown in Table 5 . The parameter values in Table 5 correspond to a situation when the occurrence of a jump leads to an increase of the jump intensity by 10% in the first day immediately following the jump occurrence, while decaying quickly (with a rate of 40% per day) in the following days. This dynamics will generate co-jumps in the simulated time series. The Accuracy Ratios achieved by the L-Estimator for the series simulated based on the parameters shown in Table 5 can be seen in Table 6 . We can see from Table 6 that the behaviour of the Accuracy Ratios changed to a certain degree in the case of the time series containing co-jumps, when compared to the previous two simulations. Most importantly, the optimal value of the parameter k has moved in the direction of its larger values (24-60 periods), especially for the cases when the jumps are relatively large. The value of 16 proposed by the authors does, nevertheless, still provide relatively good results, with the possible exception (as in the previous two cases) of the very small absolute jump sizes (0.5%), for which the smaller values of k provide slightly better results.
Comparison of the L-Estimator with the parametric approach
In this section, we compare the non-parametric L-Estimator with the parametric approach to identify jumps in financial time series by utilizing a SVJD model estimated with Bayesian estimation methods. Specifically, a MCMC algorithm is used to estimate the parameters of the SVJD model, as well as the in-sample evolution of its latent state variables, including the jump occurrences and jump sizes. This gives us in-sample estimates of the days at which jumps in the analysed time series occurred. As it is often necessary to get jump estimates not only ex-post, over some historical period of time, but also in an out-sample fashion, at the exact times at which they occur, immediately at the time of their occurrence, an out-sample sequential approach is tested as well, utilizing a MCMC algorithm to estimate the parameters and the latent states of the SVJD model in the in-sample period, after which a SIR Particle Filter is used, to sequentially estimate the latent states of the model, including the jump occurrences, in the out-sample period. This approach can be used in applications where the jumps have to be estimated immediately at the times when they occur and it is thus directly comparable with the L-estimator.
Overall, three jump estimation methods are compared for each of the simulated time series, with the Accuracy Ratio being used as the measure for their comparison. The tested methods are:
1. Non-parametric jump estimator based on the L-Statistics and local volatility, estimated with the bipower variation using the last 16 daily returns (as recommended by Lee and Mykland, 2008) 2. In-Sample Bayesian jump probability of occurrence estimates, based on a SVJD model with self-exciting jumps, estimated with 10 000 iterations of a MCMC algorithm, with the first 3 000 being discarded, while the later 7 000 are used to compute the Bayesian probabilities of jump occurrence by calculating for each day in the time series the average of the jump occurrences sampled in the iterations. 3. Out-Sample Bayesian jump probability of occurrence estimates, estimated by using a Particle Filter with 10 000 particles (i.e. computing the weighted average of the values of the jump and non-jump particles for each day), with model parameters and initial latent states at time zero estimated with a MCMC algorithm (again with 10 000 iterations and the first 3 000 discarded) that is run on simulated time series (with the same length as the original one), preceding the target time series.
In all of the tests, the target simulated time series consists of 5 000 trading days. This means that in order to be able to use the MCMC & SIR Particle Filter approach, a series of 10 000 trading days has to be simulated, with the first half representing the in-sample period (used for model estimation) and the second half the out-sample period (used for jump estimation and subsequent model comparison). The L-Estimator and the in-sample parametric model using MCMC are applied directly to the second half of the time series (i.e. to the last 5 000 observations, corresponding to the outsample period). The third approach, combining MCMC with a SIR particle filter to construct outsample jump forecasts, would first use the MCMC algorithm to estimate the model parameters and the evolution of its latent state variables on the first half of the simulated time series (in-sample). These parameters and the values of the latent state variables on last day of the in-sample period are then used to initialize the 10 000 particles of the SIR Particle Filter (by sampling from the latent state variables with repetition). The SIR Particle filter is then used to sequentially estimate the evolution of the latent state variables (i.e. the stochastic variances, jump occurrences and jump sizes) in the outsample period.
As in the simulation study in section 3.1, the underlying jump process is simulated with 3 different kinds of dynamics of the jump intensity process. For each type of dynamics the series is additionally simulated in 10 variants differing in the magnitude of the jump sizes (i.e. with the parameter sigmaJ ranging from 0.005 to 0.05). The three types of jump intensity dynamics used in the simulations are:
A. Jumps follow a Poisson process with constant jump intensity at the value lambdaLT=0.05. The other parameters are set as in Table 1 . B. Jumps follow a self-exciting Hawkes process with large persistence of the jump intensity (betaJ=0.98) and small magnitude of jump self-excitation (gammaJ=0.015). The other parameters are given as in Table 3 . C. Jumps follow a self-exciting Hawkes process with low intensity persistence (betaJ=0.6) and high magnitude of jump self-excitation (gammaJ=0.1). This is the case that leads to co-jumps. Parameters used for simulating this variant are given in Table 5 . Table 7 shows the Accuracy Ratios of the 3 tested jump estimation methods when applied to the time series simulated with jumps following a Poisson process with constant jump intensity, as described in variant A. The Accuracy Ratios represent averages from 20 different runs of the simulation and estimation procedure. The averaging was performed in order for the results to not be overly influenced by the randomness of the simulations, so that we can draw reasonable conclusions about the accuracy of the tested methods. We can see from Table 7 that the in-sample MCMC estimation of the SVJD model leads to the most accurate jump estimates for all of the simulation variants (differing in the size of sigmaJ). When the approach of the task is to estimate the past jumps in a given financial time series ex-post, the SVJD & MCMC seems to be the most accurate method to perform the task. Among the two methods estimating the jump occurrences sequentially, immediately at the times at which the jumps occur, the non-parametric L-Estimator seems to provide slightly better results for the small jump sizes, while the parametric approach utilizing a SVJD model and a MCMC & SIR estimation procedure seems to be more accurate method for the large jumps sizes. The differences between the results of the two methods for large jump time series is however much smaller than for the small jump time series (especially in the case of the 1% jumps), indicating that the simple non-parametric L-Estimator may surprisingly be more suitable for real-world financial applications. Table 8 shows the results of the tested jump identification methods when applied to a SVJD process with jumps following a self-exciting Hawkes process whose intensity only slowly decays toward its long-term level, causing the existence periods of high and low jump intensity (jump clusters). It is apparent from the results that the in-sample MCMC estimation still remains the most accurate method of jump detection even in the case of the self-exciting Hawkes jumps with clustering effects. As for the other two methods, the difference between the results of the MCMC & SIR approach and the L-Estimator for the case of large jumps has increased when compared with the results for the large jumps in the case of the Poisson jumps simulations. Nevertheless, for small jumps, especially around 1% in absolute value, does the L-Estimator still provide better results than the parametric approach.
Finally, Table 9 shows the results for the simulations of a SJVD model with jumps governed by a Hawkes process with high value of the self-excitation parameter and high value of the jump intensity decay rate (1-betaJ), leading to the effect of co-jumps. We can see that the results in Table 9 , corresponding to the simulated time series with self-exciting effects leading to co-jumps, are similar as in the previous cases. The most accurate approach is again the in-sample estimation of the SVJD model with a MCMC algorithm, while the out-sample forecasts of the parametric model, constructed with the MCMC combined with a SIR Particle Filter are better than the non-parametric L-Estimator mostly for the simulations where the jumps are large (i.e. large sigmaJ), while for the smaller jumps, the L-Estimator seems to provide the better results again. Nevertheless, the differences between the two methods in the case of large jumps have further increased, and the differences in the case of small jumps further decreased, indicating that co-jumps dynamics slightly favours the parametric approach.
The overall conclusions from this section therefore are, that for in-sample analysis the parametric approach seems to outperform the non-parametric L-Estimator dramatically. For the purpose of sequential out-sample jump estimation, however, are the results of the non-parametric and the parametric approach suite similar, with the parametric approach (using SVJD estimated with MCMC and SIR) being more accurate when the jumps exhibit self-exciting behaviour and are large, while in the case of a Poison process with small jumps, the L-Estimator does provide the better results out of the two methods.
Application of the methods to currency exchange rate time series
In this section, the parametric and the non-parametric jump estimation methods are applied to the time series of 4 major foreign exchange rates (EUR/USD, GBP/USD, USD/CHF and USD/JPY) and their results are compared. The analysed time series range from 1.11.1999 to 12.6.2015 and contain altogether 4 062 daily observations. The series were provided by forexhistorydatabase.com.
The methods compared in this section are the L-Estimator, applied with 16 days used in the calculation of the local volatility, and the in-sample application of the SVJD model, estimated with a MCMC algorithm with 10 000 iterations, the first 3 000 discarded and the remaining 7 000 used to calculate the estimates of model parameters and the latent states based on the posterior sample means. In the case of the jumps estimates, the MCMC means can be interpreted as Bayesian probabilities of jump occurrence at the given days. Additionally, a prior was used in the case of jump estimation, setting the value of sigmaJ to be on average three times larger than the unconditional volatility of the returns in the analysed time series. The reason for this is to set the prior jump distribution to be sufficiently high in order to avoid a situation in which jumps would be estimated to happen constantly on almost any day. We can see from Table 10 that all of the analysed time series exhibit highly persistent stochastic volatility (beta in the log-variance model close to one), which is, however, in all of the cases stationary (beta is more than two standard errors away from one for all of the models). The highest persistence (beta) exhibits the stochastic volatility of the EUR/USD exchange rate, while the highest volatility of the volatility (gamma) exhibits the USD/JPY exchange rate, which is also the least persistent one, although its persistence is still very high.
Jumps in the time series are in most of the cases rather small, equal to approximately 0.5-1%, as seen from the parameter sigmaJ. The jumps also seem to occur quite frequently in the time series, with the long-term jump intensity (lambdaLT) being for most of the series around 5%, corresponding to approximately one jump per month. An exception in both of the cases (i.e. size and frequency of the jumps) is the USD/CHF exchange rate whose jumps were estimated to be on average equal to 5.5% in their size (sigmaJ), and to happen extremely uncommonly (0.27% daily intensity). We will see later that this was caused by the model getting fitted itself to the two extreme events in the time series, when the Swiss Central Bank started and subsequently ended its monetary interventions, which resulted in two massive jumps. In applications, these should probably be modelled rather as outliers or another jump distribution has to be used, with significantly thicker tails than the normal one.
As for the Hawkes process parameters, none of the time series exhibits long-term jump clustering in the analysed period, as the parameter betaJ is mostly low and statistically insignificant (except for USD/CHF for which it is low, i.e. much lower than one, but significant), nor do the series seem to exhibit significant co-jump behaviour, as the parameter gammaJ is also insignificant for most of the time series, again with the exception of USD/CHF, for which it is significant and moderately high, indicating certain co-jump behaviour (or possibly a very short-term jump clustering). Figure 1 (in the appendix) shows the evolution of the stochastic variance estimates for all of the currency exchange rate time series. It is apparent that the series exhibit long memory as the volatility often drifts away from its long-term mean for many months. We can also see that all of the time series exhibited the greatest spike in volatility at the beginning of the year 2009, during the middle of the world financial crisis, with the CHF/USD experiencing a similar spike also during the 2011 Eurozone crisis, followed by the beginning of the monetary interventions by the Swiss Central Bank. Figure 2 shows the Bayesian probabilities of jump occurrence. It is apparent that except for the USD/JPY, the other series contain only several jumps with Bayesian probability of occurrence higher than 50%. In the case of USD/JPY the higher frequency of jumps could then possibly be caused by the regular interventions of its central bank into its exchange rate. Additionally, we can see that the USD/CHF contains only 2 jumps, both with probability of occurrence close to 100%, and basically no other jumps apart from that. This indicates that the model has fitted itself to the two extreme jumps associated with the start and the end of the interventions of the Swiss Central Bank, causing the model to not be able to model the other jumps efficiently, as these two extreme events caused the estimated sigmaJ to be too large. As already mentioned, to solve this problem, it is possible to either treat the two extreme observations as outliers, or to utilize a different jump size distribution, with far fatter tails than the normal one, that would allow the model to model standard as well as extreme jumps as in the case of the USD/CHF exchange rate.
Finally, it is worth noting that the jumps surprisingly do not increase in frequency during the world financial crisis in 2009, which might be counterintuitive. We believe this to be caused by the fact that the jump volatility (sigmaJ) is assumed to be constant over time, while the continuous price volatility is not. This caused the model to assign all of the large jump movements during the crisis period rather to the continuous volatility than to the jump component. To alleviate this issue it would be possible to work with time-varying jump volatility, which would be an interesting extension to be tested in further studies, in order to asses whether this could improve jump estimation through the SVJD model or not. Figure 3 shows the probabilities of jump occurrence inferred from the non-parametric L-Estimator applied to the four analysed currency exchange rate time series. We can see that the estimator identifies significantly more jumps with very high probabilities of occurrence (i.e. above 90%). Additionally, the jumps seem to be uniformly spread through the time series, including the period during the Global Financial Crisis at the beginning of year 2008, unlike the parametrically identified jumps which seem to occur far less frequently during this period. The reason for this is the different approach to jump identifications, determining whether a return was a jump or not, solely based on how large it is compared to the current local volatility, without the use of any assumptions about the distribution of jump sizes and their average volatility (i.e. absolute size). As it seems, this gives the LEstimator higher power in the case of time-varying volatility of the underlying price process, compared to the SVJD approach in which the jump distribution is held constant.
While the parametric and the non-parametric jump occurrence probabilities seem to differ significantly in their size for all of the time series, it is still possible to ask, whether they provide at least a similar information with regards to their discriminatory power between jump days and nonjump days. Specifically, we could ask, whether if the parametric approach assigns to a certain day a relatively high jump probability (compared to the other days), does the non-parametric approach assign to that day a relatively high jump probability as well. In order to answer this, rank correlation between the jump probabilities of the two methods was computed for all of the time series (specifically for the L-Estimator the values of the test statistics are used instead of the inferred probabilities of jump occurrence as these are in vast majority of days either 0 or 1, so the strength of the prediction cannot be assessed). We compute the standard linear Pearson correlation as well as the Spearman rank correlation. The results are shown in Table 11 . We can see from Table 11 that the correlations between the two jump estimators are relatively high (70-80%) for all of the time series, except for USD/CHF for which the correlation is slightly lower. We believe this to be caused by the already mentioned effect of the Swiss Central Bank interventions on the estimation of the SVJD model parameters, influencing the jump estimates.
Finally, we use the calculated jump estimates in order to asset to what degree do the jumps coincide between the 4 analysed foreign exchange time series. For this purpose, Pearson correlation is computed between the jump estimates for all of the series, separately for the parametric and the non-parametric case. By comparing the results in the two tables, we see that they give generally the same information for all of the currencies except for the USD/CHF, which further contributes to the idea that the parametric jump estimates for this currency are biased. As for the conclusions of the analysis, there seems to be a relatively strong correlation between the jumps in the EUR/USD and USD/CHF (when measured with the L-Estimator) and further also between the EUR/USD and the GBP/USD, while the correlation between the JPY and the other currencies seems to be slightly lower.
Conclusion
In the study we compared the accuracy of a parametric and a non-parametric approach to jump identification on simulated as well as real-world daily frequency foreign exchange rate time series. As a non-parametric approach, L-Estimator was used, estimating jumps based on returns normalized with local volatility estimated with bipower variation. As a non-parametric approach a StochasticVolatility Jump-Diffusion (SJVD) model was used, whose parameters and latent state variables (stochastic variances, jump occurrences and jump sizes) were estimated with Bayesian methods. Specifically, a MCMC algorithm was used to estimate the latent time series of jump occurrences In the in-sample period, while a combination of MCMC and a Sequential Importance Resampling (SIR) Particle Filter was used to estimate jumps out-sample, immediately at the times at which they occur.
The first part of the simulation study confirmed that the value of number of days k=16 (recommended by Lee and Mykland 2008) used in the L-Estimator for local volatility calculation is close to optimal, except for the cases when the simulated jumps are very small (0.5%), in which case lower values would be preferable. The study also showed that if the simulated time series contains co-jumps then generally larger values of k may be preferable, nevertheless, the increase of performance when compared to the value of k=16 was rather low.
In the second part of the simulation study, the L-Estimator was compared with the parametric insample MCMC estimation of jumps in the time series as well as with the approach utilizing MCMC together with a SIR Particle Filter to generate out-sample sequential jump estimates. The study showed that the in-sample MCMC estimation of a SVJD model provides by far the most accurate jump forecasts, while among the two methods that estimate the jumps sequentially, immediately at the times at which they occur (i.e. the L-Estimator and the method utilizing MCMC and a SIR Particle Filter), the results were inconclusive. Specifically, for the case of independent Poisson jumps, the LEstimator achieved higher accuracy in the case of small jumps and comparable accuracy to the parametric approach in the case of large jumps. In the cases when either long-term jump clustering or co-jumps in the simulated time series were assumed, the parametric approach outperformed the L-Estimator in the case of the larger jumps, nevertheless, in the case of small jumps (1% and less), the L-Estimator still provided better results than the parametric method.
In the last part of the study, L-Estimator and the parametric approach based on a in-sample MCMC estimation of a SVJD model, were applied to the daily time series of 4 major currency exchange rates, namely to EUR/USD, GBP/USD, USD/CHF and USD/JPY. Both of the methods identified certain jumps in all of the time series, the parametric approach did, however, identify relatively less jumps during the crisis period of 2009, while the non-parametric approach did not. This indicates that the nonparametric approach might potentially be more robust to changing levels of market volatility, as it does not assume any distribution for the jump sizes, while the SVJD model does, in our case, assume a distribution with fixed jump volatility, which may complicate the identification of jumps in periods when the volatility is high. This makes the parametric approach also more sensitive to outliers. This had the effect that only 2 jumps were identified in the USD/CHF exchange rate, corresponding to the start and the end of the Swiss Central Bank monetary interventions, when two extreme jumps occurred, causing the estimated jump distribution to get fitted solely to them.
Finally, correlation between the jump probability estimates of the two methods was compared, indicating relatively high correlation, with the exception of the USD/CHF rate for which the parametric approach behaved anomalously as mentioned. Correlation was additionally examined between the jump probabilities in different time series, indicating that jumps are correlated strongly between the CHF/USD and EUR/USD and further between EUR/USD and the GBP/USD.
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