Introduction
Forecasting future hotel guest arrivals and occupancy rates is a key aspect of hotel revenue management (Weatherford and Kimes 2003) . Accurate forecasting is crucial to enable hoteliers to appropriately allocate hotel resources and fix pricing strategies (Weatherford and Kimes 2003) . Traditional forecasting methods include various statistical, econometric, and artificial intelligence methods such as regression, moving average, autoregressive models, neural networks, pickup methods, exponential smoothing, expert judgment, Monte Carlo simulation, and so on (Law 1998; Weatherford and Kimes 2003; Andrew, Cranage, and Lee 1990; . However, these methods have their limitations in this context, as they are based on historic performance or forecast values of other independent variables, both of which rely heavily on a consistent pattern of tourist activities and a stable economic structure. Certain one-off events or dramatic changes in the economy, and the concomitant shocks to the travel and tourism industry, will reduce the accuracy of these forecasting models.
Since the mid-1990s, the development of the Internet and information technologies has made available a new online dataset representing the behavioral traces that consumers leave behind when they engage in various online activities. These data include search engine keyword volumes, amount of tweets, web traffic volumes, and posts from various social media platforms (Hubbard 2011; Leiner et al., 1997; Pan, Wu, and Song 2012) .
These so-called "online pulse" data have been adopted in forecasting films' box office revenue (Asur and Huberman 2010; Goel et al. 2010) , flu outbreaks (Ginsberg et al. 2009 ), unemployment benefit claims (Choi and Varian 2009) , and even stock market movement (Bollen, Mao, and Zeng 2011) . About 76% of online travelers in the U.S. go online to plan their trips (TIA, 2009) , and visit airline, travel agency, and destination websites before taking their actual trips (Fesenmaier, Xiang, Pan, & Law, 2011) . Their online traces can be viewed as early behavioral indicators of tourist activities and, therefore, a possibly valuable predictor of their forthcoming travel, have great potential for increasing the accuracy of forecasting tourist activities.
However, tourist activities can actualize in many different types of indicators: visitor volume for the destination or to various attractions, length of stay, total local spending or spending at specific activities, demand for hotel rooms, hotel occupancy, etc. These indicators might be correlated but different from each other. Demand for hotel rooms in one area is specifically closely associated with the hospitality industry and the data are more readily available from commercial sources. As a result, we focus on hotel demand in this study: we combine the use of traditional econometric methods with a new type of online data, namely the web traffic volumes from a local Convention and Visitors Bureau (CVB), to predict demand for hotel rooms in one tourist area. The study confirms the value of web traffic data from local Destination Marketing Organizations (DMOs) in predicting the demand for hotel rooms in a tourist destination.
Literature Review
Tourism demand forecasting is crucial in helping businesses and organizations to allocate limited resources appropriately and stay competitive (Song, Witt, and Li 2008) . It is a widely researched area in the field of tourism and hospitality (Frechtling 1996; Frechtling 2001; Palm and Zellner 1992; Song, Witt, and Li 2008) . Researchers have forecast tourist arrivals, expenditure, room nights sold, and occupancy rates. The latter two variables in one area is specifically relevant to the local tourism and hospitality industry. In revenue management practices in particular, accurate forecasts can facilitate decision making on a pricing strategy for individual or group hotels. The following section briefly reviews the methods used in forecasting demand for hotel rooms as well as the literature on using online data in the forecasting process.
Hotel Room Demand Forecasting
Many researchers have attempted to forecast the demand for hotel rooms and the occupancy rates of individual properties. For example, Andrew, Cranage, and Lee (1990) use the Box-Jenkins method and exponential smoothing to forecast the monthly occupancy of a hotel. They show that both methods produce a very low mean sum of squared residuals, and the Box-Jenkins approach outperforms exponential smoothing. Schwartz and Hiemstra (1997) propose a method to forecast daily occupancy rates based on previous booking curves. The results for three hotels in the United States highlight the improved forecasting accuracy compared to three benchmarking models -an autoregression (AR) model, a high-order polynomial model, and a combination of the two. The results also show that combining the three independent models improves accuracy. Weatherford and Kimes (2003) review major forecasting methods in hotel revenue management and categorize them into historical, advanced booking, and combined methods. Their own empirical study of four hotels from Choice Hotels and two from Marriott Hotels, focusing on daily guest arrivals, highlights the superiority of the exponential smoothing and pickup methods. Furthermore, some researchers adopt the Mote Carlo simulation to forecast hotel occupancy and demonstrate that the proposed model generates more accurate forecasts than traditional approaches such as exponential smoothing and the pick-up model (Zakhary et al. 2009 ).
Other researchers have studied the forecasting of average occupancy and demand for hotel rooms within one country or area. Law (1998) employs a neural network approach to forecast the hotel occupancy in Hong Kong. The results suggest that this method outperforms multiple regression and naive models. By focusing on hotel occupancy trends, he further proposes a refined extrapolative hotel room occupancy rate model to forecast the annual average occupancy rates of hotels in Hong Kong. Choi (2003) identifies the leading economic indicators of the hotel industry in the United States and uses the composite of these indicators to predict hotel demand. This method generates moderately accurate forecasts, ranging from 67% to 83% in directional change.
Forecasting with Online Data
Recently, there has been a plethora of research on economic behavior prediction using online data. So-called online pulse data refers to traces of consumer behavior, unveiling their interests and purchases in real-time (Hubbard 2011) . These data are analogous to the pulse of a human body and can be seen as indicators of the health status of an industry.
Online pulse data are available in the forms of search engine query volumes or social media postings, and have been applied to various disciplines. For example, Google
Trends is a public tool provided by Google which provides voluminous data for specific search queries on the Google network (Carneiro and Mylonakis 2009 ). An influential study by Google researchers focuses on predicting influenza outbreaks from the search volumes of certain keywords (Ginsberg et al. 2009 ). The researchers used 45 flu-related keywords from Google Inc. and correlated them with the number of patients who contracted influenza as obtained from Center for Disease Control (CDC) reports. Their forecasting model is able to detect flu-outbreaks two weeks ahead of the CDC, validating the potential value of search engine volume data in helping combat health problems. Choi and Varian (2009) incorporate search engine data from the keywords "jobs" and "welfare/ unemployment" into an autoregressive integrated moving average (ARIMA) model to predict unemployment claims. They show that the model generates more accurate forecasts than the baseline model (without the search engine data). In addition, Askitas and Zimmermann (2009) identify a strong correlation between keyword searches and monthly unemployment rates in Germany using a simple error-correction model. In another study, Zhang, Jansen and Spink (2009) estimate a number of ARIMA models incorporating raw search engine data from Dogpile.com, and their findings suggest that daily log data could be used to detect users' behavioral change across different time periods.
Considered the online form of the wisdom of crowds (Surowiecki 2004) , social media content, another type of online pulse data, has also been used to predict various economic activities. Gruhl, Guha, Kumar, Novak, and Tomkins (2005) apply automated data mining of blogs to predict the volume of book sales. Zhang, Jansen, and Spink (2010) investigate six months' records of Twitter feeds and daily volumes of tweets containing expressions of hope and fear and stock market performance. They show that the percentages of these "emotional" tweets are significantly correlated with Dow Jones, NASDAQ, and S&P 500 fluctuations, a result confirmed by Bollen, Mao, and Zeng (2011) . Lampos and Cristianini (2010) In summary, the major advantages of the online pulse data provided by search engines and social media lie in the fact that they are real-time, high-frequency (daily and weekly instead of quarterly or annually), and sensitive to slight changes in consumer behavior.
They can overcome the drawbacks of traditional forecasting models, which rely heavily on a consistent historic pattern and the stability of the economic structure. Researchers in other fields have highlighted the value of online pulse data in generating accurate socioeconomic forecasts.
A considerable number of tourists will search for information on the Internet before taking their trips (Fesenmaier et al. 2011) , and they usually visit the website of a DMO as part of this. Accordingly, the traffic volume of a DMO website could indicate the interests and purchase intentions of potential tourists. To the best of our knowledge, only two studies have so far used online data to predict tourists' activities. Choi and Varian (2009) incorporate Google search volume data to predict visitor arrivals to Hong Kong from nine different countries. By combining an AR model with search volume data for the keyword "Hong Kong" from the specific country, combined with the timing of oneoff event such as the Beijing Olympics and shifts in foreign exchange rates, they show that the model fits the data remarkably well with a very high R 2 . In another study, Pan, Wu, and Song (2012) use Google search volume data to predict hotel room demand in Charleston, United States (Pan, Wu, and Song 2012) . By including five travel-related queries to a tourist destination in an autoregressive moving average with exogenous inputs (ARMAX) model, the results show that search engine volume data makes a significant contribution to predicting room demand by reducing the mean absolute percentage error (MAPE) (Pan, Wu, and Song 2012) . However, the first noticeable drawback of these two studies is rooted in their ex post nature: both studies use online data in current time to predict current tourist activities (Song, Witt, and Li 2008) . Even though these models could help practitioners to obtain tourism statistics earlier than hotels' own reports, their applicability is limited. Ex ante forecasts would be more relevant to practitioners, as these use past values of the independent variables to predict the future values of dependent variables. Second, both studies adopted search volume of certain queries on Google; neither deals with website traffic data. Website traffic data might be more superior to search query data in three aspects: a. search query data are usually normalized and scaled which may limit their predictive power (Pan, Wu, and Song 2012) ; website traffic data include raw data of the number of visits or visitors; b.
One needs to investigate many different queries and it involves further research and trial and errors in order to pick the right ones with the strongest predictive power; in the United States, a CVB's website is usually the obvious choice for one tourist area given its importance in destination marketing (Xiang, Fesenmaier, Pan, & Law, 2010) . c.
Website visits are usually the next step for searching through search engines and closer to the actual conversion during the customers' purchase process (Fesenmaier, Xiang, Pan, & Law, 2011) . Thus, website visits might possess stronger predictive power than search engine query volumes.
A national survey on American travelers reveals that 33% to 47% of travelers find destination websites very useful or essential for their trip planning (Fesenmaier, Xiang, Pan, & Law, 2011) . Specifically, according to the most recent Charleston visitor intercept survey (Smith, & Pan, 2012) , 32% of Charleston visitors used the CVB Website to research and plan their trips; among them, 92% stayed overnights. Thus, there is strong evidence suggesting that tourists' visitation to the CVB website is a precursor to their hotel stays in the United States. Thus, website visit data are a potential candidate variable for forecasting hotel occupancy.
In this study, the web traffic data from a DMO is utilized to predict demand for hotel rooms in a tourist area. DMOs are the marketing organizations of destinations and also act as tourist service providers (Gretzel, Yuan, and Fesenmaier 2000) . They are the main providers of comprehensive tourist information about the destination via the web.
Accordingly, their web traffic volumes may indicate potential tourists' interests and act as leading indicators of tourist visits, which will ultimately result in hotel room bookings being made in the destinations. Thus, the overall research question we consider in this study is whether or not the website traffic data of a DMO could improve the forecasting accuracy of demand for hotel rooms in that area.
Data Description
In order to investigate the predictive power of DMO website traffic in forecasting the demand for hotels in a destination, we chose Charleston, South Carolina, United States as the target destination, due to our access to the Charleston Area Convention and Visitors
Bureau ( 
Research Questions
The main research objective is to examine whether the web traffic data of a local DMO website helps to improve the accuracy of forecast demand for hotel rooms and hotels' occupancy rates. Since the web traffic data can take two different formats (the number of web visitors, and the volume of web visits), the first sub-question is:
(1). The value of online data lies in the fact that they can provide time-sensitive leading indicators of visitor behavior, which cannot be captured by macro-economic variables such as employment rates or exchange rates. Due to the short planning horizon of most visitors, we suspect that this type of data will be the most valuable in increasing short-run forecasting accuracy. Thus, the third research question is:
(3). Is the model's short-run forecasting performance superior to its long-run forecasting performance?
Since the structures of the ARMAX and TAR models vary significantly with the lag lengths of the independent and dependent variables included in the models, we are also interested in identifying the best possible model for predicting room demand. Thus, the fourth research question is:
(4). Which model performs best in forecasting error reduction?
Since existing time-series models show relatively ideal forecasting accuracy (Andrew, Cranage, and Lee 1990; Weatherford and Kimes 2003) , the online data will be deemed valuable only if it significantly improves the forecasting performance of such models.
Thus the fifth research question is:
(5). How much can web traffic data contribute to the reduction of forecasting error?

Methodology
In order to answer the aforementioned research questions, four successive steps of investigation were carried out.
(1) In the first step, we conducted an exploratory analysis by investigating the trend of the data and using several methods to check the stationarity of each time-series. We also explored the possible correlation between different series. The methods used included the modified Dickey-Fuller t test for unit roots, the cross-correlogram for testing the correlation between two time series, and the impulse-response analysis for detecting the responses of the variables to external shocks within a vector autoregressive (VAR) framework.
a. The modified Dickey-Fuller Test. The unit root test employed here is based on an auxiliary generalized least square (GLS) regression with de-trended time-series data. This has greater power than the early versions of the augmented Dickey-Fuller test (Elliott, Rothenberg, and Stock 1996) . It is known as the DF-GLS test with a GLS regression specified as: b. Cross-correlogram is used to detect the cross-covariance between two different timeseries y 1 and y 2 at different lags, and is given by:
With this method, the correlation between two time-series at different time lags can be analyzed. More importantly, this tool is useful in determining the lagged structure of the independent variables in the ARMAX models.
c. Impulse-response analysis is another useful analytical tool that can be used to analyze the responses of the variables in the VAR system to external shocks. Suppose there are two endogenous variables, y 1 and y 2 , the corresponding VAR model can be specified as: 
The Wald lag-exclusion test can be applied to select the appropriate lags of j 1 , j 2 , k 1 , and k 2 in the model. Based on the estimation results of the VAR model, the impulse-response function (IRF) can be used to inspect the relationship between the two time-series. It visualizes the effects of a shock to an endogenous variable on the others as well as on itself (Lütkepohl 2005 ) .
In addition, to confirm the casual relationship between web log data and hotel demand, Granger causality test statistics are conducted and the results reveal a significant reciprocal Granger causality between the two sets of variables: web log volume tends to Granger-cause hotel demand/occupancy, while hotel demand/occupancy would also Granger-causes web log volume (Granger, 1969) .
(2) In the second step, two general forecasting strategies were constructed to incorporate the web traffic data and predict demand for hotel rooms and hotel occupancy rates. The first was the ARMAX model including the web traffic data as a direct predictor, and the second the TAR model, treating the web traffic data as an indirect threshold variable to indicate which regime should be used for prediction. The regime refers to the forecasting regime shown in Equation 5. The forecasting performance of these two models was then evaluated based on the estimation and validation samples specified at the outset. 
where x t is the explanatory variable. If β is set to zero, the model becomes a standard ARMA(m, n) model. Extensive efforts should be made to specify adequate m and n to guarantee the model residual -ε t -to be a white noise. To determine the lag order of the explanatory variable, j, a correlogram of pre-whitened x and y is used to select lags with significant cross-correlation (Box, Jenkins, and Reinsel 2011) .
e. The TAR model incorporates the explanatory variable indirectly by treating it as a threshold variable. It is specified as: where the explanatory variable x t-1 does not enter the prediction function directly. Instead, it is used as an indicator of the forecasting regime. If the explanatory variable exceeds the threshold value ψ, a Regime 1 equation is specified; while if the explanatory variable is below the threshold value, the question switches to Regime 2. The specification of TAR is more complete because both lag order m and threshold value ψ should be specified.
The AIC criteria are used to choose the appropriate lag order and threshold value. 
Using the MAPE index, the improvement can be calculated as:
where t MAPE I denotes the t-step forecasting improvement of the ARMAX model measured by MAPE. In the same way, is defined to measure the t-step forecasting improvement of the ARMAX model as measured by RMSPE. Benchmarking the proposed model (in this case, ARMAX) against a number of alternative models that are frequently used in tourism forecasting is a standard exercise in tourism demand forecasting literature (Song et al (2008, pp181-195) . The purpose is to evaluate the forecasting performance of the proposed model so that this can provide useful information on the model selection for forecasting practitioners. To test the forecasting performance of the different models, the data sample was split into two sub-samples: estimation and validation. However, the way in which the sample is 
Research Results
After a preliminary examination of the data, all four original time-series, visitors, visits, occ, and dem, were found to exhibit a trend of exponential growth; thus the logarithm of each series was used for modeling and forecasting purposes. Figure 1 presents the plots of these variables in logarithm. The two hotel demand series are lndem (room nights sold per week) and lnocc (average weekly room occupancy rates) and the two web traffic series are lnvisit and lnvisitor, respectively. All the four time series share very similar seasonality patterns.
-----------Insert Figure 1 here -------------(1) Results of Explorative Analysis
The results of the DF-GLS unit root tests on the four time series showed that the null hypothesis of random walk cannot be rejected for the two web traffic time series for the no-trend series lnvisitors and lnvisits. However, if they are specified with trends, the null hypothesis is rejected at the 0.10 significance level. For the other two time series, measuring the demand for hotel rooms and occupancy rates, the statistics indicate that they do not have unit roots in either the de-trended or trended cases.
To examine the relationship between the two time series, the cross-correlogram was employed to measure the cross-correlation of pair-wise time series at different lags. Figure 2 presents the cross-correlogram between the two web traffic and two hotel demand series. It shows that the cross-correlation between web traffic data and hotel demand and occupancy data reaches its maximum at the lag of 4, suggesting that the web traffic volume data has its largest impact on demand and occupancy at around week four.
-----------Insert Figure 2 here -------------
To look further into the relationship between the web traffic data and hotel demand and occupancy, the VAR model and associated impulse-response analysis were estimated. Figure 3 gives the orthogonalized IRF of the web traffic data on the hotel demand and occupancy series. As shown in the graphs, the shocks generated by the web traffic volumes are likely to have a lasting impact on the two demand series. This impact reaches its highest level at about four weeks. This is consistent with the results from the cross-correlograms in Figure 2 , suggesting that most visitors might browse the CACVB website four weeks before their visits to Charleston.
-----------Insert Figure 3 here -------------(2) Results of ARMAX and TAR Models
Before specifying the forecasting models, the auto-correlation structure of each time series was examined. Figure 4 presents the correlogram and partial correlogram of the two series to be forecast, namely lnocc and lndem. It can be seen that except for the significant partial autocorrelation statistics at small lags, some partial autocorrelation statistics are also significant at large lags, such as lag 52, suggesting a lag of one year.
Therefore, the longer lag length should also be considered in specifying the model. Since the unit root test suggests that both lnocc and lndem are stationary, data differencing is unnecessary. The ARMA model is a natural candidate to forecast future values if additional web traffic data are not incorporated.
-----------Insert Figure 4 here -------------
To specify the ARMAX model (Equation 4), it is important to select the lagged structure of the additional web traffic data. Following McDowell (2002) , the cross-correlograms of the two pre-whitened series were examined and the structure of the transfer function in the ARMAX model determined. The results of these cross-correlograms are presented in Figure 5 , and the significant correlations at lags of 0, 1, 4, and 5 are identified.
-----------Insert Figure 5 here ------------- Table 1 presents the estimation results of the ARMAX models with lnvisitors and lnvisits as the explanatory variables. After several preliminary estimation trials, the lag length of 1 and 52 for AR terms, and 2, 3, 4, and 6 for MA terms are selected. All coefficients are estimated to be significant. Bartlett's (B) statistic and the Portmanteau (Q) statistic are highly insignificant for each model, suggesting that the residuals are possibly white noise.
-----------Insert Table 1 here -------------
In terms of the TAR model, the AIC criteria were used to determine the lag length and threshold value. The best model with lag lengths up to 6 was chosen. The threshold values of different quantiles were also selected. As judged by the minimum AIC values, the same specifications for the TAR models with AR (6) and 10% quantile of the threshold variable as threshold value were selected. This result suggests that a smaller web traffic volume would switch the forecasting regime of the two hotel demand series.
Therefore, when the value of the web traffic volume is small, the regime used for forecasting should be changed. Based on the specification selected, Table 2 presents the estimation results of the four TAR models obtained from conditional maximum likelihood estimation.
-----------Insert Table 2 here -------------
After obtaining the estimation results, the forecasts of the two demand variables in the validation period were generated based on ex ante rather than ex post forecasts. In practice, it is more realistic to generate ex ante forecasts, which assume that independent variables (web traffic data) are not available in the validation period (Song, Witt, and Li 2008) . In ex ante forecasting, the forecasts from the ARMA model will be the same as in the ex post forecasts as this model does not incorporate any independent variables. For the ARMAX and TAR models, the forecasts of the explanatory variables in the validation period are generated by the ARIMA model.
The ex ante forecasting performance measures of the ARMA, ARMAX, and TAR models are presented in Tables 1 and 2. Table 3 forecasts (that is, forecasting for the next four weeks). These results suggest that the ARMAX model is superior in short-run forecasting. Thirdly, in general, lnvisits, which denotes the total volume of web visits, is equally important as lnvisitors as a predictor of demand for hotel rooms and of hotel occupancy rates. However, for the 8-to 20-weeksahead forecasts, the ARMA model is found to be superior to the ARMAX model, suggesting that the additional web traffic data does not help to improve the forecasting accuracy when the forecasting horizon is longer than 4-weeks-ahead with this sample split.
-----------Insert Table 3 here -------------(3) Rates of Error Reduction
Using Equation 8, it can be seen that by including the web visit (lnvisits) as a predictor, the accuracy of the 4-weeks-ahead ARMAX forecasts of the demand for hotel rooms (lndem) is improved by 14.47% according to MAPE and 0.81% according to RMSPE. I This relatively large difference between MAPE and RMSPE is due to the fact that RMSPE penalizes some extreme prediction errors. In Table 4 , this inconsistency disappears when using different sample splits.
(4) The Determinants of an Increase in Forecasting Accuracy
In order to test the robustness of the forecasting performance of the models considered, different samples for model estimation and forecasting were used to generate the ex ante forecasts. In this part of the data analysis, 30 different time points were used to recursively split the sample from week 32 in 2010 to week 9 in 2011. Due to the limitation of the sample size, only the four-and eight-weeks-ahead forecasts with ARMAX were evaluated. Table 4 presents the average values of the forecasting performance with 30 different sample splits. The conclusion of the exercise remains the same. In other words, the web traffic data are generally useful in improving the accuracy of forecast demand for hotel rooms (lndem). By including the number of web visits (lnvisits) in the model, the fourweeks-ahead forecasting accuracy of the demand for hotel rooms (lndem) improved by an average of 7.43% according to MAPE or 5.92% according to RMSPE. For the 8-weeks-ahead forecasts, accuracy improved by an average of 10.60% and 6.32%, according to MAPE and RMSPE, respectively. However, this is not true for hotel occupancy (lnocc).
-----------Insert Table 4 here -------------
Even though the ARMAX model, on average, outperformed ARMA in forecasting the demand for hotel rooms, there are still several sample splits that do not support this conclusion. Therefore, a number of auxiliary regressions were also estimated to test the possible determinant of the improvement in the ARMAX models. The dependent variable of the regression was the forecasting improvement measured by MAPE in Equation 8, and the independent variable the average actual values of the demand series in the forecasting period. The results of these regressions are presented in Table 5 . The models are estimated to be significant for all four-and eight-weeks-ahead forecast regression models and the β values are all positive. This result suggests that the ARMAX models incorporating the additional web traffic data can improve forecasting accuracy in predicting large values for the hotel demand series. This means that the web traffic data is especially valuable for generating accurate forecasts during peak seasons.
-----------Insert Table 5 here -------------In summary, the analyses have answered the five research questions presented in Section 2 as follows: (1) rooms, an increase of 8.0%. Thus, hotel demand might more be closely associated with web visit data; b. Hotel occupancy ranges from 0% to 100%; though the room nights may be constrained by the capacity of the room supply, the demand for rooms has no such limit. Hotel occupancy might be less sensitive to changes in visitor numbers due to its small range. Thus, the two variables are highly correlated but not exactly the same: hotel demand in the format of room nights is more closely resemble web visits, since both are aggregated indicators of the behavior of visitors during a certain time period; (2) The ARMAX model that incorporates the web traffic data as the predictive variable is more effective than the TAR model, which treats it as a threshold variable; (3) the web traffic data are most useful in predicting demand for hotel rooms four-or eight-weeks-ahead. This is probably due to the fact that tourists prepare for their trip to Charleston, South
Carolina with a four-week lead time; (4) The ARIMA model incorporating the web traffic data is most effective in improving the accuracy of forecast demand for hotel rooms with a specific configuration of the lagged variables. Such a configuration is more likely to be specific to the destination; and (5) the ARMAX model is most useful during peak seasons when hotel demand is high. In conclusion, the study confirms that web traffic data is useful in predicting short-run demand for hotel rooms.
Concluding Remarks
This study has validated the value of web traffic data from a DMO in predicting demand for hotel rooms. Such data is particularly useful in short-run predictions of total room nights sold using the ARMAX model. The forecasting error rate deduction reached an average of 7.43% in MAPE for 4-weeks ahead and 10.60% for 8-weeks ahead. During peak seasons when the hotel demand is high, the rate of forecasting error reduction could reach as high as 14.5%, as indicated by the regression model. In the Charleston area, the peak seasons usually include certain large festivals or events (Pan, 2010) . Those festivals or events are not consistent from year to year and thus harder to predict with historic data.
In this case, website traffic data as the early indicator of interest, are specifically valuable.
Even though the average of 7% to 10% of prediction error reduction seems not a large amount, due to the number of hotels worldwide, a little improvement in forecasting accuracy could lead to large amount of saving for this industry (Chiang, Chen & Xu 2007 ). This study is the first of its kind to demonstrate the value of web traffic data in predicting future business activities. Almost every business today has an online presence, be it a hotel, an attraction, a travel agency, or even a production company. The universal availability of web traffic data makes it particularly valuable for any business seeking to monitor future activities.
Our results also show that local DMOs and convention and visitors bureaus could provide their web traffic data to their local hotel markets and help them to obtain more accurate forecasting. Local hotels and motels could use the data for short-term (four-to eightweeks-ahead) forecasts of demand for their hotel rooms. However, the forecasting horizon, be it four or eight weeks, depends on the specific type of destination. One can imagine that a destination catering mainly for business travelers will have a different planning horizon compared to a place that is more vacation focused. Therefore, specific models need to be tested according to the characteristics of each destination. In addition, along with the ubiquitous availability of mobile technology, the planning horizons are destined to get shorter and shorter in future. Continuous monitoring and tweaking of the forecasting models will therefore be necessary.
In addition, the models could be more specific; different sets of traffic data on various sections of the DMO website, such as hotels, attractions, or events, could be used to predict more specific types of tourist activities in the destination. Other types of tourist behavior indicators, such as visitor volume, local spending, and length of stay, could also be modeled with similar methodology. Furthermore, other online data, in the forms of tweets, blogs, or likes on social media, if combined, may achieve a further improvement in forecasting accuracy. Therefore, this study also highlights a future research direction in terms of using a variety of online data to predict tourist activities including demand for hotel rooms.
The significance of DMO web traffic data in predicting the demand for hotel rooms validates the crucial role of DMOs in promoting a destination and connecting travelers with local tourism and hospitality services. Consistent with past studies (Fesenmaier, Xiang, Pan, & Law, 2011; TIA, 2010; Xiang, Fesenmaier, Pan, & Law, 2010) , DMO websites are one of the top information resources and trip planning tools. The attractiveness and quality of the websites will determine how likely the potential visitors will convert to actual ones. They are one of the most important, if not the most important, bridge between local tourism and hospitality industry and visitors. They can also monitor future tourist activities, analyze the online traces, and distribute the data back to the local industry for better forecasting and management. This suggests a need for more investment in DMOs, especially in terms of their crucial role in online marketing for destinations. 
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