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しては，一つ目のパタンに対して，Generative Adversarial Capsule Network (CapsuleGAN)[5]
を用いて品質を考慮した画像を生成する．二つ目のパタンに対しては，Variational Auto-
Encoder (VAE)[6]の潜在変数を操作して，同一クラス内に偏りが生じないように画像を生成
する．三つ目のパタンに対しては，Adversarial Autoencoder (AAE)[7]と Synthetic Minority 
Over-sampling Technique (SMOTE)[8]を用いて少数クラスのデータを拡張する． 
1.3 本論文の構成 
 以下に本論文の構成を示す． 
第１章 本章であり，研究の背景および目的について述べる．  
第２章 本論文で用いる関連技術について述べる． 
第３章 提案手法について述べる． 




















新しい画像の生成を可能にする．GAN は Generator と Discriminator の二つのネットワーク
で構成されるモデルであり，これらが互いに学習していくことで，最終的に Generator が本
物に近い画像を生成するようになる．GAN の概要を図 2.1 に示す． 
 
図 2.1 GAN の概要図 
 Generator は入力を潜在変数𝑧，出力を画像とするニューラルネットワークである．対し
て，Discriminator は入力を画像，出力を真偽値とするニューラルネットワークである．




の判断が正しくなるように Discriminator は学習し，Generator は生成画像が Discriminator











 𝑉(𝐺, 𝐷) = 𝔼𝑥~𝑝𝑑𝑎𝑡𝑎(𝑥)[𝑙𝑜𝑔𝐷(𝑥)] + 𝔼𝑧~𝑝𝑧(𝑧)[log(1 − 𝐷(𝐺(𝑧))] (2.1) 
𝐷(𝑥)は Discriminator の入力𝑥がデータセット由来である確率を表し，𝐺(𝑧)は Generator が𝑧
から生成するサンプルを表す．また，𝑝𝑑𝑎𝑡𝑎(𝑥)はデータセットの確率分布を表し，𝑝𝑧(𝑧)は𝑧
の確率分布を表す． 
2.3.2 Capsule Network 





をもとに， CNN と Capsule Network が認識できる画像の違いについて述べる． 
 
 




 図 2.3 CNN の概要図  
 







入した．Capsule Network は畳み込み層，Primary Caps 層，Digit Caps 層から成り立つモデ
ルである．畳み込み層を通して得られた特徴マップが，Primary Caps 層によってカプセルに


























図 2.6 Digit Caps 層 
次に，Digit Caps 層について図 2.6 をもとに説明する．Primary Capsule 層の出力のカプセル






𝑝𝑟𝑒𝑑 = 𝑎𝑟𝑔 max
𝑘
𝐿𝑘




𝐿𝑀 = ∑ 𝑇𝑘𝑚𝑎𝑥(0, 𝑚
+ − ‖𝑣𝑘‖)





𝑣𝑘は Digit Caps 層のカプセル𝑘の出力である．なお，画像内にクラスラベル𝑘が存在するとき
𝑇𝑘 = 1として，存在しないとき𝑇𝑘 = 0とする．さらに 𝑚
+ = 0.9, 𝑚− = 0.1, 𝜆 = 0.5とする． 
2.3.3 CapsuleGAN 
 CapsuleGAN[5]とは，Jaiswal らが提案したモデルであり，CNN から成る Generator と





 一般的に，Capsule Network はパラメータ数が多い．なぜなら，Capsule Network におい
て，カプセルの出力はスカラ値ではなくベクトルであり，Digit Caps 層において各カプセル
が他の全てのカプセルと重みパラメータで結ばれているからである．Capsule Network のパ
ラメータ数が多いことから，Capsule GAN には二つの問題がある．まず，Capsule Network は
とても強力なモデルなので，学習過程において Generator を罰しやすく，それゆえ Generator
が全く学習できなくなる，あるいはモード崩壊に陥ってしまう．さらに，Dynamic Routing
の実行速度は遅い． 








 𝑉(𝐺, 𝐷) = 𝔼𝒙~𝑝𝑡(𝒙)[−𝐿𝑀(𝐷(𝒙), 𝑇 = 1)] + 𝔼𝒛~𝑝𝑧(𝒛)[−𝐿𝑀(𝐷(𝐺(𝒛)), 𝑇 = 0)] (2.7) 
2.4 AE 
2.4.1 AE 
 AE[2]とは，ニューラルネットワークを用いた次元削減アルゴリズムである．AE は Encoder
と Decoder で構成され，Encoder を通して入力データを圧縮し，Decoder を通して復元する．
Decoder によって復元されたデータと，入力データの二乗誤差を損失関数として，この誤差
を小さくするように AE が学習する．最終的には Decoder が復元するデータは入力データと
似たものになる．AE の概要を図 2.7 に示す． 
 





















と𝑄(𝐳|𝐱)の二つの確率分布の KL Divergence を誤差関数としており，式(2.9)で表される． 
 
 









𝑙𝑜𝑔𝑃(𝐱) − 𝐷𝐾𝐿[𝑄(𝐳|𝐱) ∥ 𝑃(𝐳|𝐱)] = ∫ 𝑄(𝐳|𝐱)𝑙𝑜𝑔𝑃(𝐱|𝐳)𝑑𝐳 − 𝐷𝐾𝐿(𝑄(𝐳|𝐱) ∥ 𝑃(𝐳)) (2.10) 
となる．ここで，𝐷𝐾𝐿[𝑄(𝐳|𝐱) ∥ 𝑃(𝐳|𝐱)] > 0より，式(2.11)に書き直せる． 
 
 













𝑙𝑡𝑜𝑡𝑎𝑙 = −𝔼[log 𝑃(𝐱|𝐳)] + 𝐷𝐾𝐿(𝑄(𝐳|𝐱) ∥ 𝑃(𝐳)) (2.13) 
式(2.13)の右辺の第一項は，実装する上では，式(2.8)を用いることがある．また，式(2.13)
の第 1 項において，Encoder で推定したパラメータから𝐳をサンプリングする必要があるが，
𝐳~𝑁(𝜇, 𝜎)としたとき，誤差逆伝播ができないことから，潜在変数を以下の式(2.14)でサンプ




𝑧 = 𝜇 + 𝜀𝜎 
(2.14) 
最終的な VAE の概要を図 2.8 に示す． 
 
図 2.8 VAE の概要図 
2.4.3 AAE 
AAE[7]とは，AE と GAN を組み合わせたモデルであり，AE の潜在変数の分布が任意の分
布になるように学習することができる．具体的には，GAN の Discriminator に任意の確率分
布と AE の潜在変数の分布を入力して学習する．AAE は，AE において式(2.8)の損失関数が
定義され，Adversarial Network においては式(2.7)の価値関数が定義される．AAE の概要を









2. サンプル𝑠の K 近傍を取得する． 
3. サンプル𝑠と K 近傍の特徴量の差を求める． 
4. 求めた特徴量の差に0~1の乱数をかける． 
5. 処理 4 の結果をサンプル𝑠に加える．これが新しく生成されたサンプルである． 
 
SMOTE の一連の流れを 1 次元空間で表したものを図 2.10 に示す． 
 













図 3.1 に示す． 
 
図 3.1 CapsuleGAN を用いたデータ拡張の概要図 




Discriminator の Primary Caps 層に変更を加えた．Primary Caps 層における特徴マップから














𝑩 = {𝜎(𝒂𝑛)|1 ≤ 𝑛 ≤ 𝑁 } (3.1) 

















) ，1 ≤ k ≤
𝑁 × 𝑊 × 𝐻
𝑀






用いて CNN モデルを学習させることで，クラス分類精度が向上すると考えられる． 







1. 学習データセットのクラス数の VAE を用意する． 
2. 学習データセットの各クラスに対して各 VAE を学習させる． 




6. 生成されたN次元の潜在変数を Decoder に通して画像を生成する． 
 
図 3.3 VAE における潜在変数操作の概要図 
3.4 AAE と SMOTE を用いたデータ拡張 






1. AAE モデルを一つ用意する． 
2. Discriminator の真のデータとして 10 個のラベル付き正規分布を用意する． 
3. 学習データセット全クラスをまとめて AAE を学習させる． 
4. 少数クラスの潜在変数に対して SMOTE を適用． 
5. SMOTE によってオーバーサンプリングした潜在変数を学習済み AAE の Decoder に通し
て，画像を生成する． 





図 3.4 理想的な潜在変数の分布 
 











 本章では，第 3 章で提案した手法の評価実験と考察について述べる．なお，本章における
実験は全て表 4.1 の環境下で行なった． 
表 4.1 実験環境 
OS Ubuntu 18.04.3LTS 
RAM 64GB 
CPU Intel®Core𝑇𝑀i7 − 6700K CPU @ 4.00GHz ×  8 










合，AAE と SMOTE を用いてデータ拡張することで，クラス分類精度を向上できるか調査す




1 クラスあたりの平均枚数が 7000 枚のデータセットである．Fashion-MNIST とは，10 クラ
スの衣料品の画像データと，そのラベルがセットとなっており，1 クラスあたり平均 7000
枚の画像データセットである．どちらの画像データセットもグレースケール画像である．こ





表 4.2 データセット 
 データ数 分類クラス １クラスあたりの平均データ数 
MNIST 70000 10 7000 
Fashion-MNIST 70000 10 7000 
 
     
0 1 2 3 4 
     
5 6 7 8 9 
MNIST 
 
     
T-shirt Trouser Pullover Dress Coat 
     
Sandal Shirt Sneaker Bag Ankle Boot 
Fashion-MNIST 
図 4.1 データセットの例 
4.2.2 評価指標 
 本項では，本研究で用いる評価指標について述べる．提案手法によって生成された画像の
品質を Inception Score(IS)[15]，Fréchet Inception Distance(FID)[16]，Multi-Scale Structural 
Similarity Image Quality(MS-SSIM)[17]の 3 つの評価指標を用いて評価する．これらの評価指
標について説明する． 
Inception Score とは，二つの確率分布の KL Divergence であり，式(4.1)で表される． 
 
 




























𝐹𝐼𝐷 = |𝝁1 − 𝝁2|
2 + 𝑡𝑟(𝚺1 + 𝚺2 − 2(𝚺1𝚺2)
1
2) (4.3) 
 MS-SSIM は複数の SSIM の平均であり，SSIM とは 2 枚の画像を画素値，コントラスト，
構造の三つの観点で評価したときの総乗である．SSIM は画像内のウィンドウ毎に求められ，


































4.3 提案した CapsuleGAN による画像生成 
 実験 1 では，提案した CapsuleGAN を用いて画像を生成する．3.2 節で提案した手法にお
いて，特徴マップの集合 A から特徴マップの集合 B へのランダム置換𝜎を複数種類用意す
る．𝛩種類用意するとした場合，置換𝜎の集合は𝛔 = {𝜎𝜃|1 ≤ 𝜃 ≤ Θ }となる．特徴マップの集
合 A に対して各置換𝝈𝜃を用いて特徴マップの集合 B へ置換する．このときの置換の様子を
図 4.2 に示す． 
 
図 4.2  𝚯種類のランダム置換による特徴マップの並び替え 
本研究では，用いるパラメータ𝛩を𝛩 = 1とする． 
CapsuleGAN により生成された画像の例を図 4.4 に示す．提案した CapsuleGAN によって
生成された画像は概ね，元のデータセットと似ている画像であると確認できる．しかし，
MNIST における数字の 6 と 9 の画像が崩れている．Fashion-MNIST においては，バッグの









図 4.3 CapsuleGAN の生成画像例(上段：MNIST，下段：Fashion-MNIST) 
4.4 実験 1：提案した CapsuleGAN による生成画像の品質評価 
4.4.1 実験概要 
 実験 1 では，4.2.2 項で説明した評価指標を用いて，提案した CapsuleGAN によって生成
した画像の品質を評価する．評価するにあたり，従来の CapsuleGAN でも同様に画像生成を
行う．なお，各クラスのデータセット数を 100 枚として，生成画像の枚数を 100 枚とする． 
4.4.2 実験結果および考察 








0 1 2 3 4 5 6 7 8 9 
IS 
従来手法 2.2 2.1 2.1 1.9 2.1 2.1 1.9 2.3 2.1 1.8 2.1 
提案手法 1.9 2.1 2.2 1.8 2.2 2.1 2.0 2.1 1.9 1.9 2.0 
FID 
従来手法 166 330 150 134 166 158 193 127 223 178 183 
提案手法 184 169 354 231 299 174 341 237 203 203 240 
 




0 1 2 3 4 5 6 7 8 9 
IS 
従来手法 2.4 2.0 2.3 2.4 2.6 2.2 2.6 1.8 2.4 2.0 2.3 
提案手法 2.3 2.0 2.2 2.3 2.5 2.1 1.9 1.9 1.8 2.1 2.1 
FID 
従来手法 222 348 260 232 246 251 278 310 295 259 270 
提案手法 231 411 290 247 289 300 373 299 337 282 306 
 







4.5 実験 2：提案した CapsuleGAN を用いたデータ拡張の評価 
4.5.1 実験概要 
 実験 2 では，提案した CapsuleGAN を用いたデータ拡張の評価実験として，CNN の学習デ
ータセットに加える，CapsuleGAN による生成画像の枚数と，CNN のクラス分類精度の関係
を調査した． 1 クラスあたりに加える生成画像の枚数を 0，50，100，500，1000 枚と変え
て CNN の学習を行い，それぞれの CNN のクラス分類精度の比較を行った．ただし，元のデ
ータセットは各クラス 100 枚とした． 
4.5.2 実験結果および考察 
データ拡張せずにクラス分類した結果を表 4.5 に示す．従来の CapsuleGAN を用いてデー
タ拡張したときのクラス分類結果を，データセットごとに表 4.6，表 4.7 にそれぞれ示す．
提案した CapsuleGAN を用いてデータ拡張したときのクラス分類結果を，データセットごと
に表 4.8，表 4.9 にそれぞれ示す． 




0 1 2 3 4 5 6 7 8 9 
MNIST 0.97 0.98 0.87 0.86 0.89 0.85 0.92 0.89 0.83 0.84 0.89 
Fashion-
MNIST 
0.73 0.89 0.73 0.89 0.61 0.85 0.23 0.93 0.92 0.88 0.77 
 




0 1 2 3 4 5 6 7 8 9 
50 94 94 88 86 90 91 94 83 88 85 89 
100 93 94 90 87 92 93 91 91 83 84 90 
500 92 92 84 88 94 88 94 90 92 85 90 









0 1 2 3 4 5 6 7 8 9 
50 82 89 77 83 40 95 24 82 92 85 75 
100 75 91 57 86 63 89 49 93 93 91 79 
500 76 91 75 86 60 90 43 90 91 91 79 
1000 81 92 78 83 61 89 40 92 93 92 80 
 




0 1 2 3 4 5 6 7 8 9 
50 97 97 87 86 90 87 92 84 88 90 90 
100 98 96 88 82 86 88 92 86 91 89 90 
500 97 97 87 90 89 88 91 87 90 88 90 
1000 98 98 85 92 90 90 92 87 83 90 91 
 




0 1 2 3 4 5 6 7 8 9 
50 72 86 76 88 52 91 23 90 93 90 76 
100 79 91 71 84 73 90 16 90 92 91 78 
500 77 91 64 83 80 89 35 89 94 93 80 
1000 74 92 68 78 73 89 35 88 92 93 78 
 
 表 4.5，表 4.6 より，追加枚数を増やすことで，クラス分類精度が向上することが確認で
きる．しかし，ある程度増やしたところで，精度の向上が見られなくなることが分かる．こ
れは正しい画像だけでなくノイズが生成されていることが原因であると考えられる． 
4.6 潜在変数を一様分布にしたときの VAE による画像生成 
 本節では，潜在変数を一様分布にした VAE によって生成された画像の例を図 4.5 に示す．







図 4.4 VAE の生成画像例(上段：MNIST，下段：Fashion-MNIST) 
 VAE によって生成された画像は概ね，元のデータセットと似ている画像であると確認で




4.7 実験 3：VAE による生成画像の多様性評価 
4.7.1 実験概要 
 実験 3 では，4.2.2 項で説明した評価指標の𝑀𝑆-𝑆𝑆𝐼𝑀𝑚𝑒𝑎𝑛を用いて，VAE によって生成し
た画像の多様性を評価する． 
4.7.2 実験結果および考察 
 VAE によって各クラスの画像を 317 枚生成し，生成した画像の中からランダムに 1000 組
の画像を選択し，画像間の MS-SSIM を求めた．さらに，MS-SSIM の平均𝑀𝑆-𝑆𝑆𝐼𝑀𝑚𝑒𝑎𝑛を求





表 4.10 実験 3 の結果(MNIST) 
 
クラス 
0 1 2 3 4 5 6 7 8 9 平均 
データセット 0.44 0.70 0.35 0.37 0.36 0.30 0.39 0.44 0.42 0.39 0.42 
生成画像 0.53 0.61 0.70 0.51 0.50 0.40 0.49 0.47 0.55 0.44 0.52 
 
表 4.11 実験 3 の結果(Fashion-MNIST) 
 
クラス 
0 1 2 3 4 5 6 7 8 9 平均 
データセット 0.52 0.66 0.33 0.63 0.46 0.23 0.30 0.61 0.24 0.71 0.47 
生成画像 0.50 0.53 0.40 0.50 0.57 0.37 0.46 0.57 0.32 0.81 0.50 
 
 実験の結果，提案手法において，MNIST の全クラス平均の𝑀𝑆-𝑆𝑆𝐼𝑀𝑚𝑒𝑎𝑛は 0.52 となり，




4.8 実験 4：VAE を用いたデータ拡張の評価 
4.8.1 実験概要 
 実験 4 では，VAE における潜在変数の分布を操作することで，データセットの各クラス
内のデータ分布の偏りがクラス分類に与える影響を調査する．そこで，元の学習データセッ
トのみを学習した CNN モデルと，VAE で生成した画像のみを学習した CNN モデルの性能
を，CNN クラス分類において比較する．この実験では，各クラスのデータセット数を 50，
500，1000 枚と変えて実験を行い，全ての場合において，学習用画像とバリデーション用画
像を 4:1 に分けて学習を行った． 
4.8.2 実験結果および考察 





表 4.12 実験 4 の結果(MNIST) 
 
各クラスのデータセット数 
50 500 1000 
Accuracy [%] 
データセット 65 93 95 
生成画像 74 69 71 
Precision [%] 
データセット 77 94 95 
生成画像 77 74 77 
Recall [%] 
データセット 67 94 95 
生成画像 74 69 71 
 
表 4.13 実験 4 の結果(Fashion-MNIST) 
 
各クラスのデータセット数 
50 500 1000 
Accuracy [%] 
データセット 60 78 84 
生成画像 66 62 60 
Precision [%] 
データセット 69 78 84 
生成画像 66 65 60 
Recall [%] 
データセット 67 78 84 
生成画像 66 62 60 
 







4.9 実験 5：AAE と SMOTE を用いたデータ拡張の評価 
4.9.1 実験概要 
 実験 5 では，AAE と SMOTE を用いることで，クラス間の不均衡なデータ分布におけるク
ラス分類精度を向上できるか調査した．まず，少数派クラスの各データ数を 10，50，100
枚，多数派クラスの各データ数を 100，500，1000 枚としたとき，データ拡張をしない場合
の CNN によるクラス分類精度の調査をした．つづいて，比較実験として，DCGAN を用いて
少数派クラスのデータを 100，500，1000 枚まで拡張したときのクラス分類精度の調査をし
た． 最後に，AAE と SMOTE を用いて少数派クラスのデータを 100，500，1000 枚まで拡
張したときのクラス分類精度の調査をした． 
4.9.2 実験結果および考察 
 データ拡張しない場合の結果を表 4.14，表 4.15，表 4.16 に示す．また，DCGAN を用いて
データ拡張した場合の結果を表 4.17，表 4.18，表 4.19 に示す．さらに，AAE と SMOTE を
用いてデータ拡張した場合の結果を表 4.20，表 4.21，表 4.22 に示す． 
表 4.14 データ拡張なしのクラス分類(少数クラス 10 枚，多数クラス 100 枚) 
 
クラス 























MNIST 0 0 0 0 0 38 63 59 25 47 23 
Fashion-
MNIST 
0 77 0 83 0 85 22 76 91 94 53 
Recall 
[%] 
MNIST 0 0 0 0 0 80 89 87 88 69 41 
Fashion-
MNIST 





表 4.15 データ拡張なしのクラス分類(少数クラス 50 枚，多数クラス 500 枚) 
 
クラス 























MNIST 98 98 95 93 97 84 85 86 70 74 88 
Fashion-
MNIST 
94 95 100 87 71 95 25 87 89 95 84 
Recall 
[%] 
MNIST 85 92 71 77 63 93 96 95 95 93 86 
Fashion-
MNIST 
28 88 2 64 16 93 93 96 95 90 66 
 
表 4.16 データ拡張なしのクラス分類(少数クラス 100 枚，多数クラス 1000 枚) 
 
クラス 























MNIST 97 98 96 96 97 85 90 88 82 82 91 
Fashion-
MNIST 
81 79 77 71 81 85 84 88 86 89 82 
Recall 
[%] 
MNIST 94 93 83 76 80 97 96 97 95 95 91 
Fashion-
MNIST 
71 69 71 72 76 89 83 88 85 83 79 
 
表 4.17 DCGAN によるデータ拡張後のクラス分類(各クラス 100 枚) 
 
クラス 
0 1 2 3 4 5 6 7 8 9 平均 
Precision 
[%] 
MNIST 93 92 89 93 93 84 82 81 73 69 85 
Fashion-
MNIST 
81 94 44 67 50 91 30 85 89 90 72 
Recall 
[%] 
MNIST 94 93 70 74 59 90 92 88 89 85 84 
Fashion-
MNIST 





表 4.18 DCGAN によるデータ拡張後のクラス分類(各クラス 500 枚) 
 
クラス 
0 1 2 3 4 5 6 7 8 9 平均 
Precision 
[%] 
MNIST 97 97 96 94 95 89 92 89 79 75 90 
Fashion-
MNIST 
84 97 74 85 66 97 38 86 92 95 81 
Recall 
[%] 
MNIST 94 95 81 82 70 94 94 94 94 94 89 
Fashion-
MNIST 
50 92 52 77 63 91 72 96 95 90 78 
 
表 4.19 DCGAN によるデータ拡張後のクラス分類(各クラス 1000 枚) 
 
クラス 
0 1 2 3 4 5 6 7 8 9 平均 
Precision 
[%] 
MNIST 97 97 96 94 97 91 93 92 85 87 93 
Fashion-
MNIST 
83 99 80 83 69 98 43 90 92 96 83 
Recall 
[%] 
MNIST 96 95 88 85 87 96 96 95 95 95 93 
Fashion-
MNIST 
59 90 49 82 68 94 75 96 96 93 80 
 
表 4.20 AAE と SMOTE によるデータ拡張後のクラス分類(各クラス 100 枚) 
 
クラス 
0 1 2 3 4 5 6 7 8 9 平均 
Precision 
[%] 
MNIST 93 91 91 93 93 81 82 83 76 75 85 
Fashion-
MNIST 
83 94 56 69 60 86 43 87 90 88 76 
Recall 
[%] 
MNIST 91 90 78 80 65 80 90 91 93 87 85 
Fashion-
MNIST 





表 4.21 AAE と SMOTE によるデータ拡張後のクラス分類(各クラス 500 枚) 
 
クラス 
0 1 2 3 4 5 6 7 8 9 平均 
Precision 
[%] 
MNIST 98 97 92 94 90 89 89 93 86 85 91 
Fashion-
MNIST 
81 84 76 86 70 75 60 87 86 87 78 
Recall 
[%] 
MNIST 96 95 91 94 76 95 91 86 90 91 91 
Fashion-
MNIST 
84 80 64 77 77 80 69 79 95 93 80 
 
表 4.22 AAE と SMOTE によるデータ拡張後のクラス分類(各クラス 1000 枚) 
 
クラス 
0 1 2 3 4 5 6 7 8 9 平均 
Precision 
[%] 
MNIST 98 98 95 94 93 90 91 90 89 89 93 
Fashion-
MNIST 
85 82 78 74 94 93 76 88 80 79 83 
Recall 
[%] 
MNIST 98 96 97 96 90 93 95 90 93 93 94 
Fashion-
MNIST 
88 85 80 76 78 90 89 84 88 76 83 
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