The autonomic-computing layer of the smart systems based on a cognitive dynamic system (CDS) is proposed as a solution for better decision making and situation understanding in non-Gaussian and nonlinear environments (NGNLE). Here, we report on a cognitive decision-making (CDM) system inspired by the human brain decision-making process. Furthermore, it is designed based on CDS for CDM and internal commands. The simple low complexity algorithmic design of the proposed system can make it suitable for real-time applications. A case study of the implementation of the CDS was done on a long-haul fiber-optic orthogonal frequency division multiplexing (OFDM) link. An improvement in Q-factor of 3.5 dB as well as 23.3% data rate efficiency enhancement are achieved using the proposed algorithms with an extra 20% data rate enhancement by guaranteeing to keep CDM error automatically under the system threshold.
I. INTRODUCTION
The cognitive dynamic system (CDS) is inspired by the human brain neuroscience model that is built on the principles of cognition based on perception-action cycle (PAC), memory, attention, intelligence, and language [1] - [3] .
The basic model of a CDS is provided in Fig. 1 . Also, Fig. 1 shows three main subsystems of CDS: (i) perceptor for sensing the environment (ii) the feedback channel for sending internal rewards and (iii) the executive for performing actions on the environment. The CDS loops through these subsystems which are known as the perception-action cycle (PAC). More details about CDS and PAC can be found in [2] .
The CDS can be considered as enhanced artificial intelligence (AI). CDS creates internal rewards and uses it to take some actions while AI takes actions based on the rewards [2] . The CDS was proposed as an alternative to artificial intelligence (AI) in most AI applications [2] - [4] .
In [2] - [4] , the CDS was used for cognitive radar applications to provide optimal target detection and intelligent The associate editor coordinating the review of this manuscript and approving it for publication was Gang Li . signal processing. In [2] - [10] , The CDS was applied for cognitive radio applications, such as dynamic spectrum management in wireless communication networks [9] . The CDS was discussed for theory and applications of cognitive control [3] , [11] - [13] . In [14] , [15] , the general concept of CDS was introduced for risk control in physical systems and specific applications of CDS for risk control were presented for vehicular radar transmit waveform selection [16] , mitigating the cyber-attack in the smart grid [17] , detecting the cyberattack in smart grid [18] , anti-vehicle to vehicle (V2V) jamming [19] . Also, the CDS was applied as the brain of complex network [20] , [21] . The prospective block diagram of the CDS for smart homes was presented in [22] . In [23] , the application of CDS for cybersecurity applications was discussed.
However, algorithms of CDS proposed in literature are for linear and Gaussian environments (LGE) [2] - [23] . Here, LGE means that the outputs of the environment linearly depend on the inputs. Also, the outputs of the environment have Gaussian distribution. Therefore, the typical CDS in [2] - [23] uses the Kalman filter. Usually, the Kalman filter can be applied to linear environments only. The simplified version of Shannon theory is used by [2] - [23] for Gaussian environment for calculating the entropic state at time n. Typical CDS can use the entropic state at time n as the internal reward. However, the Shannon entropy equation cannot be simplified for the non-Gaussian environment. Therefore, the algorithms proposed in literature for typical CDS cannot be applied for the non-Gaussian and nonlinear environments (NGNLE). Here, NGNLE means that the outputs of the environment are not linearly dependent on the input. Also, the outputs of the environment do not have Gaussian distribution.
We should mention here that many AI applications are NGNLEs. For example, most data obtained or measured from health conditions, education, and social sciences are often not normally distributed [24] . The examples of non-Gaussian distribution for health conditions, education and social sciences are prostate cancer modeling [25] , [26] , psychometric [27] and labor income [28] , respectively. The same holds true for the long-haul fiber-optic link [29] - [30] .
The computational complexity of the CDS algorithms in [2] - [23] is high in complex environment. Also, in an NGNLE, the complexity of CDS algorithms in [2] - [23] is higher than that in LGE. In this paper, we develop a CDS for NGNLE with simple, straightforward and faster PAC algorithms.
In [30] - [32] , the CDS was proposed for smart fiber optic communication systems as an example of smart systems using cognitive decision-making (CDM). The CDS is used to control the quality of service in long-haul fiber-optic links. The CDS can take some actions such as changing the data rate so that the bit error rate (BER) is under the predefined threshold. In [30] , the CDS with a simple executive was presented. The simple executive cannot predict the outcome of the actions before applying actions on the environment. Besides, the simple executive cannot control the modeling configuration of the perceptor.
In this paper, the algorithms for the CDS is presented for the CDM in NGNLE. The proposed algorithms for the CDS uses the advanced executive. The advanced executive can predict the outcome of the multiple actions before applying action to the environment. In addition, the advanced executive can change the modeling configuration of perceptor through the internal commands.
At the end of this manuscript, the case study CDS is presented for NGNLE long-haul fiber-optic link. It is demonstrated that this new design can provide 23.3% data-rate efficiency enhancement as well as 3.5 dB Q-factor improvement using the proposed fast algorithms. Besides, CDS can replace the typical soft-decision (SD) in a fiber optic link and increases the data rate efficiency. To ensure that we have a reliable communications link, the soft decision forward error correction (SD-FEC) uses 20% OH [33] in optical communications systems. However, the CDS can always keep the decision-making error under the system threshold, and this is a typical function of the CDS. A comparison between the proposed method and the related work on long-haul fiber-optic communications case study [30] is given in Table 1 . The paper is organized as follows. In section II, the non-Gaussian and non-linear environment (NGNLE) is discussed. Section III presents the architectural structure of CDS and the proposed algorithms CDM on general NGNLE. In section IV, we discuss the simulation results for the case study of a longhaul fiber-optic OFDM link. Finally, in section V, we summarize the main contribution of our work.
II. NON-GAUSSIAN AND NONLINEAR ENVIROMENT (NGNLE)
Suppose X n ∈ {X 1 , X 2 , . . . , X M } is a current state and situation of NGNLE. X n can be selected between M discrete states or situations, as a function of discrete-time n. Based on the measurement on the NGNLE, the value of X n is estimated. For example, in communication systems that use QAM-4, there are four possible transmitted symbols X 1 , X 2 , X 3 and X 4 (10, 00, 01 , 11) at discrete time n. The receiver may select X 2 out of four possible symbols as the symbol that was transmitted at the time n. The relation between observables and NGNLE situation can be defined as follows (See Fig. 2 ):
where Y n is observable that is extracted from measured signals from the sensors. As mentioned before, X n corresponds to current NGNLE conditions or situation which we would like to estimate. Here, w n is additive noise with arbitrary probability density function (PDF), which could be non-Gaussian. The g n (·) is a nonlinear mapping of X n and w n to Y n . One example of such a system can be seen in a long-haul orthogonal frequency division multiplexing (OFDM) fiber optic link. In the next section, we briefly describe the OFDM fiber optic link. 
A. OFDM-BASED FIBER-OPTIC SYSTEM
OFDM has received significant attention from the researchers in optical communication systems [34] - [36] . Fig. 3 shows the conventional OFDM-based fiber-optic system. The binary data is mapped to symbols using a symbol mapper. For example, if the symbol is '11', the corresponding amplitude X n is 1+1j and if the symbol is '00', the amplitude is −1−1j. The orthogonal subcarriers are modulated by an array of symbols and multiplexed together using inverse fast Fourier transform (IFFT). Usually, a cyclic prefix (CP) can be used in the guard intervals (GI) between OFDM frames to reduce distortions due to chromatic dispersion (CD) [34] . After the digital-to-analog converter (DAC), the OFDM data is translated to optical domain using an optical IQ modulator. After propagating through a long-haul fiber-optic link, the coherent receiver converts the data in optical domain to the electrical domain. After the analog-to-digital conversion (ADC), the Fast Fourier transform (FFT) demultiplexes the data in orthogonal subcarriers and an additive channel equalizer (ADE) is used to compensate for CD and linear distortions. However, nonlinear distortions in the fiber-optic link cannot be efficiently removed by conventional nonlinear mitigation methods in practical applications. These nonlinear distortions can be deterministic such as self-phase modulation (SPM), cross-phase modulation (XPM) and four-wave mixing (FWM) between subcarriers, or stochastic nonlinear impairments such as the interaction between amplified spontaneous emission (ASE) and Kerr effect leading to Gordon-Mollenauer phase noise [37] .
B. LONG HAUL FIBER OPTIC OFDM LINK AS AN EXAMPLE OF NGNLE
Typically, in the analysis of the long-haul fiber-optic system, the fiber optic channel is assumed to be nonlinear, and noise is assumed to Gaussian to simplify the problem [29] . Under the Gaussian noise assumption, it follows that the variance of nonlinear noise should be proportional to the total distance L. However, in [29] it is shown that the variance of nonlinear noise scales as L x where x ∈ (1, 2) depending on the dispersion map. It is not clear if the Gaussian noise assumption is acceptable for OFDM systems in the presence of nonlinearity. In this paper, we investigate the performance of a long-haul fiber-optic OFDM link, which is an example of NGNLE. Fig. 4 shows that OFDM system with CDS. In Fig. 4 , we assumed that the CDS is placed in the receiver, but CDS can send commands to transmitter, such as changing the data-rate or signal transmission power. In addition, the intelligent subsystem of CDS can be considered as the subsystem of data symbol decision part of the optical transceiver. We should mention here the conventional system uses soft-decision (SD) and hard-decision (HD) forward error correction (FEC). SD-FEC leads to additional overhead to the data rate that reduces the system efficiency. Typically, the SD-FEC is used to guarantee that the decision-making error before the HD-FEC is under the HD threshold. However, when the CDS is used for decision making as proposed in this paper, it can guarantee that the decision-making error is always under the HD-FEC threshold. Hence, the SD-FEC may no longer be needed when the CDS is used, and thereby, the additional overhead due to SD-FEC could be removed.
III. DESIN OF CDS ARCHITECTURE
The detailed CDS architecture for decision-making is shown in Fig. 5 . The CDS has two main subsystems: (i) the perceptor and (ii) the executive. There is a feedback channel linking them. Through interacting with the environment and shunt cycles, a PAC is created to improve the decisionmaking accuracy. The use of local and global feedback loops in CDS make it different from artificial intelligence [3] . The preceptor, as the name implies, perceives the environment, i.e. it is responsible for making a statistical model of the environment. Based on the statistical model, the preceptor makes a decision on the current status of the environment which is used for reward calculation. The reward is sent to the executive through the main feedback link. The executive has also access to the statistical model of the environment through the internal feedback (which is typically a low data rate communication link). The executive uses the reward and statistical model of the environment for learning and takes actions to change the environment. For example, in fiber optic systems, it may decrease the signal power so that the nonlinear distortions are within an acceptable level or it may increase the size of QAM constellation to increase the data rate and spectral efficiency.
The CDS can operate in four modes (i) pre-adaptive actions mode (ii) environmental actions mode, (iii) post-adaptive actions mode, and (iv) steady-state. The executive functions will be different depending on the CDS mode. The steady-state mode means all is well and no more actions are required. Pre-adaptive mode actions are related to finding the first action to apply to the environment. The environmental actions correspond to actions that can be done on the environment for better decision making or total system performance enhancement. When the CDS operates in post-adaptive action mode, internal commands are sent to the perceptor from the executive using internal feedforward link for improving the decision making accuracy. Figure 5 shows that the CDS uses a database for training and Bayesian model extraction. The perceptor is also responsible for knowledge extraction(see section III.A). The knowledge is used to reason and predict the unknown situations for decision-making. The knowledge in the perceptor is represented as a set of concepts and the relationships among them, together with the environment situations as described in section II. Therefore, in a specific situation or on user request, the CDS switches from steady-state to the pre-adaptive mode. In the next sub-sections, the detailed algorithmic descriptions of preceptor and executive and those of mode (ii) and mode (iii) are presented.
A. PERCEPTOR
The main sub-blocks of the perceptor are (i) a three-layered Bayesian generative model, (ii) previous model selection, and (iii) Bayesian equation and decision-making. The multilayer Bayesian generative model is presented as follows. Figure 6 represents the three-layered Bayesian modeling for an NGNLE. When there exists no relevant model in a model library, the three-layered Bayesian modeling block extracts the statistical model of the system. The 3-layered Bayesian modeling consists of three layers as explained below.
1) BAYESIAN GENERATIVE MODEL EXTRACTION

a: LAYER I:
In NGNLE some observables could have any values, and hence, a high volume of memory is required for saving the variables corresponding to these observables that may have low probability of occurrence. Therefore, we define the probability box (PB) as a box with its boundaries correspond to a certain percentage of values of an observable. For example, 96% probability box means 96% of values of an observable are inside boundaries of this box. In addition, the system maps and normalizes all values outside of this box to the PB borders. In this way, the filtered or normalized data is sent to Layer II asȲ k n at the time n and PAC number k for further processing. The internal reward is used to select the borders of the probabilistic box adaptively in post adaptive actions by the executive (see section III.C). For lower computational cost and faster modeling, a lower probability box percentage is better.
b: LAYER II:
In Layer II, the values related to the observables are discretized with discretization steps x and y (it can be 2D if the observables are complex numbers (see Fig. 7 ). For simplicity, we have assumed x = y and we define precision factor as:
The normalized observables,Ȳ k n that are inside the shaded box (see Fig. 7 ) are mapped to the center of the square as (x i, , y j ), where i is the index for the real part and j is the index for the imaginary part. For example, if x i = 1, y j = 2 and Y k n = 1.1 + 2.05j, it is mapped to 1+2j. The discretized observablesŶ k n are sent to Layer III for probability estimation. This discretization is inspired by the brain. Our brain monitors the temperature, light and other environmental conditions and maps this low-level representation to our initial perception, which is a high-level representation such as day or night, cold or warm [1] . The low-level representation requires a huge amount of data, which is mapped to an important set of information (initial perception) that takes significantly less memory. This discretization can be more complicated if we use a non-uniform discretization. Thus, a lower PF means a higher model accuracy. However, it leads to higher computational cost. Layer II also receives the command from the executive in mode (iii), and it can change the PF based on the current CDS policy. Layer II will send the discretized measured observables asŶ k n to Layer III.
c: LAYER III:
In this layer, the system estimates the probability of measured observables Y k n for a given X k n (usually, it is known from the database), i.e. P(Y k n |X k n ) by approximating it as the probability ofŶ k n for the givenX k n , using the Monte-Carlo method. The extracted model in this layer can be called the Bayesian model. This model is also saved in the model library for future use. The executive will use the extracted statistical model for prediction by receiving it from the internal feedback, evaluating the actions virtually before applying them on the environment.
B. BAYESIAN EQUATION AND MAXIMUM POSTERIORI SELECTION
Conventionally, the perceptor of CDS should have Bayesian filtering [7] . In this paper, we use the Bayesian equation approach for extracting the posterior in decision-making, which is simpler than the Bayesian filtering approach. This is because we need to design low-complexity and real-time algorithms in NGNLE applications. The posterior can be calculated using the Bayesian equation as
Here, k denotes the PAC number, and n means CDM at time n.
The estimated Bayesian generative model P(Ŷ k n |X k n ) and the evidence P(Ŷ k n ) are extracted in Layer III. The P(X k n ) can be estimated using the database. b k (·) is the extracted posterior at the kth PAC.
1) MAXIMUM POSTERIORI SELECTION AND ASSURANCE FACTOR
The CDS can save the estimated posterior P(X k n |Ŷ k n ) in the perceptor library after one-time calculation, and it is not necessary to calculate (3) for each symbol. We can use the posterior P(X k n |Ŷ k n ) to select theX k n that has the maximum probability in each discretized cell as:
Here l = 1, 2, . . . , M , where M is the total number of decision making situations (see section II and eq. (1)).
2) FEEDBACK CHANNEL, ASSURANCE FACTOR AND INTERNAL REWARDS
Typically, the CDS uses the Kalman filter and Shannon theory [2] to calculate the entropic state at time n. The above technique is applied on the linear and Gaussian environment (LGE). However, in a NGNLE, the complexity of using above algorithm is higher than that in LGE. We would like to prevent using extra logarithms, complicated functions, or the integrals required in the entropic state calculation with Kalman filter and use simple, straightforward and faster algorithm. Most of the time, we make a wrong decision when we do something with an assurance <100%, such as gambling. Similarly, the CDS makes a decision using (3) and (4), and selects the maximum probability using maximum a posteriori probability (MAP) rule. Therefore, the CDM error is proportional to assurance (when the assurance is less than 100%). Consequently, we define the average assurance factor (AF) as
where L is an arbitrary time-discrete interval to calculate the assurance factor and P(X k o |Ŷ k o ) refers to the maximum posterior at discrete time o and PAC k. The increment of the assurance factor in kth PAC is given by
where the AF k−1 n and AF k n are the assurance factors that can be calculated at (k-1)th and kth PAC, respectively. The internal reward, denoted as the rw k n , may be defined as an arbitrary function of AF k n and AF n k as:
where f k (·) is an arbitrary funcation. The f k (·) can be defined, based on the environment type (e.g. human body or fiber-optic channel, etc) or the preceptor configuration such as desired computational cost or accuracy. The preceptor sends the rw k n to the executive by the global feedback channel. In addition, the perceptor sends the estimated Bayesian model and evidence through the internal feedback channel. Also, the perceptor receives the modeling configurations such as PF k and PB k through the internal feedforward channel that are internal commands from the executive. Here, PF k and PB k are the precision factor and probability box percentage at the kth PAC, respectively.The executive uses this information to find the proper action for applying on NGNLE. Table 2 shows the important notations that are used in this paper. 
C. EXECUTIVE
The executive is the most important part of the CDS. It is responsible for improving decision-making accuracy. Decision-making accuracy improvement can be achieved by applying action on NGNLE. For example, the executive can activate the actuators in the smart home or send internal commands to the perceptor for changing the modeling configurations. The executive brings non-monotonic reasoning to the CDS by using the internal reward. The executive that we design here has three parts: planner (it consists of the actions library also), policy, and learning using prediction.
1) PLANNER AND POLICY
The planner extracts the set of prospective actions that already saved in the CDS actions library. In addition, the planner selects the first action in 1 st PAC using pre-adaptive actions. In addition, the planner applies the post-adaptive actions through internal feedback and feedforward channels (i.e., shunt cycle). In this paper, the policy determines the desired goals that the CDS should achieve using PAC. The goal can be the trade-off between desired CDM accuracy and computational cost. Here, we define the CDS goal as the threshold, for simplicity.
2) LEARNING USING PREDICTION a: EXECUTIVE ACTIONS
The actions in the executive can be classified as the environmental actions and internal CDS commands. Therefore, we define the actions space as 
where c k is the action in PAC number k and C is set of all possible actions in action space (see Table 2 also).
Since the physical action to change the environment could be expensive, the executive performs virtual actions and predicts the outputs of the sensors based on the statistical model of the NGNLE. The virtual action means that the executive can virtually apply action to the virtual environment and predict the action outcome as prospective internal rewards or assurance factor. That is inspired by human brain [30] . We first calculate the maximum ratio of the standard deviation of virtual sensor outputs at kth and (k-1)th PAC as (see Table 2 for the notation)
where t ∈ {1, 2, . . . , T } is the index for the virtual action and T is a total number of desired virtual actions for which the model at kth PAC is still valid. The virtual sensor output at (k + 1)th PAC and tth virtual action cycle index iŝ
where h (·) is an arbitrary funcation. The h (·) can be defined, based on the environment type (e.g. human body or fiber-optic channel, etc). The posteriori due to the virtual action c t k+1 is predicted using
In eq. (11), the b k (·) is received through the internal feedback from the perceptor (See eq (3) ). The predicted assurance factor may be calculated as
and
Then, the predicted internal rewards for the desired virtual action c t k+1 is
The virtual action index t bar that leads to the the minimum internal reward is
The actual actions to be applied on the environment is
c k+1 is the best action to apply on the environment to improve the decision-making performance. Algorithm 1 shows outline of the main algorithmic process for the global PAC of the CDS. In some applications, the policy may update the threshold to change the accuracy for a lower complexity with acceptable accuracy.
b: POST ADAPTIVE ACTIONS: INTERNAL COMMANDS
As mentioned before, some actions apply on the environment and the CDS receives the internal reward through the global PAC using the main feedback channel. However, the actions can be internal commands that the CDS can use for self-tuning i.e. the trade-off between computational cost and accuracy according to the policy. Based on (7) , internal commands are a precision factor PF f ∈ {PF 1 , PF 2 , . . . , PF F } (descending order), and probability box, PB g ∈ {PB 1 , PB 2 , . . . , PB G } (ascending order). Here, F and G are maximum PAC indices related to PF and PB actions, respectively. The process is similar for both PF and PB actions and it is presented in detail through Algorithm 2. for t = 1 to T then 21:
Apply c t k+1 virtually (c t k+1 ∈ C) 22:
Calculate P(X Figure 8 shows the CDS architecture block diagram for the OFDM long-haul fiber optic link. As mentioned before, we select the fiber optic link as an example of NGNLE. In general,X k n can be supplied by the database shown in Fig. 4 , i.e. the transmitter may send a known sequence during the training period. Alternatively, the estimatedX k n after the FEC may be used instead of the sequence from the database for model extraction. The bit error rate (BER) after forward error correction (FEC) is between 10 −15 and 10 −12 [38] when the BER before the FEC is less than the FEC-threshold. In addition, a good measure of the decision error is the BER. The BER can be estimated in two ways. First, if the BER is less than the FEC threshold, then the BER after the FEC is measured and the BER before the FEC can be found using the extrinsic information transfer (EXIT) chart [33] . Second, if the BER is more than the FEC threshold, we can estimate the BER using 16 or 32 training frames that are used for linear distortion mitigation. The channel estimation and compensation of linear impairments are done using the linear adaptive channel equalizer that uses 16 training frames to mitigate linear distortion [39] . Therefore, the prospective internal reward can be calculated as follows (see eq. (12)):
The prospective data rate at k th PAC and t th virtual action cycle is
where d is 4 Gb/s discretization step for data rate and R ref is a convenient reference the data rate that is set equal to (R 1 1 −d). The actions space for this specific case study is (see eq. (8)):
Here, P k tx is the input launch power in kth PAC number. In addition, eqs. (9)-(11) can be used for the virtual actions posteriori estimation in this case study (see Algorithm 1).
A. SIMULATIONS PARAMETERS AND SYSTEM CONFIGURAITONS
We illustrate the modeling process by performing numerical simulation of the OFDM system. The signal propagation in optical fiber is described by the nonlinear Schrodinger equation (NLSE), which is solved using the standard split-step Fourier scheme [39] . The output of the linear equalizer is passed to the preceptor (See Figs. 3 and 4 ). X k n represents the transmitted symbols which take the values from the following set X k n ∈ {±3 ± 3j, ±1 ± 1j, ±1 ± 3j, ±3 ± 1j} with equal probability and Y k n represents the corresponding received symbols after linear equalization.
The simulation parameters of fiber optic system are presented in Table 3 . The CDS parameters are as follows: PF = 2, probability box percentage = 96%, and FEC threshold = 1.03 × 10 −2 (with 14.29% Overhead (OH) for the hard decision (HD)) [33] before post adaptive actions. However, these parameters can be changed by the CDS using internal commands, adaptively (Appendix A, Algorithm 3). Furthermore, as we mentioned before, the CDS can potentially replace the typical soft-decision (SD) FEC in a fiber optic link. Since the CDS (as presented in Algorithm 1 and 2) can keep the BER under the HD-FEC threshold, there is no need for SD-FEC and hence, additional 20% data rate is available for data transmission. For the fiber optic system without CDS, this 20% data rate is reserved as SD-FEC overhead to guarantee reliable transmission.
B. SIMULATION RESULTS AND DISCUSSIONS 1) PRE ADAPTIVE ACTIONS
The BER of a conventional fiber-optic communications system (i.e., without CDS, see Fig. 3 ) is shown in Fig. 9 . We consider 1.03×10 −2 (with 14.29% overhead (OH)) as the FEC threshold for HD [33] . Thus, we can see from Fig. 9 that the maximum achievable data rate is 208 Gb/s. The CDS uses 208 Gb/s for j = 1 (i.e. first data rate, R 1 1 = 208 Gb/s). Also, we assume discretization step for data rate, d = 4 Gb/s, and a step of 1 dB for the launch power. Therefore, the reference data rate R ref is 204 Gb/s (see (16) ). Typically, the launch power is so optimized that the BER is minimum for the given data rate.
2) RESULTS FOR THE SYSTEM WITH THE CDS
Figs. 10a and 10b show the prospective internal rewards and BER in virtual action cycles, respectively. In Fig. 10 , ''c 2 prediction'' means the executive applies virtual c t 2 action on a virtual environment (Here, t ∈ {1, 2, · · · , 8} and 2 is the PAC cycle index). Then, the executive predicts the best action that can be applied to a real environment as c 2 . Fig. 12 shows the BER calculated in perceptor when this action is actually applied on the environment by the executive. The global PAC procedure can be summarized using Fig. 8-11 as follows: 1) 1 st PAC: CDS reduces the date rate to find the first data rate with the BER under the FEC-threshold (see Fig. 9 and section IV.B.1). Therefore, 208 Gb/s is applied to the fiber optic link as the first action (c 1 ). Because the BER is under the FEC threshold, the perceptor can extract the statistical model for 208 Gb/s.
The perceptor can improve the BER using the extracted model (see Fig. 11 ). Note that the minimum BER for a conventional system at 208 Gb/s is 8.0 × 10 −3 whereas that is reduced to 5.5 × 10 −4 when the CDS is used. The perceptor sends the extracted model to executive using internal feedback link. 2) 2 nd PAC: The executive predicts the prospective internal rewards and BER for virtual action of c 2 (see Fig. 10 , and Algorithm1, eq. (14)- (19) ). The executive performs virtual actions of increasing the data rate, passing through a virtual fiber optic channel and measuring the BER. The data rate at the internal executive cycle index t is given by (19) . From Fig. 10b , we see that at t = 8, the data rate R 2 8 = 240 Gb/s and the corresponding BER is above the FEC threshold. Therefore, the executive applies the data rate of 236 Gb/s as the actual action c 2 (which is the data rate at t = 7). Note that the prospective internal reward is minimum for the data rate of 236 Gb/s (See Fig. 10a ) and the prospective BER is under the FEC threshold. After applying c 2 by the CDS, the perceptor uses the model corresponding to 208 Gb/s (see Fig. 8 , previous model selection) to predict the BER for 236 Gb/s. In this case, at PAC 2, a signal at a data rate of 236 Gb/s is transmitted over a fiber optic channel and as can be seen from Fig. 11 , the BER is found to be above the FEC-threshold. Note that we used the previous model selection in this case study. By using previous model selection, the system does not need to transmit the training frames for model extraction.
3) 3 rd PAC: Since the BER is more than the FEC-threshold for action c 2 , the executive reduces the data rate by d = 4 Gb/s see Fig. 8 ). As a result, the executive applies 232 Gb/s as c 3 in 3 rd PAC number. Then perceptor uses 208 Gb/s model for BER estimation of the signal at a data rate of 232 Gb/s (See Fig. 11 ) and it can bring the BER for 232 Gb/s under FEC-threshold. Therefore, the perceptor can extract the model for 232 Gb/s. The extracted model results in further BER improvement (see Fig. 11 ). 4) 4 th PAC: The executive sends the signal at a data rate of 236 Gb/s (See Fig. 10 ) as c 4 to the environment because the predicted BER for 240 Gb/s is more than the FEC-threshold (see Fig. 10b ) and prospective internal reward increases for 240 Gb/s (see Fig. 10a ). Fig. 11 shows that the perceptor can bring the BER for 236 Gb/s under FEC-threshold using the model for 232 Gb/s. Like 3 rd PAC, the BER can improve further using the exact extracted model (see Fig. 11 ). 5) 5 th PAC: The executive finds that the predicted BER for 240 Gb/s is less than the FEC threshold (see Fig. 10b ), but the prospective internal reward increases in comparison to 236 Gb/s (see Fig. 10a ). Therefore, the executive turns on post-adaptive actions for the data rate of 236 Gb/s as explained below (also see Fig. 8 and Algorithm 3 in Appendix A).
Based on [33] , if the CDS brings the BER under 4.7 × 10 −3 before HD-FEC, the required OH can be reduced from 14.29% to 6.25%. As a result, 19.85 Gb/s out of 236 Gb/s (which is 8.04%) data rate can be used for data transmission instead of assigning for overhead. Therefore, the CDS decreases the PF to achieve this goal using internal commands as the post adaptive actions (see Algorithm 3 in appendix A). Decreasing the PF can improve the modeling accuracy, which results in improving the transmitted data estimation with lower BER.
The CDS learning curve is shown in Fig. 12 (a) and corresponding BER is shown in Fig. 12 (b) . In Fig. 12 , the PACs 1, 2, 3 and 4 are the CDS global actions that correspond to the data rate of 208, 236, 232 and, 236 Gb/s respectively (see Algorithm 1). The PACs 5, 6, 7, and 8 are the CDS internal commands as the PF 2 = 1, PF 3 = 0.5, PF 4 = 0.1, and PF 5 = 0.05, respectively at 236 Gb/s data rate (see Algorithm 3). The results for the CDS at steady state are summarized in Table 4 . The smart fiber-optic link enhances the 23.3% data rate efficiency in comparison to the conventional fiber optic link. This is the sum of (i) 28.0 Gb/s data rate enhancement from R 1 to R 4 and (ii) 19.85 Gb/s due to 8.04% HD overhead reduction by bringing BER under 4.7×10 −3 . (check the HD percentage). The Q-factor can be calculated from the measured BER (refer our OFDM sensor paper or our book). The final Q-factor improvement is 3.5 dB, which is significant improvement for the long-haul fiber-optic link. The performance improvement using digital backpropagation (DBP) is typically 1-2 dB [41] , whose computational cost and complexity are significantly higher as explained below. Besides, the DBP does not provide data rate enhancement.
It is useful to compare the complexity of the proposed method in this paper with the DBP for Q-factor enhancement using Table 3 simulation parameters. We run both algorithms on Microsoft Surface-Pro with Intel R Core TM i706650U CPU @ 2.20GHz 2.21 GHz, 16 GB RAM, system type 64-bit Operating System x64-Based processor using MATLAB. For the DBP algorithm [38] , the runtime is 1225.4 Seconds (∼20 minutes and 25 seconds). However, this runtime for the proposed CDS is 7.5, 14.03, 38.14 and, 135.8 seconds for PFs equals to 2, 1, 0.5, 0.1, and 0.05 respectively. In addition, The CDS runtime reduced to 3.9, 4.3, 4.4, 5.3, and 7.0 seconds for PFs 2, 1, 0.5, 0.1, and 0.05 respectively for the CDM in steady-state mode. However, the DBP running time will always remain similar for any continuous data stream.
Algorithm 3 Post Adaptive Actions for the Fiber Optic Link (Shunt Cyle Actions)
Input: threshold = 4.7 × 10 −3 , c K , R K , PF set actions Output: the c K +F+G as the final actions Initialization:
Probability box = 96% 1: for f = 2 to F then 2: Action c K +f ← PF f 3: Send action by shunt cycle to perceptor 4: Receive P(Ŷ K n | X K n ) and P(Ŷ K n ) from perceptor 5: Calculate the P(X K +f n | Y K n ) thenX K +f n 6: Estimate the BER K +f and, rw K +f K 7: if the BER K +f < threshold then 8:
Reduce the OH to 6.75% 9:
Turn steady state mode on for R K 10:
Break for 11: End if 12: End for 13: if steady state mode off then 14: Action c K +F+1 ← PB 2 = 99% 15: Repeat line 3 to 6 again 16: if the BER K +f < threshold then 17:
Reduce the OHto 6.75% 18:
Turn steady state mode on for R K 19: else 20:
Turn steady state mode on for R K 21: End if 22: End if
V. CONCLUSION
In recent years, some efforts were made to develop intelligent machines using CDS for AI applications. However, the algorithms proposed in literature for CDS [2] - [23] are applicable to LGE, but they cannot be applied for NGNLE. Therefore, we proposed computationally efficient CDS algorithms applicable NGNLE. We redesigned the CDS in detail to make it suitable for NGNLE applications. The proposed algorithms are applied to the long-haul nonlinear fiber-optic link as a case study. By upgrading the conventional link to smart one, the achievable data-rate is increased from 208 Gb/s to 236 Gb/s with the help of CDS. Also, the CDS improves the Q-factor by 3.5 dB (the final BER = 4.6 × 10 −3 at 236 Gb/s) as compared to the conventional system without CDS, which means the required HD overhead can be reduced. As a result, the final data rate enhancement is 23.3%. In addition, since the system upgraded with the CDS does not require SD-FEC, the overhead (Typically 20%) due to SD-FEC can be eliminated. Typically, SD-FEC with an overhead of ∼20% is used to guarantee that the BER is under HD-FEC threshold. An additional advantage of the CDS is that SD-FEC overhead is no longer needed since the CDS tries to keep the BER under HD-FEC threshold automatically.
The presented algorithms in this paper are so simple and fast because it used the Bayesian equation for calculating the posterior that has the lowest complexity as compared to the other algorithms proposed in literature for preceptor. This makes CDS perfect candidate for the NGNLE applications such as healthcare or long-haul fiber optic link. Also, CDS may be a good candidate for CDM sub-systems in next generations of future robots.
APPENDIX
Here, the updated Algorithm 2 is presented as the Algorithm 3 and, for the fiber optic link case study as an example of NGNLE.
