On alternative theorems and necessary conditions for efficiency by Luu, Do Van & Nguyen, Manh-Hung
On alternative theorems and necessary conditions for
efficiency
Do Van Luu, Manh-Hung Nguyen
To cite this version:
Do Van Luu, Manh-Hung Nguyen. On alternative theorems and necessary conditions for ef-
ficiency. Cahiers de la Maison des Sciences Economiques 2006.19 - ISSN 1624-0340. 2006.
<halshs-00112454>
HAL Id: halshs-00112454
https://halshs.archives-ouvertes.fr/halshs-00112454
Submitted on 8 Nov 2006
HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.
L’archive ouverte pluridisciplinaire HAL, est
destine´e au de´poˆt et a` la diffusion de documents
scientifiques de niveau recherche, publie´s ou non,
e´manant des e´tablissements d’enseignement et de
recherche franc¸ais ou e´trangers, des laboratoires
publics ou prive´s.
Maison des Sciences Économiques, 106-112 boulevard de L'Hôpital, 75647  Paris Cedex 13
http://mse.univ-paris1.fr/Publicat.htm
ISSN : 1624-0340
Centre d’Economie de la Sorbonne
UMR 8174
       
On alternative theorems and
necessary conditions for efficiency
Do Van LUU
Manh Hung NGUYEN
2006.19
ON ALTERNATIVE THEOREMS AND NECESSARY
CONDITIONS FOR EFFICIENCY
Do Van Luu and Manh Hung Nguyen
Abstract. In this paper, we establish theorems of the alternative for a
system described by inequalities, equalities and an inclusion, which are gener-
alizations of Tucker’s classical theorem of the alternative, and develop Kuhn-
Tucker necessary conditions for efficiency to mathematical programs in normed
spaces involving inequality, equality and set constraints with positive Lagrange
multipliers of all the components of objective functions.
1.Introduction
Theorems of the alternative play an important role in establishing neces-
sary optimality conditions to scalar and multiobjective optimization problems.
Under suitable constraint qualifications we could obtain Kuhn-Tucker neces-
sary conditions for efficiency in terms of derivatives or directional derivatives
of objective and constraint functions in some sense. Many authors have de-
rived necessary optimality conditions under different constraint qualifications
with generalized convexity (see, e.g., [1], [2], [5]-[12], [14], [16], and references
therein). Note that if a Lagrange multiplier corresponding to some component
of the objective function is equal to zero, then that component has no role in
necessary conditions for efficiency. Hence, it is necessary to get Kuhn-Tucker
necessary conditions for efficiency with Lagrange multipliers associated with
all the components of objective functions to be positive.
Maeda [13] generalizes the Guignard constraints qualification for Fre´chet
differentiable multiobjective optimization problems consisting of only inequal-
ity constraints in finite dimensions, and establishes Kuhn-Tucker necessary
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2conditions for efficiency with positive Lagrange multipliers corresponding to
all the components of objective functions. A Maeda type constraint qual-
ification in the semidifferentiable case is considered by Preda-Chitescu [15]
for multiobjective mathematical programming involving inequality contraints
in finite dimensions. The Kuhn-Tucker necessary conditions for efficiency ob-
tained by Preda-Chitescu [15] are a development further to those due to Maeda
[13]. Giorgi-Jime´nez-Novo [4] introduce constraint qualifications, which gen-
eralize Maeda’s constraint qualification [13], and prove an alternative theorem
for a system comprising inequalities and equalities together with Kuhn-Tucker
necessary conditions for efficiency in finite dimensions in which the positiv-
ity of Lagrange multiplies corresponding to all the components of objective
functions are ensured.
The purpose of this paper is to develop Kuhn-Tucker necessary conditions
for efficiency in multiobjective optimization problems involving inequality,
equality and set constraints in normed spaces with positive Lagrange mul-
tipliers associated with all the components of objective functions. The re-
mainder of the paper is organized as follows. After some preliminaries, Sec-
tion 3 presents therems of the alternative for a system involving inequalities,
equalities and an inclusion in a normed space, which are generalizations of
Tucker’s classical theorem of the alternative. In Section 4, some constraint
qualifications of Abadie type are proposed and several necessary conditions
for efficiency in mathematical programming with inequality, equality and set
constraints are established in terms of Dini and Hadamard directional deriva-
tives. Section 5 gives Kuhn-Tucker necessary conditions for efficiency in the
problem mentioned above with positive Lagrange multipliers corresponding
to all the components of the objective.
2. Preliminaries
Let X be a normed space, and let C be a nonempty subset of X. Let
f , g and h be mappings from X into Rp, Rq and Rr, respectively. Note
that f , g, h can be naturally expressed as follows: f = (f1, . . . , fp), g =
(g1, . . . , gq), h = (h1, . . . , hr), where fk, gj , h` : X → R (k = 1, . . . , p; j =
1, . . . , q; ` = 1, . . . , r). In this paper, we shall be concerned with the following
3multiobjective programming problem:
(VP)
min f(x),
subject to
gj(x) 6 0, j = 1, . . . , q;
h`(x) = 0, ` = 1, . . . , r;
x ∈ C.
Denote by M the feasible set of (VP)
M =
{
x ∈ C : gj(x) 6 0, h`(x) = 0, j = 1, . . . , q; ` = 1, . . . , r
}
.
Recall that a point x ∈M is said to be a local efficient solution to Problem
(VP) if there exists a number δ > 0 such that for all x ∈M ∩B(x; δ),
f(x)− f(x) 6∈ −Rp+ \ {0},
where Rp+ is the nonnegative orthant of Rp, B(x; δ) denotes the open ball of
radius δ around x. This means that x ∈M is a local efficient solution to (VP)
iff there exists δ > 0 such that there is no x ∈M ∩B(x; δ) satisfying
fk(x) 6 fk(x), k = 1, . . . , p,
fi(x) < fi(x) for some i ∈ {1, . . . , p}.
Recall that the tangent cone (or contingent cone) to C at x ∈ C is the
following set:
T (C;x) =
{
v ∈ X : ∃ vn → v, ∃ tn ↓ 0 such that x+ tnvn ∈ C, ∀n
}
.
The cone of sequential linear directions (or sequential radial cone) to C at
x ∈ C is the following set:
Z(C;x) =
{
v ∈ X : ∃ tn ↓ 0 such that x+ tnv ∈ C,∀n
}
,
where tn ↓ 0 means that tn −→ 0+. Note that both these cones are nonempty.
T (C;x) is a closed cone, and it may be not convex; Z(X;x) ⊂ T (C;x).
Let f˜ be a real-valued function defined on X. The following directional
derivatives will be used in the sequel.
4The lower Dini derivative of f˜ at x ∈ X in a direction v ∈ X is
Df˜(x; v) = lim inf
t↓0
f˜(x+ tv)− f˜(x)
t
;
The upper Dini derivative of f˜ at x in the direction v is
Df˜(x; v) = lim sup
t↓0
f˜(x+ tv)− f˜(x)
t
;
The lower Hadamard derivative of f˜ at x in the direction v is
df˜(x; v) = lim inf
t↓0
u→v
f˜(x+ tu)− f˜(x)
t
;
The upper Hadamard derivative of f˜ at x in the direction v is
df˜(x; v) = lim sup
t↓0
u→v
f˜(x+ tu)− f˜(x)
t
·
If Df˜(x; v) = Df˜(x; v), we shall denote their common value by Df˜(x; v).
It is usual directional derivative of f˜ at x in the direction v. In case Df˜(x; .)
is a continuous linear mapping, f˜ is said to be Gaˆteaux differentiable at x,
and
Df˜(x; v) = 〈∇Gf˜(x), v〉,
where ∇Gf˜(x) denotes the Gaˆteaux derivative of f˜ at x, and 〈∇Gf˜(x), v〉 is
the value of the linear functional ∇Gf˜(x) at the point v. Thus if f˜ is Fre´chet
differentiable at x with Fre´chet derivative ∇f(x), then
Df˜(x; v) = 〈∇f˜(x), v〉.
Similarly, if df˜(x; v) = df˜(x; v), we also denote their common value by df˜(x; v).
This is the Hadamard derivative of f˜ at x in the direction v. Note that if
df˜(x; v) exists, then also Df˜(x; v) exists, and they are equal.
5We set
I(x) = {j ∈ {1, . . . , q} : gj(x) = 0};
Q = {x ∈ C : fk(x) 6 fk(x), gj(x) 6 0, h`(x) = 0,
k = 1, . . . , p; j = 1, . . . , q; ` = 1, . . . , r};
Qi = {x ∈ C : fk(x) 6 fk(x), gj(x) 6 0, h`(x) = 0,
k = 1, . . . , p, k 6= i; j = 1, . . . , q; ` = 1, . . . , r} (i ∈ {1, . . . , p}).
If for each v ∈ Z(C;x), Dh`(x; v) (` = 1, . . . , r) exist, we put
CD(Q;x) =
{
v ∈ Z(C;x) : Dfk(x; v) 6 0, k = 1, . . . , p,
Dgj(x; v) 6 0, j ∈ I(x),
Dh`(x; v) = 0, ` = 1, . . . , r
}
.
If for each v ∈ T (C;x), dh`(x; v) (` = 1, . . . , r) exists, we put
Cd(Q;x) =
{
v ∈ T (C;x) : dfk(x; v) 6 0, k = 1, . . . , p,
dgj(x; v) 6 0, j ∈ I(x),
dh`(x; v) = 0, ` = 1, . . . , r
}
.
In view of the positive homogeneity of lower Dini and Hadamard directional
derivatives, CD(Q;x) and Cd(Q;x) are cones with vertices at the origin.
Let K be a cone in X with vertex at the origin. Denote by K∗ the dual
cone of K
K∗ = {ξ ∈ X∗ : 〈ξ, v〉 > 0, ∀ v ∈ K},
where X∗ is the topological dual of X. Note that K∗ is a weakly∗ closed
convex cone.
In what follows we recall three results in [3] (Lemma 5.8, Lemma 5.11 and
Theorem 10.4), which will be used in the proofs of Theorems 3.1 and 3.2
below.
Proposition 2.1 [3]. Let Kα (α ∈ I) be weakly closed convex cones in X.
Assume that
∑
α∈I
K∗α is weakly closed. Then,( ⋂
α∈I
Kα
)∗
=
∑
α∈I
K∗α.
6Proposition 2.2 [3] (Dubovitskii-Milyutin Theorem). Assume that K1, . . . ,
Kn,Kn+1 are convex cones with vertices at the origin in X, and K1, . . . ,Kn
are open. Then,
n+1⋂
i=1
Ki = ∅ if and only if there exist ξi ∈ K∗i (i = 1, . . . , n+1),
not all zero, such that
ξ1 + · · ·+ ξn + ξn+1 = 0.
Proposition 2.3 [3] (Farkas-Minkowski Theorem). Let
K = {x ∈ Rm : 〈ai, x〉 > 0, ai ∈ Rm, i = 1, . . . , n}.
Then,
K∗ =
{ n∑
i=1
aiyi : yi > 0, i = 1, . . . , n
}
.
3. Theorems of the alternative
In order to derive Kuhn-Tucker necessary conditions for efficiency, in this
section we investigate theorems of the alternative for a system consisting of
inequalities, equalities and an inclusion.
Let X be a normed space with the topological dual X∗. Let ak, bj , c`
be vectors in X∗ (k = 1, . . . , p; j = 1, . . . , q; ` = 1, . . . , r), and let C be a
nonempty subset of X. For i ∈ {1, . . . , p}, we set
Ak = {v ∈ X : 〈ak, v〉 6 0} (k = 1, . . . , p; k 6= i),
A˜i = {v ∈ X : 〈ai, v〉 < 0},
Bj = {v ∈ X : 〈bj , v〉 6 0} (j = 1, . . . , s),
C` = {v ∈ X : 〈c`, v〉 = 0} (` = 1, . . . , r).
Note that Ak and Bj (k = 1, . . . , p, k 6= i; j = 1, . . . , s) are closed convex
cones with vertices at the origin, A˜i is an open convex cone with vertex at the
origin, and C` (` = 1, . . . , r) are closed linear subspaces of X.
Theorem 3.1. Assume that
(a) K is an arbitrary nonempty convex subcone of T (C;x) with vertex at
the origin, and K is closed;
7(b) For each i ∈ {1, . . . , p}, the set
p∑
k=1
k 6=i
A∗k +
s∑
j=1
B∗j +
r∑
`=1
C∗` +K
∗
is weakly∗ closed in X∗.
Then exactly one of the following two conclusions holds:
(i) For each i ∈ {1, . . . , p}, the system
〈ak, v〉 6 0, k = 1, . . . , p; k 6= i (1)
〈ai, v〉 < 0, (2)
〈bj , v〉 6 0, j = 1, . . . , s, (3)
〈c`, v〉 = 0, ` = 1, . . . , r, (4)
v ∈ K, (5)
has no solution v ∈ X.
(ii) There exist λk > 0 (k = 1, . . . , p), µj > 0 (j = 1, . . . , s) and ν` ∈ R
(` = 1, . . . , r) such that
p∑
k=1
λk〈ak, v〉+
s∑
j=1
µj〈bj , v〉+
r∑
`=1
ν`〈c`, v〉 > 0 (∀ v ∈ K). (6)
Remark 3.1. If assumption (a) is replaced by that K is a convex nonempty
subcone of Z(C;x) and K is closed, then Theorem 3.1 is still valid, since
Z(C;x) ⊂ T (C;x).
Proof of Theorem 3.1.
(i)⇒ (ii): We need only consider the case of all ak 6= 0 (k = 1, . . . , p), since
in case there exists ak0 = 0, we shall take λk0 = 1. For each i ∈ {1, . . . , p},
suppose that the system (1)-(5) has no solution v ∈ X. Putting
Di =
( p⋂
k=1
k 6=i
Ak
)
∩
( s⋂
j=1
Bj
)
∩
( r⋂
`=1
C`
)
∩K,
we can see that Di is a nonempty closed convex cone in X with vertex at the
origin, and
A˜i ∩Di = ∅.
8Note that A˜i is a nonempty convex cone with vertex at the origin, as ai 6= 0.
We invoke Proposition 2.2 to deduce that there exist ξi ∈ A˜∗i and ηi ∈ D∗i ,
not all zero, such that
ξi + ηi = 0. (7)
If follows readily from (7) that ξi 6= 0 (also ηi 6= 0). Since the convex cones Ak,
Bj , C` (k = 1, . . . , p, k 6= i; j = 1, . . . , s; ` = 1, . . . , r) and K are closed, they
are weakly closed. Thus all the hypotheses of Proposition 2.1 are fulfilled.
Taking account of Proposition 2.1, we get
D∗i =
p∑
k=1
k 6=i
A∗k +
s∑
j=1
B∗j +
r∑
`=1
C∗` +K
∗. (8)
On the other hand, in view of Theorem 10.2 in [3] on dual cones, we have
A∗k = {λak : λ 6 0}, k = 1, . . . , p; k 6= i;
A˜∗i = {λai : λ 6 0} (as ai 6= 0);
B∗j = {µbj : µ 6 0}, j = 1, . . . , s;
C∗` = {νc` : ν ∈ R}, ` = 1, . . . , r.
Since ξi ∈ A˜∗i , ξi 6= 0, it follows that ξi = λiai with λi < 0. By virtue of
(8), there exists λik 6 0 (k = 1, . . . , p; k 6= i), µij ≤ 0 (j = 1, . . . , s), νi` ∈ R
(` = 1, . . . , r) and ζi ∈ K∗ such that
ηi =
p∑
k=1
k 6=i
λikak +
s∑
j=1
µijbj +
r∑
`=1
νi`c` + ζi.
Setting λik = −λik (k = 1, . . . , p; k 6= i), λii = −λi, µij = −µij (j =
1, . . . , s), νi` = −νi` (` = 1, . . . , r), one gets that λik > 0 (k = 1, . . . .p; k 6= i),
λi,i > 0, µij > 0 (j = 1, . . . , s), and νi` ∈ R (` = 1, . . . , r). It follows from (7)
that
p∑
k=1
λikak +
s∑
j=1
µijbj +
r∑
`=1
νi`cj = ζi ∈ K∗,
which implies that
p∑
k=1
λik〈ak, v〉+
s∑
j=1
µij〈bj , v〉+
r∑
`=1
νi`〈cj , v〉 > 0 (∀ v ∈ K). (9i)
9Note that for each i ∈ {1, . . . , p}, we obtain the inequality (9i). Adding up
both sides of (9i), i = 1, . . . , p, and putting λk =
p∑
i=1
λik, µj =
p∑
i=1
µij and
ν` =
p∑
i=1
νi`, we obtain that λk > 0, µj > 0, ν` ∈ R (k = 1, . . . , p; j =
1, . . . , s; ` = 1, . . . , r), and
p∑
k=1
λk〈ak, v〉+
s∑
j=1
µj〈bj , v〉+
r∑
`=1
ν`〈c`, v〉 > 0 (∀ v ∈ K).
(ii) ⇒ (i): Suppose that there exist λk > 0, µj > 0 and ν` ∈ R (k =
1, . . . , p; j = 1, . . . , s; ` = 1, . . . , r) satisfying (6). If (i) were false, there would
exist i ∈ {1, . . . , p} such that the system (1)-(5) has a solution v0 ∈ X. It
follows from this that
p∑
k=1
λk〈ak, v0〉+
s∑
j=1
µj〈bj , v0〉+
r∑
`=1
ν`〈c`, v0〉 < 0,
which contradicts (6). The proof is complete.
Corollary 3.1. Suppose that C is convex, and for each i ∈ {1, . . . , p} the set
p∑
k=1
k 6=i
A∗k +
s∑
j=1
B∗j +
r∑
`=1
C∗` + T (X;x)
∗
is weakly∗ closed in X∗. Then exactly one of the following two conclusions
holds:
(i’) For each i ∈ {1, . . . , p}, the system (1)-(5), in which K is replaced by
T (C;x), has no solution v ∈ X.
(ii’) There exist λk > 0, µj > 0, ν` ∈ R (k = 1, . . . , p; j = 1, . . . , s; ` =
1, . . . , r) such that
p∑
k=1
λk〈ak, v〉+
s∑
j=1
µj〈bj , v〉+
r∑
`=1
ν`〈c`, v〉 > 0 (∀ v ∈ T (C;x)).
Proof. Since C is nonempty convex, T (C;x) is a nonempty closed convex
cone. Applying Theorem 3.1 to K = T (C;x), we obtain the desired assertion
of Corrollary 3.1.
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For each i ∈ {1, . . . , p}, we set
Ei =
( p⋂
k=1
k 6=i
Ak
)
∩
( s⋂
j=1
Bj
)
∩
( r⋂
`=1
C`
)
.
It is obvious that Ei is a nonempty closed cone with vertex at the origin.
In case dimX < +∞, with the help of the Farkas-Minkowski theorem,
condition (b) in Theorem 3.1 will be replaced by a weakened condition as in
the following theorem.
Theorem 3.2. Let dimX < +∞, and let K be a nonempty convex subcone
of T (C;x) with vertex at the origin, and K closed. Assume that for each
i ∈ {1, . . . , p}, the set E∗i +K∗ is closed. Then exactly one of the following
two conclusions holds:
(!) For each i ∈ {1, . . . , p}, the system (1)-(5) has no solution v ∈ X.
(!!) There exists λk > 0, µj > 0 and ν` ∈ R (k = 1, . . . , p; j = 1, . . . , s; ` =
1, . . . , r) such that (6) holds.
Proof. Since dimX < +∞, it holds that dimX∗ = dimX, and so all the
topologies on X∗ conside. Making use of Proposition 2.3, we deduce that for
each i ∈ {1, . . . , p},
E∗i =
{ p∑
k=1
k 6=i
λikak+
s∑
j=1
µijbj +
r∑
`=1
νi`c` : λik 6 0, µij 6 0, νi` ∈ R,
k = 1, . . . , p, k 6= i; j = 1, . . . , s; ` = 1, . . . , r
}
,
which leads to the following
E∗i =
p∑
k=1
k 6=i
A∗k +
s∑
j=1
B∗j +
r∑
`=1
C∗` (i = 1, . . . , p).
So, by assumption, the set
p∑
k=1
k 6=i
A∗k +
s∑
j=1
B∗j +
r∑
`=1
C∗` +K
∗
is closed. Thus all the hypotheses of Theorem 3.1 are fulfilled, and hence from
Theorem 3.1 the conclusion follows.
In case dimX < +∞ and C = X, from Theorem 3.2 we can obtain Tucker’s
classical theorem of the alternative (see, e.g., [14]) as a special case.
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Corollary 3.2. Let dimX < +∞. Then exactly one of the following two
assertions holds:
(!’) For each i ∈ {1, . . . , p}, the system (1)-(4) has no solution v ∈ X.
(!!’) There exists λk > 0, µj > 0, ν` ∈ R (k = 1, . . . , p; j = 1, . . . , s; ` =
1, . . . , r) such that
p∑
k=1
λkak +
s∑
j=1
µjbj +
r∑
`=1
ν`c` = 0. (10)
Proof. For C = X, it results that T (C;x) = X, and hence T (C;x)∗ = {0}.
Moreover, since dimX < +∞, for each i ∈ {1, . . . , p}, E∗i is a nonempty
closed convex cone in X∗, and 0 ∈ E∗i . Hence, E∗i + T (C;x)∗ = E∗i , and so
E∗i + T (C;x)
∗ is closed in X∗. We now apply Theorem 3.2 to C = X and
deduce that (!’) is equivalent to that there exists λk > 0, µj > 0, ν` ∈ R
(k = 1, . . . , p; j = 1, . . . , s; ` = 1, . . . , r) such that
p∑
k=1
λk〈ak, v〉+
s∑
j=1
µj〈bj , v〉+
r∑
`=1
ν`〈c`, v) > 0 (∀ v ∈ T (X;x) = X),
which is equivalent to (10).
4. Constraint qualifications and necessary conditions
for efficiency
We now turn to Problem (P). Hereafter we shall introduce two constraint
qualifications of Abadie type in terms of Dini and Hadamard directional
derivatives and derive necessary conditions for efficiency.
Proposition 4.1. Let x ∈M .
a) If for each v ∈ T (C;x), the Hadamard directional derivatives dh1(x; v),
. . . , dhr(x; v) exist, then
p⋂
i=1
T (Qi;x) ⊂ Cd(Q;x). (11)
b) If for each v ∈ Z(C;x), the Dini directional derivatives Dh1(x; v), . . . ,
Dhr(x; v) exists, then
p⋂
i=1
Z(Qi;x) ⊂ CD(Q;x). (12)
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Proof. We shall only prove (11), while (12) is analogously treated. We begin
with showing that for i = 1, . . . , p,
T (Qi;x) ⊂ Cd(Qi;x), (13)
where
Cd(Qi, x) =
{
v ∈ T (C;x) :dfk(x; v) 6 0, k = 1, . . . , p; k 6= i,
dgj(x; v) 6 0, j ∈ I(x),
dh`(x; v) = 0, ` = 1, . . . , r
}
.
For i ∈ {1, . . . , p}, taking v ∈ T (Qi;x), there exist tn ↓ 0 and vn → v such
that x+ tnvn ∈ Qi (∀n). Then x+ tnvn ∈ C (∀n), and so v ∈ T (C;x).
Moreover, for i ∈ {1, . . . , p}, since x+ tnvn ∈ Qi, it holds that
fk(x+ tnvn) 6 fk(x), k = 1, . . . , p; k 6= i;
gj(x+ tnvn) 6 0 = gj(x), j ∈ I(x);
h`(x+ tnvn) = 0 = h`(x), ` = 1, . . . , r.
Consequently,
dfk(x; v) 6 lim inf
n→∞
fk(x+ tnvn)− fk(x)
tn
6 0, k = 1, . . . , p; k 6= i;
dgj(x; v) 6 lim inf
n→∞
gj(x+ tnvn)− gj(x)
tn
6 0, j ∈ I(x);
dh`(x; v) = lim
n→∞
h`(x+ tnvn)− h`(x)
tn
= 0, ` = 1, . . . , r.
Hence, v ∈ Cd(Qi;x). Thus we already arrive at (13). It follows from (13)
that
p⋂
i=1
T (Qi;x) ⊂
p⋂
i=1
Cd(Qi;x) = Cd(Q;x),
as was to be shown.
Note that the converse inclusions of (11) and (12) do not in general hold.
Hence, in order to derive necessary conditions for efficiency in Problem (VP),
13
it is reasonable to introduce the following constraint qualifications of Abadie
type at x:
Cd(Q;x) ⊂
p⋂
i=1
T (Qi;x), (14)
CD(Q;x) ⊂
p⋂
i=1
Z(Qi;x). (15)
They are generalizations of the generalized Abadie constraint qualifications in
[4], [13], [15].
If for each v ∈ T (C;x), the Hadamard directional derivatives dfk(x; v) and
dh`(x; v) (k = 1, . . . , p; ` = 1, . . . , r) exist, for i ∈ {1, . . . , p}, we set
Lid(f ;x) = {v ∈ T (C;x) :dfi(x; v) < 0, dfk(x; v) 6 0, k = 1, . . . , p; k 6= i},
Ld(M ;x) = {v ∈ T (C;x) :dgj(x; v) 6 0, j ∈ I(x),
dh`(x; v) = 0, ` = 1, . . . , r},
where M denotes the feasible set of Problem (VP).
A necessary condition for efficiency can be stated as follows.
Theorem 4.1. Let x be a local efficient solution to Problem (VP). Assume
that the function gj (j 6∈ I(x)) are continuous at x, and for each v ∈ T (C;x),
the Hadamard directional derivatives dfk(x; v) and dh`(x, v) (k = 1, . . . , p; ` =
1, . . . , r) exist. Suppose, in addition, that the constraint qualification (14)
holds at x. Then, for each i ∈ {1, . . . , p},
Lid(f ;x) ∩ Ld(M ;x) = ∅. (16)
Proof. Assume the contrary, that there exists i0 ∈ {1, . . . , p} such that
Li0d (f ;x) ∩ Ld(M ;x) 6= ∅,
which implies that there exists v0 ∈ Li0d (f ;x)∩Ld(M ;x). Since v0 ∈ Li0d (f ;x),
it holds that
dfi0(x; v0) < 0, (17)
dfk(x; v0) 6 0, k = 1, . . . , p; k 6= i0.
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It is obvious that v0 ∈ Cd(Q;x). Making use of the constraint qualification
(14), we get that v0 ∈
p⋂
i=1
T (Qi;x), and so v0 ∈ T (Qi0 ;x). Therefore, there
exist sequence tn ↓ 0 and vn → v0 such that x + tnvn ∈ Qi0 (∀n). Hence,
x+ tnvn ∈ C, and
fk(x+ tnvn) 6 fk(x), k = 1, . . . , p; k 6= i0;
gj(x+ tnvn) 6 0, j ∈ I(x);
h`(x+ tnvn) = 0, ` = 1, . . . , r.
Moreover, for j 6∈ I(x), one has gj(x) < 0. In view of the continuity of
gj (j 6∈ I(x)), there exists a natural number N1 such that for all n > N1,
gj(x+ tnvn) 6 0 (j 6∈ I(x)).
On the other hand, since x is a local efficiency solution of Problem (VP),
there exists a number δ > 0 such that there is no x ∈M ∩B(x; δ) satisfying
fk(x) ≤ fk(x), k = 1, . . . , p,
fi(x) < fi(x) for some i ∈ {1, . . . , p}.
From the proofs above, it follows that there is a natural number N (> N1)
such that for all n > N , x+ tnvn ∈M ∩B(x; δ). Consequently, for all n > N ,
fi0(x+ tnvn) > fi0(x),
which leads to the following
dfi0(x; v0) > 0.
This conflicts with (17). Hence, for each i ∈ {1, . . . , p}, (16) holds.
Remark 4.1. Theorem 4.1 is a generalization of Theorem 3.1 in [13].
If for each v ∈ Z(C;x), the Dini directional derivatives Dfk(x; v) and
Dh`(x; v) (k = 1, . . . , p; ` = 1, . . . , r) exist, for i ∈ {1, . . . , p}, we set
LiD(f ;x) = {v ∈ Z(C;x) :Dfi(x; v) < 0, Dfk(x; v) 6 0, k = 1, . . . , p; k 6= i},
LD(M ;x) = {v ∈ Z(C;x) :Dgj(x; v) 6 0, j ∈ I(x),
Dh`(x; v) = 0, ` = 1, . . . , r}.
By an argument analogous to that used for the proof of Theorem 4.1, we
obtain the following
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Theorem 4.2. Let x be a local efficient solution of Problem (VP). Assume
that the functions gj (j 6∈ I(x)) are continuous at x, and for each v ∈ Z(C;x),
the Dini directional derivatives Dfk(x; v) and Dh`(x; v) (k = 1, . . . , p; ` =
1, . . . , r) exist. Suppose. furthermore, that the constraint qualification (15)
holds at x. Then, for each i ∈ {1, . . . , p},
LiD(f ;x) ∩ LD(M ;x) = ∅.
5. Kuhn-Tucker necessary conditions for efficiency
In this section, turning back Problem (VP), we suppose that the func-
tions fk, gj and h` are Gaˆteaux differentiable at x with Gaˆteaux derivatives
∇Gfk(x), ∇Ggj(x) and ∇Gh`(x) (k = 1, . . . , p; j = 1, . . . , q; ` = 1, . . . , r), and
the functions gj (j 6∈ I(x)) are continuous. Then, for each v ∈ X
dfk(x; v) = Dfk(x; v) = 〈∇Gfk(x), v〉 (k = 1, . . . , p),
dgj(x; v) = Dgj(x; v) = 〈∇Ggj(x), v〉 (j = 1, . . . , q),
dh`(x; v) = Dh`(x; v) = 〈∇Gh`(x), v〉 (` = 1, . . . , r),
and Cd(Q;x) =
{
v ∈ T (C;x) :〈∇Gfk(x), v〉 6 0, k = 1, . . . , p,
〈∇Ggj(x), v〉 6 0, j ∈ I(x),
〈∇Gh`(x), v〉 = 0, ` = 1, . . . , r
}
.
Note that if the functions gj (j 6∈ I(x)) only are Gaˆteaux differentiable at x,
then they are not necessarily continuous at x. Using the notations Ak, A˜i, Bj ,
C` as in Section 3, and taking ak = ∇Gfk(x), bj = ∇Ggj(x), c` = ∇Gh`(x)
(k = 1, . . . , p; j ∈ I(x); ` = 1, . . . , r), we obtain the following Kuhn-Tucker
necessary conditions for efficiency to (VP) in which Lagrange multipliers as-
sociated with all the components of the objective are positive.
Theorem 5.1. Let x be a local efficient slution to Problem (VP), and let K
be an arbitrary nonempty convex subcone of T (C;x) with vertex at the origin
and K closed. Assume that for each i ∈ {1, . . . , p}, the set
p∑
k=1
k 6=i
A∗k +
∑
j∈I(x)
B∗j +
r∑
`=1
C∗` +K
∗
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is weakly∗ closed in X∗. Suppose also that the constraint qualification (14)
holds at x. Then there exist λk > 0, µj > 0 and ν` ∈ R (k = 1, . . . , p; j =
1, . . . , q; ` = 1, . . . , r) such that
p∑
k=1
λk〈∇Gfk(x), v〉+
q∑
j=1
µj〈∇Ggj(x), v〉+
r∑
`=1
ν`〈∇Gh`(x), v〉 > 0 (∀ v ∈ K),
(18)
µjgj(x) = 0 (j = 1, . . . , q). (19)
Proof. We invoke Theorem 4.1 to deduce that for each i ∈ {1, . . . , p}, the
system
〈∇Gfk(x), v〉 6 0, k = 1, . . . , p; k 6= i; (20)
〈∇Gfi(x), v〉 < 0, (21)
〈∇Ggj(x), v〉 6 0, j ∈ I(x), (22)
〈∇Gh`(x), v〉 = 0, ` = 1, . . . , r, (23)
v ∈ K, (24)
has no solution v ∈ X.
Applying Theorem 3.1 to ak = ∇Gfk(x), bj = ∇Ggj(x), c` = ∇Gh`(x)
(k = 1, . . . , p; j ∈ I(x); ` = 1, . . . , r) yields the existence of λk > 0, µj > 0 and
ν` ∈ R (k = 1, . . . , p; j ∈ I(x); ` = 1, . . . , r) satisfying
p∑
k=1
λk〈∇Gfk(x), v〉+
∑
j∈I(x)
µj〈∇Ggj(x), v〉+
r∑
`=1
ν`〈∇Gh`(x), v〉 > 0 (∀ v ∈ K).
For j 6∈ I(x), we take µj = 0 and obtain (18). Moreover, we also get (19),
because for j ∈ I(x), gj(x) = 0 and for j 6∈ I(x), µj = 0.
Corollary 5.1. Let x be a local efficient solution of Problem (VP), and C
convex. Assume that for each i ∈ {1, . . . , p}, the set
p∑
k=1
k 6=i
A∗k +
∑
j∈I(x)
B∗j +
r∑
`=1
C∗` + T (C;x)
∗
is weakly∗ closed in X∗. Suppose, in addition, that the constraint qualification
(14) holds at x. Then there exist λk > 0, µj > 0 and ν` ∈ R (k = 1, . . . , p; j =
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1, . . . , q; ` = 1, . . . , r) such that (18) and (19) hold, in which K is replaced by
T (C;x).
Proof. Since C is nonempty convex, T (C;x) is a nonempty closed convex
cone of X. Applying Theorem 5.1 to K = T (C;x), we deduce the desired
conclusion. .
In case X is finite dimensional, we obtain the following Kuhn-Tucker nec-
essary conditions for efficiency.
Theorem 5.2. Let dimX < +∞, and let x be a local efficient solution to
Problem (VP). Let K be an arbitrary nonempty convex subcone of T (C;x)
with vertex at the origin, and K closed. Assume that for each i ∈ {1, . . . , p},
the set E∗i +K
∗ is closed in X∗, where
Ei =
( p⋂
k=1
k 6=i
Ak
)
∩
( ⋂
j∈I(x)
Bj
)
∩
( r⋂
`=1
C`
)
with ak = ∇Gfk(x), bj = ∇Ggj(x), c` = ∇Gh`(x) (k = 1, . . . , p; j ∈ I(x); ` =
1, . . . , r). Suppose, furthemore, that the constraint qualification (14) holds at
x. Then there exists λk > 0, µj > 0 and ν` ∈ R (k = 1, . . . , p; j = 1, . . . , q; ` =
1, . . . , r) such that (18) and (19) hold.
Proof. Making use of Theorem 4.1, we deduce that for each i ∈ {1, . . . , p},
the system (20)-(24) has no solution v ∈ X. The remainder of this proof is
made in the same way as in the proof of Theorem 5.1 by using Theorem 3.2
instead of Theorem 3.1.
In case X is finite dimensional and C = X, the following result shows that
the condition of E∗i + T (C;x)
∗ to be closed can be omitted.
Corollary 5.2. Let dimX < +∞, C = X, and let x be an local efficient
solution of Problem (VP). Suppose that the constraint qualification (14) holds
at x. Then there exists λk > 0, µj > 0 and ν` ∈ R (k = 1, . . . , p; j =
1, . . . , q; ` = 1, . . . , r) such that
p∑
k=1
λk∇Gfk(x) +
q∑
j=1
µj∇Ggj(x) +
r∑
`=1
ν`∇Gh(x) = 0, (25)
µjgj(x) = 0 (j = 1, . . . , q). (26)
Proof. As also in the proof of Corollary 3.2 we have that for C = X, T (C;x) =
X and E∗i + T (C;x)
∗ = E∗i . So E
∗
i + T (C;x)
∗ is closed in X∗. Applying
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Theorem 5.2 to C = X, we deduce that there exists λk > 0, µj > 0 and
ν` ∈ R (k = 1, . . . , p; j = 1, . . . , q; ` = 1, . . . , r) such that (26) holds, and
p∑
k=1
λk〈∇Gfk(x), v〉+
q∑
j=1
µj〈∇Ggj(x), v〉+
r∑
`=1
ν`〈∇Gh`(x), v〉 > 0
(∀ v ∈ T (C;x) = X),
which leads to the following
p∑
k=1
λk∇Gfk(x) +
q∑
j=1
µj∇Ggj(x) +
r∑
`=1
ν`∇Gh`(x) = 0,
as was to be shown.
Remark 5.1. (a) From Corollary 5.2 we obtain Theorem 4.1 in [13] as a
special case.
(b) If the cone T (C;x) is replaced by the cone Z(C;x), the Theorems 5.1
and 5.2 are still valid.
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