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Wave operators, similarity and dynamics for a class of
Schro¨dinger operators with generic non-mixed interface
conditions in 1D.
Andrea Mantile∗
Abstract
We consider a simple modification of the 1D-Laplacian where non-mixed interface conditions
occur at the boundaries of a finite interval. It has recently been shown that Schro¨dinger operators
having this form allow a new approach to the transverse quantum transport through resonant het-
erostructures. In this perspective, it is important to control the deformations effects introduced on
the spectrum and on the time propagator by this class of non-selfadjont perturbations. In order to
obtain uniform-in-time estimates of the perturbed semigroup, our strategy consists in constructing
stationary waves operators allowing to intertwine the modified non-selfadjoint Schro¨dinger operator
with a ’physical’ Hamiltonian. For small values of a deformation parameter ’θ’, this yields a dy-
namical comparison between the two models showing that the distance between the corresponding
semigroups is dominated by |θ| uniformly in time in the L2-operator norm.
AMS Subject Classification: 81Q12, 47A40, 58J50
1 Introduction.
Schro¨dinger operators with non-mixed interface conditions have been recently considered in [12], by
introducing the modified 1D Laplacian ∆θ

D(∆θ) =
{
u ∈ H2(R\ {a, b}) :
[
e−
θ
2u(b+) = u(b−); e−
3
2 θu′(b+) = u′(b−)
e−
θ
2u(a−) = u(a+); e−
3
2 θu′(a−) = u′(a+)
}
,
∆θu(x) = u
′′(x) for x ∈ R\ {a, b} .
(1.1)
where u(x±) respectively denote the right and left limit of the function u in x. For all θ ∈ C\ {0}, the
operator ∆θ describes a singularly perturbed Laplacian, with non-selfadjoint point interactions acting
in the boundary points {a, b}. It is worthwhile to notice that the boundary conditions in (1.1) do not
model an usual non-selfadjoint point interaction (that is δ or δ′ type).
The interest in quantum models arising from ∆θ stands upon the fact that a sharp exterior complex
dilation, depending on θ = iτ with τ > 0, maps −i∆θ into the accretive operator: −ie
−2θ 1R\(a,b)(x)∆2θ ,
where 1D denotes the characteristic function of the domain D (e.g. in Lemma 3.1 in [12]). For a short-
range potential V (i.e.: V ∈ L1) compactly supported in [a, b], the corresponding complex deformed
Schro¨dinger operator
Hθ (V , θ) = −e
−2θ 1R\(a,b)(x)∆2θ + V , suppV = [a, b] , (1.2)
is the generator of a contraction semigroup and, in the case of time dependent potentials, uniform-in-time
estimates hold for the dynamical system. According to the complex dilation technique (see [1], [2]) the
quantum resonances of the undeformed operator Hθ (V)
Hθ (V) = −∆θ + V , (1.3)
are detected by exterior complex dilations and identify with the spectral points of Hθ (V , θ) in a suitable
sector of the second Riemann sheet. Then, the adiabatic evolution problem for the resonant states
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of Hθ (V) rephrases, through an exterior complex dilation, as the adiabatic evolution problem for the
corresponding eigenstates of Hθ (V , θ). In this framework, accounting the contractivity property of the
semigroup e−itHθ(V,θ) a ’standard’ adiabatic theory can be developed (e.g. in [23]). This approach has
been introduced in [12] where an adiabatic theorem is obtained for shape resonances in the regime of
quantum wells in a semiclassical island. The purpose of this work is to justify the use of Hamiltonians
of the type Hθ (V) in the modelling of quantum systems.
The relevance of the artificial interface conditions (1.1), stands upon the fact that they are expected
to introduce small errors, w.r.t. the selfadjoint case, controlled by |θ|. The quantum dynamics generated
by ∆θ has been considered in [12]. The explicit character of the model allows to obtain the asymptotic
expansion
e−it∆θ = e−it∆ +R (t, θ) , (1.4)
holding in a suitable neighbourhood: |θ| < δ (see Proposition 2.2 in [12]). Here, the reminder R (t, θ) is
strongly continuous w.r.t. t and θ, exhibits the group property w.r.t. the time variable and is such that
sup
t∈R
‖R (t, θ)‖L(L2(R)) = O (|θ|) . (1.5)
Thus, for θ small enough, ∆θ generates a group, strongly continuous both w.r.t. t and θ, and allowing
uniform-in-time estimates. In the perspective of modelling realistic physical situations through the
modified Schro¨dinger operators Hθ (V), an important step would consists in extending to this class of
operators the expansion obtained in (1.4) for Hθ (0) = −∆θ. A possible approach considers Hθ (V) as a
(selfadjoint) perturbation of the modified Laplacian: Hθ (0); it is worthwhile to notice that this would
give a weaker result. For instance, implementing a Picard iteration on the Duhamel formula
ut(θ) = e
−it∆θu0 + i
∫ t
0
e−i(t−s)∆θVus(θ) ds , (1.6)
and making use of the expansion (1.4), yields, in the case of a bounded potential V ∈ L∞, the time
dependent estimates
‖ut(θ)‖L2(R) ≤ C1 ‖u0‖L2(R) e
C2‖V‖L∞(R)t (1.7)
‖ut(θ)− ut(0)‖L2(R) ≤ C3 |θ| ‖u0‖L2(R) te
C4‖V‖L∞(R)t (1.8)
where Ci, i = 1, ..4, are suitable positive constants. It follows that, for an initial state u0, the corre-
sponding mild solution to the quantum evolution problem, ut(θ), is Lipschitz continuous w.r.t. θ, with
a Lipschitz constant bounded by an exponentially increasing function of time. As an aside, we notice
that the estimate (1.7) may also be obtained as a consequence of the Hille-Yoshida-Phillips Theorem, by
using the second resolvent formula for (Hθ (V)− z)
−1
and resolvent estimates for (Hθ (0)− z)
−1
arising
from (1.4).
The relation (1.8) yields a finite-time control, depending on ‖V‖L∞(R), of the error introduced on
the quantum evolution by the interface conditions. However, when V describes the (possibly non-linear)
interactions involving charge carriers in resonant heterostructures, its norm ‖V‖L∞(R) is expected to
be small compared to the energy of the particles, while the quantum evolution of relevant observables
is characterized by a long time scale, corresponding to the inverse of the imaginary part of the shape
resonances (examples of this mechanism are exhibited in [25] and [13]). In this framework, the use of
modified Hamiltonians of the type Hθ (V) would be justified by a stronger uniform-in-time estimate for
the error ‖ut(θ)− ut(0)‖L2(R) as θ → 0.
Adopting a different approach, in what follows the operator Hθ (V) is considered as a non-selfadjoint
perturbation of the selfadjoint Hamiltonian H0 (V). Non-selfadjoint perturbations of the type T (x) =
T + xAB∗ have been studied in [17] where, under smoothness assumptions on A and B, the ’stationary’
wave operators for the couple {T (x), T } are given and the corresponding similarity between T and T (x)
is exploited to define the dynamics generated by −iT (x). This strategy is adapted here to the case where
T = H0 (V), while the perturbation is determined by generic, non-mixed, interface conditions occurring
at the boundaries of the potential’s support. This is a larger class of operators, parametrized by a
couple of complex, which includes both the cases of Hθ (V) and (Hθ (V))
∗. From an accurate resolvent
analysis and explicit generalized eigenfunctions formulas, we deduce, in this extended framework, a
small-θ expansion of the ’stationary wave operators’. Then the quantum evolution group generated by
2
−iHθ (V) is determined by conjugation from e−itH0(V) and an uniform-in-time estimate for the ’distance’
between the two dynamics is obtained (see Theorem 1.1 below).
Similarity transformations, from non-selfadjoint to similar selfadjoint operators, have been recently
studied in [18], where the authors focus on the particular case of 1D Schro¨dinger operators defined with
non-selfadjoint Robin-type conditions occurring at the boundary of an interval. In the case of parity
and time-reversal symmetry (PT -symmetry), the similarity of this model with a selfadjoint Hamiltonian
is derived. It is worth noticing that, when θ ∈ iR, the modified Laplacian ∆θ actually exhibits the
PT -symmetry (once the parity is defined with respect to the point (a+ b) /2). However, the models
introduced in the next sections are generically not PT -symmetric (see the definition (1.11) below).
1.1 Schro¨dinger operators with non-mixed interface conditions.
We consider the family of modified Schro¨dinger operators Qθ1,θ2(V), depending on a couple of complex
parameters, (θ1, θ2) ∈ C2, and on a selfadjoint short-range potential, compactly supported over the
interval [a, b] ⊂ R,
V ∈ L1(R,R) , supp V = [a, b] . (1.9)
The parameters θ1 and θ2 fix the interface conditions,

e−
θ1
2 u(b+) = u(b−) , e−
θ2
2 u′(b+) = u′(b−) ,
e−
θ1
2 u(a−) = u(a+) , e−
θ2
2 u′(a−) = u(a+) ,
(1.10)
occurring at the boundary of the potential’s support and Qθ1,θ2(V) is defined as follows
Qθ1,θ2(V) :


D (Qθ1,θ2(V)) =
{
u ∈ H2 (R\ {a, b}) | (1.10) holds
}
,
(Qθ1,θ2(V)u) (x) = −u
′′(x) + V(x)u(x) , x ∈ R\ {a, b} .
(1.11)
The set
{
Qθ1,θ2(V) , (θ1, θ2) ∈ C
2
}
is closed w.r.t. the adjoint operation: a direct computation shows
that
(Qθ1,θ2(V))
∗
= Q−θ∗2 ,−θ∗1 (V) . (1.12)
The subset of selfadjoint operators in this class is identified by the conditions: for θj = rje
iϕj , j = 1, 2,{
ϕ1 + ϕ2 = π + 2πk , k ∈ Z ,
r1 = r2 .
(1.13)
When (1.13) are not satisfied, the corresponding operator Qθ1,θ2(V) is neither selfadjoint nor symmetric,
since in this case: Qθ1,θ2(V) 6⊂ (Qθ1,θ2(V))
∗
.
For each couple {θ1, θ2}, Qθ1,θ2 (V) identifies with a, possibly non-selfadjoint, extension of the Her-
mitian operator Q0(V)
D
(
Q0(V)
)
=
{
u ∈ H2 (R) | u(α) = u′(α) = 0 , α = a, b
}
, (1.14)
and defines an explicitly solvable model w.r.t. the selfadjoint Hamiltonian Q0,0 (V). Non-selfadjoint
models arising from proper extensions of Hermitian operators with gaps have been already considered
in literature, for instance in [11], [30] (see also [20]-[22] and [9] for the general case of adjoint pairs of
operators). In these works, the formalism of boundary triples (e.g. in [19] for adjoint pairs) is adopted;
this leads to Krein-like formulas expressing the resolvent of an extended operator in terms of the resolvent
of a ’reference’ extension plus a finite rank part depending on the Weyl function of the triple. In Section
2 we give Krein-like formulas for the difference (Qθ1,θ2 (V)− z)
−1 − (Q0,0 (V)− z)
−1
. Exploiting this
framework, we show that Qθ1,θ2(V) is an analytic family in the sense of Kato both w.r.t. the variables
θ1 and θ2 and study its spectral profile depending on V . The result is exposed in the Proposition 2.5;
in particular, for a defined positive V , we obtain: σ (Qθ1,θ2 (V)) = σac (Q0,0 (V)) = R+, provided that θ1
and θ2 are small enough.
Under the same assumptions, in Section 3, a family of intertwining operators Wθ1,θ2 for the couple
{Qθ1,θ2(V), Q0,0(V)} is introduced as the analogous of the usual stationary wave operators in selfadjoint
frameworks. Using the eigenfunctions expansion obtained in Subsection 2.3, we get a small-θi expansion
of Wθ1,θ2 allowing to define the quantum evolution group e
−iQθ1,θ2 (V) from e−iQ0,0(V) by conjugation.
Then, we develop a quantitative comparison showing that e−iQθ1,θ2 (V) − e−iQ0,0(V) is controlled by |θi|,
3
i = 1, 2, uniformly in time, in the L2-operator norm. The result is presented in the following theorem
and the proof is given in Subsection 3.1. It can be adapted to the particular case of Hθ (V), by noticing
that: Hθ (V) = Qθ,3θ(V).
Theorem 1.1 Let V fulfills the conditions (1.9),
〈u,V u〉L2((a,b)) > 0 ∀u ∈ L
2((a, b)) , (1.15)
and assume |θj | < δ, j = 1, 2, with δ > 0 small enough. Then −iQθ1,θ2(V) generates a strongly continuous
group of bounded operators on L2 (R),
{
e−itQθ1,θ2 (V)
}
t∈R
. For a fixed t, e−itQθ1,θ2(V) defines an analytic
family of bounded operators w.r.t. (θ1, θ2) and the expansion
e−itQθ1,θ2 (V) = e−itQ0,0(V) +R (t, θ1, θ2) , (1.16)
holds with an uniformly bounded in time reminder s.t.
sup
t∈R
‖R (t, θ1, θ2)‖L(L2(R)) = O (θ1) +O (θ2) . (1.17)
In the Subsection 3.2 the pair {Qθ1,θ2 (V) , Q0,0 (V)} is considered as a scattering system and we
investigate the existence of non-stationary wave operators. Under the assumptions of the Theorem
1.1, it is shown that Wθ1,θ2 coincides with a ’physical’ wave operator, according to the time dependent
definition (Lemma 3.2). Although exploited in our analysis, the small perturbations condition does not
seem to be necessary in the proof of this result: a possible strategy for its extension to the case where
{θ1, θ2} are not small is finally mentioned.
Further perspectives of this work, concerning the regime of quantum wells in a semiclassical island,
are discussed in the Section 4.
1.2 Notation
In what follows, we make use of a generalization of the Landau notation, O (·), defined according to:
Definition 1.2 Let be X a metric space and f, g : X → C. Then f = O (g)
def
⇐⇒ ∀x ∈ X it holds:
f(x) = p(x)g(x) , being p a bounded map X → C.
The next notation are also adopted
1Ω(·) is the characteristic function of a domain Ω.
Bδ(p) is the open ball of radius δ centered in a point p ∈ C.
Ckx(U) is the set of C
k-continuous functions w.r.t. x ∈ U ⊆ R.
Hz(D) is the set of holomorphic functions w.r.t. z ∈ D ⊆ C.
∂jf (x1,...xn), j ∈ {1, ..n}, denotes the derivative of f w.r.t. the variable xj .
Sη denotes the complex half-plane: Sη = {z ∈ C | Im z > −η }. In particular, C+ coincides with S0.
The notation ’.’, appearing in some of the proofs, denotes the inequality: ’≤ C’ being C a suitable
positive constant.
2 Boundary triples and Krein-like resolvent formulas.
Point perturbation models, as Qθ1,θ2(V), can be described as restrictions of a larger operator through
linear relations on an Hilbert space. Let introduce Q(V)

D(Q(V)) = H2 (R\ {a, b}) ,
(Q(V)u) (x) = −u′′(x) + V(x)u(x) for x ∈ R\ {a, b} ,
(2.1)
with V defined according to (1.9), and let Q0(V) be such that:
(
Q0(V)
)∗
= Q(V). Explicitly, Q0(V)
identifies with the symmetric restriction of Q(V) to the domain
D
(
Q0(V)
)
= {u ∈ D(Q(V)) | u(α) = u′(α) = 0 ∀α ∈ {a, b}} . (2.2)
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The related defect spaces, Nz = ker(Q(V) − z), are 4-dimensional subspaces of D(Q(V)) generated, for
z ∈ C\R, by the independent solutions to the problem

(−∂2x + V − z)u(x) = 0 , x ∈ R\ {a, b} ,
u ∈ D(Q(V)) .
(2.3)
A boundary triple
{
C4,Γ0,Γ1
}
forQ(V) is defined with two linear boundary maps Γi=1,2 : D(Q(V))→ C4
fulfilling, for any ψ, ϕ ∈ D(Q(V)), the equation
〈ψ,Q(V)ϕ〉L2(R) − 〈Q(V)ψ, ϕ〉L2(R) = 〈Γ0ψ,Γ1ϕ〉C4 − 〈Γ1ψ,Γ0ϕ〉C4 , (2.4)
and such that the transformation (Γ0,Γ1) : D(Q(V))→ C4 × C4 is surjective. A proper extension Qext
of Q0(V) is called almost solvable if there exists a boundary triple
{
C
4,Γ0,Γ1
}
and a matrix M ∈ C4,4
such that it coincides with the restriction of Q(V) to the domain: {u ∈ D(Q(V)) | MΓ0u = Γ1u}. Using
the notation Qext = QM (V), the characterization
Q0(V) ⊂ QM (V) ⊂ Q(V) , (QM (V))
∗
= QM∗(V) . (2.5)
holds (e.g. [30], Theorem 1.1). In what follows, Q˜(V) denotes the particular restriction ofQ(V) associated
with the conditions: Γ0u = 0, i.e.
D
(
Q˜(V)
)
= {u ∈ D (Q(V)) , Γ0u = 0} . (2.6)
According to the relation (2.4), Q˜(V) is selfadjoint and C\R ⊂ ρ
(
Q˜(V)
)
. Let, γ(z,V) and q(z,V) be
the linear maps defined by
γ(z,V) =
(
Γ0|Nz
)−1
, q(z,V) = Γ1 ◦ γ(z,V) , z ∈ ρ
(
Q˜(V)
)
, (2.7)
where Γ0|Nz is the restriction of Γ0 to Nz . These define holomorphic families of bounded operators in
L
(
C4, L2 (R)
)
and L
(
C4,C4
)
(e.g. in [11] and [10]). The maps γ(·, z,V) and q(z,V) are respectively
referred to as the Gamma field and the Weyl function associated with the triple
{
C4,Γ0,Γ1
}
. With
this formalism, a resolvent formula expresses the difference (QM (V)− z)
−1 −
(
Q˜(V)− z
)−1
in terms of
finite rank operator with range Nz
(QM (V)− z)
−1−
(
Q˜(V)− z
)−1
= γ(z,V) (M − q(z,V))−1 γ∗(z¯,V) , z ∈ ρ (QM (V))∩ρ
(
Q˜(V)
)
(2.8)
(e.g. in [30], Theorem 1.2). In many situations, the interface conditions occurring in the points {a, b}
can also be represented in the form: AΓ0u = BΓ1u, where A,B ∈ C4,4. We denote with QA,B(V) the
corresponding restriction

D (QA,B(V)) = {u ∈ D(Q(V)) | AΓ0u = BΓ1u} ,
QA,B(V)u = Q(V)u .
. (2.9)
With this parametrization, we have: Q˜(V) = Q1,0(V), while the resolvent’s formula rephrases as
(QM (V)− z)
−1 −
(
Q˜(V)− z
)−1
= −γ(z,V)
[
(Bq(z,V)−A)−1B
]
γ∗(z¯,V) , z ∈ ρ (QM (V)) (2.10)
In the perspective of a comparison between the quantum models arising from Qθ1,θ2(V) and Q0,0(V)
a natural choice is
Γ0u =


u′(b−)− u′(b+)
u(b+)− u(b−)
u′(a−)− u′(a+)
u(a+)− u(a−)


, Γ1u =
1
2


u(b+) + u(b−)
u′(b+) + u′(b−)
u(a+) + u(a−)
u′(a+) + u′(a−)


, (2.11)
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which leads to: Q˜(V) = Q0,0(V). According to the definitions (1.11) and (2.1), the operator Qθ1,θ2(V)
identifies with the restriction of Q(V) parametrized by the C4,4-block-diagonal matrices
Aθ1,θ2 =

a(θ1, θ2)
a(−θ1,−θ2)

 , Bθ1,θ2 =

b(θ1, θ2)
b(−θ1,−θ2)

 , (2.12)
defined with
a(θ1, θ2) =
(
1 + e
θ2
2 0
0 1 + e
θ1
2
)
, b(θ1, θ2) = 2
(
0 1− e
θ2
2
e
θ1
2 − 1 0
)
. (2.13)
Using (2.11) and (2.13)-(2.13), the linear relations (1.10) rephrase as
Aθ1,θ2Γ0u = Bθ1,θ2Γ1u , (2.14)
which leads to the equivalent definition
Qθ1,θ2(V) :


D (Qθ1,θ2(V)) = {u ∈ D(Q(V)) | Aθ1,θ2Γ0u = Bθ1,θ2Γ1u} ,
Qθ1,θ2(V)u = Q(V)u .
(2.15)
In this framework, the relation (2.10) explicitly writes as
(Qθ1,θ2(V)− z)
−1 = (Q0,0(V)− z)
−1−
4∑
i,j=1
[
(Bθ1,θ2 q(z,V)−Aθ1,θ2)
−1Bθ1,θ2
]
ij
〈γ(ej , z¯,V), ·〉L2(R) γ(ei, z,V) ,
(2.16)
where {ei}
4
i=1 is the standard basis in C
4, while γ(v, z,V) denotes the action of γ(z,V) on the vector v.
The corresponding integral kernel, Gzθ1,θ2(x, y), is
Gzθ1,θ2(x, y) = G
z
0,0(x, y)−
4∑
i,j=1
[
(Bθ1,θ2 q(z,V)−Aθ1,θ2)
−1
Bθ1,θ2
]
ij
γ(ej , y, z,V) γ(ei, x, z,V) , (2.17)
2.1 The Jost’s solutions.
In order to obtain explicit representations of the operators γ(·, z,V) and q(z,V) appearing at the r.h.s.
of (2.16), it is necessary to define a particular basis of the defect spaces Nz . A possible choice is given in
terms of the Green’s function of the operator (Q0,0(V)− z) and of their derivatives. This motivates the
forthcoming analysis, where the properties of the functions in Nz are investigated by using the Jost’s
solutions associated with Q0,0(V). Our aim is to provide with explicit low and high energy asymptotic
in the case of compactly supported and defined positive potentials. We follow a standard approach
adapting arguments from one dimensional scattering to this particular case. Detailed computations, for
selfadjoint one-dimensional Schro¨dinger operators with generic short range potentials, are presented in
[31].
Consider the problem (
−∂2x + V
)
u = ζ2u , for x ∈ R and ζ ∈ C+ . (2.18)
The Jost solutions to (2.18), χ±, are respectively defined by the exterior conditions
χ+|x>b = e
iζx , χ−|x<a = e
−iζx . (2.19)
The next proposition resumes some properties of the functions χ± in the case of compactly supported
potentials.
Proposition 2.1 Let V be defined according to (1.9). The solutions χ± to the problem (2.18)-(2.19)
belong to C1x (R, Hζ (C
+)) having continuous extension to the real axis. For ζ ∈ C+, the relations
χ± (x, ζ) = e
±iζxO (1) , ∂xχ± (x, ζ) = e
±iζxO (1 + |ζ|) , (2.20)
hold with O(·) referred to the metric space R× C+.
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The proof follows, with slightly modifications, the one given in [31] in the case of 1D short-range
potentials: an integral setting for (2.18) and explicit estimates for the corresponding integral kernel are
used to discuss the convergence of the solution developed as a Picard series. To this aim, we need the
following simple Lemma.
Lemma 2.2 Let V be defined according to (1.9) and F (x) =
∣∣∫ x0
x
| V(t)| dt
∣∣, with x0 6= x. If f is
continuous and such that: |f(x)| ≤ F
n(x)
n! for n ∈ N, then it results∣∣∣∣
∫ x0
x
f(t)V(t) dt
∣∣∣∣ ≤ Fn+1(x)(n+ 1)! . (2.21)
Proof. For x0 > x we have F (x) =
∫ x0
x
| V(t)| dt, we get: ∂xF (x) = − |V(x)|. Then∣∣∣∣
∫ x0
x
f(t)V(t) dt
∣∣∣∣ ≤ −
∫ x0
x
|f(t)| ∂tF (t) dt ≤ −
∫ x0
x
Fn(x)
n!
∂tF (t) dt = −
∫ x0
x
∂tF
n+1(x)
(n+ 1)!
dt .
For x0 < x, we have F (x) =
∫ x
x0
| V(t)| dt and ∂xF (x) = |V(x)|. Then∣∣∣∣
∫ x
x0
f(t)V(t) dt
∣∣∣∣ ≤
∫ x
x0
|f(t)| ∂tF (t) dt ≤
∫ x
x0
Fn(x)
n!
∂tF (t) dt =
∫ x
x0
∂tF
n+1(x)
(n+ 1)!
dt .
Both the above relations imply (2.21) since, by definition, F (x0) = 0.
Proof of the Proposition 2.1. Here we focus on the case of χ+, while the problem for χ− can be
analyzed similarly. Using the integral kernel: − (ζ)−1 sin ζ (t− x) , the equation (2.18) rephrases into
the equivalent integral form
u(x, ζ) = u0(x, ζ) −
x∫
x0
sin ζ (t− x)
ζ
V(t)u(t, ζ) dt . (2.22)
In order to account for the conditions (2.19), we replace in (2.22): x0 = b, x < b and u0 = e
iζx. Then,
introducing the rescaled functions: b+ = e
−iζxχ+ and
K+ (t, x, ζ) = −e
iζ(t−x) sin ζ (t− x)
ζ
, (2.23)
we get the equation
b+(x, ζ) = 1−
b∫
x
K+ (t, x, ζ)V(t)b+(t, ζ) dt , for x < b , (2.24)
while, for x > b one has: b+ = 1. The corresponding solution formally writes as a Picard series:
b+ =
∑+∞
n=0 b+,n whose terms are defined according to
b+,0 = 1 , b+,n(x, ζ) = −
b∫
x
K+ (t, x, ζ)V(t)b+,n−1(t, ζ) dt , n ∈ N
∗ , x < b . (2.25)
Let η > 0 and introduce the auxiliary domain Sη (see the definition given in the subsection 1.2). The
rescaled kernel is a smooth map of t and x with values in Hζ (Sη); then, using (2.25), an induction over
n leads to: b+,n ∈ C
1
x ((−∞, b), Hζ (Sη)) . Next, the convergence of the sum
∑+∞
n=0 b+,n is considered, at
first, in the case of a bounded interval x ∈ (c, b), then in the whole interval (−∞, b). Finally, the low
and high-energy behaviour of χ+ are investigated to obtain the relations in (2.20). In what follows, we
assume: η > 0, c < a and use the notation Uη,c = (c, b)× Sη; a direct computation yields
1(x,b)(t)1Uη,c(x, ζ)K+ (t, x, ζ) = O
(
1
1 + |ζ|
)
; 1(x,b)(t)1Uη,c(x, ζ)∂xK+(t, x, ζ) = O (1) , (2.26)
where the symbols O(·), introduced in the Definition 1.2, here refer to the metric space: (c, b)2 × Sη.
According to (2.26), a positive constant Ca,b,c,η, possibly depending on the data, exists such that
sup
{x,ζ}∈Uc,η
t∈(x,b)
|K+ (t, x, ζ) | < Ca,b,c,η , (2.27)
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Let introduce the rescaled potential: V˜ (x) = Ca,b,c,ηV (x) and the function F (x) =
∫ b
x
∣∣∣ V˜(t)∣∣∣ dt. As a
consequence of Lemma 2.2, we have:∣∣1Uη,c b+,n+1∣∣ ≤ 1Uη,c Fn+1(n+1)! . Since ‖F‖L∞(c,b) = Ca,b,c,η ‖V‖L1(a,b), this yields the estimate
sup
{x,ζ}∈U+c
∣∣1Uη,c b+,n+1∣∣ ≤ C
n+1
a,b,c,η ‖V‖
n+1
L1(a,b)
(n+ 1)!
, (2.28)
and the Picard series uniformly converges to b+ ∈ C
0
x ((c, b), Hζ (Sη)). In particular, (2.28) implies
sup
{x,ζ}∈Uη,c
|b+| ≤ e
Ca,b,c,η‖V‖L1(a,b) ⇒ 1Uη,cb+ = O (1) , (2.29)
and, taking into account the definition: χ+ = e
iζxb+, it follows
1Uη,c (x, ζ)χ+ (x, ζ) = e
iζxO (1) . (2.30)
Next, consider ∂xb+ = b
′
+. For x ∈ (c, b), it fulfills the equation
b′+(x, ζ) = −
b∫
x
∂xK+ (t, x, ζ)V(t)b+(t, ζ) dt , x ∈ (c, b) . (2.31)
The regularity of the r.h.s. of (2.31) is a consequence of the properties of b+ and of the kernel ∂xK+. In
particular, making use of the above characterization of b+, we get: b
′
+ ∈ C
0
x ((c, b), Hζ (Sη)). Moreover,
being b+ and ∂xK+ uniformly bounded for {x, ζ} ∈ Uη,c and t ∈ (x, b), the r.h.s. of (2.31) is O (1). Then,
a direct computation shows that
1Uη,c (x, ζ) ∂xχ+ (x, ζ) = e
iζxO (1 + |ζ|) . (2.32)
To discuss the case x < c, we notice that, when x ∈ (−∞, a), the solution b+ explicitly writes in the
form
b+(x, ζ) = B+(ζ) +B−(ζ)e
−2iζx . (2.33)
The condition b+ ∈ C
1
x ((c, b), Hζ (Sη)) compels the coefficients B± to be holomorphic in Sη with the
only possible exception of the point ζ = 0; this leads: b+ ∈ C1x ((−∞, a), Hζ (Sη\ {0})). In ζ = 0, the
maps ζ → B± may diverge, but, in such a case, a compensation between the different contributions at
the r.h.s of (2.33) take place to assure the regularity of ζ → 1Uη,cb+ in the origin. Therefore, B± may
have, at most, a simple pole in ζ = 0 and the conditions
lim
ζ→0
(
B+(ζ) +B−(ζ)e
−2iζx
)
= c0 , lim
ζ→0
−2iζB−(ζ)e
−2iζx = c1 , (2.34)
holds for any x ∈ (c, a). Since these are independent of x, the function b+ can be extended to: b+ ∈
C1x ((−∞, a), Hζ (Sη)).
To conclude the proof, we need to extend the relations (2.30), (2.32) to the case of x ∈ (−∞, a) and
ζ ∈ C+. According to (2.33) and (2.34), for any fixed ζ ∈ C+, the functions b+ and b′+ are uniformly
bounded w.r.t. x ∈ (−∞, a). In particular, in a neighbourhood B1 (0) ∩C+ of ζ = 0 we have
1(−∞,a)(x)1B1(0)∩C+(ζ)∂
i
xb+ (x, ζ) = O (1) , i = 0, 1 . (2.35)
To obtain estimates as |ζ| → ∞, the high energy asymptotics of the coefficients B± is needed. The
x-derivative of (2.33) is
b′+(x, ζ) = −2iζB−(ζ)e
−2iζx . (2.36)
As it has been previously shown, for {x, ζ} ∈ Uη,c it results b′+(x, ζ) = O (1). Taking x ∈ (c, a), and
using (2.36), this implies: ζB−(ζ) = O (1) in the sense of the metric space Sη; it follows
ζB−(ζ) = O (1) in ζ ∈ C+\B1 (0) . (2.37)
Similarly, since b+(x, ζ) = O (1) for {x, ζ} ∈ Uη,c, taking x ∈ (c, a) and using the relations (2.33) and
(2.37), we get
B+(ζ) = O (1) in ζ ∈ C+\B1 (0) . (2.38)
8
From these relations and the representations (2.33) and (2.36), we obtain
1(−∞,a)(x)1C+\B1(0)(ζ)∂
i
xb+ (x, ζ) = O (1) , i = 1, 2 . (2.39)
Then, taking into account the definition χ+ = e
iζxb+, the relations (2.20) follows from (2.30), (2.32),
(2.39) and (2.39).
The Jost function, denoted in the following with w(ζ), is defined as the Wronskian associated with
the couple {χ+(·, ζ), χ−(·, ζ)}. Setting
w(f, g) = fg′ − f ′g , (2.40)
we have
w(ζ) = χ+(·, ζ)∂1χ−(·, ζ) − ∂1χ+(·, ζ)χ−(·, ζ) (2.41)
According to the definition of χ±, this function is independent of the space variable, while due to the
result of Proposition 2.1, w(ζ) is holomorphic w.r.t. ζ in an open half complex plane including C+. The
point spectrum of Q0,0(V) is defined by the solutions z = ζ2 to the problem: w(ζ) = 0 , ζ ∈ C+ (e.g. in
[31], Chp.5). Since Q0,0(V) is a selfadjoint Schro¨dinger operator with a short range potential, the point
spectrum is non-degenerate and located on the negative real axis, while: σac (Q0,0(V)) = [0,+∞). Then,
w (ζ) does not annihilates almost everywhere in the closed upper complex plane, with the only possible
exceptions of a discrete subset of the positive imaginary axis. Next, consider ζ = k ∈ R and let w0(k)
be the Wronskian associated with {χ+(·,−k), χ−(·, k)}; the behavior of w(k) on the real axis follows by
using the relations
χ+(·, k) =
1
2ik
(w∗0(k)χ−(·, k)− w(k)χ−(·,−k)) , (2.42)
χ−(·, k) =
1
2ik
(w0(k)χ+(·, k)− w(k)χ+(·,−k)) , (2.43)
expressing the Jost’s solutions χ±(·, k) in terms of the linearly independent couples χ−(·,±k) and
χ+(·,±k) respectively (e.g. in [31], chp. 5). Plugging (2.43) into (2.42), indeed, it follows: |w(k)|
2
=
4k2 + |w0 (k)|
2
, which entails
|w(k)|2 ≥ 4k2 . (2.44)
Let introduce the functions Gz(x, y) and Hz(x, y)
Gz(x, y) =
1
w(ζ)


χ+(x, ζ)χ−(y, ζ) , x ≥ y ,
χ−(x, ζ)χ+(y, ζ) , x < y ,
z = ζ2 , (2.45)
Hz(x, y) = −
1
w(ζ)


χ+(x, ζ)∂1χ−(y, ζ) , x ≥ y ,
χ−(x, ζ)∂1χ+(y, ζ) , x < y ,
, z = ζ2 , (2.46)
Assume ζ ∈ C+ to be such that w(ζ) 6= 0 and y ∈ R; from the equation (2.18) and the relations (2.20), it
follows that the maps x→ Gz(·, y) and x→ Hz(·, y) are exponentially decreasing as |x− y| → ∞ (with
a decreasing rate depending on Im ζ) and fulfill the boundary condition problems

(
−∂2x + V−ζ
2
)
Gz(·, y) = 0 in R/ {y}
Gz(y+, y) = Gz(y−, y) , ∂1Gz(y+, y)− ∂1Gz(y−, y) = −1 ,
(2.47)
and 

(
−∂2x + V−ζ
2
)
Hz(·, y) = 0 in R/ {y}
Hz(y+, y)−Hz(y−, y) = 1 , ∂1Hz(y+, y) = ∂1Hz(y−, y) ,
(2.48)
For z = ζ2 s.t. w(ζ) 6= 0 and y ∈ {a, b}, the functions Gz(·, y), Hz(·, y) form a basis of the defect space
Nz, which writes as
Nz = l.c. {G
z(x, b) , Hz(x, b) , Gz(x, a) , Hz(x, a)} . (2.49)
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According to the equation (2.47), Gz(·, y) identifies with the integral kernel of (Q0,0(V)− z)
−1
,while, as a
consequence of the definitions (2.45)-(2.46) and the results of the Proposition 2.1, the maps z → Gz(x, y),
z → Hz(x, y) are meromorphic in C\R+ with a branch cut along the positive real axis and poles,
corresponding to the points in σp (Q0,0(V)), located on the negative real axis. In particular, due to
the inequality (2.44), these functions continuously extend up to the branch cut, both in the limits:
z → k2 ± i0, with the only possible exception of the point z = 0.
In the case of defined positive potentials, it is possible to obtain uniform estimates of Gz(x, y) and
Hz(x, y) up to the whole branch cut. Next, we assume V to fulfill the additional condition
〈u,V u〉L2(a,b) > 0 ∀u ∈ L
2(R) , (2.50)
and introduce, for ζ ∈ C+ and z = ζ2, the functions
Gζ(x, y) = Gζ
2
(x, y) ; ∂i1H
ζ(x, y) = ∂i1H
ζ2(x, y) , (2.51)
where the notation ∂0u = u is adopted. These are characterized as follows.
Lemma 2.3 Let V fulfill (1.9) and (2.50). For all (x, y) ∈ R2, x 6= y, the maps ζ → Gζ(x, y) and
ζ → ∂i1H
ζ(x, y), i = 0, 1, defined according to (2.51) are holomorphic in C+ and continuously extend
to C+. In particular, for ζ = k ∈ R, it results: Gk (·, y) , Hk (·, y) ∈ C1x
(
R\ {y} , C0k (R)
)
, while the
relations
Gζ(x, y) = eiζ|x−y|O
(
1
1 + |ζ|
)
, Hζ(x, y) = eiζ|x−y|O (1) , ∂1H
ζ(x, y) = eiζ|x−y|O (1 + |ζ|) .
(2.52)
hold with O (·) referred to the metric space R2 × C+.
Proof. The conditions (1.9), (2.50) and the relation (2.44) prevent w (ζ) to have zeroes in C+\ {0}.
Computing w (ζ), we have
w(ζ) = χ+(a, ζ)∂1χ−(a, ζ)− ∂1χ+(a, ζ)χ−(a, ζ) . (2.53)
Using the exterior conditions (2.19), the coefficients ∂j1χ−(a, ζ), j = 0, 1, are explicitly given by
χ−(a, ζ) = e
−iζa , ∂1χ−(a, ζ) = −iζe
−iζa , (2.54)
For x < b, the function χ+(·, ζ) writes as χ+(x, ζ) = eiζxb+(x, ζ), where b+(·, ζ) solves the equation
(2.24) and can be represented as the sum of the Picard series: b+(·, ζ) =
∑+∞
n=0 b+,n(·, ζ) whose terms
are defined by a recurrence relation given in (2.25). Under the condition (1.9), it has been shown that
this series uniformly converges to b+ ∈ C1x ((c, b) , Hζ (Sη)), being (c, b) any interval including the point a
(see the proof of the Proposition 2.1); in particular the relations: ∂j1b+(·, ζ) = O (1), j = 0, 1, hold with
the symbols O(·) referring to the metric space: (c, b)× Sη. Let ζ = 0; the relations (2.25) write as
b+,n(x, 0) =
b∫
x
(t− x)V(t)b+,n−1(t, 0) dt , n ∈ N
∗ , x < b . (2.55)
Using the conditions: 〈u,Vu〉L2(a,b) > 0 and b+,0 = 1, an induction argument leads to: b+,n(x, 0) ≥ 0
and b+(x, 0) ≥ 1. Taking the limit of (2.31) as ζ → 0, we get
∂xb+(x, 0) = −
b∫
x
V(t)b+(t, 0) dt , x < b . (2.56)
Since b+ > 0 and V > 0, at least in a subset of (a, b), we have: ∂1b+(a, 0) < 0 . With the notation
introduced above, the equation (2.53) rephrases as
w(ζ) = −∂1b+(a, ζ)− 2iζ b+(a, ζ) . (2.57)
Then, according to the conditions: ∂1b+(a, 0) 6= 0, and b+(·, ζ) = O (1), we have: w(ζ) = −∂1b+(a, ζ) +
O(ζ) which implies w (0) 6= 0.
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As a consequence, the function p (ζ) defined by
p (ζ) =
1 + ζ
w (ζ)
, (2.58)
is bounded in any bounded set BR (0) ∩ C+, R > 0. Moreover, using the equation (2.24), we have
b+(a, ζ) = 1 +
b∫
a
e2iζ(t−x) − 1
ζ
V(t)b+(t, ζ) dt ; (2.59)
since b+(·, ζ) is uniformly bounded for ζ ∈ C+, and |1/ζ|
∣∣e2iζ(t−x) − 1∣∣ ≤ 2/ |ζ|, it follows:
lim
ζ→∞ , ζ∈C+
b+(a, ζ) = 1. Set M = supζ∈C+ |∂1b+(a, ζ)|, and let R˜ > 0 be such that |ζ| |b+(a, ζ)| /M >
1 for any ζ ∈ C+\BR˜ (0). From the representation (2.57) it follows
sup
ζ∈C+\BR˜(0)
|p (ζ)| ≤
1
M
1 + |ζ|
2 |ζ| |b+(a,ζ)|M − 1
. 1 . (2.60)
Then, p (ζ) results uniformly bounded as ζ ∈ C+ and we can write
(w (ζ))
−1
= O
(
1
1 + |ζ|
)
, (2.61)
in the sense of the metric space C+ (see Definition 1.2).
From the definitions (2.45)-(2.46), (2.51) and the result of Proposition 2.1, the functions ζ → Gζ(x, y)
and ζ → ∂i1H
ζ(x, y), i = 0, 1, are meromorphic in C+, while, the previous result implies that, in our
assumptions, these maps have no poles in C+ and continuously extend to the whole real axis. The
relations (2.52) follows from (2.20) by using (2.61).
2.2 Resolvent analysis.
The results of the previous Sections and, in particular, the Krein’s-like formula given in (2.16), allow
a detailed resolvent analysis for the operators Qθ1,θ2(V). At this concern, we recall that the maps
z → q(z,V) and z → γ(ei, z,V), appearing at the r.h.s. of (2.16), are holomorphic in C\σ (Q0,0(V)),
while, from the definitions (2.13)-(2.13), the matrix coefficients in Aθ1,θ2 and Bθ1,θ2 are holomorphic
functions of the parameters (θ1, θ2) in the whole C
2. Then
d(z, θ1, θ2) = det (Bθ1,θ2 q(z,V)−Aθ1,θ2) , (2.62)
defines an holomorphic function of the variables (z, θ1, θ2) in C\σ (Q0,0(V)) × C2. Moreover, for any
couple (θ1, θ2), the set of singular points
Sθ1,θ2 = {z ∈ C | d(z, θ1, θ2) = 0} , (2.63)
is discrete. As a consequence, the representation (2.16) makes sense in the dense open set
C\ (σ (Q0,0(V)) ∪ Sθ1,θ2). Let us fix z ∈ C\
(
σ (Q0,0(V)) ∪ Sθ˜1,θ˜2
)
, for a given couple
(
θ˜1, θ˜2
)
∈ C2;
using the expansion
d(z, θ1, θ2) = d(z, θ˜1, θ˜2) +O
(
θ1 − θ˜1
)
+O
(
θ2 − θ˜2
)
, (2.64)
it results: d(z, θ1, θ2) 6= 0 for all (θ1, θ2) in a suitable neighbourhood of
(
θ˜1, θ˜2
)
. This implies that, for
any couple of parameters
(
θ˜1, θ˜2
)
, there exists z ∈ ρ
(
Qθ˜1,θ˜2(V)
)
and a positive constant δ, possibly
depending on
(
θ˜1, θ˜2
)
, such that: z ∈ ρ (Qθ1,θ2(V)) for all (θ1, θ2) ∈ Bδ
((
θ˜1, θ˜2
))
. Next, for such
a z, consider the map (θ1, θ2) → (Qθ1,θ2(V)− z)
−1
defined for (θ1, θ2) ∈ Bδ
((
θ˜1, θ˜2
))
. Since z /∈
Sθ1,θ2 , the coefficients of the finite rank part at the r.h.s. of (2.16) are holomorphic w.r.t. (θ1, θ2) and
(Qθ1,θ2(V)− z)
−1 forms an analytic family in L
(
L2 (R)
)
. Then, Qθ1,θ2(V) is analytic in the sense of
Kato, w.r.t. the parameters (θ1, θ2).
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As this result suggests, when (θ1, θ2) is close to the origin of C
2, a part of the point spectrum
σp (Qθ1,θ2(V)) is formed by non-degenerate eigenvalues holomorphically dependent on (θ1, θ2) and con-
verging, in the limit (θ1, θ2) → (0, 0), to the corresponding points of σp (Q0,0(V)) (see the point (ii) in
the next Proposition 2.5). As an aside we notice that, for generic compactly supported potentials, new
spectral points (not converging to σp (Q0,0(V))) may eventually arise in a complex neighbourhood of the
origin, due to the interface conditions. Nevertheless, if the additional assumption of positive potentials
(2.50) is adopted, it is possible to prove the identity σ (Qθ1,θ2(V)) = σ (Q0,0(V)) provided that θi=1,2 are
small enough. To fix this point, we need appropriate estimates for the coefficients of the finite rank part
in (2.16).
The relations (2.16) and (2.17) can be made explicit by computing the matrix representation of
(Bθ1,θ2 q(z,V)−Aθ1,θ2) w.r.t. the basis {ej}
4
j=1 and (2.49). Making use of the definition (2.7), a direct
computation yields
γ(·, z,V) =


1
−1
1
−1

 , with:


γ(e1, z,V) = Gz(x, b) ; γ(e2, z,V) = −Hz(x, b) ;
γ(e3, z,V) = Gz(x, a) ; γ(e4, z,V) = −Hz(x, a) .
(2.65)
The matrix coefficients of q(z,V) are related to the boundary values of the functions γ(ei, z,V), i = 1...4,
as x → b± or x → a±. Using the definitions (2.45) and (2.46), it follows: ∂1Gz(x, y) = Hz(y, x) ; in
particular, the boundary values at x→ y± are related by
∂1G
z(y±, y) = Hz(y∓, y) . (2.66)
Using these relations and the boundary conditions in (2.47)-(2.48), a direct computation yields
q(z,V) =


Gz(b, b) 12 −H
z(b+, b) Gz(b, a) −Hz(b, a)
Hz(b+, b)− 12 −∂1H
z(b, b) Hz(a, b) −∂1Hz(b, a)
Gz(a, b) −Hz(a, b) Gz(a, a) −
(
1
2 +H
z(a−, a)
)
Hz(b, a) −∂1Hz(a, b) Hz(a−, a) +
1
2 −∂1H
z(a, a)

 . (2.67)
Lemma 2.4 Let the matrix (Bθ1,θ2 q(z,V)−Aθ1,θ2) be defined according to the relations (2.67), (2.12)-
(2.13) and assume V to fulfill the conditions (1.9), (2.50). There exists δ > 0 such that, for all (θ1, θ2) ∈
Bδ ((0, 0)), (Bθ1,θ2 q(z,V)−Aθ1,θ2) is invertible in z ∈ C/R+. The coefficients of the inverse matrix are
holomorphic w.r.t. (z, θ1, θ2) with: (θ1, θ2) ∈ Bδ ((0, 0)), z ∈ C/R+; they have continuous extensions to
the branch cut both in the limits z = k2 + iε, ε→ 0±.
Proof. Using the notation introduced in (2.51), for z = ζ2, ζ ∈ C+, a direct computation leads to
(Bθ1,θ2 q(z,V)−Aθ1,θ2) =
(2.68)

β (θ2)
(
Hζ(b+, b)− 12
)
−β (θ2) ∂1Hζ(b, b) β (θ2)Hζ(a, b) −β (θ2) ∂1Hζ(b, a)
β (θ1)G
ζ(b, b) β (θ1)
(
1
2 −H
ζ(b+, b)
)
β (θ1)G
ζ(b, a) −β (θ1)Hζ(b, a)
β (−θ2)Hζ(b, a) −β (−θ2) ∂1Hζ(a, b) β (−θ2)
(
Hζ(a−, a) + 12
)
−β (−θ2) ∂1Hζ(a, a)
β (−θ1)Gζ(a, b) −β (−θ1)Hζ(a, b) β (−θ1)Gζ(a, a) −β (−θ1)
(
1
2 +H
ζ(a−, a)
)


−


α (θ2)
α (θ1)
α (−θ2)
α (−θ1)


where α (θ) and β (θ) are defined by
α (θ) = 1 + e
θ
2 , β (θ) = 1− e
θ
2 . (2.69)
As consequence of the Lemma 2.3, for defined positive potentials the above relation rephrases as
(Bθ1,θ2 q(z,V)−Aθ1,θ2) = (2.70)

β (θ2)O (1)− α (θ2) β (θ2)O (1 + |ζ|) β (θ2) eiζ(b−a)O (1) β (θ2) eiζ(b−a)O (1 + |ζ|)
β (θ1)O
(
1
1+|ζ|
)
β (θ1)O (1)− α (θ1) β (θ1) eiζ(b−a)O
(
1
1+|ζ|
)
β (θ1) e
iζ(b−a)O (1)
β (−θ2) eiζ(b−a)O (1) β (−θ2) eiζ(b−a)O (1 + |ζ|) β (−θ2)O (1)− α (−θ2) β (−θ2)O (1 + |ζ|)
β (−θ1) eiζ(b−a)O
(
1
1+|ζ|
)
β (−θ1) eiζ(b−a)O (1) β (−θ1)O
(
1
1+|ζ|
)
β (−θ1)O (1)− α (−θ1)

 ,
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being the symbols O (·) referred to the metric space C+ and defining holomorphic functions of ζ ∈
C+ with continuous extension the real axis. Due to the definition of α (θ), β (θ), the coefficients of
(Bθ1,θ2 q(z,V)−Aθ1,θ2) result separately w.r.t. (θ1, θ2) ∈ C
2, z ∈ C/R+, and admit, for each couple
(θ1, θ2), continuous extensions to the branch cut. In particular, setting ζ = k ∈ R± at the r.h.s. of (2.70)
corresponds to consider the limits of (Bθ1,θ2 q(z,V)−Aθ1,θ2)ij for z → k
2 ± i0 respectively. Making use
of this expression, and taking into account (2.69), a determinant’s expansion follows
d(z, θ1, θ2) = 4
(
1 + cosh
θ1
2
)(
1 + cosh
θ2
2
)
+O (θ1) +O (θ2) , (2.71)
where O (θi), being referred to the metric space B1 ((0, 0)) × C, defines holomorphic functions w.r.t.
(θ1, θ2) ∈ B1 ((0, 0)) and z ∈ C/R+, allowing continuous extensions to the branch cut in the above-
specified sense. According to the Definition 1.2, O (θi) writes as
O (θi) = θi p(z, θ1, θ2) , (2.72)
with p(z, θ1, θ2) uniformly bounded in B1 ((0, 0))× C. Therefore δ > 0 exists such that, when (θ1, θ2) ∈
Bδ ((0, 0)), it results |d(z, θ1, θ2)| > 1 for all z ∈ C/R+. In these conditions, the matrix (Bθ1,θ2 q(z,V)−Aθ1,θ2)
is invertible and the coefficients (Bθ1,θ2 q(z,V)−Aθ1,θ2)
−1
ij are separately holomorphic w.r.t. (θ1, θ2) ∈
Bδ ((0, 0)), z ∈ C/R+, having continuous extensions to the whole branch cut, both in the limits z = k2+iε,
ε→ 0±.
We are now in the position to develop the spectral analysis for the operators Qθ1,θ2(V) starting from
the resolvent’s formula (2.16).
Proposition 2.5 Let Qθ1,θ2(V) be defined according to (1.9), (1.11). The operator’s spectrum charac-
terizes as follows:
i) For any (θ1, θ2) ∈ C2, the essential part of the spectrum is σess (Qθ1,θ2(V)) = R+.
ii) Let E0 be an eigenvalue of Q0,0(V) and assume ε0 > 0 small enough; for any fixed ε ∈ (0, ε0) it exists
δε > 0 depending on ε s.t.: for any (θ1, θ2) ∈ Bδε ((0, 0)) ∩ C
2 it exists an unique nondegenerate and
discrete eigenvalue E (θ1, θ2) ∈ σ (Qθ1,θ2(V)) ∩ Bε(E0). Moreover, the function E (θ1, θ2) is holomorphic
w.r.t. (θ1, θ2) in Bδε ((0, 0)).
If, in addition, V is assumed to be defined positive, fulfilling (2.50), then:
iii) It exists δ > 0 s.t., for all (θ1, θ2) ∈ Bδ ((0, 0)), σ (Qθ1,θ2(V)) is purely absolutely continuous and
coincide with the positive real axis.
Proof. With the notation introduced above, let z ∈ C\ (σ (Q0,0(V)) ∪ Sθ1,θ2); the representation (2.16)
implies that the difference (Qθ1,θ2(V)− z)
−1 − (Q0,0(V)− z)
−1 is a finite rank operator. Then, the first
statement of the Proposition follows by adapting the Weyl’s theorem to the non-selfadjoint framework
(for this point, we refer to [27], Sec. XIII.4, Lemma 3 and the strong spectral mapping theorem).
In the unperturbed case, Q0,0(V) is a 1D Schro¨dinger operator with a short range potential. Its
spectrum has a purely absolutely continuous part on the positive real axis, and possible non-degenerate
eigenvalues located on the negative real axis, without accumulation points. Then, the second statement is
a direct consequence of the Kato-Rellich theorem, since Qθ1,θ2(V) is Kato-analytic w.r.t. the parameters.
When V is a defined positive potential, σ (Q0,0(V)) = σac (Q0,0(V)) = R+, while the point spectrum
is empty. The spectrum σ (Qθ1,θ2(V)) corresponds to the subset of the complex plane where the map
z → Gzθ1,θ2(x, y) (defined in eq. (2.17)) is not holomorphic. According to the result of the Lemma 2.3,
the functions Gz(x, y) and Hz(x, y), appearing at the r.h.s. of (2.17) are z-holomorphic in C/R+ and
continuously extend to the whole branch cut both in the limits z = k2+ iε, ε→ 0±. As shown in Lemma
2.4, the same hold for the coefficients of (Bθ1,θ2 q(z,V)−Aθ1,θ2)
−1
, provided that (θ1, θ2) is close enough
to the origin in C2. In particular, these are z-holomorphic in C/R+ and have continuous extensions to
the whole branch cut. Then, for V defined positive, the map z → Gzθ1,θ2(x, y) is holomorphic in C/R+
and have continuous extensions as z → R+, both in the limits z = k2 + iε, ε → 0±. This yields:
σ (Qθ1,θ2(V)) = σac (Qθ1,θ2(V)) = R+.
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2.3 Generalized eigenfunctions expansion.
Let ψ−(·, k, θ1, θ2) denote the generalized eigenfunction of the operatorQθ1,θ2 (V), describing an incoming
wave function of momentum k; this is a solution to the boundary value problem

(
−∂2x + V
)
u = k2u , for x ∈ R\ {a, b} , k ∈ R ,
e−
θ1
2 u(b+, ζ, θ1, θ2) = u(b
−, ζ, θ1, θ2) , e
−
θ2
2 u′(b+, ζ, θ1, θ2) = u
′(b−, ζ, θ1, θ2) ,
e−
θ1
2 u(a−, ζ, θ1, θ2) = u(a
+, ζ, θ1, θ2) , e
−
θ2
2 u′(a−, ζ, θ1, θ2) = u(a
+, ζ, θ1, θ2) ,
(2.73)
fulfilling the exterior conditions
ψ−(x, k, θ1, θ2)
∣∣∣∣x<ak>0 = eikx +R(k, θ1, θ2)e−ikx , ψ−(x, k, θ1, θ2)
∣∣∣∣x>b
k>0
= T (k, θ1, θ2)e
ikx , (2.74)
and
ψ−(x, k, θ1, θ2)
∣∣∣∣x<ak<0 = T (k, θ1, θ2)eikx , ψ−(x, k, θ1, θ2)
∣∣∣∣x>b
k<0
= eikx +R(k, θ1, θ2)e
−ikx , (2.75)
where R and T are the reflection and transmission coefficients. In the case (θ1, θ2) = (0, 0), ψ−(·, k, 0, 0)
is a generalized eigenfunction of the selfadjoint model Q0,0 (V). In what follows we adopt the simplified
notation: ψ−(·, k, 0, 0) = ψ−(·, k). These functions are expressed in terms of the corresponding Jost’s
solutions as
ψ−(x, k) =


− 2ikw(k)χ+(x, k) , for k ≥ 0 ,
2ik
w(−k)χ−(x,−k) , for k < 0 ,
(2.76)
(e.g. in [31]). In the case of defined positive potentials, an approach similar to the one leading to the
Krein-like resolvent formula (2.10) allows to obtain an expansion for the difference: ψ−(·, k, θ1, θ2)− ψ−(·, k)
for (θ1, θ2)→ (0, 0) . To this aim, we need an explicit expression of the finite rank terms, appearing at
the r.h.s. of (2.16), in the limits where z approaches the branch cut. This can be done by using the
results of Lemmas 2.3 and 2.4. Adopting the notation introduced in (2.51), let us define
{g(ei, ζ,V)}
4
i=1 =
{
Gζ(·, b) , −Hζ(·, b) , Gζ(·, a) , −Hζ(·, a)
}
; (2.77)
we get, for ζ ∈ C+ and z = ζ2, the identity: γ(ei, z,V) = g(ei, ζ,V); due to Lemma 2.3, the limits of
g(ei, ζ,V) as ζ → k ∈ R± exist and corresponds to the limits of γ(ei, z,V) as z → k2 ± i0 respectively.
Namely, we have
lim
z→k2±i0
γ(ei, z,V) =


g(ei, k,V)|k∈R+ ,
g(ei, k,V)|k∈R− .
(2.78)
The coefficients (Bθ1,θ2 q(z,V)−Aθ1,θ2)
−1
ij have been considered in the Lemma 2.4 where their regularity
w.r.t. the z and the extensions to the branch cut have been investigated. To get further insights on the
structure of the inverse matrix, we use the explicit form of (Bθ1,θ2 q(z,V)−Aθ1,θ2) given in (2.68)-(2.70).
In what follows, M (ζ, θ1, θ2) denotes the r.h.s. of (2.68)
(Bθ1,θ2 q(z,V)−Aθ1,θ2) =M (ζ, θ1, θ2) , ζ ∈ C
+, z = ζ2 . (2.79)
In the assumption (2.50), the matrix M (ζ, θ1, θ2) continuously extends extends to ζ ∈ C+ and taking
its limits for ζ → k ∈ R± corresponds to consider the limits of (Bθ1,θ2 q(z,V)−Aθ1,θ2)ij as z → k
2 ± i0
respectively. This yields
lim
z→k2±i0
(Bθ1,θ2 q(z,V)−Aθ1,θ2) =


M (k, θ1, θ2)|k∈R∗+
,
M (k, θ1, θ2)|k∈R− .
(2.80)
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In particular, making use of (2.70), we have
M (k, θ1, θ2) = (2.81)

β (θ2)O (1)− α (θ2) β (θ2)O (1 + |k|) β (θ2)O (1) β (θ2)O (1 + |k|)
β (θ1)O
(
1
1+|k|
)
β (θ1)O (1)− α (θ1) β (θ1)O
(
1
1+|k|
)
β (θ1)O (1)
β (−θ2)O (1) β (−θ2)O (1 + |k|) β (−θ2)O (1)− α (−θ2) β (−θ2)O (1 + |k|)
β (−θ1)O
(
1
1+|k|
)
β (−θ1)O (1) β (−θ1)O
(
1
1+|k|
)
β (−θ1)O (1)− α (−θ1)

 .
From the Lemma 2.4, this matrix is invertible whenever (θ1, θ2) ∈ Bδ ((0, 0)) with δ small enough; under
such a condition, indeed, the determinant’s expansion
detM (k, θ1, θ2) = det (−Aθ1,θ2) +O (θ1) +O (θ2) ,
det (−Aθ1,θ2) = 4
(
1 + cosh θ12
) (
1 + cosh θ22
)
,
(see the relation (2.71)) implies: |detM (k, θ1, θ2)| > 1. Then, a direct computation leads to
M−1 (k, θ1, θ2) =
1
detM (k, θ1, θ2)
[det (Aθ1,θ2) diag {λi} +M(k, θ1, θ2)] , (2.82)
where diag (λi), the main term in (2.82), is the C
4,4 diagonal matrix defined by the coefficients
{λi}
4
i=1 =
{
−1
α (θ2)
,
−1
α (θ1)
,
−1
α (−θ2)
,
−1
α (−θ1)
}
, (2.83)
while the remainder is
M(k, θ1, θ2) =


O (θ1) +O (θ2) O (θ2(1 + |k|)) O (θ2) O (θ2(1 + |k|))
O
(
θ1
1+|k|
)
O (θ1) +O (θ2) O
(
θ1
1+|k|
)
O (θ1)
O (θ2) O (θ2(1 + |k|)) O (θ1) +O (θ2) O (θ2(1 + |k|))
O
(
θ1
1+|k|
)
O (θ1) O
(
θ1
1+|k|
)
O (θ1) +O (θ2)

 , (2.84)
Here, the symbols O (·) are referred to the metric space Bδ ((0, 0)) × R and, being obtained from the
calculus of the inverse matrix (Bθ1,θ2 q(z,V)−Aθ1,θ2)
−1
, denotes polynomial expressions depending on
the functions: α (±θi), β (±θi), Gζ (x, y), ∂i1H
ζ (x, y), with x, y ∈ {a, b} and i = 0, 1. Then, as a
consequence of Lemma 2.3, these terms are holomorphic w.r.t. the parameters (θ1, θ2) ∈ Bδ ((0, 0)) and
continuous w.r.t. k ∈ R.
Proposition 2.6 Assume (θ1, θ2) ∈ Bδ ((0, 0)) with δ > 0 small enough, and let V be defined according
to (1.9), (2.50). The solutions ψ−(·, k, θ1, θ2) to the generalized eigenfunctions problem (2.73), (2.74)-
(2.75) allow the representation
ψ−(·, k, θ1, θ2) =


ψ−(·, k)−
∑4
i,j=1
[
M−1 (k, θ1, θ2)Bθ1,θ2
]
ij
[Γ1ψ−(·, k)]j g(ei, k,V) , for k ≥ 0 ,
ψ−(·, k)−
∑4
i,j=1
[
M−1 (−k, θ1, θ2)Bθ1,θ2
]
ij
[Γ1ψ−(·, k)]j g(ei,−k,V) , for k < 0 .
(2.85)
The functions ψ−(x, k, θ1, θ2) are C1-continuous w.r.t. x ∈ R/ {a, b}, k-continuous in R and holomorphic
w.r.t. the parameters (θ1, θ2) in Bδ ((0, 0)).
Proof. We start considering the case k ≥ 0. According to the definition of ψ−(·, k) and g(ei, k,V), the
function at the r.h.s. of (2.85) solves the equation(
−∂2x + V
)
u = k2u , for x ∈ R\ {a, b} , k ∈ R , (2.86)
and fulfills the conditions (2.74) and (2.75). Set: ψ−(·, k, θ1, θ2) = φ− ψ with
φ = ψ−(·, k) , (2.87)
ψ =
4∑
i,j=1
[
M−1 (k, θ1, θ2)Bθ1,θ2
]
ij
[Γ1φ]j g(ei, k,V) . (2.88)
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The function ψ can be pointwise approximated by elements of the defect spaces Nz as z → k2+ i0. With
the notation introduced in (2.79) and (2.77), let ψz be defined by
ψz =
4∑
i,j=1
[
M−1 (ζ, θ1, θ2)Bθ1,θ2
]
ij
[Γ1φ]j g(ei, ζ,V) , ζ ∈ C
+ , z = ζ2 ; (2.89)
it results ψz ∈ Nz and limz→k2+i0 ψz = ψ. Since ψ−(·, k) is C
1
x-continuous in R, we have: Γ0φ = 0 and
the following relation holds
M (k, θ1, θ2) Γ0 (φ− ψ) = −M (k, θ1, θ2) Γ0ψ = − lim
z→k2+i0
(Bθ1,θ2 q(z,V)−Aθ1,θ2) Γ0ψz
= − lim
z→k2+i0
(Bθ1,θ2 Γ1γ(·, z,V)−Aθ1,θ2) Γ0ψz
= − lim
z→k2+i0
(Bθ1,θ2 Γ1 −Aθ1,θ2Γ0)ψz = (−Bθ1,θ2 Γ1 +Aθ1,θ2Γ0)ψ . (2.90)
The n-th component of the vector at the l.h.s. of (2.90) writes as
[M (k, θ1, θ2) Γ0 (φ− ψ)]n = [−M (k, θ1, θ2) Γ0ψ]n =
−
4∑
i,j=1
[[M (k, θ1, θ2) Γ0 (φ− ψ)]n Γ0g(ei, k,V)]n
[
M−1 (k, θ1, θ2)Bθ1,θ2
]
ij
[Γ1φ]j .
Recalling that Γ0g(ei, k,V) = ei, we get
[M (k, θ1, θ2) Γ0 (φ− ψ)]n =
−
4∑
i,j=1
(M (k, θ1, θ2))ni
[
M−1 (k, θ1, θ2)Bθ1,θ2
]
ij
[Γ1φ]j = −
4∑
i,j=1
Bnj [Γ1φ]j ,
which implies
M (k, θ1, θ2) Γ0 (φ− ψ) = −BΓ1φ . (2.91)
From (2.90) and (2.91), the interface conditions
Aθ1,θ2Γ0ψ−(·, k, θ1, θ2) = Bθ1,θ2Γ1ψ−(·, k, θ1, θ2) , (2.92)
follow. Since these are equivalent to the ones assigned in the equation (2.73), the function defined in
(2.85) is a solution to the problem (2.73), (2.74)-(2.75). The case k < 0 can be treated by a suitable
adaptation of the above arguments.
The regularity of the generalized eigenfunctions w.r.t. to the variables {x, k, θ1, θ2} is a consequence
of the representation (2.85) and of the properties of the maps ψ−(·, k), M−1 (k, θ1, θ2), Bθ1,θ2 , and
g(ei, k,V) (for this point, we refer to the corresponding definitions and to the results of the Proposition
2.1 and of the Lemmata 2.3-2.4).
As a consequence of the above result, an expansion of ψ−(·, k, θ1, θ2) for small values of θi follows.
Corollary 2.7 Let ψ−(·, k, θ1, θ2) denotes a solution to the generalized eigenfunctions problem (2.73),
(2.74)-(2.75). In the assumptions of the Proposition 2.6, the expansion
ψ−(·, k, θ1, θ2)−ψ−(·, k) = O (θ2k)G
σk(·, b)+O
(
θ1k
1 + |k|
)
Hσk(·, b)+O (θ2k)G
σk(·, a)+O
(
θ1k
1 + |k|
)
Hσk(·, a) .
(2.93)
holds with: σ = k|k| . The symbols O (·) are defined in the sense of the metric space R×Bδ ((0, 0)).
Proof. As already noticed, the assumption of positive potentials (2.50) prevents the Jost’s function w(k)
to have zeroes on the real axis. In particular, a consequence of the definition (2.76) and of the relations
(2.20) is
ψ−(x, k) = O
(
k
1 + |k|
)
; ∂xψ−(x, k) = O (k) , (2.94)
and a direct computation yields
Bθ1,θ2Γ1ψ−(·, k) =
{
O (θ2k) , O
(
θ1k
1 + |k|
)
, O (θ2k) , O
(
θ1k
1 + |k|
)}
. (2.95)
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where the symbols O (·) are referred to the metric space R×Bδ ((0, 0)). Making use of this expression
and of the relations (2.82)-(2.84), we get
M−1 (σk, θ1, θ2)Bθ1,θ2 [Γ1ψ−(·, k)] =
{
O (θ2k) , O
(
θ1k
1 + |k|
)
, O (θ2k) , O
(
θ1k
1 + |k|
)}
. (2.96)
Then, the expansion (2.93) follows from the formula (2.85) by taking into account (2.96) and the definition
(2.77).
3 Similarity and uniform-in-time estimates for the dynamical
system.
In what follows, V is a positive short-range potential. With this assumption, Q0,0(V) has a purely
absolutely continuous spectrum and the related generalized Fourier transform FV
(FVϕ) (k) =
∫
R
dx
(2π)
1/2
ψ∗−(x, k)ϕ(x) , ϕ ∈ L
2(R) , (3.1)
is a unitary map with range R (FV)= L2(R) and an inverse map F
−1
V acting as(
F−1V f
)
(x) =
∫
dk
(2π)
1/2
ψ−(x, k)f(k) , (3.2)
for all f ∈ L2(R). Assume in addition the parameters θ1, θ2 to be close enough to the origin, so that the
expansion (2.93) hold, and consider the operator Wθ1,θ2 defined by the integral kernel
Wθ1,θ2(x, y) =
∫
R
dk
2π
ψ−(x, k, θ1, θ2)ψ
∗
−(y, k) . (3.3)
The next Proposition shows that Wθ1,θ2 form an analytic family of bounded operators w.r.t. (θ1, θ2),
while, for fixed values of the parameters, Wθ1,θ2 induces a similarity between Qθ1,θ2(V) and Q0,0(V).
Proposition 3.1 Let V satisfy the conditions (1.9), (2.50) and assume (θ1, θ2) ∈ Bδ((0, 0)) with δ > 0
small enough. Then, the set {Wθ1,θ2 , (θ1, θ2) ∈ Bδ((0, 0))} forms an analytic family of bounded operators
in L2(R), w.r.t. (θ1, θ2), and the expansion
Wθ1,θ2 = 1 +O (θ1) +O (θ2) , (3.4)
holds in the L
(
L2(R), L2(R)
)
operator norm. The couple Qθ1,θ2(V), Q0,0(V) is intertwined through
Wθ1,θ2 by
Qθ1,θ2(V)Wθ1,θ2 =Wθ1,θ2Q0,0(V) . (3.5)
Proof. Let consider the action of Wθ1,θ2 on ϕ ∈ L
2(R); making use of (3.1) and (3.3), this writes as
Wθ1,θ2ϕ =
∫
R
dk
(2π)
1/2
ψ−(·, k, θ1, θ2) (FVϕ) (k) , (3.6)
and, expressing ψ−(x, k, θ1, θ2) through the expansion (2.93), we get
Wθ1,θ2ϕ =
∫
R
dk
(2π)1/2
ψ−(·, k) (FVϕ) (k) +
∫
R
dk
(2π)1/2
[
O (θ2k)G
|k|(·, b) +O (θ2k)G
|k|(·, a)
]
(FVϕ) (k)
+
∫
R
dk
(2π)
1/2
[
O
(
θ1k
1 + |k|
)
H |k|(·, b) +O
(
θ1k
1 + |k|
)
H |k|(·, a)
]
(FVϕ) (k) , (3.7)
where, it is important to remark, the symbols O (·) here denote functions depending only on k, θ1
and θ2, but independent of x. Since
∫
dk
(2pi)1/2
ψ−(·, k) (FVϕ) (k) = F
−1
V (FVϕ), this equation yields:
(Wθ1,θ2 − I)ϕ = I + II, where
I(ϕ) =
∫
R
dk
(2π)
1/2
[
O (θ2k)G
|k|(·, b) +O (θ2k)G
|k|(·, a)
]
(FVϕ) (k) , (3.8)
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and
II(ϕ) =
∫
R
dk
(2π)
1/2
[
O
(
θ1k
1 + |k|
)
H |k|(·, b) +O
(
θ1k
1 + |k|
)
H |k|(·, a)
]
(FVϕ) (k) . (3.9)
In order to obtain the expansion (3.4), L2-norm estimates of the maps defined in (3.8) and (3.9) are
needed. We consider at first the case of I(ϕ); let define φα as
φα(x) =
∫
R
dk
(2π)1/2
O (k)G|k|(x, α) (FVϕ) (k) , α ∈ {a, b} , (3.10)
being O (·) depending only on k. The L2-norm of φα is bounded by
‖φα‖L2(R) ≤
∥∥1{x≤a}φα∥∥L2(R) + ∥∥1(a,b)φα∥∥L2(R) + ∥∥1{x≥b}φα∥∥L2(R) . (3.11)
For α = b, making use of the explicit form of Gk(x, b), given by (2.45) for ζ = k, and exploiting the
relations (2.20) and
1{x≤a}χ−(x, k) = e
−ikx , 1{x≥b}χ+(x, k) = e
−ikx , (3.12)
we have
1{x≤a}(x)O (k)G
|k|(x, b) = 1{x≤a}(x)τ1 (k) e
−i|k|x (3.13)
1{x≥b}(x)O (k)G
|k|(x, b) = 1{x≥b}(x)τ2 (k) e
i|k|x (3.14)
with τ1, τ2 ∈ L∞k (R). In the following, P denotes be the parity operator: Pu(t) = u(−t); from (3.13),
we get
1{x≤a}(x)φb(x) = 1{x≤a}(x)
∫
R
dk
(2π)1/2
τ1 (k) e
−i|k|x (FVϕ) (k)
= 1{x≤a}(x)
(
F−10 (1k<0τ1FVϕ+ P (1k>0τ1FVϕ))
)
(x) , (3.15)
where, according to the notation introduced in (3.1), F0 is the standard Fourier transform. Thus,
1{x≤a}φb is estimated by∥∥1{x≤a}φb∥∥L2(R) = ∥∥F−10 (1k<0τ1FVϕ)∥∥L2(R) + ∥∥F−10 P (1k>0τ1FVϕ)∥∥L2(R) . ‖ϕ‖L2(R) , (3.16)
while, for 1{x≥b}φb, a similar inequality follows by using (3.14)∥∥1{x≥b}φb∥∥L2(R) = ∥∥F−10 P (1k<0τ2FVϕ)∥∥L2(R) + ∥∥F−10 (1k>0τ2FVϕ)∥∥L2(R) . ‖ϕ‖L2(R) . (3.17)
According to definition of Gk(x, b) for x < b, the term 1(a,b)φb writes as
1(a,b)(x)φb(x) = 1(a,b)(x)
∫
R
dk
O (k)χ+(b, |k|)
w(|k|)
χ−(x, |k|) (FVϕ) (k) = 1(a,b)(x)
∫
R
dk χ−(x, |k|)τ3(k) (FVϕ) (k) ,
(3.18)
where τ3 ∈ L∞k (R) is: τ3(k) =
O(k)χ+(b,|k|)
w(|k|) . Using the definition (2.76) and the identities
χ±(·,−k) = χ
∗
±(·, k) , w(−k) = w
∗(k) , (3.19)
it follows
1k<0(k)χ−(x,−k) = 1k<0(k)
w (−k)
2ik
ψ−(x, k) , (3.20)
1k≥0(k)χ−(x, k) = −1k≥0(k)
w (k)
2ik
ψ−(x,−k) . (3.21)
Take τ˜3(k) = τ3(k)
w(−k)
2ik and τˆ3(k) = τ3(k)
w(k)
−2ik ; it results: τ˜3, τˆ3 ∈ L
∞
k (R) and the r.h.s. of (3.18)
rephrases as
1(a,b)(x)φb(x) = 1(a,b)(x)
[∫
k<0
dk ψ−(x, k)τ˜3(k) (FVϕ) (k) +
∫
k>0
dk ψ−(x,−k) (τˆ3(k) (FVϕ) (k))
]
.
(3.22)
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The first term identifies with the inverse Fourier transform of 1k<0τ˜3FVϕ,∫
k<0
dk ψ−(·, k)τ˜3(k) (FVϕ) (k) = F
−1
V (1k<0τ˜3FVϕ) , (3.23)
while, for the second term, we have∫
k>0
dk ψ−(·,−k) (τˆ3(k) (FVϕ) (k)) = −
∫
k<0
dk ψ−(·, k) (P (τˆ3FVϕ)) (k) = −F
−1
V P (1k>0τˆ3FVϕ) .
(3.24)
The above relations yield the estimate∥∥1(a,b)φb∥∥L2(R) = ∥∥1(a,b)F−1V (1k<0τ˜3FVϕ)∗∥∥L2(R) + ∥∥1(a,b)F−1V P (1k>0τ˜3FVϕ)∥∥L2(R) . ‖ϕ‖L2(R) .
(3.25)
As a consequence of (3.16), (3.17) and (3.25) we get
‖φb‖L2(R) . ‖ϕ‖L2(R) , (3.26)
and a similar computation in the case of φa leads to: ‖φa‖L2(R) . ‖ϕ‖L2(R). From the definitions (3.8)
and (3.10), it follows
‖I(ϕ)‖L2(R) . |θ2|
(
‖φa‖L2(R) + ‖φb‖L2(R)
)
. |θ2| ‖ϕ‖L2(R) . (3.27)
For the map II(ϕ), we introduce ψα defined as
ψα(x) =
∫
R
dkO
(
k
1 + |k|
)
H |k|(x, α) (FVϕ) (k) , α ∈ {a, b} , (3.28)
where O (·) depends only on k. For α = b, the explicit form of Hk(x, b), given by (2.46) for ζ = k, and
the relations (2.20), (3.12), yield
1{x≤a}(x)O
(
k
1 + |k|
)
H |k|(x, b) = 1{x≤a}(x)η1 (k) e
−i|k|x (3.29)
1(a,b)(x)O
(
k
1 + |k|
)
H |k|(x, b) = 1(a,b)(x)η3(k)χ−(x, |k|) (3.30)
1{x≥b}(x)O
(
k
1 + |k|
)
H |k|(x, b) = 1{x≥b}(x)η2 (k) e
i|k|x (3.31)
where ηi=1,2,3 ∈ L∞k (R) are described by O
(
k
1+|k|
)
. Setting: η˜3(k) = η3(k)
w(−k)
2ik and ηˆ3(k) = η3(k)
w(k)
−2ik
(which, according to the characterization of η3, still implies: η˜3, ηˆ3 ∈ L∞k (R)), and proceeding as before,
we obtain the decomposition
ψb = 1{x≤a}
[
F−10 (1k<0η1FVϕ+ P (1k>0η1FVϕ))
]
+ 1{x≥b}
[
F−10 P (1k<0η2FVϕ) + F
−1
0 (1k>0η2FVϕ)
]
+ 1(a,b)
[
F−1V (1k<0η˜3FVϕ)−F
−1
V P (1k>0ηˆ3FVϕ)
]
. (3.32)
This entails: ‖ψb‖L2(R) . ‖ϕ‖L2(R), while, with similar computations, the corresponding estimate in the
case of ψa is obtained. From the definitions (3.9) and (3.28), follows
‖II‖L2(R) . |θ1|
(
‖ψa‖L2(R) + ‖ψb‖L2(R)
)
(3.33)
Then, the above estimates imply
‖II‖L2(R) . |θ1| ‖ϕ‖L2(R) . (3.34)
The expansion (3.4) is a consequence of (3.27) and (3.34). Since the symbols in (3.8)-(3.9) are holomorphic
in (θ1, θ2), the operators Wθ1,θ2 form an analytic family w.r.t. the parameters.
19
Next, we consider the relation (3.5). Let ϕ ∈ D (Q0,0(V)), using the functional calculus of Q0,0(V),
we have: (FV (Q0,0(V)ϕ)) (k) = k2 (FVϕ) (k) and, according to (3.6), the r.h.s. of (3.5) writes as
Wθ1,θ2Q0,0(V)ϕ =
∫
R
dk ψ−(·, k, θ1, θ2)k
2 (FVϕ) (k) . (3.35)
To discuss the action of Qθ1,θ2(V)Wθ1,θ2 over D (Q0,0(V)), we use the expansion
Wθ1,θ2ϕ = ϕ+ I(ϕ) + II(ϕ) . (3.36)
From the above results, the map I(ϕ) + II(ϕ) can be represented as
I(ϕ) + II(ϕ) = 1{x≤a}
[
F−10 (1k<0µ1FVϕ+ P (1k>0µ1FVϕ))
]
+ 1{x≥b}
[
F−10 P (1k<0µ2FVϕ) + F
−1
0 (1k>0µ2FVϕ)
]
+ 1(a,b)
[
F−1V (1k<0µ3FVϕ)−F
−1
V (1k<0 (P (µ4FVϕ)))
]
, (3.37)
where µi ∈ L∞k (R), i = 1, ..4, are suitable bounded functions of k. Let u ∈ L
∞
k (R) and V ,V
′ any couple of
potentials fulfilling the assumptions; the operators F−1V′ uFV and F
−1
V′ PuFV map D (Q0,0(V)) into itself.
Then, as a consequence of (3.36), (3.37), the operator Wθ1,θ2 maps D (Q0,0(V)) into D (Q(V)), while,
according to (2.92) and (3.35), Wθ1,θ2ϕ fulfills the interface conditions (1.10) for all ϕ ∈ D (Q0,0(V)); we
obtain: Wθ1,θ2 ∈ L (D (Q0,0(V)) , D (Qθ1,θ2(V))) . Moreover, from the relation:(
Qθ1,θ2(V)− k
2
)
ψ−(·, k, θ1, θ2) = 0, it follows
Qθ1,θ2(V)Wθ1,θ2ϕ =
∫
R
dk ψ−(·, k, θ1, θ2)k
2 (FVϕ) (k) , (3.38)
which leads to (3.5).
3.1 Proof of the Theorem 1.1.
When the parameters θ1, θ2 are chosen in a suitably small neighbourhood of the origin, the expansion
(3.4) yields
W−1θ1,θ2 = 1 +O (θ1) +O (θ2) , (3.39)
and Qθ1,θ2(V) expresses as the conjugated operator
Qθ1,θ2(V) =Wθ1,θ2Q0,0(V)W
−1
θ1,θ2
. (3.40)
Let us introduce
Uθ1,θ2(t) =Wθ1,θ2U0,0(t)W
−1
θ1,θ2
, (3.41)
being U0,0(t) = e
−itQ0,0(V) the unitary propagator associated with −iQ0,0(V). Due to the properties
of Wθ1,θ2 , Uθ1,θ2(t) is holomorphic w.r.t. (θ1, θ2), while, for fixed values of the parameters, the family
{Uθ1,θ2(t)}t∈R forms a strongly continuous group on L
2(R) and, according to (3.40), (3.41), we have
i∂t (Uθ1,θ2(t)u) = Qθ1,θ2(V)Uθ1,θ2(t)u , (3.42)
for all u ∈ L2(R). This allows to identify Uθ1,θ2(t) with the quantum dynamical system generated by
−iQθ1,θ2(V). Making use of (3.4) and (3.39), we get
Uθ1,θ2(t) = U0,0(t) +R (t, θ1, θ2) , (3.43)
where the remainder term is strongly continuous and uniformly bounded w.r.t. t in the L2-operator
norm, allowing the representation: R (t, θ1, θ2) = O (θ1) +O (θ2).
3.2 Time dependent wave operators and scattering systems.
So far, we have investigated the continuity of the dynamical system generated by −iQθ1,θ2(V) w.r.t.
the parameters θi=1,2. This has been analyzed by using small-θi expansions of the ’stationary wave
operators’ Wθ1,θ2 defined in (3.3). In what follows we consider the scattering problem for the pair
{Qθ1,θ2(V), Q0,0(V)} and show that Wθ1,θ2 coincides with a wave operator of this couple. The next
Lemma discusses this point under the assumptions of the Proposition 3.1.
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Lemma 3.2 Let V fulfills the conditions (1.9), (2.50) and assume (θ1, θ2) ∈ Bδ((0, 0)) with δ > 0 small
enough. Then
s- lim
t→−∞
eitQθ1,θ2 (V)e−itQ0,0(V) =Wθ1,θ2 . (3.44)
Proof. Let introduce the modified transform FV,θ1,θ2 defined by
F−1V,θ1,θ2f =
∫
R
dk ψ−(x, k, θ1, θ2) f(k), f ∈ L
2(R) . (3.45)
The action of Wθ1,θ2 can be expressed in terms of FV,θ1,θ2 and FV as Wθ1,θ2 = F
−1
V,θ1,θ2
FV , from which
we get: FV,θ1,θ2 = FVW
−1
θ1,θ2
. Due to the expansion (3.4), it results
FV,θ1,θ2 = FV (1 +O (θ1) +O (θ2)) (3.46)
in the L2-operator norm sense. Making use of the intertwining property, we have
W∗θ1,θ2 (Qθ1,θ2(V))
∗
= Q0,0(V)W
∗
θ1,θ2 . (3.47)
Since W∗θ1,θ2 = F
−1
V
(
F−1V,θ1,θ2
)∗
and (Qθ1,θ2(V))
∗
= Q−θ∗2 ,−θ∗1 (V) (see eq. (1.12)), it follows
F−1V
(
F−1V,θ1,θ2
)∗
Q−θ∗2 ,−θ∗1 (V) = Q0,0(V)F
−1
V
(
F−1V,θ1,θ2
)∗
. (3.48)
Let us denote with A the operator of multiplication by k2. Using the functional calculus for Q0,0(V),
this operator is represented by: A = FVQ0,0(V)F
−1
V , and the previous relation rephrases as(
F−1V,θ1,θ2
)∗
Q−θ∗2 ,−θ∗1 (V) = A
(
F−1V,θ1,θ2
)∗
. (3.49)
Then, taking the adjoint, yields
Qθ1,θ2(V)F
−1
V,θ1,θ2
= F−1V,θ1,θ2A . (3.50)
To identify Wθ1,θ2 with the wave operator, according to the time dependent definition
W− (Qθ1,θ2(V), Q0,0(V)) = s- lim
t→−∞
eitQθ1,θ2(V)e−itQ0,0(V) , (3.51)
it is enough to prove that
lim
t→−∞
∥∥∥(eitQθ1,θ2(V)e−itQ0,0(V) −Wθ1,θ2) u∥∥∥
L2(R)
= 0 . (3.52)
Explicitly, the function in (3.52) reads as(
eitQθ1,θ2 (V)e−itQ0,0(V) −F−1V,θ1,θ2FV
)
u . (3.53)
Setting g = FVu, we have: e−itQ0,0(V)u = F
−1
V e
−itAg, and (3.53) rephrases as
eitQθ1,θ2 (V)
(
F−1V e
−itA − e−itQθ1,θ2 (V)F−1V,θ1,θ2
)
g . (3.54)
Then, using (3.50) and the definitions (3.1), (3.45), we get(
eitQθ1,θ2(V)e−itQ0,0(V) −Wθ1,θ2
)
u = eitQθ1,θ2 (V)
(
F−1V −F
−1
V,θ1,θ2
)
e−itAg
= eitQθ1,θ2 (V)
∫
R
dk (ψ−(·, k)− ψ−(·, k, θ1, θ2)) e
−itk2g(k), g ∈ FVu . (3.55)
Under our assumptions, the result of the Corollary 2.7 applies and the r.h.s. of (3.55) can be further
developed through the expansion (2.93). This yields(
eitQθ1,θ2(V)e−itQ0,0(V) −Wθ1,θ2
)
u =∫
R
dkO (θ2k)G
σk(·, b)e−itk
2
g(k) +
∫
R
dkO
(
θ1k
1 + |k|
)
Hσk(·, b)e−itk
2
g(k)
+
∫
R
dkO (θ2k)G
σk(·, a)e−itk
2
g(k) +
∫
R
dkO
(
θ1k
1 + |k|
)
Hσk(·, a)e−itk
2
g(k) . (3.56)
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where σ = k|k| , while the functions O (θ2k) and O
(
θ1k
1+|k|
)
are independent of x. To obtain (3.44), it
is enough to show that, for all g ∈ C∞0 (R), limits of the type (3.52) are available for each term at the
r.h.s. of (3.56). In what follows, we consider the first contribution of (3.56), while the other terms can
be treated within the same approach. Since we work with fixed (θ1, θ2), the dependence from these
parameters is next omitted. Our aim is to prove
lim
|t|→∞
∥∥∥∥
∫
R
dkO (k)Gσk(·, b)e−itk
2
g(k)
∥∥∥∥
L2(R)
= 0 ,
when g ∈ C∞0 (R). We use the definitions (2.45), (2.51), with ζ = k, to write∥∥∥∥
∫
R
dkO (k)Gσk(·, b)e−itk
2
g(k)
∥∥∥∥
L2(R)
= I + II (3.57)
where
I =
∫ b
−∞
dx
∣∣∣∣
∫
R
dk
O (k)
w(|k|)
χ−(x, |k|)χ+(b, |k|)e
−itk2g(k)
∣∣∣∣
2
, (3.58)
II =
∫ +∞
b
dx
∣∣∣∣
∫
R
dk
O (k)
w(|k|)
χ+(x, |k|)χ−(b, |k|)e
−itk2g(k)
∣∣∣∣
2
. (3.59)
Recall that χ± are defined through the equations
1x<b(x)χ+(x, k) = e
ikx +
b∫
x
sin k(t− x)
k
V(t)χ+(t, k) dt , 1x≥b(x)χ+(x, k) = e
ikx , (3.60)
1x>a(x)χ−(x, k) = e
−ikx −
x∫
a
sin k(t− x)
k
V(t)χ−(t, k) dt , 1x≤a(x)χ−(x, k) = e
−ikx , (3.61)
and introduce the functions
γ+(x) =
b∫
x
|V(t)| dt , γ−(x) =
x∫
a
|V(t)| dt . (3.62)
For compactly supported short-range potentials (see (1.9)), it results: γ+ ∈ L2 ((a,+∞)) and γ− ∈
L2 ((−∞, b)). As stated in the Proposition 2.1, χ± are uniformly bounded w.r.t. x, k ∈ R and the
relations (3.60), (3.61) rephrase as
1x<b(x)χ+(x, k) = e
ikx + ℓ+(x, k) , 1x≥b(x)χ+(x, k) = e
ikx , (3.63)
1x>a(x)χ−(x, k) = e
−ikx + ℓ−(x, k) , 1x≤a(x)χ−(x, k) = e
−ikx , (3.64)
with ℓ± s.t.:
|ℓ±(x, k)| <
1
k
‖χ±‖L∞x,k(R2)
γ±(x) . (3.65)
Plugging these relations into (3.58)-(3.59) and using 1x>b(x)g+(x, k) = 0, we get
I ≤
∫ b
−∞
dx
∣∣∣∣
∫
R
dk e−i|k|xe−itk
2 O (k) ei|k|b
w(|k|)
g(k)
∣∣∣∣
2
+
∫ b
−∞
dx
∣∣∣∣
∫
R
dk ℓ−(x, |k|)e
−itk2O (k) e
i|k|b
w(|k|)
g(k)
∣∣∣∣
2
,
(3.66)
II =
∫ +∞
b
dx
∣∣∣∣
∫
R
dk ei|k|xe−itk
2 O (k)
w(|k|)
χ−(b, |k|)g(k)
∣∣∣∣
2
. (3.67)
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With the change of variable: s = −x+ b, the first integral at the r.h.s. of (3.66) writes as
∫ b
−∞
dx
∣∣∣∣
∫
R
dk e−i|k|xe−itk
2O (k) ei|k|b
w(|k|)
g(k)
∣∣∣∣
2
=
∫ +∞
0
ds
∣∣∣∣
∫
R
dk ei|k|s−itk
2
(
O (k)
w(|k|)
g(k)
)∣∣∣∣
2
, (3.68)
while, setting: s = x− b, the identity (3.67) rephrases as
II =
∫ +∞
0
ds
∣∣∣∣
∫
R
dk ei|k|se−itk
2
(
O (k) ei|k|b
w(|k|)
χ−(b, |k|)g(k)
)∣∣∣∣
2
. (3.69)
Due to the relation w(k) = O (1 + |k|) (see the proof of Lemma 2.3)), the above appearing functions,
O (k)
w(k)
g (k) and χ−(b, |k|)g(k) ,
both belong to L2k(R). Moreover, as a consequence of (3.65), it results∣∣∣∣ℓ−(x, |k|)O (k) ei|k|bw(|k|)
∣∣∣∣ ≤ ‖χ−‖L∞x,k(R2)
∣∣∣∣ O (k)kw(|k|)
∣∣∣∣ γ−(x) . γ−(x) ∈ L2 ((−∞, b)) , (3.70)
We get
I ≤
∫ +∞
0
ds
∣∣∣∣
∫
R
dk ei|k|s−itk
2
q1(k)
∣∣∣∣
2
+
∫ b
−∞
dx
∣∣∣∣
∫
R
dk e−itk
2
q2(k, x)g(k)
∣∣∣∣
2
, (3.71)
II =
∫ +∞
0
ds
∣∣∣∣
∫
R
dk ei|k|s−itk
2
q3(k)
∣∣∣∣
2
. (3.72)
where, according to the previous remarks, q1, q3 ∈ L2k(R), while q2 allows the estimate
|q2 (k, x)| ≤ f(x) ∈ L
2 ((−∞, b)) . (3.73)
Then, it follows from an application of the Lemma 2.6.4 of [32] that
lim
t→−∞
∫ +∞
0
ds
∣∣∣∣
∫
R
dk ei|k|s−itk
2
qj(k)
∣∣∣∣
2
= 0 , j = 1, 3 , (3.74)
Moreover, for g ∈ C∞0 (R), the Riemann-Lebesgue Lemma implies
lim
|t|→∞
∫
R
dk e−itk
2
q2(k, x)g(k) = 0 ; (3.75)
thus, using the estimate∣∣∣∣
∫
R
dk e−itk
2
q2(k, x) g(k)
∣∣∣∣ . |f(x)|
(∫
R
dk |g(k)|
)
. |f(x)| ,
and the dominated convergence theorem, we get
lim
|t|→∞
∥∥∥∥
∫
R
dk e−itk
2
q2(k, x) g(k)
∥∥∥∥
L2(−∞,b)
= 0 . (3.76)
The above result exploits the condition: (θ1, θ2) ∈ Bδ((0, 0)) which has been previously introduced to
identify the spectra of the operators Qθ1,θ2(V) and Q0,0(V), and to compare the corresponding quantum
dynamics. Nevertheless a question is left open: is a small parameter condition necessary in order that
the pair {Qθ1,θ2(V), Q0,0(V)} forms a complete scattering system ? Actually this restriction does not
seems to be necessary. It has been shown, indeed, that a key point in the development of the scattering
theory for the possibly non-selfadjoint pair {H0, H1} is the existence of the strong limit on the real
axis of the characteristic functions associated with Hi=0,1 (e.g. in [29] and [30]). In particular, the
Theorem 4.1 in [29] makes use of this assumption to study the existence of the related wave operators.
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According to [28], the resolvent formula (2.16) implies that, for any (θ1, θ2), the characteristic function
of the operator Qθ1,θ2(V) has boundary values a.e. on the real axis (for this point we refer to the last
Proposition in [28] and to the references therein). This suggests the possibility of defining the scattering
system {Qθ1,θ2(V), Q0,0(V)} without restrictions on (θ1, θ2).
A slightly different approach to the scattering problem consists in characterizing the scattering matrix
for {Qθ1,θ2(V), Q0,0(V)}. In the case of selfadjoint extensions of a symmetric operator, a relation between
the scattering matrix and the Weyl function, associated with a boundary triple, have been established
in [4], while extensions of results from [4] to certain non-selfadjoint situations (dissipative/accumulative)
have been presented in, [3], [5]. A generalization to the case of Qθ1,θ2(V) would represents a useful insight
in the study of the scattering properties of the system {Qθ1,θ2(V), Q0,0(V)}.
4 Further perspectives: the regime of quantum wells in a semi-
classical island.
Let introduce the modified operators Qhθ1,θ2(V), depending on the small parameter h ∈ (0, h0), h0 > 0,
and defined according to
Qhθ1,θ2(V) :


D
(
Qhθ1,θ2(V)
)
=
{
u ∈ H2 (R\ {a, b}) | (1.10) holds
}
,
(
Qhθ1,θ2(V
h)u
)
(x) = −h2u′′(x) + Vh(x)u(x) , x ∈ R\ {a, b} .
(4.1)
with Vh h-dependent and locally supported on [a, b]. In the applications perspectives, rather relevant is
the case of a positive and bounded Vh formed by the superposition of a potential barrier and a collection
of potential wells supported on a region of size h (these are usually referred to as quantum wells).
Hamiltonians of this type have been introduced in [12], where the case: θ2 = 3θ1 is considered, with the
purpose of realizing models of electronic transverse transport through resonant heterostructures. When
the initial state describes incoming charge carriers in the conduction band, the quantum dynamics of
such systems is expected be driven by the, possibly non-linear, adiabatic evolution of a finite number
of resonant states related to the shape resonances. This picture, arising in the physical literature,
is confirmed by the analysis presented in [16], [25] concerning the case of a 1D Schro¨dinger-Poisson
selfadjoint model with a double barrier, and in [13], where an application involving Hamiltonians of the
type Qhθ1,θ2(V) is considered.
As previously remarked, the artificial interface conditions allow to develop an alternative approach
to the adiabatic evolution for shape resonances. In the particular case where θ2 = 3θ1, using suitable
exterior dilations, it is possible to write the evolution problem for the resonant states of the modified
operators Qhθ1,θ2(V) as a dynamical system of contractions. Then the adiabatic approximations can be
obtained by using a ’standard’ approach and reasonably weak assumptions on the regularity-in-time of
the potential, as it has been shown in [12], while a similar strategy would not work in the selfadjoint case,
due to the lack of accretivity of the corresponding complex deformed operator. This justifies the interest
in the operators Qhθ1,θ2(V) as models for the electronic quantum transport in the regime of quantum
wells in a semiclassical island, and motivates an extension of the previous analysis taking into account
the role of the scaling parameter h in the definition of the modified dynamics. Our aim is to obtain,
in the h-dependent case, a comparison between the dynamical system modified by non-mixed interface
conditions and the unitary dynamics generated by the selfadjoint Hamiltonians Qh0,0(V
h). Proceeding in
this direction, a first step consists in the study of the Jost’s solutions, the generalized eigenfunctions and
the Green’s kernel associated to operators of the type Qh0,0(V), which, according to the definition (4.1),
is given by
Qh0,0(V) :


D
(
Qh0,0(V)
)
= H2 (R) ,
(
Qh0,0(V)u
)
(x) = −h2u′′(x) + V(x)u(x) , x ∈ R ,
(4.2)
with V , possibly depending on h, locally supported on [a, b]. In what follows, χh± (·, ζ,V) denote the
solutions of the equation (
−h2∂2x + V
)
u = ζ2u , (4.3)
fulfilling the conditions
χh+ (·, ζ,V)
∣∣
x>b
= ei
ζ
hx , χh− (·, ζ,V)
∣∣
x<a
= e−i
ζ
hx . (4.4)
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It is worthwhile to notice that, in the attempt of extending our approach to this new setting, all the
estimates involved in the proofs depend on h and exhibit exponential bounds w.r.t. to the small
parameter. To fix this point, let h > 0 and consider the functions χh±. The rescaled functions
bh± (x, ζ) = e
∓i ζhxχh± (x, ζ) are defined through a Picard iteration procedure (see the e.g. in the eq.
(2.25)). Taking into account the small-h behviour of the corresponding rescaled kernels, it results
sup
x∈R , ζ∈C+
|b±(x, ζ)| ≤ e
C0
h2 , sup
x∈R , ζ∈C+
∣∣b′±(x, ζ)∣∣ ≤ eC1h2 , (4.5)
where the coefficients Ci, i = 0, 1, possibly depend on the data a, b, and ‖V‖L1(a,b). Then, a suitable
rewriting of the Krein’s formula (2.16) and of the results of the Lemmata 2.3 and 2.4 in the h-dependent
case would allows to express the h-dependent wave operators as: Whθ1,θ2 = 1 +O (h) +O (h) , provided
that
(θ1, θ2) ∈ Bρ(h) ((0, 0)) , with ρ(h) = he
− C˜
h2 (4.6)
and C˜ > 0 large enough.
Operators defined with the prescription (4.6) appear to be of small interest in the applications per-
spective. At this concern we recall that the adiabatic theorem obtained in [12] applies with: θi = cih
N0 ,
i = 1, 2, for some N0 ∈ N (see Theorem 7.1 in [12]). In this connection, it is important to relax the
constraint expressed by (4.6) in order to obtain small-h expansions of the waves operators, holding at
least in a suitable subspace of L2, when the parameters are assumed to be only polynomially smalls
w.r.t. h.
According to formulas of Section 2.3, the key to obtain small-θi=1,2 expansions of the generalized
eigenfunctions, and then of the wave operators, consists in controlling the boundary values of Green’s
functions as z approaches the continuous spectrum. Introducing quantum wells in the model, produces
resonances with exponentially small imaginary parts as h→ 0. This means that, the Green’s functions,
which are expressed in terms of the Jost solutions and the Jost function, will be exponentially large w.r.t.
h somewhere in the potential structure when z is close to the corresponding energies. Nevertheless, their
values on the boundary of the potential support are expected to be, at most, of order O
(
1
hN0
)
for a
suitable N0 ∈ N; an explicit example of this mechanism can be found in [13]. Studying the Green
function around a resonant energy requires the introduction of a Dirichlet problem in order to resolve
the spectral singularity and to match the complete problem with some combination of this spectral
problem with the filled wells spectral problem. Following [15], [14], the Grushin technique can be used
for handling this matching and obtain resolvent approximations. Developing this approach is a further
perspective of our work.
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