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Three sufficient conditions for a graph to be Hamiltonian are given. These 
theorems are in terms of subgraph structure and do not require the fairly high 
global line density which is basic to the P&a-like sufficiency conditions. Line 
graphs of both Eulerian graphs and Hamiltonian graphs are also characterized. 
A graph G is said to be Hamiltonian if it contains a cycle that passes 
through all of its points. Although the subject of Hamiltonian graphs is a 
very old one, no satisfactory characterization has ever been found. A few 
necessary and a few sufficient conditions do exist (cf. Harary [I]). 
One of the earliest sufficiency conditions is due to Dirac [2] and is based 
on the intuitive idea that if a given graph contains “enough” lines then 
it must be Hamiltonian. Similar but more sophisticated theorems have 
been proved by Ore [3], P&a [4], Bondy [5], Nash-Williams [6], Chvatal 
[7], and Woodall [8]. Virtually all Hamiltonian sufficiency conditions are 
of this form. Their applicability is limited to fairly high density graphs. 
In this paper we will establish a number of sufficiency conditions based 
on subgraph structure. If a given graph can be shown to possess certain 
subgraph partitions or shown not to contain certain induced subgraphs, 
then we will be able to conclude that it is Hamiltonian. This approach is 
different from that discussed in the preceding paragraph. The results in 
this paper can be used to test graphs which do not fall under the various 
high density classifications of the P&a-like theorems and thereby extend 
the range of the existing Hamiltonian sufficiency theorems. The only other 
result that we have been able to find based on subgraph structure is due 
to Whitney [9]. 
Any terms not explicitly defined here can be found in Harary [l]. 
The following two results can be found in Harary [l 1; the first is due to 
Krausz [lo], the second to Chartrand [I 11: 
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THEOREM 1. A graph G is a line graph zy and only [f its lines can be 
partitioned into complete subgraphs in such a way that no point lies in more 
than two of the subgraphs. 
Notice from the definition of a line graph and from Theorem 1 it is 
evident that, if a graph G = L(H), then: 
(i) Every point II in H gives rise to a complete subgraph, denoted C,, , 
in L(H), which is determined by the set of all lines of H incident with 
point II; furthermore, C,, has even order if II has even degree. 
(ii) Every line L’~L’~ in G corresponds to the adjacency of two lines t’l 
and v2 in H; alternately, every line v1u2 in G corresponds uniquely to the 
point in common between the two lines L’~ and vZ in H. 
LEMMA 2a. (f G is Eulerian, L(G) is Hamiltonian. 
From the above results, it is clear that, if we can recognize a given 
graph G as being the line graph of an Eulerian graph, then we can conclude 
that G is Hamiltonian. The next few results will characterize such graphs 
and provide an algorithm for testing a given graph to see if it qualifies. 
An even complete subgraph is a complete graph with an even number of 
points. 
THEOREM 2. A connected graph G is the line graph of an Euleriatl 
graph if and only {fits lines can be partitioned into even complete subgraphs 
such that each point lies in exactly two qf these subgraphs. 
The proof follows readily from observations (i) and (ii) made earlier. 
COROLLARY 2a. [f G has the subgraph partition giLlet in Theorem 3, 
then G is Hamiltonian. 
COROLLARY 2b. A graph G is Hamiltonian ifand only* if G has a spanning 
subgraph H which is the line of an Eulerian graph. 
Although Corollary 2b is a characterization of Hamiltonian graphs, it is 
not especially useful. If the graph G itself satisfies Theorem 2, the following 
algorithm will quickly ascertain this; but, if G is Hamiltonian and does 
not satisfy the conditions of Theorem 2, then finding the correct line subset 
of G to delete is almost as hard as finding the Hamiltonian cycle itself. 
The characterization in Theorem 2, while interesting in itself, would be 
more useful if it gave rise to a reasonable test which would enable us to 
determine if a given graph satisfies the stated sufficiency conditions. We 
proceed now to such an algorithm. 
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LEMMA 2b. If G is a line graph, therl any clique of order at least four 
must be otle of the complete subgraphs of the characterization in Theorem 1. 
Proqf. Let Cr , C, ,..., C, be the set of complete subgraphs of 
Theorem 1. Let C be a clique of G, having at least four points, which is not 
equal to any Cj , 1 < i < k. Let C, be a complete subgraph which has at 
least one line, say ulna , in common with C, and let 11~ be a point of C not 
contained in C, . Let uq be any other point of C. 
Case I. ztl E C, , in which case uluB , uluq , and uzlfj are all lines of C, . 
In this case at least two of the lines u~u~, u1u3, uqu3 must belong to one 
of the Ci , say C, : since point z13 lies in at most two complete subgraphs Ci . 
But this implies that at least one of the lines uru- D , u2u4 , lllzlf is also a line 
of C, , a contradiction since no line of G can belong to two of the complete 
subgraphs C, . Cz ,...., C,< 
Case 2. ~1~ $ C, , in which case lines ~~~~~~ and LIZZIE must belong to the 
same complete subgraph, say C, , since point u1 lies in at most two sub- 
graphs of C,, C,,..., Ck. Consequently, LIKING also must be a line of C, . By the 
same reasoning, lines u2uq and u2u3 must also belong to the same complete 
subgraph, say C, . Consequently, line uQzlq must also belong to C, . Thus 
either C, f C, , in which case we have a contradiction since u~z/~ lies in 
two different complete subgraphs. or C, = C, , in which case we have 
a contradiction since then line ul~lz must lie in both C, and C, . 
Lemma 2b can be used to establish the following algorithm for testing 
a given graph relative to the Hamiltonian sufficiency condition given in 
Corollary 2a. The algorithm will produce the appropriate subgraph 
partition of G if such a partition exists. 
Step (1). By Theorem 2, if G has any odd points, it is not the line 
graph of an Eulerian graph. Let u be a point of degree 24. If no such point 
exists, G itself is the Hamiltonian cycle. Let C, be the largest clique 
containing II. If 1 C, 1 > 4 and / C, I is even, color its lines with an unused 
color; C, is a partition subgraph of G (cf. Lemma 2b). If 1 C, ! is odd then 
G fails to satisfy our Hamiltonian sufficiency condition. 
Step (2). Let v be a point of G with at least one incident line which has 
been colored and at least one incident line which has not been colored. 
Consider the subgraph H of G induced by v together with the set of points 
adjacent to v by an uncolored line. If H is not a complete subgraph of G 
then G fails to satisfy our sufficiency condition. If H is an even complete 
subgraph then color all the lines of H with an unused color. 
Step (3). Repeat step 2 until either we conclude that G fails to satisfy 
the sufficiency condition, i.e., G is not the line graph of an Eulerian graph, 
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or all the lines of G have been colored. If all the lines of G can be colored 
in this way then the coloring of the lines of G will define the correct 
subgraph partition and G will be Hamiltonian. 
The preceding results characterize a class of Hamiltonian graphs, i.e., 
line graphs of Eulerian graphs, each member of which is Eulerian. Another 
class of Hamiltonian graphs, members of which are not necessarily 
Eulerian, can be characterized in much the same way. 
The following observation is due to Chartrand [I 11. 
LEMMA 3a. The line graph of a Hamiltonian graph is Hamiltonian. 
THEOREM 3. A graph G is the line graph of a Hamiltonian graph @ 
and only tf its lines can be partitioned into complete subgraphs in such a way 
that every point of G is in exactly two of these subgraphs and G contains a 
cycle having exactly one line in each of these subgraphs. 
Proof. Assume G = L(H), and H is Hamiltonian. Let z~ru~ ... ZI,J+ 
be a Hamiltonian cycle in H and let C,1, C,Z ,..., C,m be the 
corresponding complete subgraphs in G. This set of complete subgraphs 
partitions the set of lines in G, since every line in G is uniquely associated 
with a point Uj in H, and hence to the complete subgraph CUj . 
Every point vi in G corresponds uniquely to a line a: in H, which is 
incident to two points, say ur and II.), in H. These two points in turn 
correspond uniquely to complete subgraphs G, and Gr of G. Since o( is 
incident to both u1 and up in H, it follows that the corresponding point Vi 
in G is an element of both G, and Ge . Thus, every point in G is in exactly 
two of the Gi . 
Conversely. assume that: 
(1) the lines of G can be partitioned into complete subgraphs {G$}, 
i = l,..., m, in such a way that 
(2) every point of G lies in exactly two of these complete subgraphs, and 
(3) G contains a cycle having exactly one line in each of these complete 
subgraphs. 
Then (1) and (2) and Theorem 1 imply that G is the line graph of some 
graph H. 
We have seen that the points of H correspond l-l with the complete 
subgraphs {G,}, i = l,..., m of G. Furthermore, we know that two 
points in H are adjacent if and only if the corresponding subgraphs in G 
have a point in common. A single edge in one of these Gi then corre- 
sponds to two incident edges through the corresponding point in H. 
Therefore, the cycle in G having exactly one line in each (Gi} corresponds 
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to a cycle in H which passes into and out of each point in H exactly once. 
Hence, His Hamiltonian. 
COROLLARY 3a. rf‘ the lines of a graph G can be partitioned as described 
in Theorem 3, then G is ffamiftonian. 
Note that the cycle described in Theorem 3 and its corollary is a 
Hamiltonian cycle itself only if G is a cycle. It is usually much shorter than 
a Hamiltonian cycle. 
Our final Hamiltonian sufficiency condition is in terms of forbidden 
subgraphs. A similar forbidden subgraph condition is given in 
Theorem 7.2 of [l]. 
THEOREM 4. If G is 2-connected and contains no induced subgraph 
isomorphic to either Kl,3 or Kl,3 + x, then G is Hamiltonian. 
ProojI Assume that G is not Hamiltonian, and let C be a cycle of 
maximum length. Then there is a point u not on C adjacent to some point 
L’ on C. If u were adjacent to either of the two points of C next to v, G 
would have a longer cycle. Hence, the subgraph induced by these four 
points must be Kl.3 or Kl,B + x. 
We can supplement this theorem with an efficient algorithm which tests 
for the presence of the above subgraphs and is based on the following 
observation. Given any cycle C in G, take in succession its points vi of 
degree greater than two and determine if there is a point not on C adjacent 
to both vi and the next point on C. If not, there is an induced K1,3 or 
K T x. Otherwise, one gets a longer cycle and repeats the process. The 
pi&edure will either find an induced Kl,3 or Kl,3 + x or construct a 
Hamiltonian cycle. 
There are classes of graphs which defy analysis by any of the theorems 
presented here or published previously. The P&a-like theorems require 
a certain amount of global line density. The theorems in this paper require 
a certain amount of local density, but can be sparse on a global scale. 
Two-connected, cubic graphs tend to be homogeneously sparse and often 
have little in the way of subgraph structure. In this connection, it is some- 
thing of an embarrassment to note that none of the “general” sufficiency 
conditions known today predict that the dodecahedron, Hamilton’s 
original example, is Hamiltonian. 
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