Frequencies have to be assigned to transmitters whenever a radio network is established or modified. This is ideally done is a way which minimises interference in the network. Lower bounds are necessary to establish the effectiveness of the heuristic algorithms used for this task and to assess the quality of the assignments obtained.
Introduction
The last decade has witnessed a dramatic increase in the importance of large scale radio networks, particularly in cellular mobile telephone applications. The corresponding growth in demand for frequencies has highlighted the importance of good network planning. The available radio spectrum is a limited resource, and frequency assignment algorithms aim to balance the economies achieved by frequency reuse with any consequent loss of quality in the network.
The form of the frequency assignment problem known as the fixed spectrum frequency assignment problem (FS-FAP), is of major importance to network operators. The available frequencies are given and some measure of interference must be minimised. The constraints considered here are binary constraints, specifying the necessary frequency separation between given pairs of transmitters. There may be penalties (or weights) associated with the violation of each constraint. The objective can be to minimise the number of constraints violated or, as is increasingly done by operators, to minimise the sum of the weights associated with violated constraints.
The ability to generate good lower bounds for the cost function in specific instances of the FS-FAP makes it possible to determine the quality of assignments generated for each instance. The general application of the techniques may establish the overall effectiveness of the algorithms used for frequency assignment. For these reasons, lower bounding techniques for fixed spectrum problems have generated particular interest among operators of mobile telephone networks and many other types of radio network. Only recently has any significant progress been made.
The main results presented in the literature in the field of lower bounds for the FS-FAP are due to Hurkens and Tiourine [9] , Tiourine et al. [19] , Smith et al. [17] , Montemanni [13] , Maniezzo and Montemanni [12] , Koster [10] and Koster et al. [11] . All these lower bounds are studied for problems with particular features and none are general purpose.
More recently Helmberg has presented in [8] (see also [7] ) a new lower bound based on semidefinite programming. The method provides a lower bound for the Min k-partition problem, that is seen as a simplification of FS-FAP. The main limitations of this approach are that it can model only co-channel constraints (requiring separations of at least 1 channel) and the intrinsic high computational complexity.
A different lower bounding approach, based on linear programming, has been presented in Montemanni et al. [15] . The technique gives good results for many problems of a moderate size, although there are some problems for which the quality of the bound is less good.
The aim of this paper is to improve the method of [15] , in terms of the quality of the bounds, the speed of the algorithms and the memory requirement for variables and constraints. The potential for improvement of the quality of the results is variable. Indeed in some cases the lower bound is equal to a known upper bound. However, in other cases improvements will be demonstrated, which can be of over 26%. The improvement in memory efficiency, in combination with the use of more computer memory, allows much larger problems to be handled.
The paper is organised as follows. In Section 2 the FS-FAP is formally described through a graph theoretical model and then through its integer programming formulation. In Section 3 the method we propose is described and the differences from the technique presented in Montemanni et al. [15] are highlighted. In Section 4 some computational experiments, in which the new method and the one presented in [15] are compared, are presented. In Section 5 an attempt is made to apply the technique to some larger and more recent benchmarks. Finally, in Section 6 conclusions are given.
2. The fixed spectrum frequency assignment problem
Graph theoretical model
The FS-FAP may aim to minimise interference, maximise service or minimise blocking. Here we concentrate on the most common variation, sometimes also referred to as the minimum interference frequency assignment problem. This variation can be represented through a weighted undirected graph. Formally, each instance is a 5-tuple FS-FAP ¼ fV ; E; D; P ; F g with:
• V : vertex set of an undirected graph G. Every vertex represents a transmitter of the original frequency assignment problem;
• E: set of edges of the undirected graph G. Edges represent pairs of transmitters that are constrained, i.e. pairs of potentially interfering transmitters; • D: set of labels d vw . 8fv; wg 2 E, d vw 2 N 0 is the highest separation between the frequency assigned to the transmitter v and the one assigned to w that may cause the generation of unacceptable interference. If we denote by f ðvÞ the frequency assigned to transmitter v, then if jf ðvÞ À f ðwÞj > d vw , the interference involving the two transmitters is acceptable. Somewhat larger values of d uv may be required if two transmitters are cosited; • P : set of labels p vw . 8fv; wg 2 E, p vw 2 N is a cost to be paid if the separation between the frequencies of transmitters v and w is less than or equal to d vw ; • F : set of (consecutive) discrete channels available for every vertex (transmitter) in V (assumed the same 8v 2 V ). Formally F ¼ f0; 1; . . . ; jF j À 1g.
A pictorial representation of a graph associated with the model described above is given in Fig. 1 . The objective of the FS-FAP is to find an assignment which minimises the sum of p vw over all pairs fv; wg 2 E for which jf ðvÞ À f ðwÞj 6 d vw . The use of a single level of penalty and a contiguous set F of frequencies may weaken the lower bound in some applications (see Section 5).
Integer programming formulation
We can describe the FS-FAP in terms of integer programming through formulation IP, that is an adaptation of the one proposed in Koster [10] , which Koster views as a refinement and extension of the orientation model [3] . This formulation was used in Montemanni et al. [15] . To describe IP we need the following definitions: The objective, minimising the global penalty to be paid, is expressed by (1); Eq. (2) is introduced to force exactly one among x 0 vw , x 1 vw and x 2 vw to be 1 for every fv; wg 2 E; inequalities (3) and (4) are introduced to maintain consistency between the values of the x and y variables; set inclusions (5) fix the domains for all the xÕs: finally inequalities (6) are inserted to define the permitted values for the yÕs.
Lower bounding technique
The lower bounding technique we propose is described initially in terms of the linear programming relaxation (LR) of IP, as used by Montemanni et al. [15] . This is obtained by replacing constraints (5) by
As LR provides very poor lower bounds, some reinforcing inequalities for LR have to be defined, aiming to improve the quality of the estimates. They are presented in the following sections, together with a description of a simplification of formulation LR.
Clique-based inequalities
The first set of inequalities is based on clique-like subgraphs.
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Definition 1. A level-k-h clique of G is a complete subgraph in which every edge has label at least k in D and label at least h in P , which is not contained in any larger such complete subgraph.
Definition 2.
A non-maximal clique of G is a complete subgraph which is contained in a larger complete subgraph.
Given a level-k-h clique (non-maximal clique) C ¼ fV C ; E C g, the following reinforcing inequalities for LR S are considered by the technique we propose:
where d is a lower bound for the cost (weighted sum of penalties) paid in C and s is a lower bound for the number of constraint violations in C. The method considers complete subgraphs only because it is easier to calculate a lower bound for a clique than for a general subgraph.
In the following two sections we show how lower bounds d and s, for inequalities (8) and (9) respectively, can be obtained. We will refer to d and s as local lower bounds, while (reinforced) LR gives a global lower bound.
In our algorithm we consider some non-maximal cliques, selected as described in Section 3.1.3, and levelk-h cliques for all the possible values of k and for the values of h contained in a user-defined set H .
It must be observed that in the method proposed in Montemanni et al. [15] H ¼ f1g by definition. By considering sets H with more than one element, cliques which generate important inequalities are guaranteed to be included at an early stage of the algorithm. As a result the algorithm produces (sometimes) better results, and produces them more quickly. The set H can be selected following an examination of the distribution of penalty values and by a tuning phase for particular classes of problem. If H contains too many values memory resources may be exceeded. Too few values will weaken the lower bound. Ideally each clique should be considered only once.
Method to obtain d
To obtain d for constraints (8) the 2-matching-like LR of a TSP-like integer program originally proposed in Allen et al. [1] is solved. As report [1] is not widely available, the formulation is described in detail here.
The target of this integer program is to find the lowest cost set of disjoint circuits of total length jF j À 1 in the clique C 0 , obtained from C by adding a dummy vertex D connected to all the other vertices v 2 V C by an edge with length zero. We define V 0 ¼ V C [ fDg. D has been added to work on a closed TSP-like problem instead of an open (Hamiltonian path) one. The meaning of the variables used in the formulation, which is called TSP IP , is as follows:
• u Dv : f0; 1g variable. It is 1 when the vertex of C associated with transmitter v is adjacent to the dummy vertex D in the set of active circuits; 0 otherwise; • u vwl : f0; 1g variable. It is 1 when transmitter v is adjacent to transmitter w in one of the active circuits and their frequency separation is l; 0 otherwise.
The target (i.e. minimising the penalty on disjoint circuits) is expressed by (10) . Eq. (11) specifies that at most one of the u vwi Õs can be active between every pair of transmitters fv; wg. Eqs. (12) and (13) force every element of V 0 to be connected with exactly two other elements of V 0 . Eq. (14) expresses the fact that the sum of the lengths of the circuits have to be equal to the fixed span, while set inclusions (15) and (16) specify the characteristics of the variables.
It would be very problematic to deal with such an integer program directly, so its linear relaxation, TSP LR , has to be considered. Formally, constraints (15) and (16) are respectively changed to:
TSP LR , which is the formulation solved in Montemanni et al. [15] , can be simplified, obtaining formulation TSP S LR , which provides the same bounds but has many fewer variables. The variables of TSP S LR have the following meanings:
• u Dv : continuous variable relaxed from a f0; 1g variable. A value of 1 means that the vertex associated with transmitter v is adjacent to the dummy vertex D in the set of active circuits; • u V vw : continuous variable relaxed from a f0; 1g variable. A value of 1 means that transmitter v is adjacent to transmitter w (v < w) in one of the active circuits and the constraint on the edge fv; wg is violated; • u N vw : continuous variable relaxed from a f0; 1g variable. A value of 1 means that transmitter v is adjacent to transmitter w (v < w) in one of the active circuits and the constraint on the edge fv; wg is not violated. 
The number of variables of the formulation which produces d is reduced from jV j þ jF jjEj to jV j þ 2jEj when TSP S LR is used instead of TSP LR . The greatest benefit of the use of TSP S LR instead of TSP LR is faster solution times, because a smaller linear program (the number of variables is strongly reduced, especially for problems with jF j large) is in general easier to solve. TSP S LR will be solved many times, and for this reason any improvement in its solution time translates into a major improvement in the computation time for the entire algorithm.
Method to obtain s
s is defined as maxfs 1 ; s 2 g, where s 1 and s 2 are defined in the remainder of this section. Define a ¼ bjV C j=dðjF j=kÞec and b ¼ jV C jmoddjF j=ke. Values of s 1 are calculated using the following formula:
Eq. (27) is a lower bound for the number of edges within the partite sets of a djF j=ke partition of a clique with jV C j vertices. A proof of its validity can be found in Montemanni et al. [15] . s 2 is obtained by solving a problem of type TSP S LR (see Section 3.1.1) with p vw ¼ 1 8fv; wg 2 E. In the algorithm described in Montemanni et al. [15] s ¼ s 1 , i.e. s 2 was not considered.
Non-maximal cliques selection criterion
As it would be impossible to handle constraints generated from all the non-maximal cliques of a graph, we need to define a heuristic criterion to select only the most promising of them. We first need the following definition:
Each level-0-h min clique of the graph is selected with an experimentally determined probability m (typically 0.75) in order to generate non-maximal cliques contained in it and for each selected clique C a chain of incremental non-maximal cliques is produced until the actual non-maximal clique is equal to C. Violated inequalities of type (8) and (9) calculated on these non-maximal cliques are added to LR. Given a non-maximal clique S, the next clique of the chain is generated by adding a vertex v 2 V C n V S selected probabilistically, accordingly to the following probability: rði;jÞ ¼ ðnumber of non-maximal cliques involving the edge fi;jg already considered by the algorithmÞ:
ð30Þ
The strategy described has been found to give good results. It gives priority to those vertices which are connected to S with edges that are not violated in the last available solution of LR and which have not been considered too many times in the previous non-maximal clique selections.
In the algorithm described in Montemanni et al. [15] each chain was interrupted as soon as a nonmaximal clique producing a violated constraint was retrieved. New vertices to be added to incremental nonmaximal cliques were selected accordingly to a probability distribution different from the one described in Eq. (29). That distribution gave higher priority to those edges not involved in too many constraints already added to LR. The probability described in Eq. (29) gives better results.
3.1.4. Selection criteria for inequalities (8) and (9) Given a clique subproblem C ¼ fV C ; E C g on which either the bound (9) on the number of constraint violations or the bound (8) on the penalty is non-zero, criteria to decide whether to add constraint (9) only, constraint (8) only or both of them must be defined. They are described in the theorems which follow. To simplify the description of these, we give the following definition:
Practically we will have g 0 P g 1 P Á Á Á P g jE C jÀ1 .
Theorem 4. If d > 0 and the condition
is satisfied on a clique C, then the constraint of type (8) generated from C is not dominated by the constraint (9) generated from C.
Proof. If the s edges with lowest penalties are violated, then the constraint (8) generated from C will not be satisfied, although the constraint (9) generated from C is satisfied. Ã Theorem 5. If s > 0 and the condition
is satisfied on a clique C, then the constraint of type (9) generated from C is not dominated by the constraint (8) generated from C.
Proof. If the s À 1 edges with highest penalties are violated, then the constraint (9) generated from C will not be satisfied, although the constraint (8) generated from C is satisfied. Ã
The convention is adopted that, if both condition (32) and condition (33) do not apply for a clique C (i.e. the constraints (8) and (9) calculated on C give the same information), we add constraint (9) only.
Using the criteria described in this section we avoid adding too many redundant reinforcing inequalities. Such a mechanism was not present in the algorithm described in Montemanni et al. [15] , where redundant constraints were strongly present.
The criteria described in this section speed up the solving process of the reinforced linear program and at the same time guarantee a more efficient use of memory.
2-path inequalities
In this section another set of inequalities which reinforce LR are presented. They are the most useful reinforcing set of inequalities identified in [14] in a detailed study of possible quality improvements to the lower bounds. They describe some structure of the original frequency assignment problem which is lost when the linear relaxation of IP is considered. Formally the inequalities are as follows:
wz À x 1 vw 6 1 8v; w; z 2 V : fv; wg; fv; zg; fw; zg 2 E; d vw P d vz þ d wz ; ð34Þ
wz À x 1 vz 6 1 8v; w; z 2 V : fv; wg; fv; zg; fw; zg 2 E;
wz 6 1 8v; w; z 2 V : fv; wg; fv; zg; fw; zg 2 E;
These inequalities should avoid situations where, in a solution of the reinforced linear program LR, two edges are violated and a third one is not, notwithstanding that in the original frequency assignment problem also the third edge should be violated because of the structural conformation of the problem. See Montemanni [14] for a more detailed justification of these inequalities.
It is impractical to deal with all of the possible 2-path inequalities of a problem. For this reason a technique, which is applied each time a new solution of LR is available, has been developed. Each time, only those inequalities (34)-(36) that are violated in this solution are added to the reinforced LR.
This set of inequalities was not considered by the algorithm described in Montemanni et al. [15] .
Simplified global formulation
The role of formulation LR in the estimates, and in particular the contribution provided by the structure of the formulation to the quality of the lower bounds, has to be investigated. We demonstrate that LR works just as a container for reinforcing inequalities when they involve x 1 variables only (as for all of the inequalities proposed here). In this case they autonomously supply all of the useful information.
We define a new formulation, which is simply a container for reinforcing inequalities, and we study the results obtained when this new formulation is used instead of LR. The new formulation, which is called LR S , is a simplification of LR, in which variables x 0 , x 2 and y have been deleted (together with constraints (2)-(4), and (6), which involve these variables).
s:t: 0 6 x 1 vw 6 1 8fv; wg 2 E: It must be observed that when no reinforcing inequality is added to LR S , the optimal solution trivially has cost 0 for all of the problems, and consequently the formulation makes sense only when some reinforcing inequalities are added to it. In the remainder of this paper we will refer to formulation LR S reinforced with a set of inequalities I as LR S þ I. There is an important result which connects the solutions of LR þ I with the solutions of LR S þ I when the inequalities of I involve x 1 variables only. To describe this result, in which we refer to a problem represented through a graph G and we assume 3 that d vw 6 jF j À 2 8fv; wg 2 E, we need the following definition. Proof. We will prove the inequalities OptðG; LR þ IÞ 6 OptðG; LR S þ IÞ and OptðG; LR þ IÞ P OptðG; LR S þ IÞ separately. To make the exposition clearer we will refer to the x 1 variables of LR S as x 1ðSÞ . OptðG; LR þ IÞ 6 OptðG; LR S þ IÞ: Starting from a feasible solution Sol S of LR S þ I, we construct a feasible solution Sol of LR þ I. We define the values of the variables of Sol as follows:
vw Þ=2 8fv; wg 2 E; y v ¼ 0 8v 2 V . Sol is feasible for LR þ I. It also has the same cost as Sol S . The procedure, when applied to an optimal solution of LR S þ I, proves the inequality. OptðG; LR þ IÞ P OptðG; LR S þ IÞ: As LR S is a simplification of LR, this inequality is automatically true. Ã
We can conclude that LR
S can substitute LR inside the lower bounding technique without any loss of quality in the results. This indicates also that most of the information represented in the integer program IP is lost when its linear relaxation, LR, is considered.
The importance of the simplification described in this section is that 3jEj unnecessary constraints are eliminated together with jV j þ 2jEj variables. When the simplified formulation is used the memory requirement is much smaller. As it should be easier to solve LR S instead of LR, the simplification should also guarantee a significant improvement in the speed of the algorithm.
The algorithm described in Montemanni et al. [15] did not take advantage of the simplified formulation LR S , but used formulation LR.
The algorithm
In Fig. 2 a pseudo-code for the algorithm arising from the elements outlined in the previous sections in given.
In the first phase of the algorithm level-k-h cliques, for all the possible values of k, and for the values of h contained in a user defined set H , are retrieved using the algorithm proposed by Bron and Kerbosch [4] . For each one of them the lower bounds for the penalty and for the number of constraint violations are calculated. Constraints of type (8) or (9) are added to LR S accordingly to the criteria described in Section 3.1.4. In the second phase of the algorithm an iterative statement is executed. At each iteration each level-0-h min clique is selected with a user defined probability m, and a chain of non maximal cliques is generated for each clique selected. For every non-maximal clique considered, violating inequalities involving its edges are added to LR S . It must be pointed out that the linear program TSP S LR is taken into account for nonmaximal cliques only after a period of 120 seconds without improvements. In the second part of each iteration violated 2-path inequalities are added to LR S . A new solution of LR S is calculated after consideration of all the selected level-0-h min cliques. The probability m has been inserted to give a tradeoff between the frequency of solution of LR S and the probability of having redundant inequalities. The algorithm exits from the iterative statement and stops when a maximum computation time T max has been reached.
Computational results I: comparison with previous results
In this section we compare the lower bounds obtained by the technique described in this paper with those of the method presented in Montemanni et al. [15] . Section 5 will consider the possible application of the method to larger benchmarks. Three different sets of benchmarks are used in this section. The problems from the first two sets were used in Montemanni et al. [15] , while those of the third set have been generated in Montemanni [14] .
Problems of the first set are obtained from existing minimum span problems by limiting the number of available frequencies and fixing p vw ¼ 1 8fv; wg 2 E. Three of the four families of this set are derived from benchmarks that were previously established in the literature.
Specifically the benchmarks of the first set are created from the following families of minimum span problems:
• AC-x-y: problems presented by Watkins et al. [20] , in a study involving a binary constraint representation of area coverage problems. x is the number of transmitters and y the required SIR (signal to interference ratio); • GSM-x: realistic GSM problems. x is the number of transmitters in the network;
• Testx: problems generated by Cardiff University, which are typical of certain military communications nets (see [5, 18] ). Again x is the number of transmitters of the problem; • P06-z: subproblems of the well-known Philadelphia problem, originally proposed by Anderson in [2] (see also [18] ). The generic problem P06-z is obtained by considering for every cell i of the problem a demand of dmðiÞ=ze, where mðiÞ is the original demand for cell i.
• P06b-z: benchmarks obtained from the Philadelphia problem with the same method described for P06-z, but with a co-cell separation of 3 instead of the original 5. This has been done to more closely match the characteristics of realistic modern frequency assignment problems.
The second family of benchmarks is composed of problems on the following type:
• GSM2-x: adaptation to our model of realistic GSM scenarios. x is the number of transmitters in the network.
The third set of benchmarks is composed of random problems we have generated (refer to Montemanni [14] for a detailed description of the problem generator). The problems can be briefly described as follows:
• r1-r2-s-x-w-ms-mp: r1 is a random seed used to place sites on the rectangular area; r2 is a second random seed adopted to calculate separations and penalties; s is the number of sites of the network; x is the num-ber of transmitters to distribute among the s sites; w (0 < w 6 1) is an approximation of the edge density of the graph (number of edges of the graph % bwxðx À 1Þ=2c); ms is the maximum separation value in the scenario; mp is the maximum penalty value in the scenario.
The characteristics of the various problem graphs are given in Table 1 .
The maximum computation time of the two algorithms (T max ) has been fixed at 24 hours. The lower bounding technique described in this paper has two other parameters. The first is probability m (see Section 3.1.3), which has been fixed (after experiment) at 0.75 for all of the benchmarks, and the second is the set of penalty levels H (see Section 3.1). We have fixed H ¼ f1g for all the unweighted problems, H ¼ f1; 2000; 4000; 6000; 8000g for all of the problems based on the graphs of family GSM2-x and for the problems based on 1-6-50-75-30-0-10 000, H ¼ f1; 10; 20; 30; 40g for problems based on 1-1-50-75-30-2-50, 1-2-50-75-30-4-50 and 1-3-50-75-30-0-50, and H ¼ f1; 20; 40; 60; 80g for problems based on 1-5-50-75-30-2-100.
It must be pointed out that, in case of small/medium size problems, the values of parameters m and H are not crucial for the quality of the estimates. They can be useful to speed up the convergence of the algorithm, and the values selected seem to be good in this sense. For larger instances m remains a non-crucial parameter, while the importance of set H increases. This happens because fewer iterations can be carried out in the given time, and consequently it is better to select the most promising cliques before the iterative statement is entered. This can be achieved by using a carefully selected set H .
Results in Tables 2 and 3 are obtained on a computer equipped with an Intel Pentium III 500 MHz processor and 128 MB of memory. CPLEX 4 callable library 6.6 has been used to solve linear programs. The meanings of the columns of Tables 2 and 3 are as follows. Problem contains the names of the problems, jVj and jEj contain the dimensions of the graphs in terms of number of vertices and number of edges. In jFj the number of frequencies available for each problem is shown. UB contains for each problem the best upper bound available, obtained with a tabu search algorithm described in Montemanni [14] and in Montemanni et al. [16] . Finally in Old LB and New LB the results obtained by the lower bounding technique described in Montemanni et al. [15] and by the new one are reported. For each problem and for each method the estimate obtained (Val) and the respective computation time in seconds (sec) are presented. Tables 2 and 3 show that the results obtained by the technique described in this paper improve those achieved by the algorithm presented in Montemanni et al. [15] . For unweighted problems the improvements are mainly (but not exclusively) in the reduced run time. For weighted problems there are also improvements in the lower bound itself of up to 26.2%. Overall, 9 estimates of the 30 for which optimality was not reached by the method described in [15] have improved, and 24 of the 30 problems for which there has been no improvement in the estimate have a shorter computation time. Where run times are longer (four problems), this is mainly a result of the (failed) attempt to improve the quality of the bounds using 2-path reinforcing inequalities (see Section 3.2).
Computational results II: feasibility of attempting larger benchmarks
As well as the improvements in solution quality and run time, the simplified formulations should allow larger problems to be handled. In this section an attempt is made to apply the method to two benchmarks from the COST 259 collection [21] .
Firstly, it should be noted that the method presented here has no special provision for locally or globally blocked channels (i.e. channels within F which are unavailable to some or all transmitters). These tend to occur near national boundaries to avoid interference with frequencies allocated by a different national spectrum authority. Thus blocked channels are more common in continental Europe than in the United Kingdom, for example. This does not mean that the lower bounding technique presented here does not work. The bounds are valid but do not increase when channels are blocked, whereas the cost of the best assignment may well increase. For this reason we have selected only problems from the COST 259 set which have a set of consecutive channels available, specifically K and Siemens 4.
Secondly, an apparent difficulty is presented by the fact that the COST 259 problems use a two level model that is now very popular in the mobile telephone industry (although is not used in satellite and military frequency assignment problems where our single level of penalty is more common). Thus it is also necessary to relax the problems from two levels of penalty (penalties if transmitters are cochannel and penalties if they are adjacent channel, with the former normally greater than the latter) to the single level of penalty of the formulation considered here. Hard constraints (which must be satisfied) are given a very high penalty. If there is no hard adjacent channel constraint then the co-channel constraint and associated penalty is taken. Although this relaxation will inevitably weaken the ratio of lower bound to upper bound for our method, the reduction is not great, as it is known that majority of the cost of a good solution arises from co-channel constraints in these problems [21, 6] .
Thirdly, it should be noted that the clique based method presented here has very large memory requirement, especially as the current implementation duplicates the memory requirements of our software within the LP solver. Thus all tests for these two problems were carried out on a 1.5 GHz Pentium 4 computer with 1GB of memory. The choice of m ¼ 0:75 was retained.
It is also apparent from [6] that for the COST 259 problems it is particularly difficult to close the gap between costs of the best assignments available and lower bounds. It is however conjectured in [6] that the upper bounds from the best assignments available for COST 259 problems can be substantially improved.
The problem K (available at [21] ) represents a dense urban environment in a GSM 1800 network with 264 cells and 267 transmitters in total. 50 contiguous frequencies are available. The underlying graph has edge density 0.57, average degree 151, maximum degree 238 and the largest clique has 69 vertices. It is thus a particularly demanding problem given the number of transmitters. Experiments with the choice of H indicated that (after scaling penalty values by a factor of 10 4 ) H ¼ f20g gave the same result as H ¼ f20; 25; 40; 60g, so further experiments concentrated on sets H with a single element h min . Specifically, h min ¼ 24; 20; 18; 17; 16 gave lower bounds of 0.0429, 0.0553, 0.0601, 0.0668, 0.0679 respectively, but h min could not be reduced further with the available memory. The best upper bound known to us (using two levels of penalty) is 0.37 [6] . It has already been noted that a technique that addresses only co-channel interference using semidefinite programming is available (see [6] ). A lower bound of 0.1836 can be obtained using this approach. It appears that our (more general purpose) method would require several gigabytes of memory before an exact comparison would be possible.
The problem Siemens 4 (available at [21] ) is perhaps a more typical GSM problem, representing a GSM 900 network with 276 sites, 760 cells, and an average of 3.66 transmitters per cell. The available spectrum comprises 39 contiguous frequencies. The underlying graph has 2785 vertices, edge density 0.105, average degree 292.3, maximum degree 752 and the largest clique has 100 vertices. It proved impossible to apply our current implementation to the entire problem when h min ¼ 1, so initially subproblems were studied. The largest subproblem studied was represented by the graph induced by the first 1600 transmitters. The set H was restricted to six values to limit the memory requirements, specifically (after scaling penalty values by a factor of 10 4 ) H ¼ f1; 20; 25; 40; 60; 450g. The memory was exhausted after only seven iterations of the while loop in Fig. 2 , but a lower bound of 4.9037 was obtained. The best upper bound available to us (with penalties at a single level) is 14.486 so the lower bound is already about 34% of the upper bound. Experience with smaller subproblems suggests that this would improve somewhat if further values could be added to H and more iterations could be completed. Without the relaxation to a single level of penalty the best upper bound found is 17.307, and the lower bound is then 28.3% of the upper bound. The best lower bound found for the full Siemens 4 problem was 17.4166 with H ¼ f27; 60; 240; 450g, although no iterations of the while loop in Fig. 2 were possible. This result, which compares with a best known upper bound of 80.97 and a best known lower bound of 27.63 [6] , would certainly improve very significantly if more memory were available. Extrapolation from the results for subproblems suggests that a lower bound of at least 25 would be possible.
These results confirm the known difficulty of the COST 259 problems, but do demonstrate the ability of the improved technique to handle larger problems if the memory is available.
Conclusions
In this paper the evolution of a lower bounding technique recently presented in the literature [15] has been proposed.
The improvements presented in this paper, after having been described in detail from a theoretical point of view, have confirmed their effectiveness in practice. The new lower bounding technique works better than the old one (either in terms of run times or in terms of quality) on most of the benchmarks considered.
The requirement for good lower bounding techniques able to evaluate assignments and algorithms remains an important aspiration. Ideally these bounds should be within a few percent of the cost of known assignments, and applicable to the largest problems. The technique presented here will be able to handle the size of problem which is typical today when computers with several gigabytes of memory become commonplace. However, the quality of the results is variable. It may be desirable for a number of complementary techniques to be available, each with particular strengths on different types of problem.
