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1. INTRODUCTION 
We shall be interested in the asymptotic behavior as t + cc of positive, 
increasing solutions x(t) (characterized by x(to) > 0, x’(t,) > 0 for some 
initial value t, > 0) of the differential equation 
x”(t)-p(t)x(t)=O. (1.1) 
We assume p > 0 on (0, cc) and p E C”(0, cc) for an appropriate positive 
integer n. Usual Wronskian techniques can be used to construct and 
estimate linearly independent solutions. 
From our results we can determine the precise asymptotic behavior of 
the solutions in question for classes of functions p to which the usual 
LiouvilleeGreen approximations Cl, Chap. 4, Section 4; 2, Chap. 11, 
Example 9.6; 3, pp. 1 l(r122] cannot be applied. 
An example, for which neither the approximation 
(1.2) 
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nor the approximation 
x(t) - (p(t))-li4 exp ’ Jp(s)U + (P’(S))’ (W3(d-‘)” A , 
t+CO, (1.3) 
holds, is given by Eq. ( 1.1) with 
p(t) = 4/(c + cos A,‘, (1.4) 
where c > 0 is a (sufficiently large) constant, and an extension of (1.2) is 
needed to determine the asymptotic behavior of the solutions in question 
(compare [l] and [4, p. 491, respectively). 
We point out that the results of Harris and Lutz [S, pp. 578-5791 
concerning an L, version of the Hartman-Winter results [4, pp. 71-721 
can also be applied to obtain extended Liouville-Green approximations by 
transforming (1.1) into the equation 
x”(S) + (1 + q(s)) x(s) = 0, (1.5) 
where q EL, for some p such that 1 < p < co, and s is a new independent 
variable. 
However, in practice, the transformation requires the behavior for t + cc 
of the inverse function of 
s=s(t)- j’ Jp(o)dv (1.6) 
and the actual approximations in general involve repeated integrals which 
can be very complicated (cf. [S, pp. 584-585) and [6, p. 1331). In contrast, 
our procedure is direct and the necessary approximations are obtained 
recursively with a straightforward and elementary calculation (see (2.4) 
below). 
In the next section we prove our theorem and investigate the error term 
in our approximation formula. An explicit error bound will also be given. 
The following notation is used throughout the paper: 
4(t) = (P(f))“2> b(f) = @(tM(t). (1.7) 
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2.1. ASYMPTOTES 
We prove the following 
THEOREM 1. Suppose 
(a) m s 4(t) dt = co, 
(b) WP = 411, t+co. (2.1) 
Suppose further that there exist a positive sufficiently differentiable function 
$ and a positive integer n, such that for t + CC 
(a) $/4=0(l), 
(b) VW2 = O(l), 
Cc) (In +)@ + ‘) = O(tfQk + ‘), k = 0, 1, . . . . n, 
(2.2) 
Cd) I m $(t)($(t)li(t))” dt < 00. 
Then for any positive, increasing solution x of ( 1.1) we have, for t --t co, 
x(t) - c exp 4(s) + i ~,(s)/(~(s))‘-~ 
1 
the coefficients a,(t) are determined recursively by 
al(t) = ( - l/2) b(t) = (- l/2) &(tM(t) = (- lP)(ln 4(t))‘, 
ai+l(t)= (-lP)(aj(t)- (i- 1) b(t) ai +Pi+I(t)), 
where Bi+,(t)=Ci a,(t)cxpY+,(t) and i= 1,2, . . . 
Proof of Theorem 1. Put 
x’(t)/dt) = d(t)(l + s(t)); 
then the variable s is well defined, satisfies the Riccati equation 
~‘14 = -(s2 + (2 + b/d)s + b/d), 
(2.3) 
(2.4) 
(2.5) 
(2.6) 
and from (2.1), by a result of Hartman and Wintner [4, p. 493, also 
satisfies 
s-0 as t-03. (2.7) 
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The term l/+5 on both sides of Eq. (2.6) suggests a representation of s of 
the form 
S(f) = 5 a,(~)l(~(~)Y. (2.8) 
If we proceed formally by substituting (2.8) into (2.6), and equate the coef- 
ficients of like powers of Cp-‘, we obtain the recurrence relations (2.4) for 
the a,. Hence the series (2.8) satisfies formally Eq. (2.6). 
We shall now show that s(t) can be represented as 
s(t) = i: a,(t)l(d(t))’ + T,(r), (2.9) 
where for I -+ cc the remainder T,, can be estimated as 
(2.10) 
A calculation gives 
2+&') 
2 
where 
Y n+r =iavan-u+r, u=1,2 ,..., n. 
(2.11) 
NOW a straightforward induction argument shows that (2.2~) implies, for 
t--Pa, 
ai+ I = O(lp’ ‘), i= 1, 2, . . . . (2.12) 
we omit these details. Note also, for t -+ co, that 
yi+ I = WY+ I) and ai = O($” + ‘). (2.13) 
Now (2.9), (2.7), and (2.2a) together give 
T, -0 as t+m (2.14) 
(note that (2.12) implies a,+,/&‘+’ = O(($/q5)i”)). 
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Using (2.12), (2.13), and (2.14) one can rewrite (2.11) as 
T,: = -4(2 + o( 1)) T,, + O(t+P+ ‘/qY) 
for t -+ co, a linear equation in Tn. Hence 
(2.15) 
T,(t) = {const. + O(Z(t))} -1’ (2 + o( 1)) b(u) du 
>> 
, G’W 
where 
Z(t)=/’ exp (JS ( 2 + 41)) 4~) du > V+ ‘(s)/(i(s))” ds. 
(2.17) 
Now one of the following possibilities holds: 
(a) I(co)=cc or 
(b) Z(co)< co. 
In the former case, we show that 
Z(t) -J(t), t+co, 
(2.18) 
(2.19) 
where 
J(t) = $(+(t)/+(t))“” exp ’ (2 + o(l)) d(u) dv 
> 
. 
This is done by applying L’Hopital’s rule to the quotient Z(t)/.Z(t), which 
is legitimate. Indeed, from (2.2a) and (2.2b) we get 
J’(t)=J(t)q4(t)(2+0(1))#0 as t-co, 
while from 
it follows that J(co) = cc also. Hence in the case (2.18a), the relations 
(2.16) and (2.19) together give (2.10a). 
In the case (2.18b), the estimate (2.10b) is a direct consequence of (2.16). 
To complete the proof of the theorem, we return to (2.5), substitute for 
s from (2.9), and integrate. There results 
x(t) = c exp #(s) + i ~i(s)/(~(s))i- ‘) ds + j-’ 4(s) T,,(s) d+. (2.20) 
1 10 
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The desired result follows if 
5 m 4s) T,(s) ds
exists. In case (2.1Oa) this follows from 
and hypothesis (2.2d). In case (2.lOb) it foliows from 
{‘c/I(s)T,,(s)~s=O({’ (2+41))4(.s)exp(-~‘(2+4l))#(~)d~)d~) 
10 f0 
” (2+o(l))d(s)ds 
This completes the proof of Theorem 1. 
We add here that one can show directly T,(t) +O as t -+ u3 (for ail 
solutions x in question) without applying the Hartman-Wintner result, 
mentioned above, to Eq. (2.6). Indeed, under the hypotheses of Theorem 1, 
Eq. (2.11) is of the type 
T’= -~(t)(TZ+(2+o(l)T+n(l)), (2.21) 
where the o( 1) terms denote continuous functions tending to zero as t -+ co. 
We show that if T is a solution of (2.21) which is continuable to the right 
then lim, _ o” T(t) = r, exists and satisfies Ti + 2T, = 0. The existence of 
the limit (finite or infinite) follows by a direct application of Theorem 1 
in [7]. Here the limit must be finite for if To= +co then T’(t)- --d(t) 
T*(t) < 0 as t + cc, which is impossible, while if T,, = - 00 then it is easy 
to see T must have a finite escape time, which is also impossible. Finally, 
if Ti + 2T,= c #O then (2.21) gives T’(t) k -c#(t) implying a contra- 
diction. Thus Tfj + 2T,, = 0. But we are concerned with positive, increasing 
solutions of (l.l), so the variable s of (2.5) satisfies  > -1. From (2.9) we 
have s = o( 1) + T, as t -+ co. If T, -+ -2 we have a contradiction, so T, 
must -+O as t 4 03, the desired result. 
2.2 AN ERROR ESTIMATE 
We now investigate more closely the error term involved in Approxima- 
tion (2.3) and prove 
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THEOREM 2. Let the hypotheses and notation of Theorem 1 hold. Zf x is 
a positive, increasing solution of (1.1) we have, as t -+ co, 
x(t) = c{ 1 + dt)) exp f 10 (4(s) + i ds)/(d(s))i-‘) ds}, 1 
where 
with E > 0 but otherwise arbitrary. 
Proof of Theorem 2. Put 
g(t) = c exp (j’ (4s) + i ai(S)l(d(s))i- ‘>ds} bl 1 
and 
L = lim exp 
,-CC d(s) T,(s) ds). 
Then, by (2.20), the error c,(t) can be defined as 
E,(t) = 32 - L, 
s(t) 
so that by (2.20) and (2.22) one has 
e,(t) = exp 
From (2.10a) we get 
E,(t) = 0 (j-I $($/+I” df)> 1 
while from (2.10b) we have, for E > 0 and t -+ co, 
’ (2-E)(S(s)ds , 
(2.22) 
This proves Theorem 2. 
LIOUVILLE+REEN APPROXIMATION 555 
3. EXAMPLES 
In this section we illustrate the application of our theorem with three 
examples. The first example shows how some standard results can be 
obtained from our theorem. The second and third examples involve equa- 
tions to which neither the Coppel [l] nor the Hartman-Wintner [4] 
criterion for the validity of the Liouville-Green approximation applies. For 
the second example the theorem of Section 2 shows that the expected 
Liouville-Green approximation still holds, but for the third example a 
modification of this classical approximation occurs. 
As the first example, we take 
p(t) = A*(ln t)*’ IzP, 
where 1>0, 1~11~ 00, and j?> -1. Then 
MI = (- 1/2)(&/d) = (- WNd(l ln l) + /3/t) 
and we set $(t) = l/t. All hypotheses hold and, in particular, 
/m tj’/#dt=O fy; t-lP”(lnt)-“dt 
! 
, & > 0, 
so n = 1. There results 
=c{l +O(l)}(p(t))-1’4 {ev(,‘&??ds)}T 
the usual Liouville-Green approximation. 
For the second example we take 
p(t) E t*( 1 + 1 sin t), 
whereO<lA)<l and l<cr<2.Then 
14’ la /I cos t a,= ---.-..= _- 
24 ( 
-+ 
4 t > 1+1,sint’ 
Note that any derivative of c~i is 0( 1) and we put $ = 1. It is easy to check 
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that all necessary hypotheses hold, and n = 2, since CI > 1 implies +(t) . 
($(l)/&(t))* = O(l-‘). Thus we have, as t -+ cc, 
x(t)=c{1+0(1)} {tw(j’(d+~~+~)d~)]~ (3.1) 
where 
and 
q4( t) = J@j = tr’2( 1 + II sin t)“*, 
a1=(-1/4)P’/P3 
a* = (- 1/2)(cri + Lx:,. 
A computation yields 
I 
’ a2 Fds=g ‘(cos.~)s~‘~~(l+Isins)-~~~ds+o(l) s 
and (3.1) becomes, as t -+ cx), 
x(t) = c{ 1 + 0(l)}(p(t))-“4 (exp (1’ ,h%&o) 
cos s)s-“I’( 1 + A sin s)-5’2 . (3.2) 
But an integration by parts shows that the improper integral 
exists and, by redefining the constant c in (3.1) we conclude that the 
standard Liouville-Green approximation holds. 
For the final example we take 
p(t) = 4/(c + 2 cos J;,‘, (3.3) 
where t, > 0 and c > 0 is a (sufficiently large) constant to be specified 
below. We show first that neither the Copped theorem [l] nor the 
Hartman-Wintner theorem [4] can be applied to this example. 
We have 
(p’/p3”)’ = ((sin Jr)/fi)’ 
= (1/2)((cosJt)/t) - (1/2)((sin J;)/t312). (3.4) 
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Therefore 
j’ I(p’/p3”)‘l ds > (l/2) j-’ ((cos &)/sl ds - (l/2) 
x It I(sin &)/s3’21 ds 
= I, + I,. 
It is clear that I, = O( 1) as t -+ co. But 
I 
J; 
I, = I(coss)/.sI ds=(2/x)ln(,/?)(l +0(l)) 
as t + 00, so we conclude that 
I m I(~‘/p~‘~)‘l ds = 00 
and the Hartman-Wintner theorem cannot be applied. 
From (3.4) we get 
~“/p~‘~ = (3/2)((~‘)~/p”“) + (sin &)/fi)‘. 
From the previous analysis we have 
ds>, (2/70(1/2)(1n f)(l +o( 
1 
> - In t, 
27c 
l))+O(l) 
say, as t -+ a3. Now assume c > 2; it follows at once that 
2 1’ ((~‘)~/p”~) ds <i & i’ (sin &)I&)’ ds. 
But 
s’ ((sin&)/fi)2ds=(1/2)lnt+0(1) 
as t -+ co, so 
I ’ (p”/p3/21 ds> &-&)lnr+O(l) 
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as t + co. Now restrict c further by demanding that 
1 3 
------>o; 
271 2(c-2) 
we conclude that 
so the Coppel theorem cannot be applied either. 
We now apply our theorem. We take $(t) = l/fi and find that the 
various hypotheses are satisfied. In particular 4 = 2/(c + 2 cos &) = O( 1) 
and 
vw14)2 = wlt3’2)~ 
so n = 2 and (2.3) gives 
x(t)=c(l+4l))exp(/‘{&-(a)($)+T]ds), (3.5) 
where 
with c, and c2 constants. It is clear that J” (q/d) ds = cc and, by redetin- 
ing the constant c in (3.5), we get 
X(t)=~(1+0(l))(p(t))-‘~~exp {j’ &&is} 
f 
x exp L + Jp(s) ds]. 
32 
Note the modification of the Liouville-Green approximation which has 
occured. 
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