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Abst ract - -For  symmetric quadrature formulas, sharper error bounds are generated by a formu- 
lation of the Peano Kernel theory which fully exploits the symmetry properties. Formulas which use 
nodes outside the integration interval and/or derivative data are taken into consideration. We prove 
also that, for any symmetric formula, the Peano Kernels of a sufficiently large degree do not change 
sign in a suitable interval. This result allows a finite expansion of the truncation error for any regular 
integrand function. 
Keywords--Numerical  integration, Quadrature formulas, Peano Kernel, Hermite quadrature, 
q~uncation error in quadrature. 
1. INTRODUCTION AND PREL IMINARIES  
In this paper, we consider symmetric quadrature formulas which use nodes outside the integration 
interval and/or derivative data. More precisely, a symmetric quadrature formula Q is defined by 
the real numbers 
xk, k = 1 ,2 , . . . ,n ,  O<_Xl<X2<. . .<xn,  
w (j), k= l ,2 , . . . ,n ,  j=0 ,1 , . . . ,m,  
and approximates the integral 
by the linear functional 
11 f (x)  dx, 
m n 
Z Z + , 
j=O k=l 
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with an error ~Q(f) = f l  1 f (x )dx  - IQ(f).  We denote by a the quantity max(l, xn), where xn 
is the largest abscissa of Q. 
Due to the symmetry property of these formulas, upper bounds to the truncation error can 
be derived applying the Peano Kernel theory to the integration of the even part of the function 
on half of the integration i terval. The resulting bounds are sharper than the classical ones; see 
Section 2. 
In Section 3, the sign properties of the sequence of Peano Kernel functions associated with 
a given quadrature formula are studied, proving that the Peano Kernels of a sufficiently large 
degree do not change sign in (0, a). This result allows a finite expansion of the truncation error 
for any regular integrand function. 
The formula Q is said to be interpolatory if the weights are the solution of the linear system 
( ) l, CQ x 2(i-1) --0, i=1 ,2 , . . . ,p ,  withp--  n (m+l ) ,  i fxl  >0. 
Moreover, by symmetry, £Q(x i) -- 0 holds for any odd i. Therefore, the degree of precision d of 
an interpolatory formula is odd, and we have d _> 2p - 1 (strict inequality holds for Gauss type 
formulas, among others). 
Let f (x)  be a function with one sign in an open right neighborhood of y (say IR(y)), then 
sign(f(y+)) denotes the sign of f in IR(y). Analogously, let f (x)  be a function with one sign in 
an open left neighborhood f y (say IL(y)), then sign(f (y-)) denotes the sign of f in IL(y). 
An extensive numerical investigation has been performed to determine when the Peano Kernel 
ceases to change sign, the results are exposed in Section 4. The formulas taken into consideration 
are the following: Newton-Cotes (NC), Ganss-Legendre (GL), Fejer of I kind (F1), Fejer of II 
kind (F2), Lobatto (LB), Clenshaw-Curtis (CC), Gauss-Kronrod (GK), Recursive Monotone 
Stable (RMS), see [1,2], SuperClosed Monotone (SM), see [2], Hermite Rules (HR), see [2]. The 
single rule of a family is denoted with the family name abbreviation followed by the number of 
nodes as subscript, e.g., NC3 denotes the 3-point Newton-Cotes rule. 
The computation of nodes and weights has been carried out with the help of Mathematica TM 
on an Apple ® Macintosh TM, using 100 decimal digits arithmetic. 
2. EXTENSION TO PEANO KERNEL THEORY 
We associate with Q the rule ?~ which computes the integral of f (x)  on [0, 1] by the approxi- 
mation 
m n 
i J k ~/" 
j=0 i=1 
The truncation error of I~(S) is expressed by the linear functional 
fO 1 g~(f )  = f (x)  dx -- I~.~(f). 
Let rE(x) = (f(x) + f(--x))/2 denote the even part of f. It is trivial to verify that 
IQ(f)  = 2I~(fE); 
~Q(f) = CQ(fE) = 2Ev~(fE). 
For any i > 0, let 
Clearly one has 
x>t,  (x 
O, otherwise. 
~ ((x - t)~_) ---- ~Q ((x - t)~), 0 < t < a. (2.1) 
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Define the ith Peano Kernel as 
1 
K,(t) = ~. g~ ((x - t?+) . 
For t > 0, t # xk, k = 1 ,2 , . . . ,n ,  the ith Peano Kernel has the expression 
1 fo 1 min(/,m) 1 W(kJ)(Xk _ t) i_  j 
Ki(t) = ~. (x - t)i+ dx - E E ( i - j ) !  
j=O xk~_t 
(1 - t)~. +1 min(i,m) 1 W(kJ)(xk _ t)i_j. 
- (i + 1)! ~ ~ ( i -  j)! j=0 x~>_t 
(2.2) 
THEOREM 2.1. Let Q be a symmetric rule of degree of precision d, and let f E ch[--a, a] with 
f(h) absolutely continuous in I -a,  a], then 
E~(/)  = j! 
j=d+l 
j even 
~0 t2t - -  $Q(x j) + 2 f(h+U(t)Kh(t) dt. (2.3) 
PROOF. By the Taylor formula with exact remainder, we have 
j=O 
j even 
f(~)(O) x" ~ 1 fo R j! + ~. f(h+l)(t)(x -- t) h dr, O<x<a.  
By applying gn to both sides of the last equation, we get 
h 
j=O j even 
j! (2.4) 
and the theorem follows. | 
The following constants (introduced in [3]) are related to the Peano Kernels, and they will be 
used later in order to establish error bounds: 
~0 ~ 
~i = 2i £Q ((x - t)~ -1) dr, 
~0 ct t i--1 ~ = 2i IcQ ( (~- )+ )[ ~t. 
The following result provides an efficient method for the effective computation of the constants 
f~i, for any value of i. 
THEOREM 2.2. For any i,/~i = 2g~(xi),  for i even/~ = £Q(xi). 
PROOF. By the Taylor expansion with exact remainder of x ~, we have 
~0 ~ 
x i = i (x -  t)~ -1 dt, 0<x<a.  
By applying C~ to both sides, and using (2.1) the theorem follows. 
REMARK. If K i - l ( t )  does not change sign in (0, a), then ~i -- [f~i[- 
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COROLLARY 2.1. 
(0,~), then 
otherwise 
Under the same hypotheses of Theorem 2.1, if Kh(t) does not change sign in 
h 
EQ(S) = 
j=d+l  
j even 
f(J) (0) f~ ¢(hq-1) {.C~ 
0 _< ~ _< c~; (2.5) 
if()(0) j 
IEQ(f)l < ~ I~jl + 7h+1 max (2.6) II 
- 0<u<a (h+l ) !  
j=d+l  
j even 
The classical theory [4], developed for a general (nonsymmetric) distribution of nodes, can 
be easily extended to formulas which use derivative data and/or nodes outside the integration 
interval. Indeed, it is simple to derive the relation 
h f(J)(--oL) ~ + / EQ(f) = E j! EQ ((x + J -  f(h+D(t)Kh(t)dt,  (2.7) 
j-~d-t-1 v~ 
which can be used to generate a bound to [$Q(f)l- However, for symmetric formulas the 
bound (2.6) derived above is sharper than the general one, since 
max JE~(J)(u) _< max f(J)(u)[ 
0<u<a --a<u<c~ 
THEOREM 2.3. I fQ  is symmetric then, for any i < d+ 1, Ki(t) is an even function f f i  is odd 
and an odd function f f i  is even. Therefore, Ig~(t)l is an even function. 
PROOF. Let us rewrite (2.7) for f odd, with i < d+l :  the odd derivatives of f are even functions 
and the even derivatives of f are odd functions. Since EQ(f) = 0, the integrand has to be an odd 
function and, from the generality of f ,  the theorem follows. | 
REMARK. From Theorem 2.3, it follows that the constants q'i introduced above satisfy the rela- 
tions 
/0 ° f -y, = 2i IEQ ((x-t)~- l ) l  dr=i!  Ig, - l ( t) l  dt, 0 < i < d+l .  | (:Z 
3. S IGN PROPERTIES  OF  THE PEANO KERNELS 
In this section, we prove some properties of the sign of Peano Kernels for a symmetric quad- 
rature formula Q with degree of precision d. 
THEOREM 3.1. For any open symmetric formula Q there exists an integer io such that for any 
i >_ io, Ki(t) is positive in (0, 1). 
PROOF. From (2.2), for i > m, one has 
i!(1 - t)-iK~(t) = A(i, t) + B(i ,t) ,  
where 
and 
1- t  
A(i, t) = i +----1 > O, 
B( i , t)  = -0--  ~7)~ , if O < t < xn, 
j=O =k_>t 
0, if xn _< t < 1. 
Therefore K~(t) is positive in [xn, 1). Moreover, since 
sup IB(i,t)l = O(imxF m) 
0<t<xn 
and 
1 - Xn 
inf A(i,t) = 
0<t<~, i + 1 ' 
there exists a value i0 large enough such that for i > io, IB(i,t)l < A(i,t),  0 < t < x~. 
THEOREM 3.2. 
for any i > io, and t E (0, a), Ki(t) has the same sign of -w~ m). 
PROOF. From (2.2), for i > m, one has 
where 
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For any symmetric formula Q with Xn >_ 1 there ex/sts an integer io such that 
i!(a - t)-iK~(t) = A(i ,t)  + B(i ,t) ,  
m 
A(i ,t)  - (a -  t) - i (1 - t)~_ +1 - i !~  (i - j)! 
i+1  j=0 
m 1 w(j) (Xk -- t) i - j  
S ( i , t )=- i !~ ~ ( i - j ) !  -Ca- -~ " 
j=0 a>x~>_t 
It is easy to see that, for i large enough, the following relation holds: 
sign (A(i,t)) = -s ign (w(m)) , 0 < t < a. 
Moreover, we have 
- -  - t ) - J ,  
holds for i >_ 0 and t >_ O, t 7 ~ xk, k = 1,2, . . .  ,n. Moreover for i > m, 
Ki(t) c C(i-m-1)[O,a]. 
PROOF. The theorem follows from (2.2) by using elementary calculus. 
d 
-~ Ki(t) = -K i _  1 (t), 
(ira) 
IA(i,t)l = O (a---t) m , 
inf IA(i,t)[ = o(im), 
0<t<(~ 
[B(i,t)t = 0 [ im(Xn-1---- t--)'--m 
\ - ) '  
sup IB(i,t)l =0  ~ z;~-i . 
Then there exists an i0 such that for i > io, IB(i,t)[ < IA(i,t)l, 0 < t < a. | 
For closed formulas with positive weights without derivative data (e.g., CC, RMS formulas), 
it is possible to estimate an upper bound for i0. Using the notation of the above proof, we have 
1 - t w(o) 
A(i ,t)  - i+1  
B( i , t )=-  Z w(°) l zk - t~ ' "  
l>x~_>t \ 1 - t  ] 
If i _> iest= 1/W (0) -- 1, the sign of A(i,t) is negative for 0 < t < 1, and the Peano Kernel is 
negative on the same interval. In Section 5, numerical experiments will show that this bound is 
reasonably tight for CC rules. 
THEOREM 3.3. For any symmetric formula Q, the relation 
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For any symmetric quadrature formula Q, the following relations hold for i > m: 
if f~i ¢ 0 then sign (Ki(0+)) = sign (j3i); 
if f~i = 0 then sign (Ki(0+)) = sign (-Ki_y(0+)); 
if xn < 1 then a = 1 and sign (K i (a - ) )  = 1; 
xn _> 1 then sign (K i (a - ) )= sign (-w(m)) . if 
(3.1) 
(3.2) 
(3.3) 
(3.4) 
PROOF. From the definition of Ki(t), property (2.1) and Theorem 2.2, it follows that Ki(0) = 
(fli)/(2i!) and (3.1) holds. Moreover, we have, 
_ f l  K~(t) 2i! Jo Ki-l(U) du, 
and (3.2) holds. Properties (3.3) and (3.4) follow from elementary calculus. | 
THEOREM 3.5. Let i > m + 1, the number of roots of Ki(t) in (0, a) is less than or equal to the 
number of roots of Ki_ l ( t)  in (O,a). 
PROOF. Let ai < a2 < ..- < as be the roots of Ki - l ( t )  lying in (0,a). From Theorem 3.3 it 
follows that at most one root of Ki(t) may lie in (ai, ai+l], 0 _< i < s, or in (0, az]. Moreover, 
since Ki(a) = 0 no root can tie in (as, a). | 
COROLLARY 3.1. For i > m + 1, if Ki(t) changes sign in (O,a), then Ki-l(t) changes sign 
in (o, 
THEOREM 3.6. For i _< d - 2, Ki(t) does change sign in (0,a). 
PROOF. Let us rewrite (2.3) for f (x)  = x d-l, 
2 f0 (a - 1)! ((x - at, 0 = £•(x d- l)  = ~. (d - 2 - i)! i<d-2 ,  
and the proof follows since t d -2 - i  is positive in (0, a]. | 
As a consequence of the sign properties presented above, the following consideration can be 
made for the error in integrating f on [-1, 1] using a symmetric rule Q of degree of precision d. 
(1) If f(x)is a ch[ -a ,  a] function with f(h) absolutely continuous in f -a ,  a]. 
* i f  h < d - 2, no expression like (2.5) can be given for $Q(f)  since, from Theorem 3.6, 
Kh(t) does change sign in (0, a) and the following bound holds: 
. 
ICQ(f)I <_ "~h+l omua~a (h + 1)! ' 
* if d -  1 < h < d, and Kh(t) does not change sign in (0, a), then 
¢(h+1) [¢:~ 
,~ J E k%] O<~<_a;  
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Table 1. Values of io and ieat 
for CC rules. 
Table 2. Values of io 
for GK rules. 
n d io ieat 
5 5 13 14 
7 7 31 34 
9 9 56 62 
i i  I I  88 98 
13 13 128 142 
15 15 174 194 
17 17 228 254 
19 19 289 322 
21 21 357 398 
23 23 433 482 
25 25 515 574 
27 27 605 674 
n d io 
7 11 27 
9 13 47 
11 17 67 
13 19 97 
15 23 126 
21 31 250 
31 47 541 
Table 3. Values of io 
for F1 rules. 
n d io 
3 3 13 
5 5 37 
7 7 74 
9 9 123 
11 11 184 
13 13 257 
15 15 343 
Table 4. Values of io and iest for RMS rules. 
n d io iest 
9 9 27 33 
13 13 47 63 
21 21 64 115 
29 29 108 227 
31 31 91 223 
33 33 37 215 
41 41 202 452 
Table 5. Values of io for SM rules. 
n d io 
17 17 21 
19 19 22 
21 21 26 
23 23 27 
25 25 29 
27 27 29 
29 29 32 
35 35 46 
37 37 38 
otherwise  f (h  + l ) ( u ) . 
lee(/)] < ~h+l max 
- o<~<a (h+l ) !  ' 
• if d < h _< d + 2, and Kh( t )  does not  change sign in (0, cz) then  
¢(h+1) i¢~ 
f (d+l ) (0)  +/~h+l JE ~,"~/ 0 < ~ < 0~, 
eQ( f )  ---- ~d+l (d+ 1)! (h + 1)! ' - - 
o therwise  
]f(d+l)(0)] f(h+l)(u) 
[CQ(f)] ~d+l (d + 1)! + ~h+l omua~a (h + 1)! ; 
(2) I f  f(x) is a C °O [-c~, a] funct ion then  there exists an integer io such that  for any  p > io, 
P f(J)(O)f.4 " f(EP+I) (~) 
~Q( f )= Z j !  ~a+#'p+l  (p+l ) !  ' O_<{<_a.  
j=d+l  
j even 
4. NUMERICAL  COMPUTATIONS 
The goal  of  our  numer ica l  invest igat ion is to  determine ,  for most  of  the  known symmetr i c  
formulas  w i th  an odd number  of  nodes,  the  value 
io = min{ i  I K i ( t )  does not  change sign in (0, a )} .  
29-5-0 
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For low values of i the sign of the Kernel can be investigated, with reasonable effort, by applying 
several techniques, namely Sturm Sequences, Budan-Fourier upper bound, and direct numerical 
computation of the roots. The investigation of the number of roots of Kd(t) and Kd-l(t)  gave 
the following results: 
(1) Kd-l(t) does not change sign for Newton-Cotes, Gauss-Legendre, Fejer of II kind with 
more than 3 points, Lobatto, HR and RMS3, RMS5, RMS~, RMSll, RMS19, RMS23, 
RMS25, RMS27 formulas; 
(2) Kd-l(t) changes ign and Kd(t) does not change sign for F23, RMS15, SM31, SM33, SM39; 
(3) Kd(t) has exactly one root for CC5, CC7, CC9, CCll, CC13, CC15, CC17, CC19, CC21, 
C623, CC25, CC27, GKT, GK9, GKll, GK13, GK15, GK21, GK31, F13, F15, F17, F19, 
Fl11, Fl13, Flls, FLIT, Fl19, F121, SM17, SM19, SM21, SM23, 8M25, 8M27, SM29, 8M35, 
SM37, RMS9, RMS13, RMS21, RMS29, RMS31, lq.MS33, RMS41, formulas. 
Once verified that Kj(t) has only one root in (0, a), from Theorems 3.4 and 3.5, it follows that 
io = min{i > j I/3~-i13i < 0}. 
Since the computation of the constants 13~ can be easily carried out on the basis of Theorem 2.2, 
the values of io, for the formulas of the third group, have been computed by looking for the first 
change of sign in the sequence of/3i. Tables 1-5 show the values of io for the formulas of the 
third group. For closed formulas the value of the estimate iest is also given. 
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