We give algorithms to compute the Fréchet distance of trees and graphs with bounded tree width. Our algorithms run in O(n 2 ) time for trees of bounded degree, and O(n 2 √ n log n) time for trees of arbitrary degree. For graphs of bounded tree width we show one can compute the Fréchet distance in FPT (fixed parameter tractable) time.
Introduction
The Fréchet distance, a distance measure for curves introduced by Fréchet in [8] , is a popular measure for comparing polygonal curves. It is defined via homeomorphisms between the parameter spaces of the curves, or intuitively by a man walking his dog and the shortest length of a leash connecting them. The Fréchet distance is well studied. Alt and Godau [4] gave a polynomial time algorithm to compute the Fréchet distance between two curves, sparking research in many applications, such as character recognition [12] or navigation on road maps [13] . One can also define the Fréchet distance between other objects like surfaces [3] or polygons [5] . Here we study the Fréchet distance of straight-line embedded graphs, i.e., every vertex of the graph is assigned to a point in the metric space and every edge between two vertices is a straight line segment between the respective points.
First we observe that two graphs are homeomorphic in the topological sense, if they are isomorphic after their degree 2 vertices have been contracted [5] . That is, a graph homeomorphism induces a graph isomorphism on the contracted graphs, and vice versa.
Hence in the following we always assume that degree 2 vertices have been contracted and define the Fréchet distance between embedded graphs G 1 = (V 1 , E 1 ) and G 2 = (V 1 , E 1 ) as:
where π : G 1 → G 2 is an isomorphism and v − π(v) is the distance between the points corresponding to v and π(v). If the graphs do have degree 2 vertices we need to also take into account the Fréchet distance between contracted edges (embedded as polygonal paths).
Thus the Fréchet distance of two graphs is closely related to the (contracted) graphs being isomorph. That is, for isomorphic graphs the Fréchet distance gives the smallest arXiv:2001.10502v1 [cs.CG] 28 Jan 2020 distance between their embeddings, whereas for non-isomorphic graphs the Fréchet distance is undefined. Hence the insights on these two notions translate to each other.
Related work: To the best of our knowledge, the Fréchet distance of graphs (in this setting) has only been considered by Buchin et al. [5] .
They studied the hardness of the Fréchet distance between surfaces and also discuss the Fréchet distance of graphs. In particular, they sketched how to compute the Fréchet distance between two embedded trees. Their idea is to decide whether there is an isomorphism between the trees respecting a given distance by checking this bottom-up in the tree. An isomorphism respects a distance δ if the distance between every vertex and its image is at most δ. This decider can then be used by a binary search over all possible distances to compute the Fréchet distance. We expand upon this idea and show that one can compute the Fréchet distance between two trees even faster when carefully computing the Fréchet distance between every subtree in a bottom-up fashion.
As one can compute the Fréchet distance between two trees it seems natural to look at tree-like graphs. We say a graph is tree-like if it has bounded tree width, see Section 4. The definition of the Fréchet distance given above requires the graphs to be isomorphic. Only recently Lokshtanov et al. [11] gave a canonization algorithm showing that graph isomorphism for graphs of bounded tree width can be decided in FPT (fixed parameter tractable) time. Their algorithm however does not compute isomorphisms between the graphs, which we are interested in. Grohe et al. [9] gave an algorithm computing all isomorphisms between two input graphs. We alter this algorithm to compute the Fréchet distance of two embedded graphs with bounded tree width.
Results: In Section 3 we give an algorithm computing the Fréchet distance between two embedded trees. We show that this can be done in O(n 2 √ d log d) time, where n is the maximum number of vertices and d is the maximum degree of the trees. In Section 4 we show how one can compute the Fréchet distance of two graphs with n vertices and tree width at most k in 2 O(k log c k) n O(1) · log n time.
2
Contracting the graphs Our algorithms assume graphs without vertices of degree 2. Hence we preprocess the two input graphs as follows. We start by finding all paths of maximum length containing only degree 2 vertices in each graph with a DFS. Next we view these paths and the edges as parameterized curves and compute the Fréchet distance between every such curve of the first and second graph and store them in a 2-dimensional array. The last step is to connect the endpoints of each curve with a marked edge and to delete all inner vertices of the curves. If the two input graphs are trees one can compute all Fréchet distances between each of those curves in time O(n 2 log n) and store them in an array size of O(n 2 ). If at most one of the trees has long degree 2 paths, i.e., of non-constant length, the computation takes only O(n 2 ) time, as we show next.
One can contract all paths of degree 2 vertices and store the Fréchet distances between each pair of edges of the contracted graphs in an array of size O(n 2 ). This procedure takes O(n 2 log n) time, or O(n 2 ) time if at least one graph has only degree 2 paths of constant length.
Proof. Given two trees G = (V, E) and G = (V , E ) with |V | = |V | = n. Notice that the paths of degree 2 vertices are pairwise disjoint, except possibly for their endpoints. Thus these paths define a partition of V and V respectively. Also we can bound the number of such paths in each graph by n 2 . Let 1 , . . . , n 2 and 1 , . . . , n 2 be the lengths of such paths within G and G respectively. If there are less than n 2 paths the corresponding lengths are 0. It holds that
We compute the distance between each pair of edges in the contracted graphs. The easy case is when both edges are non-contracted and we can compute the distance in O(1) time.
If one edge is contracted and the other is not (or is contracted but has constant length), this takes time linear in the length of the contracted edge, which sums up to
for a single edge, and hence quadratic time overall.
To compute the Fréchet distances between each pair of contracted edges (of non-constant length), i.e. degree 2 paths, in G and G we use the algorithm of Alt and Godau [4] to compute the Fréchet distance of two paths in time T ( i , j ) = O( i j log( i j )). Hence in total we need time
Note that this computation time is only necessary if both graphs have long degree 2 paths.
We store the distances in an array of size O(|E| · |E |). Note that the contracted trees still remain trees, hence this array has size O(n 2 ). All steps take time O(n 2 log n) (or O(n 2 ) if there are no long degree 2 paths).
Algorithm for trees
Computing the Fréchet distance of two graphs requires the graphs to be isomorphic. It is well known that the isomorphism problem for two trees can be solved in polynomial time [1] , and therefore we look at trees first. If not stated otherwise the trees have a designated root. If they do not, we use the fact that a tree isomorphism needs to match the centers of the trees.
We give a brief overview of the algorithm, based on the ideas in [5] . The algorithm computes the Fréchet distance in a bottom up way, comparing two nodes of same height in every step. Let T and T be the two input trees, and t ∈ T and t ∈ T two vertices of the same height and equal degree. Let t 1 , . . . , t i and t 1 , . . . , t i be the children of t and t . Assume we already have computed the Fréchet distance between the subtrees rooted at the children. To compute the Fréchet distance between the trees rooted at t and t we do the following. We create a new bipartite graph B. For every subtree of t and t there is a vertex in B. We combine every vertex corresponding to a subtree of t with every vertex corresponding to a subtree of t with a weighted edge. The weight of the edge is the maximum of the Fréchet distance between the subtrees, and the Fréchet distance of the edges connecting the subtrees to t or t . Now we find a bottleneck matching for this graph. A bottleneck matching is a perfect matching such that the maximum weight of its edges is minimal for all perfect matchings possible. The Fréchet distance of the trees rooted at t and t is either the maximum weight of the found bottleneck matching or the distance of t and t . We store the correct value in a two dimensional array. If we could not find a bottleneck matching the trees are not isomorphic and thus their Fréchet distance is undefined. In this case we store ∞. If the subtrees are empty we store 0.
The algorithm iterates over both trees doing the above computation for each pair of nodes of same height. Afterwards the algorithm returns the value stored for the roots of the trees. Figure 1 illustrates the computation of a bottleneck matching, given the two trees in (a) as input. Consider the computation of the Fréchet distance of the trees rooted at u and u . The graph B is shown in (b) and the distances are given in the table in (c). In (d) we see the computed bottleneck matching with maximum Fréchet distance of 1. It remains to compute such a bottleneck matching. To do this we store all edge weights in a sorted array and perform a binary search. The perfect matching for the distance found by this search is our desired bottleneck matching.
The running time of this algorithm is as follows. We use the algorithm of Alt et al. [2] to compute the perfect matchings. This means we can bound the running time of one bottleneck matching computation by O d 2 √ d log d time, with d being the degree of the trees. The running time of the algorithm boils down to the time we compute a bottleneck matching. To compute such a matching we search the smallest edge weight under which there is a perfect matching. Since the graphs we do this for are of size O(d) we need time
log d to compute a perfect matching using the algorithm of Alt et al. [2] . We perform a binary search over all weights using this subroutine, thus we need time O(d 2 √ d log d) for that. Next we analyze how often we compute a bottleneck matching. Let h be the height of the trees. Then we compute d log d) , for positive constants c, c . This yields: Theorem 2. The Fréchet distance of two embedded trees can be computed in time O n 2 √ n log n , if at most one of the trees has long degree 2 paths. If the trees have bounded degree the computation only takes O(n 2 ) time. If both trees have long degree 2 paths, an extra O n 2 log n time is needed for preprocessing.
Note that our computation requires the metric of the space to be computed in constant time. If that is not the case the running time for this algorithm increases due to the distance computation. Next we generalize this result to graphs that are not trees but are tree-like in their structure.
Algorithm for graphs with bounded tree width
Here we consider a larger class of graphs. It is known that many hard problems for graphs can be solved easily on trees, such as 3-coloring problem and finding a vertex cover. Both these problems can be solved in linear time on a tree. One can ask if these problems are easy for tree-like graphs. A measurement for such a likeliness is the treewidth. To define the treewidth we first introduce tree decompositions. Intuitively a tree decomposition of a graph G represents the vertices and edges of G as subgraphs inside a tree. Formally: E) be a graph. Let T be a tree and β a function mapping all t ∈ T , the nodes, to subsets of V . We call (β, T ) a tree decomposition of G if: 1. for each vertex v ∈ V it holds that all subsets β(t) ∈ T , called bags, containing v induce a nonempty connected subtree of T , and 2. for each edge (u, v) ∈ E there is one t ∈ T , such that the bag β(t) contains u and v.
The width of such a tree decomposition is the size of its largest bag −1. The treewidth of G is the minimal width among all its tree decompositions. We subtract 1 from the bag size so trees have treewidth 1. Figure 2 shows a graph G (a) and two valid tree decompositions of G (b) and (c). Decomposition (c) is a trivial tree decomposition consisting only of one node and (b) is a tree decomposition, that realizes the treewidth of G Tree decompositions play an important role in the context of parameterized algorithms. An algorithm is parameterized, if its running time does not only depend on the input size n but also on a parameter k. A problem is fixed parameter tractable, if there is a algorithm with running time f (k) · poly(n) for it. Many graph problems have algorithms with tree width as parameter, see [6, 7] . Typically these algorithms use dynamic programming over a tree decomposition of the graph. Our algorithm is based on the algorithm of Grohe et al. [9] . We extended their algorithm, such that we can compute all isomorphisms between two embedded graphs that respect a distance limit. Using this algorithm we conduct a binary search on every possible distance between nodes of G 1 and G 2 . The Fréchet distance of the two graphs is the smallest distance found that is respected by an isomorphism.
We describe our algorithm. Let G 1 = (V 1 , E 1 ) and G 2 = (V 2 , E 2 ) be two embedded graphs, and δ ≥ 0 a distance limit. We start by preprocessing the graphs in a similar fashion as in the case of trees, see Section 3. Since the number of edges of each graph might exceed n we need more time to do this, but clearly one can compute all the distances in polynomial time. Next we compute an initial tree decomposition using the techniques of Leimer [10] . The resulting decomposition is known to be isomorphism invariant. We carefully refine these tree decompositions in a bottom up way using dynamic programming. In every step we maintain the invariant that the tree decompositions are isomorphism invariant, the size of other cases the representation contains all isomorphisms between the graphs that respect the distance limit.
This means one can decide whether the two graphs have Fréchet distance at most k in time 2 O(k log c k) n O(1) , where n is the number of vertices of one graph, and c is a positive constant.
With this we perform the binary search for the minimum distance between two vertices that is respected by at least one isomorphism and get the following result: Theorem 4. The Fréchet distance between two graphs with n nodes and treewidth at most k can be computed in time 2 O(k log c k) · n O(1) · log n.
Conclusion
We have shown how to compute the Fréchet distance of two rooted trees and of two graphs with bounded treewidth. Several interesting question remain. Since a polynomial time algorithm for computing the Fréchet distance of two graphs could be used to decide whether the graphs are isomorphic, we do not expect a polynomial time algorithm for general graphs. But perhaps there are other parameters in which the Fréchet distance of two graphs is fixed parameter tractable.
