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ABSTRACT
The goal of this paper is to facilitate the use of wavelet-
based transforms in BSS (and, more generally, ICA) algo-
rithms. We investigate the performance of transforms such as
the Continuous Wavelet Transform, Discrete Wavelet Trans-
form and Discrete Wavelet Packet Transform relative to the
commonly-used Short-Time Fourier Transform in terms of
the efficiency of signal-power representation and the minimi-
sation of cross-channel effects in two-channel mixtures.
1. INTRODUCTION
The problem of Blind Source Separation has received much
attention in recent years. In certain cases, the separation al-
gorithms (most notably the DUET algorithm of [12]) make
use of Fourier-transform based projections of the initial mix-
tures. The goal becomes to demix the transformed coeffi-
cients and to construct estimates of the original sources by
inverse-transforming the separated coefficients. This paper
empirically evaluates the usefulness of a number of wavelet-
transforms, through determination of the degree of sparsity
of the mixtures in the transform-space.
Among the principal motivations for the use of wavelet-
based transforms in BSS problems, we note:
• Discrete wavelet transforms can be applied in-place in
O(N) time as opposed to the O(N logN) complexity of
the FFT [4]
• Discrete wavelet transforms, in certain cases, provide a
more compact representation (elaborated further in this
study), and thus allow faster demixing (as any applied
algorithm will have to deal with fewer significant coeffi-
cients).
• Integer-to-integer discrete wavelet transforms with per-
fect reconstruction properties exist [3] - these are highly-
suitable for efficient hardware implementation, and al-
ready form part of the JPEG-2000 standard (see [11]).
2. MATHEMATICAL DEFINITIONS
2.1 Measures of separation
In order to compare the performance of transforms, it is nec-
essary to establish metrics that are independent of the trans-
form in question and so facilitate cross-transform compar-
isons. Following [9], we define:
Definition 1 The β efficiency level of a transformed signal
is given by:
eff(β ) = |{(k,ω) : |X (k,ω)|< α
∗ (β )}|
|{(k,ω)}|
where
α∗ (β )= argmaxα ∑
(k,ω):|X(k,ω)|≥α
|X (k,ω)|2 ≥ β ∑
(k,ω)
|X (k,ω)|2
This measure essentially provides an indication of the pro-
portion of contributions that may be threshold-eliminated af-
ter application of a transform and yet allow at least β (nor-
mally expressed as a percentage) of the signal power to be
retained.
The β -efficiency level may be developed into a threshold-
independent measure sumeff:
Definition 2
sumeff =
∫ 1
0
eff(β )dβ
In the implementation of sumeff developed for the
present investigations, the integral is approximated using the
Trapezoidal Rule with a step-size of ∆β = 0.05 (so the inte-
gral is determined using 200 trapezoids).
To facilitate the comparison of wavelet transforms to
Fourier transforms, it is useful to find a measure approximat-
ing the frequency detected by a wavelet at a particular scale.
One such measure is the pseudo-frequency (discussed in [8]
and [2]).
Definition 3 The pseudo-frequency Fa corresponding to a
particular wavelet transform at a given scale a is
Fa =
Fc
a∆ (1)
where ∆ = 1Fs is the sampling period and Fc is the centrefrequency of the wavelet used.
The centre-frequency of a wavelet is the frequency of the
sinusoid which best approximates the wavelet (in a least-
squares sense). The concept of centre-frequency is illustrated
in Figure 1 for the Coiflet-3 wavelet. For the present inves-
tigation, it is more useful to work with (from equation 1):
a =
Fc ·Fs
Fa
(2)
3. WAVELET-BASED TRANSFORMS
In essence, the wavelet transform of a signal is determined by
decomposing the signal into a family of functions which are
translations and rescalings (or dilations) of a function ψ(x)
(which, satisfying certain conditions, is a wavelet [5]).
3.1 Continuous Wavelet Transform
Analytically, the Continuous Wavelet Transform (CWT) al-
lows us to develop an expression for the transform of a par-
ticular function in location and scale space.
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Figure 1 - Coiflet-3 wavelet and centre-frequency based ap-
proximation (of period 1.42 and centre-frequency
0.706).
Definition 4 The Continuous Wavelet Transform W f (s,u)
of a function f (x) ∈ L2(R) at position u and scale a is given
by
W f (a,u) =
∫ +∞
−∞
f (x)ψ∗a (x−u)dx
where ∗ is the complex conjugate operator, ψa(x) = 1√a ψ( xa)
is the dilation of wavelet ψ(x) at scale a and u is the location
parameter.
Attempting to use the CWT for numerical analysis of
time-series has major performance limitations, with large
grids often required for the numerical integration. While
some approximations that may be used in the course of the
numerical integration exist (see [6]), memory and processing
requirements remain significant.
3.2 Discrete Wavelet Transform
A discretised version of the Continuous Wavelet Transform
exists for certain choices of wavelet [5]. The discrete-valued
wavelets (and corresponding orders K, where applicable1)
examined in this study are:
Wavelet Family Order
Haar N/A
Daubechies K = 2,3, . . . ,15
Symlets K = 2,3, . . . ,8
Coiflets K = 1,2,3,4,5
Discrete Meyer N/A
Table 1 - Discrete wavelets families used in the analysis - all
wavelets are orthogonal and have compact support.
These discrete wavelets have the advantages of being
computationally efficient to apply (given that O(N) filter ap-
plication is possible [4]) and permitting application on dyadic
scales.
3.3 Discrete Wavelet-Packet transform
The discrete wavelet packet transform is essentially an ex-
tension of the discrete wavelet transform, where the detail
1Many authors use N to denote wavelet order - we use the alternative K
in order to avoid confusion with the level N at which the DWT is applied.
components are themselves decomposed into approximation
and detail components.
At level n of the decomposition, there are 2n components
in the decomposition, leading to more than 22n−1 ways to en-
code the signal [8]. In order to choose from amongst all these
possible components, it is necessary to use some objective
criteria - an entropy-based criteria is often maximized. We
use the (non-normalised) Shannon entropy E(s) of a sig-
nal whose coefficients in some orthonormal basis {si} are
given by:
E(s) = ∑
i
s2i logs2i (3)
4. SPARSITY OF TRANSFORMED
REPRESENTATIONS
In order to illustrate the performance of a wavelet transform
on these signals, the Continuous Wavelet Transform (CWT)
was applied to a convolutive mixture of speech samples. The
absolute values of the resulting coefficients of the CWT of
each of the mixtures, along with the absolute values of the
product of the coefficients of each, is presented in Figure 2.
Similar to the STFT, it can be seen that the product of the two
transform coefficients is sparser than each of the individual
transforms (this figure may be compared directly with Figure
1 of [12], which is determined from the same mixtures).
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Figure 2 - The upper two contour plots show the magnitude
of the values of the Discrete Continuous Wavelet
Transform of the two mixtures (using a Coiflet-3
wavelet). The third contour plot is of the magni-
tude of the product of each individual scale-time
value and demonstrates the extent of approximate
W-disjoint orthogonality.
Shown in Figure 3 are the percentage proportions of
signal power from each individual Continuous Wavelet-
transformed signal, and the percentage proportion of over-
lapping power between the individual transformed signals. In
the upper plot, it can be seen that, for both channels, 10% of
the points contain approximately 85% of the power, demon-
strating the sparse nature of the transformed data. In the
lower plot, it can be seen that, again for both channels, 90%
of the points of one signal cumulatively contribute approxi-
mately 15% of the power of the other, demonstrating how the
CWT, using this choice of wavelet, may facilitate the use of
binary masks for demixing (as used with the STFT in [12]).
While the extent of separation is evidently less than that of
the STFT, it should be borne in mind that this example is for
a random choice of wavelet, with no attempt made to deter-
mine the most efficient selection of scales (which would be
expected to improve the result).
In terms of efficiency, the STFT has efficiencies of
(.97, .96, .95, .92, .86, .69), respectively, at levels of
β = (75%,80%,85%,90%,95%,99%)
with an approximate sumeff of .97. The corresponding ef-
ficiences for the CWT are (.88, .85, .82, .77, .69, .52) with a
sumeff of .91.
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Figure 3 - Upper: Percentage contribution of the points
of each of the Continuous Wavelet-Transformed
speech-samples to the total power of that trans-
formed signal. Lower: Percentage contribution
of the points of each of the Continuous Wavelet-
transformed speech-samples to the total power of
the other transformed signal.
5. DETERMINATION OF MOST EFFICIENT
DISCRETE WAVELET
For practical purposes, the continuous wavelet transform
is not typically used in high-performance processing -
rather the discrete wavelet transform, for which O(N) algo-
rithms and a dyadic decomposition scheme are available, is
favoured.
In order to investigate the typical efficiencies attainable
with music, a large number of samples were extracted from
a corpus of commercially available CD recordings (listed in
Appendix A) and subject to analysis for this and the subse-
quent sections. The excerpts were each 10s in length (for
a total of 5320 samples, each sampled at 44.1kHz), cover a
wide variety of musical styles, and include both live record-
ings and heavily-mixed studio recordings.
When applying discrete transforms to a time-series,
rather than specifying a scale a, it is more appropriate to
specify the number of levels through which the transform
should recurse. For a dyadic decomposition, the scales
used when recursing to level N are {1,2,4, . . . ,2N}. Noting
that the lowest level of human audibility is approximately
Fmin = 20Hz, we may, with knowledge of the wavelet’s cen-
tre frequency, determine the number of levels appropriate to
our transform using:
N = ⌈log2
Fc ·Fs
Fmin
⌉ (4)
which is obtained from taking a = 2N in equation 2.
Shown in Table 2 are the mean, and 25th- and 75th- per-
centiles of the efficiencies of the musical samples obtained
for each of the discrete wavelet transforms listed in Table
1 . In the case of all the discrete wavelets chosen, taking
Fmin = 20Hz yields N = 10 from equation 4. The high-
est efficiencies appear to be provided by the higher-order
wavelets of each family of wavelet decompositions, with
little difference in the performance of the db15, sym8 and
coif5 wavelets; however, all of the wavelets tested provide
significant performance (with the notable exception of the
Haar wavelet). Comparison with the efficiencies of the STFT
(shown in Table 3 for the STFT based on 256- and 512-point
FFTs using 32ms Hamming windows at 200-sample inter-
vals) demonstrates similar performance.
6. DISCRETE WAVELET PACKET TRANSFORM
In order to assess the efficiency of the Discrete Wavelet
Packet (WP) Transform, the transforms (using the Shannon
entropy criterion of equation 3) of all the music samples were
determined for each of the wavelets of Section 3.2.
As might be expected, given that the Discrete Wavelet
Transform is one amongst many possible trees determined
for the Discrete Wavelet Packet Transform, the efficiencies
determined were higher than the corresponding DWT val-
ues. However, close comparison of these results (not shown)
with Table 2 indicates that the values are generally only
marginally higher in the case of the Discrete Wavelet Packet
Transform; given the greater computational complexity of
computing all coefficients of the Discrete Wavelet Packet de-
composition tree, and the unpredictable pattern of retained
nodes, the slightly-improved performance stemming from
the use of discrete wavelet packets is likely not worthwhile.
7. MEASUREMENT OF TRANSFORM
SEPARATION
Shown in Figures 4 and 5 are the plots of the mean power
overlaps and the 25th- and 75th- percentiles for a number of
transforms of the music samples. From the upper plots in
these Figures, we see that the Discrete Wavelet Packet trans-
form (the plot shown is for the case of the Sym-8 wavelet)
captures a greater proportion of the signal power than any
of the other transforms for a given level of compression (i.e.
number of points). The next most efficient transforms are
DWT based on the Coif-5 wavelet, the Short-Time Fourier
Transform (for a 32ms-Hamming window computed using a
1024-FFT at intervals of 100 samples) and, finally, the Haar-
based DWT.
In terms of minimisation of cross-channel effects (see
the lower plots in Figures 4 and 5), we see that the STFT
provides the best performance (with the lowest proportion
Wavelet 90% 95% 99% sumeff
haar 0.943 0.904 0.761 0.975
(0.930, 0.961) (0.882, 0.933) (0.710, 0.818) (0.970, 0.981)
db2 0.960 0.934 0.847 0.981
(0.950, 0.973) (0.919, 0.956) (0.808, 0.895) (0.977, 0.985)
db3 0.964 0.941 0.865 0.982
(0.955, 0.976) (0.927, 0.961) (0.830, 0.909) (0.979, 0.986)
db4 0.965 0.944 0.872 0.983
(0.957, 0.977) (0.930, 0.963) (0.838, 0.915) (0.980, 0.987)
db5 0.966 0.946 0.876 0.983
(0.958, 0.978) (0.932, 0.964) (0.843, 0.918) (0.980, 0.987)
db6 0.967 0.947 0.879 0.983
(0.959, 0.979) (0.933, 0.965) (0.846, 0.921) (0.980, 0.987)
db7 0.967 0.947 0.881 0.983
(0.959, 0.979) (0.934, 0.966) (0.848, 0.922) (0.981, 0.987)
db8 0.968 0.948 0.882 0.984
(0.960, 0.979) (0.935, 0.966) (0.850, 0.923) (0.981, 0.987)
db9 0.968 0.948 0.883 0.984
(0.960, 0.980) (0.935, 0.966) (0.851, 0.923) (0.981, 0.988)
db10 0.968 0.949 0.884 0.984
(0.960, 0.980) (0.935, 0.967) (0.851, 0.924) (0.981, 0.988)
db11 0.968 0.949 0.884 0.984
(0.960, 0.980) (0.935, 0.967) (0.852, 0.925) (0.981, 0.988)
db12 0.969 0.949 0.885 0.984
(0.961, 0.980) (0.936, 0.967) (0.853, 0.925) (0.981, 0.988)
db13 0.969 0.949 0.885 0.984
(0.961, 0.980) (0.936, 0.967) (0.853, 0.925) (0.981, 0.988)
db14 0.969 0.950 0.885 0.984
(0.961, 0.980) (0.936, 0.967) (0.854, 0.926) (0.981, 0.988)
db15 0.969 0.950 0.886 0.984
(0.961, 0.980) (0.936, 0.968) (0.854, 0.926) (0.981, 0.988)
sym2 0.960 0.934 0.847 0.981
(0.950, 0.973) (0.919, 0.956) (0.808, 0.895) (0.977, 0.985)
sym3 0.964 0.941 0.865 0.982
(0.955, 0.976) (0.927, 0.961) (0.830, 0.909) (0.979, 0.986)
sym4 0.965 0.944 0.873 0.983
(0.957, 0.978) (0.930, 0.963) (0.838, 0.915) (0.980, 0.987)
sym5 0.966 0.946 0.877 0.983
(0.958, 0.978) (0.932, 0.964) (0.843, 0.919) (0.980, 0.987)
sym6 0.967 0.947 0.879 0.983
(0.959, 0.979) (0.933, 0.965) (0.847, 0.920) (0.981, 0.987)
sym7 0.968 0.948 0.881 0.984
(0.960, 0.979) (0.934, 0.966) (0.848, 0.922) (0.981, 0.987)
sym8 0.968 0.948 0.882 0.984
(0.960, 0.979) (0.935, 0.966) (0.850, 0.923) (0.981, 0.987)
coif1 0.960 0.935 0.849 0.981
(0.951, 0.974) (0.920, 0.956) (0.810, 0.896) (0.978, 0.985)
coif2 0.966 0.945 0.874 0.983
(0.957, 0.978) (0.931, 0.963) (0.840, 0.916) (0.980, 0.987)
coif3 0.968 0.947 0.880 0.984
(0.959, 0.979) (0.934, 0.966) (0.848, 0.921) (0.981, 0.987)
coif4 0.968 0.949 0.883 0.984
(0.960, 0.980) (0.936, 0.967) (0.852, 0.923) (0.981, 0.988)
coif5 0.969 0.950 0.885 0.984
(0.961, 0.980) (0.936, 0.967) (0.854, 0.925) (0.981, 0.988)
Table 2 - Mean and (25th,75th) percentiles of efficiency
(for various choices of β ) and sumeff of the music
samples, decomposed using a variety of Discrete
Wavelet Transforms at decomposition level N = 10.
of cross-channel interference). The Discrete Wavelet Packet
Transform performs almost as well, whereas the DWT based
on the Coif-5 and Haar wavelets provide poorer (though still
impressive) cross-channel separation.
8. FUTURE INVESTIGATIONS
Wavelet analysis is an area of active research, with new ap-
proaches and transform-types proposed on a regular basis. In
the context of ICA problems, the use of wavelets faces some
disadvantages. Notably,
• Wavelets are not, in general, shift-invariant - a slight dis-
placement of the signal under analysis may lead to vastly
different transform coefficients. Methods exist (for ex-
ample the me´thode a` trous algorithm [10]) to alleviate
this effect, but may lead to greater computational com-
plexity.
• A hardware implementation of a given discrete wavelet-
based transform may not be readily available.
90% 95% 99% sumeff
STFT (256-point) 0.968 0.950 0.872 0.983
(0.982, 0.988) (0.978, 0.985) (0.972, 0.981) (0.962, 0.974)
STFT (512-point) 0.951 0.884 0.984
(0.985, 0.991) (0.981, 0.989) (0.974, 0.985) (0.965, 0.979)
Table 3 - Mean and (25th,75th) percentiles of efficiency (for
various choices of β ) and sumeff of the Short-Time
Fourier Transform of the music samples.
0.001 0.01 0.1 1 10 100
0
20
40
60
80
100
% of points
%
 c
on
tri
bu
tio
n
STFT1
DWT1 (Coif5)
DWT1 (Haar)
WP1 (Sym8)
0 10 20 30 40 50 60 70 80 90 100
0.001
0.01
0.1
1
% of points
%
 c
on
tri
bu
tio
n
STFT1 from STFT2
DWT1 from DWT2 (Coif5)
DWT1 from DWT2 (Haar)
WP1 from WP2 (Sym8)
Figure 4 - Upper: Mean percentage contribution to the to-
tal power of the left channel by the most signifi-
cant coefficients of various transforms of the left
channel of all the music samples. Lower: Mean
percentage contribution to the total power of the
left channel by the least significant coefficients of
various transforms of the right channel of all the
music samples.
Our investigations continue with a broader range of Dis-
crete Wavelet Transforms and new innovations such as the
Dual-Tree Complex Wavelet Transform (whose ability to
capture both amplitude and phase information renders it par-
ticularly suitable to integration with ICA techniques using
Fourier transform-based methods [1], [7]).
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A. CD SOURCES
The musical samples used for the preceeding analysis were
drawn from the following CDs:
• Live in Paris : Diana Krall (13 tracks)
• Rolling Back The Years Vols. 1 & 2 (40 tracks)
• Musiques pour Jeanne la Folle - 1479-1555 Espagne: La
Nef (26 tracks)
• Requiem : W. A. Mozart (18 tracks)
• The Tempest or The Enchanted Island : Henry Purcell
(20 tracks)
• Delius - Royal Philharmonic Orchestra : Frederick
Delius (9 tracks)
• Symphony in G minor & Sinfonietta : Ernest John Mo-
eran (13 tracks)
• Long Journey Home (16 tracks)
• The Rough Guide to the music of Canada (21 tracks)
• Oxfam Salsa (14 tracks)
• The Dance Music of Ireland: Jigs & Reels (14 tracks)
• Traditional Music of Ireland (14 tracks)
