A transient numerical analysis of natural convection of near-freezing water in a cavity with lateral openings and internal heat sources is carried out to investigate the influence of the heat dissipation rate in the flow configuration. The heat sources were positioned to create buoyancy-opposing and buoyancy-assisted conditions simultaneously and the top and bottom walls are kept at 0•C. The non-linear dependence of the physical properties with temperature is considered in the governing equations. Based on the heat dissipation rate, six different regimes were observed and classified through a qualitative analysis of the temporal evolution of the velocity and temperature fields. The characteristics of heat transfer for each regime are analyzed to define the most important mechanisms of heat removal. In the upper layer (heated from below), the buoyancy forces eventually overcome the viscous forces and unsteady thermal plumes are formed, in-creasing the heat removal through the openings, while the heat transfer with the top wall is not significant. In the lower layer, the development of wave-like instabilities leads to oscillatory regimes for intermediate heat dissipation rates, while for high dissipation rates a steady convective regime is observed. This behavior increases the heat transfer with the bottom wall, making it much more significant when compared with the upper layer.
, and molten tellurium, gallium, antimony and bismuth (Ezan & Kalfa 2016) , have an anomalous behavior in specific temperature intervals, showing a negative coefficient of thermal expansion. The point where the curve of density as a function of temperature has a local maximum is usually called a density inversion point. For liquid water, this point corresponds to approximately 4 • C. Analysis of natural convection involving fluids with density inversion are relevant to several engineering and environmental systems, as for example crystal growth, electronics and foods cooling, ice melting and oceanic and atmospheric circulation (Quintino et al. 2017; Hossain & Rees 2005; Li et al. 2013) . The non-linear dependence of density on temperature makes the fluid dynamics and heat transfer during the natural convection rather complex, as analyzed by several authors in the past decades.
For example, Mirzaie and Lakzian (2006) considered several different arrangements for heat sources/sinks in cavities and solved the governing equations using the Boussinesq approximation and considering the nonlinear dependence of density on temperature. The results show that the Boussinesq approximation tends to overestimate the heat transfer. For some cases, the average Nusselt number almost duplicate in comparison with the non-Boussinesq model, showing the importance of considering the temperature-dependent properties.
Li and Hu et al. (Li et al. 2015; Hu et al. 2016; Hu et al. 2017; Hu et al. 2017 ) published a series of studies evaluating Rayleigh-B́nard convection of water near its density inversion point in cylindrical and rectangular cavities. In Li et al. (2015) the authors reported the existence of several steady flow patterns in a cylindrical cavity with aspect ratio 2, using a density inversion parameter to define the point of maximum density. The influence of the aspect ratio was later investigated in Hu et al. (2016) , where the authors verified that the flow patterns de-pend strongly on the aspect ratio. The existence of multiple stable flow patterns was also observed for a rectangular cavity with aspect ratio 2 (Hu et al. 2017a) , in particular near to the convection threshold. The authors reported the existence of periodic and unstable convection for higher Rayleigh number values, which was also observed for cylindrical containers (Hu et al. 2017b ).
Density inversion also plays an important role in water freezing and melting (Ezan & Kalfa 2016; Yoon et al. 2001; Kumar et al. 2017) . Yoon et al. (2001) experimentally analyzed the freezing mechanisms of supercooled water at different colling rates. Three freezing mechanisms were observed depending on the cooling rate, resulting in different distribution and growth rates for ice crystals. The authors indicate that secondary convection caused by density inversion is the root cause for the different mechanisms. The presence of distinct regimes was also observed by Kumar et al. (2017) , ranging from pure conduction to sustained convection.
In several useful applications, natural convection is not induced by a hot boundary condition. Instead, it can be generated by an internal discrete heat source (Fontana et al. 2011; Fontana et al. 2013; Fontana et al. 2015; Baudoin et al. 2017; Siavashi et al. 2017; Duluc & Fraigneau 2017) . Depending on the geometrical configuration and distribution of the heat sources, the flow pattern can be very complex, as reported in Fontana et al. (2015) , where the natural convection of air in a partially open cavity with internal heat source was investigated. Even considering the relatively simple thermal behavior of the fluid (ambient air), different periodic and quasiperiodic regimes were observed due to the competition of buoyancy forces induced by the heat sources and shear forces induced by the inflow.
For fluids without a density inversion point, the heat sources can be placed to either stabilize (heated from above, for example) or destabilize the system. However, the density inversion causes a significant change in the system dynamics, since the sources can stabilize for a defined temperature range and destabilize for others. Most of the studies reported in the literature using near-freezing water consider simple geometrical configurations, with the heat sources treated as boundary conditions, which usually leads to relatively simple steady states after an initial transient period. This approach can oversimplify the problem for several applications, where periodic and unsteady states can appear for a certain range of values of the governing parameters. Understanding how these regimes affect the heat transfer is crucial in order to properly configure the system for specific applications, as for example maximize the heat removal. To obtain this information, transient analysis of the flow field is necessary, which drastically increase the computational cost.
Moreover, most of the authors consider closed cavities with boundary conditions at different temperatures, so that the fluid is confined in a finite space. In several important engineering applications, the fluid can leave the system as a result of the flow field, as for example in solar energy collectors, electrical systems, nuclear reactors and heat exchangers. Depending on the ambient and operational conditions, these devices can use water near 4 • C as the working fluid, as for example heating of ambient water in cold climates or liquid cooling systems. The presence of openings significantly changes the heat management in these devices, since the incoming and outgoing fluids transport thermal energy in and out of the system. Depending on the configuration, this mechanism can or cannot be significant to the overall thermal control, therefore it is important to define the relevance of each mechanism of heat transfer in order to obtain the best performance.
The objective of this study is to evaluate transient natural convection in an open cavity containing discrete heat sources and initially filled with pure liquid water at the freezing point, aiming to define the main characteristics of the heat transfer and fluid flow as a function of the heat dissipation rate. The nonlinearity of the system of governing equations increases the complexity and the computational time required to numerically solve these equations. Using the heat dissipation rate as a control parameter, different flow regimes will be classified and grouped qualitatively according to the main flow characteristics, allowing to a better understanding of the heat transfer mechanisms and making possible to optimize the system configuration for desired applications.
MATHEMATICAL MODEL
The physical configuration considered is presented in Fig. 1 . The domain consists of an open cavity with discrete heat sources. The top and bot-tom walls are kept at 0 • C and the external fluid is liquid water at 0 • C. The solid part containing the heat sources is positioned at the vertical center of the cavity, with the sources divided into 2 sections occupying 1/5 of the total solid volume each section. In this study, it is assumed that L = 0.1m and H = L/5. Initially, the system is considered in a stationary state (no flow) at 0 • C. This configuration was chosen to investigate the buoyancy-opposing and the buoyancy-assisted conditions at the same time, depending on the maximum temperature at the heat sources. Moreover, this is a common configuration that can appear in the analysis of electronic devices. The governing equations for the fluid phase are the common continuity, Navier-Stokes and energy conservation equations, expressed, respectively, as:
where ρ, µ, cp and k are, respectively, the fluid density, viscosity, thermal capacity and thermal conductivity, ⃗ is the velocity vector, t is the time, T is the temperature, p is the pressure, ρ0 is the reference density (density associated with the reference state Tref = 0 • C), g is the gravitational acceleration and j ⃗ is the unit vector in the y-direction. Therefore, the Boussinesq approximation is not used in this study and the dependence of physical properties on temperature is taken into account. These properties were evaluated using the polynomial fit:
Where the temperature T is given in • C and the coefficients φ0 and A − D are given in Table 1 for each thermophysical property. The coefficients are multiplied by a factor involving the absolute temperature (K) to make it dimensionally consistent with the data presented in Eq. (4). The coefficients were adjusted based on the thermodynamic data presented in the NIST Chemistry WebBook (Lemmon et al. 2017) , for the temperature range 0 • C − 40 • C.
For the solid phase, the energy conservation equation can be expressed as:
where ρs, cp,s and ks are, respectively, the density, thermal capacity and thermal conductivity of the solid phase. For the heat source, these properties were considered as ρs = 2702kgm −3 , cp,s = 903J kg −1 K −1 and ks = 237Wm −1 K −1 , and for the solid conductor the properties were considered as ρs = 8933kgm −3 , cp,s = 385J kg −1 K −1 and ks = 401Wm −1 K −1 , corresponding to a heat source made of aluminum and solid conductors made of copper. The source therm SQ corresponds to the volumetric rate of heat dissipation in the heat sources. It is assumed that SQ = 0 in the solid con-ductors. This parameter will be varied in the range SQ = 2 × 10 5 − 2.2 × 10 6 W/m 3 in order to identify different flow regimes.
To measure the heat transfer between the solid walls and the fluid it is evaluated the average Nusselt number, defined here as:
where y * = y/H is the dimensionless y-direction and θ is the dimensionless temperature, given by:
where Tmax is the maximum temperature in the system for a given SQ value. A negative Nusselt number represents the heat transfer from a hot fluid to a cold wall. To determine the intensity of the recirculations it is evaluated the average vorticity in each layer:
For the lower layer, y0 = 0 and yf = H, while for the upper layer y0 = 1.25H and yf = 2.25H. To facilitate the presentation of the results, the average vorticity will be presented in a dimensionless form:
Where α0 = k0/ρ0cp, 0 is the thermal diffusivity evaluated at the reference state.
The flow is assumed to be laminar. As boundary conditions, at the top and bottom walls it was assumed no-slip and no-penetration conditions (normal and tangential components of the velocity vector are set as zero) and the temperature is fixed at 0 • C. At the interface between the fluid and the heat sources/solid conductors it is also assumed no-slip and no-penetration conditions for the Navier-Stokes equation, however, for the energy conservation it is considered continuity of the heat flux. The left and right boundaries are considered as openings, allowing the fluid to enter or leave the system, depending on the pressure gradient. No external force is applied, therefore, the flow direction and intensity are defined based on the forces generated by the natural convection inside the system. The external fluid is considered as liquid water at 0 • C.
The set of governing equations and the respective boundary conditions were solved using the CFD package ANSYS CFX 16.0, where the equations are discretized using an element-based finite volume method. This software is a well-established tool in the study of natural convection with discrete heat sources (Xu et al. 2017; Fontana et al. 2013; Lu et al. 2016) . Different mesh sizes were evaluated to test the convergence of the numerical method. In Fig. 2 it is presented a comparison between the temperature along the centerline of the lower layer (y = H/2) obtained with meshes of different size. As can be seen, the curve for a mesh with 290 × 340 elements (in y and x directions, respectively) is almost identical to the curve for a mesh with 355 × 450 elements. Therefore, the mesh with 290 × 340 elements was used in the simulations. The curves presented in Fig. 2 were obtained considering SQ = 2.2 × 10 6 W/m 3 , however, for lower SQ values the behavior is similar. The number of iterations was fixed in order to achieve a convergence criteria with average residual of 10 −6 . To verify the code performance, a comparison with benchmark cases reported in Mastiani et al. (2017) and Michalek & Kowalewski (2005) was carried out, where the natural convection of water near the density inversion point is investigated in a closed square cavity with a side length of 38 mm. The vertical walls kept at different temperatures (0 • C for the left wall and 10 • C for the right wall), while the horizontal walls were treated as adiabatic. Michalek and Kowalewski (2005) used a modified version of the FREVON3V software, where the finite difference method is used with a false transient approach to solving the Navier-Stokes and energy conservation equations for laminar flow. Mastiani et al. (2017) solved the governing equations with the ANSYS Fluent software, where the finite volume method is applied with a multigrid strategy to discretize the governing equations. The authors used the SIMPLE algorithm to solve the pressure-velocity coupling. Figure 3 compares the velocity profiles obtained in this study and the results re-ported by Mastiani et al. (2017) and by Michalek and Kowalewski (2005) . The results are presented in a dimensionless form ( * = uLc/α0 and v * = vLcα0, where Lc is the length of the cavity and u and v are the horizontal and vertical components of the velocity vector) and correspond to the profiles evaluated at the central line. As can be observed, the curves obtained show a remarkable agreement with the values reported in the literature. Further-more, Michalek and Kowalewski (2005) found an average Nusselt number of 6.5 using a mesh with 380 × 380 elements, while the value found in the present study was Nu = 6.532.
Furthermore, to verify the physical consistency of the mathematical model proposed, a comparison with experimental results presented by Banaszek et al. (1999) was performed, as shown in Fig. 4 , where the vertical velocity evaluated at different y * values is presented. The physical configuration, in this case, is the same used for the results reported in Fig. 3 (square cavity with vertical walls at 0 • C and 10 • C). The authors used particle image velocimetry techniques combined with digital color analysis to acquire the velocity and temperature fields, using a thermochromic liquid crystal as seeding. As can be seen in Fig. 4 , the numerical results represent very well the experimental data. The small deviation observed close to x * = 0.6 for y * = 0.25 ( Fig. 4 -a) and close to x * = 0.7 for y * = 0.5 ( Fig. 4-b ) was also noticed by Banaszek et al. (1999) . According to the authors, this deviation is due to heat transfer through the bottom and top walls, considered in the mathematical model as adiabatic. 
RESULTS
In order to identify the different flow regimes, 21 cases were analyzed for SQ values in the range 10 5 − 2.2 × 10 6 W/m 3 . Table 2 presents an overview of the flow characteristics observed for each case, based on the configuration observed in the lower and upper layers. This classification was done to facilitate the discussion of the results and was based on qualitative differences between the cases. Table 2 also presents the maximum temperature (Tmax) reached inside the system, including the solid parts.
In the upper layer, the increase in density as the temperature increases (in the range 0 − 4 • C) tends to stabilize the fluid and a stable conductive regime can be observed for low SQ values. When the maximum temperature reaches approximately 9.8 • C (SQ = 1.25 × 10 6 W/m 3 ), the conductive configuration loses its stability and the flow becomes unstable. Further increasing the heat source intensity in the interval analyzed do not change the flow configuration in this layer. It is worth noting that no steady convective regime was observed in the upper layer.
The lower layer behavior is rather more complex. For low SQ values, the increase in the density at the fluid/heat sources interface creates a steady convective regime. As the SQ value increases, different periodic regimes were observed. The flow field and energy distribution characteristics significantly change depending on the flow regime. In the following sections, each of these regimes will be analyzed individually. 
Regime 01 -Stable convection/Conduction
The first regime observed after a pure conductive state corresponds to steady convection in the lower layer (heated from above) and conduction in the upper layer (heated from below). This is a fairly simple configuration, where after an initial transient state all the variables reach a steady state. A small recirculation region due to the opening conditions appears in the upper layer, however, this will not be considered as a convective state. Instead, the transition between conduction/convection will be defined as a result of a significant change in the flow field induced by the heat sources. Figure 5 illustrates the transient behavior of the average temperature in each layer ( Fig. 5-a ) and the average temperature at the opening (Fig. 5-b) for Case 2 (SQ = 2 × 10 5 W/m 3 ). The temperature is measured in degrees Celsius, in order to facilitate the identification of the density inversion point (4 • C). In all figures, the time is presented in a dimensionless form t * = tα0/L 2 .
The average temperature is greater in the lower layer due to the increase in the heat transfer coefficient at the heat source/fluid interface, caused by the convective motion. Nevertheless, the temperature at the opening is greater in the upper layer. The curves of mass flow through the opening will not be presented, but it is worth to mention that the mass flow is slightly greater in the upper opening as Well, indicating that more energy leaves the system through the upper openings than through the lower openings. The second mechanism of heat removal is through the heat transfer with the cold horizontal top/bottom walls. A detailed analysis of the temperature field shows that the average Nusselt number is greater in the bottom wall, therefore the fact that more energy leaves the system through the upper openings, even considering the greater average temperature in the lower layer, does not contradicts the energy conservation principle. The results for Case 1 are similar and will not be presented for the sake of brevity. This procedure will be maintained in the following sections, where the results obtained for one representative case will be used to characterize a particular regime.
Regime 02 -Stable periodic/Conduction
When the heat source is increased to SQ = 3 × 10 5 W/m 3 , a periodic state is observed, as illustrated in Fig. 6 for Case 7. In this case, after an initial unsteady state the lower layer changes to a periodic state. The dimensionless period of oscillation ̅ in this case is ̅ ≈ 0.01. The upper layer, on the other hand, remains in a conductive steady state. As well as observed for Case 2, the fluid/wall heat transfer is more signif icant at the bottom wall than at the top wall, with Nu ≈ −2.27 at the bottom wall and Nu ≈ −0.012 at the top wall. Due to the increase in the convective motion, the average vorticity is greater in the lower layer. Even though the upper layer is classified as a conductive state, the vorticity is not zero due to a small mass flow at the openings.
Fig. 6. Transient evolution of dimensionless (a) temperature and (b) vorticity for Case 7.
To illustrate the physical behavior during an oscillation, Fig. 7 shows the dimensionless temperature (θ) for different times based on an arbitrary value t0, corresponding to a crest in the curve of θ as a function of time. In the upper layer the fluid remains in the base conductive state, while in the lower layer, after the initial unsteady state, the convective motion is established, where the hot and denser fluid descends in the central part while the cold fluid enters through the upper part of the opening and moves horizontally towards the middle part.
As the cold incoming fluid moves, a wave-like instability develops close to the heat source wall. The incoming fluid is less dense than the fluid in the boundary layer next to the wall. The presence of shear forces in a continuous layer of fluid with a density gradient causes the development of waves, which is the same mechanism observed in the Kelvin-Helmholtz instability. In this case, there is a layer of more dense fluid close to the wall, and as the less dense fluid flows under this layer with a different velocity, small perturbations at the interface are amplified, causing the flow instability and the appearance of waves. When the crest of this wave reaches the middle part (x = L/2), an upside-down mushroom structure is formed ( Fig. 7-a) . This structure, however, is not sustained for long. As the wave trough approaches the center, part of the hot fluid detaches from the mushroom-shaped structure, as observed in Fig. 7 -c. This fluid moves towards the opening, causing an oscillatory behavior in the Nusselt number at the bottom wall as well. After a sufficiently long time, the system returns to its original configuration, closing the cycle. 
Regime 03 -Doubly periodic/Conduction
Further increasing the heat dissipation rate SQ, the lower layer enters in a slightly different regime, here defined as doubly periodic. This is also a periodic state, however, there are two different amplitudes in the oscillation, as observed in Fig. 8 , where the dimensionless temperature is presented for a specific time interval for Case 10 (SQ = 10 6 W/m 3 ). Even though there are two oscillations in the cycle, the period is reduced to ̅ ≈ 0.009. The oscillation amplitude is also significantly smaller compared with Case 7. Due to this small amplitude, the doubly periodic regime cannot be clearly observed in the curves for the average values of the variables, therefore these curves will not be presented. The average Nusselt number at the bottom and top walls are still around −2.27 and 0.012, respectively. The origin of the periodic state for Case 10 is similar to the mechanism described for Case 7. The main difference is that a symmetry break is observed for Case 10, as illustrated in Fig. 9 . To facilitate the visualization of the buoyancy forces, this figure shows profiles of fluid density in both layers. The density is presented as the deviation from the reference state, ρ d = ρ − ρ0. In the upper layer, the point of maximum density is not adjacent to the wall, which could turn the conductive state unstable due to the Rayleigh-Taylor instability or even due to natural convection induced by the Rayleigh-B́nard mechanism. However, in this case, the viscous forces are strong enough to keep the system stable.
In the lower layer, there is also the development of a wavy flow close to the heat source walls due to the presence of a shear flow. The presence of a significant density gradient close to the heat source walls can be clearly visualized in this case. However, differently from Case 7, the waves in the right and left parts are out of phase, causing a symmetry break. It is important to note that based only on these CFD results, it is not possible to precise the origin of the phase displacement in the waves, therefore the possibility of numerical oscillations cannot be completely eliminated. Nevertheless, the results indicate that a perturbation in one of the sides can be amplified causing a symmetry break. Based on the results presented in Fig. 9 , it is possible to identify that the two crests seen in the curve of θ (Fig. 8) are a direct result of the out-of-phase wavy flow close to the heat sources. Moreover, the reduction a in the amplitude of the oscillations in comparison with Case 7 can also be understood, since there is no more a constructive interference of the waves traveling in opposite directions.
Regime 04 -Quasi-periodic/Unsteady
The increase in the heat source from SQ = 1.2 × 10 6 W/m 3 to SQ = 1.25 × 10 6 W/m 3 induces a significant change in the flow characteristics. The temperature increase at the heat sources makes the buoyancy forces in the upper layer become strong enough to surpass the stabilization effect of the viscosity and an unsteady convective motion takes place. In the lower layer, the configuration becomes even more complex and a stable periodic regime is no longer observed. Instead, the system presents a quasi-periodic behavior, as illustrated in Fig. 10-a, where the time evolution of θ is shown for Case 14.
After an initial period, the temperature starts to oscillate around an average value. This oscillation, however, does not have a specific frequency, as observed in previous cases.
To better understand the phenomena associated with his case, Fig. 11 shows the variation in the Fluid density for different t * values. Fig. 11-a corresponds approximately to the point of maximum observed in Fig.10 -a for t * ≈ 0.5. In the lower layer, the fluid enters through the upper part of the opening, flows towards the middle and descends at the central part, similarly to the observed for the previous cases. However, near to the center of the bottom wall, the fluid becomes lighter and buoyancy forces generate an ascending plume that causes a reduction in θ. This plume has its peak at t * ≈ 0.6, which correspond to a point of minimum in Fig. 10-a . At the same time, the descending denser fluid tends to oppose this flow, generating an oscillation. This process is not always identical, which makes the average values erratically oscillate around an average value, as seen in Fig. 10 .
In the upper layer, as previously mentioned, there is the appearance of unsteady flow. Close to the heat sources, the fluid becomes sufficiently light and penetrative convection originates thermal plumes, similar to the Rayleigh-Taylor instability. As these plumes ascend, the layer of denser fluid is displaced and originate a contrary force, restraining the propagation of the thermal plumes. Thus, the convective region is restricted to approximately the bot-tom half of the upper layer. This restriction causes the average vorticity to be significantly smaller in the upper layer. As the SQ value is increased, the buoyancy forces become more intense and the extension of the thermal plumes also increases. Due to the formation of the plumes, the Nusselt number at the heat sources/fluid interface in the upper layer increases and becomes of the same order of the Nu in the lower layer ( Fig. 10-c) . The thermal plumes are formed near the central part of the upper layer and move toward the opening as the time progress. This phenomenon generates the peaks exhibited in Fig. 10-b , where the average temperature of the fluid at the opening is presented. Moreover, it is interesting to notice that in the upper layer the fluid close to the heat sources moves from the center to the opening, while in the lower layer the flow is in the opposite direction. At the lower layer, the heat transfer between the hot fluid and the bottom cold wall causes a reduction in the opening temperature when compared with the upper layer.
Regime 05 -Weakly-Periodic/Unsteady
For a small interval, including SQ = 1.5 × 10 6 W/m 3 and SQ = 1.6 × 10 6 W/m 3 , the lower layer returns to exhibit a periodic behavior, as illustrated in Fig. 12 a, where the time evolution of θ at the central point is presented for Case 16. In this case, the amplitude of the oscillations is much smaller than for the previous cases, therefore, this regime is identified as weakly-periodic in order to distinguish from the previous ones. A significant change occurs in the time evolution of θ in the upper layer, as seen in Fig. 12-a . Previously, the thermal plumes do not have a significant influence in the middle point, however, for SQ = 1.5 × 10 6 W/m 3 the buoyancy forces are strong enough to affect the entire bottom half of the upper layer. Apart from this difference, the general behavior of the upper layer is very similar to the observed for the previous case. The superior part of the upper layer remains at the initial temperature, resulting in very small Nu values at the top wall, while at the bottom wall it reaches values around−2.25. Even so, the Nu at the source/fluid interface reaches practically the same values in both layers, as shown in Fig. 12. As expected, the vorticity in the upper layer also increases and reaches values of the same order as in the upper layer, as presented in Fig. 12 -c. As previously stated, the lower layer shows a periodic behavior, with a period of oscillation of ̅ ≈ 0.009. In the regime previously discussed (Regime 4), it was mentioned the existence of a quasi-periodic ascending flow close to the central part of the bottom wall (see Fig. 11 ). For Case 16, this flow becomes more intense and originates a small recirculation zone where the fluid ascends through the central part, becomes heavier as it is heated and then starts to descend. The energy is provided by the descending fluid heated by the heat sources and, as previously discussed, there is the formation of small waves close to the solid walls, thus creating the periodic flow.
Regime 06 -Steady Convection/Unsteady
For heat dissipation rates higher than 1.7 × 10 6 W/m 3 , the final regime observed correspond to steady convection in the lower layer and a highly unsteady motion in the upper layer. Figure 13 shows the time evolution of θ at the central point and the average temperature at the opening for both layers, where it is possible to verify that, after an initial transient state, the lower layer reaches a stationary state, while in the upper layer the average values erratically oscillate around value. It is important to note that no periodic or unsteady regime is observed in the lower layer, indicating that a stable convective configuration is established. The frequency of thermal plumes formation in the upper layer increases significantly, as can be verified in Fig. 13-b . As these plumes are displaced from the central part to the openings, they transport the thermal energy released and facilitate the heat removal, causing the greater average opening temperature in the upper layer. The mass flow through the openings is similar in both layers, which indi-cates that more energy leaves the system through the upper openings. Even considering that the heat transfer with the cold top/bottom wall is more significant in the lower layer, the average temperature in the upper layer is around 3.25 • C and around 4.8 • C in the lower layer. Moreover, for this case the Nu at the heat sources is bigger in the upper layer than in the lower layer, indicating that more heat is transferred to the upper layer. The unsteady flow in the upper layer also increases expressively the vorticity, reaching values even bigger than in the lower layer. Figure 14 shows θ profiles for different t * values. In the upper layer, the thermal plumes are formed throughout the entire solid interface, since the temperature gradient in the horizontal direction is small due to the solid high thermal conductivity. These plumes appear erratically, creating a highly non-symmetrical structure as the time progress. In the lower layer, the fluid still enters through the upper part of the opening, but in this case, the distance that the fluid flows adjacent to the heat source walls is greatly reduced and the wavy flow is no longer observed. Just after the opening, the incoming fluid descends and then proceeds to leave the system, making the opening a non-effective mechanism to remove energy. This phenomenon also explains the relatively low opening temperature in the lower layer ( Fig. 13-b ). In the central region, there is the formation of several recirculating zones. The ascending flow near to the middle point of the bottom wall becomes strong and two secondary ascending regions are formed. The intensity of these secondary flows increases as SQ increases. The presence of the recirculation regions over a large extension of solid walls difficult the heat transfer, causing an increase in the average temperature and a reduction in the Nusselt number, as previously discussed. 
CONCLUSIONS
Fluids with a density inversion point, like water at 4 • C, exhibit a complex natural convection flow due to the nonlinear dependence of buoyancy forces with temperature. In this case, the Boussinesq approximation cannot be applied and the dependence of physical properties on temperature must be considered. In this study, it was investigated the natural convection of water near to the density inversion point in a cavity with lateral openings and discrete heat sources. Based on the intensity of heat dissipation rate SQ, six different flow regimes were observed.
In the upper layer (heated from below), for small SQ values the heat transfer occurs basically by conduction since the initial increase of density with temperature tends to stabilize the system. When SQ is sufficiently high, the buoyancy forces generate thermal plumes that occupy part of the upper layer. It is important to notice that Rayleigh-B́nard instabilities were not observed in the upper layer, even considering that it is a layer heated from below and cooled from above. The plumes developed in the upper layer are displaced horizontally due to the influence of the opening and the hot fluid is removed from the system. This horizontal component of the velocity hinders the development of the cells.
The general behavior of the lower layer is rather more complex, with different periodic regimes appearing for specific SQ intervals. These regimes arise as a result of waves formation in the fluid as it enters through the opening and flows toward the central part. The interference pattern of these waves creates periodic flow configurations and significantly affect the dynamics of the heat transfer in the lower layer.
Comparing the heat removal through the openings and the heat transferred to the cold walls, it was possible to verify that the presence of openings is a more efficient mechanism of energy removal in the upper layer, while heat transfer with the cold horizontal wall is much more important in the lower layer. The top cold wall just plays a significant influence for high SQ values, when the convective plumes are strong enough to surpass the op-posing hydrostatic forces and reach the top wall. Therefore, depending on the system configuration (heated from above or below) and the intensity of heat dissipation, the most adequate mechanism of heat control can be chosen.
