A new technique for power spectrum analysis is introduced, theoretically evaluated and experimentally verified with a prototype. This technique is based on the estimate of the autocorrelation function with different delays. The proposed sampling strategy is random in the time domain and equally spaced, synchronous with the signal, in the delay domain. It is shown that the estimate of the power spectral components is asymptotically unbiased and the experimental results are also given.
Introduction
A power spectrum analyzer whose bandwidth is not limited by the mean sampling time, which depends on the conversion time of the ADC and the aperture time of the S/H, was previously introduced by the authors [l] . The procedure was based on the estimation of the spectral components of the autocorrelation function of the input signal through the simultaneous random sampling of the given input signal and its randomly "delayed copy". The samples were therefore randomly taken in a doubledimension space, time and delay. By using a random pmcess in the time domain with a recursive technique previously introduced by the authors in order to avoid any bandwidth limitation due to the sampling strategy [2] , it was shown that the estimate of the power spectral components is asymptotically unbiased. Now a similar new technique for power spectrum analysis was introduced in which the samples are taken randomly in the time domain and equally spaced in the delay domain, synchronous with the period of the input signal; this means that the sampling delay with respect to each random sampling instant, which is used for the estimation of the autocorrelation function of the input signal, is uniformly distributed in an interval equal to the period of the input signal. Because also this sampling strategy is random in the time domain, any bandwidth limitation due to the conversion time of the ADC is avoided. In this paper the theoretical findings and the experimental results on a prototype based on the proposed sampling technique are given. 
Measurement Procedure
Let us clmsider the Fourier series of a finite spectrum periodic alternated signal x(t) with period = 1/ :
(1)
where n is an integer and the spectral coefficients Xn = IXn can be derived from:
(2)
When the signal is real, i.e. x ( t ) = x*(t), it results X: = X -n , The autocorrelation function of the real signal ~r(r)cos(2nnf,z)dz
For the digital implementation of the autocorrelation function, the signal x(t) is sampled in correspondence to a sequence of N successive couples of delayed instants and the autocorrelation function is estimated with a mo ving average: filter:
where ZN is a N-multiple integer which marks the gneric estimated autocorrelation function, i is a generic value of the sequence and t,-, a sampling instant. By using the random sampling strategy described by this additive model which defines a recursive random process:
where T is a constant and yIN-I a random variable uniformly distributed in the interval (0,b = 1.5), it can be shown that the estimate of the autocorrelation function is characterized, independently from the shift value z, by a bandwidth which is not influenced by the minimum s a m pling time and limited uniquely by the bandwidth of the S/H circuit adopted [3] . Now, a Discrete Fourier Transform of equally-spaced samples of FN (7) in the z- Therefore, for each of the NI delays, a sequence of N random couples of sampling instants is introduced.
Criterion for performance analysis
By substituting eqn.1 into eqn.7 we can write:
The global contribution in eqn.8 of the terms with q + m = 0 coincides with the estimated parameter IX,,l2
given by eqn.4. In fact, for q + m = 0 we obtain:
On the other hand we have:
for q = +n elsewhere due to the well known property of the geometric progressions: -1
(1 1) As a consequence of eqn. 10, the sum with respect to q in eqn.9 has only two terms, when, q k n = 0 . Therefore we verify that:
and eqn.8 can be expressed as follows:
where:
The initial one of the NN, couples of sampling instants used to generate the first value of the output sequence labeled with w is given by:
where t, is the unknown shift between the initial s a m pling instant and the time origin of x ( t ) . Any actual value of t, can be assumed as a representation of a continuous random variable uniformly distributed in some generic time interval ( -T /2, + T / 2, T being unknown) [4] .
Beginning at the first instant and applying eqn.9 recut sively we obtain:
The random variables {Y,} are mutually independent and do not depend on t , . By substituting eqn.16 into eqn.14, after simple manipulations we can write: . In order to {r TI avoid the influence of the conventional time origin on the instrument performance the excursion of the initial shift t , , i.e. T , must be sufficiently large and theoretically must tend to infinite. Therefore we consider the asynptotic statistic parameters, i.e. the asymptotic mean:
and the asymptotic mean-square error:
In the following only the errors arising from the sampling strategy and the filtering procedures are considered since this paper aims to deduce the specific properties of the proposed sampling strategy and to compare it with the others one. It can be shown (see Appendix) that the output of the instrument is asymptotically unbiased: that, as provided from eqn.6, the minimum time interval between two successive sampling instants is equal to q . The minirnum value of q is equal to the time required by the acquisition system to complete a conversion cycle and to be disposable for a new sampling command. In order to reduce the instrument complexity, ADCs with serial output were used. In fact, by using an ADC with parallel output, we must put a 16 bit wide internal bus on the realized board in order to connect each ADC to the control logic and then to the ISA bus. Instead, serial ADC allows a reduction of the board complexity: each 
Hardware implementation
The measurement procedure previously described Equires the acquisition of pulse sequences of the sigthe quantity zk = kAz . An example of random pulse sequence is described in fig.1 . From this figure we deduce ADC is directly connected to the control logic section by means of a serial link; the conversion of data representation (from :serial to parallel, 16 bit wide) was made inside the control logic, and successively data are transferred to quite complex, but it's all implemented inside a single FPGA (Fie1 d Programmable Gate Array) chip for both the rial, based on the random strategy ofeqn.6 and delayed of the ISA b'rs. The conversion from to parallel is ADCs, so that the 16 bit wide bus is extended only from the FPGA to the ISA connector. Inside this last device it was also implemented the control logic used to generate all the auxiliary signals required for the correct operation of the board. ._ The identical sampling time generators generate completely programmable sampling signals, i.e. it is possible to define the time interval between each rise edge of the delayed pulses with a theoretical resolution of about 50 ps. This value practically rise to 200 ps due to the noise time jitter. Besides the time interval between the successive sampling pulses of each sequence can be varied between 2 p and l ms. Due to the total programmability of this time interval generator it is possible to generate a lot of different sampling strategy (for instance random recursive or not, synchronous or not etc.). The small resolution of this generator is a very important parameter, because this quantity, together with the bandwidth of the S/H devices, will bound the maximum frequency of this power spectrum analyzer. COMPARATOR VARIABLE PHASE GENERATOR The sampling time generator can be logically splitted into two parts: a counter and a variable phase sinusoidal signal generator, driven by the same clock generator of frequency f, and connected as shown in fig.3 . An external processor sends through the data bus a numerical quantity which defines the time interval to be generated. This quantity is splitted (with a proper software subroutine through the control logic block) into two numbers: the first applied to the counter, and the second one to the variable phase generator. The counter starts from the programmed state and makes a countdown until it reaches zero. The logical transition when the counter recycles to zero is applied to an AND gate. The numerical data applied to the phase generator (based on the Digital Direct Synthesis) defines the phase of a sinusoidal signal of frequency f c / 4 and constant amplitude which is applied to the input of a comparator, referred to the zero level. The comparator output is applied to the other input of the AND gate. Therefore the time interval depends on two quantities: the first is the time necessary to the down counter to reach the zero level, and the second one is the time from this instant to the one when the variable phase signal crosses zero level with a rising edge. In this way the counter defines the most part of the time interval a m plitude and the variable phase generator allows to increase the resolution. The sample and hold circuits are the SHC605 from Burr-Brown. Its characteristics are as follows: full power bandwidth 32 MHz, spurious free dynamic range of 77 dB at 5 MHz and 20 MS/s sampling rate, acquisition time 60 ns, slew rate 200 V / p , maximum droop rate 8 mV/ps. The analog to digital converter is the ADS7809 also from Burr-Brown. It is a 16 bit sampling ADC with a conversion time of 10 p, integral non linearity of 2 Isb, no missing codes and full power bandwidth of 250 kHz. A sampling ADC was used to reduce effects of the S/H droop rate. In fact with a conversion time of 10 p the effect of S/H droop rate is about 80 mV, more than 1 O3 lsb.
Experimental Results
The adopted minimum sampling interval in eqn.6 was T = 1 5 0 p . This time interval is greater than the acquk sition time (about 15 p) in order to realize a real time mstrument.
Because the resolution in the delay domain is equal to 200 ps, we obtain, for the sampling theorem, a bandwidth 
Conclusions
A new procedure for the evaluation of the power spectral compclnents of a periodic signal is proposed and the experimental results on a prototype are given. This procedure is based on the estimate in the time domain of the autocorreliition function by using a convenient random sampling strategy which does not introduce any bandwidth limitation, and on the estimate of each spectral componem of the signal by using time delayed sequences, synchronous with the input signal. The differential nature of the delay enables for an accurate delay control for a given hardware since any "common mode" source of timing errors (i.e. phase noise in the clock oscillator or any other "common-mode" noisehnterference source) is intrinsically compensated. Therefore this method allows to overcome the bandwidth limitation inherent to the time domain equally-spaced spectral analysis and the bandwidth limitation, imposed by the sampling theorem, is transferred from the time domain to the delay domain, where the Ylariability in the delay can be thinly controlled because it IS influenced essentially by the time-jitter. The experimenial results with a prototype were in very good agreement with the theoretical findings. The asymptotic bias is therefore null.
