A B S T R A C T Atmospheric aerosols play an important role in global climate change, directly through radiative forcing and indirectly through their effect on cloud properties. Numerous measurements have been performed in the last three decades in order to characterize polar aerosols. Information about aerosol characteristics is needed to calculate induced changes in the Earth's heat balance. However, this forcing is highly variable in space and time. Accurate quantification of forcing by aerosols will require combined efforts, assimilating information from different sources such as satellite, aircraft and surface-based observations. Adding to the complexity of the problem is that the measurements themselves are often not directly comparable as they vary in spatial/temporal resolution and in the basic properties of the aerosol that they measure. Therefore it is desirable to close the gap between the differences in temporal and spatial resolution and coverage among the observational approaches. In order to keep the entire information content and to treat aerosol variability in a consistent and manageable way an approach has to be achieved which enables one to combine these data. This study presents one possibility for linking together a complex Arctic aerosol data set in terms of parameters, timescale and place of measurement as well as meteorological parameters. A cluster analysis was applied as a pattern recognition technique. The data set is classified in clusters and expressed in terms of mean statistical values, which represent the entire database and its variation. For this study, different time-series of microphysical, optical and chemical aerosol parameters as well as meteorological parameters were analysed. The database was obtained during an extensive aerosol measurement campaign, the ASTAR 2000 (Arctic Study of Tropospheric Aerosol and Radiation) field campaign, with coordinated simultaneous ground-based and airborne measurements in the vicinity of Spitsbergen (Svalbard). Furthermore, longterm measurements at two ground-based sites situated at different altitudes were incorporated into the analysis. The approach presented in this study allows the necessary linking of routine long-term measurements with short-term extensive observations. It also involves integration of intermittent vertical aerosol profile measurements. This is useful for many applications, especially in climate research where the required data coverage is large.
Introduction
The effects of aerosols on atmospheric radiation remain a major uncertainty in our understanding of past and present climates and in predicting the future climate. Directly, the particles influence the atmosphere by scattering and absorbing solar and terrestrial radiation. This may lead to heating or cooling depending on the aerosol properties, the surface albedo and the cloud cover (IPCC, 2001 ). Indirectly, aerosols affect the radiation and water budgets of the atmosphere (e.g. Blanchet, 1989; Hegg et al., 1996) . Based on current knowledge, it is expected that a major impact of an increase in anthropogenic greenhouse gases will be a warming of the polar regions (IPCC, 2001) . So far it is not completely clear what the impact of Arctic aerosols will be on the climate. Over the past three decades studies of the characteristics of Arctic aerosols have demonstrated an increasing interest in this field.
The direct radiative effect of high Arctic aerosol loadings (Arctic haze) has been investigated by numerous 1-D radiative transfer model studies (e.g. Emery et al., 1992; Shaw et al., 1993) . All these studies showed a gain of solar radiation by absorption in the atmosphere of 2-20 W m −2 (as a daily mean value) and were associated with an atmospheric heating rate of 0.1-1.8 K d −1 . Furthermore the short-wave solar net flux at the surface was reduced by 0.2-6 W m −2 , which resulted in surface cooling. The calculated magnitudes were strongly dependent on the assumed optical aerosol properties (determined by the concentration, chemical composition, size number distribution and atmospheric humidity) as well as on the solar zenith angle and surface albedo. However, the evaluation of the direct and indirect climatic effect of Arctic aerosols requires the use of complex 3-D climate models. Investigations with global climate models (e.g. Blanchet, 1989) have indicated a regionally strong varying surface warming in the range of 1-2 K in the high Arctic. Since Arctic haze was discovered and described in the 1950s to the 1980s a major scientific effort has been undertaken to increase our knowledge about Arctic aerosols. An overview of the history and early studies on Arctic haze can be found in Shaw (1995) and Barrie (1986) . Chemical properties of Arctic aerosols have been measured in several locations ranging from Alaska to the Greenland region, the European Arctic and the Central Arctic Ocean (see e.g. Heintzenberg, 1981; Barrie and Barrie, 1990; Hopfer et al., 1994; Leck et al., 2001; Ricard et al., 2002 , and references therein). Numerous investigations have been undertaken to understand the sources, occurrence and pathways of Arctic aerosols (e.g. Heidam, 1984; Harris and Kahl, 1994; Norman et al., 1999; MacDonald et al., 2000 and references therein) . Some long-term records of Arctic aerosol properties are available (e.g. Bodhaine and Dutton, 1993; Polissar et al., 1999; Herber et al., 2002; Quinn et al., 2002) .
Information on the vertical structure of Arctic aerosols is based on aircraft measurements. For a month each spring during 1983, 1986, 1989 and 1991 , an aircraft was operated in the Arctic covering the region from Alaska to Norway to study Arctic haze, air chemistry and solar radiation issues (e.g. Clarke et al., 1984; Raatz and Schnell, 1984; Radke et al., 1984; Dutton et al., 1989; Parungo et al., 1990) . Three German-Russian measuring campaigns during the spring and summer of 1994 and spring of 1995 provided an opportunity to investigate the pollution of the Arctic atmosphere (e.g. Leiterer et al., 1997) . Arctic haze was analysed in different areas such as the Atlantic, Norwegian, Canadian and Russian Arctic. Horizontal and vertical variations of O 3 , SO 2 , peroxyacetyl nitrate (PAN), HNO 3 , nitrate, sulfate and ammonium concentrations were also determined by aircraft observations (e.g. Pueschel and Kinne, 1995; Dreiling and Jaenicke, 1995; Dreiling and Friedrich, 1997; Khattatov et al., 1997; Krasnova et al., 1997; Skouratov, 1997; Jaeschke et al., 1999) . Furthermore, airborne observations took place during a ferry flight from Germany to Spitsbergen and during the course of an experiment in June and July 1984 (Heintzenberg et al., 1991) .
The examples above show the immense effort given to investigation of Arctic aerosols. Despite this effort, the understanding on how various anthropogenic and natural aerosols are transported from their sources to the Arctic troposphere and how this is influencing Arctic chemistry and climate is still far from complete. Moreover, knowledge of the microphysical, optical and chemical properties of Arctic aerosols and their variation is crucial for evaluating their effect on the radiative budget of the atmosphere. For climate assessment, measurements of Arctic aerosols are still neither particularly extensive nor optimally distributed in space and /or time. In an attempt to overcome this problem we have used a statistical method (hierarchical cluster analysis) in order to link together extensive short-term measurements with long-term observations. The goal of this paper is to provide future estimates for aerosol model input parameters covering time periods where aerosol measurements are limited to a routine long-term aerosol monitoring.
Database
The data set studied is composed of different physical and chemical aerosol parameters obtained in the Svalbard area for different time intervals as well as different places and is summarized in Table 1 . The hierarchical cluster analysis (HCA) for all ground-based systems was performed for a daily arithmetic mean even though the timescale variability of aerosols can be much smaller. Arithmetic mean values were chosen because they present a stronger signal than daily median values and therefore they are better suited to this type of analysis. The focus of this paper was not to investigate short-term aerosol variations. The most important points for the chosen daily basis are the time interval of the long-term integrated aerosol optical depth measurements as well as the ground-based chemical components which are only available on a daily basis due to the long sampling time. Another point is our intention to combine the extensive ground-based observations with airborne measurements, which are only performed for selected days. It is assumed that they represent the vertical aerosol characteristics of a day under consideration. This aspect is important because in the future aerosol model input parameters for a regional climate model, HIRHAM, will be derived on the basis of the obtained results (e.g. Dethloff et al., 1996 Dethloff et al., , 2002 Rinke et al., 2000; Dorn et al., 2003) . Among other things the required aerosol model input parameters of HIRHAM have to be provided as vertical information.
The study presented here takes advantage of a large aerosol data set from the Svalbard area. The long-term aerosol variation was analysed on the basis of two different time-series (see Table 1 for details). First, an 11-yr observation record of integrated aerosol optical depth (AOD) from 1991 to 2001 from a sun photometer (polar day) and a star photometer (polar night) at • 55 N, 11
• 53 E) and second, the 3-yr data record of the scattering coefficient from Zeppelin Mountain (78 • 54 N,
11
• 53 E). The AOD measurements are described in detail in Herber et al. (2002) and were provided as daily mean values. The scattering coefficients were averaged to daily mean
Tellus 56B (2004), 5 Abbreviations: IN, integrating nephelometer; OPC, optical particle counter; DMPS, differential mobility particle sizer; PSAP, particle soot/absorption photometer; RH, relative humidity; PNC, particle number concentration. a 96 h backward trajectories were calculated for different height levels (1500, 3000 and 5000 m) at each day at 12:00 UT. Five sectors were used for classifying the trajectories. arithmetic values prior to the cluster analysis. The annual cycle of AOD is shown in Fig. 1a with typical maxima in March, April and May and minima during the winter, which reflects the fact that the Arctic is perturbed by anthropogenic aerosol sources, especially in late winter and spring. Taking into account the quite large error bars representing the internal monthly variation, this behaviour is also seen in the monthly mean values of the scattering coefficient (Fig. 1c) . Figures 1b and 1d denote differences which might be assigned to a change in the aerosol characteristics (Ström et al., 2003) . Figure 2 presents example results for some ground-based measurements and demonstrates the variation of the available ground-based data sets. It shows daily mean values of the scattering coefficient at two different heights, the particle number concentration and a bar plot of one chosen chemical component. High concentrations of lead were found on two days (23 and 24 March 2000) . However, in the time-series depicted below it can be seen that increased values of particle number concentrations occurred during two other periods as well. Fig. 3 to illustrate the vertical aerosol measurements. For 23 to 26 March 2000 the extinction measurements at 532 nm from the sun photometer took place at seven and eight different height levels, respectively. An aerosol layer was recorded on both days in the first 3 km but the measured extinction coefficients were about 60% less on 26 March than on 23 March 2000. Above this layer a rapid decrease of all values was observed on 26 March, whereas on 23 March the extinction coefficient remained higher until a height of 5 km. A similar structure can be observed from the in situ measurements of the scattering and absorption coefficient profiles (see Fig. 3 ). Absorption and scattering coefficients as well as particle number concentration for each day were averaged before the HCA was applied according to the corresponding flight level of the airborne sun photometer measurements which differs from day to day. To account for the varying flight levels the mean layer height was included in the HCA.
As meteorology is an important factor in understanding the temporal and spatial variation of aerosols, local parameters of wind speed, temperature, relative humidity, pressure and global radiation were also included as daily averaged values in the HCA. Furthermore, large-scale meteorological transport systems may have considerable influence on the aerosol loading. Four-day back trajectories of air parcels starting at three different altitudes (1500, 3000 and 5000 m) from Ny-Ålesund were analysed to trace the history of the sampled air masses. Four-day back trajectories were used because of concern that the cumulative errors in the parcel location beyond 4 d become very large. The backward trajectories were calculated at 12:00 UT for each day of the ASTAR campaign using the HYSPLIT model (HYbrid Single-Particle Lagrangian Integrated Trajectory). The HYS-PLIT model is the newest version of a complete system for computing simple air parcel trajectories from complex dispersion and deposition simulations (Draxler and Rolph, 2003; Rolph 2003) . Five sectors were chosen for this study. These sectors are Wang et al. (1999) , and Gas Experiment II) Thomason et al. (2003) Abbreviations: AOD, aerosol optical depth; RI, refractive index; DMPS, differential mobility particle sizer.
in accordance with the trajectory analysis for Ny-Ålesund performed by Eneroth et al. (2003 Table 1 ). to the HCA each trajectory was grouped twice according to its start sector and its sector of longest residence time. These two variables were incorporated into the HCA to take into account the air mass history.
Data analysis method
Hierarchical cluster analysis (HCA) was applied as the data analysis method. This method is beneficial as it allows a group classification and provides the opportunity to calculate groupdefining values. Cluster analysis (CA) is an exploratory data analysis tool for solving classification problems. Its object is to sort cases into groups, or clusters, so that the degree of association is strong between members of the same cluster and weak between members of different clusters. Searching the data for a structure of inherent groupings is an important exploratory technique in air quality modelling. As an exploratory technique with graphical output, cluster analysis does not require many of the assumptions that other statistical methods do, except that the data are heterogeneous. Therefore, this method is often used in environmental science (Ho et al., 2002; de Miranda et al., 2002; Eneroth et al., 2003) . Cluster analysis techniques are hierarchical or non-hierarchical. The hierarchical method of cluster analysis has the advantage of not demanding any prior knowledge about the number of clusters, whereas the non-hierarchical method does. However, with an increasing number of data points, the calculation for the hierarchical method increases disproportionately. HCA was used to perform this study. Ward's clustering procedure was applied in this paper following a review by Sharma (1996) which suggests that Ward's clustering method is superior because it yields a larger proportion of correctly classified observations than most other methods. In general, this method is regarded as very efficient. A problem with Ward's method could be its tendency to produce tight clusters-it joins the outlier with another single object, rather than grouping existing clusters into larger clusters. For this study, the squared Euclidean distance was used as a distance measure. This is one of the most commonly adopted measures (e.g. Fovell and Fovell, 1993) . Furthermore, complete linkage clustering was applied to minimize the maximum intercluster distance at each stage (e.g. Smolinski et al., 2002) . Prior to the performed clustering a data transformation was necessary to ensure that each variable in the database (see Section 2 for details) is given appropriate weight in the analysis and contributes equally to the variance in the analysis. To standardize each variable z-scores were calculated, which have a mean of zero and a standard deviation of 1. A difficult (Sharma, 1996) problem facing the user of HCA in practice is the objective assessment of the stability and validity of the clusters found by the numerical technique used. The problem of determining the "true" number of clusters has been called the fundamental problem of cluster validity. The result of the HCA is analysed graphically by a tree that shows at which distance the cluster merges (a dendrogram). When the data contain a clear "structure" in terms of objects that are similar to each other, then this structure will often be reflected in the dendrogram as distinct branches. We tried to identify which number of groups would be the best for our purpose, using a rescaled distance of cluster combination (e.g. Smolinski et al., 2002) . Finally, it should be noted that even though CA is described as an objective method, the selection of the algorithm, the specification of the distance measure and the number of clusters are subjective (e.g. Stohl, 1998) .
The discriminant analysis with a discriminant projection and the non-parametric Kruskal-Wallis test were applied to test for and validate statistical differences among the classified groups (Conover, 1971; Rosner, 1995; Tabanick and Fidell, 1996) . Discriminant analysis is a technique for classifying a set of observations into pre-defined classes. The purpose is to determine the class of an observation based on a set of variables known as Tellus 56B (2004), 5 predictors or input variables. The model is built based on a set of observations for which the classes are known. This set of observations is sometimes referred to as the training set. Based on the training set, the technique constructs a set of linear functions of the predictors, known as discriminant functions. These discriminant functions are used to predict the class of a new observation with an unknown class (Conover, 1971; Rosner, 1995; Tabanick and Fidell, 1996) .
Results and discussion

Ground-based time series during ASTAR
For the ground-based measurements the HCA consisted of four different analyses. Each data set at different height levels was analysed separately (HCA1 and HCA2) and combined (HCA3). Finally, the analysis was performed by integrating the Table 1 . Analysis was performed without chemical components. HCA1 = Zeppelin Mountain: cluster 1 (n = 14); cluster 2 (n = 25); cluster 3 (n = 5). HCA2 = Rabben: cluster 1 (n = 10); cluster 2 (n = 19); cluster 3 (n = 8). HCA3 = Rabben and Zeppelin: cluster 1 (n = 13); cluster 2 (n = 15); cluster 3 (n = 7). b Bold entries show when the difference between the clusters is not significant based on the Kruskal-Wallis test.
chemical species, as mentioned in Table 1 (HCA4). The results of the first three HCA performed are graphically depicted as dendrograms in Fig. 4 . The length of the edges connecting nodes gives information about the degree of dissimilarity between the clusters. As is often used for visualizing CA cluster results, the horizontal axis denotes the rescaled distance of cluster combination. Thus, for each node in the graph (where a new cluster is formed) the distance criterion at which the respective elements were linked together into a new single cluster can be read off. The further to the right, the more dissimilar the clusters are. As seen in Fig. 4 , the clustering starts to become less active near distances around 10 for performance of HCA1, HCA2 and HCA3. Based on the dendrograms, we draw the conclusion that for each of these HCAs three clusters represents the variation during the ASTAR period. Each cluster is assigned an identification number (cluster 1 to 3). Discriminant projections as an output of the applied discriminant analysis were also plotted to get an impression of the separateness of the resulting clusters. They showed a clear separation (not depicted here). As the analysed data are not normally distributed, a Kruskal-Wallis test was performed to compare the statistical significance of the grouping. At the α = 0.05 level of significance, there exists enough evidence to conclude that for almost all parameters there is a statistical difference among the three clusters determined with HCA1, HCA2 and HCA3 (see Tables 4 and 5 ). The cluster mean represents the average characteristics in a cluster including the air mass history within a four-day transport time to Ny-Ålesund. The corresponding statistical values for each cluster are summarized in Tables  4 and 5 . The variation of the data set can thus be expressed by these mean cluster values. Within the variance, similar clusterdefining values can be obtained among the three HCAs. It can be seen from Table 5 that the trajectory information of the obtained clusters is not statistically significant. This might be attributed to the small number of cases. There is nevertheless a tendency to find specific air masses within the obtained clusters. Cluster 3 shows the highest particle number concentration and scattering coefficient connected with low mean pressure and low mean global radiation, which suggest low-pressure influence. Indeed, low-pressure systems are reported for the days belonging to cluster 3. For example, on 22 March 2000 a distinctive low-pressure system southeast of Svalbard was established with a predominantly northeast wind-flow pattern, which remained stable and persistent until 25 March 2000. This whole period is classified in cluster 3. During the time of the highest aerosol loading, the low moved and expanded southeast. Cluster 2 is characterized by the lowest mean temperature and the highest mean pressure as well as mean global radiation, indicating that high-pressure systems form this group. The differences in the mean scattering coefficient for each group between Rabben and Zeppelin Mountain are remarkable; they are due to the decrease of aerosol concentration with altitude. They show the largest difference for cluster 1 (almost a factor of 4), whereas the differences are around a factor of 2 and 3 for the other two clusters. Cluster 2 represents transport from the North and the Canadian Arctic, whereas cluster 3 comprises trajectories originating from the Eurasian continent (see Table 5 ). In the next step the ground-based time-series were analysed, including the chemical components.
The chemical species used for HCA4 represent the chemical signature of a variety of source types. Cd, Pb, Ti, Ni, Co, Cu, Zn, S are considered to be of anthropogenic origin (e.g. Xie et al., 1999) . Mn, Al and Fe are known to be the major constituents of soil, which suggests there is wind-blown soil dust in the Arctic Tellus 56B (2004), 5 Abbreviations: T = Temperature, RH = Relative Humidity, GR = Global Radiation, WV = Wind Velocity. a See Table 1 for parameters. Analysis was performed without chemical components. HCA1 = Zeppelin Mountain: cluster 1 (n = 14); cluster 2 (n = 25); cluster 3 (n = 5). HCA2 = Rabben: cluster 1 (n = 10); cluster 2 (n = 19); cluster 3 (n = 8). HCA3 = Rabben and Zeppelin: cluster 1 (n = 13); cluster 2 (n = 15); cluster 3 (n = 7 aerosol. Previous studies showed that soil dust in the Arctic may come from distant remote areas like Asian dessert sources and show one maximum in spring (e.g. Rahn et al., 1977; Pacyna and Ottar, 1989; Xie et al., 1999) . Na, Mg and K have a marine origin and sea salt contributes largely to the Arctic aerosol over the period from October to April. Barrie and Barrie (1990) attributed this aerosol feature to a probable combination of longer residence times and a stronger sea spray source in the winter than in the Table 1 Cluster 1 (n = 4) Cluster 2 (n = 4) Cluster 3 (n = 2) Cluster 4 (n = 21) Med.
Mean summer. As the ratio of Na/Mg (value around 8.3) is an indicator for sea salt, this parameter was also included in HCA4.
The corresponding dendrogram for HCA4 suggested an optimal number of four clusters (Fig. 4) . Discriminant analysis was also applied and showed a clear separation. Cluster 3 covers 23 and 24 March 2000 with the highest number of anthropogenic and soil tracer components associated with the highest scattering coefficients (see Table 6 ). Analysis of weekly lead samples from northeast Greenland gives an indication that these high aerosol loadings are probably found throughout the region in March (Wåhlin, 2003 show that for the different pressure levels the air masses came from central Siberia and the northern part of Europe and thus anthropogenic air masses released at mid-latitudes reached the observation area. These results are consistent with former studies on synoptic systems and preferred pathways of possible sources for high Arctic aerosol loadings (e.g. Rahn and McCaffrey, 1980; Xie et al., 1999; MacDonald et al., 2000; Eneroth et al., 2003 , and references therein). The days 21 and 22 March 2000 as well as 10 and 11 April 2000 form cluster 2 with a similar number of anthropogenic components but with a much higher fraction of sea salt components. For these days the anthropogenic influences can be explained by the lowest-level trajectories that are touching northern Scotland, Scandinavia and Siberia (see Table 6 ). Like the second cluster, the first cluster shows an explicit influence of sea salt particles (ratios of Na/Mg around 8). Cluster 1 consists of days where the major synoptic pressure system showed an intrusion of Atlantic air masses into the Arctic. Thus, it could be assumed that this northeastward flow of air was responsible for the registered aerosol loading at Svalbard. This could be confirmed by the analysed backward trajectories (see Table 8 . Calculated mean statistical values for the clusters obtained by the performed HCA and dominating trajectory sectors (long-term integrating nephelometer measurements). Corresponding parameters used for the HCA are listed in Table 1 Cluster 1 (n = 228) Cluster 2 (n = 258) Cluster 3 (n = 16) Cluster 4 (n = 218) Med.
Mean Table 6 ). The first and the fourth cluster have a similar amount of total anthropogenic tracer component whereas cluster 4 has approximately twice as much soil component and about four times less sea salt component. Interesting are still high amounts of anthropogenic species and an increased scattering coefficient for both clusters, although the four-day backward trajectories used do not pass over any obvious source of pollution. Cluster 4 is characterized by air masses coming mainly from the northwest (see Table 6 ). This behaviour can be attributed to the fact that precipitation scavenging is less pronounced in winter, so that aerosol residence times in the Arctic atmosphere reach their maximum (Carlson, 1981; Heidam, 1984) . During the cold period of the year, aerosol residence times range between 3 and 7 weeks compared with 3 to 7 days in the warm period Nilson and Rannik, 2001 ). The analysed time-series of weekly lead concentrations in Greenland underline this statement, where almost stable concentrations were found throughout April before they decreased at the end of the month from 1 to 0.5 ng m −3 (Wåhlin, 2003) . Within the clusters differences occurred for the parameters of the aerosol size distribution, which might be the result of the different aerosol sources discussed above. By including the chemical components in the HCA an additional cluster (cluster 2) was identified, which shows the greatest quantity of sea-salt components but also increased anthropogenic tracers. Within HCA1 to HCA3 these days were classified into cluster 3.
Long-term time-series from Koldewey and Zeppelin Mountain
Having in mind the goal of linking together the extensive shortterm measurements (ASTAR) with available routine long-term measurements the HCA was also applied to the two available long-term data sets (see Table 1 ). This puts the obtained classification of the ASTAR period into a broader context and enables us to validate their application and transfer to a long-term scale. HCA for the long-term AOD data record was applied by incorporating all parameters mentioned in Table 1 . Three clusters were determined. A discriminant analysis was performed on the basis of the three-class hypothesis according to the results of the cluster analysis. The three cluster points were arranged in the a priori classes. The graphical representation of these classes in the plane of the two non-elementary discriminant functions highlights the complete separation. The correct classification confirms the classes of different aerosol states (see Fig. 5a ). The three clusters characterizing statistical values are listed in Table 7 . Siberia and Europe are the dominating trajectory start sectors for the cluster with the highest AOD values (cluster 2). This is in agreement with cluster 3 of the ASTAR database. The determined mean values for cluster 2 are in the range of AOD measurements reported from other authors for high Arctic aerosol loadings (Shaw, 1975; Freud, 1983; Dutton et al., 1989; Leiterer et al., 1992; Herber et al., 2002; Eneroth et al., 2003) .
Tellus 56B (2004), 5 The next data set studied was the long-term integrating nephelometer measurements from Zeppelin Mountain (see Fig. 1 and Table 1 for details on the data set), which deliver continuous measured aerosol light-scattering properties at a height level of 475 m above sea level. The HCA reveals four distinct clusters of the data set. The discriminant analysis helps to assess the homogeneity and separateness of the clusters. The clusters are statistically different and the data points can be separated (see Table 8 and Fig. 5b) . Table 8 presents the characteristic mean values for each cluster. The cluster with the highest scattering coefficients (cluster 3) is accompanied with low wind velocities and the highest values for the global radiation (see Table 8 ). The two clusters with the lowest scattering coefficients (clusters 2 and 4) show different air mass origins and thus are in good agreement with the results obtained for the AOD data set (clusters 1 and 3). Finally, the HCA was applied to the combination of both long-term measurements (see Table 9 ).
Vertical time-series during ASTAR
The classifications presented above are related to ground-based measurements. As a part of the ASTAR 2000 campaign 17 vertical profiles of aerosol properties were measured within the latitude range from 74
• N to 79
• N, and within the longitude range from 8 • E to 24
• E (see Table 3 ). For the conducted flights the hierarchical HCA was applied to the simultaneous microphysical and optical measurements (see Tables 1 and 3 for details) . Three different kinds of cluster could be distinguished and were tested for their significance (see Table 10 ). Mean cluster values based on the HCA results are listed in Table 10 . These mean cluster values are comparable to values reported in other studies (Kahn, 1981; Radke et al., 1984; Ottar et al., 1986; Brock et al., 1990; Khattatov et al., 1997; Nagel et al., 1998) . For example, Clarke et al. (1984) determined the mean scattering coefficient and absorption coefficient (at 550 nm) for haze layers of around 0.016 km −1 and 0.0026 km −1 , respectively. Dutton et al. (1989) reported extinction values (500 nm) for layers with high aerosol loadings from less than 0.005 to 0.2 km −1 and typical values were around 0.03 km −1 . Leiterer et al. (1997) calculated similar extinction coefficients for haze layers. However, we note that these authors defined aerosol layers using different threshold values.
Summary
Taken together, the entire ASTAR data base used for this study contains variability in the data that essentially can be explained by three to four clusters obtained with the help of a HCA. The temporal and vertical variation expressed in terms of cluster results is visualized in Fig. 6 . For the ground-based data sets each day is coloured according to the cluster to which the day belongs. Figure 6a demonstrates that days within the ASTAR campaign are classified into distinct and similar clusters based on the four HCAs performed. As shown above, the pattern obtained by the four HCAs is consistent with the synoptic situations and analysed trajectory pathways. For the ASTAR time period the day clustering based on the different HCAs of the two long-term data sets is depicted in Fig. 6b . It can be concluded that the clustering of the ASTAR campaign is consistent with the clustering obtained by the analysis of the long-term data sets. Most probably the HCA performed for the integrating nephelometer data set result in one more cluster due to the larger database covering the full annul cycle and thus the possibility of encountering the entire aerosol variation. The differences might be also attributed to the fact that the sun photometer measurements provide column information about the atmospheric aerosol loading under clear sky conditions, whereas the in situ ground-based observations provide continuous measured information about the boundary layer. By combining column information with ground-based related measurements one faces the problem that the same AOD can be recorded for different atmospheric conditions. This in turn explains why the HCA performed for the sun photometer data set clearly shows clusters with high and low aerosol loading but cannot identify a cluster with an intermediate aerosol loading as the integrating nephelometer does.
Tellus 56B (2004), 5 Table 1 . Figure 6c shows the clusters determined for the airborne measurements as a function of altitude. The HCA enables one to compare the different vertical profiles based on a combination of all information included in the different parameters. As for the ground-based analysis, 23 March and 24 March 2000 form a cluster at the lower height level with the highest mean values for the investigated aerosol parameters (cluster 3). For 23 March 2000 the layer was identifiable up to a height of almost 1.5 km. Above this layer an intermediate polluted layer (cluster 2) was determined up to a height of 4.5 km. The following days do not show any strong signs of pollution aloft. This is in good agreement with the results from the ground-based HCA where the trajectory analysis showed that there was no subsidence bringing polluted air masses from aloft to ground level. The only higher aerosol loading aloft is registered for 1 and 12 April 2000.
Conclusion
Compared with other areas of the world, measurements of aerosol properties in the Arctic are sparse. This study was designed to achieve a meaningful data grouping in order to link together the information from an existing Arctic data set and has focused attention on the temporal and vertical variation in the atmospheric aerosol loading at one measurement site in the European Arctic. A cluster analysis was applied to systematically study different aerosol loadings and to group data in categories. An advantage of this method is that information contained in complex data sets of different parameters is analysed simultaneously. The data set analysed within this study consists of different independent microphysical, optical and chemical ground-based as well as airborne measurements of simultaneous recorded aerosol parameters during a 2-month intensive measurement campaign. Furthermore, two long-term aerosol data sets and meteorological parameters as well as trajectory analysis were incorporated into the investigations. The resulting clusters were tested for statistical difference and mean cluster-defining values were calculated. The performed analysis showed a distinct and meaningful clustering.
The HCA method used in this study was shown to be effective in reducing complex information contained in a data set to a few clusters representing typical states of the aerosol properties. This clustering helps in linking different data sets that are intermittently non-overlapping in space and time. As such, the technique provides a tool by which it is possible to extend the coverage of data in time and space to make better use of the data to initialize and verify numerical models. Difficulties with clustering ground-based sun photometer measurements with other ground-based in situ measurements during intermediate aerosol loadings point to the importance of knowing the vertical structure of the aerosol. With regard to the needs of regional climate models, for example, and thus the assessment of the climatic impact of Arctic aerosols these are essential and important results.
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