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RÉSUMÉ
Hydro-Québec est le propriétaire et le gestionnaire du complexe hydroélectrique de la ri-
vière Romaine dans le nord-est du Québec, au Canada. Le complexe la Romaine est consti-
tué de quatre réservoirs et parcourt une distance de 192 km entre la centrale Romaine-4
et le Saint-Laurent pour une chute totale de 459 mètres. Pour des ﬁns de modélisation,
le réservoir Romaine-1 est considéré comme au ﬁl de l'eau vu son faible volume. Une
fois complété en 2020, le système a une puissance installée prévue de 1 550 MW et une
production annuelle moyenne de 8 TWh.
L'objectif du présent projet est d'évaluer l'avantage d'utiliser la modélisation stochastique
des apports dans une procédure de programmation dynamique stochastique pour optimi-
ser la gestion du système hydrique de la rivière Romaine. Des probabilités de transition
hebdomadaires sont employées pour la recherche de politiques de gestion optimale des
réservoirs du complexe hydroélectrique. Les probabilités de transition sont établies à par-
tir de séries synthétiques générées en utilisant des modèles autorégressifs périodiques de
type PARMA : PAR (1), PAR (2), PARMA (1,1), PARMA (2,2). En addition aux mo-
dèles PARMA, nous avons utilisé un modèle à moyenne changeante (shifting mean). Les
résultats de la modélisation hydrologique stochastique indiquent que parmi les modèles
stochastiques mis en oeuvre, le modèle PARMA (2,2) a démontré une meilleure perfor-
mance à reproduire les statistiques des observations historiques. Un ensemble de 100 séries
d'une durée de 53 ans (identique aux observations) a été généré. Les séries générées en
utilisant le modèle PARMA (2,2) proviennent toutes de distributions statistiquement si-
milaires aux observations, tandis que les autres modèles présentent au moins une série
statistiquement diﬀérente.
Nous utilisons un nouvel algorithme de programmation dynamique stochastique développé
dans le cadre du projet Climhydro-2 pour lequel Hydro-Québec est partenaire industriel.
Ce dernier utilise une méthode d'approximation de la fonction de Bellman en utilisant une
discrétisation adaptative itérative qui permet de réduire le temps de calcul de la solution,
tout en minimisant l'erreur d'approximation.
Les résultats de la simulation des ensembles de règles de gestion révèlent que l'approche
par modélisation stochastique et l'utilisation des observations historiques pour produire
les probabilités de transition engendrent une production hydroélectrique totale similaire.
Cependant, la gestion des réservoirs est diﬀérente selon les modèles et a été démontrée
par des volumes de déversements annuels moyens statistiquement diﬀérents. Les résultats
obtenus montrent que les règles de gestion obtenues avec le modèle PARMA (2,2) per-
mettent de réduire le nombre de violations de la contrainte de débit réservé écologique
minimum à la centrale de Romaine-1. Il est nécessaire de respecter un débit minimum à la
sortie de la centrale pour la survie du saumon de l'Atlantique qui remonte sur le tronçon
entre l'estuaire du Saint-Laurent et la centrale.
Mots-clés : hydrologie, modélisation stochastique, programmation dynamique stochas-




Hydro-Québec is the owner and manager of the Romaine River hydroelectric complex in
northeastern Quebec, Canada. The complex consists of four reservoirs and runs for 192 km
between Romaine-4 power station and the St. Lawrence River for a total elevation drop
of 459 metres. For modelling purposes, Romaine-1 reservoir is considered as run-of-river
given its small storage. Once completed in 2020, the system will have an installed capacity
of 1550 MW and an average annual output of 8 TWh.
The objective of this project is to evaluate the advantage of using inﬂow stochastic mod-
elling in a stochastic dynamic programming procedure to optimize the management of the
Romaine River water system. Weekly transition probabilities are used to identify opti-
mal reservoir management policies for the hydroelectric complex. Transition probabilities
are derived from synthetic series generated using PARMA periodic autoregressive models:
PAR (1), PAR (2), PARMA (1,1), PARMA (2,2). In addition to the PARMA models,
we used a shifting mean model. The results of the stochastic hydrological modelling in-
dicate that among the stochastic models implemented, PARMA (2,2) demonstrated the
best performance in reproducing the statistics of historical observations. An ensemble of
100 series of 53 years (same duration as the observations) was generated. All the time
series generated by the PARMA (2,2) model have statistically similar distributions as the
observations, while other models generated at least one statistically diﬀerent series.
We use a new stochastic dynamic programming algorithm developed in the framework
of the Climhydro-2 project for which Hydro-Québec is an industrial partner. The algo-
rithm uses a method to approximate the Bellman function using an iterative adaptive
discretization which makes it possible to reduce the calculation time of the solution, while
minimizing the error.
Simulation results of the management rules sets reveal that the stochastic modelling ap-
proach and the use of historical observations for producing the transition probabilities re-
sult in similar total hydroelectric production. However, the management of the reservoirs
varies depending on the model used, as demonstrated by obtaining statistically diﬀerent
annual mean spillage for the reservoirs. The results show that the management rules devel-
oped with the PARMA (2,2) model make it possible to reduce the number of violations of
the minimum ecological ﬂow constraint at the Romaine-1 hydropower plant. It is necessary
to provide a minimum ﬂow rate at the outlet of the dam for the survival of the Atlantic
salmon that migrates along the reach between the St. Lawrence estuary and the dam.
Keywords: hydrology, stochastic modelling, stochastic dynamic programming, PARMA,
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CHAPITRE 1
INTRODUCTION
1.1 Mise en contexte
Dans le contexte québécois, la production hydroélectrique est une source de revenus im-
portante et constitue une ressource essentielle aux activités économiques et au bien-être
des habitants de la province, ce qui motive le désir d'Hydro-Québec d'assurer la gestion
optimale de ses ouvrages hydroélectriques. Il devient de plus en plus diﬃcile de mettre sur
pied de nouveaux projets hydroélectriques avec une opposition croissante face à de tels
projets considérant l'impact majeur qu'il ont sur le milieu naturel. Les meilleurs sites ont
déjà été aménagés et il ne reste que les sites moins intéressants (débit et/ou chute faible)
ou plus éloignés, donc plus coûteux à aménager. Ainsi, il devient d'autant plus important
de maximiser la production hydroélectrique des ouvrages existants et futurs pour faire
face à la demande en énergie qui est croissante au Québec, mais aussi dans les provinces
et états limitrophes qui pourraient bénéﬁcier de cette énergie. La réalisation du project
de complexe hydroélectrique sur la rivière Romaine permet à Hydro-Québec de mettre en
marché l'énergie et la puissance produite par le complexe aux conditions des marchés, au
Québec et hors Québec [Hydro-Québec Production, 2007b].
Les projets comportant de grands réservoirs sont critiqués à cause de leurs impacts sur
l'environnement. Une gestion responsable de ces ouvrages permet de réduire l'impact qu'ils
ont sur le milieu. L'optimisation de la gestion des ouvrages se fait en maximisant la pro-
duction hydroélectrique tout en tenant compte de contraintes environnementales comme
le maintien de débits réservés en aval des ouvrages et le respect de niveaux minimaux et
maximaux dans les réservoirs.
Aﬁn de parvenir à une gestion optimale, les opérateurs d'ouvrages hydroélectriques ont
de plus en plus recours à des modèles d'optimisation et de simulation. Ces outils leur
permettent de produire de l'information sur l'état du système et parvenir à une décision
sur les opérations à eﬀectuer. Les décisions à eﬀectuer sont la combinaison optimale des
apports à turbiner par les centrales et à évacuer par l'évacuateur de crues aﬁn de maximiser
la production électrique tout en respectant de multiples contraintes. Le gestionnaire vise
une gestion durable à court et moyen terme dans un contexte où les apports hydrologiques
sont incertains.
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Les systèmes hydriques deviennent plus diﬃciles à gérer dans le contexte actuel du chan-
gement climatique qui amène un changement dans le régime hydrologique des bassins. Ce
changement se manifeste par une incertitude croissante sur les prévisions hydrologiques.
Des changements des variables climatiques telles que la température, la précipitation et
l'humidité impactent plusieurs processus naturels, ainsi que l'activité humaine [Environ-
ment and Climate Change Canada, 2016]. L'augmentation de la température modiﬁe le
climat local en augmentant l'évaporation et la capacité d'emmagasinement potentiel de
vapeur dans l'atmosphère, ce qui peut inﬂuencer les précipitations pour certaines régions
plus sèches auparavant [Rouhani, 2016]. En contrepartie, l'augmentation de la température
causera aussi une diminution du manteau neigeux en hiver dans certaines régions. Selon le
Groupe d'experts intergouvernemental sur l'évolution du climat (GIEC), le réchauﬀement
du climat des dernières décennies a considérablement aﬀecté plusieurs processus du cycle
hydrologique tels que : la distribution spatio-temporelle, l'intensité et la fréquence des
précipitations ; la fonte de neige et glace ; l'augmentation de la vapeur dans l'atmosphère ;
la modiﬁcations de l'humidité du sol et du ruissellement [Bates et al., 2008].
Les gestionnaires doivent prendre une décision aujourd'hui en fonction de ce qui se passera
dans les prochains mois. Par exemple, il faut prévoir la crue printanière le plus précisément
possible aﬁn d'abaisser le niveau du réservoir durant l'hiver pour que ce dernier puisse à
la fois contenir la crue et réduire au maximum les déversements non productifs, car ils ne
contribuent pas à la production hydroélectrique et diminuent l'eﬃcacité de l'ouvrage. Les
centrales sont généralement conçues pour turbiner le débit moyen annuel et le réservoir
permet d'emmagasiner l'eau excédant la capacité du système aﬁn d'être turbiné plus tard.
Cependant, lorsque le réservoir n'est pas capable d'emmagasiner les débits entrants, l'éva-
cuateur de crue doit déverser de l'eau aﬁn de ne pas compromettre la stabilité du barrage.
Durant la saison estivale et hivernale, puisque les débits sont faibles, il n'est pas possible
de garder tous les réservoirs à leur niveau maximum. Ainsi, le gestionnaire doit décider
quel réservoir prioriser pour la production hydroélectrique.
La présente étude porte sur la gestion optimale du système hydroélectrique situé sur la
rivière Romaine dans le nord-est québécois. L'objectif de gestion est de maximiser la pro-
duction hydroélectrique, tout en tenant compte des contraintes agissant sur le système. Au
cours des dernières décennies, plusieurs techniques d'optimisation ont fait l'objet d'études
pour en évaluer la performance sur divers bassins versants [Bras et al., 1983; Day, 1985;
Faber et Stedinger, 2001; Kelman et al., 1990; Labadie, 2004; Tauxe et al., 1980; Tejada-
Guibert et al., 1995; Turgeon, 2005; Wurbs, 1998; Yakowitz, 1982; Yeh, 1985] et encore
aujourd'hui il s'agit d'un domaine d'étude actif [Baños et al., 2010; Côté et al., 2011; Côté
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et Leconte, 2016; Desreumaux et al., 2014; Giupponi et Sgobbi, 2013; Haguma et Leconte,
2017; Krau et al., 2017; Lara et al., 2014; Pierleoni et al., 2014]. L'aléa entourant les ap-
ports aux réservoirs est un déﬁ pour cette gestion et il est primordial de tenir compte de
l'incertitude et surtout de bien l'incorporer dans les méthodes d'optimisation.
1.2 Problématique
Au Canada, l'eau constitue certainement une des ressources énergétiques les plus im-
portantes. Dans plusieurs provinces, notamment le Québec, le Manitoba et la Colombie-
Britannique, la majorité de la production d'électricité provient de centrales hydroélec-
triques. Dans cette optique, l'amélioration de la gestion de ces ouvrages bénéﬁcie à tous
les Canadiens. Au Québec, les deux principaux producteurs sont Hydro-Québec (HQ)
et Rio Tinto (RT). La collaboration d'HQ et la participation du Conseil de recherches
en sciences naturelles et en génie (CRSNG) du Canada a permis la mise en place du
projet ClimHydro-1 qui s'est réalisé de 2008 à 2011. La prolongation du projet, nommé
Climhydro-2 et où s'est joint RT, a permis la poursuite des recherches eﬀectuées durant
Climhydro-1.
Chez HQ et RT, la gestion de systèmes hydriques s'eﬀectue principalement à l'aide d'outils
qui ne permettent pas nécessairement d'inclure la variabilité croissante du climat dans la
prise de décision. L'incertitude des apports est un élément complexe à inclure dans un outil
d'optimisation. Dans ce contexte, l'objectif principal de Climhydro-2 est de développer des
méthodes et outils novateurs pour aider à la planiﬁcation de la production hydroélectrique
et pour adapter les méthodes de gestion opérationnelles de systèmes hydriques dans un
contexte de climat changeant.
Dans le domaine de la gestion des systèmes hydriques, plusieurs méthodes d'optimisation
ont été utilisées et étudiées dans les dernières décennies [Labadie, 2004; Yeh, 1985]. Ces mé-
thodes ont grandement évolué avec les nouvelles générations d'ordinateurs qui fournissent
une puissance de calcul beaucoup plus élevée qu'auparavant, permettant de résoudre des
problèmes plus complexes sans avoir recours à des simpliﬁcations importantes. Parmi les
méthodes qui ont bénéﬁcié de l'avancement technologique, la programmation dynamique
stochastique (PDS) est une méthode qui permet de tenir compte de l'aléa des variables
hydrométéorologiques, en particulier des apports naturels aux réservoirs hydroélectriques
[Nandalal et Bogardi, 2007].
Le principe de la programmation dynamique vise à optimiser un processus comportant
plusieurs étapes en fonction d'un objectif. Le problème d'optimisation est découpé en
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sous-problèmes qui sont optimisés de manière successive aﬁn de déterminer la solution
optimale [Bellman, 1957]. Dans le cas de la gestion d'un réservoir, il s'agit de trouver les
décisions à prendre à travers le temps sur les quantités d'eau à relâcher (soutirages au
réservoir) pour maximiser ses bénéﬁces selon l'usage du réservoir. L'optimisation de la
fonction objectif est sujette à des contraintes imposées, telles que les niveaux minimums
et maximums d'eau des réservoirs et des débits minimums et/ou maximums de soutirage.
Pour optimisier la production, il important de tenir compte des apports au système et
de bien caractériser l'aléa hydrologique, car les décisions opérationnelles actuelles ont un
impact sur l'état futur du système dû à la nature dynamique du problème.
Puisque l'état du système évolue dans le temps, c'est-à-dire que le niveau du réservoir
varie en fonction des apports et des débits sortant ce dernier, il est important d'anticiper
son état dans les pas de temps futurs. La prévision de l'état futur du système comporte
une incertitude, car l'état est fortement dépendant des conditions hydrométéorologiques,
elles-mêmes caractérisées par une incertitude. L'approche conditionnelle permet de réduire
l'incertitude sur l'état futur du système en déterminant la probabilité des états futurs
possibles du système hydrique en fonction de l'état d'une variable hydrologique, telle que
la neige, les apports précédents, l'humidité du sol, etc. Une réduction de l'incertitude
sur les apports futurs aux réservoirs permet de prendre de meilleures décisions sur les
soutirages aﬁn de maximiser l'espérance de la production hydroélectrique, tout en tentant
de respecter le plus possible les diverses contraintes imposées au système.
Le choix de la variable hydrologique est important, car sa performance à prévoir l'état du
système inﬂuence directement la performance des politiques de gestion. Le choix de cette
variable nécessite une étude approfondie du bassin versant aﬁn de déterminer la variable
optimale, car elle peut être diﬀérente d'un bassin versant à l'autre [Desreumaux et al.,
2014].
Les façons d'obtenir ces probabilités sont multiples. Il est possible d'utiliser les observations
historiques, ou les résultats d'un modèle hydrologique, aﬁn de les calculer à partir de lois
de distribution bivariées. Cependant, l'utilisation d'une loi statistique pour déﬁnir les pro-
babilités sous-entend que les observations suivent la distribution, ce qui n'est pas toujours
le cas. Pour éviter de devoir poser cette hypothèse, il est possible d'utiliser une méthode
empirique en dénombrant le nombre de réalisations se produisant à l'intérieur d'une série
temporelle, qui peut correspondre aux observations historiques, ou provenir d'un modèle
hydrologique. Les observations historiques peuvent être insuﬃsantes pour bien représen-
ter les probabilités de transition essentielles à la solution du modèle de gestion et de ce
fait aﬀecter directement les règles de gestion qui en résultent. Il est donc nécessaire d'al-
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longer les observations pour balayer un plus large éventail de conditions hydrologiques.
L'utilisation d'un modèle hydrologique stochastique permet d'obtenir des séries de débits
d'une longueur supérieure aux observations historiques. Ceci permet d'augmenter la taille
de l'échantillon de débit et de couvrir un plus large éventail de scénarios de variation de
débits qui n'ont pas été observés historiquement. La méthode de calcul inﬂuence directe-
ment les résultats de la procédure d'optimisation, car il s'agit d'une composante majeure
du processus de calcul.
Le présent projet porte sur l'étude de la modélisation des apports au système hydrique
de la rivière Romaine dans le nord-est du Québec. Il s'agit d'un complexe comprenant
quatre réservoirs et autant de centrales hydroélectriques. Pour les ﬁns de la modélisation,
on le représente par trois réservoirs, car le bief à la centrale Romaine-1 est suﬃsament
petit pour qu'on puisse négliger sa capacité de stockage. La puissance totale prévue du
complexe est de 1 550 MW [Hydro-Québec Production, 2007a]. Le chapitre 3 présente une
description plus détaillée du site à l'étude.
Pour les producteurs d'hydroélectricité, la problématique est de développer des outils et
des méthodes pour aider à optimiser la gestion de leurs systèmes. Pour cela, ils doivent
tenir compte de l'aléa hydrométérologique aﬁn de maximiser la production d'hydroélectri-
cité tout en respectant les contraintes qui leur sont imposées. Les données climatiques et
hydrométriques historiques sont une source d'information essentielle pour ces producteurs.
L'information que fournit ces données permet de comprendre le comportement passé, mais
sur une période limitée.
1.3 Objectifs du projet de recherche
1.3.1 Question de recherche
Quel est l'avantage de la modélisation hydrologique stochastique pour générer des probabi-
lités de transition pour un modèle de programmation dynamique stochastique produisant
des politiques de gestion d'un système hydroélectrique ?
1.3.2 Objectifs du projet
L'objectif du présent projet est d'évaluer l'avantage d'utiliser la modélisation stochastique
des apports dans une procédure de programmation dynamique stochastique pour optimi-
ser la gestion du système hydrique de la rivière Romaine. Pour ce faire, on compare la
performance de diverses politiques de gestion obtenues avec des probabilités de transition
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hebdomadaires calculées à partir de séries générées par diﬀérents modèles stochastiques
autorégressifs périodiques. Le projet vise à démontrer l'avantage d'utiliser les modèles
stochastiques d'apports par rapport à l'utilisation des observations historiques dans la
procédure d'optimisation. L'exploration de l'inﬂuence de la modélisation hydrologique sur
l'établissement de règles de gestion d'un système hydrique est une contribution originale
de cette étude. La majorité des études utilisant la modélisation hydrologique ne font état
que d'un seul modèle, tandis que la présente étude recourt à un ensemble de modèles.
Les objectifs spéciﬁques de la recherche sont :
- Calculer les apports à partir de diﬀérents modèles autorégressifs dont le bruit est
estimé par des lois normale et loi log-normale ;
- Établir et analyser les probabilités de transition hebdomadaires selon les apports
observés et simulés pour alimenter l'algorithme de programmation dynamique sto-
chastique employé dans l'optimisation du système hydrique de la rivière Romaine ;
- Comparer la performance des diﬀérentes politiques de gestion obtenues à partir des
diﬀérents ensembles de probabilités de transition.
CHAPITRE 2
REVUE DE LA LITTÉRATURE
Ce chapitre est une synthèse de l'état de l'art qu'il est possible de trouver dans la littéra-
ture. L'objectif du projet vise l'évaluation de l'utilisation de la modélisation hydrologique
dans une procédure de programmation dynamique stochastique pour optimiser la gestion
du système hydrique de la rivière Romaine. L'atteinte de cet objectif requiert l'utilisation
de modèles de gestion et des modèles hydrologiques. Pour commencer, il sera présenté
la modélisation d'un problème d'optimisation d'un réservoir et les déﬁs que représente
la gestion d'un complexe hydroélectrique. Ensuite, les principales méthodes utilisées et
présentées dans la littérature pour résoudre ce problème d'optimisation de gestion des res-
sources hydriques seront abordées. Finalement, il sera abordé la modélisation hydrologique
et son utilité dans un contexte de gestion de ressources hydriques.
2.1 Présentation du problème d'optimisation
La gestion d'un réservoir est un problème qui est depuis longtemps étudié [Loucks, 2000].
Depuis plusieurs années, des chercheurs se penchent sur l'application de modèles d'opti-
misation pour la gestion d'un ou de plusieurs réservoirs. La gestion d'un réservoir est un
problème dynamique, puisque l'état de ce dernier est en constant changement en fonc-
tion des soutirages, des apports et des déversements. L'aléa dans le temps des apports
rend le problème complexe, car les décisions opérationnelles doivent être prises en consi-
dérant l'état futur probable du réservoir. Ainsi, la gestion d'un réservoir se fait dans un
environnement incertain.
Tout d'abord, pour bien comprendre le besoin d'étudier la gestion des systèmes hydriques,
on présente un problème d'optimisation simpliﬁé. La ﬁgure 2.1 est un exemple de réservoir
et les diﬀérentes variables qui entrent dans la gestion de ce dernier. Elle illustre le réservoir
contenant l'eau à l'amont du barrage (s1), ainsi que la centrale et l'évacuateur de crue,
respectivement à gauche et à droite dans la ﬁgure. Les ﬂèches en orange représentent les
apports (q1) en eau au réservoir, soit par précipitation directement sur le réservoir, par
ruissellement ou provenant d'un cours d'eau. L'eau peut emprunter deux chemins distincts
pour sortir du réservoir, soit par les turbines de la centrale (u1), ou bien par l'évacuateur
de crue (r1), aussi appelé déversoir.
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Figure 2.1 Illustration d'un réservoir et des variables entourant sa gestion [Mer-
leau et al., 2011]
Figure 2.2 Schéma d'un réservoir avec une centrale hydroélectrique et un dé-
versoir
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La ﬁgure 2.2 présente le schéma d'un système hydrique simple comprenant un réservoir,
une centrale hydroélectrique et un déversoir. Le seul contrôle que l'opérateur a sur le
système est sur les débits turbinés et les déversements, représentés respectivement par les
variables u1 et r1. La somme des débits turbinés et des déversements est appelée soutirages.
Dans le cas d'un complexe hydroélectrique, l'objectif de l'optimisation est de maximiser
les proﬁts (souvent approximés par la production hydroélectrique) tout en respectant un
ensemble de contraintes. Les contraintes peuvent être de nature :
- Physique :
- niveau maximal du réservoir ;
- débit de déversement maximal ;
- Opérationnelle :
- seuil de production minimale d'électricité ;
- débit turbiné minimal et maximal de la centrale ;
- contribution à la satisfaction de la charge ;
- Environnementale :
- débit déversé minimal et maximal ;
- variation maximale de la hauteur du réservoir ;
- débit réservé écologique minimum.
Ce sont des exemples de contraintes qu'un opérateur de réservoir doit dans la mesure du
possible respecter durant l'exercice de ses fonctions. Ces contraintes peuvent être exprimées
sous une forme mathématique pour formuler le problème d'optimisation. La gestion du
réservoir peut se résumer à la prise de décision sur la quantité d'eau qui sera soutirée
du réservoir chaque jour pour maximiser la production hydroélectrique tout en gardant
les risques d'inondations et de pénuries à un niveau acceptable et tout en respectant les
contraintes environnementales [Turgeon, 2005]. Il existe deux façons d'inclure ces risques
et contraintes dans le modèle mathématique, soit en incluant une contrainte dure qui doit
être respectée en tout temps, soit en attribuant une pénalité correspondant aux coûts
d'une inondation, pénurie, ou autres contraintes directement dans la fonction-bénéﬁce, ou
objectif, telle que décrite à l'équation 2.1 avec le terme dt.
Bt(st, qt, vt) = bt(st, qt, vt)− dt(st, qt, vt) (2.1)
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où, Bt() = Fonction-objectif à la période t,
bt = Bénéﬁce de la production hydroélectrique,
dt = Fonction pénalité,
qt = Apport au réservoir durant la période t (m3),
st = Volume d'eau dans le réservoir durant la période t (m3),
vt = Soutirage total (turbiné et déversé) au réservoir pendant la période t (m3).








où, E[ ] = Espérance du bénéﬁce,
L'équation 2.2 exprime l'espérance de la fonction-bénéﬁce en fonction des variables pour
tous les pas de temps sur un horizon T . L'utilisation du terme d'espérance permet de
combiner plusieurs scénarios en fonction de leur probabilité d'occurrence. Dans le cas
de la gestion d'un système hydrique, il est question de l'aléa hydrologique des apports.
La relation entre les composantes de cette équation sera abordée plus en détail dans la
section 2.2.1 sur l'optimisation de la gestion des ressources hydriques. Dans le contexte de
programmation dynamique, les règles de gestion se nomment politiques.
Les contraintes s'appliquant au problème sont présentées aux équations 2.3 à 2.6 :
vt = ut + rt (2.3)
st+1 = st + qt − vt ∀t = 1, 2, ...T (2.4)
Pmin < Pt(st, ut) 6 Pmax ∀t = 1, 2, ...T (2.5)
smin 6 st 6 smax ∀t = 1, 2, ...T (2.6)
où, Pt = Production hydroélectrique durant la période t,
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Les méthodes d'optimisation ont pour but de trouver un ensemble de règles de gestion,
soit la quantité d'eau à turbiner (ut) et déverser (rt), en fonction de l'état du système qui
dépend du volume d'eau présent dans le réservoir et du débit entrant (st, qt). On peut
par la suite évaluer la performance du réservoir en utilisant ces règles dans un modèle
de simulation de ce réservoir avec des apports observés ou simulés, comme c'est le cas
pour des études en changement climatique. Ces règles peuvent servir aussi de guide au
gestionnaire d'un ouvrage hydroélectrique.
2.2 Gestion des ressources hydriques
La gestion des ressources hydriques présente un déﬁ de taille aux gestionnaires des ouvrages
hydrauliques, car la prévision des apports aux systèmes hydriques est entachée d'incerti-
tudes qui dépendent en bonne partie de l'aléa hydrométéorologique. Il devient complexe
de gérer de façon optimale ces systèmes hydriques, c'est pourquoi l'utilisation d'outils
informatiques est indispensable, aﬁn de prendre les meilleures décisions opérationnelles.
Plusieurs approches d'optimisation de la gestion des réservoirs ont été développées et mises
en application dans les dernières décennies [Labadie, 2004]. Aﬁn de trouver une solution
optimale au problème d'optimisation, il faut tenir compte de la modiﬁcation de l'état du
système dans le temps, c'est-à-dire du volume d'eau dans le réservoir, qui varie en fonction
des apports en eau provenant du bassin versant et par ses auents ainsi que des soutirages.
Puisque les apports en eau ne sont pas connus d'avance, il est important de tenir compte de
cette incertitude lors de la recherche d'une solution optimale pour la gestion du système.
Les modèles d'optimisation utilisent ces apports aﬁn de trouver des politiques de gestion
qui respectent les contraintes tout en maximisant la production hydroélectrique.
Dans le domaine de la gestion des ressources hydriques, malgré plusieurs décennies de
recherche, Yeh (1985) et Wurbs (1993) ont observé qu'un écart grandissant existait à
l'époque entre le développement théorique et les applications concrètes. Labadie (2004) a
avancé les raisons suivantes pouvant expliquer l'écart qu'il existe entre les deux :
- Le scepticisme des gestionnaires d'ouvrage quant à la ﬁabilité des modèles par rap-
port à leur jugement ;
- Les modèles d'optimisation sont plus complexes mathématiquement que les modèles
de simulation, ce qui les rend plus diﬃciles à comprendre et à interpréter ;
- La simpliﬁcation nécessaire pour résoudre certains modèles est jugée inacceptable ;
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- Plusieurs modèles ne sont pas propices à incorporer la gestion du risque et de l'in-
certitude ;
- La grande variété de techniques et modèles rend confus le choix d'un modèle en
particulier.
Certaines techniques (telles que la programmation dynamique) nécessitent de programmer
un algorithme spéciﬁquement au problème étudié. La réticence de certains gestionnaires
peut être dissipée en ayant recours au concept d'aide à la prise de décision (traduction libre
de "decision support systems"). Il s'agit d'intégrer un modèle d'optimisation comme outil
d'aide à la prise de décision dans un logiciel de gestion. Ceci a pour avantage de garder le
contrôle et la responsabilité du système au gestionnaire, tout en aidant ce dernier à prendre
une décision éclairée [Giupponi et Sgobbi, 2013; Labadie, 2004; Labadie et Sullivan, 1986;
Pierleoni et al., 2014].
RiverWare [Zagona et al., 2001] et HEC-ResSim [Klipsch et Hurst, 2013; Lara et al., 2014;
Modini, 2010] sont des exemples d'outils de modélisation de systèmes hydriques multi
objectifs. Ils possèdent une interface graphique permettant à l'utilisateur de modéliser
un système hydrique en ajoutant les divers éléments le composant et de spéciﬁer leurs
caractéristiques. Ce sont des outils intéressants qui permettent de résoudre un système
par simulation. Riverware utilise la programmation linéaire pour résoudre le problème
d'optimisation pour chacun des pas de temps. Avec Riverware, il est même possible de cal-
culer l'avantage de l'utilisation de l'hydroélectricité par rapport à une centrale thermique
[Zagona et al., 2001; Zagona et Magee, 1999].
L'expression mathématique qui exprime les bénéﬁces, soit Bt(st, vt) selon le critère d'opti-
misation, est appelée fonction-objectif (équation : 2.2). La fonction-objectif d'un système
hydrique est non-linéaire et est fonction du niveau moyen du réservoir [Labadie, 2004]. De
plus, cette fonction est non-convexe à cause de la formulation de la production hydroélec-
trique des turbines qui est généralement polynomiale et non-convexe [Zhu et al., 2013] et
présente plusieurs maximums locaux [Tauxe et al., 1980].
Ces caractéristiques rendent la recherche du maximum global complexe. À travers cette
fonction, il est possible d'exprimer des critères de viabilité selon des critères économiques,
environnementaux, écologiques et sociaux [Loucks, 2000] sous la forme de contraintes
souples, appelées fonctions pénalité, comme présentées à l'équation 2.1.
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2.2.1 Programmation linéaire et programmation dynamique
Les techniques les plus utilisées dans le domaine de la gestion des systèmes hydriques
sont la programmation linéaire et la programmation dynamique [Côté et Leconte, 2016;
Desreumaux et al., 2014; Krau et al., 2017; Nandalal et Bogardi, 2007; Yakowitz, 1982].
D'autres techniques moins populaires existent, telles que la programmation non linéaire
et les méthodes heuristiques [Baños et al., 2010; Haddad et al., 2006; Yeh, 1985].
La programmation linéaire procède à la recherche de l'optimum en résolvant un système
d'équations dont toutes les relations entre les variables sont linéaires, autant au niveau des
contraintes que de la fonction-objectif. Puisque la majorité du temps ces relations ne sont
pas linéaires, aﬁn de construire un système d'équations linéaires il est nécessaire de faire
appel à des techniques de linéarisation telles que la linéarisation par morceaux (piecewise
linearization) ou les polynômes de Taylor [Yeh, 1985]. La programmation linéaire présente
l'avantage de permettre la résolution de problèmes avec une grande dimensionnalité, c'est-
à-dire comportant un grand nombre de variables. De plus, la solution trouvée avec cette
technique est l'optimum global.
La programmation dynamique est une technique d'optimisation qui a été proposée par
Bellman [Bellman, 1957] et qui est une méthode qui divise un problème complexe en
sous-problèmes de plus petites dimensions. Cette caractéristique fait de la programmation
dynamique une méthode idéale pour la recherche de politiques de gestion pour les réser-
voirs, parce que la gestion d'un réservoir peut se décomposer aisément en sous-problèmes
suivant la fréquence de prise de décision quant à la quantité d'eau à soutirer au réservoir
[Nandalal et Bogardi, 2007; Yakowitz, 1982].




[Bt(st, qt, vt) + Ft+1(st+1)] (2.7)
où, Bt(st, qt, vt) = Bénéﬁce de la décision vt (soutirages),
Ft+1(st+1) = Fonction-bénéﬁce au prochain pas de temps t+1,
qt = Apport au pas de temps t,
st = Volume d'eau dans le réservoir au pas de temps t,
vt = Soutirage total durant le pas de temps t.
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Aﬁn de résoudre le problème d'optimisation, la programmation dynamique s'emploie à
procéder à une discrétisation dans l'espace et dans le temps aﬁn de permettre à l'algo-
rithme de décomposer le problème à optimiser en sous-problèmes comportant une seule
décision (ou vecteur de décisions dans le cas d'un système à plusieurs réservoirs). Cette
décomposition permet de procéder étape par étape à la recherche de la solution optimale.
Chacune des étapes exprime un état pour lequel une décision optimale est trouvée. Le
passage d'une étape à l'autre est caractérisé par une décision et dans le cas de la gestion
d'un réservoir, cette décision correspond au débit de soutirage total durant l'étape, chaque
étape représentant un pas de temps. La décision optimale à prendre au pas de temps actuel
doit tenir compte des bénéﬁces futurs aﬁn que les décisions actuelles et futures mènent à
une gestion durable du réservoir.
La programmation dynamique et la programmation linéaire peuvent être utilisées de deux
façons diﬀérentes, soit par un modèle déterministe ou un modèle stochastique. La diﬀérence
entre les deux techniques est la façon dont les apports sont incorporés dans le modèle.
Un modèle déterministe utilise une série d'apports chronologiques aﬁn de calculer les
soutirages optimaux et pour une même série de données, les résultats sont toujours les
mêmes. D'un autre côté, un modèle stochastique considère l'incertitude des apports par
l'emploi de plusieurs séries chronologiques.
Il existe deux grandes classes de techniques d'optimisation stochastique, soit explicite et
implicite. Dans le cas d'un modèle de gestion de systèmes hydriques, la diﬀérence entre
ces deux méthodes concerne la façon dont on incorpore l'incertitude des apports.
La méthodologie d'optimisation stochastique implicite (OSI) est montrée à la ﬁgure 2.3. La
procédure de la méthode OSI consiste à utiliser la série historique de débits, ou une série
synthétique générée par un modèle, et ensuite de la traiter avec un modèle d'optimisation
déterministe qui établit les soutirages optimaux en fonction du niveau du réservoir et
Figure 2.3 Méthode d'optimisation stochastique implicite [Labadie, 2004]
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des apports. Il est possible d'utiliser plusieurs séries aﬁn d'obtenir plusieurs ensembles
de soutirages propres à chaque série. Cette méthode permet de représenter implicitement
l'aléa des apports. Il faut comprendre que la méthode utilise la variation qui existe entre les
diﬀérents scénarios entrés dans l'optimisation aﬁn de représenter l'aléa. Suite à l'obtention
des ensembles de soutirages, un post-traitement est nécessaire aﬁn de calculer un ensemble
de soutirages optimaux généralisés à l'ensemble des séries. Ce post-traitement peut se
faire à l'aide de techniques telles qu'une régression à multiples variables pour établir une
relation entre ces dernières, généralement l'apport au réservoir, le niveau de ce dernier et les
soutirages du système. Ainsi, la performance des politiques de gestion dépend fortement de
la méthode de post-traitement employée. Cependant, la régression (ou autre technique de
post-traitement) ne présente pas toujours une bonne corrélation entre les variables, ce qui
peut donner des règles de gestion non optimales [Labadie, 2004]. Ceci rend le traitement
des cas extrêmes particulièrement diﬃcile.
La ﬁgure 2.4 montre les étapes de la méthode d'optimisation stochastique explicite (OSE).
Les séries de débits servent à établir des distributions de probabilités caractérisant les ap-
ports au système. Ceci a l'avantage d'eﬀectuer la recherche de l'optimum sans présomption
d'une connaissance déterministe, ou parfaite, des évènements futurs [Labadie, 2004]. Le
modèle d'optimisation calcule les règles de gestion optimales qui sont ensuite passées dans
un modèle de simulation pour analyser le comportement du système, lorsque géré avec ces
règles.
À la diﬀérence de l'optimisation stochastique implicite, cette technique utilise une descrip-
tion statistique des apports (ou d'autres variables aléatoires) dans le modèle d'optimisation
au lieu de séquences déterminées.
Il existe une méthode explicite qui utilise des séries déterminées, soit la programmation
dynamique stochastique avec des scénarios d'ensemble. Cependant, cette méthode utilise
Figure 2.4 Méthode d'optimisation stochastique explicite [Labadie, 2004]
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aussi des distributions de probabilités caractérisant la possibilité de transition entre deux
scénarios [Faber et Stedinger, 2001]. L'utilisation des prévisions d'ensemble est abordée
plus en détail plus loin dans le chapitre.
2.2.2 Programmation dynamique stochastique
La version stochastique de la programmation dynamique a l'avantage de pouvoir résoudre
des problèmes non linéaires et de traiter l'aléa associé à la gestion des réservoirs, où la
principale source d'incertitude en gestion des ressources hydriques provient des apports
au système [Labadie, 2004]. Cependant, cette technique comporte des limites à son appli-
cabilité à cause du ﬂéau de dimension (curse of dimensionality). Lorsque le problème
comporte un nombre trop élevé de variables décrivant l'état du système (ex. : niveau de
plusieurs réservoirs), il devient impossible de résoudre l'optimisation en un temps raison-
nable [Turgeon, 2005].
L'équation 2.8 présente le problème de programmation dynamique stochastique :
Ft(st) = max
vt
Eqt [Bt(st, qt, vt) + Ft+1(st+1)] (2.8)
où, E[ ] = Espérance selon la probabilité de qt
st = Volume d'eau dans le réservoir,
qt = Apport au réservoir au pas de temps t,
vt = Soutirage total au pas de temps t.
La diﬀérence majeure entre la formulation de la programmation dynamique (PD) et la
programmation dynamique stochastique (PDS) réside dans le terme E[ ] qui somme les
bénéﬁces propres à chaque débit possible proportionnellement à sa probabilité d'occur-
rence.
2.2.3 Programmation dynamique stochastique avec une variable
hydrologique
Un modèle d'optimisation utilisant la programmation dynamique stochastique a l'avantage
de pouvoir intégrer de l'information hydrologique utile à la recherche de politiques de
gestion optimales, telles que les débits observés, le stock de neige, l'humidité dans le sol,
etc. [Tejada-Guibert et al., 1995].
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La valeur de l'information hydrologique peut dépendre des caractéristiques du bassin ver-
sant, ainsi que de l'objectif utilisé pour mesurer la performance du système [Bras et al.,
1983; Kelman et al., 1990; Piccardi et Soncini-Sessa, 1991]. Lorsqu'aucune variable n'est
ajoutée au modèle, les débits entre les périodes sont considérés comme indépendants et la
corrélation temporelle n'est pas prise en compte [Tejada-Guibert et al., 1995].
L'incorporation de l'information hydrologique nécessite l'ajout d'une variable. L'équation
2.9 présente le cas général d'une variable hydrologique Ht incorporée à la programmation
dynamique stochastique :





Bt(st, qt, vt) + Eht+1|ht,qt [Ft+1(st+1, ht+1)]
]}
(2.9)
∀t = 1, 2, ...T
où, Eqt|ht = Espérance selon probabilité de qt sachant ht,
Eht+1|ht,qt = Espérance selon la probabilité de ht+1 sachant ht et qt,
ht = Variable hydrologique.
Pour comprendre le fonctionnement de la PDS avec une variable hydrologique, il est né-
cessaire d'introduire le concept de probabilités conditionnelles.
L'algorithme de PDS requiert ces probabilités (termes Eqt|ht et Eht+1|ht,qt dans l'équation
2.9) aﬁn de pondérer les diﬀérents scénarios d'apports possibles au système pour calculer
une solution optimale dans une perspective de gestion durable à long terme. Dans le cas
précis où la variable hydrologique ht est le débit au pas de temps précédent qt−1, l'équation
2.10 montre une déﬁnition mathématique des probabilités conditionnelles utilisées dans
l'algorithme de calcul.
Pij = P (qt|qt−1) (2.10)
La formulation présentée à l'équation 2.9 suppose que les décisions sur le soutirage sont
faites une fois le débit au pas de temps t, soit qt, est connu. Il s'agit de l'un des deux
choix de variable hydrologique les plus répandus dans littérature, l'autre étant le débit au
pas de temps actuel qt [Tejada-Guibert et al., 1995]. Le choix de la variable qt suppose
que le débit actuel est connu au début du pas de temps et il n'est donc pas nécessaire de
prévoir cet apport. Le choix de la variable qt−1 suppose une prévision de l'apport qt. Les
équations 2.11 et 2.12 montrent de quelle façon l'ajout du débit actuel et précédent comme
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nouvelle variable peut être incorporé dans la formulation du problème de programmation
dynamique stochastique.
Variable hydrologique ht = qt :
Ft(st, qt) = max
vt
{
Bt(st, qt, vt) + Eqt+1|qt [Ft+1(st+1, qt+1)]
}
(2.11)
Variable hydrologique ht = qt−1 :
Ft(st, qt−1) = max
vt
{
Eqt|qt−1 [Bt(st, qt, vt) + Ft+1(st+1, qt)]
}
(2.12)
∀t = 1, 2, ...T
Dans le cas de l'utilisation du débit au pas de temps actuel, puisque le débit qt est considéré
comme connu, il n'est plus nécessaire d'utiliser une prévision pour le premier terme de
l'équation. Le débit étant connu au début de la période en cours, il est raisonnable de
considérer qu'il est une prévision pour toute la période, car des décisions seront prises
au cours de la période permettant d'ajuster les soutirages en fonction du débit [Tejada-
Guibert et al., 1995].
D'autres variables peuvent aussi être incorporées dans la PDS comme mentionné précé-
demment. Pour les bassins versants nordiques, de l'information sur le couvert nival peut
s'avérer une information pertinente, car il a une grande inﬂuence sur le régime hydrolo-
gique lors de la fonte au printemps. L'équivalent en eau de la neige maximal SWEmax est
un bon indicateur du volume de crue printanière auquel il est possible de s'attendre [Côté
et al., 2011; Desreumaux et al., 2014].
Puisque le SWEmax n'ajoute pas d'information pour la période estivale et automnale, car
la fonte de la neige a eu lieu, il peut s'avérer utile de jumeler le SWEmax à une autre
variable. Côté et al. (2011) ont proposé l'ajout de l'humidité du sol (SM) comme variable
lors de ces périodes. La variable hydrologique proposée est une somme pondérée selon un
facteur αt qui varie selon la saison.
ht = αtSWEmax + (1− αt) SM
Ils ont utilisé une transition linéaire entre les deux saisons pour le facteur α variant de 0
durant la période estivale à 1 durant la saison nivale. Ils ont obtenu des résultats montrant
des politiques de gestion plus stables qui adaptent adéquatement les soutirages en fonction
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de l'état du bassin versant (neige, humidité du sol) le plus important dans le calcul des
apports.
L'ajout d'une variable hydrologique augmente la dimensionnalité du problème et comme
mentionné précédemment, ce type de modèle d'optimisation ne peut traiter un nombre
trop important de variables d'état et hydrologiques. Turgeon (2005) mentionne que si le
nombre de variables décrivant le système et les apports excède quatre, il est impossible de
résoudre le problème dans un temps raisonnable. Par contre, comme les apports peuvent
être autocorrélés, Turgeon a, avec succès, utilisé des modèles autorégressifs de type AR et
ARMA à plusieurs degrés (multilag) représentés par une seule variable hydrologique dans
un modèle de programmation dynamique stochastique. Ces modèles seront décrits plus en
détail dans la section portant sur la modélisation hydrologique.
Dans le cas où une variable hydrologique diﬀérente que le débit est envisagé, il se peut que
des observations ne soient pas disponibles aﬁn de l'incorporer dans le modèle d'optimisa-
tion. Aﬁn de pallier au manque de données, divers modèles hydrologiques tels que HSAMI
[Fortin, 2000], Hydrotel [Fortin et al., 1995] et HEC-HMS [Scharﬀenberg, 2016] peuvent
servir de générateurs de débits en utilisant des données météorologiques historiques ou
simulées avec un générateur de climat comme intrants aux modèles. [Côté et al., 2011].
Ces modèles s'avèrent une alternative intéressante et peu coûteuse pour explorer l'utilisa-
tion de diverses variables hydrologiques comme le stock de neige et l'humidité dans le sol.
Ces méthodes permettent également de faire des études en changement climatique [Chen
et al., 2011].
2.2.4 Programmation dynamique stochastique avec prévisions d'en-
semble
Le National Weather Service (NWS ) américain produit sur une base quotidienne des
prévisions d'ensemble (ensemble streamﬂow prediction, ou encore extended streamﬂow pre-
diction ESP) de débits en rivière. Ces prévisions sont présentées sous la forme de plusieurs
hydrogrammes représentant chacun un scénario dont la réalisation est considérée comme
étant possible [Day, 1985; Schaake et Larson, 1998]. Ces prévisions présentent l'avan-
tage de conserver les corrélations temporelles et spatiales [Faber et Stedinger, 2001]. Pour
construire ces scénarios, le NWS utilise une modélisation des bassins versants jumelée à
l'état hydrologique du bassin (observée ou simulée) et à la météo observée historiquement
qui agit à titre de représentation probabiliste du futur, hypothèse sur laquelle la technique
repose en partie [Day et al., 1992]. Comme les débits futurs dépendent des conditions du
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bassin versant et de la météo à venir, ceci confère aux ESP l'avantage d'être cohérents
avec l'état du bassin, ce qui n'est pas le cas de l'utilisation des seuls débits historiques
comme prévision des apports futurs. Les scénarios qui ont une très faible probabilité de
se réaliser selon les conditions actuelles se retrouvent avec une faible probabilité d'occur-
rence [Kelman et al., 1990]. Des probabilités conditionnelles, voir par exemple l'équation
2.10, peuvent donc être construites en considérant l'état actuel du bassin versant. Côté
et Leconte (2016) ont utilisé les ESP dans la solution d'un modèle de gestion du système
hydrique de Rio Tinto dans le bassin versant du Lac-Saint-Jean pour explorer l'eﬀet de
la dispersion des prévisions hydrologiques sur la production hydroélectrique. Les résul-
tats indiquent une augmentation de la production concurrente à une augmentation de la
dispersivité.
2.2.5 Autres méthodes de résolution du problème d'optimisation
Les méthodes de programmation non linéaire n'ont pas été autant populaires que la pro-
grammation linéaire et la programmation dynamique dans le domaine des ressources hy-
driques. Ces modèles utilisent des mathématiques complexes, ce qui les rend moins acces-
sibles. De plus, contrairement à la programmation dynamique, il est beaucoup plus diﬃcile
d'intégrer l'aléa des débits [Yeh, 1985]. Les techniques les plus populaires en programma-
tion non linéaire sont la programmation quadratique, la programmation géométrique, et
la programmation séparable (separable programming) [Labadie, 2004].
Les méthodes de programmation heuristique sont une autre catégorie de techniques d'op-
timisation qui se diﬀérencient des précédentes par la façon dont ils traitent l'information.
En eﬀet, les méthodes présentées précédemment sont des algorithmes structurés qui ap-
pliquent un processus qui cherche à converger vers une solution en se basant sur une analyse
quantitative. Les méthodes heuristiques sont plutôt basées sur des processus moins struc-
turés, par exemple des processus d'apprentissage ou des analogies, etc. Contrairement à
la plupart des autres méthodes, ces dernières ne garantissent pas la convergence vers un
optimum, même vers un optimum local [Labadie, 2004]. Cependant, il est à noter que par-
fois ils démontrent la capacité de trouver une solution optimale lorsque les autres modèles
échouent.
Les algorithmes génétiques sont un exemple de méthodes heuristiques qui utilisent une
analogie de la théorie de l'évolution pour la recherche d'une solution optimale [Goldberg,
1989]. Ces derniers produisent une population initiale de solutions possibles et la recherche
de la solution fait intervenir la reproduction, l'enjambement et la mutation au sein de la
population.
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Une approche d'optimisation qui est très utilisée par les gestionnaires d'ouvrage est le
modèle de simulation. Ce dernier n'est pas à proprement dit un modèle d'optimisation, car
la recherche des règles optimales est eﬀectuée par l'utilisateur qui analyse l'impact d'une
décision sur le système que le modèle simule. La recherche d'une règle de gestion acceptable,
voire optimale, se fait par essai et erreur en se basant sur l'expérience du gestionnaire.
De plus, plusieurs modèles considèrent les débits historiques comme étant représentatifs
de l'ensemble des débits possibles, ce qui limite la recherche de la solution optimale. Pour
pallier cela, il est possible d'incorporer au modèle des séries synthétiques qui permettent de
se rapprocher de l'ensemble des scénarios possibles [Burges, 1979]. Par ailleurs, un modèle
de simulation permet de comprendre le comportement du système lorsque géré sous les
politiques obtenues avec la PDS et ils sont souvent utilisés conjointement.
Dans le cas d'un système complexe qui comporte plusieurs réservoirs et ouvrages de régu-
lation, l'utilisation d'un modèle d'optimisation nécessite la simpliﬁcation du système aﬁn
de converger vers des règles de gestion. Les modèles de simulation permettent quant à eux
une représentation très précise du système. Le gestionnaire peut ainsi simuler les impacts
de ses décisions de façon très représentative de la réalité. Les modèles hydrologiques dé-
terministes permettent de générer des données qui autrement devraient être collectées sur
le terrain par la mise en place d'équipement dispendieux. Le rôle de l'information hydro-
logique dans la programmation dynamique stochastique est un sujet que plusieurs auteurs
ont abordé. Desreumaux et al. (2014) se sont penchés sur l'étude du réservoir Kémano
en Colombie-Britannique. Ils ont étudié l'impact de l'information hydrologique sur les ré-
sultats du modèle d'optimisation. Leurs conclusions suggèrent que le choix de la variable
hydrologique est important pour une optimisation eﬃcace et que dans leur cas d'étude,
c'est le stock de neige maximal qui produit les meilleurs résultats en permettant de bien
estimer le volume de la crue. De plus, l'équivalent en eau de la neige et l'humidité dans
le sol ont aussi été utilisés avec succès comme variables hydrologiques aﬁn d'améliorer la
performance de l'optimisation [Côté et al., 2011].
2.3 Modélisation hydrologique
La modélisation hydrologique est un élément important du développement socio-économique
pour notre société moderne. Elle fournit une compréhension nécessaire des phénomènes
physiques reliés au cycle de l'eau. Elle peut fournir de l'information sur la quantité et
la qualité d'eau dans les cours d'eau, eaux de surface, réservoirs, nappes phréatiques et
réseaux de distribution [Wurbs, 1998].
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L'époque moderne de la modélisation hydrologique est apparue au 19e siècle avec le dé-
veloppement de la méthode rationnelle par Mulvanay (1850) et d'un modèle évènementiel
pour déterminer la relation entre le débit de pointe et l'intensité des précipitations par
Imbau (1892) [Singh et Woolhiser, 2002]. Le concept de l'hydrogramme unitaire a été in-
troduit par Sherman (1932) et durant la même période Horton (1933) a développé une
technique similaire avec une théorie plus orientée sur la séparation de l'inﬁltration et du
ruissellement.
La période 1930-1960 a été témoin d'un intérêt grandissant pour le développement de
la modélisation hydrologique [Singh et Woolhiser, 2002]. Plusieurs modèles hydrologiques
ont été développés depuis les années 1960 aﬁn de calculer la réponse d'un bassin versant
aux évènements météorologiques, en passant par les modèles globaux jusqu'aux modèles
spatialisés, avec l'avènement de l'ère numérique permettant l'intégration de plusieurs com-
posantes du cycle hydrologique au sein d'un même modèle. L'un des premiers modèles de
ce type est le Standford Watershed Model-SWM, aujourd'hui connu sous le nom HSPF
[Bicknell et al., 1996; Crawford et Linsley, 1962], qui tente de modéliser en entier le cycle
hydrologique. HSPF est encore un modèle répandu au sein de la communauté scienti-
ﬁque [Lampert et Wu, 2015] et est aussi utilisé par des ﬁrmes et agences pour des études
environnementales.
Les modèles globaux représentent les phénomènes par des équations exprimant de façon
simpliﬁée le comportement du système. Ces modèles se concentrent principalement à ce
qui entre et sort du modèle sans se préoccuper des processus physiques à l'intérieur du
bassin versant. Ils ne s'attardent pas à la variabilité spatiale des processus, des entrées et
des caractéristiques physiques du bassin versant. Ces modèles sont parcimonieux, car ils
possèdent un nombre généralement réduit de paramètres et ils requièrent ainsi un ensemble
de données moins important pour eﬀectuer leur calage.
Les modèles du Génie Rural (GR) sont un exemple de modèles globaux [Perrin et al.,
2007]. Ils représentent l'écoulement sur le bassin versant par des réservoirs conceptuels
et les paramètres sont obtenus par calage sur une série de débits observés. Les modèles
à base physique sont composés d'un ensemble d'équations qui représentent les lois ou les
concepts représentatifs du comportement du système à travers l'espace et le temps. Le
modèle Hydrotel est un exemple de modèle hydrologique à base physique qui incorpore un
système d'équations pour représenter les phénomènes se déroulant sur le bassin versant
[Fortin et al., 1995]. De plus, ce modèle hydrologique à base physique est dit spatialisé, car
il permet la division du bassin à l'étude en sous-bassins appelés des unités hydrologiques
relativement homogènes (UHRH), pour lesquels des données spéciﬁques sont entrées et
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les calculs des processus hydrologiques sont eﬀectués indépendamment. Cette approche
spatialisée a comme avantage de pouvoir modéliser les eﬀets d'une modiﬁcation du bassin
versant, tels que l'urbanisation et les pratiques agricoles.
Plus un modèle cherche à représenter explicitement les diﬀérents processus hydrologiques
du bassin versant, plus il comportera des paramètres augmentant sa complexité. Même
si l'augmentation du nombre de paramètres dans un modèle améliore sa performance en
phase calage, elle ne garantit pas une performance supérieure durant la phase de contrôle
par rapport à un modèle comportant moins de paramètres [Perrin, 2002].
L'analyse des séries de débits temporelles constitue un outil important en hydrologie. Elle
est utilisée aﬁn de générer des séries synthétiques, de calculer l'occurrence d'évènements
extrêmes, d'interpoler des données manquantes, etc. [Tesfaye et al., 2006]. Parmi les ou-
tils d'analyse de séries temporelles, les modèles stochastiques, par rapport aux modèles
déterministes décrits plus haut, utilisent des expressions mathématiques et des séries de
données historiques aﬁn de caractériser les débits et de calculer une prévision. Ces modèles
ont un intérêt particulier en hydrologie, car ils introduisent un aspect aléatoire qui tente
de reproduire le comportement hydrologique des régimes de cours d'eau [Anderson et al.,
2013]. De plus, ils établissent une corrélation temporelle des débits, c'est-à-dire que le débit
actuel est lié au débit aux temps précédents. Chacun de ces types de modèles peut utiliser
des débits sur plusieurs pas de temps précédents (lag). L'équation 2.13 présente un modèle
autorégressif et à moyenne mobile (ARMA) [Anderson et al., 2013; Box et Jenkins, 1976;








où, Xt = Débit généré par le modèle au temps t
εt = Bruit non corrélé normalement distribué
φi = Paramètres autorégressifs
θj = Paramètres de moyenne mobile
Les modèles autorégressifs sont capables, sous certaines conditions, de bien représenter
des séries présentant une corrélation temporelle [Salas, 1993]. Turgeon (2005) a utilisé des
modèles stochastiques des apports aﬁn de résoudre le problème de la gestion optimale
d'un réservoir. Il a ainsi utilisé des modèles AR et ARMA pour représenter les débits aux
pas de temps précédents comme variable hydrologique dans un modèle de PDS. Puisque
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la PDS a une capacité limitée en ce qui concerne le nombre de variables pouvant entrer
dans le modèle, il a utilisé une seule variable hydrologique représentant les corrélations
avec les débits aux pas de temps précédents. Ses résultats pour une gestion hebdomadaire
montrent que les diﬀérences de bénéﬁces obtenues en utilisant un modèle AR(2) et AR(3)
au lieu de la variable hydrologique exacte sont 0,1 % et 0,27 % respectivement. Son étude
portait sur un petit réservoir au Canada comportant 84 années de données historiques.
Les processus hydrologiques sont souvent corrélés dans le temps, ce qui permet de les
représenter mathématiquement sous la forme d'un modèle ARMA. Les rivières présentent
une corrélation saisonnière, ce à quoi les modèles autorégressifs périodiques, comme les
modèles ARMA périodiques (ou PARMA), peuvent fournir une solution en représentant
les ﬂuctuations saisonnières de débits, d'écart-type et d'autocorrélation, ce qui résulte en
une modélisation plus représentative [Tesfaye et al., 2006].
Ces modèles sont avantageux dans un climat ou les régimes hydrologiques varient d'une
saison à l'autre [Ula, 1990] tel qu'il est observé au Québec. L'équation 2.14 présente l'équa-









où, Xν,τ = Débit généré par le modèle pour l'année ν à la saison τ
εν,τ = Bruit non corrélé normalement distribué pour chaque saison τ
φi,τ = Paramètres autorégressifs de la saison τ
θj,τ = Paramètres de moyenne mobile de la saison τ
Tesfaye et al. (2006) ont démontré que les modèles ARMA périodiques peuvent eﬃcace-
ment être utilisés pour de la modélisation hydrologique. Ils ont appliqué avec succès un
modèle de ce type pour générer une prévision des débits mensuels moyens pour le ﬂeuve
Fraser à la hauteur de Hope en Colombie-Britannique entre octobre 1912 et septembre
1984. Leurs résultats suggèrent qu'un modèle de premier ordre (φ = 1, θ = 1) est adéquat
pour capter les variations naturelles du débit mensuel moyen.
Cependant, les modèles ARMA sont valides sous certaines conditions. Les données doivent
suivre une distribution normale. Aussi, les résidus doivent être homoscédastiques, c'est-
à-dire que la variance est constante en fonction de la valeur du débit. Dans le cas où les
données ne suivent pas une distribution normale, il est possible d'utiliser une transforma-
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tion aﬁn de normaliser les données. Les méthodes d'estimation des paramètres utilisées
sont souvent la méthode des moindres carrés et la méthode des moments.
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CHAPITRE 3
SITE À L'ÉTUDE ET DONNÉES
Ce chapitre porte sur le bassin versant de la rivière Romaine située dans la région nord-est
du Québec, ainsi que sur la description de certaines données qui ont été utilisées pour
la réalisation de ce projet. Les informations présentées proviennent de l'étude d'impact
sur l'environnement : Complexe de la Romaine Volume 1 et Volume 2 [Hydro-Québec
Production, 2007a][Hydro-Québec Production, 2007b] et sont disponibles au public sur le
site internet d'Hydro-Québec.
Le développement du projet hydroélectrique de la rivière Romaine s'inscrit dans le cadre de
la stratégie énergétique du gouvernement du Québec L'énergie pour construire le Québec
de demain qui fait suite à une consultation publique débutée en 2004. La mise en oeuvre
du projet de la Romaine répond parfaitement à cette stratégie, qui dicte à Hydro-Québec
d'augmenter la capacité de son parc de production et d'accroître les exportations d'élec-
tricité. La puissance installée prévue du complexe hydroélectrique une fois la construction
complétée en 2020 est de 1 550 MW et la production annuelle moyenne d'énergie prévue
est de 8 TWh. Le complexe a déjà permis à Hydro-Québec d'augmenter ses ventes à l'ex-
térieur du Québec dès 2014 lors de la mise en oeuvre de la centrale Romaine-2. Le coût
total du projet évalué évalué à 6,5 milliards de dollars.
3.1 Localisation du bassin versant
Le domaine d'étude est situé dans la région de la Côte-Nord dans le nord-est du Québec.
La ﬁgure 3.1 montre l'emplacement du bassin versant de la rivière Romaine, ainsi que les
emplacements des installations hydroélectriques en construction depuis 2009. La rivière
prend sa source dans une région montagneuse au nord du lac Long et coule vers le sud,
complétant un parcours de 496 km avant de se déverser dans l'estuaire du ﬂeuve Saint-
Laurent à la hauteur de l'Île d'Anticosti à l'ouest de la municipalité de Havre-Saint-Pierre.
L'aire du bassin versant est de 14 350 km2.
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Figure 3.1 Localisation du bassin versant de la rivière Romaine [Hydro-Québec
Production, 2007a]
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3.2 Système hydrique de la Rivière Romaine
Le complexe hydroélectrique de la rivière Romaine comporte quatre réservoirs créés par
la construction de barrages en enrochement. Chaque aménagement comporte une centrale
équipée de deux groupes turbines-alternateurs et d'un évacuateur de crues. Les caracté-
ristiques du complexe hydroélectrique sont indiquées au tableau 3.1. La ﬁgure 3.2 est une
représentation du proﬁl des aménagements sur la rivière avec les quatre centrales et les
quatre réservoirs. La ﬁgure 3.3 représente la conceptualisation du système hydrique en
illustrant les réservoirs, ainsi que les centrales et les apports au système. En raison de son
faible volume comparativement aux réservoirs Romaine-2, -3 et -4, la dernière centrale,
Romaine-1, est considérée dans la présente étude comme étant au ﬁl de l'eau pour les ﬁns
de la modélisation.
Le tronçon situé entre le ﬂeuve Saint-Laurent et le barrage de la centrale de Romaine-
1 constitue un environnement naturel de reproduction du saumon de l'Atlantique. La
centrale Romaine-1 doit respecter des débits réservés écologiques minimum pour les besoins
du saumon de l'Atlantique aﬁn de ne pas perturber la reproduction, l'incubation des oeufs
et l'alimentation de l'espèce.
- minimum de 140 m3/s entre le 16 novembre et le 6 juin ;
- minimum de 200 m3/s entre le 7 juin et le 7 juillet ;
- minimum de 170 m3/s entre le 8 juillet et le 15 octobre ;
- minimum de 200 m3/s entre le 16 octobre et le 15 novembre.
Par le passé, les saumons ne pouvaient pas remonter plus loin dans la rivière à cause de
la présence de chutes situées à l'emplacement actuel de la centrale Romaine-1. Il y a donc
des débits réservés plus faibles à considérer pour les autres centrales, soient :
- 1,8 m3/s à la Romaine-4 ;
- 2,2 m3/s à la Romaine-3 ;
- 2,7 m3/s à la Romaine-2.
3.3 Régime hydrologique
Les données hydrométriques proviennent de deux stations de mesure. La station 073801
est située 16 km à l'amont de l'embouchure et oﬀre des données qui s'échelonnent de 1956 à
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Tableau 3.1 Caractéristiques du système hydrique de la rivière Romaine
[Hydro-Québec Production, 2007a]
Figure 3.2 Proﬁl de la rivière avec les réservoirs et les centrales hydroélectriques
[Hydro-Québec Production, 2007a]
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Figure 3.3 Système hydrique de la rivière Romaine
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2014. La station 073802 est située à 266 km de l'embouchure et a enregistré des données de
1982 à 1992. Ces deux stations ont été opérées par le ministère du Développement durable,
de l'Environnement et de la Lutte contre les changements climatiques (MDDELCC) et les
données sont disponibles en ligne sur le site du Centre d'expertise hydrique du Québec
(CEHQ) , qui est maintenant remplacé par la Direction de l'expertise hydrique du Québec
(DEHQ). D'autres stations installées sur le parcours de la Romaine ont permis de valider
les apports entre les barrages projetés, ainsi que les niveaux d'eau en fonction du débit.
Cette méthode de reconstitution permet de bien représenter la variabilité naturelle des
débits sur l'ensemble de la rivière [Hydro-Québec Production, 2007b].
La ﬁgure 3.4 montre le régime hydrologique de la rivière à la hauteur de la centrale
Romaine-1. La semaine 1 correspond à la première semaine de janvier. Cette convention
est suivie tout au long du présent ouvrage. Le débit annuel moyen est de 327 m3/s en son
embouchure et de 291 m3/s à l'emplacement du barrage de Romaine-1. La crue printanière
se produit entre la ﬁn avril et la ﬁn juin et atteint un maximum annuel moyen de 1 530
m3/s à la station 073801. Après la crue, le débit diminue progressivement durant l'été
pour atteindre un minimum moyen autour de 170 m3/s, après quoi une deuxième crue
de moindre envergure est observable à l'automne et culmine à 578 m3/s en moyenne.
Les débits annuels minimums sur l'ensemble de la période varient de 35 m3/s à 85 m3/s
avec une moyenne de 61 m3/s. Les débits les plus faibles sont observés durant les mois
hivernaux. Le tableau 3.2 indique les débits mensuels moyens à diﬀérents endroits sur la
rivière.
3.4 Climat
Le bassin versant s'étendant sur environ 500 km du nord au sud, il y a d'importantes
diﬀérences climatiques entre les régions du nord du bassin et celles plus au sud. En plus
de la distance considérable entre la source et l'embouchure, il y a une diﬀérence d'altitude
de plus de 500 m. Les stations météorologiques situées à Havre-Saint-Pierre et à Sept-Îles
servent à caractériser la section sud du bassin et les stations du lac Éon et de Wabush
servent à établir la climatologie de la partie nord. La section sud du bassin versant est
inﬂuencée par la présence de l'estuaire du Saint-Laurent, ce qui se reﬂète dans les tempé-
ratures et les précipitations. La température annuelle moyenne y est de 1◦C et la région
sud reçoit en moyenne 1 030 mm de précipitation, dont 710 mm sous forme liquide. La
région nord du bassin quant à elle a une température moyenne de -3◦C et reçoit 852 mm
de précipitation, dont 446 mm de pluie.
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Figure 3.4 Régime hydrologique de la rivière Romaine à la hauteur de
Romaine-1
Tableau 3.2 Débits mensuels moyens à diﬀérents endroits sur la rivière Ro-
maine [Hydro-Québec Production, 2007b]
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CHAPITRE 4
MÉTHODOLOGIE
L'objectif du présent projet est d'évaluer l'avantage d'utiliser la modélisation stochastique
des apports dans une procédure de programmation dynamique stochastique pour optimiser
la gestion du système hydrique de la rivière Romaine. La performance de diverses politiques
de gestion obtenues avec des probabilités de transition hebdomadaires calculées à partir de
séries générées par diﬀérents modèles stochastiques autorégressifs périodiques (PARMA)
est analysée. Le projet vise à démontrer l'avantage d'utiliser les modèles PARMA par
rapport à l'utilisation des observations historiques dans la procédure d'optimisation.
Le projet est réalisé en deux principales étapes, soit l'élaboration des modèles hydrolo-
giques stochastiques et la phase d'optimisation avec le modèle de gestion des ressources
hydriques. La ﬁgure 4.1 présente un organigramme de la méthodologie employée pour la
réalisation du projet dans laquelle les deux phases sont bien distinctes. La phase de mo-
délisation hydrologique utilise les apports naturels observés sur la période 1957 à 2009
aﬁn de développer divers modèles hydrologiques stochastiques. Ces modèles se subdivisent
en deux catégories selon la méthode de génération du bruit du processus stochastique.
Ceux présentés par la branche de gauche sont développés à l'aide du logiciel SAMS (Sto-
chastic Analysis, Modelling and Simulation) [Salas et al., 2006; Sveinsson et al., 2007] et
utilisent des données normalisées ainsi qu'un bruit modélisé par une distribution normale.
Ceux dans la branche de droite utilisent un code Matlab fourni par Hydro-Québec (HQ)
et développé par l'Institut de recherche d'Hydro-Québec (IREQ). Ils utilisent les apports
sans normalisation et une procédure de génération d'un bruit selon une distribution log-
normale. Ces divers modèles génèrent des séries synthétiques qui servent à calculer des
probabilités de transition hebdomadaires (voir équation 2.10), ce qui conclut la phase de
modélisation hydrologique. La phase de gestion des ressources hydriques commence par la
détermination des règles de gestion optimales des réservoirs avec le modèle d'optimisation
(voir équation 2.12). Ensuite, ces règles sont utilisées dans un modèle de simulation pour
étudier le comportement du système hydrique en utilisant les apports historiques observés.
Les résultats de la simulation permettent d'obtenir de l'information sur la performance du
système par rapport à l'objectif qui est de maximiser la production d'électricité.
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Figure 4.1 Organigramme de la méthodologie
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4.1 Modélisation hydrologique stochastique
L'élaboration des modèles hydrologiques a pour but de permettre de générer des séries syn-
thétiques reproduisant les mêmes statistiques que les débits observés, mais sur une période
beaucoup plus longue. L'hypothèse derrière cette étape est que l'allongement de la série
servant au calcul des probabilités de transition va permettre d'inclure des débits, en par-
ticulier des débits extrêmes, qui n'ont pas été observés historiquement, mais qui sont dans
l'étendue de la variabilité des débits possibles de survenir. L'algorithme d'optimisation
permettrait en principe de mieux performer en attribuant une probabilité d'occurrence
à chaque classe de débit. En n'utilisant que l'ensemble des observations disponibles, les
débits avec une faible possibilité d'occurrence sont susceptibles d'être mal représentés.
Pour l'élaboration des modèles hydrologiques stochastiques, deux méthodes sont em-
ployées. Suivant la première méthode, la version 2007 du logiciel SAMS est utilisée dans
ce projet pour de multiples tâches, allant de la transformation des données aﬁn de les
normaliser, jusqu'à la génération de séries synthétiques en passant par l'estimation des
paramètres des modèles stochastiques. Pour la seconde méthode, un code écrit dans le
langage Matlab, fourni par HQ, utilise des données non normalisées pour paramétrer des
modèles stochastiques. Dans ce processus, la génération de bruit suit une distribution
log-normale provenant des résidus de la régression.
4.1.1 SAMS
SAMS [Sveinsson et al., 2007] est un logiciel spécialisé en modélisation stochastique dé-
veloppé à la Colorado State University. Il a été développé pour l'analyse, la modélisation
et la génération de séries hydrologiques synthétiques. Il comporte une interface graphique
qui permet de manipuler les données et de caler plusieurs types de modèles stochastiques.
Il est possible de travailler avec des données annuelles ou saisonnières, ainsi que de faire
des simulations pour un seul ou plusieurs sites. Dans l'approche multisite, l'utilisation de
données provenant de plusieurs stations permet de générer des séries qui conservent une
corrélation spatiale. Pour ce projet, ce sont des données hebdomadaires en un seul site
(Romaine-1) qui sont utilisées, soit l'équivalent de 52 saisons. Les corrélations entre les
apports aux réservoirs sont considérées parfaites pour combattre le ﬂéau de la dimension
en réduisant le nombre de variables hydrologiques dans le processus d'optimisation. Les
sections suivantes présentent les manipulations qui sont eﬀectuées à l'aide de SAMS.
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Normalisation des données
En général, l'utilisation des modèles stochastiques autorégressifs suppose que les données
suivent une loi normale et l'application d'un test de normalité permet de vériﬁer si c'est
le cas. Dans la cas présent, le test d'asymétrie et le test de Filliben sont utilisés comme
critères pour vériﬁer la normalité des séries hebdomadaires. Comme les données de débits
suivent rarement une loi normale, il est nécessaire de les normaliser avant de pouvoir les
utiliser avec les modèles. L'utilisation d'une transformation logarithmique [Stedinger, 1980]
est couramment employée dans la littérature pour eﬀectuer la normalisation des données.
La transformation logarithmique se déﬁnit avec l'équation 4.1 :
Y = ln(X + a) (4.1)
où, Y = Série transformée
X = Série originale
a = paramètre de localisation de la loi logarithmique
Modèles stochastiques
Les modèles hydrologiques stochastiques ont été brièvement présentés au chapitre 2. Dans
ce projet, les modèles suivants seront à l'étude :
- PAR (i=1), ou PAR (1)
- PAR (i=2), PAR (2)
- PARMA (i=1, j=1), PARMA (1,1)
- PARMA (i=2, j=2), PARMA (2,2)
- CSM (Shifting mean)
Ces modèles ont été sélectionnés pour leur simplicité, car on recherche la parcimonie pour
éviter de surparamétrer les modèles. Le modèle CSM (décrit ci-dessous) [Salas et al.,
2006; Sveinsson et al., 2007, 2003] a été ajouté à la liste des modèles à l'étude parce qu'il
permet de générer des séries de débits qui comportent des sauts autour de la moyenne, tel
qu'illustré dans la ﬁgure 4.2 pour le terme Zt.
L'équation générale des modèles de type PARMA a été présentée au chapitre 2 (équation
2.14) et est reprise ci-dessous. Il faut comprendre qu'il y a un jeu de paramètres propre à
chaque saison τ . Ainsi, dans le cas de la présente étude, il y a 52 ensembles de paramètres
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correspondant à autant de semaines. Les modèles PAR sont des modèles PARMA qui ne








où, Xν,τ = Débit généré par le modèle pour l'année ν à la saison τ
εν,τ = Bruit non corrélé normalement distribué pour chaque saison τ
φi,τ = Paramètres autorégressifs de la saison τ
θj,τ = Paramètres de moyenne mobile de la saison τ
Le modèle CSM est caractérisé par des sauts dans la moyenne. Une description générale du
fonctionnement de ce type de modèle est présentée à l'équation 4.3 et dans la ﬁgure 4.2.
La série Xt représente des débits synthétiques résultant de l'addition de deux processus
sous-jacents, soit l'autocorrélation représentée par Yt et par Zt qui introduit des sauts
d'amplitude et de durée aléatoires. Ces sauts sont basés sur la variation à long terme du
débit autour de la moyenne observée. Les périodes au-dessus de la moyenne sont appelées
surplus et celles en dessous sont appelées déﬁcit.
Figure 4.2 Processus du modèle CSM
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où, Xt = Série générée représentant le phénomène hydrologique à l'étude,
Yt = Séquence aléatoire normalement distribuée de moyenne µY et de
variance σ2Y
Zt = Séquence aléatoire normalement distribuée de moyenne nulle et de
variance σ2Z
Mi = Séquence aléatoire normalement distribuée de moyenne nulle et de
variance σ2M
Ia,b(t) = Function indicatrice égale à 1 si t ∈ (a, b), autrement 0
Si = Processus discret, stationnaire de type renouvellement (delayed-renewal
sequence) sur l'entier positif
Estimation des paramètres
Les modèles PARMA sont caractérisés par le paramètre φi,τ , qui est lié à l'autorégression
de la série, et le paramètre θj,τ , qui caractérise la moyenne mobile. Le logiciel SAMS pos-
sède un module d'estimation des paramètres qui facilite leur estimation pour les diﬀérents
modèles autorégressifs. L'estimation de ces paramètres se fait en deux étapes, soit une es-
timation préliminaire de ces derniers et une optimisation pour améliorer leur performance.
Il y a deux méthodes pour l'estimation des paramètres, soit la méthode des moments (Me-
thod of moment, ou MOM ) ou la méthode des moindres carrés (Least square, ou LS )[Salas
et al., 2006]. Les équations 4.5 à 4.11 montrent les équations pour l'estimation des para-
mètres par la méthode des moments.
Dans le cas d'un modèle PAR (1), ou PARMA(1,0) :
Xν,τ = φτ,1Xν,τ−1 + ϵν,τ (4.5)
φˆτ,1 = r1 (4.6)
σˆ2τ (ϵ) = s
2(1− ˆφτ,12) (4.7)
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où, Xν,τ = Débit généré pour l'année ν à la saison τ ,
φτ,1 = Paramètre autorégressif de premier ordre à la saison τ
ϵν,τ = Bruit non corrélé normalement distribué généré pour l'année ν
à la saison τ
φˆτ,1 = Estimation de φ1 pour la saison τ
rk = Valeur du coeﬃcient d'autocorrélation de la série Xν,τ pour un
délai de k semaines
σˆ2τ (ϵ) = Variance du bruit ϵ
s2 = Variance de Xν,τ
Dans le cas d'un modèle PARMA(1,1) :
















où, Xν,τ = Débit généré pour l'année ν à la saison τ ,
φτ,1 = Paramètre autorégressif de premier ordre à la saison τ
θτ,1 = Paramètre moyenne mobile de premier ordre à la saison τ
ϵν,τ = Bruit non corrélé normalement distribué généré pour l'année ν
à la saison τ
φˆτ,1 = Estimation de φ1 pour la saison τ
θˆτ,1 = Estimation de θ1 pour la saison τ
rk = Valeur du coeﬃcient d'autocorrélation de la série Xν,τ pour un
délai de k semaines
σˆ2τ (ϵ) = Variance du bruit ϵ
s2 = Variance de Xν,τ
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La méthode des moindres carrés procède à l'estimation des paramètres φτ,i et θτ,j en mi-
nimisant la somme des résidus au carré déﬁnie par l'équation 4.12. Il s'agit d'un processus
itératif qui estime d'abord un jeu de paramètres initiaux et procède ensuite au calcul des
résidus selon l'équation 4.13 et recalcule un jeu de paramètres qui minimise la somme des





où N est le nombre d'années et τ est la saison (semaine).













Lorsque les paramètres du modèle sont connus, il est possible de générer une série syn-
thétique en utilisant l'équation 4.2. La génération du bruit ϵν,τ est réalisée à partir d'une
variable aléatoire zν,τ qui suit une loi normale standardisée, c'est-à-dire de moyenne nulle
et d'une variance égale à 1. La variable zt est ensuite transformée avec l'écart-type des
résidus propres à chaque semaine en suivant l'équation suivante :
ϵν,τ = στ (ϵ)zν,τ (4.15)
Les modèles stochastiques sont susceptibles de générer des valeurs de débits négatifs s'ils
ne sont pas soumis à une contrainte. Ceci arrivé lorsque le bruit est fortement négatif, soit
parce qu'il s'agit d'une valeur extrême, ou parce que la valeur de l'écart-type du bruit est
relativement importante par rapport à la valeur de la moyenne à la semaine en question.
La génération d'une valeur négative n'est pas valide et doit être corrigée. Pour ce faire,
la procédure de génération utilise une boucle aﬁn de générer une nouvelle valeur de débit
jusqu'à l'obtention d'une valeur positive.
4.1.2 Modèle avec bruit généré suivant une distribution log-normale
Les modèles présentés précédemment utilisent le bruit ϵν,τ qui suit une distribution nor-
male et les débits ont été préalablement normalisés en utilisant une transformation lo-
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garithmique selon l'équation 4.1. Une autre approche a été proposée par l'IREQ, soit de
garder les observations sans les transformer et d'utiliser une distribution diﬀérente pour
la génération du bruit. Dans le présent projet, c'est une loi log-normale à trois paramètres
LN 3(ϵτ | m,α, β) [Stedinger, 1980] qui est utilisée pour générer le bruit. Les paramètres
de la distribution log-normale sont calculés avec les équations 4.16 à 4.19 :


































ϵ¯τ = Moyenne arithmétique des résidus ϵτ
Sϵ¯τ = Écart-type des résidus ϵτ
Cs = Coeﬃcient d'asymétrie des résidus ϵτ
Les valeurs calculées aux équations 4.16 à 4.19 permettent d'estimer l'espérance ELN et













log(ϵν,τ − mˆτ )− EˆLN
]2
(4.21)
Pour la génération de séries synthétiques, l'équation 2.14 est utilisée avec ϵν,τ provenant
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où
ϵν,τ = Bruit log-normal généré pour l'année ν et la période τ
zν,τ = Bruit suivant une loi normale pour l'année ν et la période τ
Les modèles log-normaux sont aussi sujets à produire des valeurs de débits négatifs lorsque
le terme mˆτ est fortement négatif et que la valeur du bruit généré zν,τ est faible. Une
procédure en boucle assure la génération d'une valeur de débit valide en réinitialisant la
procédure de génération.
4.2 Modèle de gestion des ressources hydriques
Le modèle de gestion est un outil qui aide à prendre une décision sur la quantité d'eau
à turbiner et à déverser en fonction des conditions actuelles des réservoirs, ainsi que des
apports aux réservoirs à venir. L'optimisation vise à maximiser la production hydroélec-
trique du système de la rivière Romaine tout en respectant des contraintes sur ce système
(ex : niveaux d'eau minimal et maximal, débits minimal et maximal, production électrique
minimale et maximale, etc).
La programmation dynamique stochastique (PDS) se heurte souvent au ﬂéau de la dimen-
sion lorsqu'utilisée pour l'optimisation d'un système à plusieurs réservoirs comme c'est
le cas du système hydrique de la rivière Romaine, qui comporte trois réservoirs et une
centrale au ﬁl de l'eau (le réservoir créé par le barrage à Romaine-1 a une faible capacité
et n'est pas utilisé pour gérer la crue), totalisant quatre variables de décision à déterminer,
soient les quantités d'eau devant être soutirées à chaque centrale. Dans la littérature, il
est considéré qu'au-delà de trois variables d'état et d'apports il est impossible de résoudre
le problème dans un temps raisonnable [Turgeon, 2005]. Ce problème de dimensionnalité
provient du nombre de calculs à eﬀectuer par l'algorithme aﬁn d'estimer la fonction va-
leur Ft(st, qt−1) (voir équation 2.12) à chaque semaine à partir d'un échantillonnage de
l'espace des états et des apports et d'une méthode d'interpolation, ce qui rend trop long
le processus de recherche de l'optimum. L'espace des états et des apports est représenté
par l'ensemble des points d'une grille constituée par la discrétisation des volumes de ré-
servoirs et les apports à ces derniers, ce qui explique le nombre élevé de points à calculer
par l'algorithme lorsque le nombre de réservoirs devient grand. Ainsi, pour un système
comprenant m points de grilles et n réservoirs, le temps de calcul est proportionnel à mn
[Labadie, 2004].
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4.2.1 Algorithme d'optimisation
Pour faire face à ce problème, un nouvel algorithme utilisant la PDS a été développé en
collaboration avec l'IREQ, Hydro-Québec, Rio Tinto et l'Université de Sherbrooke [Krau
et al., 2017]. Une simpliﬁcation de la procédure employée par l'algorithme est présentée
à la ﬁgure 4.3. Le choix de la méthode d'interpolation détermine le nombre de points
de grille nécessaires pour estimer la fonction valeur de l'eau (ou l'équation de Bellman).
À la diﬀérence des méthodes trouvées dans la littérature, celle proposée par Krau et al.
(2017) utilise une discrétisation adaptative de l'espace des états. La méthode s'inspire
des travaux de Muno (1999) et la méthode consiste à raﬃner une discrétisation initiale
sur certaines régions, jusqu'à l'obtention d'une approximation satisfaisante de la fonction
valeur. Les auteurs expliquent la méthode comme étant une procédure de type Branch and
Bound qui consiste à évaluer pour chaque sous-région la précision de l'approximation de la
fonction valeur pour ensuite diviser les régions jugées non satisfaisantes. La procédure est
répétée jusqu'à l'obtention d'une approximation jugée satisfaisante selon un critère choisi
par l'utilisateur.
L'équation 4.23 présente la formulation mathématique du problème d'optimisation qui
consiste à maximiser les bénéﬁces Bt, soit la production hydroélectrique totale sur la
période T en déterminant des soutirages à chaque période t. La recherche de la limite lim
T→∞
indique la recherche d'une solution maximisant les bénéﬁces à long terme. Les contraintes
dites souples, telles que les débits écologiques réservés à l'aval de la centrale Romaine-1
pour la conservation de l'écosystème du saumon, sont incorporées sous la forme d'une












Les contraintes s'appliquant au problème sont les suivantes :
st+1 = st + qt − vt ∀t = 1, 2, ...T
Pmin 6 Pt(st, vt) 6 Pmax ∀t = 1, 2, ...T
smin 6 st 6 smax ∀t = 1, 2, ...T
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Figure 4.3 Procédure suivie par l'algorithme d'optimisation/simulation
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où, E[ ] = Espérance des bénéﬁces
Bt() = Fonction objectif
st = Volume d'eau dans les réservoirs (m3)
Pt = Production hydroélectrique
vt = Soutirages (m3/s)
qt = Apports aux réservoirs (m3/s)
L'équation 2.12, reprise ci-dessous, présente la formulation de l'algorithme de PDS sous
la forme de l'équation de Bellman. La variable hydrologique utilisée dans ce projet est le
débit au pas de temps précédent qt−1 :
Ft(st, qt−1) = max
Rt
{
Eqt|qt−1 [Bt(st, qt, vt) + Ft+1(st+1, qt)]
}
(4.24)
La procédure d'optimisation va produire un ensemble de règles de gestion pour chaque
semaine qui dicte à l'opérateur la quantité d'eau à soutirer dans les diﬀérents réservoirs en
fonction du niveau de ces derniers et des apports aux réservoirs. Ces règles sont ensuite uti-
lisées dans un modèle de simulation qui produit un ensemble de données sur les opérations
en suivant les règles. Ces données incluent les niveaux, les soutirages, les déversements
et la production hydroélectrique pour toutes les semaines sur la période simulée. Pour
ce projet, ce sont les observations historiques qui servent pour la simulation du système
hydrique, alors que les observations ainsi que les apports synthétiques simulés avec les
diﬀérents modèles stochastiques présentés à la section 4.1.1 sont employés pour produire
les règles de gestion optimales.
4.2.2 Probabilités de transition
Les probabilités de transition entre les classes de débits d'une semaine à l'autre sont
des probabilités conditionnelles qui reﬂètent l'aléa hydrologique. L'algorithme de PDS
requiert ces probabilités aﬁn de pondérer les diﬀérents scénarios d'apports possibles au
système. Ensuite, il calcule une solution optimale dans une perspective de gestion durable
à long terme. L'équation 2.10, reprise ci-dessous, montre la déﬁnition mathématique des
probabilités utilisées dans l'algorithme.
Pij = P (qt|qt−1) (4.25)
Dans le présent mémoire, lorsqu'il est question des probabilités de transition pour une
semaine donnée, cela fait référence aux probabilités entre ladite semaine et la semaine
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précédente. De plus, les probabilités de transition de la semaine 1 correspondent aux pro-
babilités de changer de classe de débits entre la semaine 52, dernière semaine de décembre,
et la première semaine de janvier.
Les débits sont premièrement discrétisés en neuf classes avec la méthode des percentiles.
Le choix du nombre de classes correspond à un compromis entre un nombre moins élevé
de classes qui diminue l'information sur la distribution des débits et un nombre élevé de
classes qui augmente le temps de calcul. Ensuite, les probabilités Pij sont obtenues par un
comptage de tous les passages de la classe i à la classe j pour chaque semaine consécutive
au cours de la série chronologique.
C'est pour la réalisation de cette étape que la modélisation stochastique trouve son utilité,
car les modèles permettent de générer des séries plus longues et ainsi de fournir des scé-
narios de transition entre deux classes d'apports pour des semaines consécutives qui n'ont
pas été observés historiquement, entre autres lors d'événements extrêmes. Il est possible de
visualiser les probabilités de transition entre deux semaines sous la forme d'une matrice,
qui est l'équivalent d'eﬀectuer un histogramme bivarié entre deux semaines.
L'utilisation des modèles autorégressifs permet de remplir cette matrice qui, autrement
en utilisant les données historiques, présenterait des valeurs nulles dans le cas ou un scé-
nario ne s'est jamais produit par le passé. Ces valeurs nulles créent des trous (Pij = 0)
dans la matrice et aﬀectent directement l'algorithme dans sa recherche de prise de décision,
car ce dernier calcule l'espérance des bénéﬁces en fonction des probabilités présentes dans
la matrice. Ainsi, une valeur nulle entraine l'exclusion de bénéﬁces des scénarios représen-
tés par une probabilité nulle en raison d'un nombre restreint d'observations historiques.
L'autre avantage de l'utilisation de modèles autorégressifs pour construire des apports aux
réservoirs est de mieux déﬁnir les valeurs des probabilités de transition par rapport aux
valeurs obtenues avec les données historiques lorsque ces dernières sont peu nombreuses.
La ﬁgure 4.4 présente un exemple de matrices de probabilité de transition produites à par-
tir d'apports observés (à gauche sur la ﬁgure) et simulés à l'aide d'un modèle stochastique
(à droite sur la ﬁgure). Pour chaque modèle autorégressif, un ensemble de probabilités est
calculé et est ensuite utilisé dans le modèle d'optimisation.
4.3 Critère de performance
Les diﬀérents modèles autorégressifs vont produire des séries synthétiques diﬀérentes, ce
qui se traduit par des ensembles de probabilités diﬀérents qui vont produire des résultats
d'optimisation diﬀérents. Les métriques et critères utilisés pour mesurer la performance de
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Figure 4.4 Comparaison de la matrice de probabilités hebdomadaires prove-
nant des données historiques et des séries générées par un modèle PARMA (2,2)
l'algorithme selon les diﬀérents modèles ayant servi à générer les probabilités de transition
sont :
- Rendement des centrales (kWh/m3)
- Production hydroélectrique annuelle totale (TWh)
- Déversements non productifs annuels (m3)
- Respect du débit minimum à Romaine 1 (nombre de semaines sous le minimum)
Le rendement est déﬁni comme la quantité d'énergie produite pour une quantité d'eau
donnée (équation 4.26). Dans le cas présent, il s'agit de kWh/m3. Il est possible de cal-
culer le rendement pour l'ensemble du système ou individuellement pour chaque centrale.
Cependant, la mesure de rendement individuelle d'une centrale ne prend pas en compte
le comportement du système dans son ensemble, car selon le jeu de probabilités, il est
possible d'observer une gestion des réservoirs diﬀérente. La quantité d'eau comprend la
quantité d'eau servant à la production d'hydroélectricité, ainsi que les déversements non
productifs. Le rendement donne une indication de la performance du système. Ainsi, une
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La production hydroélectrique annuelle totale permet de comparer d'un point de vue
absolu les modèles, tout comme les déversements non productifs renseignent sur la façon
dont l'algorithme gère le système. Par exemple, le modèle d'optimisation peut fournir un
ensemble de règles qui favorise le stockage de l'eau dans les réservoirs de tête dans les
cas de périodes de faibles apports. Il est aussi possible que les règles de gestion favorisent
le réservoir Romaine-2, car sa puissance installée est plus grande, mais en contrepartie
d'accepter des déversements en cas d'apports dépassant la capacité du réservoir. Le dernier
critère est introduit pour vériﬁer si le débit réservé écologique minimum à Romaine-1 est
respecté. Il y a un débit écologique minimum à respecter selon la période de l'année pour
les saumons de l'Atlantique qui fréquentent le tronçon de la rivière entre le ﬂeuve et la
centrale Romaine-1 (voir section 3.2 pour les valeurs).
Pour résumer la méthodologie, dans un premier temps des modèles autorégressifs servent
à produire des séries synthétiques pour le calcul des probabilités de transition hebdoma-
daires. Ensuite, ces probabilités servent d'intrants dans un modèle d'optimisation de la
gestion qui est résolu par un algorithme de programmation dynamique pour produire des
règles de gestion. Ces règles sont ensuite utilisées dans un modèle de simulation du sys-
tème hydrique avec une série d'observations d'apports aﬁn d'analyser la performance du
système en fonction des modèles d'apports employés.
CHAPITRE 5
RÉSULTATS ET DISCUSSION
La présentation des résultats est divisée en deux sections, soit l'analyse des modèles hy-
drologiques stochastiques et l'analyse du modèle de gestion des ressources hydriques.
5.1 Modélisation hydrologique
Cette section présente les résultats de la modélisation hydrologique avec les modèles sto-
chastiques présentés au chapitre 4. Avant de présenter l'analyse des modèles, le régime
hydrologique de la rivière Romaine et les résultats de la transformation des données sont
présentés et discutés.
La ﬁgure 3.4 montre que le régime est largement inﬂuencé par la fonte de la neige à la
ﬁn du printemps amenant une crue importante. De plus, la ﬁgure illustre la dispersion du
débit à chaque semaine de l'année, qui est davantage marquée lors des crues printanières
et automnales, ce qui se répercute sur les corrélations hebdomadaires illustrées à la ﬁgure
5.1. La semaine 1 correspond à la période du 1er au 7 janvier. Cette ﬁgure présente l'auto-
corrélation hebdomadaire des débits, qui est calculée avec l'équation 5.1, avec un décalage
temporel (lag) d'une à trois semaines.
R(k) =
E [(Xi − µ) (Xi+k − µ)]
σ2
(5.1)
où, R(k) = Coeﬃcient d'autocorrélation pour un délai de k semaines
E[] = Espérance mathématique
Xi = Débit à la semaine i
µ = Moyenne de la série de débits X
σ2 = Variance de la série de débits X
Cette statistique caractérise la persistance du régime hydrologique du bassin de la rivière
Romaine. Chaque saison montre un comportement diﬀérent, corrélé au régime hydrolo-
gique qui lui est propre. Les autocorrélations pour les semaines hivernales tendent vers une
valeur de 1 ce qui s'explique par les faibles variations de débits durant les mois hivernaux.
Cependant, les corrélations diminuent lors de la crue du printemps, généralement entre
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les semaines 19 et 24, avec l'augmentation de la variabilité des débits causée par la fonte
de la neige. L'autocorrélation remonte lorsque cette période est passée. L'autocorrélation
diminue avec le décalage temporel, mais demeure élevée durant les saisons où la variabi-
lité à l'échelle saisonnière est faible. Par contre, elle diminue de manière importante au
printemps étant donné que la période de fonte, qui dure typiquement de 2 à 4 semaines,
ﬂuctue d'une année à l'autre. Le même eﬀet est perceptible pour les diﬀérentes valeurs de
décalage temporel. Les débits estivaux sont aussi fortement corrélés, tandis que l'autocor-
rélation diminue à l'automne, ce qui s'explique par une plus grande variabilité des apports
durant cette période en raison de l'augmentation des précipitations liquides.
5.1.1 Résultats de la modélisation stochastique
Cette étude a utilisé la modélisation stochastique dans le but de générer des séries syn-
thétiques allongeant l'échantillon de données pour la phase d'optimisation du projet. Les
résultats de modélisation avec les modèles suivants sont présentés dans le tableau 5.1 :
- PAR (1)
- PAR (2)
- PAR (1) de l'IREQ (log-normal)
- PAR (2) de l'IREQ (log-normal)
- PARMA (1,1)
- PARMA (2,2)
- CSM (Shifting mean)
Les modèles ont été construits avec 53 années complètes d'observations historiques, soit
de 1957 à 2009. Pour chacun des modèles, 100 séries synthétiques de 53 années ont été
générées, tel que recommandé dans le guide d'utilisateur de SAMS pour obtenir une dis-
tribution des statistiques générées [Sveinsson et al., 2007].
Statistiques de base
Les résultats des modèles sont présentés ci-dessous dans le tableau 5.1 et dans les pages
suivantes seulement les ﬁgures reliées aux modèles PAR (1) et PARMA (2,2) sont présen-
tées aﬁn d'alléger le présent rapport. Le choix de retenir le modèle PARMA (2,2) vient
du fait que ce dernier démontre une performance supérieure à reproduire les statistiques
historiquement observées comparativement aux autres modèles. Le modèle PAR (1) est
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aussi montré à titre comparatif, car il présente une performance inférieure à reproduire ces
statistiques. Les ﬁgures servant à l'analyse des autres modèles sont jointes en annexe A.
Les ﬁgures 5.2 et 5.3 présentent la moyenne, l'écart-type, le maximum, le minimum et
la médiane des séries générées respectivement par les modèles PAR(1) et PARMA(2,2).
Les diagrammes en boîtes représentent la distribution des 100 séries générées illustrant les
quantiles 25-75 (boîtes bleues) et 5-95 (lignes noires). Ces ﬁgures servent à vériﬁer que les
séries synthétiques reproduisent les mêmes statistiques annuelles que ce qui a été observé
historiquement (points noirs). Dans les deux ﬁgures, on remarque que les maximums et
minimums, ainsi que l'écart-type sont surestimés. Le modèle PARMA (2,2), malgré sa
tendance à exagérer les extrémums, démontre une meilleure capacité à reproduire l'écart-
type. La médiane des minimums et maximums est légèrement à la hausse par rapport
à l'observation. La surestimation des valeurs extrêmes et de l'écart-type peut en partie
être attribuée à la transformation des débits générés et à la paramétrisation des modèles
stochastiques.
L'utilisation d'une transformation logarithmique aﬁn de normaliser les observations pour
calculer les paramètres des modèles (fait avec le logiciel SAMS) peut entraîner des pro-
blèmes avec les valeurs extrêmes lors de l'opération inverse (dénormalisation) sur les
débits générés dans l'espace transformé. La calibration des paramètres de la transforma-
tion logarithmique pour chaque semaine est réalisée en tentant de reproduire le mieux
possible la distribution des débits observés tout en ne dépassant pas un certain seuil
d'asymétrie au-delà duquel la distribution n'est plus considérée normale. Un compromis
est généralement nécessaire entre les débits faibles et élevés, car la distribution logarith-
mique ne parvient pas à suivre la distribution des débits. Cette diﬀérence au niveau de
la distribution de débits observés et la distribution avec laquelle les débits générés sont
retransformés inﬂuence directement l'écart-type des séries simulées.
La paramétrisation des modèles stochastiques a aussi une inﬂuence sur l'écart-type des
séries générées. Les modèles stochastiques sont caractérisés par l'addition de bruit (ϵν,τ ),
tel que présenté à l'équation 4.2, qui est généré à partir d'une distribution normale de
moyenne nulle. La variance de la distribution normale correspond à la variance des rési-
dus de la régression linéaire lors du calcul des paramètres autorégressifs φν,τ . Les valeurs
d'écart-type dans le tableau 5.1 montrent que les modèles de premier ordre obtiennent des
valeurs supérieures à celles obtenues par les modèles de deuxième ordre. Ceci indique que
les modèles stochastiques avec deux paramètres autorégressifs génèrent une variance de
résidus plus faible et ainsi réduisent la variance du bruit généré qui inﬂuence directement
l'écart-type des séries générées.
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Figure 5.2 Statistiques de base des séries générées par le modèle PAR (1)
Tableau 5.1 Moyenne des statistiques de base des séries générées par les mo-
dèles stochastiques
Statistique Historique PAR (1) PAR (2) PARMA (1,1) PARMA (2,2) CSM PAR (1) IREQ PAR (2) IREQ
Moyenne (m3/s) 288,6 289,7 289,5 289,9 288,8 290,4 292,8 291,3
Écart type (m3/s) 42,9 60,8 43,4 50,7 42,7 67,2 49,9 37,4
Maximum (m3/s) 395,2 469,1 413,3 431,3 406,3 484,4 420,4 383,4
Minimum (m3/s) 198,2 180,9 206,9 194,0 206,7 172,5 192,8 211,0
Médiane (m3/s) 282,7 281,9 285,7 285,2 284,8 281,2 289,9 290,2
Test de Student - 5 1 3 0 10 4 2
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Figure 5.3 Statistiques de base des séries générées par le modèle PARMA (2,2)
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Le tableau 5.1 présente une synthèse des statistiques de base pour tous les modèles qui sont
à l'étude. Un test de Lilliefors a été réalisé sur la série des débits moyens annuels observés et
les résultats du test conﬁrment que la série suit une distribution normale (valeur p=0,5). Ce
test est une adaptation du test de Kolmogorov-Smirnov permettant de tester l'hypothèse
nulle que la série provient d'une distribution normale quand les paramètres sont inconnus
[Lilliefors, 1967]. Le test a été réalisé à l'aide de la fonction Lillietest de l'environnement
Matlab. Ensuite, aﬁn de comparer les résultats des modèles stochastiques par rapport aux
observations, un test de Student a été réalisé avec la fonction ttest2. Cette fonction
recourt au test de Student et elle teste l'hypothèse nulle que deux échantillons proviennent
de distributions normales ayant la même moyenne et la même variance inconnue. Le test
a été appliqué à chacune des 100 séries générées pour chacun des modèles. Les résultats
présentés à la dernière ligne du tableau 5.1 présentent le nombre de séries qui ont échoué
le test, indiquant que la série testée et les observations proviennent de distributions ayant
des moyennes diﬀérentes. Un intervalle de conﬁance de 5 % a été utilisé pour la réalisation
des deux tests statistiques.
Puisque 100 séries ont été testées pour chaque modèle, les résultats peuvent être inter-
prétés en pourcentage. Les résultats du test indiquent que le modèle PARMA (2,2) oﬀre
la meilleure performance à reproduire des séries ayant la même distribution que les ob-
servations avec aucune série ayant échoué le test de Student. Le modèle PAR (2) montre
la seconde meilleure performance avec 1 % des séries ayant échoué le test de Student. Le
modèle PARMA(1,1) obtient un résultat de 3 %, ce qui correspond à une performance
moyenne par rapport aux autres modèles. Le modèle PAR (1) a un résultat de 5 %.
Les modèles PAR (1) et PAR(2) de l'IREQ ont obtenu des résultats de 4 et 2 % respec-
tivement. Cependant, il est à noter qu'ils sont les deux modèles qui surestiment le plus la
moyenne par rapport aux observations. C'est inattendu, puisque les débits sont standar-
disés (centrées réduites), c'est-à-dire que les données sont transformées en soustrayant la
moyenne et en divisant par l'écart-type pour obtenir une série de moyenne nulle et d'écart-
type d'une valeur de un. De ce fait, les statistiques des moyennes et d'écart-type des séries
générées et des observations devraient être similaires, car la moyenne et l'écart-type sont
ajoutés après la génération des débits comme dernière étape. Une analyse détaillée des
résultats des modèles log-normaux est présentée à la sous-section suivante (Analyse des
résultats des modèles log-normaux ).
Les résultats du test de Student sur les séries générées par le modèle CSM indiquent que 10
séries proviennent d'une distribution diﬀérente des observations. La structure du modèle
CSM vise justement à reproduire des variations autour de la moyenne. Cette particularité
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associée à ce modèle explique le nombre plus élevé des séries ayant échoué le test de Student
par rapport aux autres modèles stochastiques.
La ﬁgure 5.4 illustre l'autocorrélation des débits hebdomadaires des 100 séries synthé-
tiques. Les boîtes à chaque semaine indiquent la distribution du coeﬃcient de corrélation
et le point rouge indique la valeur historique. La ﬁgure indique que le modèle PARMA (2,2)
montre une bonne performance pour un délai d'une semaine, mais ne semble pas capable
de capter une persistance au-delà de deux semaines comme l'indique la faible performance
pour un délai de trois semaines. Ceci peut s'expliquer par le fonctionnement du modèle qui
utilise les débits des deux semaines précédentes pour calculer les débits. La performance
du modèle est particulièrement faible durant la saison hivernale où l'autocorrélation est
élevée et la persistance du système probablement supérieure à deux semaines. Le modèle
tend à surestimer l'autocorrélation.
Le modèle de premier ordre PAR (1) présente la même logique au-delà d'une semaine tel
qu'illustré à la ﬁgure 5.5 dans laquelle il est possible d'observer un décalage marqué entre
les valeurs historiques et les résultats du modèle PAR (1).
La ﬁgure 5.6 illustre la récurrence des débits annuels observés en comparaison avec les
résultats du modèle PARMA (2,2). Le graphique comporte la fréquence cumulative en
abscisse et le débit en m3/s en ordonnée. La courbe rouge représente les débits historiques
et la courbe noire représente la médiane des séries synthétiques. L'intervalle de conﬁance
à 95% est illustré par les courbes pointillées bleues et les extrémums en noir. Le modèle
tend à reproduire la même distribution que les débits historiques. En eﬀet, la médiane du
modèle coïncide avec les observations, ce qui n'est pas le cas pour le modèle PAR (1) tel
que présenté à la ﬁgure 5.7. Sur cette ﬁgure, la médiane intercepte la valeur historique à la
fréquence cumulée de 0,5, mais diverge en s'éloignant de celle-ci. Le modèle a tendance à
sous-estimer le débit pour les faibles valeurs et à le surestimer pour les valeurs élevées. Cette
tendance peut s'observer dans la ﬁgure 5.2 par le biais observé entre les valeurs minimales
et maximales produites par le modèle PAR (1) et les valeurs historiques, ainsi qu'au
tableau 5.1, qui indique des valeurs de minimums inférieures et des valeurs de maximums
supérieures aux observations.
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Figure 5.6 Récurrence des débits des séries générées par le modèle
PARMA (2,2)
Figure 5.7 Récurrence des débits des séries générées par le modèle PAR (1)
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Analyse des résultats des modèles log-normaux
La ﬁgure 5.8 présente l'écart-type des observations historiques qui sont utilisées pour ca-
librer les modèles stochastiques. On observe que l'écart-type varie en suivant un patron
saisonnier. Une augmentation est notable durant les périodes de crue printanière et au-
tomnale, tandis que la période hivernale démontre une période de plus faible variation en
raison du climat froid et de la période de gel.
Figure 5.8 Écart-type hebdomadaire (m3/s) des observations historiques utili-
sées pour la modélisation stochastique
Il est important de rappeler que les observations ne suivent pas nécessairement une distri-
bution normale et que la distribution hebdomadaire suit potentiellement une distribution
diﬀérente (normale, non normale) d'une semaine à l'autre. Les modèles log-normaux uti-
lisent les débits sans réaliser de transformation pour les normaliser, mais ils sont standar-
disés (centrés-réduits) avec d'eﬀectuer la paramétrisation. Cependant, une standardisation














(xν,τ − µˆτ )2
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(5.3)
où, µˆτ = Estimation de la moyenne durant la semaine τ
n = Nombre d'observations durant la semaine τ
xν,τ = Observation durant la semaine τ pour l'année ν
σˆτ = Estimation de l'écart-type durant la semaine τ
L'application de cette procédure sur des données non normales entraînera possiblement des
conséquences sur la modélisation et sur les probabilités de transition, qui se répercuteront
dans les résultats de l'algorithme d'optimisation.
Un exemple pour montrer l'impact d'une grande variation de l'écart type d'une semaine à
l'autre est présenté ci-dessous en utilisant les semaines 10 et 11. Les valeurs d'écart-type
pour ces semaines sont respectivement 23,16 m3/s et 44,90 m3/s en utilisant l'équation 5.3,
voir la ﬁgure 5.8. Sur l'ensemble des valeurs annuelles, ces valeurs d'écart-type sont relati-
vement faibles, mais il s'agit d'une importante variation entre deux semaines consécutives,
soit une augmentation relative de 93 %. Cette variation brusque peut avoir été induite
par un redoux hivernal typique du climat nordique québécois. Cela génère des séries qui
sortent de la moyenne, tel qu'observé dans les ﬁgures 5.9 et 5.10. Ces séries peuvent être
le résultat d'années particulièrement chaudes, ou d'un épisode de pluie occasionnant une
fonte signiﬁcative du manteau neigeux générant un apport important pour cette période
de l'année. La valeur maximale relativement élevée d'écart-type à la semaine 11 provient
de l'année 1958, durant laquelle sont survenus des débits hivernaux particulièrement élevés
par rapport à la moyenne. Le débit de la semaine 11 est au-dessus de la moyenne par 5,5
écarts-types (voir ﬁgure 5.12 débits centrés réduits de la semaine 11). Cette importante
déviation par rapport à la moyenne aura des impacts sur la paramétrisation du modèle,
comme il sera vu plus loin (ﬁgure 5.12).
En considérant la méthodologie pour générer les séries synthétiques, cette diﬀérence d'écart-
type aura un impact important sur les valeurs modélisées à la semaine 11 et les semaines
suivantes (en raison du caractère autorégressif). Les ﬁgures 5.10 et 5.11 illustrent les traces
des séries pour les semaines 4 à 16. La ﬁgure 5.10 contient les 53 années utilisées pour la
modélisation stochastique et la ﬁgure 5.11 contient les 5300 traces générées par le modèle.
L'eﬀet de la grande variation de l'écart-type sur les données générées par le modèle est
perceptible visuellement. Bien que les observations indiquent une forte augmentation des
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Figure 5.9 Débits observés durant l'année 1958 en comparaison avec la
moyenne historique de 1957 à 2009
débits de la semaine 10 à la semaine 11 sur une seule année, soit 1958, la modélisation des
apports produit une augmentation notable sur de nombreuses traces simulées, exagérant
du coup l'importance de l'observation statistiquement aberrante dans le modèle stochas-
tique des apports. En d'autres termes, une grande variation est observable sur l'étendue
des débits entre les deux semaines. Cet eﬀet est exacerbé par le mécanisme de généra-
tion du bruit suivant une distribution log-normale, telle qu'employée dans les modèles de
l'IREQ, qui ajoute de l'amplitude aux résultats de la modélisation.
Il est à remarquer que certains débits générés par le modèle PAR (1) log-normal de l'IREQ,
notamment durant la semaine 11, atteignent une valeur minimale nulle. Ceci est le résultat
d'une contrainte imposée par le programme de génération pour éliminer les débits générés
négatifs. Lorsqu'une valeur générée se traduit en débit négatif, la procédure régénère une
nouvelle valeur en boucle jusqu'à l'obtention d'une valeur positive ou nulle. Cette procé-
dure de rééchantillonnage permet d'éviter la génération de valeurs négatives, mais a un
impact sur la distribution des valeurs générées en modiﬁant la moyenne et l'écart-type
simulé. Ce rééchantillonage explique en partie l'écart entre la moyenne des observations
historiques et la moyenne des séries générées avec les modèles log-normaux PAR (1) et
PAR (2) de l'IREQ. L'impact de la procédure est visible dans la ﬁgure 5.11 avec l'histo-
gramme des débits centrés réduits du modèle. Sur cet histogramme, les valeurs des débits
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Figure 5.10 Ensemble des observations historiques pour les semaines 4 à 16
Figure 5.11 Ensemble des traces générées par le modèle PAR (1) de l'IREQ
pour les semaines 4 à 16
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ne dépassent pas la valeur -1.8398, car cette valeur correspond à la valeur centrée-réduite
qui génère une valeur de débit nulle.
La ﬁgure 5.12a) présente les résultats de la paramétrisation du modèle PAR (1) log-normal
à la semaine 11. Le diagramme en dispersion présente les observations des débits centrés
réduits des semaines 10 et 11, respectivement en abscisse et en ordonnée. La pente de la
ligne rouge représente le résultat de l'estimation du paramètre phi φ (voir équation 4.6)
pour la semaine 11 avec une une valeur de 0,7891. Le débit de l'année 1958 a un impact sur
le calcul de φ, car il est éloigné de la droite. Il inﬂuence ainsi la valeur de φ pour réduire
la distance le séparant de celle-ci au détriment des autres points.
Les résidus de la régression sont présentés sous deux formes. La ﬁgure 5.12 b) présente
l'ensemble des valeurs résiduelles pour toutes les années d'observations. Il permet de vériﬁer
l'indépendance temporelle des résidus. En eﬀet, ces derniers oscillent autour de l'axe nul
sur toute la période d'observation.
La ﬁgure 5.12 c) présente l'histogramme de ces valeurs. Graphiquement, il est diﬃcile de
conclure sur la distribution des résidus. Aﬁn de vériﬁer si la distribution des résidus suit
une loi log-normale, un test de Lilliefors a été appliqué. Dans le cas d'une distribution
log-normale, il est possible d'utiliser ce test sur le logarithme des résidus en utilisant le
paramètre de localisation de la loi log-normale mˆτ (équation 4.16) pour déplacer vers la
droite (positif) les résidus aﬁn de pouvoir calculer le logarithme. Le résultat du test a
permis de rejeter l'hypothèse que les résidus suivent une distribution log-normale avec une
valeur p < 0,001. L'utilisation d'un modèle stochastique qui suppose que les résidus suivent
une distribution log-normale, comme c'est le cas avec les modèles PAR(1) et PAR(2) log-
normaux utilisés ici, pourrait s'avérer problématique.
Une analyse similaire a été eﬀectuée pour le modèle PAR (2) lognormal et elle est présentée
à la ﬁgure 5.13. Puisque le modèle PAR (2) utilise les débits des deux semaines précédentes,
un second axe (en rouge à droite) a été ajouté à la ﬁgure pour présenter qt−2 et φ(2).
Les modèles PAR log-normaux supposent que les résidus suivent une distribution log-
normale, mais il est possible que ce ne soit pas le cas pour toutes les semaines de l'année
comme pour la semaine 11. Le test a été appliqué à l'ensemble des semaines pour les
modèles PAR (1) et PAR (2) log-normaux et les résultats sont présentés dans la ﬁgure
5.14. Selon les résultats du test, les résidus ne suivent pas une distribution log-normale
(à un seuil de 5 %) durant 35 et 38 semaines pour les modèles PAR (1) et PAR (2) log-
normaux respectivement. Les modèles PAR(1) et PAR(2) de l'IREQ ne devraient pas être
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Figure 5.12 Résultats de la paramétrisation du modèle PAR (1) log-normal
à la semaine 11 (a) : Diagramme en dispersion des débits centrés réduits des
semaines 10 et 11 pour le calcul du paramètre φ par une régression linéaire
indiquée par la ligne pointillée en rouge ; b) : Résidus de la régression selon les
années ; c) : Histogramme des résidus de la régression)
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Figure 5.13 Résultats de la paramétrisation du modèle PAR (2) log-normal
à la semaine 11 (a) : Diagramme en dispersion des débits centrés réduits des
semaines 10 et 11 pour le calcul du paramètre φ(1) et φ(2) par une régression
linéaire multiple indiquée par les lignes pointillées ; b) : Résidus de la régression
selon les années ; c) : Histogramme des résidus de la régression)
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employés étant donné que la majorité des semaines ne respectent pas l'exigence d'une
distribution log-normale des résidus.
Figure 5.14 Résultats du test de Lilliefors sur le logarithme des résidus des mo-
dèles a) PAR (1) et b) PAR (2) log-normaux (une valeur de 0 valide l'hypothèse
nulle que les résidus suivent une distribution log-normale)
La ﬁgure 5.15 présente une série d'histogrammes qui permettent de visualiser les obser-
vations historiques et le comportement du modèle PAR (1) log-normal aux semaines 10
et 11. Le débit extrême observé à la semaine 11 de l'année 1958 (ﬁgure 5.9) est visible
sur l'histogramme des observations de la semaine 11 (il s'agit de la valeur maximale à 5,5
sur l'axe des abscisses de l'histogramme). L'inﬂuence de ce fort débit est aussi visible sur
l'histogramme des résidus, où elle correspond aussi à la valeur maximale. Il s'agit aussi du
point le plus élevé sur le diagramme en dispersion de la ﬁgure 5.12. C'est le point le plus
distant de la régression, créant ainsi la valeur maximale des résidus.
Les ﬁgures 5.15e) et 5.15f) présentent les résultats de la modélisation aux semaines 10 et
11. Tel qu'expliqué précédemment, la semaine 11 a une limite minimum imposée par le
programme pour éviter la génération de valeurs de débits négatifs, ce qui explique l'absence
de valeurs inférieures à -1,8398.
La distribution des débits générés est diﬀérente des observations. Le test de Lilliefors in-
dique que les résidus ne suivent pas une loi log-normale et le modèle tente de paramétrer
une distribution log-normale (équation 4.16 à 4.19) avec les résidus qui suivent une distri-
bution diﬀérente. Ceci engendre une faible performance du modèle à générer des valeurs de
débits suivant la même distribution que les observations historiques. La ﬁgure 5.15 indique
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Figure 5.15 Comparaison des semaines 10 et 11 entre les observations histo-
riques et le modèle PAR (1) log-normal (a) : Histogramme des débits centrés
réduits de la semaine 10 ; b) : Histogramme des débits centrés réduits de la se-
maine 11 ; c) : Histogramme des résidus de la régression de la semaine 10 ; d)
Histogramme des résidus de la régression des résidus de la semaine 11 ; e) : His-
togramme des débits centrés réduits générés à la semaine 10 ; f) : Histogramme
des débits centrés réduits générés à la semaine 11)
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que les débits générés suivent une distribution normale, alors que ce n'est pas le cas pour
les débits observés. La courbe rouge représente une distribution normale N (0, 1). Seule-
ment les résultats du modèle de premier ordre (i = 1) sont présentés, mais des résultats
résultats similaires sont observés pour le modèle log-normal de deuxième ordre (i = 2).
5.1.2 Statistiques reliées à l'emmagasinement
Les statistiques reliées à l'emmagasinement servent à faire ressortir les variations inter-
annuelles du système hydrique. Ces statistiques sont particulièrement importantes dans
la modélisation de séries synthétiques pour l'étude de la gestion des réservoirs [Sveinsson
et al., 2007].
Les ﬁgures 5.16 et 5.17 présentent les valeurs de statistiques annuelles d'emmagasinement
des séries générées respectivement par les modèles PAR (1) et PARMA (2) en valeur rela-
tive aux observations, c'est-à-dire qu'une valeur de 1 représente une reproduction parfaite
de la statistique historique. Les diagrammes en boîte représentent la variation des résultats
des 100 séries générées par les modèles. Le losange noir représente la moyenne, la ligne
rouge la médiane et la boîte les quantiles 25 et 75. Les quantiles 5 et 95 sont illustrés par
les moustaches et les valeurs extrêmes sont représentées par les points rouges.
Le déﬁcit se déﬁnit par une période de plusieurs années consécutives durant laquelle le
débit est sous la moyenne historique calculée sur l'ensemble de la période d'étude. Un
surplus, à l'inverse, se déﬁnit par une période durant laquelle le débit se situe au-dessus
de la moyenne. Ces deux statistiques sont caractérisées par leur durée et leur intensité
représentées par les quatre premières boîtes dans la ﬁgure.
L'étendue ajustée (Rescaled Adjusted Range) (R∗∗) est une mesure statistique de la va-
riabilité d'une série et se calcule avec les équations 5.4 à 5.6 ci-dessous. Elle est obtenue
en calculant l'étendue (R∗) d'une série divisée par l'écart-type (sn). C'est une mesure qui
donne de l'information sur la variabilité d'une série temporelle en fonction de la période
étudiée.
Si = Si−1 + (yi − yn) (5.4)
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Figure 5.16 Statistiques d'emmagasinement des séries générées par le modèle
PAR (1)
Figure 5.17 Statistiques d'emmagasinement des séries générées par le modèle
PARMA (2,2)
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Où, Si = Somme partielle
yi = Débits observés durant la période i
yn = Moyenne des observations yi
R∗ = Étendue (Rescaled Range)
R∗∗ = Étendue ajustée (Rescaled Adjusted Range)
sn = Écart-type des débits observés yi
Le coeﬃcient de Hurst, aussi connu sous le nom d'exposant de Hurst, est une mesure de la
mémoire à long terme d'une série temporelle qui fait appel à l'autocorrélation de la série
et au taux de variation de cette dernière en fonction de l'augmentation du délai (lag).
Le coeﬃcient de Hurst quantiﬁe la tendance d'une série à revenir à la moyenne ou d'en
rester éloignée, ce qui donne de l'information sur la dépendance à long terme de la série.




, n > 2 (5.7)
Où, K = Coeﬃcient de Hurst
n = Nombre de débits observés
La capacité d'emmagasinement (Storage Capacity) se calcule avec la méthode des sommets
consécutifs (Sequent Peak Algorithm) [Loucks, 2000] qui permet de déterminer le volume
d'emmagasinement (Sc) d'un réservoir nécessaire pour alimenter une demande (d) durant
une période de faibles apports (yi). La méthode parcourt la série de données à la recherche







i−1 + d− yi si positif
0 autrement
Sc = max{Si} (5.8)
Où, S
′
i = Capacité d'emmagasinement à la période i
Sc = Capacité d'emmagasinement (Storage Capacity)
d = Demande (yn dans le cas présent)
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L'analyse de ces métriques entre les apports historiques et les séries générées par les mo-
dèles autorégressifs permet de comparer leur comportement à long terme qui est important
pour la gestion d'un réservoir. En eﬀet, plusieurs années sèches auront un impact impor-
tant sur la capacité du système à générer de l'énergie et les soutirages doivent tenir compte
de cette réalité.
Les deux modèles démontrent un comportement similaire par rapport aux observations. Ils
sous-estiment la durée maximale du déﬁcit, ainsi que son amplitude. La durée maximale
des surplus est aussi sous-estimée, mais son amplitude est surestimée. Il est important de
comprendre que ces statistiques sont obtenues à partir de l'analyse de la ﬂuctuation de
la série autour de la moyenne. Ainsi, le fait d'observer une sous-estimation de la durée
maximale des surplus, mais une surestimation de son amplitude suppose que le modèle
reste au-dessus de la moyenne pour une période moins longue que les observations, mais
est plus distant de la moyenne.
Les modèles autorégressifs utilisent une valeur de moyenne sur l'ensemble de la période
d'observation pour eﬀectuer la calibration, ainsi que pour la génération des séries simulées.
Les modèles émettent l'hypothèse que la valeur historique est aussi stable et qu'il n'y a pas
eu de changement de moyenne. Or, l'analyse des débits annuels historiques de la rivière
Romaine par une approche bayésienne pour détecter un changement de moyenne [Lee et
Heghinian, 1977] indique une probabilité de 0,43 qu'il y ait eu un changement de moyenne
en 1985 tel que présenté dans la ﬁgure 5.18. La ﬁgure présente les débits historiques
annuels observés pour les années 1957 à 2009, ainsi que la probabilité qu'un changement
de moyenne soit survenu pour chacune des années de la série. De plus, les moyennes avant
et après 1985 sont indiquées dans la ﬁgure et sont respectivement 309 et 268 m3/s, tandis
que la moyenne de la période entière est de 289 m3/s.
La présence d'un changement de moyenne a un impact direct sur la durée et l'amplitude
des périodes de déﬁcit et de surplus, puisqu'ils sont calculés par rapport à la moyenne sur
l'ensemble des observations historiques. Les ﬁgures 5.19 et 5.20 présentent une comparaison
entre la durée des périodes de déﬁcit (par rapport à la moyenne de 289 m3/s sur l'ensemble
des observations) pour les débits observés et ceux simulés avec les modèles PAR (1) et
PARMA (2,2) respectivement. La durée de l'ensemble des périodes de déﬁcit est présentée
sous la forme d'un histogramme pour les valeurs historiques. Les courbes illustrent la
distribution des résultats obtenus par le modèle pour les 100 séries générées. Les courbes
ont été obtenues en calculant l'histogramme de la durée des périodes de déﬁcits pour
chacune des séries générées pour ensuite extraire la moyenne et les valeurs extrêmes. La
période historique de déﬁcit la plus longue a une durée de neuf années. Seuls les cas
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Figure 5.18 Probabilité conditionnelle d'un changement de moyenne sur les
observations historiques de 1957 à 2009
extrêmes simulés par les modèles sont capables de reproduire cette durée, tel qu'indiqué
sur les ﬁgures par les courbes vertes.
Ces résultats indiquent que les modèles ne démontrent pas le même comportement à
long terme que les observations, mais cela peut être attribué au fait que les observations
ont potentiellement été sujettes à un changement de moyenne en 1985. Ceci impacte la
ﬂuctuation de la série autour de la moyenne, ce qui se visualise sur les histogrammes sur
la durée des déﬁcits avec une distribution contenant des valeurs extrêmes. Il n'est pas
possible de dire avec plus de certitude que le test bayésien réalisé si un changement de
moyenne a eu lieu, de même qu'il n'est pas possible d'en expliquer la cause. Cela peut être
dû à un changement physique sur le bassin versant ou à une altération de l'équipement de
mesure, mais rien n'indique qu'un tel changement a eu lieu.
Une modiﬁcation du régime hydrologique de la région peut aussi expliquer ce type de com-
portement. En eﬀet, il n'est pas exclu qu'il puisse s'agir d'un cycle naturel. L'Oscillation
Nord Atlantique (NAO) et l'Oscillation Arctique (AO) sont deux indices qui décrivent
les variations du régime océan-atmosphère et ils sont corrélés à la variabilité du climat
dans l'hémisphère Nord [Wanner et al., 2001]. L'AO, plus spéciﬁquement, est basé sur les
anomalies barométriques au niveau de la mer au Nord. Haguma (2017) a étudié la rela-
tion entre l'AO et les débits historiques de la rivière Romaine. Il a utilisé des méthodes
d'apprentissage automatique aﬁn de modéliser des séries d'apports non stationnaires et
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Figure 5.19 Histogramme de la durée des déﬁcits des séries générées par le
modèle PAR (1) et les observations historiques
Figure 5.20 Histogramme de la durée des déﬁcits des séries générées par le
modèle PARMA (2,2) et les observations historiques
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des indicateurs climatiques pour la prévision saisonnière d'apports. Les résultats de son
étude montrent qu'il est possible de réaliser une prévision saisonnière des apports jusqu'à
deux saisons à l'avance.
5.1.3 Probabilités de transition hebdomadaires
Avant de procéder à la phase d'optimisation, il est nécessaire de calculer les probabilités de
transition hebdomadaires pour les fournir à l'algorithme PDS. La probabilité de transition
hebdomadaire est la probabilité qu'un apport situé dans une classe i en une semaine
donnée se retrouve dans une classe j la semaine suivante. L'algorithme PDS (équation 2.12)
utilise les probabilités de transition aﬁn d'eﬀectuer la recherche d'une solution optimale
en pondérant chaque scénario par leur probabilité d'occurrence. Les débits hebdomadaires
sont premièrement discrétisés en neuf classes en utilisant la méthode des quantiles. Une fois
les classes déterminées, les probabilités de transition hebdomadaires sont calculées avec un
histogramme bivarié utilisant deux semaines consécutives pour obtenir la probabilité de
transiter entre deux classes au cours d'une semaine. La ﬁgure 5.21 illustre un diagramme
en dispersion des apports pour les semaines 1 (1-7 janvier) et 2 (8-14 janvier) et présente en
marge l'histogramme de chaque semaine. La ligne continue correspond à une distribution
normale. Lorsqu'il est question des probabilités de transition à la semaine i, il s'agit de la
transition avec la semaine précédente.
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Figure 5.21 Diagramme en dispersion des débits observés à la centrale
Romaine-1 des semaines 1 et 2 montrant les histogrammes des débits pour
chaque semaine
La variation de l'étendue des débits entre les deux semaines consécutives est probléma-
tique pour la génération des probabilités de transition hebdomadaires qui sont nécessaires
pour la programmation dynamique stochastique. Puisque la discrétisation des débits s'ef-
fectue en calculant les quantiles hebdomadaires, la distribution des probabilités s'en trouve
directement aﬀectée.
Cette étude a utilisé les modèles stochastiques présentés à la section 4.1.1 pour générer
plusieurs séries synthétiques aﬁn de calculer ces probabilités et de comparer les ensembles
de règles de gestion découlant de l'optimisation. Il est donc important de comprendre de
quelle façon les diﬀérences entre les modèles se traduisent en termes de probabilités de
transition. Cependant, il est diﬃcile de comparer ces probabilités directement considérant
leur nombre (il y a 8 x 52 matrices de probabilités, soit pour chaque semaine et chaque
modèle en plus des observations historiques) et surtout parce que c'est l'ensemble des
probabilités qui inﬂuencent la gestion du réservoir dans l'algorithme et non seulement une
valeur ponctuelle en une semaine donnée.
Aﬁn de visualiser les diﬀérences entre les ensembles de probabilités, une approche par
somme des carrés des diﬀérences a été réalisée. Les valeurs sont obtenues en calculant la
somme des diﬀérences des probabilités de transition mises au carré pour chaque semaine,
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toutes classes confondues. La ﬁgure 5.22 présente trois graphiques. La ﬁgure 5.22a) contient
une comparaison des probabilités obtenues avec les séries générées par les modèles et celles
observées historiquement. La ﬁgure 5.22b) présente une comparaison par rapport aux
probabilités obtenues avec le modèle PARMA (2,2). La 5.22c) présente la comparaison
des probabilités du modèle PARMA (2,2) seulement pour les modèles PAR (1), PAR (2),
PARMA (1,1) et CSM.
En comparant avec les probabilités historiques, les séries tirées des modèles PAR log-
normaux ressortent et se comportent diﬀéremment des autres, particulièrement lors de la
période hivernale (semaines 52 et 1 à 10). Il n'est pas possible de distinguer les autres
séries, car elles démontrent un comportement très similaire.
La ﬁgure 5.22b) présente la comparaison des probabilités par rapport à celles obtenues par
le modèle PARMA (2,2). Les probabilités historiques présentent des valeurs nettement plus
élevées que les autres modèles, ce qui est attendu du fait que les matrices de probabilités
de transition historiques comportent plusieurs valeurs nulles, car elles sont construites
à partir de 53 années d'observation en comparaison avec les 53 x 100 années modélisées
ayant servi à générer les autres ensembles de probabilités. La somme des diﬀérences semble
stable tout au long de l'année, sans patron saisonnier observable.
À nouveau, les probabilités obtenues avec les modèles log-normaux se démarquent et pré-
sentent des valeurs supérieures en comparaison avec les autres modèles. Leur comporte-
ment diﬀérent a été abordé précédemment et il est possible de constater l'eﬀet sur les
probabilités. La ﬁgure 5.23 est une représentation graphique en diagramme à barre à trois
dimensions des matrices de probabilités aux semaines 10 et 11. Les débits générés par les
modèles log-normaux n'ont pas la même distribution que les observations et cela a des
répercussions sur les probabilités. Les probabilités de transition entre les semaines 10 et
11 sont beaucoup plus étalées dans la matrice et ont de plus faibles valeurs que les proba-
bilités historiques qui sont concentrées sur la diagonale, suggérant que les débits observés
démontrent une faible tendance à changer de classe entre la semaine 10 et la semaine 11
par rapport aux débits simulés par les modèles log-normaux. L'écart de comportement des
modèles log-normaux est visible dans la ﬁgure 5.22(b) (courbes magenta et jaune), où la
somme des diﬀérences des modèles log-normaux augmente brusquement à la semaine 10
pour redescendre à la semaine 11 durant laquelle les probabilités sont très similaires pour
les modèles, voir la ﬁgure 5.23.
Ces analyses permettent de constater qu'il y a des diﬀérences entre les probabilités de
transition hebdomadaires générées en utilisant les diﬀérents modèles, mais il n'est pas
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possible de comprendre l'eﬀet de celles-ci sur la gestion du réservoir avant de les tester
avec l'algorithme d'optimisation.
5.2 Modèle de gestion des ressources hydriques
Cette section présente les résultats de la phase d'optimisation. Les modèles autorégres-
sifs ont servi à produire des ensembles de probabilités de transition qui ont ensuite été
utilisés dans la procédure d'optimisation avec l'algorithme de programmation dynamique
stochastique. L'algorithme utilise les probabilités aﬁn de produire des règles de gestion
optimales qui maximisent la production hydroélectrique tout en respectant les contraintes
imposées. Certaines hypothèses ont été posées pour ce projet, notamment que les apports
aux réservoirs sont parfaitement corrélés. Ces apports ont été discrétisés en neuf classes
de débits pour calculer les probabilités de transition hebdomadaires. Puisque la corréla-
tion entre les apports aux réservoirs est considérée parfaite, les mêmes probabilités soient
utilisées pour chaque réservoir. La performance des diﬀérents ensembles de probabilités,
donc des diﬀérents modèles stochastiques de simulation des apports, a été mesurée selon
les métriques suivantes :
- Rendement des centrales (kWh/m3)
- Production hydroélectrique annuelle totale (TWh)
- Déversements non productifs annuels (m3)
- Respect du débit minimum à Romaine-1
5.2.1 Rendement
Le rendement des centrales du système indique la performance des ouvrages à générer de
l'électricité en fonction de la quantité d'eau qui passe dans le système. La ﬁgure 5.24 et le
tableau 5.2 indiquent les rendements des quatre centrales du système de la Romaine. Les
sept modèles autorégressifs et les observations historiques qui ont mené au calcul des pro-
babilités de transition et la production des règles de gestion correspondantes sont présentés
pour chacune des quatre centrales composant le système. Les rendements ont été calculés
en simulant le système hydrique selon les diﬀérents ensembles de règles de gestion obtenus
du modèle d'optimisation, et en considérant les apports observés (53 années d'apports).
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La mesure du rendement doit être analysée conjointement avec la production électrique
totale et les autres métriques présentées précédemment. En eﬀet, le rendement seul ne
permet pas de conclure en l'optimalité de la gestion du système.
Dans l'ensemble, les rendements observés sont semblables et il n'y a pas de diﬀérences
marquées entre les diﬀérents modèles. La plus grande diﬀérence s'observe à Romaine-4
pour le modèle PAR (2) log-normal qui produit un rendement légèrement supérieur aux
autres modèles.
De plus, il est possible de remarquer que l'amplitude de la variation des rendements au
cours des 53 années de gestion simulées sur les apports historiques est plus grande pour
les probabilités obtenues à partir des observations historiques. Parce qu'elles couvrent un
plus large éventail de scénarios de transition de débits hebdomadaires, il est possible que
les règles de gestion obtenues avec les modèles hydrologiques permettent une meilleure
réaction du système en cas de transition brusque.
Les rendements obtenus avec les observations historiques ont été testés aﬁn de vériﬁer s'ils
proviennent d'une distribution normale avec un test de Lilliefors (lillietest). Les résultats
du test indiquent que seulement les rendements de la centrale Romaine-4 proviennent
d'une distribution normale (valeur p = 0,5).
Pour vériﬁer si les rendements appartiennent à une même distribution (qu'ils sont statis-
tiquement similaires entre-eux), un test de Anderson-Darling [Scholz et Stephens, 1987] a
été appliqué. Le test a été eﬀectué dans l'environnement Matlab avec la fonction écrite par
Trujillo-Ortiz et al. (2007) disponible au site de Mathworks. Il s'agit d'une procédure non
paramétrique, donc qui ne requiert pas de supposer une distribution. Elle teste l'hypothèse
nulle qu'un ensemble d'échantillons proviennent de la même distribution. Les résultats du
test sont présentés dans le tableau 5.3. En général l'hypothèse nulle ne peut pas être re-
jetée avec un seuil de 5 %, mais dans certains cas particuliers elle est rejetée (valeurs en
gras dans les tableaux 5.2 et 5.3).
La distribution des rendements obtenus à la centrale Romaine-4 avec les modèles PARMA
(2,2) et PAR (2) log-normal est signiﬁcativement diﬀérente (selon le test d'Anderson-
Darling avec un seuil de signiﬁcation de 5 %) de celle obtenue avec les observations histo-
riques. Le modèle PARMA (2,2) montre des rendements plus faibles (moyenne de 0,2174
kWh/m3) avec moins de variation (écart-type de 0,0056 kWh/m3), tandis que les rende-
ments du modèle PAR (2) log-normal sont plus élevés (moyenne de 0,2271 kWh/m3) et
aussi une variation de moins grande amplitude (étart-type de 0,0055 kWh/m3). À la cen-
trale Romaine-3, les modèles PAR (1) et PAR (1) log-normal présentent un comportement
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diﬀérent des observations historiques avec des rendements plus élevés et moins de varia-
tion pour les deux modèles. Le modèle PAR (1) est le seul qui a obtenu une distribution
des rendements signiﬁcativement diﬀérents à la centrale Romaine-2, ce dernier étant plus
élevé. Dans la ﬁgure 5.24, le modèle PARMA (1,1) se démarque des autres modèles avec
une variation inter quantile (5 % - 95 %) plus faible, mais les valeurs extrêmes inﬂuencent
à la hausse l'écart-type et le test d'Anderson-Darling indique que la distribution des ren-
dements est similaire à celle des observations historiques. Aucun modèle ne présente une
diﬀérence signiﬁcative à la centrale Romaine-1.
Tableau 5.2 Moyenne et écart-type des rendements (kWh/m3) obtenus à
chaque centrale hydroélectrique avec les valeurs statistiquement diﬀérentes en
gras
Romaine-4 Romaine-3 Romaine-2 Romaine-1
Moyenne Écart-type Moyenne Écart-type Moyenne Écart-type Moyenne Écart-type
Historique 0,2204 0,0070 0,3001 0,0078 0,3910 0,0110 0,1549 0,0056
PAR (1) 0,2209 0,0067 0,3024 0,0075 0,3926 0,0120 0,1541 0,0059
PAR (2) 0,2184 0,0067 0,2995 0,0092 0,3902 0,0124 0,1543 0,0061
PARMA (1,1) 0,2201 0,0061 0,3023 0,0065 0,3933 0,0104 0,1550 0,0054
PARMA (2,2) 0,2174 0,0056 0,3011 0,0080 0,3924 0,0116 0,1548 0,0057
CSM 0,2195 0,0081 0,2981 0,0089 0,3899 0,0114 0,1545 0,0058
PAR (1) IREQ 0,2196 0,0061 0,3020 0,0068 0,3941 0,0094 0,1560 0,0050
PAR (2) IREQ 0,2271 0,0055 0,3018 0,0066 0,3936 0,0094 0,1555 0,0053
Tableau 5.3 Résultats du test d'Anderson-Darling sur la comparaison des ren-
dements moyens annuels pour chaque centrale de la rivière Romaine obtenus
avec les observations historiques et les modèles hydrologiques avec les valeurs
statistiquement diﬀérentes en gras
Romaine-4 Romaine-3 Romaine-2 Romaine-1
Test Valeur p Test Valeur p Test Valeur p Test Valeur p
PAR (1) 0 0,641 1 0,032 1 0,037 0 0,578
PAR (2) 0 0,138 0 0,603 0 0,754 0 0,711
PARMA (1,1) 0 0,327 0 0,080 0 0,189 0 0,737
PARMA (2,2) 1 0,004 0 0,367 0 0,129 0 0,789
CSM 0 0,101 0 0,141 0 0,587 0 0,783
PAR (1) IREQ 0 0,351 1 0,031 0 0,083 0 0,359
PAR (2) IREQ 1 0,000 0 0,114 0 0,241 0 0,583
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5.2.2 Production hydroélectrique
La production hydroélectrique totale annuelle est présentée à la ﬁgure 5.25. Cette mesure
permet de comparer la production d'électricité résultant d'une gestion selon les règles
obtenues par les diﬀérents modèles autorégressifs.
La production totale est similaire pour tous les modèles. Le test de Lilliefors conﬁrme
que la distribution de la production totale provient d'une distribution normale (valeur p =
0,4859). L'amplitude de la variation varie quelque peu, mais n'est pas signiﬁcative. Un test
de Student a été réalisé et conﬁrme que les résultats des modèles hydrologiques proviennent
en eﬀet de la même distribution normale que ceux obtenus avec les observations historiques,
tel que montré au tableau 5.4.
Les modèles PAR (1) et (2) présentent l'étendue la plus faible entre les quantiles 5 % et
95 % et les modèles log-normaux l'étendue la plus grande. Ceci indique que les premiers
oﬀrent une gestion quelque peu plus stable au ﬁl dans années quant à la production
d'hydroélectricité, tandis que les derniers occasionnent plus de variations interannuelles
de production hydroélectrique.
Tableau 5.4 Résultats du test de Student de la comparaison de la production
hydroélectrique annuelle totale pour l'ensemble des centrales de la rivière Ro-
maine obtenus avec les observations historiques et les modèles hydrologiques
avec les valeurs statistiquement diﬀérentes en gras
Test Valeur p
PAR (1) 0 0,861
PAR (2) 0 0,972
PARMA (1,1) 0 0,712
PARMA (2,2) 0 0,978
CSM 0 0,968
PAR (1) IREQ 0 0,821
PAR (2) IREQ 0 0,724
5.2.3 Déversements
Les déversements non productifs diminuent le rendement des ouvrages, mais sont parfois
nécessaires par mesure de sécurité pour respecter le niveau d'eau maximal dans les ré-
servoirs. Pour une gestion optimale, il y a un compromis optimal à faire entre garder les
niveaux des réservoirs élevés pour augmenter la production hydroélectrique avec la même
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quantité d'eau et le risque de devoir déverser de l'eau par l'évacuateur dans l'éventualité
d'un apport soudain au réservoir lors d'une crue sévère.
La ﬁgure 5.26 et le tableau 5.5 présentent les déversements moyens annuels survenus lors
de la simulation à chacune des centrales pour tous les modèles hydrologiques. Puisque
les productions d'électricité sont très similaires pour tous les modèles, les variations de
rendement présentées à la section 5.2.1 sont explicables par un volume de déversement
diﬀérent tel qu'illustré dans la ﬁgure. Le rendement est inversement proportionnel au
déversement puisqu'il se déﬁnit par la quantité d'énergie produite pour un mètre cube
d'eau soutiré au réservoir.
Dans la ﬁgure 5.26, on peut observer des variations, mais seulement trois résultats sont
signiﬁcativement diﬀérents selon le test d'Anderson-Darling, considérant un seuil de si-
gniﬁcation de 5 %. Les résultats du test statistique eﬀectué sur les déversements moyens
annuels sont indiqués au tableau 5.6. Le modèle PAR (2) log-normal présente à la centrale
Romaine-4 une tendance à moins déverser avec une moyenne de 9,8 m3/s comparative-
ment à 13,4 m3/s pour les observations historiques. Ensuite, les deux autres variations
signiﬁcatives sont obtenues à la centrale Romaine-3 par les modèles PAR (1) et PARMA
(1,1) avec des valeurs de déversements moins élevées. En relation avec les rendements,
ces deux modèles démontrent une étendue inter quantile (5 % - 95 %) plus faible que les
autres modèles (ﬁgure 5.24).
Tableau 5.5 Moyenne et écart-type des déversements (m3/s) obtenus à chaque
centrale hydroélectrique avec les valeurs statistiquement diﬀérentes en gras
Romaine-4 Romaine-3 Romaine-2 Romaine-1
Moyenne Écart-type Moyenne Écart-type Moyenne Écart-type Moyenne Écart-type
Historique 13,4 7,5 7,8 7,2 7,6 8,7 7,1 10,6
PAR (1) 11,9 7,7 5,9 7,8 8,2 9,8 8,7 12,0
PAR (2) 15,2 8,1 7,8 8,8 7,8 10,1 8,2 12,1
PARMA (1,1) 11,3 7,3 5,8 6,8 6,8 8,5 6,9 10,4
PARMA (2,2) 14,8 7,3 6,8 7,8 7,7 9,3 7,5 11,3
CSM 15,6 8,5 8,5 8,5 7,6 9,0 7,6 11,0
PAR (1) IREQ 13,5 7,2 6,3 7,4 6,8 8,3 6,1 10,4
PAR (2) IREQ 9,8 7,5 7,1 7,9 8,2 9,2 7,3 11,0
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Tableau 5.6 Résultats du test d'Anderson-Darling sur la comparaison des dé-
versements moyens annuels pour chaque centrale de la rivière Romaine obtenus
avec les observations historiques et les modèles hydrologiques avec les valeurs
statistiquement diﬀérentes en gras
Romaine-4 Romaine-3 Romaine-2 Romaine-1
Test Valeur p Test Valeur p Test Valeur p Test Valeur p
PAR (1) 0 0,154 1 0,003 0 0,686 0 0,465
PAR (2) 0 0,489 0 0,709 0 0,567 0 0,493
PARMA (1,1) 0 0,091 1 0,019 0 0,769 0 0,732
PARMA (2,2) 0 0,361 0 0,087 0 0,818 0 0,708
CSM 0 0,324 0 0,799 0 0,845 0 0,819
PAR (1) IREQ 0 0,651 0 0,120 0 0,804 0 0,664
PAR (2) IREQ 1 0,010 0 0,401 0 0,054 0 0,783
5.2.4 Variations interannuelles des réservoirs
Les ﬁgures 5.27 à 5.29 montrent les variations interannuelles du niveau des réservoirs
Romaine-4, Romaine-3 et Romaine-2 respectivement en fonction des modèles stochastiques
des apports utilisés dans le modèle de gestion. Les niveaux sont exprimés en mètres en
fonction de la semaine.
Le proﬁl des niveaux est diﬀérent pour chacun des réservoirs. Romaine-4 est le réservoir
de tête du système et c'est celui qui a la plus grande superﬁcie. De façon générale ce
réservoir est utilisé comme une réserve pour assurer la production hydroélectrique des
autres réservoirs au courant de l'année. Romaine-4 montre une vidange lente et progressive
à partir du mois de décembre jusqu'à la crue printanière, tandis que les deux autres
réservoirs ont tendance à conserver au maximum leur niveau pour ensuite descendre
rapidement avant la crue. Ce comportement peut être attribué en partie au fait qu'il
s'agisse de la centrale avec le moins de puissance installée dans le système avec 245 MW
en comparaison avec Romaine-2 d'une capacité de 640 MW [Hydro-Québec Production,
2007a]. Ainsi, se servir du réservoir de tête comme réserve en cas de semaines de faibles
apports s'avère un choix stratégique pour alimenter les centrales en aval possédant une
puissance installée supérieure.
Les comportements de Romaine-3 (ﬁgure 5.28) et Romaine-2 (ﬁgure 5.29) sont similaires.
Le niveau est maintenu au maximum jusqu'à la période hivernale durant laquelle il descend
parfois jusqu'à son niveau minimum. Le niveau de Romaine-3 a plus tendance à descendre
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Figure 5.27 Variation interannuelle du niveau du réservoir Romaine-4
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Figure 5.28 Variation interannuelle du niveau du réservoir Romaine-3
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Figure 5.29 Variation interannuelle du niveau du réservoir Romaine-2
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vers son minimum aﬁn d'alimenter Romaine-2 pour qu'il puisse conserver un niveau plus
élevé et favoriser la production d'hydroélectricité. De la même façon que Romaine-4 ali-
mente le reste du système, Romaine-3, dont la puissance installée est de 395 MW, se
vidange pour alimenter Romaine-2 qui a une puissance installée supérieure. De plus, on
remarque que le niveau de Romaine-2 a tendance à remonter en premier, ce qui renforce
l'hypothèse que le système favorise une production électrique à la centrale Romaine-2.
Pour tous les réservoirs, ce sont principalement les niveaux minimums et les niveaux maxi-
mums qui varient lorsqu'on compare les niveaux en fonction du modèle hydrologique utilisé
pour obtenir les règles de gestion. Par exemple, le PAR (1) log-normal vide beaucoup plus
le réservoir vers le niveau minimum, par rapport à d'autres modèles, comme le CSM. Il
semble aussi gérer le réservoir plus bas l'été.
Les ﬁgures 5.30 et 5.31 montrent la variation saisonnière des niveaux des réservoirs de
l'ensemble du système (les trois réservoirs) pour les modèles PAR (1) et PARMA (2,2),
respectivement (voir annexe B pour les résultats de tous les modèles).
Il est plus facile d'analyser sur ces ﬁgures les interactions entre les réservoirs du système.
La synchronisation de la vidange et du remplissage est importante. Ainsi, il est possible
de remarquer qu'en général le niveau des trois réservoirs amorce une descente à partir de
la ﬁn décembre ou du début janvier jusqu'environ la semaine 20 qui correspond au mois
de mai. Cette période correspond à la fonte du manteau neigeux sur le bassin versant et
par le fait même à la période de remplissage du système. Le remplissage prioritaire de
Romaine-2 se visualise bien sur ces deux ﬁgures. En eﬀet, le niveau de Romaine-3 diminue
aﬁn d'alimenter Romaine-2 et il entame son remplissage après celui de Romaine-2. Il est
peu probable que cet eﬀet provienne d'une fonte de neige du sous-bassin situé entre les
réservoirs Romaine-3 et Romaine-2, car les apports inter réservoirs sont comparativement
faibles et que la superﬁcie du sous-bassin est faible en comparaison à celle de Romaine-4.
L'analyse des niveaux des réservoirs en fonction du modèle utilisé permet de mieux com-
prendre comment la gestion du système s'eﬀectue. Cependant, il n'est pas possible de
conclure si un modèle hydrologique est plus performant qu'un autre seulement basé sur
les résultats présentés jusqu'à maintenant et aussi s'il est avantageux d'utiliser un modèle
hydrologique d'apports au lieu des observations historiques pour optimiser la gestion du
système hydrique. En eﬀet, les valeurs des critères utilisés pour évaluer la performance
du système hydrique en fonction des modèles hydrologiques utilisés se ressemblent. Le
comportement général des réservoirs est globalement similaire pour chacun des modèles
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Figure 5.30 Variation interannuelle du niveau des réservoirs résultant d'une
gestion avec des probabilités obtenues à partir de séries générées par le modèle
PAR (1)
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Figure 5.31 Variation interannuelle du niveau des réservoirs résultant d'une
gestion avec des probabilités obtenues à partir de séries générées par le modèle
PARMA (2,2)
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d'apports analysés, même si des diﬀérences sont observées au printemps (bas niveaux) et
en été (hauts niveaux).
5.2.5 Débit réservé écologique à la centrale de Romaine-1
Avec les résultats présentés dans les sections 5.2.1 à 5.2.4, il est ardu de distinguer clai-
rement l'avantage de procéder à la modélisation des apports en raison des résultats d'op-
timisation semblables pour tous les modèles. Cependant, en analysant le respect de la
contrainte de débit réservé écologique minimum à la centrale de Romaine-1, qui est une
contrainte dite 'souple' (incluse sous forme d'une pénalité dans la fonction objectif), l'uti-
lisation du modèle PARMA (2,2) se démarque des autres modèles en montrant une amé-
lioration de la gestion par rapport aux autres modèles. Un seul évènement où le débit
minimum n'est pas respecté est survenu au cours des années de simulation et la sévérité
de l'évènement est de moins grande envergure que celui enregistré par le modèle PAR (1),
qui présente lui aussi un seul évènement. Les résultats de simulation pour chaque modèle
sont présentés dans le tableau 5.7.
La violation du débit minimum se produit durant la simulation de l'année 1986 à la
semaine 27, soit la troisième semaine de juillet. La ﬁgure 5.32 montre les soutirages à la
centrale Romaine-1, ce qui comprend l'eau turbinée et relâchée par l'évacuateur de crues.
Le tracé des soutirages de l'année 1986 montre en général des débits soutirés plus faibles
pour cette année, comparativement aux années 1984 et 1985, et le débit passe en dessous
du minimum à la semaine 27. De plus, ces années correspondent à la période identiﬁée à
la ﬁgure 5.18, période à laquelle un changement de moyenne serait survenu.
La ﬁgure 5.33 illustre les débits cumulés de tous les apports historiques (à la hauteur de la
centrale Romaine-1) avec les années 1984 à 1986 mises en évidence. La ﬁgure 5.32 montre
les hydrogrammes annuels de ces mêmes années. Il est possible de remarquer que les années
1984 et 1985 sont des années pour lesquelles les apports ont été faibles. De plus, l'année
1986 présente une crue hâtive par rapport à la moyenne, tel qu'indiqué par les ﬁgures 5.33
et 5.34. Cependant, le volume de la crue printanière est faible et la courbe passe sous la
moyenne pour ﬁnalement s'établir à la ﬁn de l'année comme étant une année de très faible
hydraulicité avec un volume de crue nettement plus faible que la moyenne.
De plus, le niveau du réservoir de la centrale Romaine-2 est très bas à l'hiver 1986, ce
qui explique aussi le manque d'eau pour la centrale Romaine-1. La ﬁgure 5.35 montre le
niveau des réservoirs pour les années 1984 à 1986. Il est à remarquer que les niveaux des
réservoirs Romaine-2 et Romaine-3 sont à leur minimum lors de l'évènement de juillet
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Tableau 5.7 Classement des résultats de simulation des règles de gestion re-
lativement au non-respect du débit réservé écologique minimum à la centrale
Romaine-1 du plus performant (vert) au moins performant (rouge)
Figure 5.32 Débits relâchés par la centrale Romaine-1 pour les années 1984 à
1986 lors de la simulation des règles de gestion obtenues avec le modèle PARMA
(2,2)
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1986. Les années précédentes présentent aussi des niveaux plus faibles que la moyenne. La
crue hâtive de 1986 a contribué à la vidange du réservoir Romaine-2, comme on peut le
voir par les importants soutirages printaniers montrés dans la ﬁgure 5.34 en anticipation
d'un important volume d'eau à venir qui ne s'est jamais manifesté, laissant le réservoir
vulnérable à la pénurie observée en juillet.
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Figure 5.33 Débits cumulés historiques avec les années 1984 à 1986 en évidence
Figure 5.34 Apports à la centrale Romaine-1 au cours des années 1984 à 1986
en comparaison avec la moyenne historique observée de 1957 à 2009
5.2. MODÈLE DE GESTION DES RESSOURCES HYDRIQUES 101
Figure 5.35 Niveau des réservoirs pour les années 1984 à 1986 en comparaison
aux niveaux moyens simulés
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5.3 Résumé des résultats et analyses
En résumé, la modélisation stochastique des apports a été utilisée aﬁn de produire des
séries d'apports aux réservoirs du système hydrique de la rivière Romaine dans le but de
balayer un plus large éventail de conditions hydrologiques. Plusieurs modèles ont été mis
en oeuvre et celui ayant démontré la meilleure performance pour reproduire les statistiques
observées historiquement est le modèle PARMA (2,2). Il est le seul parmi tous les modèles
étudiés pour lequel la totalité des 100 séries générées provient de la même distribution
statistique que les observations.
Des probabilités de transition hebdomadaires calculées à partir des séries générées par les
modèles hydrologiques ont servi à produire un ensemble de règles de gestion du système
hydrique.
Les résultats de la simulation des règles de gestion obtenues sont globalement similaires,
mais présentent néanmoins quelques diﬀérences en fonction du modèle hydrologique uti-
lisé pour générer les apports. Les rendements à la centrale de Romaine-4 pour les modèles
PARMA (2,2) et PAR (2) log-normal sont signiﬁcativement diﬀérents (selon un test de
Anderson-Darling [Scholz et Stephens, 1987]). Le modèle PARMA (2,2) a obtenu un ren-
dement inférieur à celui obtenu avec les observations historiques, tandis que le rendement
obtenu avec le modèle PAR (2) log-normal est supérieur. À la centrale Romaine-3, les
modèles PAR (1) et PAR (1) log-normal ont démontré des rendements plus élevés. Le
modèles PAR (1) est le seul qui a obtenu des rendements signiﬁcativement diﬀérents à
la centrale Romaine-2, ces derniers sont plus élevés. Aucun modèle ne se démarque à la
centrale Romaine-1 par rapport aux rendements.
La production totale annuelle d'hydroélectricité est similaire pour tous les ensembles de
règles de gestion, aucune diﬀérence signiﬁcative n'a été décelée.
Les résultats de l'analyse des déversements non productifs indiquent que parmi tous les
modèles et pour toutes les centrales, trois résultats présentent une diﬀérence signiﬁcative :
le modèle PAR (2) log-normal à Romaine-4, le modèle PAR (1) à la centrale Romaine-3 et
le modèle PARMA (1,1) à la centrale Romaine-3 également. Les déversements sont moins
élevés dans les trois cas.
Les variations interannuelles des réservoirs sont dans l'ensemble similaires par rapport au
modèle hydrologique employé.
5.3. RÉSUMÉ DES RÉSULTATS ET ANALYSES 103
Le modèle PARMA (2,2) a démontré une capacité supérieure à respecter la contrainte
de débit réservé écologique minimum à la centrale de Romaine-1. Un seul évènement de
non-respect de la contrainte a été observé lors de la troisième semaine de juillet 1986.
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CHAPITRE 6
CONCLUSION
Le présent projet avait pour objectif général d'explorer l'utilisation la modélisation hydro-
logique stochastique pour générer des séries synthétiques d'apports aﬁn d'en évaluer les
avantages dans l'optimisation de la gestion du système de la rivière Romaine, situé dans
le nord-est du Québec [Hydro-Québec Production, 2007a,b]. L'objectif de la gestion du
système hydrique est la maximisation de la production d'électricité tout en respectant les
contraintes s'appliquant au système tel que les niveaux maximaux et minimaux, les débits
minimaux et maximaux et le débit réservé écologique minimum à Romaine-1.
La modélisation hydrologique stochastique a été utilisée aﬁn de produire des séries d'ap-
ports synthétiques aux réservoirs du système hydrique de la Rivière Romaine dans le but
d'obtenir un échantillon plus étendu de la population des débits possibles dans ce système
hydrique. Les modèles ont été calibrés avec 53 années d'observations complètes de 1957
à 2009. Ces données ont été fournies par Hydro-Québec pour la réalisation du présent
projet.
Les modèles stochastiques utilisés dans ce projet se subdivisent en deux catégories qui
utilisent une procédure de génération du bruit diﬀérente. Le premier ensemble de modèles
utilise les apports normalisés avec la génération d'un bruit suivant une distribution gaus-
sienne. Pour ces modèles, le logiciel SAMS [Salas et al., 2006; Sveinsson et al., 2007] a
été utilisé. Il permet d'eﬀectuer la transformation des données pour les normaliser, pour
faire la paramétrisation des modèles autorégressifs et pour la génération de séries synthé-
tiques. Le second ensemble de modèles utilise les apports sans eﬀectuer la normalisation.
Ces modèles utilisent plutôt une procédure de génération du bruit qui suit une distri-
bution log-normale. Un code Matlab a été fourni par Hydro-Québec pour eﬀectuer cette
modélisation. Les modèles ont servi à générer 5300 années d'apports, soit l'équivalent d'un
ensemble de 100 observations de 53 années chacune.
Les modèles utilisant un bruit log-normal ont présenté une diﬃculté à reproduire les sta-
tistiques hebdomadaires des observations historiques. On pense que cet eﬀet provient de
deux sources. Premièrement, le modèle considère que les résidus suivent une distribution
log-normale, mais ce n'est pas le cas pour toutes les semaines et forcer une paramétrisation
log-normale sur des données qui ne le sont pas entraîne des problèmes lors de la génération
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du bruit. Deuxièmement, durant la procédure de génération des séries synthétiques, il y a
une étape qui impose une limite au bruit généré aﬁn de ne pas produire de débits négatifs.
Il s'agit d'une boucle durant laquelle des valeurs de bruit sont générées jusqu'à l'obten-
tion d'un débit positif. Cette boucle impose une limite inférieure au bruit, ce qui entraîne
un biais positif sur les valeurs de débits générées par le modèle. Cette procédure a des
répercussions sur les statistiques, notamment les moyennes et les écarts-types hebdoma-
daires, des séries générées qui sont supérieures, lorsque comparées aux valeurs observées
historiquement.
Sur l'ensemble des modèles, on observe que le modèle PARMA (2,2) oﬀre la meilleure
performance pour modéliser des séries d'apports, car il fournit un meilleur rendement que
les autres modèles à reproduire les corrélations hebdomadaires, en particulier au-delà de
trois semaines de décalage, c'est-à-dire la corrélation entre les débits d'une semaine et
ceux observés jusqu'à trois semaines plus tôt. De plus, il s'agit du seul modèle parmi tous
les modèles étudiés pour lequel la totalité des 100 séries générées provient de la même
distribution statistique que les observations.
Un ensemble de probabilités de transition hebdomadaires a été généré pour chaque modèle.
Elles ont été calculées en eﬀectuant une discrétisation des apports en neuf classes utilisant
les quantiles pour chaque semaine pour ensuite calculer les probabilités de transition entre
chaque classe à l'aide d'un histogramme bivarié. Ces probabilités ont été entrées dans un
modèle d'optimisation utilisant la PDS pour obtenir les règles de gestion sous forme de sou-
tirages qui maximisent la production électrique tout en respectant les diverses contraintes
imposées au système hydrique.
La phase d'optimisation a été réalisée avec un algorithme de PDS en collaboration avec
Hydro-Québec, l'IREQ et l'Université de Sherbrooke [Krau et al., 2017]. Il utilise une
procédure de discrétisation adaptative de l'espace des états (state-space) qui limite l'eﬀet
du ﬂéau de dimension (curse of dimensionality) et permet de résoudre des problèmes
d'optimisation comportant plusieurs réservoirs dans un temps raisonnable.
Les probabilités de transition hebdomadaires ont servi à produire un ensemble de règles de
gestion du système hydrique sous la forme de soutirages optimaux pour chaque réservoir
en fonction du niveau des réservoirs et des apports aux réservoirs au cours de la semaine
précédente. Ces règles de gestion ont été utilisées dans un modèle de simulation, de concert
avec les apports historiques aﬁn de simuler les niveaux des réservoirs, de calculer l'énergie
hydroélectrique produite et les soutirages eﬀectués. Diverses métriques ont été calculées
pour quantiﬁer et comparer la performance de chaque modèle stochastique d'apports. Les
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métriques utilisées pour ce projet sont le rendement des ouvrages (kWh/m3), la production
d'électricité totale annuelle (TWh), les déversements non productifs (m3) et le respect du
débit réservé écologique minimum à la centrale Romaine-1.
Les résultats de la simulation des règles de gestion obtenues sont globalement similaires,
mais présentent néanmoins quelques diﬀérences en fonction du modèle hydrologique uti-
lisé pour générer les apports. Les rendements à la centrale de Romaine-4 pour les modèles
PARMA (2,2) et PAR (2) log-normal sont signiﬁcativement diﬀérents (selon un test de
Anderson-Darling [Scholz et Stephens, 1987]). Le modèle PARMA (2,2) a obtenu un ren-
dement inférieur à celui obtenu avec les observations historiques, tandis que le rendement
obtenu avec le modèle PAR (2) log-normal est supérieur. À la centrale Romaine-3, les
modèles PAR (1) et PAR (1) log-normal ont démontré des rendements plus élevés. Le
modèle PAR (1) est le seul qui a obtenu des rendements signiﬁcativement diﬀérents à
la centrale Romaine-2, ces derniers sont plus élevés. Aucun modèle ne se démarque à la
centrale Romaine-1 par rapport aux rendements.
La production totale annuelle d'hydroélectricité est similaire pour tous les ensembles de
règles de gestion, aucune diﬀérence signiﬁcative n'a été décelée.
Les résultats de l'analyse des déversements non productifs indiquent que parmi tous les
modèles et pour toutes les centrales, trois résultats présentent une diﬀérence signiﬁcative :
le modèle PAR (2) log-normal à Romaine-4, le modèle PAR (1) à la centrale Romaine-3 et
le modèle PARMA (1,1) à la centrale Romaine-3 également. Les déversements sont moins
élevés dans les trois cas.
Les variations interannuelles des réservoirs sont dans l'ensemble similaires par rapport au
modèle hydrologique employé. Cependant, les niveaux minimum et maximum montrent
des variations. Par exemple, le modèle PAR (1) log-normal vide beaucoup plus le réservoir
vers le minimum, par rapport aux autres modèles hydrologiques, en particulier le CSM. Il
semble aussi gérer le réservoir plus bas l'été, ce qui lui permet de limiter les déversements.
La principale diﬀérence obtenue concerne le modèle PARMA (2,2), qui a démontré une
capacité supérieure à respecter la contrainte de débit réservé écologique minimum à la
centrale de Romaine-1. Un seul évènement de non-respect de la contrainte a été observé
lors de la troisième semaine de juillet 1986. Cependant, il est possible d'ajuster la gestion
journalière des réservoirs aﬁn de parvenir à respecter le débit minimum.
Ainsi, l'utilisation de la modélisation hydrologique stochastique a permis d'améliorer la
gestion du système hydrique de la rivière Romaine en diminuant le nombre d'évènements
où le débit minimum relâché à la centrale Romaine-1 n'est pas respecté.
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Dans une optique de continuité du présent projet de recherche, il serait intéressant d'ex-
plorer l'utilisation d'une variable hydrologique, ou d'une combinaison de variables autre
que le débit au pas de temps précédent, tel que la neige et l'humidité du sol. Ces variables
peuvent être obtenues par modélisation du bassin versant utilisant un modèle hydrologique
tel qu'Hydrotel ou SWAT pour obtenir une distribution spatio-temporelle des variables non
disponibles [Côté et al., 2011]. Les avancées récentes en télédétection sont une source inté-
ressante de données dans les régions où il est plus diﬃcile d'obtenir des données provenant
de stations hydrométéorologiques.
Il serait intéressant et pertinent d'explorer les avantages potentiels de la modélisation
hydrologique en fonction de la longueur de la série d'observations de débits. En eﬀet, les
améliorations modestes de la gestion obtenues avec la modélisation hydrologique dans le
présent projet sont possiblement liées au fait que la longueur de la série d'observations
utilisée dans cette étude est telle qu'elle réduit les avantages de la modélisation.
ANNEXE A
RÉSULTATS SUPPLÉMENTAIRES DE LAMO-
DÉLISATION STOCHASTIQUE
A.1 CSM
Figure A.1 Statistiques de base du modèle CSM
109
110
ANNEXE A. RÉSULTATS SUPPLÉMENTAIRES DE LA MODÉLISATION
STOCHASTIQUE
Figure A.2 Comparaison des valeurs générées par le modèle CSM et la série
historique
A.1. CSM 111
Figure A.3 Récurrence des débits générés par le modèle CSM et la série histo-
rique
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Figure A.4 Autocorrélation des débits générés par le modèle CSM et la série
historique
A.1. CSM 113
Figure A.5 Statistiques relatives à l'hydraulicité des séries de débits générées
par le modèle CSM
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A.2 PAR (1)
Figure A.6 Statistiques de base du modèle PAR (1)
A.2. PAR (1) 115
Figure A.7 Comparaison des valeurs générées par le modèle PAR (1) et la série
historique
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Figure A.8 Récurrence des débits générés par le modèle PAR (1) et la série
historique
A.2. PAR (1) 117
Figure A.9 Autocorrélation des débits générés par le modèle PAR (1) et la
série historique
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Figure A.10 Statistiques relatives à l'hydraulicité des séries de débits générées
par le modèle PAR (1)
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A.3 PAR (2)
Figure A.11 Statistiques de base du modèle PAR (2)
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Figure A.12 Comparaison des valeurs générées par le modèle PAR (2) et la
série historique
A.3. PAR (2) 121
Figure A.13 Récurrence des débits générés par le modèle PAR (2) et la série
historique
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Figure A.14 Autocorrélation des débits générés par le modèle PAR (2) et la
série historique
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Figure A.15 Statistiques relatives à l'hydraulicité des séries de débits générées
par le modèle PAR (2)
124
ANNEXE A. RÉSULTATS SUPPLÉMENTAIRES DE LA MODÉLISATION
STOCHASTIQUE
A.4 PARMA (1,1)
Figure A.16 Statistiques de base du modèle PARMA (1,1)
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Figure A.17 Comparaison des valeurs générées par le modèle PARMA (1,1) et
la série historique
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Figure A.19 Autocorrélation des débits générés par le modèle PARMA (1,1)
et la série historique
128
ANNEXE A. RÉSULTATS SUPPLÉMENTAIRES DE LA MODÉLISATION
STOCHASTIQUE
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A.5 PARMA (2,2)
Figure A.21 Statistiques de base du modèle PARMA (2,2)
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Figure A.23 Récurrence des débits générés par le modèle PARMA (2,2) et la
série historique
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Figure A.25 Statistiques relatives à l'hydraulicité des séries de débits générées
par le modèle PARMA (2,2)
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A.6 PAR (1) log-normal
Figure A.26 Statistiques de base du modèle PAR (1) log-normal
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Figure A.27 Comparaison des valeurs générées par le modèle PAR (1) log-
normal et la série historique
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Figure A.28 Récurrence des débits générés par le modèle PAR (1) log-normal
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Figure A.29 Autocorrélation des débits générés par le modèle PAR (1) log-
normal et la série historique
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Figure A.30 Statistiques relatives à l'hydraulicité des séries de débits générées
par le modèle PAR (1) log-normal
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A.7 PAR (2) log-normal
Figure A.31 Statistiques de base du modèle PAR (2) log-normal
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Figure A.33 Récurrence des débits générés par le modèle PAR (2) log-normal
et la série historique
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Figure A.34 Autocorrélation des débits générés par le modèle PAR (2) log-
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Figure A.35 Statistiques relatives à l'hydraulicité des séries de débits générées
par le modèle PAR (2) log-normal
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Figure B.2 Variation interannuelle du niveau du réservoir Romaine-3
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gestion avec des probabilités obtenues à partir des observations historiques
150 ANNEXE B. RÉSULTATS SUPPLÉMENTAIRES DE L'OPTIMISATION
Figure B.5 Variation interannuelle du niveau des réservoirs résultant d'une
gestion avec des probabilités obtenues à partir de séries générées par le modèle
CSM
151
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gestion avec des probabilités obtenues à partir de séries générées par le modèle
PARMA (1,1)
154 ANNEXE B. RÉSULTATS SUPPLÉMENTAIRES DE L'OPTIMISATION
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