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Using image analysis based on light scattering 
for non-invasive characterization of “edible soft matter” 
 
Alan Parker 
Department of Materials Science, Firmenich SA, 7, rue de la Bergère, CH-1211 Meyrin 2 Geneva, Switzerland 
Abstract. Light scattering is a powerful method for non-invasive characterization of materials, especially soft 
matter. Traditionally, point detectors are used, such as photomultipliers or avalanche photodiodes. The introduction 
of camera-based detection has caused a revolution in light scattering. Its main advantage is that each pixel can act as 
a point detector, so acquisition rates are vastly increased. However, cameras cannot completely replace traditional 
detectors. 
First, I give a short, broad brush review of light scattering techniques, including the use of polarized light. I point out 
those that are most suitable for camera-based methods. Second, I explain in more detail several techniques of 
camera-based light scattering that either could or have been used to characterize food systems. These techniques are 
equally applicable to any other kind of soft matter, such as ink, cement, or cosmetics. 
Actual or potential applications include: tracking emulsification in real time without dilution, measuring the gelling 
of milk and measuring the drying of a concentrated solution. 
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Sensometrics for Food Quality Control  
Per Bruun Brockhoff  
 
DTU Informatics, Technical University of Denmark,  
Richard Petersens Plads, Building 321, DK-2800 Lyngby, Denmark,  
www.imm.dtu.dk/~pbb, pbb@imm.dtu.dk 
 
Abstract. The industrial development of innovative and succesful food items 
and the measuring of food quality in general is difficult without actually letting 
human beings evaluate the products using their senses at some point in the 
process. The use of humans as measurement instruments calls for special 
attention in the modelling and data analysis phase. In this paper the focus is on 
sensometrics – the „metric“ side of the sensory science field. The sensometrics 
field is introduced and related to the fields of statistics, chemometrics and 
psychometrics. Some of the most commonly used sensory testing methods are 
introduced and some of the corresponding sensometrics methods reviewed and 
discussed. 
Keywords: Sensometrics, Statistics, Chemometrics, Psychometrics, Sensory.  
1 Introduction 
The current contribution is an extended version of [1]. The use of humans as 
measurement instruments is playing an increasing role in product development and 
user driven innovation in many industries. This ranges from the use of experts and 
trained human test panels to market studies where the consumer population is tested 
for preference and behaviour patterns. This calls for improved understanding on one 
side of the human measurement instrument itself and on the other side the modelling 
and empirical treatment of data. The scientific grounds for obtaining improvements 
within a given industry span from experimental psychology to mathematical 
modelling, statistics, chemometrics and machine learning together with specific 
product knowledge be it food, TVs, Hearing aids, mobile phones or whatever. 
In particular in the food industry sensory and consumer data is frequently produced 
and applied as the basis for decision making. And in the field of food research, 
sensory and consumer data is produced and used similar to the industrial use, and 
academic environments specifically for sensory and consumer sciences exists 
worldwide. The development and application of statistics and data analysis within this 
area is called sensometrics.  
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2 Sensometrics  
2.1 Sensometrics and Sensory Science  
As the name indicates sensometrics really grew out of and is still closely linked to 
sensory science, where the use of trained sensory panels plays a central role. Sensory 
science is the cross disciplinary scientific field dealing with human perception of 
stimuli and the way they act upon sensory input. Sensory food research focuses on 
better understanding of how the senses react during food intake, but also how our 
senses can be used in quality control and innovative product development. 
Historically it can be viewed as a merger of simple industrial product testing with 
psychophysics as originated by G. T. Fechner and S.S. Stevens in the 19th century. 
Probably the first exposition of the modern sensory science is given by [2]. Rose 
Marie Pangborn(1932-1990) was considered one of the pioneers of sensory analysis 
of food and the main global scientific conference in sensory science is named after 
her. The 1st Pangborn Symposium was held in Helsinki, Finland in 1992 and these 
conferences are approaching in the order of 1000 participants - the 9th will take place 
in Toronto, Canada in 2011. Jointly with this, international Sensometrics conferences 
have been held also since 1992, where the first took place in Leiden, Holland (as a 
small workshop) and the 10th took place in Rotterdam, Holland in 2010. The 
sensometrics conferences have a participation level of around 150. Both conferences 
are working together with the Elsevier Journal Food Quality and Preference which is 
also the official membership journal for the Sensometrics Society 
(www.sensometric.org).  
2.2 Sensometrics: Statistics, Psychometrics or Chemometrics?  
The “sensometrician” is faced with a vast collection of data types from a 
widespread number of experimental settings ranging from a simple one sample 
binomial outcome to complex dynamical and/or multivariate data sets, see e.g. [3] for 
a recent review of quantitative sensory methodology. So what is really (good) 
sensometrics? The answer will depend on the background of the sensometrician, 
which for the majority, if not a food scientist, is coming from one of the following 
fields: generic statistics, psychophysics/experimental psychology or chemometrics.  
The generic statistician arch type would commonly carry out the data analysis as a 
purely “empirical” exercise in the sense that methods are not based on any models for 
the fundamental psychological characteristics underlying the sensory phenomena that 
the measurements express. The advantage of a strong link to the generic scientific 
fields of mathematical and applied statistics is the ability to employ the most modern 
statistical techniques when relevant for sensory data and to be on top of sampling 
uncertainty and formal statistical inferential reasoning. And this is certainly needed 
for the sensory field as for any other field producing experimental data. The weakness 
is that the lack of proper psychophysical models may lead to inadequate 
interpretations of the analysis results. In e.g. [4] the first sentence of the abstract is 
expressing this concern rather severely: “Sensory and hedonic variability are 
fundamental psychological characteristics that must be explicitly modeled if one is to 
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develop meaningful statistical models of sensory phenomena.” A fundamental 
challenge of this ambitious approach is that the required psychophysical 
(probabilistic) models of behavior is on one hand only vaguely verifiable, since they 
are based on models of a (partly) unobserved system, the human brain and perceptual 
system, and on the other may lead to rather complicated statistical models. [4] is 
published in a special sensory data issue of The Journal of Chemometrics, see [5]. 
Chemometricians are the third and final arch type of a sensometrician. In 
chemometrics the focus is more on multivariate data analysis and for some the 
explorative principle is at the very heart of the field, see e.g. [6] and [7]. The 
advantage of the chemometrics approach is that usually all multivariate features of the 
data are studied without forcing certain potentially inadequate model structures on the 
data. The weakness is exactly also this lack of modelling rendering potentially certain 
well understood psychophysical phenomena for the explorative modelling to find out 
by itself. Also, linked with the explorative approach, the formal statistical inferential 
reasoning is sometimes considered less important by the chemometrician.  
Now, none of these arch types are (at their best) unintelligent and they would all 
three of them understand (some of) the limitations of their pure versions of analysis 
approach. And they all have ways of dealing with (some of) these concerns for 
practical data analysis, such that often, at the end of the day, the end results may not 
differ that much. There is though, in the point of view of this author, a lack of 
comprehensive comparisons between these different approaches where they all are 
used at their best. 
3 Sensory Profile Data 
Probably the most used sensory technique is the so-called sensory profiling – a 
quantitative descriptive analysis, where a number of products are evaluated on a 
continuous line scale with respect to a number of properties. In sensory profiling the 
panellists develop a test vocabulary (defining attributes) for the product category and 
rate the intensity of these attributes for a set of different samples within the category. 
Thus, a sensory profile of each product is provided for each of the panellists, and most 
often this is replicated, see [8]. Hence, data is inherently multivariate as many 
characteristics of the products are measured.  
The statistics arch type would focus on the ANOVA structure of the setting and 
perform univariate and multivariate analysis of variance (ANOVA) and would make 
sure that the proper version of a mixed model ANOVA is used, see e.g. [9] and [10]. 
For studying the multivariate product structure the Canonical Variates Analysis 
(CVA) within the Multivariate ANOVA (MANOVA) framework would be the 
natural choice, see eg. [11], since it would be an analysis that incorporates the within 
product (co)variability.  
The chemometrics arch type would begin with principal components analysis 
(PCA) on averaged and/or unfolded data. For more elaborate analysis maybe 3-way 
methods, see [12], [13] or other more ANOVA like extensions would be used, see e.g. 
[14]. Analysis accounting for within product (co)variability could be provided by 
extensions as presented in [15] or in [16].  
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In [4] the approach for this type of data is that of probabilistic multidimensional 
scaling (PROSCAL). In short, a formal statistical model for product differences is 
expressed as variability on the (low-dimensional) underlying latent sensory scale. It is 
usually presented as superior to the use of e.g. standard PCA, focussing on the point 
that it naturally includes models for different within product variability, which in the 
standard PCA could be confounded with the “signal” – the inter product distances.  
One recurrent issue in sensometrics is the monitoring and/or accounting for 
individual differences in sensory panel data also called dealing with panel 
performance. A model based approach within the univariate ANOVA framework was 
introduced in [17] leading to multiplicative models for interaction effect expressing 
the individual varying scale usage. In [18] the open source stand alone software 
PanelCheck (www.panelcheck.com) was introduced as a general tool for panelist 
performance analysis. PanelCheck was developed in a Danish/Norwegian consortium 
of industrial and research partners to optimize the industrial use of the tool while still 
maintaining the proper statistical methodology. PanelCheck also gives tools for the 
heavily used univariate attribute-by-attribute analysis of variance (ANOVA). 
Standard univariate mixed model analysis of variance is then used to investigate the 
product differences for each attribute, see [10].  In [19], [20] and [21] random effect 
versions of such analyses were put forward leading to either a multiplicative 
(nonlinear) mixed model or a linear random coefficient model.  This approach offers a 
synthesis of the individuality focus with the random effect approach that really 
applies when product differences are in focus. 
Specifically, scaling differences will often constitute a non-trivial part of the 
assessor-by-product interaction in such sensory profile data, [22], [23] and [24].  In 
[21] a new mixed model ANOVA analysis approach is suggested that properly takes 
this into account by a simple inclusion of the product averages as covariates in the 
modeling and allow the covariate regression coefficients to depend on the assessor. 
This gives a more powerful analysis and provides more correct confidence limits that 
are deduced as an adjusted version of the linear random scaling model confidence 
limits.  In 52 sensory profile data sets with all together 564 attributes, 344 (61.1%) 
showed significant (P-value<0.10) scaling difference. Among almost all these 344 
attributes, the product difference P-values were for the new approach smaller than for 
the traditional analysis. In 15 cases an attribute was significant on level 5% by the 
new approach and not so by the classical approach and in 5 more cases on level 10%. 
These 20 changed conclusions were among 37 attributes showing significant scaling 
differences in spite of being claimed NS by the traditional analysis - and all together 
only 87 attributes out of the 564 were claimed NS by the traditional approach. Among 
these 344 attributes, 33.432 post-hoc comparisons were calculated. In 13.503 cases 
the classical analysis claimed significance (5%) but the new analysis claimed so in 
15.137 cases. Still, generally the new, and non-symmetrical, confidence limits are 
more often wider than narrower compared to the classical ones: in 19.926 cases the 
new lower limit was wider and in 26.591 cases the new upper limit was wider. In the 
final paper the meta study will be extended to include an investigation in SensoBase 
(www.sensobase.fr), using in the order of 500 profile data sets with around 9000 
attributes. 
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4 Basic Sensory Difference and Similarity Test Data 
The so-called difference and/or similarity tests are a commonly used sensory 
technique resulting in binary and/or categorical frequency data - the so-called triangle 
test is a classical example. In the triangle test an individual is presented with 3 
samples, two of which are the same, and then asked to select the odd sample. The 
result is binary: correct or incorrect. Such sensory tests were already in the 1950s 
treated by the statistical community, see e.g. [25] and [26]. These types of tests and 
results have also been treated extensively from a more psychophysical approach, 
often here denoted a Thurstonian approach. The focus in the Thurstonian approach is 
on quantifying/estimating the underlying sensory difference d between the two 
products that are compared in the difference test. This is done by setting up 
mathematical/psycho-physical models for the cognitive decision processes that are 
used by assessors in each sensory test protocol, see e.g. [27]. For the triangle test, the 
usual model for how the cognitive decision process is taking place is that the most 
deviating product would be the answer – sometimes called that the assessors are using 
a so-called tau-strategy. Using basic probability calculus on 3 realizations from two 
different normal distributions, differing by exactly the true underlying sensory 
difference d, one can deduce the probability of getting the answer correct for such a 
strategy. This function is called the psychometric function and relates the observed 
number of correct answers to the underlying sensory difference d. Different test 
protocols will then lead to different psychometric functions.  
In [28] probably the first systematic exposition of the psychological scaling theory 
and methods by Thurstone was given. This included a sound psychological basis as 
well as a statistical one with the use and theory of maximum likelihood methods. 
Within the field known as signal detection theory, see e.g. [29] or [30], methods of 
this kind were further developed, originally with special emphasis on detecting weak 
visual or auditory signals. Further developments of such methods and their use within 
food testing and sensory science have developed over the last couple of decades with 
the numerous contributions of D. Ennis as a corner stone see e.g. [31]. In [32] it was 
emphasized and exploited that the thurstonian based statistical analysis of data from 
the basic sensory discrimination test protocols can be identified as generalized linear 
models using the inverse psychometric functions as link functions. With this in place, 
it is possible to extend and combine designed experimentation with 
discrimination/similarity testing and combine standard statistical modeling/analysis 
with thurstonian modeling. All this was implemented in the R-package sensR, cf [33]. 
So sensR now offers a complete tool for the planning and analysis of sensory 
discrimination and similarity experiments. The sensR package includes easily 
accessible tools for handling the six basic sensory test protocols: duo-trio, triangle, 2-
AFC, 3-AFC, A-not A and Same-Different test. For all of these sensR provides: 
 
- power and sample size calculations 
- simulation 
- hypothesis tests 
- standard and improved (likelihood based) confidence intervals 
- thurstonian analysis 
- plotting features 
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In addition to this sensR currently offers: 
 
- Analysis of A-not-A tests with or without sureness response 
- ROC curve computations and plotting 
- Signal Detection Theory (SDT) Computation of d-prime  
- Beta-Binomial (standard and corrected) analysis for replicated data 
- Replicated Thurstonian Model for discrimination analysis 
- A link between standard statistical (regression/anova/ancova) 
modeling and thurstonian modeling. 
- Simulation of replicated difference tests 
 
 
Fig. 1. The four psychometric functions used for the four basic testing protocols. The logistic 
link function is shown as the dashed curve. A response of 2/3 correct answer leads to four 
different estimates of sensory difference in the four different protocols (neither of which equals 
the logistic based estimate) 
The basic idea from [32] is shown in Figure 1 illustrating the four basic psychometric 
functions together with the logistic link function. It is emphasized how a response of 
2/3 correct answers has quite different interpretation depending on how the sensory 
testing protocol was actually carried out. Or expressed in more popular terms: The 
answer you get depends on the question you pose! The thurstonian modeling 
approach offers an approach to explicitly include the modeling of the question 
dependency into the data analysis framework. Linking this more to general statistical 
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theory and methods than traditionally done in the literature offers an extended and 
improved toolbox of methods. This becomes evident, when turning to mixed effect 
versions of these models, which, as for the profile data above, becomes highly 
relevant to capture and model individual differences in such data. Due to the 
complexity of this challenge, these issues are still discussed in the sensory and 
sensometrics literature, and much more work is called for here. A friendly 
introduction to the analysis of the basic discrimination and similarity testing data is 
given in Chapter 8 in [10]. 
5 Other Types of Data  
5.1 Ranking and ordinal data  
Another commonly used sensory and consumer survey methodology is to use 
rankings or scoring on an ordinal scale. In [34] a general approach for non-parametric 
analysis based on orthogonal polynomial decompositions is presented. The methods 
are applicable in a variety of situations but were not well suited to handle ties in the 
data. In [35] a method is developed based on polynomials that are orthogonal with 
respect to the given tie structure that allows for ties in this kind of analysis. Among 
other things it is shown that the generalized decomposition of the Anderson  -
statistic for randomized block designs allowing for ties has a first component that 
equals the well known tie corrected version of the Friedman statistic. The second 
component is a novel tie corrected test for dispersion effects. This is an important 
aspect of consumer preference data as this may reflect segmentations in the 
population. In [36] and [37] this extended methodology is presented in a more applied 
oriented way. In [38] the methods are extended and exemplified for the incomplete 
block design setting. In [39] the methods are presented in a user friendly way to the 
sensory practitioner including a website with relevant R code 
(http://www2.imm.dtu.dk/stat/nonparametrics/).  
The disadvantage of this classical nonparametric approach to such data is the lack 
of models and hence the lack of the ability to easily quantify the effects and their 
(proper) uncertainty including random effects of individuals. A model based approach 
is taken in [40] and [21]. The close link between certain Thurstonian models and well 
established statistical models are extended to these data and the consequence of 
including proper random effect models are illustrated. In the new R-package ordinal, 
cf. [41], likelihood based models for ordinal (ordered categorical) data based on 
cumulative probabilities are implemented in the framework of cumulative link 
(mixed) models. This includes the important proportional odds model but also allows 
for general regression structures for location as well as scale of the latent distribution, 
i.e. additive as well as multiplicative structures, structured thresholds (cut-points), 
nominal effects, flexible link functions and random effects. 
5.2 Linking multivariate data  
Another recurring issue is the relation of multivariate data sets, e.g. trying to 
predict sensory response by instrumental/ spectroscopic and/or chemical 
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measurements. Similarly there is a wish to be able to predict how the 
market(consumers) will react to sensory changes in food products – then called 
Preference Mapping, [42]. This links the area closely to the chemometrics field and 
also naturally to the (machine) learning area.  When analyzing consumer data a 
possible market segmentation is a key issue. So for relational models the so-called 
latent class regression models have been used frequently in market research.  In [43] 
and [44] a `latent class random coefficient' regression model is formulated, handled 
and applied. It is a combination of the typical latent class regression model and the 
typical random coefficient model. Furthermore it is combined with principal 
component regression.  
For such regression and/or correlation analyses often average sensory data is used. 
The issue of correcting for the ``measurement error'' of these averages is treated in 
[45], [46] and [47]. In [47] it is among other things described how simple F-test 
statistics can be used for the diagnostics and correction of measurement error in 
simple correlations in even rather complex settings. 
One of the big challenges in the food industrial R&D process is the 
comparability/predictability of different levels of testing procedures/protocols applied 
throughout the development process – many of which may involve human perception. 
This goes from in house fast screening methods through more elaborate sensory 
evaluations to larger scale consumer surveys. A coherent theme is hence to develop 
methodology that can disentangle product differences from human differences, and 
jointly to be able to do so for data with multi-protocol origin. The multi-protocol data 
setup is a current research topic.  
Another important open source tool for the analysis of sensory and consumer data 
is the the R-based SensoMiner, [48]. 
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Abstract. In this study a set of minced meat samples of differing age
were imaged both by spectral imaging and by RGB imaging. Spectral
imaging gives better information about the meat and it is used as a ref-
erence method for reconstructed spectral images. Hierarchical temporal
clustering of the samples is made using normalized RGB image data,
spectral image data and reconstructed spectral image data. Bacterium
concentrations are also specified for the samples, and the correlation
between bacterium concentrations and image data are defined. Recom-
mendations for imaging procedure and usability of method are given.
Keywords: Spectral imaging, spectral estimation, meat spoilage
1 Introduction
In food industry, it is important to know when a product is perished. Usually
food producers set a shelf life for their products, which depends strongly on
storage conditions. This shelf life is only a normative minimum time for the real
preservability. Many products can be used also after their sell-by date. It is obvi-
ous that shelf life can not be extended without ensuring somehow the quality of
the product. However, the traditional measurements of bacterium quantities are
very complicated and time-consuming procedures. Thus, a need for new efficient
methods for measuring food quality is existing.
In this research, a new method for measuring the quality of minced meat is
demonstrated. It is well known that the color of meat changes as a function of
storage time. Redness of meat is caused by myoglobin and its different forms,
such as oxymyoglobin and metmyoglobin, which all have different spectral ab-
sorbances [1]. Our method is based on measuring the spectral properties of meat
in visible and near-infra-red wavelength range. There are earlier studies also in
which the quality of meat is evaluated using spectral imaging, but these studies
do not concern perishing [2–4]. In our study, the correlation between the spectral
changes and the changes in different bacteria quantities are determined. Mea-
suring of spectral properties of meat samples are accomplished using spectral
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camera. Spectral cameras are very expensive and demand usually professional
users. However, if a training set containing the spectral properties of minced
meat samples is available, also a basic digital camera with three color channels
(RGB) can be used for the evaluation of spectral properties. In our study we are
using Wiener estimation for spectral reconstruction [5, 6].
2 Experimental
In this study, 18 industrially produced and packaged minced meat samples (beef)
were provided. Each sample (400 g) was packaged in protective gas atmosphere,
which gives eight days shelf life for meat, if cold chain in maintained. Samples
were transferred to measurements about 24 hours after mincing, without cold-
chain being broken. After that, three packages were opened, and small samples
were taken from each of them to bacterium assay. All three opened packages were
also imaged by digital camera (RGB) and spectral camera. After imaging, the
packaged were abandoned. Remaining 15 packages were contained in 15 degrees
Celsius, and three of them were opened and analyzed at the time according to
Table 1.
Table 1. Containing times of packages.
Sample number Containing time [hours]
1-3 0
4-6 24
7-9 48
10-12 72
13-15 96
16-18 144
In bacterium assay, four different micro-biological concentrations (colony
forming unit/g) were defined, that are aerobic mesofilic micro-organisms, col-
iform bacteria, Escherichia Coli bacteria and lactic acid bacteria, according to
ISO standard methods (see Table 2 in Results-section). Also the visual appear-
ance and smell were evaluated by five people for samples 1-3, 10-12 and 16-18
(grades from 0 to 5, 0=bad 5=excellent).
The samples were imaged in a dark room with 45/0 geometry. RGB images
were taken by Nikon D90 digital camera. Spectral images were taken by CRI
Nuance EX spectral camera in a wavelength range 450-950 nm with 20 nm
intervals, totalling 26 wavelength bands. The same optics (Nikkor 60 mm macro)
was used with both cameras. 50 W halogen lamp was used as a light source.
White balance card were used as white reference for calibration of both cameras.
Spectral reconstruction of images were made using Wiener estimation with
second degree terms [5, 6]. The training set were collected by manually choosing
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36 spectrally different areas covering about 20 x 20 pixels from images 1, 4, 7, 10,
13 and 16, and by calculating component-wise median spectra for them. These
median spectra and the normalized RGB values from corresponding areas were
used to calculate the estimation matrix. RGB values were linearized by using
standard gamma of 2.4, and normalized by dividing the linear RGB values by
the corresponding values of the white reference.
Hierarchical clustering of samples was made using Ward’s algorithm [7]. At
first, the real spectral, reconstructed spectral and RGB images were aligned
so that the pixels to be selected would cover the same region. Median spectra
from the central part (200 x 200) of the spectral and reconstructed spectral
images were calculated (region of interest, later referred as ROI). The second
derivative of the median spectra were used for clustering to reveal the peaks of
the data and also to correct the baseline. For RGB images, the median RGB
values (component-wise) were used for clustering. Finally each image set was
clustered in six clusters.
3 Results
The results of the bacterium assay are collected to table 2. The concentration
definitions of aerobic mesofilic micro-organisms and lactid acid bacteria failed
for sample 18.
Table 2. Microbiological and sensory results
Sample Mesof. micro- Coliformic E. Coli Lactic acid Visual Smell
number org. [cfu/g] bact. [cfu/g] bact. [cfu/g] bact. [cfu/g] app. [0-5] [0-5]
1 8× 102 < 100 < 100 < 100 5 5
2 6.5× 102 < 100 < 100 < 100 5 5
3 9× 102 < 100 < 100 50 5 5
4 21× 102 < 100 < 100 53× 102
5 13× 102 < 100 < 100 35× 102
6 28× 102 < 100 < 100 64× 102
7 27× 104 < 100 < 100 125× 104
8 29× 104 750 < 100 94× 104
9 33× 104 < 100 < 100 112× 104
10 65× 105 1300 < 100 10× 106 2.5 1.75
11 74× 105 < 100 < 100 10× 106 2.5 1.75
12 93× 105 < 100 < 100 10× 106 3.25 2.25
13 104× 106 26× 104 < 100 11× 106
14 90× 106 7× 104 < 100 11× 106
15 95× 106 < 1× 104 < 100 12× 106
16 61× 107 49× 104 < 100 41× 107 0 1
17 60× 107 3× 104 < 100 42× 106 0 0
18 no result < 1× 104 < 100 no result 0 1
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It can been seen from Table 2 that all bacterium concentrations expect Es-
cherichia coli bacteria increase somewhat exponentially with respect to contain-
ing time.
The median spectra of ROI for images 1, 4, 7, 10, 13 and 16 are showed
in Figure 1. It can be seen that overall brightness levels varies slightly which
is mainly caused by imaging geometry variations between samples. Especially
sample 4 seems to be brighter than others. However, it can be seen that the
main differences in spectral shapes are at wavelengths from 530 to 580 nm and
at 630 nm. These are also the absorption peaks of oxymyoglobin and metmyo-
globin, respectively [1]. Spectral shapes indicate clearly that the concentration
of oxymyoglobin decreases and correspondingly metmyoglobin increases when
containing time is extended.
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Fig. 1. Median spectral reflectance of samples 1, 4, 7, 10, 13 and 16.
Results of spectral reconstruction can be seen in Figure 2. It can be seen
from the figure that the shape of the reconstructed spectra correspond well to
real spectra, although small differences can be observed.
RGB-images, spectral images and reconstructed spectral images were clus-
tered into six clusters using hierarchical clustering. Ideally, images should form
clusters in daily basis, i.e. three images per day in correct temporal order. The
results are collected to Table 3. It can be seen that clustering result for spectral
data is perfect. RGB-data performs very poorly. A few reconstructed spectral
images are located to neighboring cluster, others being perfectly clustered.
Because the absorbances of certain wavelength bands seem to vary temporally
due to oxymyoglobin changing to metmyoglobin, the changes in quotients of
reflectance channels 570 and 630 nm are computed. For comparison, the change
in quotient of normalized green and red channel from the RGB images are also
computed. Results are shown in Figure 3. Scales in the figure are logarithmic.
Clearly, the correlation is the best with real spectral data. It can also be
seen that reconstructed spectral data outperforms RGB data, while it still is too
inaccurate for the evaluation of containing time or bacterium concentration.
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Fig. 2. Median spectra (continuous line) and reconstructed median spectra (dashed
line) of samples 2, 5, 8, 11, 14 and 17.
Table 3. Clustering results for different image sets.
Image set Images in the correct cluster Images in the adjacent cluster
RGB 8 5
Spectral 18 0
Reconstructed spectral 14 4
4 Conclusions
The study demonstrated a new method for temporal classification of minced
meat. 18 minced meat samples, which were contained in raised temperature
(15 0C) were imaged both by spectral and RGB camera during six days, three
samples at a time. Spectral images were reconstructed from RGB images using
Wiener estimation. For images taken by a spectral camera, the clustering results
were perfect. Also reconstructed spectral data outperformed clearly the pure
RGB data. Two critical absorption peaks (about 570 nm and 630 nm) were
found from the spectral data, which is related to different forms of myoglobin.
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Fig. 3. Correlations between bacteria concentration (Mesofilic aerobic micro-
organisms) and (a) normalized green to red quotient (b) 570 nm to 630 quotient (spec-
tral data) (c) 570 nm to 630 nm quotient (reconstructed spectral data).
By comparing the proportions of the reflectances on above wavelengths, the
containing time of the meat sample can be predicted.
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Abstract. Quantication of specic compounds in a food-matrix is a
very important factor for an overall quantication of the quality. Near
infrared (NIR) hyperspectral imaging is a powerful technique to quan-
tify specic constituents as well as its spatial distribution of the food-
matrix. Hyperspectral imaging is however very expensive. We propose a
way to design a simple measurement system consisting of a NIR sensi-
tive monochrome camera together with a small set of optical lters to
estimate and visualize a specic food compound without requiring a full
hyperspectral device. Based on a set of hyperspectral measurements of
beef and physical and chemical analysis of the fat within the beef, we
propose a method to design a set of ideal Band Pass Filters (BPF), as
small as possible while still maintaining predictability of fat content. The
results show that 2 lters is a suitable amount of lters for prediction.
Keywords: NIR hyperspectral imaging, Optical lter, Beef, Content
1 Introduction
Traditionally quality evaluation of food has been done using visual inspection,
chemical measurements or sensory testing. These methods are destructive, time-
consuming and/or subjective, which calls for other quantication methods. Re-
cently non-destructive methods for evaluation of food quality as well as visualiza-
tion of the spatial distribution of constituents, by using (NIR) hyperspectral in-
formation have emerged [1]. Although hyperspectral image data is very versatile
and contains much information, the measurement system is extremely expensive
to install in a food factory. As another approach based on hyperspectral data,
a method designing the optical transmission for the optical lter to modulate a
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2RGB camera's spectral sensitivity and to highlight an object's spectral features
is proposed [2][3].
We propose a simple measurement system consisting of a NIR monochrome
camera together with a small set of optical lters to estimate and visualize a
specic food compound without use of a hyperspectral device. We use the fat
content in raw beef as the target. Currently in Japan, the quality evaluation of
beef carcasses is performed manually by a grader. In this grading, only visual
inspection is used. Marbling, which is the amount and distribution of fat in the
meat is the most important factor. Based on a set of hyperspectral measurements
and physical and chemical analysis of fat within the beef, we propose a method
to design a set of optical Filters, which accurately is able to predict the amount
and distribution of this fat.
2 Materials and methods
2.1 Samples and measurements
A total of 126 meat samples consisting of various parts from three 25-month-old
Japanese black cattle were collected. After about 60 days of ageing at 0  5C,
the beef carcasses were kept at  25C to maintain the fat properties during
storage and transportation.
The fat content used for reference values was analyzed by physical and chem-
ical method. Automated Soxhlet extraction equipment (Soxtherm416, Gerhardt,
Germany) was used to obtain the fat percentage.
The hyperspectral measurements were performed by a NIR hyperspectral
imaging system consisting of a linear image sensor (Spectral Camera SWIR;
SPECIM Spectral Imaging Ltd, Finland), a linear slide table and halogen light
sources (MH-M15, 150 W; Hataya Ltd, Japan). The hyperspectral camera works
in the wavelength range of 970-2500 nm with a bandwidth of 6.3 nm at a resolu-
tion of 320 pixels (X-axis). We acquired samples at a resolution of 380m=pixel
over a rectangular region of 120130mm by moving the slide table. The exposure
time was 3.0 ms.
2.2 Calculation of lter transmission intensity
The MATLAB 7.5 (R2007b; The MathWorks Inc., Natick, MA, USA) software
package was used to analyze the hyperspectral image data. Optical lters were
designed as ideal (rectangle-shaped) BPF and an assumption was made that
a measurement using an optical lter consists of three images; a dark current
image (IDark), a white standard image (IWhite) and a sample image (ISample).
To remove the eects of dark current, spectral features produced by the light
source, and at eld inhomogeneities, we use IR as a model parameter calculated
from measured images or hyperspectral images by
IR =
ISample   IDark
IWhite   IDark
=
∫ long
short
ISample()  IDark
IWhite()  IDark
d
Where fIDark; IWhite(); ISample()g is hyperspectral data, short and long
are the wavelength edges of the BPF. When calculating IR , the spectra f
ISample(); IWhite() g were interpolated by cubic spline to 1,000 wavelength
points between short and long .
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32.3 Design of optical lter property
The lter properties were modeled by using the center wavelength (c) and the
half-bandwidth (wh). We limited the minimum bandwidth of BPF to 50 nm,
because too narrow BPFs cannot obtain enough luminance, which will cause
reduction of the signal-to-noise ratio. The maximum bandwidth was limited to
1,000 nm, because very wide BPFs are hard to implement as a real optical l-
ter. The wavelength range was also limited from 1,000 nm to 2,300 nm, because
shorter/longer wavelength ranges of hyperspectral data could not provide suf-
cient intensity. With a spectral resolution of about 6.3 nm, meaning a total
number of wavelength-points of 206. Even if the edges of BPFs are limited to
these wavelength-points, every possible combination of n BPFs is ' 104n. There-
fore \brute-force search" is not suitable for more than 2 or 3 lters in terms of
searching time.
Multiple Linear Regression (MLR) was used to estimate parameters for linear
models using lter transmission intensities as variables. To create and evaluate
the estimation models, samples were divided into calibration and validation sets.
Calibration samples were selected randomly (Nc = 84) and remainder were used
as validation samples (Nv = 42). These sample sets were xed to compare the
results of dierent feature selection method.
Filter feature selections were done using leave-one-out cross validation, to
minimize the root mean square error of cross-validation (RMSECV ) given by
RMSECV =
√∑
(yc   y˜c)2
Nc
where yc is the reference value, and eyc is the predicted value of the calibration-
set in cross validation. Furthermore the standard error of calibration (SEC) ,
the root mean square error of calibration (RMSEc) and the standard error of
prediction (SEP ) were calculated as
SEC =
√∑
(yc   y^c)2
Nc   n  1
; RMSEc =
√∑
(yc   y^c)2
Nc
; SEP =
√∑
(yv   y^v)2
Nv
where y^c is the predicted value of the calibration-set using the model, n is the
number of lters, yv is the reference value of the validation-set, and y^v is the
predicted value of the validation-set using the model.
We compared the following three feature selection methods.
Stepwise random selection In this method one needs to dene the number
of lters. A scoremap and a countmap is maintained for each lter which is used
for deciding the nal properties for the corresponding lter:
1. Generate the fm; (m+ 1); (m+ 2); :::; ng-th lters randomly.
2. Calculate n lter outputs of each calibration sample.
3. Make a MLR model by using the calculated lter outputs and the corresponding
reference values of the calibration-set.
4. Calculate the RMSECV for the calibration-set.
5. Add the RMSECV value to the n points in the scoremap. Also add 1 to the n
points in the countmap.
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46. Repeat step 1 to 5 suciently many times.
The scoremaps and the countmaps are made for each m-th lter individually,
and have coordinate points corresponding to every lter feature (c; wh).
7. Remove 0-count points both in the m-th countmap and the m-th scoremaps. Then
make a mean scoremap by dividing the m-th scoremap by the m-th countmap.
8. Choose a point that minimizes the mean scoremap. This is then xed as the m-th
lter (cm ; whm)
9. Repeat steps 1 to 8 n times with the f1; 2; :::; (m  1)g-th xed lters.
Finally, local optimization (constrained nonlinear optimization) is performed
using the result as a starting guess, minimizes
min
√∑Nci (yi  ∑nj f(short(j); long(j); xi))2
Nc
 ; f(short; long; x) = ∫ long
short
xd
s:t: (1000  short; long  2300); (50  long   short  1000)
where x is reectance (hyperspectral data) of a sample. In this method, a
lter feature which has small average error in many trials of various feature
combinations, is assumed to contain useful information for estimation.
Forward selection method Inspired by the classic variable selection technique
also known as forward selection [4], the forward selection method calculates
RMSECV for all possible lters and selects the lter (C1 ; wh1) which minimizes
this metric. This lter (C1 ; wh1) is xed at the found feature and the procedure
is then repeated for next lter (C2 ; wh2) . The m-th lter (Cm ; whm) is chosen
with (m  1) xed lters. The wavelength of the BPF edges are discrete values.
At the m-th lter selection step, this method consider the combination of
(m 1) lters already xed andm-th lter. Contrary to this the stepwise random
selection method considers the combination of n lters at every step.
Forward selection with local optimization After each forward selection
step, local optimization (same to stepwise random selection method) is per-
formed using the result of the forward selection method as a starting guess.
3 Results and discussion
Table 1 shows the statistics of results for the calibration and validation samples
found by the physical and chemical analyses. The samples have a rather wide
distribution.
Table 1. Statistics for reference values in each data set
Number Mean[%] SD[%] Min[%] Max[%]
Entire set 126 30.92 14.66 5.25 71.23
Calibration set 84 30.36 13.99 5.25 63.50
Validation set 42 32.04 16.03 8.98 71.23
Figure 1 shows an example of the result of stepwise random selection for n=6
with the area-averaged reectance spectra from all 126 samples. The number of
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5repetitions for each selection step is 105. Figure 3 shows the mean scoremaps.
The minimum point (the selected condition) is indicated by a magenta mark in
each of the maps. Figure 2 shows an example of the plot of the evaluation values
for n= 1 to 10. In this result, local optimization decreases the RMSECV , and
increases the SEP .
Figure 4 shows the result of the forward selection method, while gure 5
shows a plot of the evaluation values. Although the RMSEc continues to de-
crease at least until 10 lters, the SEP begin to increase after 6 lters, and the
RMSECV is not improved after 3 lters. Also the 4-7th lter is exactly similar,
it's impractical to implement a real optical lter individually.
Figure 6 shows the modications achieved by local optimization after each
forward selection step. It appears that there are few or no modications. Fig-
ure 7 shows a plot of the evaluation values. Local optimization decreases the
RMSECV slightly, however the SEP is increased. This might indicate that the
local optimization causes overtting.
In summary, local optimization decreases the RMSECV , however, it does
not necessarily mean the model's accuracy improves. In this case, 2 lters might
be enough for prediction.
In previous work [1], which uses hyperspectral data and PLS1 regression, the
SEP is 4.81. In that study, spectral correction (multiplicative scatter correction)
was used. Because the purpose is to implement a real optical lter, we use raw
reectance spectra without any spectral correction. We achieve a minimum SEP
around 5.0. This could indicate that our results demonstrate sucient accuracy.
In this study, similar RMSECV curves but dierent SEP curves are ob-
tained. Accuracy has not improved even we increase the number of lters to
more than 2. This might mean that the prediction of the fat content is rather
easy, because it was high in fat.
In future work, we will apply these methods to the estimation of fatty acid
content, which is more dicult to predict than fat content because the content
is much lower. Also, we will apply imaging to visualize the food composition. To
improve the accuracy, we will add a combination of lter output values to the
estimation model, and perform selection of them.
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Fig. 1. An example of the result of step-
wise random selection (n = 6)
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Fig. 2. An example of individual error
measures (for n=1-10) for stepwise random
selection
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Fig. 3. An example of an evaluation map of stepwise random selection (n = 6)
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Fig. 4. The result of forward selection
(n=10)
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Fig. 5. Error measures for forward selec-
tion
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Fig. 6. Modications of the BPFs found
by local optimization after each forward
selection step (n=1-10)
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Fig. 7. Error measures for forward selec-
tion with local optimization
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In Depth Analysis of Food Structures
Hyperspectral Subsurface Laser Scattering
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Abstract. In this paper we describe a computer vision system based on
SLS (Subsurface Laser Scattering) for industrial food inspection. To ob-
tain high and uniform quality, in for example dairy products like yoghurt
and cheese, it is important to monitor the change in size and shape of
microscopic particles over time. In this paper we demonstrate the use-
fulness of our SLS system for characterizing food items. We use a laser
source that can be tuned to any wavelength in the range of 455 nm -
1020 nm by applying an AOTF (Acousto-Optical Tunable Filter) to an
optical beam generated by a SuperK (supercontinuum) laser system. In
our experiments we show how the system can be used for discriminating
dairy products with different structure and how the structural change
of a foam can be monitored over time. Time stability of the system is
essential for measurements over several hours, and we demonstrate the
time stability by measuring the reflectance profile of an inorganic phan-
tom. The SLS technique is a very promising technique for non-intrusive
food inspection, especially for homogenous products where particle size
and shape are important parameters.
1 Introduction
The purpose of this paper is to present results of our computer vision system
for characterizing structural elements in food products. The development of mi-
crostructures is important in the production of for example fermented dairy
products. Controlling this development, which can take hours or days, is essen-
tial for obtaining high quality products while minimizing energy consumption
and waist. Our system is based on a supercontinuum (SuperK1) laser source that
uses an AOTF (Acusto-Optic Tunable Filter) to produce a beam with a precise
wavelength that can be tuned over a broad range. The laser system delivers the
light through a photonic crystal fiber that is integrated with a camera as illus-
trated in Figure 1. Based on this system we are able to perform hyperspectral
SLS (Sub-surface Laser Scattering) measurements of various food samples. Our
SLS system has high potential for becoming an integral part of product develop-
ment and production, because it provides non-intrusive and objective assessment
1 http://www.nktphotonics.com/
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2(a) Side view of the hyperspec-
tral SLS vision system.
(b) 3D illustration of the hyper-
spectral SLS vision system.
Fig. 1. Illustration of the vision systems. In (a) the system is shown from the side where
the laser source is at the left side pointing at the sample. The instrument mounted on
the right side is the camera. The gray shade behind is the cover, which protects the
setup from surrounding light. In (b) the same setup is illustrated from an angle without
the cover. Both the laser source and the camera is mounted in a flexible setup that can
be adjusted to various positions and angles.
of structure of the food item. Food structure can be coupled to parameters like
mouth feel and creaminess [1].
Many food items are processed to change their structure. Protein structure
of milk changes by fermentation from being dissociated to form chains. In a
whipping process air bobbles are added to the food. Methods like rheology,
microscopy and spectroscopy are traditionally used for measuring such changes
[3]. The advantage of a vision systems, like our SLS system, is the avoidance of
contact with the food and the possibility of implementing an inline application
[7]. We will demonstrate how this variation in structural composition can be
assessed using our SLS system.
2 Method
We have presented the setup for hyperspectral SLS in [6], and we are continuously
developing the system for food inspection problems. The setup is shown in Figure
1, and from the results presented in [6] we have extended the procedure to include
improved image acquisition using high dynamic range imaging (HDR). We also
demonstrate the time stability of the system and how a process can be monitored
over time.
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Fig. 2. Building a HDR image. Top left shows a mask used for building the HDR
image. The mask with the dark blue color in the center is used as a mask for the
image with the shortest exposure time, and the other masks are used with longer and
longer exposure times. For each mask the pixel value of the image is divided by the
corresponding exposure time. Bottom left shows the HDR image on a log scale, with
the highest intensity in the center red part and lowest in the blue parts. Right is a
graph of the profile along the dotted line. The vertical lines show the dynamic range
of the five differently exposed images for building this HDR image.
2.1 High dynamic range imaging
The subsurface scattering profiles are highly divergent and cannot be covered
by the effective dynamic range of the camera. Acquiring images at a number
of exposures can solve this, but this will result in large amounts of data to be
stored. To overcome this we construct a HDR image. For now we have chosen a
simple approach for constructing HDR images by acquiring images with different
shutter time and using the shutter time as a multiplicative factor. This approach
is illustrated in Figure 2.
An image can contain pixels that are under exposed, well exposed or over
exposed or a combination of these. The problem is to combine the well-exposed
pixels over all images. We make the simplifying assumption that the image in-
tensity scales linearly with exposure time, which can be expressed as I(t) = tIn,
where I is the image, t is the exposure time, n is the number of images and In
is the image acquired with the shortest exposure time.
The HDR image is constructed by choosing the pixels from the image with
highest signal to noise ratio. The image acquisition results in a stack of images,
where the intensity of the pixels increases with increasing exposure time. Assum-
ing the pixel noise to be independent of the exposure time, we will have highest
signal to noise ratio for a pixel in the image with the longest exposure time,
where that pixel is still not saturated. Therefore, we construct our HDR image
by starting with the image acquired with the longest exposure time and choosing
all non-saturated pixels. After that we choose the image with the second longest
exposure time, and add all the unsaturated pixels that was not chosen until now,
multiplied with a factor τi =
t1
ti
, where i = 2 for the second image. We continue
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Fig. 3. Characterization of two samples – (left) a phantom and (right) a whipped
cream foam. The HDR image shows the three profiles marked with a black (backward
scattering), a red (forward scattering) and a green line(orthogonal profile). The sample
is illuminated from the left. The iterated logarithm of the intensity is shown in the
three curves colored similar to the profiles in the image, and the straight lines are
the fitted curves. The model is only partly applicable and the vertical line shows the
minimum radial distance for the fit.
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Fig. 4. Iterated logarithmic characterization as a function of wavelength for various
products. The primary difference between cream and milk is the content of fat globules,
and the primary difference between milk and yoghurt is the fermentation where protein
structures change due to acidification. Both these differences are clearly distinguishable
from the SLS characterization. The error bars are error on the slope estimate of the
iterated logarithm.
this way until all images are added. If the image with the shortest exposure time
contains saturated pixels, these are added to the final HDR image.
2.2 Sample characterization
The iterated logarithm of the intensity (log(log(I))) presented in [2] and [6] was
used for analyzing the scattering distribution. We have extended the number of
profiles through the image since an oblique incident of 45◦ illumination was used.
The oblique illumination results in a anisotropic shape of the intensity peak. Mie-
theory predicts a symmetric scattering profile orthogonal to the direction of the
incoming light, which has been verified in [5]. Based on this we have extended
the characterization using three profiles all starting from the intensity peak –
two in the incident direction of the beam and one perpendicular to this. This
way we capture some of the anisotropy in the scattering distribution. This is
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5Fig. 5. Development of the SLS characterization over time. (a) time development of
a phantom object and (b) time development of whipped cream. Left the SLS char-
acterization (normalized) is shown as an image and right the average SLS parameter
with error bars of one standard deviation. The phantom has almost no change over
time, showing that the system is very stable, whereas the whipped cream changes
significantly.
illustrated in Figure 3. But the resulting characterization based on the slope
and offset of the fitted curve was very similar, so in the rest of this paper we
just use the average of the three profiles.
3 Experiment and results
We have performed experiments to demonstrate how the system can be used for
assessing changes over time. In Figure 4 this is shown for some commercially
available dairy products, which shows that for most wavelengths there is a clear
difference in their characterization. The fermentation of milk to form yoghurt
changes the shape of the SLS parameter significantly.
3.1 Monitoring the time development of the scattering profile
To estimate the system stability we have measured the SLS profile of a phantom.
The phantom is solid block containing polystyrene spheres made similar to the
description in [4]. We measured the phantom over 5 hours and 50 minutes with
wavelengths ranging from 460 nm to 1020 nm. In a similar way we measured
the development of whipped cream, which is foam that changes structure over
time. Scattering parameters of both phantom and whipped cream are presented
in Figure 5. The measurements of the phantom are stable over time with minor
variations due to noise in the measurements, whereas the whipped cream clearly
changes with time as the foam collapses.
4 Discussion and conclusion
The main contributions of this paper is the demonstration of the SLS system
for time studies and a HDR imaging for improved SLS characterization. The
anisotropic shape of the scattering center is also characteristic for the food
items. Our characterization, based on the linear fit of the iterated logarithm,
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6did not show the expected directional dependence, but using the anisotropy is
very promising for future research.
The HDR imaging improves characterization, because the entire dynamic
range is captured making it possible to measure the entire reflectance profile.
This allows the SLS parameters to be estimated from a larger number of pixels
and a much higher dynamic range, than using just one exposure. In addition we
obtain a good characterization also in regions where the camera sensitivity or
beam power is very low or very high. Images based on a single exposure would
have a risk of being under or over exposed. Our procedure for building the HDR
images also ensures a selection of the pixels with highest signal to noise ratio
while being simple and fast.
Our SLS system is highly flexible because it offers a high spectral resolution
and a high variation in geometric configuration. This makes it a unique instru-
ment for SLS characteristics of food items, and our research will focus on finding
combined radiometric and geometric configurations that optimally characterizes
the food sample. From this we will be able to design a new type of vision systems
for improved food quality assessment.
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Spectral Imaging by Upconversion 
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Abstract. We present a method to obtain spectrally resolved images using 
upconversion. By this method an image is spectrally shifted from one spectral 
region to another wavelength. Since the process is spectrally sensitive it allows 
for a tailored spectral response. We believe this will allow standard silicon 
based cameras designed for visible/near infrared radiation to be used for 
spectral images in the mid infrared. This can lead to much lower costs for such 
imaging devices, and a better performance.  
Keywords: Upconversion, spectral imaging. 
1   Introduction 
Imaging with spectral information has many potential applications. This includes 
medical imaging, cleantech, combustion analysis, and food imaging. Here we present 
how a new technology can be used to extend the working range of silicon based 
cameras far beyond their normal wavelength working range. This is done by 
upconversion, which is a process often used to convert the wavelength of lasers. This 
is for example used in green laser pointers where 2 near infrared laser photons at 1064 
nm combine forming one green 532 nm photon with twice the energy. The same 
principle can be applied where two different wavelengths are mixed inside a nonlinear 
crystal, generating a third wavelength as the sum energy (or frequency, if you will). 
Under the right circumstances, this sum frequency generation will even be able to 
conserve image information existing at the input wavelengths. This process can even 
occur if one of the input wavelengths is incoherent light and the other a powerful 
laser. 
Work on image upconversion was an active research field in the 1960’s and 
1970’s. Around 1980 the field was abandoned, since the quantum efficiency (QE) of 
the process never exceeded  and the obtained images had very low resolution 
not exceeding 20x20 image elements [1-7]. Recently [8], we demonstrated a vast 
increase in the Quantum efficiency and resolution obtainable in image upconversion. 
                                                           
1 Please note that the LNCS Editorial assumes that all authors have used the western 
naming convention, with given names preceding surnames. This determines the 
structure of the names in the running heads and the author index. 
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In fact, we increased the QE by 1000 (to 0.02 %), and the amount of image elements 
by a factor 500 over previous work in the field (to 200x1000 image elements). This 
gives reason to believe that the process can be improved to be usable for many 
different applications, as pointed out in a News & Views story [9] about our previous 
work. 
2   The experimental details 
The working principle of our first image conversion module is illustrated in Fig. 1. 
 
 
 
Fig. 1. The working principle of the image wavelength converter. Light from an infrared object 
is passing through a wavelength converter module which transforms the wavelength of the light 
to a new, shorter, wavelength. This wavelength can be captured by an ordinary camera. 
Photons containing image information at a wavelength, λ1 are mixed with a laser with 
wavelength λ2, to form upconverted photons at the sum frequency, λ3. See Eq. 1. 
 
  (1) 
 
To obtain efficient conversion the phase matching condition must be satisfied. See 
eq. 2. 
 
  (2) 
 
 is the wavenumber of the photons, and  is the quasi phase matching 
parameter, which is , where PP is the poling period of the nonlinear 
crystal. Since the poling period can be designed to specifications, it is possible to 
design phase matching of any wavelengths, as long as the nonlinear crystal is 
transparent to the three involved wavelengths. 
The module accepts radiation at one wavelength regime with image information, 
and converts that radiation to another wavelength. This wavelength-converted image 
has been spectrally filtered by the nonlinear process, and can be detected with a 
standard camera.  
Details of the experimental setup can be found in reference [8]. The key 
ingredients are a nonlinear crystal placed within an intense laser field. The intense 
IR object 
Wavelength converter 
Ord. 
camera 
 
  
Visible 
image 
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laser beam is generated by setting up a resonant laser system (the laser photons are 
“recycled” passing through the crystal many times using an intra cavity set-up). This 
makes it possible to obtain very high laser powers, by use of a comparatively low 
power pumping laser. In the present setup the phasematched wavelength can be tuned 
either by tuning the temperature or other parameters in the phasematch condition. By 
choosing a suitable poling period any wavelength, for which the nonlinear crystal is 
transparent, can be upconverted. 
Since the conversion efficiency is proportional to the laser power, the system 
optimized to provide maximimum intracavity laser power. This is done by 
minimizing the losses, by using laser mirrors with very high reflectivity. Furthermore 
the nonlinear crystal is inserted in the laser cavity at Brewster angle minimizing 
reflection losses. Since the Brewster angle is nearly identical for the incoming and the 
generated wavelength, the reflection losses are minimal. 
3   Designing the bandwidth of the upconverter 
In previous work we have demonstrated how very narrow or broad acceptance 
bandwidths can be obtained. Basically this is done by choosing the right combination 
of nonlinear crystal and mixing laser wavelength. We have designed a simple method 
to calculate how to optimize the phase match condition for broad band and narrow 
band upconversion respectively. The obtainable bandwidth will depend on the length 
of the nonlinear crystal. In the case of broadband phase matching (which happens 
when the wavelength dependence of phase match condition is zero in the first order 
approximation), it can be shown that the actual phase matched bandwidth is inversely 
proportional to the square root of the length of the crystal. E.g. this means that a four 
time’s longer crystal has half the wavelength acceptance. In case of narrowband phase 
matching, the bandwidth is inversely proportional to the length of the nonlinear 
crystal. 
By choosing the correct mixing laser wavelength it is thus possible to design a 
system with desired bandwidth acceptance parameters. By having several different 
poling periods, e.g. side by side within the same nonlinear crystal it is possible to tune 
the observed spectral wavelength [10]. 
4   Image enhancement 
The loss of high frequency image resolution associated with imaging through a 
Gaussian aperture, can to some extent be corrected for. We know from the diffraction 
theory exactly what the optical transfer function (OTF) and point spread function 
(PSF) are.  
The optical transfer function (OTF) and point spread function are related to each 
other according to Eq. 3. 
 
  (3) 
37
 
FT is the Fourier transform. The PSF can be understood as the spatial distribution 
of upconverted photons originating from a point source. It can be shown that the OTF 
is the actual shape of the mixing laser (λ2). This implies that if high spatial resolution 
is desired, one should have a large beam diameter inside the nonlinear crystal.  
Since the OTF is Gaussian, we can correct for the loss of high frequency 
information. In fig. 2 we demonstrate the image enhancement possible from applying 
a wiener filter to deconvolve the acquired upconverted image. 
 
  
 
 
Fig. 2. Image of the filament in a light bulb. Light is upconverted from 765 nm (0.25 nm 
bandwidth) to 488 nm. The upper image shows the acquired image. The lower shows the same 
image after wiener filtering. 
 
The ability of the wiener filter to increase the contrast and resolution is further 
demonstrated by applying the same filter to a resolution target as illustrated in Fig. 3. 
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Fig. 3. Before and after image restoration. Clearly the lower image (Image restored) has better 
contrast and the resolution is also improved at the cost of a reduced signal to noise ratio. 
 
As can be seen from Fig. 3 the image restoration results in higher resolution. In the 
original image vertical line pattern 4.2 is the smallest resolvable vertical lineset. In the 
image enhanced version pattern 4.3 can be resolved. This corresponds to 12 % better 
resolution. The contrast is also much improved. 
5   Conclusion 
To conclude, we have demonstrated a versatile novel method for wavelength 
conversion of light while preserving image information. There is a large degree of 
freedom in how the light is converted, as the spectral response can be designed with a 
quite large degree of freedom. Since the process does lead to some loss of spatial 
resolution, we have demonstrated how this loss can be minimized by application of 
image restoration techniques. 
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Abstract. Computed tomography (CT) has successfully been applied
in medical environments for decades. In recent years CT has also made its
entry to the industrial environments, including the slaughterhouses. In
this paper we investigate classification methods for an online CT system,
in order to assist in the segmentation of the outer fat layer in the mid-
section of CT-scanned pig carcasses. Prior information about the carcass
composition can potentially be applied for a fully automated solution,
in order to optimize the slaughter line. The methods comprise Markov
Random Field and contextual Bayesian classification, and are adapted to
use neighbourhood information in 2D and 3D. Artificial Poisson noise is
added to the provided dataset to determine how well each of the methods
handles noise. Good noise handling will allow lower dose scannings. The
investigated methods did not perform better than the reference model
in terms of classification, but the MRF segmentation showed promising
results in a case with extreme simulated noise.
1 Introduction
The Danish slaughterhouses process approximately 20 million pigs every year [1].
This means that even a slight streamlining of the slaughter process might result
in huge benefits. One way of streamlining the process, which has been inves-
tigated intensively in recent years, is the use of online CT-scanning [2]. Using
computed tomography (CT) on a pig carcass (half a pig body), makes it possi-
ble to directly extract anatomical information, which otherwise only would be
possible to obtain, after the carcass has been cut. This obviously has a huge
potential in terms of optimization. There is an anatomical variation between
pigs, and CT provides the possibility to determine how well a specific carcass
is suited for a certain product before it is cut. Furthermore, prior information
can also be used to guide the cutting process to ensure a maximum yield and
minimum waste of meat. The use of CT-technology in future slaughter houses
has become so well founded, that the long term goal is to scan every pig carcass
online before cutting, in order to optimize, organize, and automate the entire
slaughter process.
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2Commercial tolerances provide guidelines and quality measures for products cut
from the carcass. If such tolerances can be estimated before the carcass is pro-
cessed, the initial cuts could be placed optimally. Some of these commercial
tolerances can be found from the outer fat layer of the carcass midsection. For
the process of segmenting the outer fat layer, a natural step is to partition the
voxels into a fat- and a meat class, hereby obtaining the outline of the meat, see
Fig. 1.
(a) (b)
Fig. 1. (a) shows a slice from the midsection of a CT-scanned carcass. (b) shows the
same slice with a crude outlining (red) of the meat. The outer fat layer is located
between the meat outline and the skin (Yellow). Note that bone is included in the
outline.
We test two methods for creating a binary partition in CT-scanned carcass mid-
sections. Each method utilizes neighbour (contextual) information in both 2D
and 3D. However, the voxels of the provided CT-data are anisotropic, which
complicates the step from 2D to 3D. Noise is well-known to appear in CT-scans
and our motivation for taking neighbour information into consideration is that
we expect an increased noise stability. If a classification to some degree can be in-
variant to noise, it would allow for lower dose CT-scans. In medical applications
patients will be exposed less harmful radiation, and in industrial applications it
is faster and more cost efficient.
2 Methods
We investigated two different methods in order to classify each voxel of a CT-
scan to belong to the two classes denoted pifat or pimeat. Both methods were
applied utilizing neighbour information in both 2D and 3D.
2.1 Contextual Bayesian Classification
A 2D contextual Bayesian classification scheme has been developed by Hjort et
al. [8], and extended to the third dimension by Larsen [4]. For these schemes, a
42
3feature vector is created for each voxel. This feature vector contains the voxel
intensity, X, of the current voxel, along with intensities for the six (for the
3D version) immediate neighbours, i.e. X = (XC, XN, XE, XS, XW, XT, XB)T
where the subscripts denote current, north, east, south, west, top and bottom
respectively. Based on the feature vector we want to make a classification, that
is find the v ∈ {fat,meat} that maximizes P (C = piv | X = x). Using Bayes
theorem and the law of total probability we have
P (C = piv | X = x) = (1)
pv
∑
a,b,c,d,e,f P (X = x | C = (piv, pia, pib, pic, pid, pie, pif ))g(pia, pib, pic, pid, pie, pif |piv)
h(x)
,
where pv is the prior probability of the classes, (a, b, c, d, e, f) is one of the pos-
sible 26 class configurations of the neighbours, and h(x) is a normalization. g(·)
introduces a prior notion of the class configurations, as it only allows the spatial
patterns in Fig. 2.
Fig. 2. Four allowed spatial patterns of the class configurations. More patterns are
obtained by rotation.
2.2 Markov Random Field Segmentation
The Markov Random Field (MRF) model is well-known from medical image
segmentation [3]. It can be used to model the spatial interactions between voxels,
and have free parameters to control the amount of allowed interaction in the
spatial directins. Following Li [7], an energy function for the MRF can be defined
based on a neighbourhood system. The MRF, along with its energy function, can
be translated into a flow network, and following Kolmogorov and Zabih [6], the
energy can be minimized using graph cuts. This yields an optimal classification
of the voxels, into pifat and pimeat, for the defined MRF model.
3 Data
Data was provided by Danish Meat Research Institute (DMRI) and consisted of
22 CT pig carcasses scanned at a high dose (80mA), from which the midsections
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4were extracted. Each of the midsections consisted of approximately 70 slices (z-
direction) of 512×512 pixels (xy-direction). Each voxel was anisotropic with a
physical dimension size of 1×1×10mm in the xyz-directions. Furthermore, the
carcasses have been preprocessed by trimming the volumes in the y-direction, in
order to remove the scanner table. Fig. 3 shows an entire CT-scanned pig car-
cass along with the location of the midsection. Additionally, a single midsection,
scanned at both high (80mA) and low dose (10mA), was also provided.
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Fig. 3. A pig carcass shown in the xz-plane. The midsection is located between the red
vertical lines.
4 Results
DMRI currently uses the 2D variation of the contextual Bayesian classifier along
with mathematical morphology. This has shown good results regarding weight
estimation of entire pig carcasses [5]. We therefore use this method as reference.
To evaluate the methods, artificial noise was added to the CT-volumes. The
noise was modeled by adding Poisson noise, with parameter λ, to the data. An
appropriate λ was found by comparing the amount of mis-classified voxels us-
ing the reference method on the midsection with true noise data and the same
midsection with simulated noise. Additional samples, with increased noise levels,
were also created. The noise simulation is illustrated in Fig. 4. More advanced
CT-noise modeling was not considered.
The free parameters for the MRF segmentation were estimated for each noise
level by looking at the mis-classification rates compared to the reference. It was
found that the interaction in the xy-direction should be equal, but the interac-
tion in the z-direction was insignificant.
Fig. 5 shows the amount of mis-classifications as a function of the noise level.
The methods seems to have approximately equal mis-classification rates for fat
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5Fig. 4. The first row shows a zoomed view of a slice with, no noise, real noise, simulated
noise, and increased simulated noise respectively. Notice that the real noise seems to
consist of larger structures, where the simulated noise structures are small. The second
row shows the corresponding classifications using the reference method.
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Fig. 5. The mean of mis-classification rates for fat- and meat voxels for all 22 CT-
carcasses. The included interval denotes the standard deviation.
voxels, but not for the meat voxels. This was found to be due to the fat marbling,
where a lot of the voxels are a mixture of fat and meat.
As fat marbling lies within larger meat structures and rapidly changing between
slices, there was a tendency of overestimating the amount of meat voxels in these
areas. It was found that the new methods did not introduce any significant ad-
vantages over the reference method in terms of classification.
However, for the case where we wanted to extract an outline of the meat as
in Fig. 1, a small scenario with extreme noise was investigated. As seen in Fig.
6, the MRF segmentation was more successful at producing a nice and smooth
outline, as the amount of smoothing can easily be controlled contrary to the con-
textual Bayesian classifiers. This flexibility might be really important for data
with real noise, as the noise structures tend to be bigger in these cases.
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6(a) Original slice (b) Noisy slice
(c) 2-D Bayesian (d) MRF
Fig. 6. Classification results for a case of extreme noise.
5 Conclusion
We have investigated the segmentation of noisy CT-data using MRF and a con-
textual Bayesian classifier. Extending the methods to the third dimension did
not improve the results. However, in a case with extreme noise, the MRF seg-
mentation showed promising results when extracting the outline of the meat,
which was the target of the investigation.
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Abstract. The characterization of the microstructures of freeze-dried
food products determines the speed of and the properties after rehydra-
tion. The pore size distribution is an important characteristic of such
textures. Spatial homogeneity and the orientation of voids and cracks
inside the samples are studied.
Keywords: freeze-drying, fruit, vegetables, microtomography, granu-
lometry, pore size
1 Introduction
Dried fruits and vegetables (F&V) are important ingredients in many conve-
nience food products like soups, sauces and complete meals. However, the current
products are a compromise between convenience and sensorial/nutritional qual-
ity. Most F&V are generally dried convectively with heated air. A disadvantage
is the substantial degradation in appearance (shrunken, shrivelled, darkened),
nutrients and flavour and the low rate of rehydration. Higher quality products
can be obtained using freeze-drying (FD) methods. However, the very porous
structure leads to a loss of texture and increase of friability. So far no systematic
approach that considers the underlying microstructure during the fresh-dried-
rehydrated processing chain has been applied. A major barrier to embark on
such an approach has been the lack of adequate measurement technologies that
enable decision making based on sound microstructural data. Hence we have
deployed X-ray microtomography (µCT) [4,5] to investigate the microstructural
impact of FD. 3D image analysis methods were developed to obtain quantitative
information about the porous microstructure. This information will further be
used to develop mathematical models for simulation of the moisture transport
within the product. These models will focus on the control of ice crystal growth,
microstructure and the speed of rehydration. Finally, these models will be vali-
dated using MRI. In this paper, the usability of 3D image analysis methods will
be demonstrated on two individual carrot samples.
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2 Material and methods
2.1 Carrots
Cylindrical samples with a diameter and length of 10 mm were cut from winter
carrots. These samples include parts of the central stele and peripheral cortex,
containing different types of cells having different size, shape and orientation.
Samples were frozen at two different temperatures: −28℃and −196℃. Freeze
drying is based on the dehydration by sublimation of a frozen product. It results
in a very open structure with large cavities promoting fast rehydration. These
cavities are not the plant cells but are created by the ice crystals. The size of
these cavities is therefore mainly influenced by ice crystallisation behaviour or
the cooling rate.
2.2 X-ray microtomography (µCT)
The internal porous structures of the samples were visualised using a SkyScan
1172 desktop X-ray micro-tomography system. A stack of approximately 2000
horizontal cross sections (4000× 4000 pixels) was produced with a pixel size of
4.0 µm. The contrast in µCT images is based on the difference in X-ray attenu-
ation of the constituents of the sample (e.g. solids and air), which is influenced
by the density and composition of the constituents.
2.3 Image processing
The µCT images of freeze-dried carrots as shown in figure 1 clearly show dif-
ferences between both drying methods. The sample on the left shows elongated
voids oriented in a diagonal direction. Close inspection reveals two types of tis-
sues, one on the bottom left and one on the top right side of the sample. The
sample on the right shows more clearly distinct tissues: fine structures on the
right and a very porous tissue on the left, both containing long cracks.
A characterization of these textures can be achieved in several ways. One of the
quantitative methods is the computation of the distribution of the pore sizes,
also called a granulometry. The minimum pore width is taken as a characteristic
for the pore size. The minimum pore size can be related to the speed of the
ingress of water during the rehydration.
A second quantification is based upon the homogeneity of the sample. Two types
of homogeneity can be distinguished: homogeneity in pore size, indicated by a
narrow size distribution, and spatial homogeneity, which means that each subset
of a spatially homogeneous sample will generate ‘the same’ granulometry. Spa-
tial inhomogeneity may be an indication that more than one type of tissue is
present in the sample.
A third quantification is the orientation of pores, cracks and voids in a sample.
As can be observed, the pores are not scattered randomly, but they are more or
less parallel, due to the biological composition of the sample.
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Granulometry The distribution of the sizes of the pores can be obtained using
morphological sieving [1,2]. The distribution is obtained by a closing scale-space,
using a sphere with increasing diameter. The spherical shape of the structuring
element guarantees rotation invariance, so it is independent of the orientations of
the sample and of the structures within the sample. The morphological closing
is now defined as a dilation of the image with a specific structuring element,
subsequently followed by an erosion with the same structuring element. As a
result, all voids smaller than the size of the structuring element are filled in.
C(x, d) = (I(x)⊕ S(d))	 S(d) , (1)
where ⊕ and 	 denote the dilation and the erosion respectively, I(x) is the
image and S(d) is the structuring element of diameter d. By choosing a set of
increasing spherical structuring elements, a cumulative size distribution G(d)
can be obtained, as
G(d) =
∫
C(x, d)dx− ∫ C(x, 0)dx∫
C(x,∞)dx− ∫ C(x, 0)dx , (2)
where the closing C(x, 0) is equal to the original image and C(x,∞) is the clos-
ing with an infinite structuring element, which is equal to the image with all
voids filled in.
Finally, we need a test to decide whether acquired granulometries differ signifi-
cantly. In statistics, a Kolmogorov-Smirnov test is one of the most useful meth-
ods to compare empirical cumulative distribution functions. Suppose F1,N1 and
F2,N2 are two cumulative distribution functions generated from respectively N1
and N2 independent and identically distributed observations. To test the equal-
ity of those distributions, a null hypothesis is formulated: the two distributions
are equal. This hypothesis is rejected as
H =
√
N1N2
N1 +N2
supx |F1,N1(x)− F2,N2(x)|
K
> 1 (3)
where 1 < K < 2 is a critical value, depending on the significance of the test [3].
However, this test assumes that the observations are independent. The number of
observations N for each granulometry is required in the test, but this cannot be
the number of pixels that contribute to a particular scale. Note that each point in
the curve represents an area of pixels, within the diameter of the corresponding
structuring element. Here, we need a parameter which indicates the number of
degrees of freedom. Since these pixels are not independent, they will not yield
a reliable test. Instead of the number of pixels, the number of spheres may be
a more accurate estimate for N . This value is calculated from the granulometry
curve as the total area of the voids divided by the area of the characteristic
diameter, i.e. the diameter where the granulometry equals one half.
Spatial homogeneity The spatial homogeneity can be defined in several ways.
An obvious method is to divide the image into blocks and compute a granulom-
etry for each block. If the sample is spatially homogeneous, these granulometries
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will appear the same. Again, a Kolmogorov-Smirnov test is required in order to
decide whether two granulometries from different parts of the sample are equal
or not. A second method can be the analysis of the contribution from a specific
closing diameter. After closing an image with a structuring element with a spe-
cific diameter, the spatial distribution of the remaining voids can be computed.
This spatial distribution is an indication of spatial homogeneity.
Orientation As can be seen in the images, the voids and cracks are not oriented
randomly. Most voids are elongated in the radial direction (with respect to the
center of the whole carrot). Cracks appear in these samples both along and
perpendicular to the radial direction.
As an approach in the determination of the main directions of the voids, one can
take the projection of the sample from a specific angle. This leads to a direction
dependent mass density. If the voids are aligned with the projection, the mass
density shows peaks (summed cell walls) and low values (summed voids). As
a result, the variance of this signal is large. If the voids are not aligned, the
signal will be more homogeneous. Rotation of the sample over 180°, will lead to
a direction dependendent variance.
3 Results
3.1 Granulometry
The grey-valued µCT images are thresholded in order to get a binary image.
After tresholding, the images are despeckled and masked in order to define the
outer edge of the carrot sample. Cracks are regarded to be part of the sample.
The acquired binary three-dimensional datasets are used as an input for the
computation of the pore size distribution.
Computation of the granulometry for all datasets leads to the results shown in
figure 2. The curves are in good agreement with visual inspection. The −196℃-
curve rises earlier than the other curve, due to the fine structures present in the
right half of the sample. For larger diameters (above 60 µm), the curve flattens
and finally rises to 1 at a diameter of approximately 1000 µm. This is due to the
large hole in the center left part of the sample. Application of the Kolmogorov-
Smirnov test leads to H = 287. Experimentally, it has been determined that
comparable distributions lead to H-values considerably smaller than 100. As a
result, the hypothesis that both distributions are equal, is clearly rejected.
3.2 Spatial homogeneity
The second image (freeze-dried at −196℃) shows two distinct tissues, one on
the left side with large voids and one on the right with very fine structures. The
image is now cut into four equally sized blocks (2000×2000×2000 pixels) and the
granulometry is computed for each quadrant. Figure 3 shows the results. As can
be seen, two types of curves can be distinguished. The curves from the right part
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Fig. 1. Cross sections of two carrot samples, freeze dried at different temper-
atures. On the left at −28℃ and on the right at −196℃.
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Fig. 2. Granulometries of carrot samples,
freeze-dried at different temperatures.
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Fig. 3. Granulometry of four quadrants of
the carrot sample, freeze-dried at −196℃.
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Fig. 5. Two angles from figure 4,
plotted in the sample.
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do not differ much from each other and show a steep rising around 50 µm, which
is the characteric pore size of the fine structures. The other two curves show that
a significant part of the area has a minimum pore size of 50− 1000 µm, which is
in agreement with the expectations. The granulometry of the whole sample, as
shown in figure 2, is the area-weighted mean of those four curves. Comparison of
these curves leads to large values (H > 150) when a left quadrant is compared
with a right quadrant and significantly lower values when the two left quadrants
or the two right quadrants are compared (H = 56 and H = 27 respectively).
3.3 Orientation
The variance of the mass density of the first sample (−28℃) is shown in figure 4.
As can be seen, between the angles α1 and α2, the signal is relatively large. In
figure 5, these two angles have been plotted on top of the sample. The range
between those two angles covers the directions of the elongated voids on the
bottom left part of the sample.
4 Conclusion and further work
The granulometry is an important measure to characterize microstructures. It
is also a valuable characteristic to discriminate between two or more types of
tissue. Spatial homogeneity and orientation of voids and cell walls have been
studied and proven to be useful.
Future work includes a more in-depth study of the orientation and shape of
voids and wall thicknesses, and the correlation between granulometry and MRI
measurements. For the modeling of the rehydration, the speed of water ingress
has to be related to the connectivity of the voids and the tortuosity of the sample.
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Abstract. Chocolate milk stability was monitored using spectral images. It is 
demonstrated how a time series of images can be converted into a single image, 
named a stability barcode. The stability barcode was generated by collapsing 
time series frames to pixel columns. Classical image filters were used to 
generate the pixel columns. Chocolate milk can show different instability types 
such as layers or marbling. It is demonstrated how median and standard 
deviation filtering can be used to detect chocolate milk layers and marbling, 
respectively. 
Keywords: Chocolate milk, stability, creaming, sedimentation, marbling, 
spectral image, time series, barcode. 
Chocolate milk is the most popular flavoured milk product worldwide. It is also 
one of the most difficult flavoured milk types to produce. Several factors have to be 
controlled when producing high quality chocolate milk. First, a good grade of cocoa 
powder should be selected with good flavour and good bacterial quality. As the cocoa 
particles are not soluble, the cocoa powder should be “superfine” in order to reduce 
tendency for the particles to settle on the bottom of the bottle. In addition, it is 
necessary to use stabiliser compounds to keep the cocoa in suspension. Most 
stabilizers used in chocolate milk form a weak gel-like structure by interaction with 
the milk proteins. This structure remains intact while the milk is undisturbed, 
suspending the cocoa particles in its network, but breaks down as soon as the milk is 
gently shaken or disturbed during drinking [1].  
 
A stable chocolate milk is visually homogenous throughout the shelf life of the 
product. The most common types of instability seen in chocolate milk are, 
sedimentation, fat creaming, top whey layer or marbling. The formulation, processing 
and storage conditions of the chocolate milk can greatly influence the instability type 
and kinetics of its development [1]. 
 
The aim of this work is to develop methods to visualize the destabilization kinetics 
which can occur in chocolate milk: sedimentation, creaming, whey separation and 
marbling. In this work, marbling is considered most important since only sensory 
analysis has previously been able to quantify marbling. 
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1.1 Chocolate milk 
Chocolate milks with different levels and types of stability were manufactured. 
Formulation and composition can be seen in Table 1. The processing was: add dry 
ingredients to 50°C milk+water, heat to 65°C and de-areate for 30 minutes, adjust pH 
to 6.3. Homogenize upstream at 200 bar/70°C. Heat treat at 137°C for 4 sec. Cool to 
20°C and fill into sterile flasks. 
 An image of the six chocolate milks is shown in Fig. 1. Samples 1, 2, 4 and 5 
looks stable, though sample 2 and 5 have some white ‘clouds’. Sample 3 shows 
sedimentation and sample 6 marbling and creaming. In Fig. 1 all samples show a 
horizontal line one third down in the product – this is thought to be a camera artifact, 
since this could not be seen by humans or the analytical set-up. 
Table 1 Ingredients and composition of evaluated chocolate milk. 
Composition 1 2 3 4 5 6 
Total Fat 1.48 1.48 1.48 1.48 1.48 1.48 
Total MSNF 2.56 5.48 5.99 5.48 5.48 8.01 
Total Dry Matter 8.63 11.55 16.74 11.55 11.55 14.51 
Total Carbohydrate 5.58 7.1 12.05 7.1 7.1 8.6 
Total Protein 1.16 2.3 2.5 2.3 2.3 3.4 
 
1.2 Imaging device 
The stability of the chocolate milk was evaluated using a VideometerLiq 
instrument (Videometer  A/S, Hørsholm,  Denmark). The instrument is composed of a 
camera, light emitting diodes (LED) placed in an integrating sphere and a backlight. 
The equipment produces diﬀuse lighting which ensure homogenous and reflection- 
free images. The instrument acquires multi-spectral images by strobing the 10 diffuse 
LEDs and backlight one at the time, see Table 2 for wavelength information. The 
resulting multispectral image is 460 * 1450 pixels which correspond to 19*60 mm. 
Fig. 1 The chocolate milks evaluated by the end of the evaluation period (3 days). 
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Disposable sterile flasks with chocolate milk are placed in the VideometerLiq 
instrument. An auto sampler that can hold 6 samples makes it possible to generate 
time series of images. The time series of images is necessary for visualization and 
quantification of any instability.  
Table 2 VideometerLiq wavelengths and lighting types. 
Wavelength 
(nm) 
Colour Lighting 
type 
405 UV         Diffuse 
450 Blue       Diffuse 
470 Blue       Diffuse 
505 Blue-
Green 
Diffuse 
525 Green      Diffuse 
570 Green      Diffuse 
630 Red        Diffuse 
660 Red        Diffuse 
700 Red        Diffuse 
850 NIR        Diffuse 
850 NIR        Backlight 
1.3 Spectral images 
Creaming and marbling was seen in the UV and visual image bands, preferably the 
low wavelengths. Surprisingly was creaming not seen clearly in the NIR images. An 
alternative technique for measuring chocolate milk stability uses a 850 nm laser and 
proton multiplier for measuring stability of food products (Instrument: Turbiscan 
produced by Formulaction AS, France) [1, 2]. The Turbiscan instrument is not able to 
detect marbling. 
 
The penetration depth of light is wavelength dependent, i.e. long wavelengths 
penetrate further than short wavelengths. For this reason short wavelengths are best 
for imaging fine surface structures.  
1.4 Stability evaluation 
Chocolate milks can show instability as a function of storage time, conditions and 
composition. The most common instability types are: 
─ Layers 
o Sedimentation 
o Creaming 
o Whey separation 
─ Bulk changes 
o Marbling 
o Colour change 
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Quantification of layers is done by measuring the thickness as a function of time. 
The bulk changes are measured in the middle part of the product in between any 
layers. Destabilization kinetics should be measured relatively to the freshly produced 
product; hereby influence due to formulation and processing is reduced. 
 
All chocolate milks were evaluated for 3 days and a total of 132 spectral images 
per sample were recorded. Fig. 2 shows selected images from the stability evaluation 
of sample 6, only images at 505 nm are shown1. The first image from the time series 
(leftmost image) shows a stable chocolate milk with some air bubbles at the top. A 
bright top layer is forming soon after production and increases in thickness as a 
function of time. Marbling is seen as an inhomogeneous structure which forms soon 
after production. 
 
Fig. 2 Selected images at 505 nm of sample 6. The images are taken throughout the evaluation 
period. 
Stability barcodes 
A way of converting a time series of images into one image is by converting each 
frame to a pixel column and let the width represent the time – all pixel columns are 
then stacked to one 2D image. Conversion of movie frames to a 2D image is known 
as movie barcodes [4, 5]. The conversion from a 2D image into a 1D column can be 
done by calculating the mean pixel value in each 2D image row (from 2D to 1D).  
The width of the 1D columns is scaled to reflect the period between two frames. All 
the scaled 1D columns are placed according to their order and together generate the 
stability barcode, see Figure 3. 
 
Median barcodes can be used for detection of layers and colour changes, see Fig. . 
Layers are seen as horizontal zones which increase in intensity as a function of time, 
for example samples 2 and 5 show sedimentation and sample 6 creaming (seen as red 
in the mean barcodes). A chocolate milk can be stable, but still show colour change, 
this is seen in samples 4 and 5 that become darker as a function of time. 
 
                                                           
1 505 nm had a high signal to noise and was used for all work in this paper. 
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Fig. 3 Procedure for generating a stability barcode. 
In figure 3 the median barcode for the six evaluated chocolate milks is presented. 
The first measurement (first pixel column) is subtracted from each barcode, thereby 
any intensity differences due to formulation and processing are removed. 
 
Structure development in the chocolate milk (marbling) can be visualized by 
calculating the standard deviation or using classical image filters to generate the 
barcode, see Fig. 5. Marbling in samples 3 and 6 is seen as high standard deviations in 
the middle/lower part of the chocolate milk. A white haze in samples 2 and 5 is also 
seen as an increase in the standard deviation barcode after some storage time. 
  
Fig. 4 Median barcodes for the 6 chocolate milks. Each barcode represents 3 days of analysis at 
505 nm. The x-axis represents time. Column points are calculated by a 1D median filter of the 
original image rows.  
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Future work should demonstrate how data from the barcodes can be used to 
statistically compare the different chocolate milk formulations. It should also be 
investigated if orthogonal transformations, such as PCA, MAF and MNF can be used 
as a pre-treatment step. 
1.5 Conclusion 
It was demonstrated how destabilization of chocolate milk could be visualized by 
converting a time series of images into a single image, a stability barcode. Median 
and standard deviation filters were used to calculate the stability barcodes. The 
median filter was able to detect colour and layer changes the standard deviation filter 
could detect marbling and haze in the chocolate milk.  
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Abstract. This paper shows how multispectral images can be used to assess 
color change over time in wok fried vegetables. We present results where 
feature selection was performed with sparse methods from the multispectral 
images to detect the color changes of wok fried carrots and celeriac stored at 
+5°C over 14 days. A pairwise t-test was used to detect if the differences over 
days were significant. For both the original as well as a follow experiment 
significant differences were seen in particular for celeriac, but also to some 
extend for carrots. 
Keywords: multispectral images, color change, celeriac, carrots, wok fried 
vegetables. 
1. Introduction 
Quality control in the food industry is an important issue and it is mainly conducted 
by measuring various chemical components in the food. In this study, we propose the 
use of multispectral imaging to evaluate colour changes of meal elements for 
professionally prepared meals with regards to change in surface colour after freeze-
chilling and thawing at +5°C over a period of 14 days.  
 
Meal elements are robust semi-prepared convenience components based typically on 
meat, fish or vegetables and meant for professional use. Earlier studies have shown 
that stir-fried vegetable meal elements have promising properties with respect to high 
culinary quality and robustness towards freezing and thawing, thereby potentially 
solving a major hindrance for the use of heat-treated vegetables as meal elements 
(Adler-Nissen, 2007). Freeze-chilling involves a complete freezing of the products 
followed by storage at freezing temperature after which the products will be thawed at 
refrigeration temperatures (O’Leary et al., 2000). Freeze-chiling allows the 
manufacturer flexibility in manufacturing and distribution.  The pre-fried vegetables 
are produced by a new process for continuous stir-frying in industrial scale, which has 
been introduced for producing convenience high-quality vegetables (Adler-Nissen, 
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2002). The pre-fried vegetables produced according to the process are generally 
prepared from the raw. They have a low fat content (typically 1%–2% of the product 
weight), a texture and flavour similar to what can be achieved in the kitchen, and 
vitamins are preserved almost 100% (Burgaard et al., 2004). 
 
Celeriac and carrots were the subjects of this study, and the colour changes were 
measured by a multispectral imaging device called VideometerLab 
(http://www.videometer.com). The VideometerLab acquires multi-spectral images of 
up to 20 different wavelengths ranging from 430 to 970 nm.The camera system uses a 
diffuse sphere to achieve a uniform and reproducible illumination, which enables the 
creation of detailed surface chemistry maps with a good combination of spectral and 
spatial resolutions plus reproducibility over time (Gomez et al., 2007). 
 
2. Materials and methods 
Celeriac and carrots (shaped as cubes of size approximately 0.5 cm3) were fried in a 
continously wok (Adler-Nissen, 2002). Afterwards the products were packed in 
plastic bags and frozen at – 30°C. After 4 months of freezing (experiment 1) and 1½ 
months of freezing (experiment 2) the  bags with the pre-fried vegetables were 
removed from the freezer and thawed up to 14 days at +5° in a refrigeration. One each 
day of analysis (day 2, 4, 8, 10, 12 and 14) one plastic bag was taken out from the 
refrigeration,  the vegetables were placed in petri dishes, and the  multispectral images 
were recorded by the VideometerLab. 
  
Six images were recorded over 14 days for two different data set. Both experiments 
were conducted under the same cirumstances and the dataanalysis were performed 
equally for the two sets. 
 
During the 14 days of image recording, the surface changes and thereby reflectance 
properties were very subtle. Therefore advanced statistical techniques were applied to 
to search a large featurespace of variables extracted from the chemistry maps. The 
features extracted were purely reflectance properties found by calculating pairwise 
interactions between bands within the region of interest. These interactions were then 
each converted to a set of percentiles which were used as features. With 20 spectral 
bands this amounts to a substantial amount of features. An elastic net regression was 
performed to extract the features of relevance and obtain good generalization (Zou & 
Hastie, 2005). The elastic net method uses an ordinary least squares regression with 
L1- and L2-norm penalization of the parameter estimates. The regularizations give 
spartisty and shrinkage to the parameters which preciously has proved to give good 
predicitons in high-dimensional data with correlations amongst the covariates 
(Clemmensen et al., 2010). The number of days was used as response variable for the 
predictions. 
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3. Results 
The results showed that the celeriac predictions were somewhat better than the 
carrots, although a trend was seen in both. The statistical tests for experiment 1 
showed that for carrots a significant change in the mean from day 2 to day 4 was seen. 
After day 4, it was not possible to verify a significant change in mean for carrots 
anymore, which could indicate a steady state has been reached. For the celeriac the 
change in mean continued until day 12 with the exception of day 8 where some 
uncertainty appears (Dissing et al., 2009).  
 
Pairwise two sided t-tests showed exactly that these changes were statistically 
significant at a 5% level of significance. 
 
In the present study the wok fried vegetables were packed in plastic bags prior to 
freezing and storage. Plastic bags are not tight against oxygen molecules, thus we 
believe that the observed changes in the spectra is caused by oxidation of the plant 
pigments in the vegetables. An oxidation causes browning/graying of the celeriac and 
carrots to become more pale. An increasing brown/gray colour is changes in a wide 
range of the spectrum and thereby a change of brightness. For celeriac the most 
significant components consisted of wavelengths from the entire visible spectrum, 
which match a general shift in brightness. For carrots the components seem to have a 
tendency to lie in the red/NIR area, which also match with a general more pale 
appearance, or removal of redness/orangeness components due to oxidation of the 
beta-carotene.  
 
A follow up experiment was performed to verify the robustness of the model. For 
comparison the model parameters estimated for the first experiment were used to 
predict the storage time for the second experiment. The output of the predictions 
shows very similar results to those from experiment 1, being significant changes for 
celeriac and less significant results for the carrots 
 
For the first experiment, the corresponding sensory tests showed no difference over 
the 14 days, which makes it more important that we were able to detect minor 
changes under using multispectral imaging, while the detection limit for sensory 
changes (using a trained panel) was 14 days. These results show the strengths of 
multispectral imaging. 
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4. Conclusion 
Multispectral image analysis was used as an objective measurement of surface 
changes in wok fried carrots and celeriac. During 14 days, images were recorded for 
wok fried carrot and celeriac. The results show a large change from day 2 to day 4 in 
the reflectance spectrum for both carrots and celeriac and this change continued until 
day 12 for celeriac samples. A follow up experiment show very similar results which 
verify the robustness of the model. 
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Abstract. Industrial quality inspection using image analysis on astax-
anthin coating in aquaculture feed pellets is of great importance for au-
tomatic production control. In this study multi-spectral image analysis
of pellets was performed using LDA, QDA, SNV and PCA on pixel level
and mean value of pixels for each pellet. Classification using LDA or
QDA on pellet mean or median values showed better results than using
the pixel values or PCA.
Keywords: astaxanthin, multi-spectral, image analysis
1 Introduction
Industrial quality inspection using image analysis is an area of extensive devel-
opment. Pigment inclusion in aquaculture feed pellets is of great interest for
automatic visual analysis for statistical production control and optimisation.
Astaxanthin is a naturally occurring carotenoide with a high antioxidant
activity essential for reproduction, growth and survival, and important for the
development of colour in salmonide fishes [1]. The primary use of astaxanthin
within aquaculture is as a feed additive to ensure that farmed salmon and trout
have similar appearance as their wild counterparts [2]; it is the pigment that
makes salmonide fishes red. The colour appearance of fish products is important
for the customers. Astaxanthin is highly expensive [3] and therefore optimisation
of its use in fish feed production is of importance.
An automatic vision system for on-line quality control of pigment inclusion
will be of great benefit to the industry both in relation to process control and
process optimisation.
This paper is based in part on an earlier study by Ljungqvist et al. (2010) [4].
Besides this no further work has to the authors’ knowledge previously been done
on analysing the coating of fish feed using image analysis. Multi-spectral image
analysis has shown good results in previous biological applications [5, 6, 7, 8]
where it is of interest to detect subtle differences in colour and surface chemistry.
? malj@imm.dtu.dk
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2 Multi-spectral Image Analysis for Astaxanthin Coating Classification
The aim of this project is to investigate the possibility of distinguishing
between feed pellets coated with fish oil with and without added astaxanthin
using multi-spectral image analysis and in this way investigate what spectral
features are of interest for further analysis of astaxanthin coating.
2 Material and Methods
2.1 Material
The feed type used is EcoLife20 and AquaLife R90, both with the radius of 4.5
mm. The fish feed pellets are divided into two groups. One class constitutes pel-
lets coated with fish oil with 50 ppm added of a synthetic version of astaxanthin;
class A (astaxanthin). The other class is the same pellet types with fish oil coated
without additional astaxanthin included; class B (base). (The fish oil typically
contains a small amount of natural astaxanthin, but this is assumed to be less
than 1 ppm and should therefore not affect the results.) The distribution of the
surface coating is unknown and some amount of variation is likely to occur.
A total of 2223 EcoLife20 pellets were used, and a total of 2158 AquaLife
R90 pellets were used, see Table 1.
2.2 Imaging Equipment
The equipment used was a camera and lighting system called VideometerLab
which supports a multi-spectral resolution of up to 20 wavelengths. These are
distributed over the ultra-violet A (UVA), visible (VIS) and first near infrared
(NIR) region. The range is from 385 to 1050 nm.
This system uses a Point Grey Scorpion SCOR-20SOM grey-scale camera and
the objects of interest are placed inside an integrating sphere (Ulbricht sphere)
with uniform diffuse lighting from light emitting diodes (LED) placed around
the rim of the sphere. The curvature of the sphere and its white matte coating
ensures a uniform diffuse light so that specular effects are avoided and likewise
minimising the amount of shadows. The device is calibrated radiometrically with
a following light and exposure calibration. The system is geometrically calibrated
to ensure pixel correspondence for all spectral bands [9].
The image resolution is 1280 × 960 pixels. Each file contains 20 images,
one for each spectral band. This results in a multi-spectral image cube with
dimensions of 1280 × 960 × 20.
Table 1. Number of analysed pellets in each group.
Size Class A Class B Total
(mm) samples samples samples
EcoLife 4.5 1165 1058 2223
R90 4.5 1207 951 2158
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2.3 Spectral Equipment
In order to further explore the spectral properties of astaxanthin a spectrome-
ter was used. Absorption spectra of synthetic astaxanthin in a solution of fish
oil along with plain fish oil were recorded in the VIS and NIR range using a
NIRSystems 6500 absorption spectrometer. The absorption spectra was trans-
formed to reflection values using the standard relation A = −log(R), where A is
absorption values and R is the reflection values.
2.4 Image Analysis
The pellets were segmented from the background using a grey-scale threshold.
The basic pellet compound gives a spectral response which will be present in
both class A and B. Each pixel is thus a combination of the reflectance of a set
of constituents. This mix is assumed to be of equal amount for each pellet type
except for the difference of the astaxanthin coating that we want to isolate in
our classification.
The ground truth is that we know that certain pellets are coated with syn-
thetic astaxanthin, but since the surface distribution is unknown it is unclear
how much synthetic astaxanthin each of those pixels contains. This gives us an
uncertain one-to-many relationship situation.
A way to solve this uncertainty is to represent each pellet using the mean or
median of all pixels in a pellet as sample values. In this manner we even out the
variance of all pixels in a pellet and each pellet becomes a distinct observation.
In addition to the pellet pixel mean and median values further summary
statistics features to describe the coating distribution were extracted based on
pellet pixel values: Skewness, kurtosis, variance and maximum value.
PCA Our multivariate data from the images was analysed using principal com-
ponent analysis (PCA) for exploratory purpose. PCA is the most optimal method
with respect to maximising the variance [10] and has been commonly used for di-
mension reduction for dealing with ill-posed problems. If the relation of interest
contains large variation then PCA is a good method for analysing the data.
The pre-processing method standard normal variate (SNV) [11] was used to
reduce any variation in concentration level of the overall coating concentration
between pellets.
Discriminant Analysis To discriminate between the two classes we want the
within group deviation to be small compared to that between groups. Wilk’s Λ
consists in principle of the ratio of the within group variation (W) and the total
variation (T), i.e. the within group plus the between group variation. Λ = det(W)det(T) .
A value of Wilk’s Λ which is close to zero indicates that the two groups are well
separated.
For statistical discriminant analysis methods we use linear discriminant anal-
ysis (LDA) and quadratic discriminant analysis (QDA) [10]. They are both based
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on the Mahalanobis distance, and assumes that the variables in each class are
normally distributed. LDA and QDA are based on a distance to the class mean
weighted by the variance. A training set of 70% of the samples were used here,
along with a test set of 30% of the samples.
3 Results and Discussion
It turned out that spectral band number 20 showed some artefacts for about half
of the EcoLife20 class A due to temperature variations so therefore statistical
tests were also performed without this band. Results show that this problem did
not affect the classification in a negative manner (results not shown).
Comparing the SNV-normalised mean spectra of the two classes of EcoLife20
elucidates the largest difference being at 970, 950 and 565 nm (in order of mag-
nitude). Both 970 and 950 nm are in the NIR range, while 565 nm represents
the green colour which is next to yellow. For AquaLife R90 the largest difference
between the class spectra are in the visual range around 400 nm and also slightly
above 600 nm.
The spectrometer results show a large deviation between synthetic astaxan-
thin in fish oil and plain fish oil to be in the range of 500 – 600 nm, see Figure
1. This corresponds well with the results from the VideometerLab images and
partly corresponds with previous studies of astaxanthin [12, 13].
The mean spectra of the two groups of both EcoLife20 and AquaLife R90 are
significantly different at a 0.1% level. This is promising for classification between
the two coating groups. On the other hand, Wilk’s lambda of the class means of
EcoLife20 pellet mean values equals 0.987, and for AquaLife R90 it is 0.826. The
high values here are reflecting the situation of high variation within the groups
and a low variation between the groups. So even though the class means are well
separated, there is a vast overlap of the two groups.
Classification tests of EcoLife20 show that LDA on the pellet means or pellet
medians gave the best result with a classification correctness of about 93%. See
Table 2 for test results.
Classification tests of AquaLife R90 show that QDA on the pellet medians
gave the best result with a classification correctness of 100%.
Using LDA and QDA on the other summary statistics features (skewness,
kurtosis, variance and maximum value) gave results of lower correctness for both
pellet types (results not shown).
Using PCA before doing LDA or QDA on the pellet mean values did not
improve the results, see Table 2. This may be an indication that maximising
the variance is not a well-suited method for this particular problem, which also
was indicated by the high variation within groups in comparison to the variation
between groups. PC2 shows the largest difference between the two classes, see
Figure 2. The first five principal components explain 98% of the total variance of
the pellet mean values, and still the result of the discriminant analysis on these
five components rendered worse classification in comparison to using the plain
data itself.
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Table 2. The misclassification of pellet coating type for different kinds of features.
Displayed values are total test error for classification of the two groups A (astaxanthin)
and B (base).
EcoLife20 LDA QDA
Mean 0.0646 0.0901
Median 0.0736 0.0931
Mean, SNV, PC1-5 0,1396 0,2162
AquaLife R90
Mean 0.0046 0.0031
Median 0.0015 0.0000
Mean, SNV, PC1-5 0.0185 0.0201
To sum up, the results show that it is possible to distinguish between feed
pellets with and without inclusion of synthetic astaxanthin in the coating using
multi-spectral image analysis. However, more work is needed in order to make
the method robust for various pellet types and also for various amount of astax-
anthin. Since astaxanthin is expensive it is desired to have a good accuracy in
the method. This will further on be of importance for developing on-line quality
food and feed products with optimal use of pigment and minimum amount of
waste.
Fig. 1. Spectrometer reflectance of syn-
thetic astaxanthin in oil (green) and plain
fish oil (black). Multi-spectral images (re-
flectance) mean of class A (synthetic astax-
anthin in fish oil) (red) and class B (fish oil)
(blue) of the EcoLife20 type.
Fig. 2. The 2nd principal component of the
multi-spectral image (reflectance) of EcoL-
ife20 pellet pixels. Pellets coated with syn-
thetic astaxanthin in fish oil, class A (left).
Pellets coated with fish oil, class B (right).
Red colour indicates high values.
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Introduction	  
β-­‐glucans	  are	  diverse	  polysaccharides	  that	  occur	  naturally	  in	  plants,	  fungi	  and	  bacteria.	  β-­‐glucans	  have	  
been	  shown	  to	  have	  an	  immunostimulatory	  effect1.	  In	  addition,	  β-­‐glucans	  have	  been	  found	  to	  increase	  
wound	  tensile	  strength	  and	  collagen	  synthesis2.	  This	  is	  likely	  to	  affect	  the	  filet	  quality3.	  With	  multispectral	  
imaging	  we	  investigate	  the	  effect	  of	  adding	  β-­‐glucans	  to	  the	  water	  during	  healing	  of	  open	  wounds	  in	  fish.	  
Multispectral	  imaging	  is	  used	  in	  human	  diagnostic	  medicine	  for	  evaluating	  fx	  proriasis	  and	  chronic	  diabetic	  
wounds,	  but	  has	  not	  yet	  been	  applied	  to	  wounds	  in	  fish.	  
	  
Experimental	  set-­‐up.	  
The	  fish	  (common	  carp,	  Cyprinus	  carpio	  and	  rainbow	  trout,	  Oncorhynchus	  mykiss)	  were	  wounded	  with	  a	  
biopsy	  punch	  (Miltex,	  York,	  USA),	  thus	  removing	  a	  cylinder	  of	  tissue.	  The	  resulting	  wound	  exposed	  the	  
muscle.	  Fish	  were	  then	  kept	  for	  14	  days	  in	  either	  pure	  tap	  water	  or	  tap	  water	  supplemented	  with	  β-­‐glucans	  
(to	  a	  final	  concentration	  of	  0.1mg/L).	  The	  experiment	  was	  then	  either	  terminated	  or	  continued	  with	  normal	  
tap	  water.	  Multispectral	  images	  were	  acquired	  several	  times	  during	  the	  experiment	  using	  a	  VideometerLab	  
(Videometer	  A/S,	  Horsholm,	  Denmark).	  
	  
Results	  and	  discussion	  
Experiments	  are	  still	  underway,	  but	  some	  results	  are	  expected	  to	  be	  ready	  for	  the	  workshop.	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Abstract. The purpose of this paper is to develop an automated 3D
measuring analysis method for chewing gums produced by a pharmaceu-
tical company. It is an important phase in a project that aims to reduce
production losses that occur during the manufacturing process. The main
reason is believed to be the lack of convexity in the shape of the gums. We
will present a method for measuring the convexity of gums with the help
of a 3D measurement equipment. An algorithm is developed that fits the
data obtained from measurements of gums to the suitable mathemati-
cal model of an ellipsoid. The volume of the approximated ellipsoid that
each gum is represented by determines the convexity of the gum. The
volume is smaller for gums with a more convex shape. This is thereby
the quality measure used to classify the gums. The measurement method
is validated statistically in order to determine its statistical properties.
Keywords: 3D data analysis, fitting, image analysis, mathematical mod-
eling, quality control
1 Introduction
In the manufacturing process of chewing gums, it is believed that reoccurring
production losses are caused by planar surfaces or not sufficiently convex surfaces
on the chewing gums. These imperfections might influence the coating process
such that the chewing gums glue together, forming so called doublets or even
triplets, and has to be discarded.
The purpose of this paper is to develop a fast and user-friendly method to
measure the shape of gums and determine the level of convexity of each gum
by analyzing the measurement data. By measuring a number of gums with the
help of a non-contact optical measuring device, we use the data to implement
an algorithm that analyzes gums according to a consistent classification system.
This will hopefully help identifying the factors in the production that might
cause problems in the manufacturing process.
2 Methodology
Gums of different qualities are produced during the manufacturing process,
which are classified into five different convexity categories. The original clas-
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sification system, prior to this project, is visual and based on the gum’s level of
convexity seen from different angles. An overall assessment based on the convex-
ity determines which of the previously mentioned five categories the gum belongs
to, see Fig. 1
Fig. 1. Convexity classes.
The disadvantage of this classification system is occasional inconsistency due
to the human factor, which a computerized measuring method would avoid. A
highly advanced and accurate measuring device is used to measure the surface
of the gums. An algorithm, developed in MATLAB, uses the data from the
measurements to estimate the convexity of the gum and determines to which
category the gum belongs.
3 Equipment
The measuring equipment used is a 3D topography measurement system for
optical acquisition of the structure of rough and reflective surfaces. It consists of
a desktop PC, a monitor and the interferometer TMS-100 Polytec 1, see Fig. 2.
A measurement of a gum produces about 121000 data points (x-, y- and z-
coordinates). The interferometer measures from the top of the gum along the
z-axis going down to the edges. By brushing some talcum powder on the gum,
the reflections from the surface become consistent. In turn, this helps creating
more data points. In order to standardize the measuring method for the user,
the optimal placement of the gum (in terms of distance from the detector of the
interferometer) had to be determined. Also, a generally suitable starting and
ending point in z-direction (with respect to the thickness of the gum) for the
measurement had to be determined, since the device measures along the z-axis.
A fixture was constructed, with the purpose of keeping the gum stabile at the
optimal placement. It should help in producing consistent results and also be
easy for the user to handle, i.e. by simply placing the gum on the fixture, see
Fig. 2.
4 Mathematical Modeling
When a model is considered, one can fit a set of data points to the chosen model
by forming a system of equations with the help of the data and then finding
1 Manufacturer and developer of the measurement equipment.
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3Fig. 2. The measuring device and a measurement result.
its least squares solution. Due to the large amount of data an overdetermined
homogenous system of linear equations is generated. The matrix A is the size of
m× n, where m > n, and the array x¯ is a vector of n unknown variables;
Ax¯ = 0 . (1)
The least squares solution to this system is obviously the trivial solution.
A way to avoid this is to constrain the vector x¯ to a fixed length by imposing
‖x‖ = 1, see [1].
A way to solve the equations numerically is by performing singular value
decomposition (SVD), [2] on the matrix A, which factorizes the matrix into the
unitary matrices U and V , and the diagonal matrix S which contains the singular
values according to
A = USV H . (2)
When performing an ordered SVD on A, the diagonal elements of S are in
descending order. Since the system of equations is overdetermined, there is no
exact solution. The least squares solution to the system is given by the last
column of V , which corresponds to the smallest singular value of the matrix S.
The sum of squared errors is then at minimum, [2].
The ellipsoid model The model came from the idea that the perfect shape of
the top of a chewing gum is spherical. The smaller the sphere (shorter radius),
the more the surface element (the gum) is convex. The idea of a sphere evolved
into an ellipsoid, which has the equation
k3(z − z0)
2 + k2(y − y0)
2 + k1(x− x0)
2 = R2 . (3)
A homogenous system of equations is formed from the measurements, giving
Ax¯ = 0 , (4)
with
A =
[
z2 −2z 1 y2 −2y 1 x2 −2x 1 −1
]
73
4 Sara Kiani, Mahan Ahmadi, and Anders Heyden
and
x¯ =
[
k3 k3z0 k3z
2
0
k2 k2y0 k2y
2
0
k1 k1x0 k1x
2
0
R2
]T
.
The constants R2/k1, R
2/k2 and R
2/k3 are the ellipsoid’s three radii squared.
Let the origin be a point placed under the centre of the gum on the surface
that the gum lies on. Let x0, y0 and z0 describe the distance from the origin to
the centre of the fitted ellipsoid. Due to the complexity of the combination of
unknown variables, the system cannot be solved linearly.
The number of unknown variables needs to be reduced. x0 and y0 can be
eliminated by shifting the x and y data points in the x- and y-direction so that
the centre of the sphere is placed below the centre of the gum with the distance
of z0 between the centre of the sphere and the origin. The new system, with a
total of five unknown variables, can still not be solved linearly with SVD because
of its non-linearities.
In order to make further reductions of the number of un-known parameters,
one could estimate z0 beforehand. Suppose that there is circle that follows the
shape of the gum. One can then estimate z0, which denotes the distance from
the origin to the centre of the circle, by subtracting the largest value of the
measured z-points from the estimated radius of the circle.
The number of unknowns was reduced even further by considering k1 and k3
identical. The values of k1 and k1 are in fact very close, which was discovered
empirically while studying the values of the constants from a model where z0 was
assumed to be a known variable. Making this assumption that k1 = k3 enable
us to solve the system of equations by linear methods.
Fig. 3. Fittings of the measurement data from four gums, one (the flattest) of each
convexity class, using the new spherical model with z0 unknown. Measured points:
blue, fitted points: red.
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By combining two models, solutions for the five unknown variables (k1, k2,
k3, z0 and R) can be obtained. First, a system of equations is formed according
to
k1(z − z0)
2 + k2y
2 + k1x
2 −R2 = 0 . (5)
After solving this system, the value of the unknown variable z0 is stored. Then,
a new system of equations is formed according to
k3(z − z0)
2 + k2y
2 + k1x
2 −R2 = 0 , (6)
using the stored value of z0 . After solving the second set of equations, solutions
for k1, k2 and k3 are found and unique values for the original five unknown
variables are obtained, see Fig. 3.
By adding terms that describe slight deformations that gums possibly might
have in the x-z plane, y-z plane and x-y plane, the fitting becomes even better.
A proposed model for this is
k3(z − z0)
2 + k2y
2 + k1x
2 + k4xz + k5yz + k6xy −R
2 = 0 . (7)
See Fig. 4 for an example.
Fig. 4. Plot in 2D of measured and fitted z points, from data belonging to the thickest
gum in class 5, which is slightly deformed. Data fitting according to the ellipsoid model
with deformation terms. Comparison of fitting error indicates improvment when adding
deformation terms to the model.
A quality measure that takes the three radii; a, b and c, into account is the
volume of the ellipsoid, which is used in the algorithm. Gums with a flatter
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surface are represented by bigger ellipsoids and smaller ellipsoids with smaller
volumes represent gums with convex surfaces.
6 Results
The algorithm was applied to measurement data from the thirty previously men-
tioned gums. After computing fitted data points and finding the ellipsoid that
each gum represents, the volume for each ellipsoid is calculated. The automated
classification system is consequently dependant of, and will be based on these
values.
6.1 Classification
The volumes of the chosen thirty gums which represent the variation in each
class are computed with the final algorithm and can be seen in Fig. 5. There
is a certain overlap within the different classes. It can be relatively difficult to
distinguish gums of class 4 from gums of class 5, and the same goes for the rest
of the classes. It is however obvious that the volume decreases, the higher the
class.
Fig. 5. Volumes (104mm3) of all gums from different convexity classes.
6.2 Validation
A measurement system consists of everything that has to do with the mea-
surement, such as the measurement equipments, the measurement samples and
the operators performances. These are factors of uncertainty that affect the re-
sult and its dispersion, which is actually the repeatability and reproducibility
of the measurement system. That is, how well repeated measurements produce
the same result. The lack of repeatability denotes the variation obtained when
one operator with one measurement equipment performing multiple measure-
ments on one sample. The lack of reproducibility denotes the variation obtained
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7when different operators with one and the same measurement equipment mea-
sure one and the same sample or one operator measures one sample with different
measurement equipment. Reproducibility is in this case the variation between
operators, [1].
These studies help determining whether the measurement system is good
enough to provide an accurate method for classification of gums, by analyzing
the variance, i.e. variations in the measuring system which occur when different
operators perform measurements. Consistent result regardless of who performs
the measurements and how many times the measurements are made, should be
produced.
Two operators (A and B) measured five new, randomly selected, gums from
each class, twice. The results were analyzed and the total variance became
23.49%. The measurement system is acceptable if the total variance is below
30% and considered very reliable if it is below 10%. An analysis of the measure-
ments performed by operator A only results in a total variance of 10.85%.
7 Discussion
The method developed was based on the manual classification method, in which
a general assessment of the convexity was done visually. The automated method
uses a mathematical approach that provides a quality measure in terms of the
volume of an ellipsoid.
7.1 Results
One can state that the new classification algorithm is an improvement of the old
manual method, since these differences become much more obvious and the qual-
ity measure is thereby more precise. In spite of the simplification the developed
method has contributed with, it is still essential to have some knowledge about
which side of the gum is the most convex, since that is the side to be measured.
It is also important to apply the appropriate amount of talcum on the gum and
placing it correctly on the fixture, which also depends on how much experience
the operator has.
The validation result supports these theories. Operator A had acquired much
more experience in measuring, which is believed to explain the total variation
when looking at the results for operator A only. The value of the total variation
is near 10%, under which corresponds to a very good measurement system.
The difficult part for the inexperienced Operator B was to identify the convex
side of the gum. Mistakes caused larger variation in terms of repeatability and
reproducibility. Some gums of lower classes are equally flat on both sides, which
makes it difficult to distinguish the convex side from the flat side. By excluding
the class 2 results from the study of Operator A only, the total variation became
about 5%.
The validation of the measurement method resulted in fairly good results,
showing that it has a potential. However, it is essential that the person that
performs the measurement has adequate experience in measuring.
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7.2 Limitations of the Method
Despite the potential of the method, there are a number of issues that limits
its usage. The algorithm has only been tested on ”normal” gums. Gums with
pressure damages might generate data that, when applied to the algorithm,
yields a deceptive fit resulting in a misleading classification. In addition, if the
operator is not able to reliably identify the convex side of the gum, it could
be necessary to measure both sides. The side that corresponds to the smallest
volume must then be the convex side.
7.3 Improvements and Further Development
This work opened up quite a few doors and there are many possibilities for
further development, which include
– Non-linear Method
The deviation of the fitting could have been less if the algorithm could handle
equation systems with complex combinations of unknown variables. Possibly
a custom-made non-linear method might be able to solve the system.
– Further Automatization The goal was to automatize as much as possible in
order to simplify the measuring process for the operator. It is possible to
integrate MATLAB code into a C# project and implement macros that can
automate basically every step of the measurement.
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Abstract. Denmark has about 300 local apple cultivars; many of them are still unknown. 
Most of these have been previously described on a database that compiles phenological and 
quality features, known as ‘The Pometum apple key’ [2]. However, specific quality 
parameters that might explain their potential for commercial use are still under research. 
Fruit skin color is one of the quality parameters that might explain the maturity stage of 
apples [1]. At harvest level, skin color coverage and intensity is important when selecting 
the fruits that are ready to be collected. Typically well exposed fruits obtain the desired 
color and maturity faster and to a higher degree than those located in the inner part of the 
tree.  We characterize the skin color of the cultivar Ingrid Marie from images taken of both 
exposed and non-exposed sides of samples collected systematically from the top and bottom 
of the tree. The data was collected in a photographic lab using a multispectral camera 
(DuncanTech MS3100-CIR, Auburn CA). The G, R and IR bands are centered at 550, 660 
and 800nm with a bandwidth of 200nm respectively. Color variation and homogeneity of the 
samples were studied using ImageJ Software. The histograms showed well distributed pixel 
values. The blue channel histogram showed low pixel values (mean 75) whereas the red 
channel had high pixel values (mean 190). As for the green channel, significant differences 
on the histogram peaks and positive skeweness were observed.   
Key words. Apple, multispectral, Ingrid Marie, Image analysis 
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Abstract
When inspecting food quality, CT Scanning is among the primary tools used to gain
insight. It provides valuable volumetric data using a process, which leaves the product un-
spoiled and untouched. However, volumetric data is merely a measure of density and there-
fore contains no appearance information (such as color, translucency, reflective properties).
One way of reintroducing this lost information back to the volume data is to synthesize an
appropriate texture and apply this to the volume data.
A recent method within the field of texture synthesis is called Texture Optimization pre-
sented by Kopf et al. in 2007. This method accepts a number of 2D input exemplars, from
which it generates a solid texture volume. The volume is iteratively improved via an ex-
pectation maximization algorithm. The bottleneck of Texture Optimization occurs during a
nearest neighbor search, between texture patches from the 2D input exemplars and the gen-
erated texture volume. We examine the current procedures for minimizing the bottleneck
and present a novel approach which increases the speed of the synthesis algorithm while
minimizing loss of quality.
The nearest neighbor search is performed in a high dimensional space. Applying a prin-
cipal component analysis on the texture patches originating from the synthesized solid ac-
celerates the process. These patches are then reduced in dimensionality until ”only” 95%
of their original variance remains. This usually results in a dimension reduction from 192
to about 60-80. The reduction in dimensionality speeds up the convergence of the Texture
Optimization method considerably.
We examine the impacts of reducing the dimensionality further by tweaking the parame-
ters as well as introducing an alternative method to reducing the dimensionality. Additionally,
we study the possibility of selecting only a subsample of the neighborhoods available from
the input exemplar without significantly impacting the overall synthesis quality.
Keywords
Volumetric Rendering, Texture Synthesis, Dimension Reduction, Princible Component Analysis, Non-
Negative Matrix Factorization, Subset Selection
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21 Introduction
Adding appearance information to volumetric data is commonplace. In most cases this is achieved via
transfer functions [HKRs+06], but a viable alternative is to use solid textures [LEB11]. Solid textures and
volume data are almost a perfect match, since they occupy the same dimensions, making the application
straightforward. One drawback of solid textures is that they are not easily acquired. Therefore, there
exists a large body of research concerned with synthesizing solid textures from existing 2D textures, also
called input exemplars. A recent method is called Texture Optimization[KFCO+07]. In brief terms, this
method starts with synthesizing a solid volume based on random samples from the input exemplars. The
volume is then iteratively improved on a rough scale using an Expectation Maximization method. Once
it has converged, the solid texture is scaled up and iteratively improved until convergence is once again
reached. Eventually the synthesis process is complete at the highest resolution of 128x128x128 voxels.
Higher resolution synthesis is not performed due to the computational complexity involved.
Local correlation between the synthesized solid and the input exemplars is achieved by comparing
small 8 by 8 texture patches, from here on also referred to as neighborhoods. These neighborhoods are
essentially vectors in a 192 dimensional space, due to the three-color channels. For each neighborhood
in the synthesized solid, the best match is found among the neighborhoods from input exemplars. Figure
1 shows how a number of neighborhoods from the synthesized solid are matched to neighborhoods orig-
inating from the input exemplar. This is basically a nearest neighbor search in a high dimensional space.
This search is the bottleneck for the entire Texture Optimization method. To lessen the impact of this ex-
pensive search, a principle component analysis is performed on the input exemplars. The neighborhoods
are then projected into a space where 95% of the variance is retained. This usually results in a dimension
reduction from 192 to around 60-80 dimensions.
Figure 1: Neighborhoods on axis-aligned planes related to a single voxel are found. These neighborhoods
are then compared to all existing neighborhoods in an input exemplar. For each, the optimal match is
found.
We intend to show how optimizing the process in two different ways can further reduce this bot-
tleneck. First, we examine whether we can further reduce the dimensionality by applying an alternative
dimension reduction method as well as using fewer dimensions in the PCA. Second, we attempt to reduce
the number of contributing neighborhoods based on a similarity measure. Eliminating similar neighbor-
hoods from the pool provided by the input exemplar should speed up the synthesis algorithm while only
slightly diminishing the texture quality.
82
32 Preliminary results
Our preliminary research has been performed on the input exemplars shown in figure 2, which originate
from pig muscle.
Figure 2: Input Exemplars used to obtain preliminary results.
Figure 3 shows results from the original texture synthesis algorithm, which uses a PCA reducing the
number of dimensions to 80 while 95% of the variance is retained.
Figure 3: The true and estimated patches using a PCA dimension reduction of size 80. The last col-
umn shows the residual between the true and estimated patch and the associated number gives the SSE
of the reconstruction. The rows, from top to bottom, represent the best, the 2nd worst and the worst
reconstructions.
We apply Non-Negative Matrix Factorization (NMF), which is an alternative decomposition method
[LS99]. NMF is known by learning by parts and instead of finding components, which describe maximal
variance in data like PCA; it finds components, which describes localized features in data. Figure 4 shows
the results from applying the NMF to our input exemplars.
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4Figure 4: The true and estimated patches using NMF decompostion with a dimensionality of 15. The
last column shows the residual between the true and estimated patch and the associated number gives the
SSE of the reconstruction. The rows, from top to bottom, represent the best, the 2nd worst and the worst
reconstructions.
The NMF reduces the dimensionality to 15, while still retaining similarity, even among the worst
estimated neighborhoods.
Figure 5 shows the results of reducing the dimensionality to 15 via PCA, which contains 83% of
the variance. Although the sum squared error is better when compared to NMF, the visual result is not
noticeably improved. It is difficult at this point to ascertain the global impact of these changes to the final
result of the texture synthesis process. The lack of perceptible difference warrants further study.
Figure 6 shows a comparison of a subset of neighborhoods extracted from the input exemplar, after a
PCA dimension reduction to 80 dimensions. We measure Euclidian distance between the neighborhoods.
At a Euclidian distance of 100, shown in the bottom right of figure 6, the difference between two random
patches is visible, yet small. Neighborhoods with an even shorter distance will look increasingly similar.
This supports our hypothesis that a number of neighborhoods are redundant and can be discarded with
minimal impact to the final synthesized result.
3 Future work
Achieving the optimal balance between speed and quality will require further study. We have briefly
covered the main areas within which we believe we can improve the Texture Optimization algorithm.
By comparing original results from the method with results produced by our own modified methods, we
should be able to achieve considerable increases in speed with hopefully minimal impact to the image
quality.
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5Figure 5: The true and estimated patches using PCA decompostion with a dimensionality of 15. The
last column shows the residual between the true and estimated patch and the associated number gives the
SSE of the reconstruction. The rows, from top to bottom, represent the best, the 2nd worst and the worst
reconstructions.
Figure 6: Left: Histogram of the Euclidian distances between the dimension reduced patches using a
PCA reduction of 80 dimension. Only a subset of the patches were included in this analysis. Right:
Examples of Euclidian distances (d), and an illustration of the corresponding two estimated patches, plus
the residual between the two estimated patches and the SSE between the two estimated patches.
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Abstract. Significant amount of research has been conducted to explore the 
possibility of using spectral imaging in biomedical applications. However, 
existing solutions are not sufficient enough to handle the tradeoff between 
spectral resolution, spatial resolution, portability and speed of acquisition. This 
research propose a framework to generate neurosurgery spectral video from 
RGB video. A spectral estimation model is applied on each RGB video frames. 
A database of neurosurgery spectral images is used for both training and 
testing. Five different spectrum estimation techniques were experimented to 
determine the best model. A prototype spectral video generation system is 
developed according to the preference of neurosurgeons. Although this 
framework is established for neurosurgery spectral video generation, however, 
the methodology would also be just as applicable to other similar research.  
Keywords: Spectral imaging, spectral estimation. 
1   Introduction 
The objective of spectral imaging is to represent object color most accurately through 
acquiring spectral information. Furthermore, this information allows reproduction of 
color image under various illuminations, study images in individual spectral band for 
better discriminating objects of interest, segmentation, recognition and classification 
of objects, and study computational color vision. Usage of spectral imaging 
technology in various fields are evidence of significant interest in this area. 
An important drawback of the available spectral imaging devices is the speed of 
image acquisition. Despite the invent of many faster spectral imaging devices, a near 
real time spectral image capturing device with reasonable spatial resolution is yet to 
become available. In order to overcome this limitation, several alternative approaches 
have been proposed [1-4]. Beside these techniques, there are several computational 
approaches to obtain spectral reflectance with the use of conventional 3 band camera 
through spectrum estimation [5-10]. These approaches estimate spectral reflectance 
using various mathematical modeling with the aid of prior knowledge. The aim of 
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these estimation approaches is to reduce the cost and complexity of the image 
acquisition system while preserving its colorimetric and spectral accuracy. 
Spectral imaging has received immense interest in the field of medical imaging 
modalities [11], and [12]. Spectral imaging has proven its capability to produce 
reliable data for the surgeons with sufficient sensitivity for discriminating different 
types of tissues. Now a day, surgeons are interested to see spectral image information 
continuously during surgery and monitor important information such as temporal 
changes in the organs and tissues. Therefore, a spectral video system is necessary to 
use during surgery. However, currently no such spectral video capturing device exists 
with sufficient spatial resolution which covers a wide range of spectrum. A possible 
solution is that, rather than using spectral video system, a RGB video camera in 
cooperation with spectrum estimation technique can be used. In this research, we 
considered this solution and propose a framework to generate spectral video from 
neurosurgery RGB video. The RGB video is captured using a digital camera 
connected with an operational microscope dedicated to neurosurgery. The result of 
this research generates near real time estimated spectral video which can be displayed 
in different ways. 
We discuss about the estimation models in section 2, briefly present our 
methodology in section 3, then discuss the results in section 4, and then finally 
conclude. 
 2   Spectral estimation techniques 
The basic idea of spectral estimation is to compute spectral response of a pixel value 
consisting RGB responses from a digital camera. The estimated spectral response will 
be a high dimensional representation of color signal within a desirable wavelength.  
A reasonable number of estimation techniques have been proposed in literature and 
usefulness of these techniques was evaluated [5-10]. One of the most widely used 
techniques is Wiener estimation [5], [7], and [8], which minimizes the mean square 
errors (MSEs) between the recovered and measured spectral reflectances. In Wiener 
model, estimation matrix can be computed from different set of information. One set 
of information is reflectance, illumination and device sensitivity [7],[8]. The 
alternative set consist of only reflectance and corresponding RGB values [5]. Because 
of the unavailability of device sensitivity information, this research computes the 
estimation matrix from reflectance and corresponding RGB values. However, when 
necessary CIE color matching function is considered as sensitivity information. A 
modification of Wiener estimation is accomplished by a technique called 
pseudoinverse transformation method [7] which is also called least square method [9]. 
This technique uses regression analysis between the known spectral reflectances and 
corresponding device response values. Another category of the models are linear 
models where the spectral reflectance is represented by a linear combinations of the 
orthonormal basis vectors [7],[9]. Regression analysis is employed to modify the 
linear model, where a relation is established between the weight column vectors for 
the basis vectors and corresponding sensor responses. This modified method is called 
Imai-Berns model [6], [7], and [10]. One of the major focuses of Imai-Berns model is 
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to determine the optimal number of channel and basis vectors for sufficient 
estimation. 
Different method requires different set of prior information. Prior knowledge 
required by different models discussed above is summarized in Table 1. 
Table 1.  Requirements of prior knowledge for each model. 
 Wiener Pseudoinverse Linear Imai-Berns 
Sensitivities Yes / No No Yes No 
Illumination Yes / No No Yes No 
Reflectance Yes Yes Yes Yes 
RGB values No / Yes Yes No Yes 
3   Experimental procedure 
The aim of this research is to establish a framework which generates neurosurgery 
spectral video from neurosurgery RGB video. The core operation is called spectral 
video generation. RGB video acquisition and spectral video visualization are two 
subparts of the system.  
The RGB video is captured using a digital camera connected with an operational 
microscope dedicated to neurosurgery. A frame grabber is used to capture the video 
with spatial resolution 720x576 and 25 frames per second.  
The task of spectral video generation is decomposed into two subtasks: (a) training 
spectra selection and (b) spectral video construction. Block diagram of spectral video 
generator is illustrated in figure 1. 
Training spectra are collected from a database of spectral neurosurgery images. 
The database consists of 17 spectral images which were captured during surgery of 6 
patients. Each spectral image was captured within the wavelength range of 420 nm to 
720 nm at 10 nm interval. From the spectral images RGB images were generated 
using CIE color matching function and standard illuminant D65. These are considered 
as training RGB images.  
The training spectra are collected by choosing certain percentage (1%, 5%, 10%, 
20% and 50%) of random pixels from each image. In this random selection process, 
total 85 (17*5) different set of training spectra are collected for training. However, the 
final goal is to select only one set of training spectra which will be considered as a 
representative set. The representative set of spectra may not be the same for all 
estimation methods. Therefore, the searching procedure must be applied to each 
method separately. Steps required to search representative set are as follows. 
Step 1: For each RGB image, estimate spectral image using 
each set of training spectra. Compute RMSE and select the set 
with lowest RMSE. 
Step 2: Using each one of the training sets (obtained from 
step 1), estimate all spectral images. Compute average RMSE 
value. Then, sort them in increasing order. 
Step 3: Choose the first five sets and generate all possible 
combination. With these combinations, follow the procedure in 
step 2. Then, select the best training set according to 
lowest average RMSE value. 
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Spectral video construction process begins by sequentially extracting the frames as 
RGB image from the video. Then, the spectral image is estimated from the RGB 
image using an estimation method. After that, the estimated spectral image is added as 
a frame to target spectral video. This process is continued until the last video frame is 
reached. Temporal aspect of video processing is maintained either by including wait 
functionality or by skipping few frames based on inter frame similarity. 
 
Fig. 1. Block diagram of spectral video generator. (a) Training data collection (b) Spectral 
video generator. 
 
In order to visualize the spectral image, three visualization techniques are considered 
(a) single band visualization (b) three bands color image visualization and (b) all 
bands visualization with interactive filter.  
4   Results and Discussion 
Five spectral estimation models (described in section 2) have been applied to estimate 
17 neurosurgery spectral images from RGB images. Accuracy of  estimation is 
evaluated by computing root mean square error (RMSE) between actual and estimated 
spectral images. For each method, initially RMSE is computed for estimating 17 
images using 5 sets of training spectra. Then the average RMSE values is calculated, 
which is used for evaluating the estimation models. Left part of table 2 illustrate the 
performance of the models in terms of accuracy and speed. In this experiment, three 
basis vectors are considered while estimation was performed with linear and Imai-
Berns model. From the average RMSE value of table 2, it is clear that Wiener and 
pseudoinverse models are providing best accuracy. An investigation on low accuracy 
of the linear model reveals that, inclusion of device sensitivity and illumination 
decrease the accuracy. The plot of the right part of table 2 illustrates the recovered 
spectra from different models in comparison to actual spectra. A pixel from a vein of 
the brain surface is considered for this illustration. The plot illustrates that, the 
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recovered spectra from Wiener, pseudoinverse and Imai-Berns models are very much 
similar throughout the whole spectrum. Required computing time for a particular 
estimation task is listed in table 2. It is observed that pseudoinverse is faster than any 
other models. Therefore, in this research the pseudoinverse is considered for further 
estimations. 
Table 2.  Left: accuracy and required time of the models for estimating 17 spectral images. 
Right: Comparison between actual spectra and estimated spectra from all models. 
 Avg. 
RMSE 
Time (sec) 
 
Wiener 0.029 0.031 
Pseudoinverse 0.029 0.027 
Linear 0.143 0.069 
Imai-Berns 0.036 0.093 
In order to further increase the accuracy of estimation using pseudoinverse model, 
different combinations of higher order terms of polynomials have been experimented. 
It is observed that the accuracy increases (average RMSE decreased) with certain 
combinations when the number of terms is increased. However, it is also important to 
note that computation time is proportional to the addition of terms. Therefore, there is 
a tradeoff between number of terms and computation time which should be 
considered depending on the demand of application. In this research, we choose [R, 
G, B, R2, G2, B2] for neurosurgery video estimation since it has reasonable balance 
between computation time and accuracy.   
Table 3 presents the accuracy (in terms of average RMSE) of five best training 
datasets which are used to estimate all test spectral images. It can be concluded, that 
there is no significance difference between different datasets. 
Table 3.  Average RMSE of common training datasets to estimate all test images. Numbers 
indicate the percentage of data which has been collected from training images and numbers 
within ‘[]’ indicate the images which were combined. 
Dataset 5%, [2] 20%, [2] 5%, [2, 12, 17] 
5%, [2, 
7, 12, 17] 5%, [All] 
Avg. RMSE 0.026 0.027 0.03 0.028 0.027 
5   Conclusion 
This research presents a framework for generating and displaying near real time 
neurosurgery spectral video. Each frame in the spectral video is generated using a 
spectrum estimation method. Five different estimation methods are examined for 
estimation. Pseudoinverse method is selected for video estimation considering its 
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accuracy and speed. It has been found that second order polynomial with six terms is 
the best choice. A searching technique has been proposed to find out the best set of 
training spectra. Temporal aspects of video have been considered and compromise 
between frame rate and speed is suggested. The experimental programs in this 
research are written in Matlab and the prototype is developed in C++ with OpenCV 
library. The methodology outlined here would also be just as applicable to other 
research, such as food quality inspection. 
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Abstract. Water content is one of the most important properties of the bread for 
tasting assesment or store monitoring. Traditional bread water content 
measurement methods mostly are processed manually, which is destructive and 
time consuming. This paper proposes an automated water content measurement 
for bread quality based on near-infrared hyperspectral imaging against the 
conventional manual loss-in-weight method. For this purpose, the hyperspectral 
components unmixing technology is used for measuring the water content 
quantitatively. And the definition on bread water content index is presented for 
this measurement. The proposed measurement scheme is relatively inexpensive 
to implement, easy to set up. The experimental results demonstrate the 
effectiveness.   
Keywords: water content measurement, hyperspectral image, nonnegative 
matrix factorization 
1   Introduction 
The water content is one of the most important properties of the bread for tasting 
assesment or store monitoring. Generally, the higher the water content, the fresher the 
bread will be perceived by the consumers. On the other hand, too much water may be 
too soft for shaping. Therefore, evaluating the water content quantitatively is 
important for making bread. 
Traditional methods for measuring the water content of bread are mostly 
destructive and time consuming. Recently, some work based on spectroscopic 
analysis has been done on food inspection [1,2]. Sepctrum imaging is relatively new 
technology to the agriculture and food industry. In spectroscopic analysis, 
hyperspectral imaging takes the advantage of both spectroscopic and image 
processing techniques, which can be simultaneously analyzed to see the spatial 
variations in an image as well as variations in spectral response of the pixels in an 
image. Both spatial and spectral information is important for quality monitoring and 
visualization of the food product as it can be used to extract the chemical mapping of 
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the sample and to analyze the distribution of chemical components in a sample. So 
using hyperspectral image technology for bread quality assessment over the storage 
period is a promising approach, which is non-contact and non-distractive. 
In this paper, the proposed method for measuring the water content of bread is 
based on near infrared (NIR) spectrum imaging, which includes hyperspectral image 
preprocessing, spectral signature unmixing [3], and water content calculation. The 
primary purpose of this paper is to measure the water content of bread against the 
conventional loss-in-weight method for rapid and accurate quality assessment.  
2   The scheme for water content measurement  
The scheme mainly includes preprocessing (selection of region of interest (ROI), 
normalization and smooth), unmixing and water content calculation, which are 
demonstrated in Fig.1. 
 
 
Fig. 1 the flowchart of the scheme for water content measurement 
 2.1 ROI 
Spectroscopic systems should get more spatial field of view than the bread sample. 
Therefore hyperspectral imaging systems acquire abundant spatial information while 
collecting spectral information. So the selection of ROI can not only improve the 
accuracy of the measurement but also reduce the computing cost. In this study, the 
thin bread slice always has some holes which can affect the measurement 
significantly (shown in Fig 2).  
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Fig. 2  The illustration of ROI operation 
2.2  Normalization 
Because of some sensory noise, the reflection spectral properties have some 
negative value. This problem is against the law of physics. Therefore, it is necessary 
to normalize the reflectance value. In this study, Eq. (1) is used for normalization. 
                                                          (1) 
where  is the reflectance value at pixel the  row  column  waveband. 
2.3 Spectral and spacial enhancement 
Since reflectance at both small and large scattering distances is needed for accurate 
determination of the optical properties of the samples, an adequate signal-to-noise 
ratio (SNR) should be maintained, which is especially important for large scattering 
distances. For this reason, spectral averaging over three consecutive wavelengths was 
first performed to improve the SNR of the image data. Furthermore, the spatial 
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profiles from the two sides of the incident point were averaged to further enhance the 
SNR of the sample data. 
2.4 Spectral unmixing 
Non-negative Matrix Factorization (NMF) [4] is a matrix factorization algorithm 
that focuses on the analysis of data matrices whose elements are nonnegative, which 
can be used to extract the spectra of endmembers from the multi-array of mixed 
spectral observations. 
2.5 Water content calculation 
The conventional methods for the measurement of water content including drying 
the bread in an oven and weighting the bread slice are practicable, but they are also 
destruction and time consuming and difficult to integrate to on-line quality 
assessment. Therefore, the quantitative and non-contact methods for measuring the 
water content are necessary in bread production [5]. 
 Considering the fact that the bread reflectance is predominantly affected by the 
optical properties of bread components, flour and water, the water content index 
(WCI)  is proposed for measuring the water content.  
 WCI is defined as Eq.(2). 
             (2)                                                                                                                              
where  notes the water abundance at each pixel, and the represents  the  
absolute value of the abundance value difference between the testing pixel and the 
reference value, and  means the area of the testing bread effective region, i.e. the 
ROI. So the index is higher, the level of water content in bread is higher. 
3   Experimental results 
Some NIR bread images used for the experiments are shown in Fig.3. These 
images are from four different kinds of bread slices with the selected wavebands. 
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Fig. 3 Some samples in the bread NIR dataset 
Through the spectral unmixing, the main components of bread can be separated, so 
that the water spectral properties are extracted before the measurement. In the 
unmixing process, the multiplicative updates using Euclidean distance by Lee. D.D. 
[6] is used for optimal value searching. This process is demonstrated in Fig.4. 
 
Fig.4 The results by unmixing the spectral image of bread assuming 5 different kinds 
components for (a), 4 for (b), 3 for (c) and 2 for (d).  
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  Some computing results are listed in Table 1.   From Table 1, it can be seen that 
the values of WCI are stable during changing the number of iteration of NMF. The 
experimental platform is Matlab® with Intel® i5 with 4G memory. The time cost on all 
these process on this dataset is less than 2 minutes 
Table 1 Some water content index for the bread dataset 
 WCI  
No. Iteration 
(300) 
Iteration 
(500) 
Iteration 
(700) 
Iteration 
(1000) 
1 10.4912 10.4311 10.4212 10.4271 
2 9.6609 9.6735 9.5547 9.6003 
3 9.6504 9.6547 9.7100 9.6630 
4 9.6142 9.6231 9.6283 9.6110 
4. Conclusion 
Water content measurement plays an essential role in food technology and it is 
subject to a fast growing interest due to increasing requirements in product quality 
control. The loss-in-weight techniques though simple and direct, are time consuming 
and destructive. In this paper, the NIR spectral imaging technique was used to 
effectively measure the water content of the bread slice. The experimental results 
show the performance of the proposed method based on NMF for measuring the water 
content of bread. 
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