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ABSTRACT

Low-displacement turbocharged spark-ignition engines have become the
dominant choice of auto makers in the effort to meet the increasingly stringent emission
regulations and fuel efficiency targets. Low-Pressure cooled Exhaust Gas Recirculation
introduces important efficiency benefits and complements the shortcomings of highly
boosted engines. The main drawback of these configurations is the long air-path which
may cause over-dilution limitations during transient operation. The pulsating exhaust
environment and the low available pressure differential to drive the recirculation impose
additional challenges with respect to feed-forward EGR estimation accuracy.
For these reasons, these systems are currently implemented through calibration
with less-than-optimum EGR dilution in order to ensure stable operation under all
conditions. However, this technique introduces efficiency penalties. Aiming to exploit the
full potential of this technology, the goal is to address these challenges and allow
operation with near-optimum EGR dilution.
This study is focused on three major areas regarding the implementation of LowPressure EGR systems:
 Combustion effects, benefits and constraints
 System optimization and transient operation
 Estimation and adaptation
Results from system optimization show that fuel efficiency benefits range from
2% – 3% over drive cycles through pumping and heat loss reduction, and up to 16% or
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more at higher loads through knock mitigation and fuel enrichment elimination. Soot
emissions are also significantly reduced with cooled EGR.
Regarding the transient challenges, a methodology that correlates experimental
data with simulation results is developed to identify over-dilution limitations related to
the engine’s dilution tolerance. Different strategies are proposed to mitigate these issues,
including a Neural Network-actuated VVT that controls the internal residual and
increases the over-dilution tolerance by 3% of absolute EGR.
Physics-based estimation algorithms are also developed, including an exhaust
pressure/temperature model which is validated through real-time transient experiments
and eliminates the need for exhaust sensors. Furthermore, the installation of an intake
oxygen sensor is investigated and an adaptation algorithm based on an Extended Kalman
Filter is created. This algorithm delivers short-term and long-term corrections to feedforward EGR models achieving a final estimation error of less than 1%. The combination
of the proposed methodologies, strategies and algorithms allows the implementation of
near-optimum EGR dilution and translates to fuel efficiency benefits ranging from 1% at
low-load up to 10% at high-load operation over the current state-of-the-art.

iii

DEDICATION

This dissertation is dedicated to my family. George and Athina, I cannot thank
you enough for your hard work and sacrifices you made in your life just to give me the
opportunity to pursue my dreams; even if that meant that I had to settle far away from
home. You have been my role models, you have supported me in every aspect of my life
and I will always be grateful. Violeta, your love, care and consistent encouragement
when things get tough, have shaped me as a person. I am very lucky to be your brother.
Iris, thank you for your unconditional support and understanding during all these
years. You made this process much easier and much more fun than I ever imagined.

iv

ACKNOWLEDGEMENTS

I would like to express my deepest appreciation and gratitude to my advisor,
Professor Robert Prucka for his continuous guidance, support and mentorship. He made
sure to maintain an uninterrupted and excellent environment for research where the
student’s education always comes first. He gave me great ideas to explore through my
research, and he was always supportive of my competitive swimming life outside the lab.
Thank you for helping me reach this point and thank you for letting me continue with my
swimming passion along the way.
I would also like to thank my committee members for our thoughtful discussions
and their valuable suggestions. Especially, I would like to thank Professor Zoran Filipi
who brought me to Clemson University and gave me the opportunity to pursue my
dream. His ideas and invaluable insight have been very important for my progress.
This study was a collaboration with Robert Bosch LLC and Oak Ridge National
Laboratory, and funded by the U.S. Department of Energy through the REGIS project.
Specifically, I would like to thank Jason Schwanke, Julia Miersch and Shyam Jade for the
great cooperation and the industry expertise they shared with us.
Last but not least, I would like to thank Rohit Koli, my fellow lab-mate and
project partner, for his help and support throughout this study. Thank you for the hourlong discussions and brainstorming trying to find the optimum solutions. The
experimental portion of this study would not have been the same without you. My final
models would not have been the same either. I was really lucky to form a team with you.
Go Tigers!

v

TABLE OF CONTENTS

Page
TITLE PAGE ...................................................................................................................... i
ABSTRACT... ..................................................................................................................... ii
DEDICATION ................................................................................................................... iv
ACKNOWLEDGEMENTS ................................................................................................ v
LIST OF TABLES ............................................................................................................. ix
LIST OF FIGURES ........................................................................................................... xi
CHAPTER
I.

EXHAUST GAS RECIRCULATION IN SPARK-IGNITION ENGINES .............. 1
Low-Pressure vs High-Pressure EGR under fuel economy considerations ...... 1
Soot emissions considerations .......................................................................... 4
Challenges & limitations................................................................................... 7
Transient operation .....................................................................................7
EGR modeling and estimation ...................................................................11
Exhaust pressure modeling ........................................................................15
Research objectives & outline ........................................................................ 17

II.

ANALYSIS OF COMBUSTION EFFECTS .......................................................... 20
Experimental configuration ............................................................................ 20
Fuel efficiency benefits ................................................................................... 22
Operational constraints ................................................................................... 34
Effects on soot emissions ................................................................................ 37
Summary ......................................................................................................... 45

vi

Table of Contents (Continued)
Page
III.

SIMULATION-BASED FUEL ECONOMY OPTIMIZATION ............................ 47
Simulation framework .................................................................................... 50
Optimization framework ................................................................................. 53
Results & discussion ....................................................................................... 58
Summary ......................................................................................................... 68

IV. TRANSIENT OPERATION & OVER-DILUTION MITIGATION ...................... 70
Methodology to identify over-dilution limitations ......................................... 71
Strategies to mitigate over-dilution limitations............................................... 78
Artificial Neural Network VVT actuation ..................................................78
Spark-Throttle actuation ............................................................................90
Dual air-path design ..................................................................................94
Dual air-path with Artificial Neural Network VVT actuation ...................98
Summary ....................................................................................................... 102
V.

MODELS & SOLUTIONS FOR ESTIMATION CHALLENGES ...................... 104
Intake oxygen sensor..................................................................................... 104
Sensor location considerations ................................................................104
Sensor accuracy requirements .................................................................110
Transport delay model .................................................................................. 113
Exhaust pressure & temperature estimation model ...................................... 118
Exhaust temperature model .....................................................................119
Exhaust pressure model ...........................................................................127
Real-time experimental evaluation ..........................................................134
Summary ....................................................................................................... 138

vii

Table of Contents (Continued)
Page
VI. SHORT-TERM & LONG-TERM ADAPTATION FOR EGR ESTIMATION ... 141
Modeling framework .................................................................................... 142
Orifice flow model ...................................................................................143
Exhaust pressure dynamics model ...........................................................146
Adaptation algorithm ...............................................................................150
Experimental evaluation of the adaptation algorithm ................................... 160
Using the orifice flow model ....................................................................161
Using the exhaust pressure dynamics model ...........................................167
Comparison of the estimation models......................................................173
Summary ....................................................................................................... 176
VII. CONCLUSIONS & RESEARCH CONTRIBUTIONS ........................................ 179
Relevance & practical impact ....................................................................... 179
Research Contributions ................................................................................. 185
Future steps ................................................................................................... 186
APPENDIX… ................................................................................................................. 188
Model-based knock prediction & the EGR effect......................................... 188
Experimental configuration and data processing....................................196
Generalized chemical kinetics model ......................................................201
Empirical induction-time correlation ......................................................207
Model inputs............................................................................................ 209
Combustion phasing threshold considerations ........................................213
Evaluation of the models using experimental data ..................................224
Summary ................................................................................................. 230
REFERENCES ............................................................................................................... 233

viii

LIST OF TABLES

Table

Page

2.1. Engine characteristics ............................................................................................. 21
2.2. Summary of fuel efficiency results for FUDS and FHDS cycles ........................... 26
2.3. Simulation-based fuel efficiency percentage gains derived from optimized
LP cEGR calibration vs base calibration without EGR for high-load
operation under knocking and exhaust temperature restrictions........................ 33
3.1. DoE operating points and actuators for both engines ............................................. 53
3.2. Summary of the optimization constraints used for the DoE post-process .............. 57
4.1. Effect of intake pipe volume on misfires over FUDS drive cycle
simulations for optimum EGR calibration ......................................................... 78
4.2. Tip-out severity effect on minimum Burned Fuel Percentage at 2250 RPM
for optimum calibration with EGR and ANN-controlled VVT ......................... 86
4.3. Model performance over the FUDS drive cycle ..................................................... 89
4.4. Summarizing results for over-dilution mitigation performance
of each strategy ................................................................................................ 102
5.1. Summary of intake oxygen sensor location considerations .................................. 106
5.2. Evaluation (with experimental data) of turbine-outlet pressure prediction
of the constant-value viscosity approach when compared to
detailed correlations of dynamic viscosity with temperature .......................... 129
5.3. Statistical results of pressure model sensitivity to errors introduced
in temperature estimation using experimental data-sets .................................. 133
5.4. Statistical results of turbine-outlet pressure prediction error for
real-time transient experimental validation ..................................................... 137
6.1. Summary of the characteristics for each estimation model coupled
with the adaptation algorithm .......................................................................... 159
A.1. V6 naturally-aspirated engine specifications ....................................................... 196

ix

List of Tables (Continued)
Table

Page

A.2. Engine operating points for experimental data collection ................................... 198
A.3. Modified Shell model parameters calibrated based on experimental data
from engine operation on 93 AKI gasoline fuel without external EGR .......... 205
A.4. Summary of knock onset thresholds .................................................................... 223

x

LIST OF FIGURES

Figure

Page

1.1. Engine layout schematic showing the two configurations of EGR .......................... 2
1.2. External EGR and internal residual response during a throttle
tip-out at 3000 RPM............................................................................................. 9
1.3. Flow function for different pressure ratios of unchoked compressible
flow; red points represent actual experiments at various conditions
showing the high-sensitivity to estimation errors .............................................. 12
1.4. Experimental data showing the significant exhaust pressure sensor
noise with respect to available pressure differential through the
EGR valve at constant speed and varying valve openings ................................ 13
1.5. Filtered experimental data (1500 RPM – 6 bar BMEP) for crank angle-resolved
pressure at turbine-outlet and compressor-inlet, with and without EGR flow
to show the significant pulsations traveling into the intake system ................... 14
1.6. Research overview .................................................................................................. 19
2.1. Schematic of the engine layout with the Low-Pressure EGR configuration .......... 22
2.2. Simulation-based fuel efficiency (BSFC) percentage gains derived
from optimized LP-cEGR calibration vs optimized calibration
without EGR for part-load operation ................................................................. 23
2.3. Fuel efficiency benefits of optimum EGR dilution along with the
operating points for FUDS (red) and FHDS (black) cycles ............................... 25
2.4. Simulation results showing pumping loop reduction as LP-cEGR dilution
is increased (constant load and speed, constant VVT position)......................... 27
2.5. Simulation results for the effect of the ratio of external EGR over internal
residual on BSFC (fixed CA50 at 1500 RPM and different loads) ................... 28
2.6. Simulation results for the effect of the ratio of external EGR over internal
residual on BSFC (fixed CA50 at 2000 RPM and different loads) ................... 28

xi

List of Figures (Continued)
Figure

Page

2.7. Experimental results for the effect of valve overlap and LP-cEGR
on pumping loss reduction (2000 RPM, 3 bar BMEP) ...................................... 29
2.8. Simulation results for peak in-cylinder temperatures and heat transfer
(fraction of total fuel energy) as a function of LP-cEGR
(2000 RPM, 3 bar BMEP) ................................................................................. 30
2.9. Simulation results for peak in-cylinder temperatures and heat transfer
(fraction of total fuel energy) as a function of LP-cEGR
(3000 RPM, 12 bar BMEP) ............................................................................... 31
2.10. Experimental data for the advancement of knock limited CA50 with
LP-cEGR dilution for two different high-load operating points ........................ 31
2.11. Simulation results for the effect of air-EGR mixture temperature
downstream of the intercooler on knock propensity showing
the cooling capacity limitations of LP-cEGR systems ...................................... 32
2.12. Simulation results showing the “fish-hook” BSFC characteristic of LP-cEGR
due to increased combustion duration (2000 RPM, 3 bar BMEP, MBT) .......... 34
2.13. Schematic of the water partial pressure as a function of temperature
showing condensation limitations as exhaust gases flow
through the LP-EGR configuration.................................................................... 35
2.14. Simulation results for the temperature of the working fluid above dew
temperature to show condensation propensity of EGR flow as a
function of ambient temperature or EGR cooler outlet temperature
for three locations of the LP-EGR path (2000 RPM, 4 bar BMEP) .................. 37
2.15. Effect of charge stratification (by varying the direct-injection timing)
on soot emissions for operation with and without EGR .................................... 39
2.16. Comparison of the soot reduction potential between EGR
and lean combustion .......................................................................................... 40
2.17. Effect of EGR and lean combustion on maximum combustion
temperature and combustion duration aiming to understand
the soot formation mechanisms ......................................................................... 41

xii

List of Figures (Continued)
Figure

Page

2.18. Effect of EGR on soot emissions under rich, lean, and
stoichiometric combustion ................................................................................. 42
2.19. Summary of all the operating conditions tested showing the correlation
between maximum combustion temperature and
engine-out soot emissions .................................................................................. 43
3.1. Experimental data to capture the effect of combustion duration on
COVIMEP for Engine 2 (black line indicates the observed trend).
This data is used to set a burn duration threshold and keep
qCOVIMEP within an acceptable range (red line) ............................................... 55
3.2. Goodness of fit (R2) for each dependent variable when no constraints
(orange) or all the constraints (blue) are used during the response
surface calculation to show the significance of applying the
qproper optimization constraints to the available DoE data .............................. 59
3.3. Observed (blue) & Predicted (red) data points based on the number of
DoE experiments conducted (70, 400 and 800 exp.) for the same
operating point (2000 rpm, 3 bar BMEP) of Engine 2 (intake
and exhaust cam timings are fixed in these plots) ............................................. 60
3.4. Map-fitted DoE responses (BSFC, CA10-CA90, Knock Induction,
Residual St. Dev.) as functions of Intake Valve Opening and
Exhaust Valve Closing for Engine 2 (2000 rpm, 3 bar BMEP)......................... 61
3.5. Deviation of optimized DoE results from the corresponding GT-Power
individual simulations (using the “optimum” actuators) at the same
operating point to show the effect of the number of DoE experiments
on the accuracy of the final optimization prediction ......................................... 63
3.6. Contours of actuators at minimum BSFC for Engine 1 (Intake Cam
Location, Exhaust Cam Location, CA50) as functions of
engine speed and MAP ...................................................................................... 64
3.7. Contours of actuators at minimum BSFC for part-load operation
of Engine 2 (Exhaust Valve Closing, Intake Valve Opening,
EGR) as functions of engine speed and load ..................................................... 65

xiii

List of Figures (Continued)
Figure

Page

3.8. Experimental BSFC data (orange data-lines) to evaluate the simulation-based
calibration results for Engine 1 at the same operating conditions by
actuating on VVT (Exhaust Cam Location and Intake Cam Location
sets of numbers refer to maximum lift locations in CAD aTDC) ...................... 66
3.9. Validation of simulation-based calibration results for Engine 2 with
experimental data (optimized sets of actuators are run in the
dynamometer and BSFC is recorded) for engine operation with
and without EGR (relative BSFC % error is shown in boxes) .......................... 67
4.1. Schematic of the engine layout with the Low-Pressure cooled EGR
configuration (highlighted) ................................................................................ 72
4.2. Identification of the combustion instability threshold by correlating
combustion duration (CA10-90) with burned fuel fraction over
FUDS drive cycle simulations for calibration with optimum
(blue) & constant 10% EGR (red) ..................................................................... 74
4.3. Identification of the dilution limit by correlating the combustion instability
threshold with the total dilution over FUDS drive cycle simulations for
calibration with optimum (blue) & constant 10% EGR (red) ............................ 75
4.4. Identification of the amount of excess EGR to cause instabilities by
correlating the burned fuel percentage with the EGR error
(difference between actual and targeted) over FUDS drive
cycle simulations for optimum calibration with EGR ....................................... 76
4.5. Schematic of the ANN layout with inputs on the left and output on the right ....... 79
4.6. DoE results to show the monotonic relationship between internal residual
[%] and Exhaust Valve Closing (EVC) – Intake Valve Opening (IVO)
timings [CAD aTDC] at 2250 RPM and 8 bar BMEP....................................... 80
4.7. Load profile during throttle tip-out (8 bar to 2 bar BMEP) at 2250 PRM;
Optimum calibration with EGR [associated with instabilities]
(orange line), without EGR (black), and ANN-controlled
VVT with optimum EGR (red) .......................................................................... 81

xiv

List of Figures (Continued)
Figure

Page

4.8. BSFC during throttle tip-out (8 bar to 2 bar BMEP) at 2250 PRM;
significant reduction of transient fuel efficiency penalty when
using the ANN-VVT methodology.................................................................... 82
4.9. Reduction of the total dilution spike achieving higher burned fuel
fraction when using the ANN-controlled VVT methodology
during the throttle tip-out ................................................................................... 83
4.10. Neural Networks’ outputs for exhaust (EVC) and intake (IVO) valve
timing showing the valve overlap elimination during the initial
phase of the tip-out aiming to reduce the internal residual ................................ 84
4.11. Effect of total dilution target on the performance of ANN-controlled
VVT during throttle tip-out (8 bar to 2 bar BMEP) at 2250 PRM;
resulting ANN valve overlap (upper plot) and in-cylinder total
dilution and EGR (lower plot) ........................................................................... 85
4.12. Effect of VVT actuation rate limitation on ANN dilution targeting
performance over a tip-out at 3000 RPM showing that actuation
> 100CAD/sec does not further improve performance ...................................... 87
4.13. Evaluation of the dilution targeting performance of ANN-controlled
VVT during part of the FUDS drive cycle......................................................... 88
4.14. Comparison of the amount of excess EGR that causes instabilities between
the ANN-controlled VVT with optimum EGR vs the optimum calibration
with EGR, to show the extension of the over-dilution limitation from
2.5% to 5.5% EGR by introducing this strategy ............................................... 90
4.15. Spark-throttle actuation methodology during a load step-change
(8 bar to 2 bar BMEP) at 2250 RPM ................................................................. 91
4.16. Volumetric efficiency (blue, left axis) and EGR evacuation (black, right axis)
for the spark-throttle methodology and the optimum EGR calibration to
show the faster EGR evacuation rates by maintaining high volumetric
during the initial part of the load step-change ................................................... 92
4.17. Load profile comparison during throttle tip-out (8 bar to 2 bar BMEP) at 2250
PRM; Spark-throttle actuation with EGR (purple), without EGR (grey),
and optimum calibration with EGR (orange), without EGR (black) ................. 93

xv

List of Figures (Continued)
Figure

Page

4.18. Burned fuel fraction during throttle tip-out (8 bar to 2 bar BMEP) at 2250
PRM to show the significant reduction of instabilities achieved
by both of these proposed methodologies .......................................................... 94
4.19. Schematic of the engine layout with the main air-path (blue)
and the secondary air-path (green) ..................................................................... 95
4.20. Load profile comparison during throttle tip-out (8 bar to 2 bar BMEP)
at 2250 PRM; Optimum calibration with EGR (orange), two
air-paths with opt. calibration with post – int. manifold
delivery (green), and pre – int. manifold delivery (blue) ................................... 96
4.21. Total dilution (red, left axis) and EGR evacuation (black, right axis) for the
single (dashed line) and dual (straight line) air-path design showing
the faster transient response when this new design is applied ........................... 97
4.22. Burned fuel fraction during throttle tip-out (8 bar to 2 bar BMEP) at 2250
PRM to show the significant reduction of combustion instabilities
along with the effect of intake manifold volume
on the transient performance of this design ....................................................... 98
4.23. Dual air-path throttle and EGR valve coordination during a load
step-change (8 bar to 2 bar BMEP) at 2250 RPM ............................................. 99
4.24. Load profile comparison for all the methodologies during a load
step-change (8 bar to 2 bar BMEP) at 2250 RPM ........................................... 100
4.25. Burned fuel fraction comparison for all the methodologies during
a load step-change (8 bar to 2 bar BMEP) at 2250 RPM................................. 101
5.1. Error in EGR calculation by neglecting humidity in the ambient air ................... 108
5.2. Intake oxygen sensor output is a function of local conditions
and species concentrations ............................................................................... 109
5.3. Qualitative sensor accuracy requirements over the entire engine
operating regime, along with part-load fuel efficiency
benefits of optimum EGR dilution................................................................... 111

xvi

List of Figures (Continued)
Figure

Page

5.4. Simulation results that summarize sensitivity to relative fuel efficiency
benefits per 1% EGR dilution for different operating conditions;
EGR sweep is performed under combustion stability, knocking
and exhaust temperature limitations; the rest of engine actuators
are re-optimized in each point of the graphs for fair comparison .................... 112
5.5. Engine layout schematic with the three transport delay sections that
affect EGR calculation and valve control ........................................................ 114
5.6. Simulation results for the transport delay at different locations in the
flow path during EGR step-changes at 1750 RPM – 3 bar BMEP
(delay is also provided in terms of engine cycles) ........................................... 115
5.7. Intake pipe modeling approach for generating a simplified estimation
for transport delay ............................................................................................ 116
5.8. Simulation results for validation of the simplified transport delay
equation at different locations of the flow path for 0-2% EGR
step-changes at two different operating conditions ......................................... 117
5.9. Real-time experimental evaluation of the simplified transport delay estimation
by comparison of the measured delay (as captured by the intake oxygen
sensors) and the model prediction for all three sections of the flow
path (colors correspond to each section in Figure 5.5) .................................... 118
5.10. Experimental evaluation of catalyst-inlet temperature estimation using
non-training data-sets for load step-change at 2000 RPM ............................... 126
5.11. Experimental evaluation of catalyst-inlet temperature estimation using
non-training data-sets for load step-change at 1500 RPM ............................... 126
5.12. Flow chart of the calculation process for the coupled temperature
and pressure model .......................................................................................... 131
5.13. Modeled pressure drop through the catalyst and modeled pressure drop
through the exhaust pipe from turbine-outlet to catalyst-inlet location,
as a function of exhaust mass flow .................................................................. 132

xvii

List of Figures (Continued)
Figure

Page

5.14. Real-time experimental validation of the coupled model for turbine-outlet
pressure estimation for load step-changes at 2500 RPM
with 40% EGR valve opening.......................................................................... 135
5.15. Real-time experimental validation of the coupled model for turbine-outlet
pressure estimation for load step-changes at 2500 RPM
without EGR flow ............................................................................................ 135
5.16. Real-time experimental validation of the coupled model for turbine-outlet
pressure estimation for load step-changes at 2000 RPM with
40% EGR valve opening.................................................................................. 136
5.17. Correlation between measured and modeled turbine-outlet pressure over
real-time transient validation tests for random load step-changes at
1500 RPM, 2000 RPM, 2500 RPM, with and without EGR flow ................... 137
6.1. Experimentally calibrated parameters for orifice flow equation to
approximate the flow through a butterfly valve in a highly
pulsating exhaust environment ........................................................................ 146
6.2. Power spectral density analysis for intake oxygen sensor and exhaust
pressure sensor showing white noise characteristics ....................................... 153
6.3. Probability distribution for intake oxygen sensor noise
showing near-perfect Gaussian distribution..................................................... 154
6.4. Probability distribution for exhaust pressure sensor noise at four engine
speeds showing approximation of the Gaussian distribution........................... 155
6.5. Adaptation of the orifice flow model during EGR valve steps at 2300 RPM;
for each repetition of the same profile the corrected model output
approaches the sensor measurement ................................................................ 161
6.6. Correction parameters (theta) converging over time; only the thetas referring
to 2000 RPM and 2500 RPM are being adapted (since the engine speed
of the test is 2300 RPM), with the 1500 RPM thetas remaining zero ............. 162
6.7. Parameterized function (q) capturing the fast dynamics of the estimation error
during repetitions of the same transient profile; the function converges
over time as the correction parameters reach their final values ....................... 163

xviii

List of Figures (Continued)
Figure

Page

6.8. Comparison between corrected and uncorrected estimation output for
EGR dilution; when the correction parameters are trained the
average estimation error is reduced to 0.4% EGR ........................................... 164
6.9. The adaptation regime is inactive and the pre-trained correction map is used
for feed-forward estimation without any feedback; the significant
improvement of the uncorrected prediction shows the effectiveness
of this technique to reduce calibration efforts.................................................. 165
6.10. Simultaneous random changes of engine speed and EGR valve angle with
same initial and final operating point; after eight repetitions of the same
profile the corrected prediction gradually approaches
the sensor measurement ................................................................................... 166
6.11. Adaptation of the exhaust pressure dynamics model for EGR valve steps
at different engine speeds; after several repetitions of the same profile
the model adapts and approaches the sensor measurement; changing
engine speeds do not affect the model’s correction ......................................... 168
6.12. Evolution of correction parameters (theta) and tendency to converge after
several minutes of operation; based on the engine speed (reported on
the top of the plot) different theta parameters are activated at each
time-step (the parameters relating to 1500 RPM are only activated
during the last section of the test where engine speed is 1750 RPM).............. 169
6.13. Evolution of parameterized function (q) capturing the fast dynamics
of the error; function tends to converge as the correction
parameters converge in each engine speed during
repetitions of the same EGR valve profile ....................................................... 170
6.14. Fully transient test through engine speed, load and EGR valve simultaneous
actuations; corrected model output (with trained adaptation map)
is compared to uncorrected estimation and intake
oxygen sensor measurement ............................................................................ 171
6.15. Comparison between corrected and uncorrected estimation output for
EGR dilution; when the correction parameters are trained the
average estimation error is reduced by a factor of 4 ........................................ 173

xix

List of Figures (Continued)
Figure

Page

6.16. Comparison of the two estimation models under the same experimental
dataset; the exhaust pressure dynamics model (lower plot) provides
superior estimation with significantly lower model noise
than the orifice flow model (upper plot) .......................................................... 175
6.17. EGR prediction error for corrected and uncorrected estimation of the
orifice flow model (upper plot) and exhaust pressure dynamics
model (lower plot) for the same experiment showing the
superior performance of the latter model ......................................................... 176
7.1. Low-load fuel efficiency benefits over the current state-of-the-art by
applying the proposed methodologies and strategies for EGR
estimation and transient control ....................................................................... 181
7.2. High-load fuel efficiency benefits over the current state-of-the-art by
applying the proposed methodologies and strategies for
EGR estimation and transient control .............................................................. 183
A.1. Determination of knock intensity and knock onset location using
the in-cylinder pressure trace and high-pass filtering ...................................... 199
A.2. Comparison between mass fraction burned at knock onset calculated
from raw pressure data versus low-pass filtered data; spark timing
sweep at 1500 RPM, wide-open-throttle, without EGR .................................. 200
A.3. Squared knock intensity for different combustion phasings at steady-state
conditions showing the significant cycle-to-cycle deviation
of knocking behavior ....................................................................................... 201
A.4. Sample output of the Shell model for molar concentrations of
intermediate agent (Q), branching agent (B) and radicals (R)
as a function of crank angle showing the knock onset..................................... 206
A.5. Methodology followed when using the Shell model to predict knock onset
location; inputs of the model are summarized on the left-hand side ............... 207
A.6. Squared knock intensity (averaged over 1100 recorded cycles) of each
cylinder, and standard deviation of squared knock intensity of
cylinder #6, at 3000 RPM, wide-open-throttle, without EGR
to show the significant cylinder-to-cylinder variations ................................... 213

xx

List of Figures (Continued)
Figure

Page

A.7. Experimental data for squared knock intensity as a function of
mass fraction burned (%) at knock onset location for different
operating conditions to compare the effect of spark timing
(BL or BL+3), EGR (0 or 9%) and engine speed
(1500 RPM or 3000 RPM)............................................................................... 217
A.8. Experimental data for squared knock intensity as a function of
knock onset location (in CAD aTDC) for different operating
conditions to compare the effect of spark timing (BL or BL+3),
EGR (0 or 9%) and engine speed (1500 RPM or 3000 RPM) ......................... 218
A.9. Experimental data for squared knock intensity as a function of
spark-to-knock-onset duration (in CAD) for different
operating conditions to compare the effect of spark
timing (BL or BL+3), EGR (0 or 9%) and engine
speed (1500 RPM or 3000 RPM) .................................................................... 221
A.10. Determination of knock onset thresholds to distinguish between light
and severe knock events using experimental datasets for
93 AKI fuel at various engine speeds, engine loads,
EGR levels and spark timings .......................................................................... 222
A.11. Comparison between squared knock intensities of 87 AKI (left axis)
and 93 AKI (right axis) fuels at 1500 RPM, WOT and different
spark timings, and determination of knock onset threshold for
the less knock-resistant fuel ............................................................................. 223
A.12. Effect of load on knock onset prediction for the Shell model (blue line)
and the Douaud & Eyzat correlation (red line) for spark timing
sweeps relative to knock borderline for two engine loads;
average squared knock intensity (right axis)
and CA50 are also presented............................................................................ 226
A.13. Knock onset prediction for the Shell model (blue line) and the
Douaud & Eyzat correlation (red line) for spark timing sweep
relative to knock borderline at 3000 RPM, WOT, no-EGR
(93 AKI fuel); average squared knock intensity (right axis)
and CA50 are also presented............................................................................ 227

xxi

List of Figures (Continued)
Figure

Page

A.14. Effect of EGR on knock onset prediction for the Shell model and the
Douaud & Eyzat correlation for spark timing sweeps relative to
knock borderline at 3000 RPM, WOT and various
EGR levels (93 AKI fuel) ................................................................................ 228
A.15. Effect of EGR on unburned zone temperature estimation for 3000 RPM,
WOT and constant spark timing (SPK=39); Shell model knock onset
prediction shown in upper left corner .............................................................. 229
A.16. Effect of fuel quality on knock onset prediction for the Shell model and
the Douaud & Eyzat correlation for spark timing sweep relative to
knock borderline at 1500 RPM, WOT, no-EGR, using 87 AKI fuel............... 230

xxii

CHAPTER ONE
EXHAUST GAS RECIRCULATION IN SPARK-IGNITION ENGINES

The continuous search for new engine technologies aiming to reduce fuel
consumption while adhering to the increasingly stringent emission regulations, has led
auto makers to introduce low displacement turbocharged gasoline engines. These
powertrains are able to achieve the performance of the larger naturally-aspirated engines
already in the market. At the same time, the higher levels of specific power output
associated with the reduced engine displacement minimize the operation at the lowest
loads which is governed by significant pumping losses due to throttling [73].
The turbocharger and the higher compression ratios of modern downsized engines
increase knocking propensity and produce high exhaust temperatures upstream of the
turbine during high-load operation. The introduction of cooled Exhaust Gas Recirculation
(cEGR) proves to be an effective technology to complement these shortcomings by
suppressing knock and reducing fuel enrichment through exhaust temperature reduction
[72].
Low-Pressure vs High-Pressure EGR under fuel economy considerations
Two different configurations exist that enable the recirculation of the exhaust
gases into the engine’s intake. In the Low-Pressure (LP) configuration, which is
considered in this study, exhaust gases are extracted downstream of the turbocharger and
introduced upstream of the compressor. A different option is the High-Pressure (HP)
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layout which is widely used in diesel engines. In this design, exhaust gases are extracted
upstream of the turbine and delivered in the intake manifold. Figure 1.1 presents an
engine schematic showing the two layouts.

Figure 1.1. Engine layout schematic showing the two configurations of EGR

The High-Pressure configuration is optimum for transient operation since it is not
associated with long air-paths and transport delays. However, Low-Pressure EGR
systems are the preferred solution for spark-ignition engines. The researchers in [2,99]
evaluate the differences between HP and LP EGR systems. Cooled LP-EGR is more
suitable for knock mitigation and high-load fuel enrichment elimination. The latter is
achieved by operating closer to MBT due to the lower knock propensity, along with the
increased heat capacity when cooled EGR dilution is added. On the other hand, uncooled
HP-EGR proves to be more effective for thermally de-throttling the engine at low-load
operation.
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However, for HP configurations and operation at low-speed and high-load, which
is very common for downsized turbocharged engines, there is no positive pressure
gradient from intake to exhaust in order to drive the HP-EGR [108,94]. Another
limitation related to HP configuration is insufficient mixing between air and EGR causing
cylinder-to-cylinder variations [74,105]. The long path of the LP configuration ensures
that intake charge is well mixed before entering the cylinders.
Additionally, the post-turbine extraction of EGR at the LP design causes less
interference with the turbocharger which is critical for downsized engines [122,86]. Due
to expansion through the turbine, exhaust gas cooling requirements are lower for LPEGR. In addition to that, the intercooler provides further cooling capacity and LP-EGR is
delivered to the engine at lower temperatures than HP-EGR [86]. Such temperature
reduction is critical for both fuel enrichment elimination and knock mitigation.
Using LP-EGR, the authors in [99,76] compare catalyzed with non-catalyzed
EGR and evaluate the available pressure differential to drive the flow. Non-catalyzed
EGR provides higher pressure difference and extends the LP-EGR delivery range.
Combustion of non-catalyzed EGR is faster than catalyzed, due to the effect of CO and
H2 on laminar flame speed. However, the basic advantage of catalyzed EGR is the
reduced NOx concentration. In [108,53,63] the authors focus on the importance of NOx
concentration on knock mitigation and identify that elimination of NOx in EGR
significantly enhances knock suppression. Besides, “clean” EGR reduces the possibility
of compressor and EGR circuit fouling since HCs are oxidized in the catalyst.
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Consequently, another important benefit of LP-EGR systems over their counterparts is
the possibility to extract EGR downstream of the three-way catalyst.
The authors of [57] quantify the fuel efficiency benefits of using cooled EGR for
two different fuels (E0 and E85). Fuel economy improvements are in the range of 3% to
5% for both fuels. Finally, in [80] the fuel economy gains of cooled EGR are evaluated
on a downsized boosted gasoline engine under two different geometric compression
ratios. Besides the pumping loss reduction, the authors show the efficiency gains of
increasing compression ratio while maintaining advanced combustion phasing due to the
knock mitigation effects of cooled EGR.
Under these considerations, Low-Pressure cooled EGR systems prove to be more
suitable and favorable to be used in downsized turbocharged spark-ignition engines, and
thus this configuration is implemented and evaluated in the current study.
Soot emissions considerations
The main advantage of spark-ignition over diesel engines is that operation under
stoichiometric combustion assures optimum functionality of the three-way catalyst. In
this way, very high conversion efficiency for all three major pollutants (NOx, HC and
CO) is achieved [49]. As far as soot is concerned, it has long been considered that
properly adjusted spark-ignition engines using unleaded gasoline do not introduce
significant problems with respect to particulate matter (including soot) emissions [49].
However, due to the introduction of direct-injection engines along with the increasingly
stringent emission regulations, soot has become relevant even for spark-ignition engines
[56,67]. The mixture preparation strategy in these engines plays an important role in soot
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formation [95]. These ultra-fine particle emissions pass through the three-way catalyst
and require the installation of an additional filter (Gasoline Particulate Filter) increasing
the cost and complexity of the after-treatment system.
Despite the extensive research on soot formation, a complete understanding of the
fundamental phenomena and the detailed chemistry leading to the development of soot
nuclei has not been established [49,33]. In a recent effort to characterize soot emissions,
researchers in [26] develop a soot formation model for gas turbine simulations. The
model includes all the physically and chemically relevant processes of soot formation and
is validated for both diffusion and partially-premixed flames with different fuels.
In general, engine-out soot emissions depend on the balance between the nonequilibrium processes of formation and oxidation. The formation process is affected by a
wide range of parameters including temperature, pressure, fuel type, and oxygenated
additives [8,33]. Several studies for aromatic and non-aromatic fuels have shown that
particulate matter (PM) emissions exhibit a bell-shaped behavior as a function of
temperature. At lower temperatures, soot volume fraction increases with temperature,
whereas at higher temperatures, the relationship is inversed [39,35,9,8]. The temperature
of maximum soot yield is a function of fuel and varies widely over different experimental
configurations. These experimental and simulation studies refer to stabilized flames in a
burner where the maximum temperature is a function only of the heat release from
combustion and the heat losses by conduction and radiation. The same observations with
respect to temperature have been conducted for diesel combustion as well, through the
popular φ-T maps [59,1].
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In spark-ignition engines, one of the most important parameters affecting soot
formation mechanisms is the equivalence ratio. Research has shown that most fuels
experience the lowest soot emissions during stoichiometric or slightly lean combustion
[64,65]. The effect of EGR on soot emissions has also been investigated in several
experimental studies for port-fuel and direct-injection engines using commercial gasoline
fuel. The reduced combustion temperature due to cooled EGR lowers the PM formation
rate and thus reduces soot emissions [3,47,82]. This effect of combustion temperature on
PM formation rate is dominant at low-load operation.
At higher loads, the elimination of fuel enrichment is the major contributor to soot
emissions reduction [3,47]. As mentioned in the previous section, lower exhaust
temperatures with cooled EGR are achieved by operating closer to MBT due to knock
mitigation, along with the dilution itself being capable of absorbing more heat. Thus, the
transition from enriched combustion to stoichiometry significantly reduces engine-out
soot emissions. However, a further increase of EGR at these conditions results in
increased soot [82]. In such cases, the reduced soot oxidation due to low temperatures
and low oxygen concentration overcomes the benefits of reduced formation rates.
Overall, research has shown that cooled EGR is beneficial regarding soot for the
operating regime of a spark-ignition engine. However, these studies do not characterize
the relationship between combustion temperature and soot in these conditions. An
important open question is whether there is an actual temperature-related limitation for
soot formation when adding EGR in spark-ignition multi-actuated engines using
commercial gasoline.

6

Challenges & limitations
Aiming to fully exploit the benefits of such systems, new challenges are
introduced that require more complex, precise and robust control systems. As presented
in detail in Chapter Two, fuel efficiency benefits increase with higher EGR levels.
However, a rapid decline of these benefits is experienced when optimum EGR dilution is
exceeded (see also Figure 2.12). This limitation is related to engine stability issues
resulting from the dilution tolerance of SI engines [2,14].
The extension of this dilution limit has been the subject of many studies. Various
innovative ignition systems have been developed and tested, including continuous
discharge dual coil systems or high energy coil systems aiming to increase the duration
and the energy deposition of the discharge [4,92,88]. These studies have demonstrated
increased EGR dilution tolerance which corresponds to significant fuel efficiency
benefits. As a result, optimum EGR calibration requires operation at, or very near, the
engine stability limit. Under these considerations, accurate estimation and control of
these systems is crucial in order to maintain optimal combustion especially during
transient conditions. However in reality, due to estimation and control challenges,
production engines operate at lower-than-ideal EGR considering a dilution safety factor
to ensure normal and stable combustion in every operating condition.
Transient operation
The design of LP-cEGR configuration is associated with long air-paths and
significant delays between the EGR valve and the cylinders that need to be considered
during the design and implementation of control strategies. Any actuation of the EGR
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valve, located upstream of the compressor, is realized in the cylinders after several engine
cycles. Thus, there is no control over the EGR mass trapped in the large intake volume
downstream of the valve, which has to be consumed by the engine when it reaches the
cylinders. Control of such systems becomes challenging under the scope of optimum
spark-ignition engine operation where small deviations from desired dilution may
significantly affect combustion and cause instabilities, partial-burn cycles or even
misfires.
Thus, transient operation and response of these systems becomes important
especially during aggressive load changes when the EGR tolerance of the final state is
much lower than that of the initial state. Such conditions usually occur at throttle tip-out
during an aggressive vehicle deceleration. Figure 1.2 presents simulation results from an
aggressive load reduction at constant engine speed for an engine equipped with LPcEGR. This example uses simulation-based optimized engine actuators as inputs. Thus,
the initial and final intake/exhaust valve timing and EGR command are optimized under
steady-state fuel efficiency considerations. At the tip-out, the significant reduction of
intake pressure results in a large increase of internal residual. In addition to that, the EGR
valve command occurs at the moment of tip-out to provide the optimum EGR dilution of
the final state. However, due to the long air-EGR path, this actuation is only realized in
the cylinders after 14 engine cycles. In other words, there is a period of several engine
cycles during the transient operation where the total dilution (external EGR + internal
residual) in the combustion chamber is significantly higher than the desired dilution of
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the final state. As a result, the total dilution may exceed the dilution tolerance of the
engine and cause combustion instabilities and misfires.

Figure 1.2. External EGR and internal residual response during a throttle tip-out at 3000 RPM

A very common technique adopted by the engine calibrators to address steep
decelerations is fuel shut-off. However, this strategy is associated with emission
restrictions due to the operating characteristics of the three-way catalyst along with
possible catalyst damage [25]. An example of this effect occurs during an aggressive
deceleration and fuel shut-off on the exit from a highway. The catalyst is already at a
high temperature, and the subsequent lean misfiring cycles (due to existing walldeposited fuel puddles) result in a spike of unburned HCs, which may cause thermal
damage to the – already very warm – catalyst from the exothermic reactions they initiate.
The combination of high temperatures and high air flow through the catalyst results in
complete conversion of any unburned HCs. However, during the engine’s re-start the
oxygen storage capacity of the catalyst is saturated, so NOx conversion does not occur
and a large tailpipe NO spike emerges [25]. For that reason, the engine controller is
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designed to operate with rich mixture for several engine cycles after the re-start, despite
the fuel economy penalty, in order to re-condition the surface of the catalyst.
The research team in [100] addresses these transient control challenges for a
Dedicated EGR engine. The purpose of the study is to demonstrate transient control
without misfire during a tip-out. A model-based intake oxygen observer is coupled with a
mass air flow measurement and a model-based ignition timing to provide the control
architecture. The model is designed to advance spark timing (from the steady-state
values) during a tip-out. The tip-out event is performed in 20 engine cycles, but when
fuel shut-off is introduced, the transient is significantly faster. Misfires cannot be avoided
only by advancing ignition timing; rather all the engine actuators need to be coordinated
to avoid excess EGR in the cylinders. These actuators include the throttle, EGR valve,
wastegate, cold-start valve in the exhaust, and supercharger by-pass valve. However, fuel
efficiency considerations are not included in this study during these transient conditions.
Another methodology to handle aggressive transient conditions is presented in
[114] and deals with short-circuit flow in order to improve EGR evacuation rates and
eliminate misfires. The study uses Variable Valve Timing (VVT) to generate high valve
overlap prior to the tip-out so that the intake mixture passes directly to the exhaust
manifold due to pressure differential. In this way, the engine operates as a pump and
EGR is evacuated faster. However, short-circuit requires high intake pressure, thus it can
only occur prior to the actual event of torque reduction. At the moment of tip-out, intake
pressure is significantly reduced and the pressure differential is not adequate for
scavenging, even if wastegate is opened to reduce back-pressure. Thus, this methodology
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requires a preview period and is feasible only if the torque reduction request is known
ahead of time. Under these considerations, the same research group in [115] examines the
use of Model Predictive Control in order to employ this scavenging technique. However,
short-circuit may lead to lean exhaust flow through the catalyst and could necessitate rich
combustion to counteract this phenomenon. This methodology would negate part of the
fuel efficiency benefits of EGR dilution.
EGR modeling and estimation
As far as feed-forward model-based prediction is concerned, estimation of EGR
mass flow through the valve is challenging due to significant pressure pulsations in the
exhaust environment of a turbocharged engine [104,37]. Additionally, during low and
mid load operation through a drive cycle, available pressure differential is generally less
than 10 kPa [108], and very often remains less than 3 kPa in lower loads [79], further
hampering the accuracy of EGR flow estimation.
The magnitude of pressure differential depends on restrictions downstream of the
pick-up location. Thus, EGR extraction upstream of the catalyst provides higher driving
force for EGR flow comparing to extraction downstream of the catalyst [79]. Some
studies have used intake pressure regulation valves to increase pressure differential
[79,106]; however, such valves introduce important pumping losses to the system and are
avoided in the current research.
Orifice flow equations that are used for feed-forward EGR control depend heavily
on pressure differential, discharge coefficient, and gas thermodynamic properties. These
equations usually require extensive calibration to minimize the prediction error. Such
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efforts though become very challenging for higher pressure ratios through the valve. This
is due to the increasing sensitivity of orifice flow equations as pressure ratio approaches
unity. Figure 1.3 demonstrates the relationship between pressure ratio through the valve
and the flow function 𝛹𝛹, assuming unchoked compressible flow. This flow function, also

called pressure correction factor, is part of the orifice flow equation and defines the effect
of pressure ratio on mass flow estimation [42]. The dotted line shows the calculated
behavior for different pressure ratios, whereas the red points represent actual
experimental data from engine operation at various EGR valve openings. The conditions
occurring through the valve of LP-cEGR configurations lie in the high-sensitivity region
of the equation with pressure ratios higher than 0.96. The gradient of the flow function
increases with pressure ratio and estimation becomes very sensitive to input noise.

Figure 1.3. Flow function for different pressure ratios of unchoked compressible flow; red points
represent actual experiments at various conditions showing the high-sensitivity to estimation errors

This high sensitivity of the feed-forward estimation is susceptible to sensor noise.
Exhaust pressure sensors and pressure differential sensors suffer from significant noise
due to exhaust pressure pulsations. Figure 1.4 presents experimental data from exhaust
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pressure measurements of the pressure differential through the EGR valve for changing
valve openings at constant engine speed. In these conditions, the available pressure
differential to drive EGR flow remains less than 4 kPa with an average of 2.5 kPa.
However, the noise from sensor measurements (about 2 kPa) is very comparable and
even equal to the available pressure differential. Considering the sensitivity of orifice
flow equations in such conditions, EGR estimation errors are almost inevitable. Besides
the pressure sensor noise, valve position errors may further increase this uncertainty.
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Figure 1.4. Experimental data showing the significant exhaust pressure sensor noise with respect to
available pressure differential through the EGR valve at constant speed and varying valve openings

The pressure pulsations of varying amplitude and frequency also affect the flow
characteristics through the EGR valve [10,68]. Pressure variations in the outlet of the
turbine can be larger than 7 kPa in certain operating conditions (Figure 1.5). Furthermore,
when the EGR valve is open, these pulsations travel through the intake system and affect
the pressure at the compressor-inlet location. Figure 1.5 shows heavily filtered crank
angle-resolved pressure measurements at turbine-outlet and compressor-inlet locations of
a four-cylinder turbocharged engine at 1500 RPM and 6 bar BMEP, with and without
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EGR. This dataset captures the effect of large exhaust pulsations traveling through the
EGR system towards the intake side upstream of the compressor at lower – but still
significant – magnitudes (≈2 kPa for this operating condition). Such conditions affect not
only the valve’s discharge coefficient but also the local thermodynamic characteristics of
the gas, such as compressibility and density, further hampering the calibration efforts
[10].

Figure 1.5. Filtered experimental data (1500 RPM – 6 bar BMEP) for crank angle-resolved pressure
at turbine-outlet and compressor-inlet, with and without EGR flow to show the significant pulsations
traveling into the intake system

In addition to operating-point-dependent challenges for EGR flow estimation, the
aging of the EGR valve along with the accumulation of deposits in the EGR flow-path
change the behavior of these systems over time. Research has shown that gasoline directinjection engines experience similar deposit trends in the EGR path with diesel engines
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[119]. Due to the nature of the recirculated species, EGR cooler performance and EGR
valve operation are affected by deposit accumulation. As a result, the flow characteristics
of the system will gradually change over its lifetime, thus affecting the EGR flow
estimation, if not accounted for using feedback. Considering these significant estimation
challenges along with the nature of the recirculated exhaust gases, current engine
calibration strategies require operation at less-than-optimum EGR dilution in order to
compensate for the uncertainties in EGR estimation and ensure stable combustion in all
operating conditions.
Exhaust pressure modeling
As discussed above, physical measurement of exhaust pressure, either with a
pressure sensor or with a differential pressure sensor across the EGR valve, is rather
challenging and costly. The exhaust environment of turbocharged engines with strong
pressure pulsations and high temperatures is not “friendly” for the operation of these
sensors.
Several approaches have been studied and proposed in literature for exhaust
pressure estimation aiming to replace the need for physical sensors. However, due to the
popularity of High-Pressure EGR systems in turbocharged Diesel engines, most of the
literature refers to estimation of turbine-inlet pressure which drives the HP-EGR. The
majority of the methodologies examined are model-based observers and estimators with
validation through simulation. An algorithm based on a quasi-static model of the flow
through the turbine is presented in [19]. Model-based observers of non-linear [34] and
reduced-order linear models [12] have also been studied, while another estimator is
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developed in [16] taking into consideration the effect of turbine speed on the turbine mass
flow rate.
A mean value approach to determine exhaust manifold pressure of naturally
aspirated engines is proposed by Olin [89]. This model can also be used in turbocharged
engines to determine turbine-outlet pressure. The author develops a steady-state physical
model to describe flow through the lumped exhaust system as compressible flow through
a restriction. Using the known atmospheric pressure, and performing calibration
techniques using experimental steady-state data, the exhaust pressure is estimated. The
steady-state error for pressure estimation is less than 3 kPa during experimental
validation. In transient testing the error increases significantly and may exceed 20 kPa in
several operating points.
Physics-based pressure estimation models also depend on the exhaust gas
temperature which changes significantly as the gas flows through the exhaust system. In
the absence of temperature measurements in different sections of the exhaust,
temperature modeling needs to be implemented and coupled with the pressure modeling.
Eriksson [31] derives and validates different lumped parameter models for all of the heat
transfer modes occurring in an exhaust pipe section. Models for both steady-state and
transient operation are developed. In a similar way, the study by Fu et al. [36] presents a
1D model for heat transfer in the exhaust pipe under steady-state and transient conditions.
Analytical solutions are obtained and the effects of different geometrical and
thermodynamic parameters on heat transfer are characterized through simulation.
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However, the real-time capability and the computational requirements for both of these
approaches are not investigated.
Research objectives & outline
This research provides a comprehensive study for the design and implementation
of Low-Pressure EGR in spark-ignition engines. The main goal is to provide the
algorithms and methodologies in order to address the challenges associated with these
systems. In this way, fuel efficiency benefits of Low-Pressure EGR systems can be
exploited to the fullest potential by allowing operation at near-optimum EGR dilution
under all conditions. The main research objectives addressed in this study are
summarized in the following points.
 Quantify the fuel efficiency benefits of EGR dilution and investigate any
combustion-related limitations
 Evaluate the EGR effect on soot emissions and identify possible combustion
temperature-related limitations
 Develop a simulation-based methodology for steady-state system optimization
while adhering to combustion limitations identified through engine experiments
 Determine a strategy to identify and mitigate transient over-dilution limitations to
avoid combustion instability
 Investigate the use of intake oxygen sensor to provide feedback for EGR dilution
 Develop a real-time physics-based exhaust pressure model for improved
estimation without relying on exhaust pressure sensors
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 Create a real-time adaptation algorithm to correct feed-forward EGR estimation
errors using the feedback from the oxygen sensor
The outline of this dissertation is presented in Figure 1.6. First, the combustion
effects of LP-cEGR are analyzed in order to determine the fuel efficiency benefits and the
operational constraints (Chapter Two). The effect of EGR on soot emissions is also
investigated in part-load conditions. Next, a high-fidelity simulation-based optimization
methodology is evaluated under steady-state conditions to determine the optimum EGR
levels (Chapter Three). This model optimization serves as the base in order to determine
and quantify transient limitations associated with EGR over-dilution. Different strategies
are proposed in order to mitigate these constraints and avoid combustion instability under
aggressive transient conditions (Chapter Four).
Regarding the modeling and estimation challenges, the introduction of an intake
oxygen sensor is investigated in order to provide feedback for the EGR dilution. The long
delays associated with these configurations are captured with a simplified transport delay
model. Then, a physics-based exhaust pressure and temperature model is proposed,
presented and evaluated (Chapter Five). Aiming to further increase the prediction
accuracy, an adaptation algorithm is developed which uses the output of the oxygen
sensor and simultaneously captures short-term and long-term corrections related to feedforward EGR estimation errors (Chapter Six). The improved EGR estimation and
transient control is then quantified in terms of fuel efficiency benefits in order to
demonstrate the practical impact of this research (Chapter Seven). Finally, the Appendix

18

includes an evaluation of model-based knock prediction methodologies and their
performance on capturing the effect of EGR on knock mitigation.

Figure 1.6. Research overview
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CHAPTER TWO
ANALYSIS OF COMBUSTION EFFECTS

This chapter presents a detailed analysis of the benefits and limitations of LowPressure EGR aiming to cover the entire operating regime of a turbocharged directinjection spark-ignition engine. A high-fidelity simulation model is calibrated with
experimental data and uses predictive combustion modeling to provide the corresponding
burn rate for the various operating conditions being studied. Both simulation and
experimental results are used to identify the main sources of efficiency improvement.
Part-load de-throttling of the engine, heat loss reduction, knock mitigation effects and
reduced high-load fuel enrichment as a result of EGR dilution are quantified and
discussed in detail. Additionally, synergies between EGR and features of the modern
multi-actuated engines are investigated to provide a deeper understanding on the
integration of these systems in modern gasoline engines. Limitations of this technology,
associated with high EGR dilution, cooling capacity and water condensation are also
assessed and discussed.
Experimental configuration
A 430 kW AC engine dynamometer is used for the experimental portion of this
research. Crank angle resolved data acquisition is performed using an AVL-671 32channel system. Cylinder pressures are measured using AVL GH12D piezoelectric
sensors. Piezo-resistive Kulite transducers are used for dynamic pressure measurements
in both the intake and exhaust ports of the test engine. Dedicated liquid cooling circuits
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have been utilized for exhaust manifold pressure transducers. The data are sampled at 0.5
crank angle degree intervals to properly capture all relevant gas exchange characteristics.
K-type thermocouples are utilized for measurement of temperatures at specific locations
on the engine. Production-intent engine controllers have been modified to include
software hooks on specific engine control parameters. An ETAS rapid-prototyping
system is used to test the algorithms developed during this study.
Table 2.1. Engine characteristics

In-line 4-cylinder SI
Engine Type
1998 cc
Displacement
86 x 86
Bore x Stroke
Compression Ratio 9.5:1
Twin-Scroll Turbocharger (waste-gate controlled) with Intercooler
Intake System
DOHC, 4-valves/cylinder with Continuously Variable Valve Timing
Valve Train
Direct injection
Fuel Injection
Low-Pressure cooled EGR
EGR System
The engine (Table 2.1) is a 2.0L four-cylinder turbocharged with direct fuel
injection, and is equipped with dual-independent camshaft phasing systems. The
combustion chamber bowl on the head has four valves and a pent-roof shape with a
cavity for the fuel injector. The piston crown is shaped to allow wall guided spray
injection. Ignition is achieved using high-energy coil-on-plug coils triggered by TTL
level ECU signals. A BorgWarner K03-2074 twin-scroll turbocharger with internal
waste-gate and blow-off valve is installed on this engine. A Low-Pressure cooled EGR
configuration is implemented (Figure 2.1). Exhaust gases are extracted downstream of
the turbine. EGR passes through a cooler and is delivered to the intake air-path system
upstream of the compressor. The EGR cooler is a tube-core type chosen for low pressure
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differential. A large liquid-to-air intercooler has been used to allow high boost/load
capability.

Figure 2.1. Schematic of the engine layout with the Low-Pressure EGR configuration

Fuel efficiency benefits
The engine is modeled using the 1D simulation software GT-Power. The
simulation framework and model calibration with experimental data, along with the
optimization of engine actuators using a Design of Experiments (DoE) approach, are
presented in detail in Chapter Three. Table 3.1 summarizes the range of engine actuators
along with the range of operating points examined through this DoE approach. Table 3.2
shows the optimization constraints applied during the post-processing of the DoE results.
The benefits of using cooled Low-Pressure EGR are studied for the entire engine
operating regime; however the simulation-based calibration is focused on the most
frequent part-load operation during a city drive cycle. The DoE study is implemented for
several operating points and the results are filtered using the appropriate constraints
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before being optimized for fuel economy. This approach is conducted for both the base
engine and the modified engine with the LP-cEGR configuration.
Figure 2.2 presents the part-load percentage gains in Brake Specific Fuel
Consumption (BSFC) between the optimized calibration with LP-cEGR versus the
optimized calibration of the “base” engine without external EGR (i.e. internal EGR is still
utilized). The x-axis of the plot is the engine speed, and the y-axis shows the engine load
in terms of Brake Mean Effective Pressure (BMEP). Apart from EGR calibration, and
since stoichiometric combustion is used for the part-load study, both optimization cases
include the calibration of the remaining engine actuators as well (intake and exhaust cam
timings, ignition timing). Thus, Figure 2.2 presents the efficiency gains of the engine
operation being dependent on all actuators and not just EGR.
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Figure 2.2. Simulation-based fuel efficiency (BSFC) percentage gains derived from optimized LPcEGR calibration vs optimized calibration without EGR for part-load operation
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The fuel efficiency benefits are also evaluated through drive cycle simulations. In
this study, the Federal Urban Driving Schedule (FUDS) and the Federal Highway
Driving Schedule (FHDS) are considered. For this purpose, the fuel efficiency maps for
the optimized engine with LP-cEGR and the optimized “base” engine without EGR are
imported in a Simulink vehicle model. This vehicle simulator is built to represent the
2013 Cadillac ATS with 6-speed automatic transmission and 2.0L four-cylinder
turbocharged engine (which is the base engine used for this research without the
retrofitted LP-cEGR loop). The vehicle speed is used as input to a PID controller which
represents the driver command and aims to follow the speed profile of the desired driving
schedule. The driver input is an accelerator pedal or brake pedal command. This input
determines the torque request from the engine. Engine torque and engine speed determine
the fuel consumption according to the simulation maps created for each of the cases
examined in this study. The engine’s torque output travels through the torque converter
and the 6-speed automatic transaxle (with the gear ratios of the specific vehicle) to the
front wheels. In this way, the tractive force of the vehicle is determined. Based on vehicle
specifications and dimensions, the road load (rolling resistance, aerodynamic drag and
inertial forces) is also accounted for in order to calculate the vehicle velocity which is fed
back to the driver block.
Since the actual shifting strategy of this vehicle is not known, a simple empirical
gear shifting schedule is used based on the engine speed and accelerator pedal position.
This gear shifting strategy remains the same throughout all of the simulations for a fair
comparison. The strategy uses the engine speed to compare it with the shifting points and
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determine whether gear shift should occur. Shifting points are calculated through linear
interpolation of the pedal position command (0 – 1 values) using the discretization
vector: [0:0.2:1], and the upshift and downshift tables:
Upshift speed vector = [1900 1900 2390 2850 3580 4440] (RPM)
Downshift speed vector = [1145 1145 1145 1145 1145 1145] (RPM)
Using this vehicle simulator, the two engine simulation cases are compared over
different drive cycles in terms of fuel efficiency. Figure 2.3 presents the fuel efficiency
gains over the stock engine that operates without EGR configuration. Engine operating
points for the FUDS (red) and FHDS (black) cycles are also shown in these plots. The
fuel efficiency results for each drive cycle are summarized in Table 2.2.
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Figure 2.3. Fuel efficiency benefits of optimum EGR dilution along with the operating points for
FUDS (red) and FHDS (black) cycles

Fuel efficiency benefits of optimum EGR dilution over the “base” engine without
EGR range from 2% to more than 3% in the drive cycles examined. These gains are
expected to be significantly higher in real-life driving conditions where engine load is
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usually higher than in drive cycles. The important EGR benefits regarding knock
mitigation and fuel enrichment reduction/elimination are usually not exploited during
part-load drive cycle operation.
Table 2.2. Summary of fuel efficiency results for FUDS and FHDS cycles

Optimum EGR

No EGR

(associated with ideal dilution)

(“base” engine)

FUDS

26.2 MPG

25.6 MPG

2.3 %

FHDS

41.4 MPG

40.1 MPG

3.2 %

Efficiency benefits

The combustion effects of LP-cEGR and the main sources of efficiency
improvement are quantified individually using both simulation and experimental results.
The analysis of efficiency gains is focused mainly on part-load de-throttling of the
engine, heat loss reduction, knock mitigation and exhaust gas temperatures reduction (for
high-load operation).
In part-load operation, introducing EGR in the intake system de-throttles the
engine and reduces pumping losses since larger throttle opening is required in order to
maintain the same load. Figure 2.4 shows simulation results for pumping losses by
sweeping through different cooled EGR dilution rates at constant engine load and speed
and constant VVT position. It can be seen that higher EGR concentration in the intake
mixture results in higher intake pressures (due to wider throttle opening) and thus
reduced pumping losses.
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Figure 2.4. Simulation results showing pumping loop reduction as LP-cEGR dilution is increased
(constant load and speed, constant VVT position)

Despite the fact that LP-cEGR shows improvements in pumping losses, hot
recirculated exhaust gases would further reduce pumping losses due to temperaturerelated lower density. Under these considerations, LP-cEGR is compared with hot
internal residual gases in part-load operation. The VVT-actuated engine can provide a
wide sweep of internal residual based on the cam locations. Aiming to quantify the
relative effect of internal and external EGR for different engine loads, simulation DoE
sweeps of different cam locations and EGR dilutions are performed. The simulation
results are constrained based on acceptable combustion duration (Figure 3.1) and knockfree operation.
Figure 2.5 and Figure 2.6 show the relationship between BSFC and the ratio of
external EGR over internal residual for different loads and engine speeds and for fixed
combustion phasing (fixed CA50 to MBT). As the load increases, cooled EGR becomes
more important for fuel efficiency. At lower loads, the limit where hot internal residual is
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more favorable than external EGR is much lower. For those lower-load cases, hot internal
residual is more effective in de-throttling the engine than cooled EGR. This is due to the
lower density of hot internal residual being able to displace more volume than external
EGR for a similar total dilution level (total dilution is equal to internal plus external
EGR).

Figure 2.5. Simulation results for the effect of the ratio of external EGR over internal residual on
BSFC (fixed CA50 at 1500 RPM and different loads)

Figure 2.6. Simulation results for the effect of the ratio of external EGR over internal residual on
BSFC (fixed CA50 at 2000 RPM and different loads)
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The dilution effect on pumping loop reduction is also studied using experimental
data. Based on the efficiency map derived from simulation (Figure 2.2), there is not
significant efficiency gain on using LP-cEGR at low-load conditions. For that reason,
cEGR and internal residual sweeps are performed in the engine for 2000 RPM, 3 bar
BMEP, under COVIMEP limitations, to quantify the effect of each mechanism on pumping
losses reduction.
Figure 2.7 shows the advantage of hot internal residual on de-throttling the engine
and reducing Pumping Mean Effective Pressure (PMEP) comparing to cEGR. This
justifies the reason why the optimization routine does not show substantial efficiency
gains when adding cEGR in these conditions. The optimized cam locations in the base
calibration (no EGR case) provide the required internal residual to minimize BSFC under
the combustion variation limitations; adding further cEGR on these operating points
would significantly increase combustion duration with minimal efficiency gains.
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Figure 2.7. Experimental results for the effect of valve overlap and LP-cEGR on pumping loss
reduction (2000 RPM, 3 bar BMEP)

As far as heat transfer is concerned, diluting the mixture with recirculated exhaust
gases increases the thermal mass and the specific heat capacity of the mixture [52]. This
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results in lower peak in-cylinder temperatures and thus lower heat transfer losses during
combustion. Figure 2.8and Figure 2.9 are derived from simulation and depict this effect
by showing the peak in-cylinder temperatures and heat transfer losses as a function of
cEGR dilution for different operating points. The heat transfer benefits depend on the
operating conditions and range from 3% to above 6% per 10% cEGR dilution.

Figure 2.8. Simulation results for peak in-cylinder temperatures and heat transfer (fraction of total
fuel energy) as a function of LP-cEGR (2000 RPM, 3 bar BMEP)

Knock mitigation is one of the most important benefits of this approach,
especially for downsized turbocharged engines that are very prone to knock at higher
loads. Introducing cooled inert gas into the combustion chamber decreases combustion
temperatures (as shown in Figure 2.8 and Figure 2.9), reduces the laminar flame speed
and thus the burn rate, and increases the auto-ignition delay of the end gases due to
dilution [52,72].
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Figure 2.9. Simulation results for peak in-cylinder temperatures and heat transfer (fraction of total
fuel energy) as a function of LP-cEGR (3000 RPM, 12 bar BMEP)

Reduction of the knock tendency of the engine by introducing cooled EGR
provides the opportunity to advance combustion phasing closer to MBT and thus increase
thermal efficiency. Figure 2.10 shows the Knock Limited CA50 (KLCA50) as a function
of cEGR dilution through engine experiments at high loads and low speeds. Using higher
cEGR dilutions, combustion phasing can be substantially advanced towards optimum
combustion.
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Figure 2.10. Experimental data for the advancement of knock limited CA50 with LP-cEGR dilution
for two different high-load operating points
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As described, knock mitigation mechanisms are initiated through dilution with
inert and cooled exhaust gas. As a result, the temperature of the recirculated gas plays a
significant role in these mechanisms. The slight increase of KLCA50 in higher EGR
dilutions seen in some of the engine experiments is caused by higher air-EGR mixture
induction temperatures. Thus, intercooler and EGR cooler capacity are parameters that
dictate temperature-related limitations on knock mitigation benefits of EGR dilution.
Figure 2.11 is derived from simulation and presents a high-load, mid-speed correlation of
cEGR dilution with knock induction time integral (values above 1.0 dictate knocking)
and intercooler outlet temperature. Combustion phasing is fixed and the effect of knock
mitigation using cEGR is shown. However, a limitation on the knock suppression
performance is introduced by the cooling capacity of the system. The reduced efficiency
of the intercooler and EGR cooler for higher air and EGR mass flow rates increases the
knock tendency for high EGR dilution levels.

Figure 2.11. Simulation results for the effect of air-EGR mixture temperature downstream of the
intercooler on knock propensity showing the cooling capacity limitations of LP-cEGR systems
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For high-load operation, fuel enrichment is one of the major efficiency restrictions
in downsized turbocharged engines. The addition of cEGR significantly reduces exhaust
temperatures through advanced combustion phasing and higher mixture heat capacity
[108,40]. As a result, cEGR reduces or even eliminates the need for fuel enrichment and
the engine can operate under stoichiometry at the highest loads.
Table 2.3 shows the fuel efficiency gains derived from simulation in several highspeed, high-load operating points. The results compare DoE optimized results for both
the base calibration (where engine actuators include cam phasings, combustion phasing
and lambda) and the EGR calibration (where cEGR is also included in the optimization)
under exhaust temperature and knocking constraints. The benefits are directly associated
with the lambda value required to maintain acceptable exhaust temperatures. In this way,
the fuel efficiency gains by adding cooled EGR in high-load conditions are much more
significant than in part-load operation.
Table 2.3. Simulation-based fuel efficiency percentage gains derived from optimized LP cEGR
calibration vs base calibration without EGR for high-load operation under knocking and exhaust
temperature restrictions

Operating point for both calibrations Lambda BSFC improvement with cEGR
3000 RPM – 16 bar BMEP
3000 RPM – 18 bar BMEP
4000 RPM – 16 bar BMEP
4000 RPM – 18 bar BMEP

No EGR
cEGR
No EGR
cEGR
No EGR
cEGR
No EGR
cEGR

1.00
1.00
0.85
1.00
0.92
1.00
0.86
1.00
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1.9%
16.1%
6.9%
16.9%

Operational constraints
Besides the fuel efficiency benefits, recirculated exhaust gases introduce certain
limitations in their applications. EGR dilution increases combustion duration and can lead
to combustion instabilities, if not carefully controlled. The benefits of using cooled EGR
are evident up to a maximum EGR dilution level which depends on engine characteristics
and operating conditions.
For very high EGR dilution levels, the increased temperature of the mixture will
degrade knock mitigation (as shown in Figure 2.11). In addition, the extended
combustion duration will result in unacceptable COVIMEP levels, reduced expansion
work, and reduced combustion efficiency. Figure 2.12 shows the simulation results for
fuel consumption (BSFC) and combustion duration (CA10-CA90) as a function of EGR
dilution with fixed CA50. At high dilution levels, the drawbacks associated with
increased combustion duration overcome the benefits of EGR and thus fuel consumption
is increased. At the same time, higher levels of HC are measured in the exhaust.

Figure 2.12. Simulation results showing the “fish-hook” BSFC characteristic of LP-cEGR due to
increased combustion duration (2000 RPM, 3 bar BMEP, MBT)
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Another potential limitation of the Low Pressure EGR configuration is water
condensation of the exhaust gases downstream of the EGR cooler. Since exhaust gases
are delivered upstream of the compressor, water droplets passing through the compressor
blades could damage the compressor and should be avoided [2,99]. Figure 2.13
demonstrates the water partial pressure and saturation line of the working fluid as a
function of temperature as it passes through the EGR configuration upstream of the
compressor. Greater emphasis is given on pre-compressor locations since the elevated
pressure and temperature downstream of the compressor drives the mixture towards the
right of the saturation line, thus reducing the possibility of saturation.

Figure 2.13. Schematic of the water partial pressure as a function of temperature showing
condensation limitations as exhaust gases flow through the LP-EGR configuration

To quantify the effect of water condensation, a simulation DoE study is conducted
for a random operating point (2000 RPM, 4 bar BMEP) to sweep through different
ambient temperatures, EGR dilution levels and EGR cooler outlet temperatures (the latter
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parameter represents EGR cooler efficiency). Figure 2.14 summarizes the simulation
results for water condensation in different locations of the air-EGR flow path;
downstream of the EGR cooler (exhaust gas only), upstream of the compressor (after
mixing with air) and downstream of the compressor. The contours show the working
fluid’s temperature above dew temperature for each operating condition. Negative values
represent water condensation.
Downstream of the EGR cooler and before mixing with air, the temperature of the
exhaust gases determines the condensation. Below 53oC, condensation will probably
occur for every EGR dilution level.
After mixing with air and upstream of the compressor, the main parameter that
dictates condensation is the ambient temperature since air is the main component of the
mixture. For EGR dilution above 10%, ambient air temperature less than 3oC will
probably cause condensation (EGR cooler outlet temperature is assumed to be 85oC for
this plot). Consequently, during very low ambient temperatures and during a cold start of
the engine, the conditions are favorable for water condensation.
Finally, downstream of the compressor, the working fluid’s elevated pressure
drives the mixture towards the unsaturated region and thus much colder ambient
temperatures are required for the water to condensate. EGR cooler outlet temperature is
set to 85oC for this plot as well.
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Figure 2.14. Simulation results for the temperature of the working fluid above dew temperature to
show condensation propensity of EGR flow as a function of ambient temperature or EGR cooler
outlet temperature for three locations of the LP-EGR path (2000 RPM, 4 bar BMEP)

Effects on soot emissions
The soot emissions are measured with an AVL Micro Soot sensor. Commercial
gasoline fuel is used for this study. For the tested direct-injection turbocharged sparkignition engine, operation at low loads (< 3 bar BMEP) produces minimal amounts of
soot. For that reason, the experimental results shown in this section are focused on midload conditions which are frequently experienced during a drive cycle. The chosen
operating point is 2000 RPM, 8 bar BMEP and remains constant throughout this testing.
Each of the data points presented refers to steady-state operation and the exhaust soot
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reported is the average value over a two-minute recording. The results presented are
normalized based on exhaust soot concentration (in mg/m3) measured at this operating
condition under optimum combustion phasing (MBT), stoichiometry, minimum overlap,
without EGR.
The main purpose of this part of the study is to evaluate the effect of EGR on soot
at mid-load operation and identify any possible correlation with combustion temperature
that will dictate limitations on EGR dilution. However, as explained in Chapter One, soot
formation and oxidation is a complex process that depends on several parameters. For
that reason, an effort is made to isolate the effect of thermodynamic conditions from the
effect of mixture preparation which is especially important in direct-injection engines.
Figure 2.15 shows the normalized exhaust soot emissions as a function of the start
of injection. The later fuel injection (closer to combustion-TDC) causes a less
homogeneous mixture due to the reduced mixing time. The stratified charge results in
increased soot emissions by four times when compared to the base case. The plot
includes measurements for operation with and without cooled EGR. The addition of EGR
provides lower emissions for all stratification levels. If the injection was further advanced
(earlier than 290 CAD bTDC) then soot emissions would increase due to piston wall
impingement of the injected fuel. Thus, in order to exclude all these effects from the
thermodynamic considerations of this study, injection timing is kept constant at 290 CAD
bTDC which is the default setting for this engine.
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Figure 2.15. Effect of charge stratification (by varying the direct-injection timing) on soot emissions
for operation with and without EGR

Different in-cylinder thermodynamic conditions are created by varying the engine
actuators in order to characterize soot for a wide range of operating conditions. The effect
of EGR is compared to the effect of lean combustion in Figure 2.16. Equivalence ratio is
swept up to the combustion stability/misfire limit of this engine, whereas EGR sweep is
performed with stoichiometric combustion. Optimum combustion phasing is maintained
for both cases. The results indicate that EGR shows higher overall soot reduction
potential than lean combustion. The trends are similar up to the point at λ=1.3 where
further leaning of the mixture has a negative effect on engine-out emissions.
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Figure 2.16. Comparison of the soot reduction potential between EGR and lean combustion

Engine-out soot emissions are a balance between the formation and oxidation
processes. Aiming to understand the mechanisms behind this observed trend, Figure 2.17
presents the maximum combustion temperature along with the combustion duration for
both cases. The reduction in combustion temperature (upper plot) leads to reduced PM
formation rate, as explained in Chapter One. However, lean combustion has a
significantly higher effect on temperature reduction which reaches a point where the
oxidation process is hampered.
In addition to that, lean combustion causes a larger increase in combustion
duration when compared to EGR sweep (lower plot). Since the exhaust valve timing
remains unchanged, the available time for post-oxidation is reduced. Post-flame oxidation
is a complex process that occurs after the end of flame propagation and is an important
factor regarding engine-out emissions [111]. For post-oxidation to occur, the available
time needs to exceed the chemistry and mixing time scale, and the local temperature
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needs to be higher than a threshold where oxidation ceases. The combination of longer
combustion duration and lower combustion temperatures, results in less post-oxidation at
very lean conditions and thus higher engine-out soot emissions.

Figure 2.17. Effect of EGR and lean combustion on maximum combustion temperature and
combustion duration aiming to understand the soot formation mechanisms

The effect of EGR dilution is also tested under different equivalence ratios while
maintaining optimum combustion phasing. Figure 2.18 shows that soot emissions are
reduced with increasing EGR levels for rich, lean, and stoichiometric operation. The
effect of reduced combustion temperatures (through EGR dilution) on PM formation rate
is valid for all the operating points examined. Another important observation is that rich
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combustion causes the most significant increase in soot emissions. Thus, the possibility to
reduce fuel enrichment at high-load operation is a very important benefit of cooled EGR
not only for fuel economy reasons, but also with respect to emissions.

Figure 2.18. Effect of EGR on soot emissions under rich, lean, and stoichiometric combustion

In an effort to identify temperature-related limitations of EGR with respect to
soot, the engine actuators are varied in order to provide a wide range of combustion
temperatures. The experiments include variations of the EGR level, spark timing,
equivalence ratio, internal residual (by actuating on the valve overlap through VVT), and
combinations of these. The soot emission results are summarized in Figure 2.19 as a
function of maximum combustion temperature. The spark sweep actuation corresponds to
a range of combustion phasings from optimum (8 CA50) up to 30 CA50. Valve overlap
ranges from 0 to 80 CAD through the VVT sweep, EGR levels are varied up to 20%
dilution, and rich/lean equivalence ratios are swept up to the combustion stability
limitations.
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Figure 2.19. Summary of all the operating conditions tested showing the correlation between
maximum combustion temperature and engine-out soot emissions

There is a clear trend between soot emissions and combustion temperature with
some outliers. In general, engine operation with increased combustion temperatures
(higher than 2400K) leads to high PM formation rates and thus increased soot emissions.
On the other hand, significantly low temperatures have a stronger impact on the reduced
oxidation rate than their impact on reduced formation rate, thus soot tends to increase.
The optimum zone of operation in terms of engine-out soot emissions lies within the
2050K – 2300K combustion temperature range and includes most of the EGR points.
It is important to re-emphasize that combustion temperature is one of the most
important parameters affecting soot, but not the only one. The few outliers of Figure 2.19
prove that concept. The data points referring to rich EGR sweep show that mixture
composition (especially rich combustion) significantly affects soot formation (see also
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Figure 2.18). The trend with EGR and combustion temperature is still the same for this
dataset, but the actual soot emissions are higher.
Another outlier refers to data points from the spark timing sweep without EGR.
These points lie within the temperature range identified to produce high PM formation
rates. Additionally, the retardation of spark timing lowers the combustion temperatures
while it reduces the available time for post-flame oxidation. These two parameters result
in lower post-oxidation which, in combination with the high PM formation rates, causes
increased soot emissions that do not follow the observed trend.
Interestingly, the experimental results and the correlation with combustion
temperature do not follow the expected bell-shaped behavior reported in literature and
presented in Chapter One. These studies however [39,35,9,8], create the variations in
combustion temperature through stable combustion under controlled environments. This
allows the isolation of the combustion temperature effect which is not possible in a
production engine. In addition to that, they are not using commercial gasoline fuel but
rather simple-structure research-grade fuels. Furthermore, the maximum temperature at
which this bell-shaped behavior is reported in these studies is between 1600 – 1800K
which lies outside the maximum temperatures observed in a production engine.
In conclusion, the results presented in Figure 2.19 aim to identify whether there is
a combustion-related limitation for EGR with respect to soot, by acknowledging that
other combustion characteristics are also being varied during these experiments. Mixture
stratification due to fuel injection timing is excluded since it is kept constant to provide
homogeneous mixture. However, parameters like pressure, mixture composition,
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available time for oxidation, and cylinder-to-cylinder variations are not isolated from the
temperature effect. This is done in purpose since it corresponds to the actual operation of
an engine with all the complex physical and chemical processes that govern combustion.
Summary
The combustion effects of Low-Pressure cooled EGR are analyzed in terms of
efficiency benefits, operational constraints and the effect on soot emissions. Part-load and
steady-state fuel efficiency benefits reach about 4%. These benefits are mainly associated
with pumping loss and heat transfer reduction. However, experimental and simulation
results show that in low loads, hot internal residual can be more effective in de-throttling
the engine compared to cooled external EGR. Dilution with cooled EGR results in lower
combustion temperatures leading to significant reduction of heat transfer losses.
Depending on engine speed and load, the heat transfer benefits range from 3% to above
6% for every 10% cEGR dilution.
One of the most important benefits of LP-cEGR is knock mitigation which allows
advancing combustion phasing closer to MBT. However, knock mitigation benefits are
dictated by EGR cooler and intercooler capacity limitations especially at higher air and
EGR mass flow rates. High-load fuel efficiency is significantly improved by eliminating
fuel enrichment. Decreased exhaust temperatures due to EGR dilution allow for
stoichiometric operation even at the highest loads and thus fuel economy benefits exceed
16%.
The basic limitations of EGR depend on engine characteristics and operating
conditions, and are associated with combustion variability and decreased combustion
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efficiency at high dilution levels caused by increased burn duration. Additionally, due to
the introduction of exhaust gases upstream of the compressor in the LP configuration,
water condensation may occur in the exhaust gases during low ambient temperatures and
cold engine starts. Cooling the exhaust gases below 53oC or operating on ambient
temperature below 0oC with more than 8% EGR, would likely lead to water droplet
formation which may damage the compressor blades.
The effect of EGR on soot is also investigated for mid-load operation that is
frequent in drive cycles in order to identify trends and possible limitations. EGR shows
higher soot reduction potential than lean combustion. Overall, soot emissions are reduced
with EGR and no additional limitations are introduced. Finally, the correlation between
combustion temperature and soot emissions reveals a “fish-hook” characteristic. The
optimum zone of operation with respect to soot is between 2050 – 2300K and includes
most of the EGR points. The soot increase reported at lower temperatures is not an actual
limitation for EGR since combustion stability constraints will prevent operation at these
conditions.
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CHAPTER THREE
SIMULATION-BASED FUEL ECONOMY OPTIMIZATION

The growing demands on engines in terms of performance, emissions and fuel
economy have resulted in a significant increase in subsystems and control functions.
Thus, modern engines are associated with many control Degrees of Freedom (DoF). This
complexity of multi-actuated configurations introduces challenges in the calibration
process and require extended mapping times. Multi-objective optimization procedures for
fuel economy, combustion stability and vehicle drivability require multiple experiments
and investigation of a wide range of control actuator set-points. Simulation-based
calibration proves to be a valuable tool that can significantly decrease mapping times and
can provide reliable first estimations for the engine response under different operating
regimes.
Jiang et al. in [55] utilize a model-based approach to create a matrix of test factors
for the desired limits of the operating parameters by using DoE. The results of the DoE
are exported to an Automated Calibration System which controls the engine ECU and the
actual test cell system. The purpose of this process is to run the minimum number of
engine experiments that provide enough data for the engine calibration, thus saving time
and cost. Another method of model-based calibration is presented by Carter and Gabler
[15], with the DoE being broken into two different tests. A two-stage model finds the
optimal cam timing at MBT without any knocking limitations. A one-stage model is then
used to define the interaction of the knock-limited spark timing with the other operating
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parameters and the result is imported into the two-stage model. The outcome is then
optimized according to a single objective function.
The approaches described above are not dynamic models and thus do not consider
cycle-to-cycle variations. Corti and Forte [20] proposed a combustion phasing
optimization technique that is based on a dynamic observation of the combustion process.
This process uses in-cylinder pressure measurements in order to monitor combustion and
performance characteristics. The objective is to maximize IMEP under knock limitations;
however the approach is general and can be applied for multi-objective problems as well.
The methodology proved that less than 1000 engine cycles are required for the calibration
of each operating point. The same authors in another publication [21] defined the
appropriate model inputs (observers) of the system using Taylor series to fit experimental
data to determine the effect of Spark Advance (SA) variations. This is accomplished by
means of a two-stage controller, based on a proportional step which acts when a SA
threshold value is achieved, and it is followed by a PID used to refine the SA
optimization once the value is below the threshold.
Rask et al. [98] describe the simulation tools and procedures in order to create a
‘virtual dynamometer’ for a modern V6 gasoline engine equipped with variable valve
timing. GT-Power, optimization software and vehicle simulation software are used to
perform the calibration. This approach results in the optimized values of VVT actuators
which are then fed into the vehicle simulation software to determine fuel economy and
emissions during a drive cycle. Jankovic and Magner [54] study potential fuel economy
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losses associated with this steady state characterization procedure of VVT actuation
which are then quantified based on the complexity of the DoE approach.
GT-Power coupled with the AMESim software is used from Bellis et al. [7] for
BSFC optimization of a 2-cylinder turbocharged engine with VVA on the intake
camshaft. The optimization routine was carried out by varying IVC, throttle valve, wastegate valve and spark timing. Guerrier and Cawsey [41] discuss the drawbacks of
traditional DoE techniques while a two-stage modeling approach is introduced, where
parameter sweeps allow engineers to identify outliers and their sources. The space filling
approach bridges the gap between low order polynomial-based models and the advanced
models.
Finally, Schlosser et al. [103] describe the various methodologies adopted in the
engine calibration process and the possible advantages of model-based approaches in the
field of fuel economy and emission controls. Experiments were carried out for both
gasoline and diesel engines and the model results were verified by experimental data,
showing the potential of simulation techniques to help calibration engineers both for
development and testing of engine management systems.
This study presents and evaluates a simulation-based calibration for fuel economy
optimization of two different spark-ignition engine configurations. One-dimensional (1D)
simulation software is used as the base of this methodology while detailed engine
dimensions and thorough model calibration with experimental data are used to develop
the final high-fidelity simulation models. A Design of Experiments approach is used to
study wide ranges of operating points for each engine. The appropriate constraints are
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applied to exclude simulation results that are associated with unsteady engine operation.
Then, a mathematical surface fit is applied to the remaining DoE results to allow for
investigation of engine actuators’ effects on engine performance. Using this map-fit, the
fuel economy optimization is performed. The consistency of the optimization results is
assessed before the final optimized sets of engine actuators are created. Each step of this
methodology is described in detail in the following sections.
Simulation framework
Both engines are modeled using the 1D simulation software GT-Power produced
by Gamma Technologies Inc (GTI). Detailed measurements of the engine configurations
are taken, with emphasis given on the intake and exhaust manifolds. The 1D intake
manifold model is built and discretized using the detailed 3D CAD model of the actual
manifold in the graphical tool GEM3D. This tool is produced by GTI and the output
model can be imported in GT-Power. Intake and exhaust valve dimensions, lift profiles as
well as discharge coefficients as a function of valve lift are also imported in the model.
Precise turbine and compressor maps are used and detailed CAD models of the
combustion chamber geometry are added to the simulation. These 3D models are used to
calculate in-cylinder heat transfer by determining the area fractions that are in contact
with the burned and unburned gases. Since the burn rate, and thus the Wiebe fitcoefficients, is not known in advance for every operating condition, the Predictive
Combustion modeling option is used. This combustion model, once properly calibrated,
ensures a proper burn rate prediction based on actuator positions (e.g. cam timing,
ignition timing, EGR, etc.).
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To compare experimental and simulation data under similar operating conditions,
the crank angle location of 50% mass fraction burned (CA50) is used as the combustion
anchoring option. In this way, simulation and experimental combustion phasing are
matched closely. Moreover, tuned PID controllers are used to set the load and the EGR
percentage (when applicable). For knock prediction, the Douaud & Eyzat model, a
widely used and validated methodology [29], is applied for the first engine where
external EGR is not implemented. To account for EGR dilution effects on knock
propensity for the second engine, the Kinetics-Fit model, which is based on detailed
kinetics simulations and is developed by GTI, is used for that engine.
Experimental data from dynamometer operation are used to calibrate the
simulation model. Combustion is calibrated by adjusting the flame kernel growth and
turbulent flame speed. Intake and exhaust valve flow coefficients and exhaust
manifold/port geometries are adjusted to capture experimental pumping loop trends from
a wide range of operating conditions. Additionally, temperature and mass flow
measurements are used to identify intercooler efficiency (for the second engine), while an
engine friction model is also calculated through different experimental operating points.
Aiming to capture the engine behavior in a wide range of operating conditions, a
Design of Experiments (DoE) approach is applied. Due to the multi-actuation engine
architecture and the wide range of possible values for each actuator position, applying a
Full Factorial DoE is very computationally intensive. Instead, a Latin Hypercube partial
factorial DoE is implemented. By defining the minimum and maximum values of each
actuator, as well as the number of experiments to be carried out, the software determines
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the best combination of parameter set-points that provide a good representation of the
entire design space. Latin Hypercube, in comparison with other partial factorial methods,
is also favorable since it does not require prior knowledge of the fitting equation that
would describe the resulting response surface [84,109].
The first engine, a 3.6L V6 naturally aspirated without EGR, is actuated through
intake and exhaust camshaft phasings and ignition timing, with the latter being controlled
through user-commanded CA50. Engine speed and load are set constant for every DoE
and 200 experiments (different actuator combinations) are conducted at each operating
point. Stoichiometric and homogeneous air-to-fuel mixture is assumed throughout the
range of study. Stoichiometric operation assures proper functionality of the three-way
catalyst and thus emission considerations are excluded from this fuel economy
optimization study.
The second configuration is a 2.0L four-cylinder turbocharged engine with LPcEGR summarized in Table 2.1. The DoE approach for this engine is handled in the same
way. However, it has more Degrees-of-Freedom (DoF) and is not only actuated by intake
and exhaust cam timing and CA50, but also through EGR percentage and waste-gate
valve position. According to the engine speed and load which are set for each DoE,
waste-gate opening is fixed to a constant value to reduce the number of actuators. In partload operation, stoichiometric and homogeneous air-to-fuel mixture is used. Thus,
similarly to the first engine, emissions are not considered due to the assumed efficient
operation of the three-way catalyst. In high-speed and high-load conditions, exhaust
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temperature limitations would normally require enriched mixture operation and thus
lambda value is also a factor in the design matrix.
Table 3.1 shows the range of operating conditions studied for each engine
configuration along with the design matrix for each actuator. Note that different
references are used for exhaust and intake cam locations between the two engines based
on the available data and set-up of each engine in the dynamometer.
Table 3.1. DoE operating points and actuators for both engines

ENGINE 2

ENGINE 1

Part load
High load
1500 – 3000 rpm 3000 – 4000 rpm

1500 – 3250 rpm
0.6 – 1 bar
2 – 8 bar BMEP 16 – 20 bar BMEP
Engine load
Manifold Absolute Pressure
34 – 58 Cam Angle bTDC
5 – 70 CAD aTDC
Exhaust Cam
Maximum Lift Location
Exhaust Valve Closing
Location
39
–
64
Cam
Angle
aTDC
-60 – 5 CAD aTDC
Intake Cam
Maximum Lift Location
Intake Valve Opening
Location
5 – 20 CAD aTDC
8–20CAD aTDC 8–35CAD aTDC
Combustion
50% Burn Point
50% Burn Point 50% Burn Point
Phasing
N/A
0 – 20% EGR
0 – 10% EGR
EGR percentage
Set to 1
Set to 1
0.7 – 1
Lambda
Engine Speed

Optimization framework
To investigate the effect of each factor on engine operation and perform the
optimization tasks a DoE post-processor provided in the GTI software is used. The basis
of this application is to apply a mathematical surface fit to the results of the DoE process.
Once this map-fit is calculated it is possible to investigate the significance of each
actuator on engine performance, determine prediction accuracy, as well as perform
optimizations using the desired constraints.
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Besides the independent actuators (factors) that dictate engine operation,
dependent variables (responses) are selected in order to provide the appropriate data for
the map fitting process. These variables consist of the optimization goals, constraints, or
other variables of interest. Aiming to optimize fuel economy, Brake Specific Fuel
Consumption (BSFC) is the most important response that needs to be map-fitted.
However, during the optimization process several constraints are taken into consideration
in order to exclude results that do not represent viable solutions.
Cycle-to-cycle combustion variability is a crucial constraint during optimization.
One of the major limitations for EGR applications is increased combustion duration. In
the same way, in VVT-controlled engines, extreme valve overlap could result in high
internal residual that would negatively affect combustion variation. COVIMEP is a
representative measure for cycle-to-cycle combustion variation. The engine simulation
software however, unlike real engine operation, is not able to capture such cycle-to-cycle
inconsistencies through the predictive combustion model. This ‘ideal’ operation dictates
the need for identifying other parameters that can be correlated with combustion
variability to account for limitations in COVIMEP. Combustion duration from 10% to 90%
burn point (CA10-CA90) is used in this study [75].

54

8

7

COV IMEP (%)

6

5

4

3

COV IMEP LIMIT

2

1

0
16

18

20

22

24

26

28

30

32

CA10-CA90 (CAD)

Figure 3.1. Experimental data to capture the effect of combustion duration on COVIMEP for Engine 2
(black line indicates the observed trend). This data is used to set a burn duration threshold and keep
COVIMEP within an acceptable range (red line)

Experimental measurements from the dynamometer operation of Engine 2 for
various operating points provide a correlation between COVIMEP and CA10-CA90
(Figure 3.1). The correlation is determined by sweeping combustion duration either by
changing EGR dilution or controlling the valve overlap (to account for internal residual).
Combustion duration however is not the sole parameter that affects COVIMEP and a clear
straight-forward correlation between these two parameters is hard to establish for every
operating condition. Despite that, a general trend can be derived (black line in Figure 3.1)
to introduce an initial burn duration threshold during the optimization process in order
limit COVIMEP to less than 3% in the final results.
Aiming to further identify any parameters that would indicate combustion
variability caused by extreme cam phasings, the cylinder-to-cylinder Trapped Residual
Standard Deviation is used as an additional constraint. Increased values of this parameter
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are found to be correlated with extreme valve overlaps which result in deviations from
the load set-point and unrealistic BSFC values. A limiting threshold of this parameter is
identified and set for the DoE during post-processing.
Additionally, knock is one of the most crucial limitations during optimization. For
both engines, knock models are validated through experimental data. To ensure knockfree operation, the Knock Induction Time Integral is constrained to remain below 1.0 for
every cylinder and for every operating condition.
At high-load and high-speed operation for Engine 2, apart from the knock
constraint, this operating regime is exhaust-temperature limited. In applications where
turbocharging is being implemented, it is critical to maintain the exhaust temperature
upstream of the turbine below a threshold (usually 950oC) in order to avoid turbine blade
and/or exhaust manifold failure [60]. Modern engines use fuel enrichment to cool down
the exhaust gases to ensure safe operation, while sacrificing fuel economy. The
introduction of cooled EGR generally reduces combustion temperature allowing the
engine to operate in this regime while being closer to stoichiometry and thus improving
fuel efficiency. Consequently, the exhaust temperature constraint excludes unacceptable
results and dictates important fuel economy benefits when adding EGR.
It is important however to mention that the implementation of EGR does not
directly result in lower exhaust temperatures since it is affected by other parameters as
well. Adding EGR increases combustion duration and thus the retarded CA50 and CA90
could result in higher in-cylinder temperatures when the exhaust valves open. On the
other hand, cooled EGR reduces knock propensity and thus combustion phasing can be
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advanced resulting in better efficiency and lower exhaust temperatures. All these effects
are strong functions of the recirculated gas temperature and hence EGR cooler and
intercooler efficiencies are important modeling considerations. EGR temperature dictates
the maximum amount of EGR that can actually be recycled and still lower the exhaust
temperatures and advance combustion phasing at high loads. As EGR temperature rises,
these benefits are reduced.
Finally, the error of the throttle controller is also being used to ensure that each
experiment of the DoE process has converged in the desired load. Particularly in high
loads, some experiments with high EGR dilution cannot reach the target-load set in the
controller even with wide-open throttle. However, these experiments are presented in the
DoE post processor as valid results. Aiming to compare and optimize the results of each
DoE under the same conditions, these experiments are excluded. Table 3.2 summarizes
the optimization constraints used in this study.
Table 3.2. Summary of the optimization constraints used for the DoE post-process

Optimization constraints
CA10-CA90 combustion duration
Cylinder-to-cylinder Trapped
Residual Standard Deviation
Knock Induction Time Integral
Turbine-inlet temperature
Throttle controller error

Purpose of each constraint
Associated with cycle-to-cycle
combustion variability (COVIMEP)
Associated with instabilities caused
by extreme valve overlaps or overdilution with EGR
Knock-free operation
Exhaust temperature limitations for
high-load operation (Engine 2)
Exclude DoE results that do not
converge to the target load
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Results & discussion
Analysis in the DoE post-processor software is based on a response surface
calculated using the available experiments conducted through the DoE. The quality of
this surface is crucial for the optimizer to provide accurate predictions, and it depends on
the range and number of different values swept for each independent actuator. There is
one response surface created for each dependent variable.
Once the DoE is conducted and all the results are available for post-processing,
the constraints in Table 3.2 are applied in order to determine which experiments will be
used to fit the response surface. By using these constraints, any cases where the results
are irregular or unacceptable are excluded and thus a more accurate and reliable map-fit
is provided.
This effect is shown in Figure 3.2 where the coefficient of determination (𝑅𝑅 2 ),
representing the goodness of fit, is plotted for each of the responses of Engine 2 for a
specific operating condition (1500 RPM, 2 bar BMEP). This coefficient indicates how
well the available data points fit to the calculated surface and ranges from 0 to 1, with
𝑅𝑅 2 = 1 being the best fit. The x-axis of Figure 3.2 includes all the selected dependent

variables. The blue columns show the resulting 𝑅𝑅 2 value for each response when all the
constraints (Table 3.2) are applied, while the orange columns refer to the same value
when all the DoE data are included in the calculation of the surface without any
constraints being applied. The improvement of the quality for each surface when the
constraints are applied is significant, and showcases the importance of filtering the DoE
data by applying the proper optimization constraints.
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Figure 3.2. Goodness of fit (R2) for each dependent variable when no constraints (orange) or all the
constraints (blue) are used during the response surface calculation to show the significance of
applying the proper optimization constraints to the available DoE data

The number of experiments conducted and the quality of the calculated response
surface dictates the prediction accuracy during optimization. Besides the results of the
actual DoE experiments, the post-processor predicts values of the dependent variables by
interpolation in order to provide a more detailed response matrix; thus the outcome of the
final optimization is a combination of observed and predicted values. In other words, the
final optimized solution is probably not an actual experiment ran through the DoE, but
rather an interpolation between existing experiments.
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Figure 3.3. Observed (blue) & Predicted (red) data points based on the number of DoE experiments
conducted (70, 400 and 800 exp.) for the same operating point (2000 rpm, 3 bar BMEP) of Engine 2
(intake and exhaust cam timings are fixed in these plots)

Figure 3.3 visualizes the results of the DoE experiments provided through the
post-processor. Each case refers to the same operating point of Engine 2 (2000 rpm, 3 bar
BMEP). In the first case, 70 DoE experiments are conducted (the minimum allowed from
GT-Power for simulations with four DoF); in the second case 400 experiments, and in the
third case 800 experiments. The blue dots represent the actual experiments conducted
through the DoE process while the red dots represent the predictions made by the
software. The plots show the resulting BSFC value as a function of two actuators (CA50
and EGR), while the rest of the actuators are set constant. It is important to mention that
the points presented in each graph are less than the actual number of experiments of the
corresponding DoE process since some of the results are excluded due to the constraints
applied prior to the map-fit.
The greater number of data points available in the second and third cases result in
a more complete response surface and thus more accurate results. However, the optimum
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number of experiments needs to be determined in order to provide acceptable accuracy
using the minimum computational time.

Figure 3.4. Map-fitted DoE responses (BSFC, CA10-CA90, Knock Induction, Residual St. Dev.) as
functions of Intake Valve Opening and Exhaust Valve Closing for Engine 2 (2000 rpm, 3 bar BMEP)

Once all the responses are map-fitted as functions of the engine actuators, the
optimization process is performed. Based on these surfaces, the optimizer uses a Genetic
Algorithm approach to reach the global extremum of the given function. In the current
study, for both engines, the aim of the optimization is to find the set of actuators, for each
operating point, that provides best fuel economy. Thus, the optimization goal is to
minimize BSFC and the optimization constraints include Combustion Duration CA10-
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CA90, Knock Induction Time Integral, Internal Residual Standard Deviation and Exhaust
Temperature (only for high-speed and high-load operation). The mathematical surface-fit
calculated for these parameters (shown in Figure 3.4 for a single operating point of
Engine 2 as a function of Intake and Exhaust Cam Location) is used to determine the
optimum solution.
Uniformity of the optimization results depends on the accuracy of the calculated
map-fit and the complexity of the actuators that control the engine. In other words, the
higher the number of actuators and optimization constraints and the higher the
complexity of combustion and thermodynamic trends (i.e. VVT and cooled EGR affect
combustion duration, knocking propensity and exhaust gas temperature), the less
consistent the optimization responses may be. Ideally, the Genetic Algorithm should
reach the same result every time the optimization is performed. However, due to the high
DoF operation of Engine 2, the optimum solution is not unique and the optimizer can find
multiple combinations of actuators that yield minimum BSFC within a given tolerance.
On the other hand, Engine 1, due to its simpler operation (naturally aspirated without
EGR), provides more consistent optimized results.
Consistency of the optimized results for Engine 2 is shown in Figure 3.5. The
same operating point (2000 rpm, 3 bar BMEP) is simulated in different DoE studies; each
study consists of a different number of experiments (70, 200, 400, 600 and 800
experiments). In this way, the effect of the design matrix density on the accuracy of the
final results can be evaluated. For each DoE post-processing procedure, the optimizer is
run several times using the same constraints. The first 10 optimized results of each DoE
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post-process (optimum set of actuators and minimum BSFC) are recorded and presented
in Figure 3.5. Using each recorded optimum set of actuators, the corresponding GTPower simulations of the same operating point (simple runs, not DoE) are performed and
the BSFC results are included in Figure 3.5.

Figure 3.5. Deviation of optimized DoE results from the corresponding GT-Power individual
simulations (using the “optimum” actuators) at the same operating point to show the effect of the
number of DoE experiments on the accuracy of the final optimization prediction

It is evident that increased number of experiments yields more reliable optimized
results due to more accurate predictions performed by the post-processor. In almost all
the DoE cases, the optimizer under-estimates BSFC and provides slightly more favorable
fuel economy than the corresponding individual simulations. The least possible number
of experiments that GT-Power allows to be performed (70 exp. for a model with four
DoF) does not provide reliable optimization results. However, the rest of the DoE, except
from some few points, yield much more consistent results with similar average values.
The 800 experiment-DoE has the least deviation from the individual runs.
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In an effort to achieve the best trade-off between computational time and results’
accuracy, 300 experiments are chosen to be performed for each operating point for the
optimization process of Engine 2. As far as Engine 1 is concerned, it is associated only
with three DoF and thus 200 experiments are performed for each operating point in order
to minimize computational effort.

Figure 3.6. Contours of actuators at minimum BSFC for Engine 1 (Intake Cam Location, Exhaust
Cam Location, CA50) as functions of engine speed and MAP

Implementing the methodology described above, the two engines are calibrated
under fuel economy considerations. The set of actuators that provides the best fuel
economy is found for various operating points on both engines. Figure 3.6 refers to
Engine 1 and shows the actuator maps that yield minimum BSFC as a function of engine
speed and Manifold Absolute Pressure (MAP). In the same way, Figure 3.7 displays the
actuators’ contours as a function of load (BMEP) and engine speed for part-load
operation of Engine 2. The knock mitigation effects of EGR in this engine result in
optimum combustion phasing throughout the part-load operation, thus optimized knock
limited CA50 is not included in this figure.
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Figure 3.7. Contours of actuators at minimum BSFC for part-load operation of Engine 2 (Exhaust
Valve Closing, Intake Valve Opening, EGR) as functions of engine speed and load

As far as the smoothness of the maps is concerned, it can be noticed that the fewer
DoF of Engine 1 provides much smoother results from the DoE/optimization process
comparing to the multi-actuated Engine 2. The Variable Valve Timing along with the
cooled EGR and the turbocharger produce a very “sensitive” behavior of Engine 2. Thus,
the adjustment of the actuators in a transient operation using these maps can be very
challenging. For that reason, the next step of the calibration would be to re-optimize the
actuators aiming to provide smoother transitions while sacrificing the least possible fuel
economy. It is important to mention that these significant changes in optimum EGR
dilution between operating points (lower plot of Figure 3.7) along with the large transport
delays associated with any LP-EGR valve actuation is the source of the transient
limitations addressed in this study.
The reliability and validity of the simulation procedure is verified using
experimental data. Figure 3.8 evaluates this approach for Engine 1. Combinations of
actuators from the optimized results for different operating conditions are set in the
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engine dynamometer control system to identify the actual engine response. Using the
simulation-based optimized set of actuators as the base, intake and exhaust valve timings
are swept (in both directions) in the dynamometer to assess the performance of the
optimization procedure. The orange data-lines in the plot present the corresponding
experimental BSFC for each set of engine actuators. The location of minimum BSFC
predicted by the simulation model is verified in almost every case. In addition, CA50
knock limit predicted by the model is very close to the experimental limit (less or equal to
3 CAD difference) and the predicted BSFC value shows about 5% error (mainly due to
uncertainty in the friction losses of the engine while setting up the simulation).

Figure 3.8. Experimental BSFC data (orange data-lines) to evaluate the simulation-based calibration
results for Engine 1 at the same operating conditions by actuating on VVT (Exhaust Cam Location
and Intake Cam Location sets of numbers refer to maximum lift locations in CAD aTDC)
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In a similar way, simulation results for Engine 2 are validated through
experimental data. The engine is run in several operating points using the corresponding
optimized set of actuators derived from simulation and the resulting BSFC is recorded. In
order to identify any possible inconsistencies between simulation and experiment
correlated with the complicated combustion effects of EGR, Figure 3.9 presents the
comparison for different operating points when the engine operates with and without
EGR. The agreement between simulation and experiment shows the potential of using
simulation methods to reduce dynamometer testing during the design and calibration
phase of a new engine concept.

Figure 3.9. Validation of simulation-based calibration results for Engine 2 with experimental data
(optimized sets of actuators are run in the dynamometer and BSFC is recorded) for engine operation
with and without EGR (relative BSFC % error is shown in boxes)
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Summary
The system optimization for EGR is performed through simulation-based
techniques aiming to reduce dynamometer test requirements. A methodology for
simulation-based calibration is developed by applying a Design of Experiments approach
to high-fidelity GT-Power models. This technique is evaluated using two different SI
engine configurations. The models are calibrated with experimental data. Using the
results obtained from the DoE, an optimizer is set to identify actuator set-points for best
fuel economy. Appropriate optimization constraints are applied to capture dynamic
effects that are not directly identifiable in simulation results in order to exclude
experiments that produce unstable operation when run in the real engine.
The study shows that by using the appropriate constraints the surface-fit applied
to DoE results for each actuator is more accurate and reliable. Due to the importance of
the response surface quality on the optimization results, a study is conducted to identify
the effect of the number of DoE experiments. The comparison of DoE optimization
results with the corresponding GT-Power individual simulations under the same
conditions and actuator set-points shows the quality of the optimization as a function of
the number of experiments. Based on the Degrees of Freedom for each engine, different
Design of Experiments are conducted aiming for the best trade-off between
computational time and accuracy.
The final actuator maps for both engines, optimized for fuel economy, show that
high DoF engines produce less smooth maps and thus very challenging transitions
between operating points in transient operation. Further calibration would be needed for
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such engines to account for smoother transitions during transients. Finally, validation of
the optimized results for both engines through dynamometer testing shows the agreement
between simulation and experiment and the potential of this methodology to produce
high-fidelity engine calibration models that reduce time and cost of dynamometer
calibration.
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CHAPTER FOUR
TRANSIENT OPERATION & OVER-DILUTION MITIGATION

This chapter presents different strategies for over-dilution mitigation during
aggressive transient conditions aiming to enable the use of optimum EGR levels over the
entire operating regime of the engine. The main objective is to avoid combustion
instability and misfires during throttle tip-outs, without prior knowledge of the actual
event, while maintaining optimum catalytic performance throughout the tip-out. The
simulation-based methodology to identify over-dilution limitations is developed and
presented with results from drive cycle simulations. The same methodology is applied to
all the strategies under consideration for a fair comparison.
The first strategy deals with VVT actuation aiming to control the internal residual
so that total dilution remains below the engine’s dilution tolerance. An Artificial Neural
Network (ANN) is trained with simulation data and is used to control the intake and
exhaust valve timing during the throttle tip-out. Neural Networks have proven to be a
robust technique for various engine applications. Wu et al. in [117,118] deals with cam
phasing optimization and employs ANNs to be used as computationally-efficient
surrogate models representing the engine’s response to different inputs, thus reducing the
calibration and optimization effort. Atkinson et al. in [6] uses ANNs as virtual sensors for
an engine performance and emissions prediction system. Through limited training in the
dynamometer the system successfully predicts power output, fuel consumption and
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emissions under transient operation. In a similar way, research in [97] uses ANN as a
virtual residual gas sensor, in order to enable black-box modeling of the air charge.
Another strategy presented in the current study is a combination of spark timing
and throttle actuations. The goal of this approach is to maintain high volumetric
efficiency during the initial phase of the torque reduction in order to increase EGR
evacuation rates. Finally, a secondary air-path is also investigated which by-passes the
main intake path and supplies the cylinders with fresh charge to aggressively reduce EGR
dilution during the initial tip-out phase. Combinations of the above strategies are also
considered in order to provide a robust solution for misfire avoidance. Results from
individual throttle tip-outs at different engine speeds, as well as entire drive cycle
simulations are used for the evaluation of these techniques.
Methodology to identify over-dilution limitations
A high-fidelity engine simulation model is built using the GT-Power onedimensional simulation software. The study is based on the 4-cylinder turbocharged
spark-ignition engine equipped with LP-cEGR (Table 2.1). The simulation model is
calibrated using experimental data and physical measurements from the actual engine.
The model’s calibration process along with the experimental validation of the high
prediction accuracy can be found in Chapter Three.
The LP-cEGR configuration along with the engine set-up is shown in Figure 4.1.
This long air-EGR path is the source of the transient challenges addressed in this
research. The location of the EGR valve far upstream of the engine does not provide
quick actuation for in-cylinder dilution control since it is associated with significant
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transport delays. Considering also the nature of the recirculated species, an accurate and
robust estimation and control strategy needs to be implemented in order to avoid transient
over-dilution that may cause cycle-to-cycle combustion variations, partial-burn or even
misfires.

Figure 4.1. Schematic of the engine layout with the Low-Pressure cooled EGR configuration
(highlighted)

A methodology is developed in order to identify over-dilution limitations caused
by these transient conditions and quantify the average amount of excess EGR that causes
combustion instability. The base of the methodology is the correlation between
combustion characteristics and actual engine misfire or partial-burn events. This part of
the study is performed with drive cycle simulations of the high-fidelity engine model.
The inputs to the engine actuators (VVT, spark timing, EGR) are defined through the
model-based optimization presented in Chapter Three. The optimized sets of actuators are
fed to the model as look-up tables for the drive cycle simulations. The actuation rates of
the throttle, the EGR valve and the intake/exhaust camshaft are measured from
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experimental data and applied as limitations to the model. In this way, the transient
performance of the engine will be evaluated using steady-state optimized maps so that
discrepancies between desired and actual EGR will provide the necessary conditions to
create and assess the misfire events. The FUDS cycle is chosen since it provides more
aggressive throttle commands than the FHDS cycle. The operating points run through the
optimization process cover the entire speed-load range experienced through the FUDS.
Nevertheless, the simulation environment does not define combustion instability
or misfires. Thus, a combustion parameter and the corresponding threshold need to be
identified in order to perform this study. For that reason, end-of-cycle burned fuel
fraction is selected as the parameter to define these events. In order to select an average
threshold, a correlation between burned fuel fraction and combustion duration is used.
The purpose of this threshold is to identify engine cycles which experience high cycle-tocycle combustion variation, partial-burn or misfires, and it is named combustion
instability threshold.
Excessive EGR leads to increased combustion duration which causes cycle-tocycle combustion variability and misfires. Combustion duration from 10% to 90% burn
fraction (CA10-90) has been used in other simulation studies as well, as a measure to
characterize COVIMEP which represents cycle-to-cycle combustion variation [75]. The
same approach is used in Chapter Three. The main assumption of the current study is that
the combustion variation threshold, originating from combustion duration, can also be
used as an indicator of cycles with partial-burn or misfire. Through experimental
measurements from various operating conditions, a correlation between COVIMEP and
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CA10-90 is established. Based on the calibration of the simulation model and the
relationship between simulated and actual combustion duration, a duration threshold is
set at: CA10-90=34 CAD. Figure 4.2 presents the correlation between combustion
duration and burned fuel fraction with simulation data from the FUDS drive cycle.

Figure 4.2. Identification of the combustion instability threshold by correlating combustion duration
(CA10-90) with burned fuel fraction over FUDS drive cycle simulations for calibration with optimum
(blue) & constant 10% EGR (red)

There is a clear trend of increasing combustion duration with reducing burned fuel
fraction. Using the experimentally defined combustion duration limitation, the
combustion instability threshold is defined through this correlation. Thus, the threshold
value used in this study is set at 99.5% of burned fuel fraction. The two different drive
cycle data presented in this plot refer to engine operation with optimum EGR (defined by
steady-state optimization and retrieved through look-up tables based on the current speed
and load), and engine operation with constant 10% EGR. The VVT settings are defined
through optimization and remain the same for both cases. The wider spread of the data
points referring to optimum EGR calibration is attributed to the larger discrepancies
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between optimum and actual EGR when compared to the case where EGR is held
constant at 10%. These EGR discrepancies in each time-step result from the transport
delay through the intake system since the optimum EGR value (which can be as high as
20%) does not account for transient effects.
Using this burned fuel fraction threshold, an upper limit on total dilution (EGR
and internal residual) can be set in order to ensure stable combustion under all conditions.
For this purpose, Figure 4.3 presents the relationship between these two parameters for
the same FUDS drive cycle simulations. The clear trend of increasing total dilution with
reducing burned fuel fraction proves the correlation between the engine’s dilution
tolerance and combustion instabilities. This relationship is used during the design and
implementation of the over-dilution mitigation strategies presented in the next section.
An average upper limit to meet the engine’s dilution tolerance is set between 24 – 26%.

Figure 4.3. Identification of the dilution limit by correlating the combustion instability threshold with
the total dilution over FUDS drive cycle simulations for calibration with optimum (blue) & constant
10% EGR (red)
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The same drive cycle simulations are used in order to identify the average amount
of excess EGR that is more likely to cause instability and misfire. The burned fuel
percentage is correlated with the EGR error and is presented in Figure 4.4. The latter is
defined as the difference between targeted (from the optimized look-up table) and actual
in-cylinder EGR dilution at each time-step. Positive values refer to over-dilution and
negative values refer to under-dilution. The drive cycle data for each time-step are
grouped based on EGR error with increments of 0.5% absolute EGR. The trend suggests
that during under-dilution conditions, misfire is not likely to occur. On the other hand,
with increasing over-dilution the likelihood of combustion variations is also increasing.
Using the defined threshold for burned fuel fraction, the average amount of excess EGR
that will cause instability in any operating condition is identified to be 2.5% of absolute
EGR.

Figure 4.4. Identification of the amount of excess EGR to cause instabilities by correlating the burned
fuel percentage with the EGR error (difference between actual and targeted) over FUDS drive cycle
simulations for optimum calibration with EGR
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In other words, in the absence of any other transient control strategies to address
over-dilution issues, the calibrators need to consider that engine operation should always
remain within 2.5% EGR from the optimized steady-state dilution in order to ensure
stable combustion under all transient drive cycle conditions. However, a possible dilution
reduction through calibration in order to meet this safety factor is also related to a fuel
efficiency penalty since EGR benefits will not be fully exploited.
Considering that the long air-EGR path associated with this configuration is the
source of these transient limitations, the effect of reducing the intake pipe volume is
investigated. A reduced intake volume means that any EGR valve actuation becomes
more direct and quick with respect to in-cylinder conditions. The original simulation
model represents the dynamometer setup of the engine. The total intake volume from the
EGR valve to the cylinders is 11.9L. Another version of the model is built where the
intake pipes are reduced to the minimum possible volume without affecting the
intercooler size and the intake manifold. The reduced volume is 7.75L. FUDS drive cycle
simulation with optimum EGR calibration is performed for both models in order to assess
the effect of intake volume on misfires.
The results are summarized in Table 4.1 and include the average absolute EGR
error and the number of recorded points with burned fuel fraction lower than the
instability threshold. Results show that 35% intake volume reduction corresponds to a
very similar EGR error decrease, which leads to 35% reduction of reported engine cycles
experiencing combustion instability over the FUDS drive cycle. This linearity between
intake volume and combustion instability emphasizes the need for compact packaging
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when engines are designed with LP-cEGR configurations. In an ideal theoretical engine
layout without any volume between the EGR valve and the cylinders, these transient
limitations due to over-dilution would be eliminated.
Table 4.1. Effect of intake pipe volume on misfires over FUDS drive cycle simulations for optimum
EGR calibration

Intake
Volume
(L)
11.9
Original dynamometer setup
7.75
Reduced intake volume
35%
Reduction percentage

Average EGR
error
[actual-target]
1.32
0.89
33%

Burned
Fuel<99.5%
(# of points)
240
155
35%

Strategies to mitigate over-dilution limitations
Artificial Neural Network VVT actuation
A strategy that uses Variable Valve Actuation to control the internal residual and
mitigate over-dilution limitations is proposed. Since the external EGR trapped in the
intake pipe during an aggressive transient cannot be controlled, the scope of this
methodology is to reduce the internal residual so that total dilution remains lower than the
engine’s dilution tolerance. The idea behind this approach is that cooled EGR is more
important for fuel efficiency at mid and high loads (initial state of the tip-out) comparing
to hot internal residual.
An Artificial Neural Network (ANN) approach is used to control the intake and
exhaust valves. The training of the network is performed with results from the DoE
simulations that span the operating conditions experienced during a drive cycle. The
ANN uses the current operating conditions as inputs (speed, load, actual EGR) along with
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the total dilution target in order to provide the valve timing output. In this way,
knowledge of the actual EGR and the total dilution target defines the required amount of
internal residual. The dilution target is either a single dilution limit defined from Figure
4.3, or an optimum dilution map derived from model-based calibration. The ANN layout
is shown in Figure 4.5.

Figure 4.5. Schematic of the ANN layout with inputs on the left and output on the right

Different input/output configurations are tested for the Neural Network. At a
given operating point, the internal residual is defined by the intake and exhaust valve
timings. However, there is not a unique set of valve timings for each internal residual
level. Figure 4.6 presents a contour of internal residual as a function of Exhaust Valve
Closing (EVC) and Intake Valve Opening (IVO). The results are obtained from the DoE
simulations used to train the networks and the plot refers to a specific operating point
(2250 RPM, 8 bar BMEP). The relationship is monotonic and reveals that several
different combinations of valve timings with a similar valve overlap deliver the same
internal residual.
For that reason, separate and depended ANNs are used for the intake and exhaust
valve timing, respectively. Each one receives the output of the other as input. Different
ANN layouts are examined, and a Radial Basis Neural Network [11] with 30 neurons is
chosen based on performance for both the intake and exhaust camshaft. When a single

79

dual-output ANN is trained to control both valve timings, then targeting performance
deteriorates and the system is not robust. This is due to the non-uniqueness of the internal
residual solution when both timings are to be defined. However, if the inputs include the
other valve timing along with the residual target, then the output becomes unique
according to Figure 4.6.

Figure 4.6. DoE results to show the monotonic relationship between internal residual [%] and
Exhaust Valve Closing (EVC) – Intake Valve Opening (IVO) timings [CAD aTDC] at 2250 RPM and
8 bar BMEP

Another option is the usage of the steady-state optimum calibration for either the
intake or exhaust valve while keeping the same ANN layout for the other one. In this
way, however, the actuation rate available for internal residual control is “cut” in half
since only one valve is ANN-active. In addition to that, the system would depend on the
smoothness of the calibrated maps. As explained in Chapter Three, high Degree-ofFreedom engines experience significant changes between the steady-state optimized sets
of actuators from one operating point to another (Figure 3.7), if not properly smoothed
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under transient considerations. Such a large change of valve timing during a tip-out
would make it difficult or even impossible for the other ANN-controlled valve to keep
track of the desired internal residual.
The performance of the ANN-controlled VVT is compared to the optimum
calibration with EGR for an aggressive throttle tip-out at constant engine speed.
Calibration uses optimum valve timings and EGR, whereas the neural network case uses
optimum EGR while it controls the VVT. Optimum calibration without EGR is also
presented as the base of comparison where misfires are not expected during the tip-out
due to the absence of external dilution. The latter model is re-optimized for operation
without EGR. Figure 4.7 presents the load-step test for these models.

Figure 4.7. Load profile during throttle tip-out (8 bar to 2 bar BMEP) at 2250 PRM; Optimum
calibration with EGR [associated with instabilities] (orange line), without EGR (black), and ANNcontrolled VVT with optimum EGR (red)

The duration of the throttle tip-out request (from initial to final state) is 0.1sec,
and remains the same throughout all the model evaluations. In order to exclude any loadtargeting effects from PID throttle controllers, all the tip-outs presented in this study use
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feed-forward throttle commands which are calibrated to deliver the requested torque. The
under-shoot of the optimum calibration is caused by the combustion implications of overdilution experienced during the tip-out. The ANN-VVT case provides a significantly
better profile and remains much closer to the reference case of operation (optimum
calibration without EGR) without adding any extra delays. All the cases experience a
similar delay from the requested profile of about 2-3 engine cycles during the main tipout phase. The effect of combustion instability on fuel efficiency is presented in Figure
4.8 for the same cases.

Figure 4.8. BSFC during throttle tip-out (8 bar to 2 bar BMEP) at 2250 PRM; significant reduction
of transient fuel efficiency penalty when using the ANN-VVT methodology

In the initial phase before the tip-out, the EGR model is 1.5% more efficient that
the model without EGR for the particular operating point. The spike in Brake Specific
Fuel Consumption (BSFC) for the optimum calibration model with EGR is due to
combustion instability during the tip-out. The ANN actuation on the VVT significantly
improves the transient efficiency since it reduces the combustion instabilities. In more
detail, Figure 4.9 shows the total dilution and its effect on burned fuel fraction.
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Figure 4.9. Reduction of the total dilution spike achieving higher burned fuel fraction when using the
ANN-controlled VVT methodology during the throttle tip-out

The optimum external EGR in the initial and final state of this tip-out is 20% and
10%, respectively. The spike in total dilution for the optimum calibration case, which
reaches as high as 34%, is the source of the transient problems. The Neural NetworkVVT case proves successful in limiting the total dilution rise by controlling the internal
residual. The total dilution target for the ANN is set to 24%, which is 1% lower from the
dilution limitation identified in Figure 4.3. The difference of these two cases on burned
fuel fraction, which is the measure of combustion quality, is substantial. Optimum
calibration reaches as low as 84% burned fuel during the tip-out, whereas with the
proposed strategy remains always higher than 97%. However, the instability threshold,
set at 99.5%, is violated even when ANN-VVT is applied. The improvement of the
transient response is substantial but the issue is not entirely solved. Figure 4.10 presents
the valve timing outputs of the ANN during this tip-out. In the initial phase when the total
dilution tends to increase, the model tries to minimize the internal residual by eliminating
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the valve overlap. Once the effects from EGR valve actuation reach the cylinders, the
ANN re-introduces valve overlap in order to meet the desired dilution.

Figure 4.10. Neural Networks’ outputs for exhaust (EVC) and intake (IVO) valve timing showing the
valve overlap elimination during the initial phase of the tip-out aiming to reduce the internal residual

Different total dilution targets are also investigated as inputs to the ANN in order
to evaluate its performance and robustness. Dilution at the initial state is set based on
optimum calibration for the specific operating condition. After the tip-out, the dilution
target is varied from 24% down to equal the external EGR of the final state (10%). Figure
4.11 shows the valve overlap resulting from the networks’ control of intake and exhaust
valve timing. In all cases, ANN eliminates the valve overlap until the start of in-cylinder
EGR reduction. In the case where the total dilution target equals the final external EGR,
the model keeps the valve overlap at zero throughout, aiming to reach the target despite
the non-feasibility of completely eliminating the internal residual. The resulting total
dilution from the ANN-controlled VVT is also depicted in the same plot. A small
increase of dilution still occurs during the tip-out, but the magnitude is considerably
reduced comparing to the calibrated model. Each case successfully reaches the final
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target with an error of less than 1% residual, with the exception of the final case where
minimum achievable amount of internal residual is about 10%.

Figure 4.11. Effect of total dilution target on the performance of ANN-controlled VVT during
throttle tip-out (8 bar to 2 bar BMEP) at 2250 PRM; resulting ANN valve overlap (upper plot) and
in-cylinder total dilution and EGR (lower plot)

The severity of the throttle tip-out on the models’ performance is evaluated for
different magnitudes of load reduction. The initial engine load (8 bar BMEP) and the
throttle actuation rate (0.1sec from initial to final state) are kept the same, while the final
load is varied from 6 bar BMEP to 2 bar BMEP. Table 4.2 presents the minimum burned
fuel percentage reported during these tip-outs for both the optimum calibration and the
ANN-controlled VVT strategy. Results show that calibration with optimum EGR
experiences combustion instability for all the tip-outs tested, since the threshold is
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significantly violated even for a 2bar-magnitude load change. On the other hand, the
proposed strategy is successful and very close to the threshold for up to 3bar-magnitude
load changes. At larger load step-changes the performance is significantly improved
comparing to the base model, but combustion instabilities are not completely eliminated.
Table 4.2. Tip-out severity effect on minimum Burned Fuel Percentage at 2250 RPM for optimum
calibration with EGR and ANN-controlled VVT

Minimum BFP at
tip-out
Optimum Cal.
with EGR
ANN-controlled
VVT

8 → 6 bar
BMEP

8 → 5 bar
BMEP

8 → 4 bar
BMEP

8 → 3 bar
BMEP

8 → 2 bar
BMEP

91.7%
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75.2%

89.4%

84.6%

99.4%

99.3%

98.6%

98%

97%

The actuation speed with which the VVT system controls the internal residual
during fast transients is critical. In order to investigate the effect of actuation rate,
different rate limitations for the intake/exhaust camshaft are applied to the model and
results are reported in terms of dilution targeting performance. A similar load change
from 8 to 2 bar BMEP at 3000 RPM is used for this assessment. The actuation rates are
varied from 1 𝐶𝐶𝐶𝐶𝐶𝐶/𝑠𝑠𝑠𝑠𝑠𝑠 up to limitless actuation. Figure 4.12 presents the average

targeting dilution error of the ANN for different rate limitations during the tip-out event.
Interestingly, there is very little change between the limitless actuation and the
100 𝐶𝐶𝐶𝐶𝐶𝐶/𝑠𝑠𝑠𝑠𝑠𝑠 rate. This implies that such systems designed to control the internal

residual do not require expensive and complicated camshaft designs that provide faster
actuation than 100 𝐶𝐶𝐶𝐶𝐶𝐶/𝑠𝑠𝑠𝑠𝑠𝑠 since the extra benefit will be minimal.
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Figure 4.12. Effect of VVT actuation rate limitation on ANN dilution targeting performance over a
tip-out at 3000 RPM showing that actuation > 100CAD/sec does not further improve performance

The dilution targeting performance of the ANN-controlled VVT is also evaluated
during the FUDS drive cycle and presented in Figure 4.13. Total dilution target (blue
line), is derived from simulation-based optimization of the system and fed as a look-up
table input to the network as a function of engine speed and load. It refers to optimum
dilution reduced by a safety factor of 2%. The resulting in-cylinder total dilution (red
line) is compared to the requested, and the average absolute dilution targeting error over
the FUDS is 1.1%. Some residual spikes are experienced during certain aggressive
transients. An important reason for these spikes is that the dilution map serving as input
to the ANN is derived from steady-state optimized DoE data and applied in this study
under transient drive cycles. Improved targeting performance can be achieved by
providing transient data during the network’s training procedure, along with an adjusted
and smoothed optimum dilution map more suitable for transient testing.
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Figure 4.13. Evaluation of the dilution targeting performance of ANN-controlled VVT during part of
the FUDS drive cycle

The performance of the ANN-controlled VVT regarding misfire reduction is also
evaluated over the FUDS drive cycle. The dilution input to the network is the optimum
dilution reduced by a safety factor of 2%. Table 4.3 presents the comparison of this
approach with the base engine without EGR and the optimum steady-state calibration
with EGR. The combustion phasing for all the models in this test is kept at MBT. The
base engine without EGR reported 25 knocking points, whereas the model with EGR
calibration did not report any knocking cycles. The number of recorded points with
burned fuel less than 99.5% is shown in Table 4.3. The number of instability events over
the drive cycle is reduced by more than 40% using the ANN-controlled VVT when
compared to the calibrated EGR case.
In terms of fuel efficiency, the differentiation between the ‘steady-state’ and
‘transient’ part of the cycle is defined by setting a threshold for torque derivative. When
the absolute value of the derivative is less than 20 𝑁𝑁𝑁𝑁/𝑠𝑠𝑠𝑠𝑠𝑠, then the operating condition
is considered to be ‘steady-state’. As reported in the table, the percentage of time spent

on steady-state is more than five times higher than the time spent on transient conditions.
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Table 4.3. Model performance over the FUDS drive cycle

Burned Fuel<99.5% Steady-state BSFC Transient BSFC
(# of points)
[g/kWh] (averaged) [g/kWh] (averaged)
Optimum SS Cal.
without EGR (base)
Optimum SS Cal.
with EGR
ANN-VVT targeting
[opt. dilution - 2%]

10

353

316

240

349

341

137

357

332

Percentage of time
spent in each mode

84%

16%

It is important to emphasize that the optimum EGR calibration is based on steadystate data without any transient consideration. During operation closer to steady-state,
EGR improves efficiency by at least 1% over the base engine. However, the misfires
experienced over the transient part and the resulting fuel efficiency penalty diminish any
benefits (see Figure 4.8). The ANN-controlled VVT approach improves the transient
EGR fuel economy by about 3%, but is still inferior to the base engine without EGR. The
best combination of actuations is to use the optimum calibration with EGR and engage
the ANN only during aggressive throttle tip-outs.
Aiming to characterize the higher EGR tolerance achieved through this VVT
approach, drive cycle data are used to identify the average amount of excess EGR that
causes combustion instability, in the same way as in Figure 4.4. The comparison between
optimum calibration with EGR (shown also in Figure 4.4) and the ANN methodology
with optimum EGR is presented in Figure 4.14. Using the threshold for burned fuel
fraction, the average amount of excess EGR that causes misfires is increased by 3% of
absolute EGR dilution when the ANN methodology is employed. In other words, the
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average over-dilution rate to violate the instability threshold is increased from 2.5% to
5.5% EGR.

Figure 4.14. Comparison of the amount of excess EGR that causes instabilities between the ANNcontrolled VVT with optimum EGR vs the optimum calibration with EGR, to show the extension of
the over-dilution limitation from 2.5% to 5.5% EGR by introducing this strategy

Spark-Throttle actuation
Another strategy proposed in order to mitigate the over-dilution limitations is a
coordination of spark timing and throttle opening. The purpose of this strategy is to
initiate the tip-out through combustion phasing retardation while keeping the throttle
opening unchanged. This allows the volumetric efficiency to remain high during the
initial phase of the tip-out thus increasing the EGR tolerance of the engine and reducing
the over-dilution issues. When the load reduction potential of combustion phasing
retardation is reached, the tip-out is completed by throttle actuation. Before and after the
tip-out, spark timing is set for optimum combustion phasing. During this process,
Variable Valve Timing is also set to the optimized steady-state values based on the
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operating condition. Figure 4.15 shows the sequence of spark timing and throttle
commands in order to perform a load reduction from 8 bar to 2 bar BMEP at 2250 RPM
(same tip-out presented for ANN method).

Figure 4.15. Spark-throttle actuation methodology during a load step-change (8 bar to 2 bar BMEP)
at 2250 RPM

Figure 4.16 presents the resulting volumetric efficiency and EGR evacuation rate
of this methodology when compared to the optimum calibration with EGR over the tipout. Both cases use the same EGR dilution and VVT settings derived from fuel efficiency
optimization. The sole difference is that optimum calibration performs the tip-out through
the classic approach of throttle actuation while maintaining optimum combustion phasing
throughout the transient event. The significant drop in volumetric efficiency at the
moment of throttle closing is the reason for the slow evacuation of external EGR for the
calibration case. On the other hand, keeping the throttle open and retarding the spark
timing results in maintaining high volumetric efficiency for 5 engine cycles after the tipout initiation. These 5 engine cycles of increased volumetric efficiency are translated into
faster EGR evacuation by 7 engine cycles.
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Figure 4.16. Volumetric efficiency (blue, left axis) and EGR evacuation (black, right axis) for the
spark-throttle methodology and the optimum EGR calibration to show the faster EGR evacuation
rates by maintaining high volumetric during the initial part of the load step-change

The resulting load transient is presented in Figure 4.17. This methodology (purple
line) is compared to the optimum EGR calibration (orange line) which experiences
combustion instabilities due to over-dilution and the base engine without EGR (black
line) which is the reference case for comparison. Tip-out initiation occurs at the same
engine cycle for all the cases. Spark timing actuation, which is not related to any
transport delays like the throttle actuation, provides faster initialization of the tip-out by 2
engine cycles. The load reduction potential of the phasing retardation ends after 30% of
the total requested load change is completed. Manual calibration of the transition between
spark and throttle actuations is performed to ensure a smooth load profile. Despite the
faster initial load reduction, the spark-throttle command is associated with a 3-cycle delay
comparing to the reference case without EGR. The no-EGR spark-throttle case (grey line)
is added to showcase the fastest possible actuation rate of this methodology. However, in
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spite of the quickest initial response, it is the slowest among the rest in the later part of
the tip-out.

Figure 4.17. Load profile comparison during throttle tip-out (8 bar to 2 bar BMEP) at 2250 PRM;
Spark-throttle actuation with EGR (purple), without EGR (grey), and optimum calibration with
EGR (orange), without EGR (black)

Figure 4.18 compares the burned fuel fraction of this strategy with the ANNcontrolled VVT methodology and the optimum calibration cases over the same transient
profile. The base case without EGR (black line) is provided as a reference to show the
optimum behavior if EGR transient issues are not present. As far as the two new
strategies are concerned, the performance is similar, with the ANN-controlled VVT
method showing slightly better performance with respect to the achieved burned fuel
fraction (97.6% vs 96.3%). The lowest point for spark-throttle actuation coincides with a
spike in combustion duration (CA10-90) caused by the spark retardation. Both proposed
methodologies significantly improve the EGR calibration case but fail to meet the
threshold set at 99.5% of burned fuel.
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Figure 4.18. Burned fuel fraction during throttle tip-out (8 bar to 2 bar BMEP) at 2250 PRM to show
the significant reduction of instabilities achieved by both of these proposed methodologies

In terms of overall fuel efficiency (BSFC), the two methodologies are compared
to the base case without EGR for the transient portion of this tip-out. Despite the higher
spike in burned fuel fraction, the spark-throttle actuation achieves better overall
efficiency than the ANN-controlled VVT method. The average increase in the transient
BSFC over the base case is 6 g/kWh for the spark-throttle and 23 g/kWh for the ANNVVT methodology.
Dual air-path design
The introduction of a secondary air-path is proposed as the third strategy for overdilution mitigation during aggressive transients. This air-path will be used during a
throttle tip-out in order to by-pass the main intake path and provide fresh un-diluted air to
the engine. Figure 4.19 presents the new engine layout with the main intake path through
the compressor and intercooler (blue) and the secondary route (green) delivering fresh air
either upstream or downstream of the intake manifold. After the tip-out the engine is not
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boosted so by-passing the compressor does not pose any limitations. The new path
requires its own throttle which is smaller than the main one since intake charge
requirements are lower during the load reduction.
The delivery location of the new path is important for transient operation. Fresh
air delivery upstream of the intake manifold is associated with small but important
transport delays through the 6L manifold, whereas delivery in the intake ports eliminates
this volume. The drawback of this approach with two air-paths is the introduction of new
hardware and a more complicated intake layout which increases the cost of the engine.
Additionally, the new throttle actuator may result in increased calibration efforts.

Figure 4.19. Schematic of the engine layout with the main air-path (blue) and the secondary air-path
(green)

During a load tip-out, the throttle of the main path closes and the secondary
throttle opens simultaneously to provide fresh air. As a result, the EGR valve closes at the
tip-out and some diluted mixture is trapped in the main intake pipe. In this section, only
the tip-out event is shown without the re-activation of normal engine operation. The VVT
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settings along with the EGR rate of the initial state are the same as the optimum
calibration and combustion phasing is set at MBT. Figure 4.20 presents the load profile
for the new intake layout for both delivery options. Regardless the delivery location, the
new intake layout has the same rate of load reduction as the optimum EGR calibration.

Figure 4.20. Load profile comparison during throttle tip-out (8 bar to 2 bar BMEP) at 2250 PRM;
Optimum calibration with EGR (orange), two air-paths with opt. calibration with post – int.
manifold delivery (green), and pre – int. manifold delivery (blue)

The EGR evacuation along with the effect on total dilution is presented in Figure
4.21 for both the single and dual air-path design with post – intake manifold delivery.
The introduction of fresh air at the moment of tip-out results in an instantaneous EGR
evacuation eliminating the 14-cycle delay associated with the main path. Consequently,
the effect on total dilution is significantly reduced and limited to only a small spike.
Delivery upstream of the manifold causes a larger spike due to the increased intake
volume.
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Figure 4.21. Total dilution (red, left axis) and EGR evacuation (black, right axis) for the single
(dashed line) and dual (straight line) air-path design showing the faster transient response when this
new design is applied

The resulting burned fuel fraction during the tip-out is shown in Figure 4.22. The
significant improvement over the optimum EGR calibration is expected. It is interesting
to identify the influence of the 6L intake manifold volume on the response of such
systems. Fresh air delivery upstream of the manifold still results in some small levels of
combustion variations during the initial tip-out period (burned fuel reaches 95%). On the
contrary, fresh air introduction in the intake ports almost eliminates instabilities since the
lowest recorded percentage of burned fuel is 99.3% whereas the threshold is set at 99.5%.
However, these cases refer to closed EGR valve after the tip-out, thus the fuel economy
of the final state is not optimum.
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Figure 4.22. Burned fuel fraction during throttle tip-out (8 bar to 2 bar BMEP) at 2250 PRM to show
the significant reduction of combustion instabilities along with the effect of intake manifold volume
on the transient performance of this design

Dual air-path with Artificial Neural Network VVT actuation
The final proposal for over-dilution mitigation is a combination of the dual airpath and the ANN-controlled VVT in order to completely eliminate any transient
combustion instability. In this case, the engine is returned to normal operation with
optimum EGR dilution after the critical part of the transient event. Figure 4.23 presents
the sequence of actuations for the main and secondary throttle and the EGR valve. At the
moment of the tip-out, the main throttle along with the EGR valve closes with the
simultaneous opening of the secondary path. After the completion of the load reduction,
the EGR valve and the main path re-open followed by the gradual closing of the
secondary throttle. Special attention is given on the coordination of these actuations in
order to provide a smooth transient profile throughout the event. The re-introduction of
EGR is challenging since the diluted mixture is trapped in the closed main path and tends
to over-shoot the dilution once the path is re-activated. The coordination of the two
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throttles is performed through manual feed-forward calibration in order to address these
issues, while the EGR valve is handled by a feed-back controller targeting the desired
dilution. Initial and final EGR rates along with VVT settings and combustion phasing are
set based on the optimum calibration.

Figure 4.23. Dual air-path throttle and EGR valve coordination during a load step-change (8 bar to 2
bar BMEP) at 2250 RPM

Figure 4.24 summarizes and compares the load profiles for all the examined
methodologies during the tip-out event. All the strategies eliminate the significant undershoot of the optimum EGR calibration attributed to severe combustion instability. With
the exception of the spark-throttle actuation which has the slowest overall response, the
rest of the strategies follow very similar trajectories during the load reduction with a
maximum of 3-cycle delay from the command. The final proposal for dual air-path with
ANN-controlled VVT (blue line) provides a very smooth profile.
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Figure 4.24. Load profile comparison for all the methodologies during a load step-change (8 bar to 2
bar BMEP) at 2250 RPM

Finally, Figure 4.25 summarizes the resulting burned fuel fraction for all the
strategies during the tip-out. The final proposal (blue line) provides the optimum solution
with complete elimination of any combustion instability event during the aggressive load
reduction, while optimum engine operation with EGR is restored immediately after the
completion of the load step-change. The small drop in burned fuel fraction experienced in
the dual air-path solution is eliminated when the ANN-controlled VVT is activated to
limit the internal residual. The burned fuel fraction of the combination of these two
methodologies does not violate the instability threshold and remains very close to the
reference case of optimum calibration without external EGR.
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Figure 4.25. Burned fuel fraction comparison for all the methodologies during a load step-change (8
bar to 2 bar BMEP) at 2250 RPM

To summarize the performance of each of the proposed strategies, Table 4.4
shows the minimum burned fuel fraction, the average fuel efficiency deviation from the
base case without EGR, and the load-targeting error. The first two parameters evaluate
the over-dilution mitigation performance, whereas the third quantifies the tip-out
response of each strategy. These results refer only to the transient portion of the tip-out.
The spark-throttle actuation achieves very good overall fuel efficiency performance over
the load step-change, but provides the slowest tip-out profile (largest BMEP-targeting
error). The final proposal for the combination of the dual air-path and the ANN-VVT
methodology has a significant effect on improving the fuel efficiency while also
providing the fastest tip-out profile. The average fuel economy penalty over the transient
portion of the aggressive throttle tip-out is almost completely eliminated, since the final
proposal reduces the penalty by 97.5% over the optimum steady-state calibration with
EGR.
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Table 4.4. Summarizing results for over-dilution mitigation performance of each strategy

Minimum BFF
Average BSFC transient
penalty over base
Average BMEP targeting
error

Optimum cal. Optimum cal.
Spark- Dual air-path
ANN-VVT
no EGR
with EGR
Throttle + ANN-VVT
99.9%
84%
97.6%
96.3
99.7%
–

139 g/kWh

1 bar

1 bar

23 g/kWh 6 g/kWh
0.9 bar

1.4 bar

3.5 g/kWh
0.9 bar

Summary
The long air-paths associated with Low-Pressure EGR configurations constitute
their main drawback during transient operation. Over-dilution resulting from excessive
EGR trapped in the long intake path is likely to cause combustion variations, partial-burn
and misfire events during aggressive transients. A simulation-based methodology is
proposed to identify these conditions and examine over-dilution limitations. Burned fuel
fraction is correlated to combustion instability and a corresponding threshold is set at
99.5% based on simulation and experimental data. Steady-state fuel efficiency
optimization provides the optimum settings for all engine actuators including EGR.
Results show that 2.5% EGR over-dilution exceeds the engine’s dilution tolerance and
causes combustion variations. Additionally, the volume of the intake pipe system is
directly proportional to these limitations. A 35% reduction of the intake volume results in
a 35% reduction of combustion instabilities over the FUDS drive cycle.
Aiming to address these limitations four different strategies are proposed. Firstly,
a Neural Network-controlled VVT is developed in order to control in-cylinder dilution by
limiting internal residual during the EGR evacuation period. The model significantly

102

reduces misfires and proves to be robust for various different conditions tested. A
sensitivity analysis conducted on the VVT actuation rate shows that actuation faster than
100 CAD/sec does not further improve the network’s targeting performance. The average
targeting error over a drive cycle is 1.1% of absolute dilution. Using this technique, a
40% reduction of combustion instabilities is reported, while the over-dilution limitation is
extended to 5.5% EGR.
The second strategy is the coordination of spark timing and throttle in order to
increase the engine’s EGR tolerance during the initial part of the tip-out. The load
reduction is initiated by combustion phasing retardation while keeping the throttle
opening unchanged. The tip-out is then completed by throttle closing. This methodology
maintains high volumetric efficiency for 5 engine cycles after the tip-out which translates
to faster EGR evacuation by 7 cycles. Misfire reduction is significant but slightly inferior
to the one achieved through VVT control.
A dual air-path solution is also proposed where a secondary air-path by-passes the
main intake pipe and delivers fresh air to the engine. Delivery locations upstream and
downstream of the intake manifold are evaluated. This approach significantly accelerates
EGR evacuation and almost eliminates combustion variations. However, it is associated
with additional hardware and increased system complexity and cost. The final proposal
comprises of the combination of the dual air-path design and the Neural Networkcontrolled VVT. This strategy completely eliminates combustion instabilities associated
with aggressive transient operation and thus allows the use of higher (near-optimum)
EGR levels for increased fuel efficiency benefits.
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CHAPTER FIVE
MODELS & SOLUTIONS FOR ESTIMATION CHALLENGES

Intake oxygen sensor
For the feedback control implementation, an intake oxygen sensor-based approach
is used. Researchers in [107] develop an intake oxygen sensor for EGR measurement in
order to avoid pressure drop losses associated with pressure differential sensors. At high
EGR flow rates, this pressure drop may equal or even exceed the available pressure
difference to drive the EGR [107]. In the current research, the intake oxygen sensor is a
modified version of the exhaust lambda sensor, designed and optimized for the intake
flow environment. This intake oxygen sensor prototype is developed by Robert Bosch
LLC and is provided to Clemson University under the scope of this research.
Sensor location considerations
Four different locations for the intake oxygen sensor are evaluated in order to find
the one that delivers the most accurate results:
 upstream of the compressor
 downstream of the compressor
 downstream of the intercooler
 downstream of the throttle
Main considerations that dictate the sensor location are sensor’s response time,
possibility of water condensates reaching the sensor, mixing quality of the air-EGR
mixture, and pressure pulsations. These factors partially determine the EGR
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concentration feedback quality, which is mainly dictated by how immediate and how
accurate the sensor response is to any EGR valve actuation.
Time response of the sensor depends upon its position in the system and operating
conditions. In other words, it depends on flow conditions, and mainly gas velocity. The
higher the gas velocity is, the lower the sensor delay becomes. Under this consideration,
the outlet of the compressor and the intercooler-outlet sensor locations would provide
similar response times. The response time for the throttle-outlet location will be strongly
depended on throttle opening.
Inlet of the compressor will provide the fastest response, however the mixture is
not homogeneous right after the mixing location. Improper air-EGR mixing would
generate errors in the sensor measurement. Besides, in such case, one of the main benefits
of LP-EGR configuration, which is adequate mixing quality, would not be capitalized in
the feedback signal. Moreover, upstream of the compressor, exhaust pressure pulsations
travelling through the EGR loop into the intake side (as explained in Chapter One), may
cause instabilities in the sensor reading, since sensor output is dependent on (and being
corrected for) pressure.
Propensity for water condensation at the LP-EGR path is presented in detail in
Chapter Two. In addition to damage to the compressor blades, possible water condensates
of the recirculated gases affect the measurement of the intake oxygen sensor. As shown
in Figure 2.14, compressor-inlet is the most susceptible location to water condensates.
Intercooler-outlet location will also introduce challenges with water condensation due to
further decrease in mixture temperature. In contrast, downstream of the compressor, the
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working fluid’s elevated pressure drives the mixture away from the saturation limit and
thus much colder ambient temperatures are required for the water to condensate.
As far as the EGR feedback quality is concerned, the closest the sensor is located
to the EGR valve, the more immediate the action of the controller may be to any EGR
valve actuation. Additionally, it is important to ensure that the sensor response time is
always less than the transport delay of the intake air mixture from the sensor to the
cylinders. This factor could set a limitation on sensor location, since post-throttle location
could produce measurements that are very close to this constraint. Table 5.1 summarizes
the aforementioned advantages and disadvantages for each oxygen sensor location. Under
these considerations, compressor-outlet location is chosen as the optimum placement of
the intake oxygen sensor.
Table 5.1. Summary of intake oxygen sensor location considerations

Compressor Compressor Intercooler
inlet
outlet
outlet

Throttle
outlet

EGR valve feedback

+++

++

+

--

Sensor Response Time

+++

-

-

++

Mixing quality

---

++

+++

+++

Pressure pulsations

---

-

+

+

Water condensation

---

+++

--

-

Besides the factors analyzed above, sensor accuracy also depends on gas
composition. Constituents of the recirculated exhaust gases, such as unburned HCs, NO,
CO and H2, which depend on the air-fuel-ratio of the engine, affect intake oxygen sensor
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reading. The elevated temperature of the sensor’s element along with the presence of
oxygen, promotes the oxidation of unburned HCs in the vicinity of the element, and the
consumed oxygen through this process results in wrong measurements of the actual
oxygen mass fraction. The strongest influence to the measurement output is posed by
different forms of HCs in the intake. In addition to exhaust gas recirculation, other
significant sources of such HCs are the PCV valve (Positive Crankcase Ventilation) and
the purge valve (fuel vapors from the fuel tank).
Thus, corrections need to be applied to the output of the sensor, based on the
species concentration, in order to account for these deviations. As far as recirculated
exhaust gas composition is concerned, it remains unchanged throughout the intake path
and thus its effect is not dependent on sensor location. However, the location of PCV
valve and purge valve delivery to the intake system with respect to intake oxygen sensor
placement will significantly affect the sensor measurement. Due to the strong dependence
of the required corrections on the specific design and characteristics of the sensor’s
element, the correlations that correct the sensor output are not included in this document.
Finally, it is important to mention the effect of ambient air’s humidity on the
calculation of EGR concentration. EGR is calculated using the intake oxygen sensor
measurement according to the equation:
𝐸𝐸𝐸𝐸𝐸𝐸 =

𝑋𝑋𝑂𝑂2𝑎𝑎𝑎𝑎𝑎𝑎 − 𝑋𝑋𝑂𝑂2 𝑖𝑖𝑖𝑖𝑖𝑖

(1)

𝑋𝑋𝑂𝑂2 𝑎𝑎𝑎𝑎𝑎𝑎 − 𝑋𝑋𝑂𝑂2 𝑒𝑒𝑒𝑒ℎ

For stoichiometric operation, exhaust oxygen concentration is usually assumed to
be zero. For non-stoichiometric operation, the exhaust lambda sensor measurement,
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under proper time-alignment with the intake sensor due to transport delay between the
two locations, needs to be accounted for.
As far as ambient oxygen concentration is concerned, assuming a constant oxygen
volume fraction of 20.95% (dry air) introduces significant errors in EGR calculation.
These errors are quantified in Figure 5.1 for different ambient temperatures. The vapor
pressure for various temperatures and relative humidity fractions is calculated and used to
determine the actual oxygen concentration in humid air. The relative error between EGR
calculations under dry air-assumption versus exact calculation for humid air, as presented
in Figure 5.1, shows the importance of these deviations. The error increases linearly as
ambient air becomes warmer and more humid.

Figure 5.1. Error in EGR calculation by neglecting humidity in the ambient air

Summarizing the sensor location considerations and the influence of flow
conditions and gas composition to the response time and accuracy of the intake oxygen
sensor measurement, Figure 5.2 shows the inputs required in order to get the actual
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oxygen concentration from the raw sensor measurement. The right-hand side inputs refer
to local flow conditions near the sensor, while the left-hand side inputs refer to the effect
of species concentration that reach the sensor.

Figure 5.2. Intake oxygen sensor output is a function of local conditions and species concentrations

It is important to mention that these correction inputs to the sensor are crucial for
the performance of the system. The measurement from the sensor is reliable only if all the
species cross-sensitivities along with the flow characteristics around the sensor are
properly accounted for. Assuming stoichiometric operation, the effect of engine-out
emissions is not significant, especially if EGR is extracted downstream of the three-way
catalyst. Even for non-stoichiometric combustion, the proper correction equations based
on λ and the expected engine-out species concentrations can be performed through
experimental calibration. The most challenging part is the determination of HC mass flow
resulting from the PCV and the purge valve in different engine operating conditions. In
the current study, the PCV system is not connected to the intake in order to exclude the
effect of these species on the sensor measurements.
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Sensor accuracy requirements
The sensitivity of fuel efficiency to EGR dilution is evaluated in different
operating conditions to estimate the intake oxygen sensor accuracy requirements. Sensor
accuracy defines the level of uncertainty in EGR dilution and thus dictates the error
margin that needs to be accounted for when calibrating the engine with the EGR system.
As explained above, sensor measurement is influenced by several factors, such as
species concentration, water condensation, pressure pulsations and gas velocity. Aiming
for optimum EGR control, the sensor accuracy requirements depend on the importance of
EGR at different operating regimes of the engine and are qualitatively summarized in
Figure 5.3. Three different areas can be identified in the engine’s operational range:
 Exhaust temperature control-oriented EGR introduces high accuracy requirements
at high loads
 Knock control introduces high EGR accuracy requirements
 Low load operation, where internal residual is more crucial to fuel efficiency, can
be characterized as a low accuracy requirement region
Figure 5.3 presents these three areas on top of the engine operating regime,
limited by the maximum torque curve of Cadillac ATS (Simulink vehicle model). It also
presents part-load fuel economy gains of using intake oxygen sensor for accurate control
(optimum dilution) as compared to current state-of-the-art for EGR control (reduced
dilution).
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Figure 5.3. Qualitative sensor accuracy requirements over the entire engine operating regime, along
with part-load fuel efficiency benefits of optimum EGR dilution

To quantify the effect of EGR measurement/estimation error on fuel efficiency for
each of these three areas, a sweep of EGR dilution is performed in GT-Power for
different operating conditions under constraints for combustion duration (characterizing
COVIMEP), knocking and exhaust temperature. For each point of the EGR sweep analysis,
the remaining engine actuators (intake cam location, exhaust cam location, combustion
phasing – CA50) are re-optimized to provide a fair comparison for EGR sensitivity.
Figure 5.4 summarizes this analysis for three points – each one representing each of the
three areas identified in Figure 5.3 – and quantifies fuel efficiency sensitivity per 1%
EGR increments. Sensitivity in these plots is defined as the slope of the BSFC line in the
vicinity of the global minimum.
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Figure 5.4. Simulation results that summarize sensitivity to relative fuel efficiency benefits per 1%
EGR dilution for different operating conditions; EGR sweep is performed under combustion
stability, knocking and exhaust temperature limitations; the rest of engine actuators are re-optimized
in each point of the graphs for fair comparison

As expected, fuel efficiency benefits at low-speed and low-load conditions are
minimal, since internal residual (as controlled by VVT timing) becomes more crucial in
reducing pumping losses. Thus, sensor accuracy requirements for these conditions of
EGR flow are not significant.
As the load increases, external EGR becomes more important due to knock
mitigation. Knock limited CA50 (as shown in the lower left plot of Figure 5.4) is
advanced with higher EGR dilution. Fuel efficiency sensitivity of 0.25% per 1% EGR is
reported and sensor accuracy requirements are augmented aiming for optimum dilution.
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For high-load operation at higher engine speeds, less time for heat transfer results
in higher exhaust gas temperatures which may become damaging to the engine (as
explained in Chapter Two). In these conditions, the EGR-related exhaust temperature
reduction results in fuel enrichment elimination introducing significant efficiency
benefits. As shown in the upper left plot of Figure 5.4, operation without EGR requires
rich combustion (λ= 0.85) in order to meet the exhaust temperature restrictions, whereas
EGR dilution of 10% allows stoichiometric operation. In this case, fuel efficiency
sensitivity is increased to 4.7% per 1% EGR, and sensor accuracy requirements for
optimum EGR control are significantly increased for this area of operation.
The “fish-hook” characteristic curve reported in some of the EGR sweep plots is
due to inefficiencies resulting from higher-than-optimum EGR dilution. These
inefficiencies are associated with increased combustion duration and increased intake
charge temperature (depending on EGR cooler efficiency) encountered at higher EGR
dilution levels.
Transport delay model
As discussed in Chapter Four, Low-Pressure EGR configuration is associated
with long air-EGR flow paths that introduce significant delays in the transportation of the
gas from the exhaust pipe to the intake manifold. Modeling of these transport delays is
crucial for the control of the EGR valve and the accurate estimation of EGR dilution that
reaches the cylinders at each time-step. The three important transport delays that need to
be considered for LP-EGR control are shown in the engine schematic of Figure 5.5.
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Figure 5.5. Engine layout schematic with the three transport delay sections that affect EGR
calculation and valve control

The first section begins at the exhaust lambda sensor (turbine-outlet location),
ends at the EGR valve and consists of the EGR cooler and some exhaust components.
Transport delay through that section is crucial especially for changes in AFR. In that
case, oxygen concentration in the exhaust (measured by the exhaust lambda sensor) needs
to be accounted for during EGR estimation.
The second transport section begins at the EGR valve, ends at the intake oxygen
sensor and includes the flow through the compressor. Transport in this section has a
significant impact on closed-loop EGR valve control performance and stability due to the
‘dead-time’ characteristics of the feedback signal.
The third and longest section begins at the intake oxygen sensor and ends at the
cylinders. Prediction accuracy of this delay is crucial for control of spark timing, internal
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residual and fuel mass, since EGR concentration affects combustion duration and
volumetric efficiency.
GT-Power transient simulation results have been used in order to evaluate the
characteristics of the transport delay and provide guidance towards building a simplified
model to capture these effects. Figure 5.6 presents simulation results of the cumulative
transport delay for different locations in the system (compressor inlet and outlet,
intercooler outlet, throttle outlet and cylinder 4) during various EGR step-changes
(performed by actuating on EGR valve). It can be noticed, that significant transport
delays are associated with this long flow path. Considering also the significant effect of
EGR dilution on combustion phasing and stability, modeling and accounting for these
delays becomes crucial for a proper implementation of the control strategy.

Figure 5.6. Simulation results for the transport delay at different locations in the flow path during
EGR step-changes at 1750 RPM – 3 bar BMEP (delay is also provided in terms of engine cycles)

For real-time control applications, a simplified model for the calculation of the
EGR transport delay has been developed. A Uniform State – Uniform Flow Process,
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where the working fluid (air & exhaust gas) behaves according to the Ideal Gas Law, is
assumed for control purposes. The flow path is split into different sections based on the
flow conditions. Each section is governed by constant temperature, pressure, mass flow
rate and gas composition. As shown in Figure 5.7, an average cross sectional area and
length is assigned to each section to further simplify the equations. Aiming to maintain
simplicity in this approach, all the flow paths are considered to be straight lines without
accounting for bend pipes or other flow restrictions (such as valves).

Figure 5.7. Intake pipe modeling approach for generating a simplified estimation for transport delay

Equation (2) presents the transport delay estimation under this approach. A
uniform pressure, temperature and mass flow are assumed for each section.
𝑡𝑡𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 =

𝐿𝐿 ∗ 𝑃𝑃 ∗ 𝐴𝐴
𝑅𝑅 ∗ 𝑇𝑇 ∗ 𝑚𝑚̇

(2)

Initial evaluation of this equation is performed using simulation results. GT-

Power is coupled with Simulink in order to assess the performance of this model. Figure
5.8 presents the comparison between model prediction and GT-Power output for different
locations of the flow path during 0-2% EGR step-changes at two operating conditions.
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The simplified model gives reasonable results and provides similar trends with the
detailed simulation output.

Figure 5.8. Simulation results for validation of the simplified transport delay equation at different
locations of the flow path for 0-2% EGR step-changes at two different operating conditions

The transport delay is also experimentally evaluated real-time in the engine
dynamometer using an ETAS-ES910 Rapid Prototyping controller. Evaluation is
performed for the three important transport delay sections of the LP EGR loop, as shown
in Figure 5.5.
The EGR mass flow rate along with engine speed and load are varied in each
experiment in order to obtain a wide range of operating conditions (temperatures,
pressures, mass flows) which would result in different magnitudes of transport delays
through the EGR system. Evaluation of the first section (turbine-outlet to EGR valve) is
performed by exhaust lambda step-changes while maintaining a steady EGR flow rate.
Evaluation of the second and third section is performed by EGR step-changes through
actuation on the EGR valve. For the purpose of this experiment, intake oxygen sensors
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are placed in various locations of the flow path in order to provide the actual transport
delay by capturing changes on oxygen concentration.
These validation results are shown in Figure 5.9. The transport delays for each of
the three sections of the EGR flow path are shown individually (colors correspond to
each section presented in Figure 5.5). The delays are measured on a thermodynamic cycle
scale, where one cycle corresponds to two crankshaft revolutions beginning from the
combustion-TDC of a fixed reference cylinder. Results show that transport delays
calculated by this simplified approach show good agreement with measured transport
delays on the engine through the entire flow path during both high and low mass flow
conditions. The vast majority of the points are within the ±1 engine cycle error band.

Figure 5.9. Real-time experimental evaluation of the simplified transport delay estimation by
comparison of the measured delay (as captured by the intake oxygen sensors) and the model
prediction for all three sections of the flow path (colors correspond to each section in Figure 5.5)

Exhaust pressure & temperature estimation model
The scope of this section is to provide physics-based turbine-outlet pressure
estimation that can be used for feed-forward control of LP-EGR systems. For that reason,
a coupled temperature and pressure model is proposed that runs real-time, captures the
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transient behavior of the system and requires minor calibration. The exhaust pipe is split
in two different lumped sections based on flow conditions, while the temperature model
estimates heat transfer losses through the exhaust. Temperature output is used in the
pressure model to determine pressure drop through each exhaust section starting from
post-catalyst ambient conditions.
The model is developed under the scope of creating a feed-forward and feedback
control algorithm for LP-EGR using an intake oxygen sensor. Besides the oxygen sensor
output, the model does not require any additional physical sensors and the sole other
inputs to the system are fuel and air mass flows and turbine-outlet temperature, which are
already known through pre-existing ECU models.
Exhaust temperature model
Exhaust gas temperature drops significantly after the exhaust port due to large
temperature differences between gas and wall, along with the high heat transfer
coefficients. During experimental testing, exhaust gas temperature drop of 1-2 K/cm in
the exhaust pipe is experienced. Thus, temperature modeling becomes important in the
context of pressure estimation in different parts of the exhaust pipe.
The development of the exhaust temperature model is divided into the steadystate and transient responses of the system. Lumped parameter modeling for the exhaust
is considered in order to capture heat transfer losses, while unknown parameters are
related to measurable or known flow quantities. Simplification of fundamental equations
is conducted in order to ensure real-time capability by reducing computational effort.
Temperature output is later used as an input to the pressure model.
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It is important to mention that temperature modeling simplifications presented
here are in the context of the ultimate goal of estimating exhaust pressure at the EGRinlet location. Thus, small errors in temperature may not be vital in pressure prediction,
as will be shown later. For a more detailed and accurate temperature estimation that
considers every heat transfer mode individually, some of the following assumptions may
not be appropriate.
The steady-state model is based on research conducted by Eriksson [31]. It uses
turbine-outlet temperature as an input, known through existing models in ECU, and
calculates catalyst-inlet temperature by handling the first section of the exhaust pipe as a
single lumped control volume (Figure 5.5). Determination of turbine-outlet temperature is
conducted in the ECU through the use of pre-existing look-up tables based on current
operating conditions, thus no physical sensors are installed/required in the exhaust for
this purpose.
Aiming to provide the simplest model possible, all heat transfer modes are
lumped into one total heat transfer coefficient (htot). One of the basic model assumptions
is that heat transfer occurs from the gas to ambient (external) and that there is no
conduction in the wall along the flow direction [31]. Thus, wall temperature is not part of
the heat transfer equation and is assumed to be the same as ambient. The steady-state heat
transfer equation then becomes:
−ℎ𝑡𝑡𝑡𝑡𝑡𝑡 ∗𝐴𝐴

𝑇𝑇𝑔𝑔𝑔𝑔𝑠𝑠𝑜𝑜𝑜𝑜𝑡𝑡𝑠𝑠𝑠𝑠 = 𝑇𝑇𝑒𝑒𝑒𝑒𝑒𝑒 + �𝑇𝑇𝑔𝑔𝑔𝑔𝑠𝑠𝑖𝑖𝑖𝑖 − 𝑇𝑇𝑒𝑒𝑒𝑒𝑒𝑒 �𝑒𝑒 𝑚𝑚̇exh∗ 𝑐𝑐𝑝𝑝 [𝐾𝐾]

In this equation, the outlet steady-state temperature of the lumped section

(catalyst-inlet location) is calculated using the inlet (turbine-outlet location) and the

120

(3)

external temperature. An effort is made to characterize all the unknown parameters
through known quantities or through calibration with experimental data to replace the
need of physical measurements using sensors.
The only additional physical sensor being used in this process is the intake
oxygen sensor. The sensor’s measurement is used for exhaust mass flow estimation.
Since EGR is extracted at the turbine-outlet location (Figure 5.5), exhaust mass flow used
in this study is derived as the mass flow through the engine when EGR is subtracted.
Using mean value model simplifications, exhaust mass flow is part of the current EGR
control loop architecture and is approximated as:
𝑚𝑚̇𝑒𝑒𝑒𝑒h (t) = 𝑚𝑚̇𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 (t − 𝜏𝜏𝑑𝑑 ) − 𝑚𝑚̇𝐸𝐸𝐸𝐸𝑅𝑅𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 (𝑡𝑡 − 1)

(4)

Total engine mass flow is derived from ECU signals for fuel quantity and air flow

(from MAF sensor) that already exist and do not require installation of additional sensors.
Recirculating exhaust gas is also accounted for when calculating total engine mass flow,
since EGR estimation is not pre-existing in ECU. This measurement is derived from the
intake oxygen sensor used in the study. Transport delay from intake oxygen sensor
location to the intake ports (as explained in the Transport delay model section) is applied
to this EGR signal. A one-cycle time delay is applied to the total engine mass flow to
approximate intake to exhaust port delays. Modeled EGR mass flow in the second part of
the right-hand side of Eq. (4) is determined as the previous output of the feed-forward
control model. It is important to mention that this feed-forward estimation is the output of
the current EGR control algorithm for which this exhaust temperature/pressure estimation
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model is developed. The same exhaust mass flow approach is used for the pressure model
as well.
Exhaust gas heat capacity is calculated according to the Raznjevic correlation [87]
and is presented in Eq. (5) as a function of inlet (turbine-outlet) gas temperature:

Cp = 1000

𝐴𝐴 −

𝐵𝐵

𝑇𝑇𝑔𝑔𝑔𝑔𝑠𝑠 0.5
𝑖𝑖𝑖𝑖
𝑀𝑀

+ 𝑇𝑇

𝐶𝐶

𝑔𝑔𝑔𝑔𝑠𝑠𝑖𝑖𝑖𝑖

𝐽𝐽
[
]
𝑘𝑘𝑘𝑘 𝐾𝐾

(5)

The dimensionless coefficients in Eq. (5) are calculated for stoichiometric

combustion of octane and for temperatures higher than 673 K, and they are: A = 3430.25,
B = 40338.05, C = 192386.8 and the molecular mass is: M = 1830.
As far as the heat transfer coefficient is concerned, an effort is made to provide a
correlation that lumps the effect of all heat transfer modes from the gas to the
surroundings (conduction, convection and radiation). It is important to note that the effect
of gas velocity on total heat transfer coefficient is significant. Eriksson in [31] provides a
correlation for the heat transfer coefficient describing gas to wall internal convection in
the form of: ℎ𝑐𝑐𝑐𝑐 = 𝑎𝑎 ∗ 𝑉𝑉𝑔𝑔𝑏𝑏𝑔𝑔𝑔𝑔 , where 𝑎𝑎 and 𝑏𝑏 are constants. However, internal convection

has the greatest significance on total heat transfer, compared to the cumulative effect of
external conduction, external convection and radiation [31]. Thus, an effort is made to
provide a similar correlation that describes the total heat transfer coefficient. Different
forms of equations are studied and the following one is chosen as the best fit to define
total heat transfer coefficient:
𝑊𝑊

ℎ𝑡𝑡𝑡𝑡𝑡𝑡 = 82.13 + 𝑉𝑉𝑔𝑔−0.4243
�𝑚𝑚2 𝐾𝐾�, where
𝑔𝑔𝑔𝑔

(6)
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𝑉𝑉𝑔𝑔𝑔𝑔𝑔𝑔 =

𝑚𝑚̇𝑒𝑒𝑒𝑒ℎ
𝑚𝑚
[ ]
𝜌𝜌𝑒𝑒𝑒𝑒ℎ ∗ 𝐴𝐴𝑐𝑐𝑐𝑐 𝑠𝑠𝑠𝑠𝑠𝑠

The equation parameters are determined through optimization using experimental

data. Density of the exhaust gases is calculated using the ideal gas law. Experimental
results from a wide range of operating conditions showed that density does not change
significantly and thus, for the sake of simplicity and only for the temperature model, it is
assumed to remain constant and equal to ≈ 0.4 kg/m3.
The average pipe diameter of the lumped section is used for the cross-section area
in the gas velocity equation. In the same way, the heat transfer area used in Eq. (3) is
calculated from the total length and pipe diameter of the lumped section.
The external temperature that defines the heat sink of the heat transfer process
described in Eq. (3) is not constant. It is found that a constant temperature does not
capture the experimental trends for every operating condition. Eriksson in [31] proposes
constant wall temperature for this approach while at the same time suggests another
methodology of a more detailed model that captures the effect of wall temperature
change. However, the latter model introduces two new equations, one of which is
exponential. Aiming to capture the effect of wall temperature change while at the same
time minimize computational effort, a new correlation is introduced for external (heat
sink) temperature in association with the model presented in Eq.(3):
𝑇𝑇𝑒𝑒𝑒𝑒𝑒𝑒 = 485.4 + 𝑇𝑇𝑔𝑔𝑔𝑔𝑔𝑔

𝑖𝑖𝑖𝑖

∗ 0.0863 [𝐾𝐾]

(7)

Eq. (7) and its parameters are determined through optimization with experimental

data over a wide range of operating conditions. A simple linear equation is used since
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optimum external temperature for different operating points only slightly changed. This
correlation aims to capture the small effect of exhaust gas temperature (represented in
this correlation through the known turbine-outlet temperature) on the wall and
surroundings of the exhaust pipe.
The transient behavior of the temperature model results from the heat capacity of
exhaust pipe walls. It is possible to use a 1st order ordinary differential equation of wall
temperature along with the steady-state heat transfer equation to create a dynamic
transient model [31]. To reduce computational effort for real-time applications, the 1st
order ODE is replaced by a low-pass filter that creates the dynamic behavior of the
system and also has a smoothing effect to input signal noise. The input signal in this case
is the output of the steady-state temperature equation and the noise comes from abrupt
changes in mass flow estimation using ECU signals in Eq. (4). The filter equation
providing the dynamic temperature output is presented in Eq. (8):
𝑇𝑇𝑔𝑔𝑔𝑔𝑔𝑔
𝑇𝑇𝑔𝑔𝑔𝑔𝑔𝑔

𝑜𝑜𝑜𝑜𝑜𝑜
𝑜𝑜𝑜𝑜𝑜𝑜

(𝑡𝑡) = 𝑤𝑤 ∗ 𝑇𝑇𝑔𝑔𝑔𝑔𝑔𝑔

𝑜𝑜𝑜𝑜𝑜𝑜 𝑠𝑠𝑠𝑠

(𝑡𝑡 = 0) = 𝑇𝑇𝑔𝑔𝑔𝑔𝑔𝑔

(𝑡𝑡) + (1 − 𝑤𝑤) ∗ 𝑇𝑇𝑔𝑔𝑔𝑔𝑔𝑔

𝑜𝑜𝑜𝑜𝑜𝑜 𝑠𝑠𝑠𝑠

(𝑡𝑡 = 0)

𝑜𝑜𝑜𝑜𝑜𝑜

(𝑡𝑡 − 1)

(8)

The weighting factor of the filter, w, plays a crucial role in the dynamic response

of the model. Exhaust mass flow plays an important role on heat transfer through the pipe
wall and affects the dynamic response of the temperature model during transient
operation. Through experimental results it is found that different operating conditions
result in different optimized values of the weighting factor. Therefore, to provide a
universal solution, a correlation between the weighting factor and the exhaust gas
velocity is proposed. This experimentally-fitted correlation aims to capture the effect of
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gas velocity (and thus mass flow rate) on the system’s dynamic heat inertia [36].
Different linear and non-linear equations are examined, and Eq. (9) provides overall the
best fit when several experimental data-sets are used for calibration. The multiplier and
exponent term of Eq. (9) are free parameters that are determined through optimization
that aims to minimize the error between the dynamic model prediction and the actual
temperature measurement.
𝑤𝑤 = 0.0269 ∗ 𝑉𝑉𝑔𝑔0.0627
𝑔𝑔𝑔𝑔

(9)

Offline validation of the temperature model is conducted using experimental data

from the engine. Two of the validation tests conducted are presented in Figure 5.10 and
Figure 5.11 and consist of random load step-changes in two different engine speeds.
Experimental validation is based on data-sets that are not used for training of the
algorithm. This process is used to compare the catalyst-inlet temperature estimation of
both the steady-state and dynamic models with a sensor measurement at the same
location.
It can be noticed that the steady-state temperature equation predicts the final
temperature state with less than 10K error. However it does not capture the dynamic
response since wall heat capacity effects, determined by a 1st order ODE of wall
temperature and approximated here through the low pass filter, are not included.
Moreover, it is very sensitive to mass flow and responds abruptly to mass flow changes
during transient conditions.
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Figure 5.10. Experimental evaluation of catalyst-inlet temperature estimation using non-training
data-sets for load step-change at 2000 RPM
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Figure 5.11. Experimental evaluation of catalyst-inlet temperature estimation using non-training
data-sets for load step-change at 1500 RPM

Using the simplified approach of the low-pass calibrated filter, the dynamic
response is taken into consideration. In this way, maximum absolute temperature error
remains less than 25K in every tested transient condition, which translates to less than
4% relative error. In addition, noise elimination due to the filter’s smoothing effect is
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valuable when this output is imported in the exhaust pressure model. Despite the fact that
some small un-modeled dynamics in the final temperature estimation still exist, it will be
shown in later sections of the paper that their magnitude is not significant for the
accuracy of the final pressure model output.
Exhaust pressure model
A mean value model approach is used for exhaust pressure estimation. The model
uses the known catalyst-outlet pressure (“ambient”) to back-calculate turbine-outlet
(EGR inlet) pressure. In the dynamometer cell configuration, the catalyst is the last
restriction to the flow before the “dyno ambient” conditions. However, in real
applications, mufflers, pipe bends or other flow restrictions exist downstream of the
catalyst that could introduce pressure losses. In this case, a similar technique to what
presented here should be followed to account for all the pressure losses up to ambient
conditions.
In this model, the exhaust pipe is split in two lumped sections based on flow
conditions. Flow through the exhaust pipe downstream of the turbine is turbulent, while
flow through the monolithic structure of the catalytic converter is treated as laminar
[110]. This is a different approach comparing to study in [89] where the exhaust system is
treated as a single fixed-geometry restriction.
The catalytic converter is composed from many small square channels (1mm
hydraulic diameter each) and flow is considered to be distributed evenly in all passages.
The laminar flow consideration is validated through Reynolds number (Re). Using
experimental data, the calculated Re for catalyst channel flow remains less than 300.
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Thus, the pressure drop through the square channels of the monolith is derived from the
Hagen-Poiseuille equation [110]:
ΔPcat =

28.5
𝑑𝑑ℎ

2

(10)

𝐿𝐿 ∗ 𝜇𝜇 ∗ 𝑉𝑉𝑔𝑔𝑐𝑐𝑐𝑐𝑐𝑐 [𝑃𝑃𝑃𝑃]

The length and hydraulic diameter of each passage are defined by L, and dh. Gas

velocity through the catalyst is determined using the square channel’s cross-section area
as described in Eq. (11):
𝑉𝑉𝑔𝑔𝑐𝑐𝑐𝑐𝑐𝑐 =

𝑚𝑚̇𝑒𝑒𝑒𝑒ℎ /𝑁𝑁 𝑚𝑚
[ ]
𝜌𝜌𝑐𝑐𝑐𝑐𝑐𝑐 Αcr 𝑠𝑠𝑠𝑠𝑠𝑠

(11)

Gas density is approximated by the ideal gas law in Eq. (12). The known catalyst-

outlet pressure is used along with the catalyst-inlet temperature prediction of the thermal
model. In this way, catalyst-outlet temperature prediction, associated with the effect of
complex chemical reactions, is avoided, and a simplified density approximation using
already known parameters is determined.
𝜌𝜌𝑐𝑐𝑐𝑐𝑐𝑐 =

𝑃𝑃𝑐𝑐𝑐𝑐𝑐𝑐 𝑜𝑜𝑜𝑜𝑜𝑜
287 ∗ 𝑇𝑇𝑐𝑐𝑐𝑐𝑐𝑐 𝑖𝑖𝑖𝑖

𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝

[

𝑘𝑘𝑘𝑘
]
𝑚𝑚3

(12)

Mass flow through the exhaust is estimated from Eq. (4), while N represents the
number of catalyst channels and is used as the fitting parameter of Eq. (10). Through
non-linear regression with steady-state experimental data, it is found that N = 5,447
catalyst channels.
Constant dynamic viscosity (3.48∙10-5 Pa∙s) is used for the exhaust gases in Eq.
(10), determined as a weighted average between the dynamic viscosity of nitrogen and
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carbon dioxide at 500oC. However, detailed correlations between dynamic viscosity and
temperature are also studied to identify their effect on pressure model.
The Sutherland equation [113, 24], applied for nitrogen gas, and the MansouriHeywood correlation [83], applied for stoichiometric combustion products, are
considered. These equations are tested on experimental data over a wide range of
operating conditions. Both equations use the estimated catalyst-inlet temperature to
define the relationship with dynamic viscosity. Final turbine-outlet pressure predictions
of the coupled model using these two correlations are compared with the single-value
approach in Table 5.2.
Table 5.2. Evaluation (with experimental data) of turbine-outlet pressure prediction of the constantvalue viscosity approach when compared to detailed correlations of dynamic viscosity with
temperature

Comparing with
Comparing with MansouriSutherland equation Heywood correlation
Average error of constant
viscosity approach
St. Deviation of the error of
constant viscosity approach

79 Pa

89 Pa

119 Pa

133 Pa

Aiming to maintain a simple model with the least possible number of dependent
equations to ensure real-time execution, the constant approach for dynamic viscosity is
chosen since the error introduced is low.
The flow upstream of the catalytic converter is treated as turbulent. Calculating
Reynolds number from experimental data, the range of Re values for flow through the
exhaust pipe is 9,000 – 33,000, justifying the turbulent flow assumption. The widely
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accepted Darcy-Weisbach formula [24] is used to estimate losses due to turbulent pipe
flow. This equation is derived in terms of pressure loss:
ΔPturb−to−cat = fD ∗

𝐿𝐿 𝜌𝜌 ∗ 𝑉𝑉𝑔𝑔 2
∗
[𝑃𝑃𝑃𝑃]
𝐷𝐷
2

(13)

The lumped exhaust pipe dimensions (L, D) upstream of the catalyst are

considered for Eq. (13). Gas velocity is calculated similarly to the laminar flow case,
using exhaust mass flow from Eq. (4), gas density through the exhaust pipe and the crosssection area of the pipe.
Gas density, found in pressure drop and gas velocity equations, is estimated by
the ideal gas law presented in Eq. (14). Catalyst-inlet location is assumed for density
estimation. The thermal model output is used for temperature, while the known catalystoutlet pressure along with catalyst pressure drop estimation determines pressure at this
point.
𝜌𝜌 =

(P𝑐𝑐𝑐𝑐𝑐𝑐 𝑜𝑜𝑜𝑜𝑜𝑜 + Δ𝑃𝑃𝑐𝑐𝑐𝑐𝑐𝑐 )
287 ∗ 𝑇𝑇𝑐𝑐𝑐𝑐𝑐𝑐 𝑖𝑖𝑖𝑖

𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝

𝑘𝑘𝑘𝑘
]
𝑚𝑚3

(14)

[

As far as the Darcy friction factor is concerned, it is used as the fitting parameter

of Eq. (13). Instead of implementing the Blasius equation that correlates friction factor
with Reynolds number, non-linear regression is performed on steady-state experimental
data. The fitted value of friction factor is found to be: fD = 0.355.
In this way, one “free” parameter is maintained in Eq. (13) for calibration
purposes using experimental data. This parameter allows dynamic characteristics that
remain un-modeled, through this physics-based approach, to be captured based on the
experimental results of each different engine configuration. Similarly, as explained
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earlier, Eq. (10) that describes catalyst pressure drop uses the number of catalyst channels
as the “free” parameter for calibration purposes.
Figure 5.12 presents a flow chart of the calculation process for the coupled
temperature and pressure model. The chart summarizes the methodology and shows the
model inputs and outputs.

Figure 5.12. Flow chart of the calculation process for the coupled temperature and pressure model

The final turbine-outlet pressure prediction is determined by adding the pressure
losses of the two exhaust sections on the known catalyst-outlet pressure (“dyno
ambient”). Eq. (15) presents the final pressure prediction at the EGR-inlet location.
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𝑃𝑃𝑡𝑡𝑡𝑡𝑡𝑡𝑏𝑏𝑜𝑜𝑜𝑜𝑜𝑜 = 𝑃𝑃𝑐𝑐𝑐𝑐𝑡𝑡𝑜𝑜𝑜𝑜𝑜𝑜 + 𝛥𝛥𝑃𝑃𝑐𝑐𝑐𝑐𝑐𝑐 + 𝛥𝛥𝑃𝑃𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡−𝑡𝑡𝑡𝑡−𝑐𝑐𝑐𝑐𝑐𝑐

(15)

The individual contribution of the two pressure drop components of Eq.(15), is

shown in Figure 5.13. The modeled pressure drop through the catalyst (𝛥𝛥𝑃𝑃𝑐𝑐𝑐𝑐𝑐𝑐 ) and the
one through the exhaust pipe from turbine-outlet to catalyst-inlet location

(𝛥𝛥𝑃𝑃𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡−𝑡𝑡𝑡𝑡−𝑐𝑐𝑐𝑐𝑐𝑐 ) are presented as a function of exhaust mass flow. These operating points

presented in Figure 5.13 correspond to the steady-state experimental data-sets that are
used for model calibration.
As expected, pressure drop through the catalyst is significantly larger than

pressure drop through the exhaust pipe upstream of the catalyst. However, results show
that both components of Eq. (15) have substantial contribution to the total pressure
buildup, and thus both need to be considered when estimating turbine-outlet pressure.
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Figure 5.13. Modeled pressure drop through the catalyst and modeled pressure drop through the
exhaust pipe from turbine-outlet to catalyst-inlet location, as a function of exhaust mass flow

The sensitivity of the pressure model to errors introduced from the temperature
model is also investigated. A 5% error is applied to the temperature model output
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(catalyst-inlet prediction), and the sensitivity analysis characterizes the impact of that
error and how it propagates in the final turbine-outlet pressure estimation. Pressure
sensitivity to temperature is characterized as the percentage change of pressure model
output yielded by 1% error of the temperature prediction, and is derived according to Eq.
(16). This equation provides the relative change of these parameters for dimensionless
assessment.
𝑆𝑆𝐸𝐸𝑁𝑁𝑁𝑁 =

𝛥𝛥𝑃𝑃𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 ⁄𝑃𝑃𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝
𝛥𝛥𝑇𝑇𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 ⁄𝑇𝑇𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝

(16)

Several experimental data from a wide range of operating conditions are used for

this analysis. Table 5.3 summarizes the statistical results of the data-sets examined.
Results for dimensionless sensitivity, as well as relative and absolute error on pressure
prediction yielded by a 5% error in temperature estimation are presented.
Table 5.3. Statistical results of pressure model sensitivity to errors introduced in temperature
estimation using experimental data-sets

Turbine-outlet
SENS (sensitivity
Percent error (%) Absolute error (Pa)
pressure prediction per 1% temp. error) per 5% temp. error per 5% temp. error
0.009
0.04
42
Minimum
0.030
0.15
151
Mean
0.066
0.33
356
Maximum
This analysis suggests that the pressure model is not very sensitive to the
magnitude of errors encountered in temperature prediction. Considering the experimental
validation of the dynamic temperature model presented in Figure 5.10 and Figure 5.11,
the temperature error remains always less than 4% during transient conditions. The
magnitude of this error would cause an average of 0.12% error (or about 120 Pa) in the
turbine-outlet pressure estimation. Thus, the un-modeled dynamics of the temperature
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prediction are not critical and the accuracy of the heat transfer model proves to be
sufficient for this application.
Real-time experimental evaluation
The coupled temperature and pressure model is validated real-time in the engine
dynamometer through a rapid prototyping system for engine-in-the-loop testing. The sole
input provided to the coupled model is turbine-outlet temperature. Instead of acquiring
this parameter from the pre-existing ECU model, a thermocouple measurement at this
location is used. In this way, calibration errors associated with the ECU model, which are
outside of the scope of this research, are precluded.
Catalyst-outlet pressure, which is the starting point for pressure model
calculations, can be assumed to be equal to ambient pressure. However, in the
dynamometer configuration, a suction fan is installed downstream of the catalytic
converter to ensure continuous flow of the exhaust gases outside the testing facility in all
conditions. Thus, in the experimental validation, and due to lower catalyst-outlet pressure
resulting from fan operation, a pressure sensor is installed to capture the testing
“ambient” conditions. Based on sensor measurement, a constant “ambient” pressure of
97.8 kPa is applied to the model throughout the experimental validation tests.
Figure 5.14 and Figure 5.15 present real-time transient experimental validation of
the coupled model for random load step-changes at 2500 RPM with and without EGR
flow. In the same way, Figure 5.16 presents validation testing for load steps at 2000 RPM
with EGR flow. Turbine-outlet pressure estimation from the model is compared to sensor
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measurements at the same location. In addition, the model prediction error is shown in
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Figure 5.14. Real-time experimental validation of the coupled model for turbine-outlet pressure
estimation for load step-changes at 2500 RPM with 40% EGR valve opening
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Figure 5.15. Real-time experimental validation of the coupled model for turbine-outlet pressure
estimation for load step-changes at 2500 RPM without EGR flow

It is important to note that the exhaust pressure model is calibrated offline using
29 steady-state experimental data-sets that cover a wide range of operating conditions.
Thus, the transient validation range presented, as far as pressure prediction is concerned,
lies within the training range. Similarly, the temperature model is calibrated offline
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through a total of 4 transient experimental data-sets that cover different engine speeds
and loads.
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Figure 5.16. Real-time experimental validation of the coupled model for turbine-outlet pressure
estimation for load step-changes at 2000 RPM with 40% EGR valve opening

Statistical analysis has also been conducted to characterize the prediction error of
the coupled model over transient conditions. Real-time experimental testing is conducted
at 1500 RPM, 2000 RPM, 2500 RPM, with and without EGR flow, and for random load
step-changes. This range of operation is chosen since it is associated with low pressure
differential across the EGR valve. At low pressure differentials the accuracy and the
performance of the feed-forward EGR controller, which is based on exhaust pressure
estimation, becomes critical. Table 5.4 summarizes the statistical results for pressure
prediction and provides the average error, maximum error and standard deviation of the
error over the entire validation data range.
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Table 5.4. Statistical results of turbine-outlet pressure prediction error for real-time transient
experimental validation

0.154 kPa
0.973 kPa
0.131 kPa

Average absolute error
Maximum absolute error
Standard deviation of the error

Finally, Figure 5.17 presents the correlation between measured and modeled
turbine-outlet pressure over the entire transient validation range. The reference line
associated with zero prediction error is also included in the figure.
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Figure 5.17. Correlation between measured and modeled turbine-outlet pressure over real-time
transient validation tests for random load step-changes at 1500 RPM, 2000 RPM, 2500 RPM, with
and without EGR flow

The proposed model demonstrates an absolute pressure prediction error of
less than 1 kPa with mean error of 0.15 kPa and standard deviation of 0.13 kPa over the
validation range. The achieved accuracy and the real-time capability of the newly
presented model shows the potential of this physics-based methodology for
implementation in feed-forward control algorithms for Low Pressure EGR, without the
need of physical sensors in the exhaust.
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Summary
Aiming to address the need of developing a robust and reliable LP-EGR
estimation architecture, feed-forward model-based prediction is coupled with feedback
measurements of EGR flow. An intake oxygen sensor is used as the base for this
approach. The intake oxygen sensor is a modified version of the exhaust lambda sensor
developed by Robert Bosch LLC. The optimum location of the sensor is determined by
evaluating different parameters like mixing quality, sensor response as a function of gas
velocity, EGR condensation limitations and pressure pulsations. Compressor-outlet is
selected as the best solution. Cross sensitivity of species on the exhaust sensor
measurement is also discussed, while humidity and condensation limitations are
quantified. Through drive cycle simulations, the fuel efficiency benefits of a more
accurate EGR estimation using the sensor are estimated to be near 0.5%. However,
through a sensitivity analysis of EGR on fuel efficiency, high load operation results in
significantly increased benefits. Operation near the fuel enrichment zone has a sensitivity
of near 5% BSFC improvement per 1% EGR. Thus, accurate estimation and control of
EGR in these conditions results in significant benefits.
The location of the intake oxygen sensor far downstream of the EGR valve and
the long air-paths that characterize the entire LP-EGR configuration, introduce significant
transport delays during transient operation which need to be accounted for. The feedback
from the intake oxygen sensor needs to be time aligned with the corresponding EGR
valve actuation and the rest of the inputs for the estimation models presented in this
research. Under these considerations, the transport delay for different sections of the air-
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path is calculated using the simplified approach of Uniform State – Uniform Flow
Process. Experimental evaluation of the model shows transport delay estimation error that
remains less than ±1 engine cycle for each air-path section considered based on the
engine setup.
Under the scope of physics-based modeling for EGR control, an exhaust pressure
estimation model is created. A coupled exhaust temperature and pressure estimation
technique is developed that runs real-time, captures the system’s transient behavior and
requires minor calibration. The model uses the measurement of the intake oxygen sensor
as part of the calculations. Besides this sensor’s output and pre-existing ECU signals for
air – fuel mass flow and turbine-outlet temperature, the proposed model does not require
the installation of any additional physical sensors.
A mean value approach is used for model development. A temperature model
estimates heat transfer losses through the lumped exhaust sections by using turbine-outlet
temperature as input, which is known through pre-existing look-up table models in ECU.
Steady-state temperature estimation is coupled with a low-pass filter to capture transient
response while at the same time minimizing computational effort for real-time
applications. All the calibration parameters are correlated with flow variables through
simple equations. Four parameters of the steady-state temperature estimation require
calibration along with two parameters of the filter for the dynamic response. Maximum
temperature prediction error remains less than 25K (less than 4% relative error) over the
transient validation range.
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The temperature model output feeds the pressure model. Based on flow
conditions, pressure drop through the exhaust pipe is estimated, starting from known and
constant ambient pressure downstream of the catalyst in order to back-calculate the
turbine-outlet pressure which is the driving force of LP EGR. A total of two parameters
of the pressure model require calibration using experimental data. Sensitivity analysis of
the pressure model to temperature output validates that the small errors associated with
temperature prediction are not significant for the accuracy of the final pressure
estimation.
Real-time transient experimental evaluation of the coupled model is conducted
through random load step-changes, with and without EGR and for different engine
speeds. Validation range is chosen so that it represents the operating regime associated
with low pressure differentials across the EGR valve. At these conditions, the accuracy of
EGR valve inlet pressure estimation becomes critical. The model demonstrates an
absolute pressure prediction error of less than 1 kPa with mean error of 0.15 kPa and
standard deviation of 0.13 kPa over the validation range. The achieved accuracy and the
real-time capability of the newly proposed model show the potential of this physics-based
methodology for implementation in feed-forward control algorithms for LP-EGR,
without the need of physical sensors in the exhaust.
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CHAPTER SIX
SHORT-TERM & LONG-TERM ADAPTATION FOR EGR ESTIMATION

In order to address the feed-forward estimation challenges discussed in Chapter
One, an adaptation scheme is required to provide better EGR estimation performance
during highly transient operation and over the lifetime of the engine. Research in [120]
addresses EGR cooler fouling due to deposits in a diesel engine and develops an adaptive
EGR cooler pressure drop estimation. The adaptation algorithm is enabled only during
steady-state and requires wide-open stationary EGR valve with low EGR flow in order to
activate the calculation of the adaptive correction factor for pressure drop.
Höckerdal et al. in [50] develop an adaptation methodology of linearly
interpolated 1D look-up tables with an air mass-flow sensor application in diesel engines.
The sensor signal is subject to operating-point-dependent errors, thus the measurement
bias needs to be compensated. The authors apply a joint state and parameter estimating
Extended Kalman Filter (EKF) technique, using an air mass flow model as the reference
signal, to simultaneously capture the fast dynamics of the sensor bias while also
accounting for system aging (slow variations). This method is different from other
approaches for online engine map adaptation, where a bias state is introduced as state
vector augmentation to directly capture the model error [51]. In the latter case, the bias
state needs to change as fast as the system dynamics, thus it cannot capture both fast and
slow, system aging-related, variations. Additionally, such rapidly changing bias is very
sensitive to sensor measurements and will also capture high-frequency disturbances. In
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this way, the system becomes susceptible to spurious measurements which are frequently
experienced in engine environments.
In this research, an adaptation algorithm is designed in order to enable better EGR
estimation performance during highly transient operation and over the lifetime of the
engine. An intake oxygen sensor is used to provide the necessary feedback for EGR mass
flow rate. The purpose of the algorithm is to adjust the feed-forward prediction in realtime based on the output of the intake oxygen sensor. The algorithm uses an EKF
approach to build a two-dimensional adaptation map that describes the model errors and
reduces the estimation error, while at the same time accounting for the slow variations
related to system aging. Two different EGR mass flow estimation models have been
developed and coupled to the adaptation scheme. The performance of the two estimation
models is evaluated and the adaptation algorithm is assessed during real-time
experimental transient engine operation. Experiments are conducted on a dynamometer
using a four-cylinder turbocharged SI engine equipped with Low-Pressure cooled EGR.
Modeling framework
Two different feed-forward EGR estimation models have been developed and
coupled with the adaptation algorithm to assess and compare their performance. The
models are based on different layouts and different sets of inputs and feedback
measurements. Both models are calibrated offline and online using experimental data.
However, the focus of the study was not to provide the best possible calibration through
rigorous experimental testing, but rather to evaluate the adaptation algorithm’s
performance even at conditions where the feed-forward estimation error is significant.

142

Orifice flow model
The first model is a dynamic orifice flow model shown in Eq. (17) in continuoustime form. This orifice model, presented with more detail in [28], is designed to take into
consideration the effect of pulsating flow which is significantly present in the engine’s
exhaust environment. The traditional steady and linear flow equations are not designed
for such conditions. The model accounts for the temporal inertia that affects pulsating
flows and also considers flow reversals [68]. In order to be able to capture these effects
around the EGR valve, it requires fast response pressure sensors for crank angle-resolved
pressure profiles as inputs to the model. However, in the current study, lower-frequency
pressure measurements are installed with a sampling time equal to that of the algorithm’s
execution, thus losing some of the model’s accuracy. This is done intentionally in order
to demonstrate the capabilities of the adaptation algorithm when the feed-forward
estimation is associated with significant estimation errors.
𝜋𝜋 ∗ 𝑑𝑑𝑒𝑒𝑒𝑒𝑒𝑒 2 ∗ 𝐶𝐶𝑐𝑐
𝑑𝑑𝑚𝑚̇
8 (1 − 𝛽𝛽 4 ) 𝑚𝑚̇2
=
�𝛥𝛥𝑝𝑝 − 2
�
𝑑𝑑𝑑𝑑
4𝐿𝐿𝑒𝑒
𝐶𝐶𝐷𝐷𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 ∗ 𝜋𝜋 2 ∗ 𝑑𝑑𝑒𝑒𝑒𝑒𝑒𝑒 4 ∗ 𝜌𝜌

(17)

An important reason for selecting this model is the favorable layout for coupling

with the adaptation algorithm. The differential mass flow equation makes it suitable for
serving as the state equation. In this case, mass flow is both the state variable and the
output of the algorithm. The input vector for the model is: 𝑢𝑢 = [𝑣𝑣𝑣𝑣, 𝛥𝛥𝛥𝛥, 𝑅𝑅𝑅𝑅𝑅𝑅], where 𝑣𝑣𝑣𝑣

is the EGR valve angle. Pressure differential is regarded as a single input parameter. This
signal is derived as the difference between EGR cooler-inlet and compressor-inlet
pressure measurements.
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The significant noise associated with this measurement is an important drawback
of this methodology since it directly affects the output. For this model, filtering is applied
to the pressure differential signal before being used as input. Filtering is not optimal for
such models since some transient information and dynamic response is lost. Instead of
using a pressure sensor in the exhaust environment, the exhaust pressure/temperature
model presented in Chapter Five can be used, that provides estimation for the turbineoutlet pressure without the need of physical exhaust sensors. This solution eliminates
problems related to measurement noise but introduces small uncertainties with an average
magnitude of 150 Pa. Despite the small estimation error of this model, this approach is
not considered in this part of the study in order to isolate the estimation errors related to
the EGR flow models and evaluate their sensitivity to sensor noise.
Discharge coefficient (𝐶𝐶𝐷𝐷 ) is the representation of frictional effects and flow

separation zones which cause the effective cross section area to become smaller than that
of the orifice. The discharge coefficient is given by empirical correlations which mainly
depend on 𝛽𝛽 (ratio of orifice diameter to pipe diameter), the Reynolds number and the

pressure differential. Similarly, the contraction coefficient (𝐶𝐶𝐶𝐶 ) and the effective length

(𝐿𝐿𝑒𝑒 ) are parameters that characterize the restriction on the flow created by the orifice.

Contraction coefficient is the ratio between the flow area at ‘vena contracta’ and the

orifice area, while the effective length relates to the length of the orifice [37]. Different
empirical models exist for the effective length as a function of 𝛽𝛽, which show a decrease
of 𝐿𝐿𝑒𝑒 as 𝛽𝛽 approaches unity.
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In order to better capture the effects of pulsating exhaust flow for different engine
conditions, the discharge coefficient map is corrected based on engine speed using Eq.
(18). This is done since the primary frequency of the exhaust pressure pulsations is
directly proportional to the engine speed [69]. 𝐾𝐾𝑁𝑁 is the speed correction factor which is

experimentally calibrated as a one-dimensional function of EGR valve angle.
𝐶𝐶𝐷𝐷𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 = 0.1 ∗ 𝐶𝐶𝐷𝐷 ∗ 𝐾𝐾𝑁𝑁 ∗ 𝑅𝑅𝑅𝑅𝑅𝑅

(18)

In this study, 𝐶𝐶𝐷𝐷 , 𝐶𝐶𝐶𝐶 and 𝐿𝐿𝑒𝑒 are treated as tuning factors for the model. One-

dimensional curves, which are functions of EGR valve angle, are created for these

parameters. In a similar way, the effective diameter (𝑑𝑑𝑒𝑒𝑒𝑒𝑒𝑒 ) is also characterized as a

function of EGR valve opening. Least square error minimization methodology is used for
the offline calibration of these parameters with experimental data from various operating
conditions. It is important to mention that low-frequency pressure measurements are used

during this process. Thus, flow pulsations, flow reversal and other dynamic effects
caused by the temporal inertia of the flow are not properly captured. Additionally, these
models are initially developed for flow through an orifice, whereas in this study are used
to characterize flow through a butterfly valve. Consequently, specific flow characteristics
such as the conditions at ‘vena contracta’ of the orifice may differ for flow around the
butterfly valve. All these uncertainties are lumped into these tuning parameters aiming to
approximate the effects of the highly pulsating exhaust environment. Figure 6.1 presents
the calibrated profiles of these parameters as a function of EGR valve angle.
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Figure 6.1. Experimentally calibrated parameters for orifice flow equation to approximate the flow
through a butterfly valve in a highly pulsating exhaust environment

Exhaust pressure dynamics model
A second model describes the exhaust pressure dynamics considering the control
volume enclosed between the turbine-outlet, EGR-inlet and catalyst-inlet locations of the
engine layout (shown in Figure 4.1). It is based on the ideal gas law and mass flow
balance for this control volume. The state variable of this formulation is turbine-outlet
pressure and the outputs are both the state and EGR mass flow rate. Eq. (19) presents the
basis of this model:
̇
𝑃𝑃𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡
=
𝑜𝑜𝑜𝑜𝑜𝑜

𝑅𝑅 ∗ 𝑇𝑇𝑒𝑒𝑒𝑒ℎ 𝑎𝑎𝑎𝑎𝑎𝑎
𝑉𝑉𝑒𝑒𝑒𝑒ℎ

�𝑚𝑚̇𝑒𝑒𝑒𝑒𝑒𝑒 − 𝑚𝑚̇𝑐𝑐𝑐𝑐𝑐𝑐 − 𝑚𝑚̇𝐸𝐸𝐸𝐸𝐸𝐸 �

(19)

The exhaust volume (𝑉𝑉𝑒𝑒𝑒𝑒ℎ ) is the actual volume measured on the engine

dynamometer setup. The average exhaust temperature (𝑇𝑇𝑒𝑒𝑒𝑒ℎ 𝑎𝑎𝑎𝑎𝑎𝑎 ) is derived as the mean

between turbine-outlet and catalyst-inlet temperatures:
𝑇𝑇𝑒𝑒𝑒𝑒ℎ 𝑎𝑎𝑎𝑎𝑎𝑎 =

𝑇𝑇𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 𝑜𝑜𝑜𝑜𝑜𝑜 + 𝑇𝑇𝑐𝑐𝑐𝑐𝑐𝑐 𝑖𝑖𝑛𝑛
2

(20)
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Turbine-outlet temperature is an input to the algorithm and is known through
existing ECU models. Dynamic catalyst-inlet temperature estimation is performed with
the methodology proposed in Chapter Five. It uses the turbine-outlet temperature input
and handles the exhaust pipe as a lumped control volume to calculate heat transfer losses.
The dynamic behavior is captured by a calibrated low-pass filter in order to avoid
computationally intensive differential equations. The detailed layout of the model’s
equations is presented in the Exhaust temperature model section of Chapter Five.
𝑚𝑚̇𝑒𝑒𝑒𝑒𝑒𝑒 =

𝑃𝑃𝑖𝑖𝑖𝑖𝑖𝑖 𝑚𝑚𝑚𝑚𝑚𝑚
𝑉𝑉𝑑𝑑 ∗ 𝑅𝑅𝑅𝑅𝑅𝑅
𝜂𝜂𝑣𝑣𝑣𝑣𝑣𝑣
𝑅𝑅 ∗ 𝑇𝑇𝑖𝑖𝑖𝑖𝑖𝑖 𝑚𝑚𝑚𝑚𝑚𝑚
120

(21)

The engine mass flow rate is calculated by Eq. (21) with the speed-density

approach [42], where 𝑉𝑉𝑑𝑑 is the engine displacement. Intake manifold pressure and

temperature are derived from sensor measurements. The manifold volumetric efficiency
(𝜂𝜂𝑣𝑣𝑣𝑣𝑣𝑣 ) is defined from 1D simulation of a high-fidelity GT-Power model for this engine

using data from different engine speeds and throttle openings. Due to the large intercooler
installed in this engine, recirculated exhaust gases are cooled down to near-ambient
temperatures thus behaving similar to fresh air in terms of their effect in volumetric
efficiency. The simulation data are then characterized as a logarithmic function of intake
manifold pressure (in bar), shown in Eq. (22), and fed to the model.
𝜂𝜂𝑣𝑣𝑣𝑣𝑣𝑣 [%] = 0.164 ∗ ln�𝑃𝑃𝑖𝑖𝑖𝑖𝑖𝑖 𝑚𝑚𝑚𝑚𝑚𝑚 � + 0.775

(22)

Catalyst mass flow (𝑚𝑚̇𝑐𝑐𝑐𝑐𝑐𝑐 ) in Eq. (19) is a simplified version derived from the

detailed pressure model presented in the Exhaust pressure model section of Chapter Five.
This exhaust pressure model is a mean value approach which uses a constant (“ambient”)
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catalyst-outlet pressure to back-calculate turbine-outlet pressure by estimating the
pressure losses through the exhaust system based on the operating flow conditions. The
original model (Chapter Five) differentiates between the turbulent flow through the
exhaust pipe and the laminar flow through the catalytic converter. In the current study,
this model is re-arranged to provide the mass flow through the system. Aiming for
simplification of the feed-forward equation, physics-based catalyst mass flow estimation
uses only the laminar flow part of the pressure drop which is also the most significant.
The effect of the turbulent part is then approximated with an offline second-order
regression analysis equation as a function of mass flow, using data from the detailed
approach as reference values. Eq. (23) shows the catalyst mass flow estimation derived
from laminar flow calculations along with the regression analysis equation that delivers
the final catalyst flow:
𝑚𝑚̇𝑐𝑐𝑐𝑐𝑐𝑐 𝑙𝑙𝑙𝑙𝑙𝑙 = �𝑃𝑃𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 𝑜𝑜𝑜𝑜𝑜𝑜 − 𝑃𝑃𝑐𝑐𝑐𝑐𝑐𝑐 𝑜𝑜𝑜𝑜𝑜𝑜 �

𝑑𝑑ℎ2 𝑃𝑃𝑐𝑐𝑐𝑐𝑐𝑐 𝑜𝑜𝑜𝑜𝑜𝑜 𝐴𝐴𝑐𝑐𝑐𝑐 𝑁𝑁
28.5 𝐿𝐿 𝜇𝜇 𝑅𝑅 𝑇𝑇𝑒𝑒𝑒𝑒ℎ 𝑎𝑎𝑎𝑎𝑎𝑎

2
𝑚𝑚̇𝑐𝑐𝑐𝑐𝑐𝑐 = 𝐴𝐴 + 𝐵𝐵 ∗ 𝑚𝑚̇𝑐𝑐𝑐𝑐𝑐𝑐 𝑙𝑙𝑙𝑙𝑙𝑙 + 𝐶𝐶 ∗ 𝑚𝑚̇𝑐𝑐𝑐𝑐𝑐𝑐
,
𝑙𝑙𝑙𝑙𝑙𝑙

𝑤𝑤ℎ𝑒𝑒𝑒𝑒𝑒𝑒 𝐴𝐴 = 0.002, 𝐵𝐵 = 0.7897, 𝐶𝐶 = −1.95591

(23)

Catalyst-outlet pressure is considered constant and equal to the dynamometer

“ambient” conditions. 𝑅𝑅 is the gas constant, and the rest of the dimensional variables

refer to the catalytic converter with 𝑑𝑑ℎ being the hydraulic diameter of a single catalyst

channel, 𝐴𝐴𝑐𝑐𝑐𝑐 its cross-sectional area, 𝑁𝑁 the number of catalyst channels, 𝐿𝐿 its total length

and 𝜇𝜇 the dynamic viscosity. The output of this equation is then coupled with the secondorder fitted equation to approximate the detailed estimation of the original model.
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Finally, EGR mass flow in Eq. (19) is approximated with a steady orifice flow
equation, unlike the dynamic one presented earlier in this article. For this model, aiming
to minimize the number of total inputs, compressor-inlet pressure is assumed to be
constant. Thus, it is set to a value slightly lower than dynamometer “ambient” conditions
to account for the pressure drop through the air filter. Eq. (24) presents the subsonic
orifice flow model, valid when 𝑃𝑃𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 𝑖𝑖𝑖𝑖 = 𝑃𝑃𝐸𝐸𝐸𝐸𝐸𝐸 𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣
such LP-cEGR applications.

𝑚𝑚̇𝐸𝐸𝐸𝐸𝐸𝐸 = 𝐴𝐴𝑒𝑒𝑒𝑒𝑒𝑒

𝑃𝑃𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 𝑜𝑜𝑜𝑜𝑜𝑜

𝑃𝑃𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 𝑖𝑖𝑖𝑖

1/𝛾𝛾

�
�
�𝑅𝑅 𝑇𝑇𝐸𝐸𝐸𝐸𝐸𝐸 𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣 𝑃𝑃𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 𝑜𝑜𝑜𝑜𝑜𝑜

�

𝑜𝑜𝑜𝑜𝑜𝑜

≥ 𝑃𝑃𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 , which is the case for
𝑃𝑃𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 𝑖𝑖𝑖𝑖

𝛾𝛾−1
𝛾𝛾

2𝛾𝛾
�1 − �
�
𝛾𝛾 − 1
𝑃𝑃𝑡𝑡𝑡𝑡𝑡𝑡𝑏𝑏𝑜𝑜𝑜𝑜𝑜𝑜

�

(24)

In this equation, EGR valve temperature refers to the volume between the EGR
cooler and the EGR valve. Due to the efficiency of the EGR cooler installed in the
engine, this temperature only slightly changes during transient operation and thus it is
assumed to remain constant and equal to 400K. The effective area of the valve is defined
as: 𝐴𝐴𝑒𝑒𝑒𝑒𝑒𝑒 = 𝐴𝐴𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 ∗ 𝐶𝐶𝐷𝐷 . The actual area is determined from a 3D model of the valve and
is a function of EGR valve angle. The discharge coefficient is also a function of EGR

valve opening and is calibrated offline for this model using experimental data. With this
feed-forward model formulation, the input vector of the algorithm is:
𝑢𝑢 = �𝑚𝑚̇𝑒𝑒𝑒𝑒𝑒𝑒 , 𝐴𝐴𝑒𝑒𝑒𝑒𝑒𝑒 , 𝑇𝑇𝑒𝑒𝑒𝑒ℎ 𝑎𝑎𝑎𝑎𝑎𝑎 �, while these three parameters are calculated ‘outside’ of the

main adaptation model using their own inputs, as discussed above.
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Adaptation algorithm
The adaptation methodology is based on designing a non-linear observer around
an augmented EGR mass flow model. The augmentation is performed in order to
introduce the correction parameters required for adaptation. Since two different feedforward EGR estimation models are evaluated and coupled with this algorithm, a generic
form of the state equations is used for the discussion in this section:
𝑥𝑥̇ = 𝐴𝐴𝐴𝐴 + 𝐵𝐵𝐵𝐵

𝑦𝑦 = 𝐶𝐶𝐶𝐶 + 𝐷𝐷𝐷𝐷 ,

(25)

where x is the state , u the input and y the output vector of the model.
The state vector of the model is augmented with the correction parameter vector
(𝜃𝜃) which is designed to capture the slow dynamics of the model error, attributed mainly
to system aging [50]. These parameters form the online adaptation map. The operatingpoint-dependent errors of the model (fast dynamics) are then captured with a
parameterized function (𝑞𝑞), which is introduced in the output equation of EGR mass flow
rate and represents the actual bias. Using this model structure, tracking of short-term and
long-term correction of the model is performed simultaneously. As a result, the correction
elements of the model are:
𝜃𝜃̇ = 0

𝑦𝑦 = 𝑚𝑚̇𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 = [1 + 𝑞𝑞] ∗ 𝑚𝑚̇𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝

(26)

The first part of Eq. (26) relating to 𝜃𝜃 is introduced in the state equation. The

second part is the final output equation for EGR mass flow estimation which uses the
feed-forward prediction of the mass flow models along with the calculated parameterized
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function for short-term adaptation. Thus, the augmented state vector becomes: 𝑥𝑥𝑎𝑎𝑎𝑎𝑎𝑎 =

[𝑥𝑥, 𝜃𝜃], and the parameterized function is a bilinear interpolation between the correction
parameters. The sources of the model errors define the interpolation variables of this

adaptation map. In the case of EGR flow estimation, a two-dimensional adaptation map is
selected with the interpolation variables being the predicted EGR mass flow rate and the
engine speed (RPM). This 2D correction aims to differentiate the adaptation based on the
exhaust conditions encountered in different operating points. EGR mass flow is a
representation of the EGR valve opening which affects the amplitude of the exhaust
pressure pulsations, whereas the engine speed provides an indication of the main
frequency of these pulsations (Figure 1.5).
The correction vector, shown in Eq. (27), consists of several parameters with a
total dimension of [𝑛𝑛 ∗ 𝑚𝑚]. The size of this map is based on the chosen discretization for

engine speed [𝑚𝑚] and EGR mass flow rate [𝑛𝑛]. Each correction parameter corresponds to
a different set of these variables. Better adaptation performance is achieved as the size of
the correction vector is increased, since smaller discretization bins allow for a more
accurate correction in changing operating conditions. However, since the correction
parameters become states of the augmented model, high numbers of these parameters
result in large linearized matrices and lengthy calculations, which hamper the real-time
capability of the algorithm.
𝑅𝑅𝑅𝑅𝑀𝑀1

𝜃𝜃 = [𝜃𝜃𝑚𝑚̇1

𝑅𝑅𝑅𝑅𝑀𝑀1

… 𝜃𝜃𝑚𝑚̇𝑛𝑛

𝑅𝑅𝑅𝑅𝑀𝑀2

, 𝜃𝜃𝑚𝑚̇1

𝑅𝑅𝑅𝑅𝑀𝑀2

… 𝜃𝜃𝑚𝑚̇𝑛𝑛

𝑅𝑅𝑅𝑅𝑀𝑀𝑚𝑚

, … , 𝜃𝜃𝑚𝑚̇1

𝑅𝑅𝑅𝑅𝑀𝑀𝑚𝑚

… 𝜃𝜃𝑚𝑚̇𝑛𝑛

]

(27)

The evaluation of this methodology is performed using a correction vector which

comprises of 15 correction parameters. A narrow range of engine operation between 1500
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RPM and 2500 RPM is considered during the implementation of these algorithms in
order to show proof of concept. Thus, three engine speed grid-points are chosen (1500
RPM, 2000 RPM and 2500 RPM). For each engine speed, there are five parameters
corresponding to EGR mass flow rates from 0.001 to 0.007 kg/sec
𝑅𝑅𝑅𝑅𝑅𝑅
𝑅𝑅𝑅𝑅𝑅𝑅
𝑅𝑅𝑅𝑅𝑅𝑅
𝑅𝑅𝑅𝑅𝑅𝑅
𝑅𝑅𝑅𝑅𝑅𝑅
[𝜃𝜃0.001
, 𝜃𝜃0.0025
, 𝜃𝜃0.004
, 𝜃𝜃0.0055
, 𝜃𝜃0.007
]. This range of mass flows represents typical EGR

flow rates experienced in mid-load operation of the four-cylinder engine. The same

vector size is used throughout the experimental evaluation for both estimation models. If
ECU memory size and online calculation capacity permits higher discretization of the
correction vector (thus more augmented model states), then the adaptation performance
will improve further.
The parameterized function (𝑞𝑞) represents a two-dimensional interpolation of the
adaptation map as a function of EGR mass flow rate and engine speed. Based on the
current conditions, the algorithm interpolates among the appropriate correction
parameters which correspond to the neighboring grid-points for each map dimension. Eq.
(28) is a simplified representation of the parameterized function showing a linear
interpolation based on the predicted EGR mass flow rate when the current engine speed
(RPM) corresponds exactly to one of the engine speed grid-points of the discretization:
𝑅𝑅𝑅𝑅𝑀𝑀
𝜃𝜃𝑖𝑖+1
− 𝜃𝜃𝑖𝑖𝑅𝑅𝑅𝑅𝑅𝑅
𝑞𝑞�𝑚𝑚̇𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 , 𝑅𝑅𝑅𝑅𝑅𝑅, 𝜃𝜃� =
�𝑚𝑚̇𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 − 𝑚𝑚̇𝑖𝑖 � + 𝜃𝜃𝑖𝑖𝑅𝑅𝑅𝑅𝑅𝑅
𝑚𝑚̇𝑖𝑖+1 − 𝑚𝑚̇𝑖𝑖

(28)

Using this model layout as the base, any suitable non-linear observer design

methodology can be chosen for the estimation of the states and the unknown parameters.
In this case, an Extended Kalman Filter (EKF) is selected to perform joint state and
parameter estimation [70]. EKF is a widely used technique [50,51], and is the optimum
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observer for non-linear systems with measurements that are characterized by Gaussian
white noise. In the models examined in this research, the two feedback measurements
required are the intake oxygen sensor (for both models) and the exhaust pressure sensor
(for the pressure dynamics model). In order to investigate the characteristics of the sensor
noise, the power spectral density and the probability density function are investigated.
The sensor noise is defined as the difference between the actual raw measurement and the
average value of this measurement over a steady-state experimental dataset. The power
spectral densities of the sensors’ noise are shown in Figure 6.2. Both densities are nearconstant and the signals have almost equal intensity at different frequencies.
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Figure 6.2. Power spectral density analysis for intake oxygen sensor and exhaust pressure sensor
showing white noise characteristics

Characterization of Gaussian white noise also requires a normal distribution of the
error with zero mean. Figure 6.3 presents the normalized probability distribution for the
intake oxygen sensor noise derived from steady-state conditions at 2500 RPM. The noise
has a near-perfect Gaussian distribution (black points represent the ideal normal
distribution with zero mean) and thus can be concluded that the sensor exhibits white
noise.
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Figure 6.3. Probability distribution for intake oxygen sensor noise showing near-perfect Gaussian
distribution

The same analysis is performed for the exhaust pressure sensor. The exhaust
pressure shows slightly wider distribution than the Gaussian. For that reason, different
engine speeds are studied in an effort to identify whether the measurement frequency of
the sensor captures the frequency of the pressure pulsations caused by the exhaust events
of the four-cylinder engine. Figure 6.4 summarizes the normalized probability
distribution for steady-state operation at four engine speeds. Results show that despite
some excursions from the normal distribution, the noise of the sensor approximates the
Gaussian distribution with mean error slightly higher than zero. Thus, it is assumed that
the exhaust pressure sensor also exhibits near-white noise behavior.
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Figure 6.4. Probability distribution for exhaust pressure sensor noise at four engine speeds showing
approximation of the Gaussian distribution

It is important to mention that the intake oxygen sensor signal that feeds the EKF
is associated with transport delays from the EGR valve to the compressor-outlet location
of the sensor. Aiming to reduce system complexity, transport delay is not introduced in
the model equations, since this would require one more state variable and one more state
equation. Instead, in order to align the inputs of the feed-forward estimation models with
the sensor feedback, data from several consecutive time-steps are saved in buffer/memory
and the adaptation is applied to the appropriate input dataset based on the current
transport delay estimation (Chapter Five).
As far as the EKF algorithm is concerned, it is designed to linearize the system
model at every time-step in order to calculate the optimal Kalman gain. In the current
study, in an effort to reduce real-time computational effort, linearization of the discretized
augmented model is conducted offline for different operating points and stored in
memory. For the offline linearization process, different operating conditions are defined
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by choosing a set of grid-points for each input variable of the feed-forward estimation
model so that the entire engine operating regime is covered. The equilibrium point of the
state variable is then determined for each of these operating conditions. Using these sets
of input grid-points along with the corresponding equilibrium point of the state variable,
the model linearization is performed and the linearized tables are saved in memory. Thus,
in real-time operation, based on the current values for each model input, the linearized
matrices for the discretized model (𝐴𝐴𝑑𝑑 , 𝐵𝐵𝑑𝑑 , 𝐶𝐶𝑑𝑑 , 𝐷𝐷𝑑𝑑 ) are determined through linear

interpolation between the corresponding grid-points of each input variable.

The governing equations for the “Predict” and the “Update” step of the EKF are
summarized in Eq. (29) in discrete-time form.
𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 𝑡𝑡ℎ𝑒𝑒 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 𝑎𝑎ℎ𝑒𝑒𝑒𝑒𝑒𝑒:
̇
𝑥𝑥𝑝𝑝𝑝𝑝 𝑡𝑡 = 𝑥𝑥0 + 𝛿𝛿𝑥𝑥 ∗ 𝛥𝛥𝑡𝑡 = 𝑥𝑥0 + [𝐴𝐴(𝑥𝑥𝑡𝑡−1 − 𝑥𝑥𝑜𝑜 ) + 𝐵𝐵(𝑢𝑢𝑡𝑡−1 − 𝑢𝑢0 )] 𝛥𝛥𝑡𝑡
𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 𝑡𝑡ℎ𝑒𝑒 𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 𝑎𝑎ℎ𝑒𝑒𝑒𝑒𝑒𝑒:
𝑃𝑃𝑝𝑝𝑟𝑟𝑡𝑡 = 𝐴𝐴𝑡𝑡 𝑃𝑃𝑢𝑢𝑢𝑢 𝑡𝑡−1 𝐴𝐴𝑇𝑇𝑡𝑡 + 𝑄𝑄
𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶 𝑡𝑡ℎ𝑒𝑒 𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾 𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔:
−1

𝐾𝐾𝑡𝑡 = 𝑃𝑃𝑝𝑝𝑟𝑟𝑡𝑡 𝐶𝐶𝑡𝑡𝑇𝑇 �𝐶𝐶𝑡𝑡 𝑃𝑃𝑝𝑝𝑝𝑝 𝑡𝑡 𝐶𝐶𝑡𝑡𝑇𝑇 + 𝑅𝑅�
𝑈𝑈𝑈𝑈𝑈𝑈𝑈𝑈𝑈𝑈𝑈𝑈 𝑡𝑡ℎ𝑒𝑒 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 𝑤𝑤𝑤𝑤𝑤𝑤ℎ 𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 𝑧𝑧:
𝑥𝑥𝑢𝑢𝑢𝑢 𝑡𝑡 = 𝑥𝑥𝑝𝑝𝑝𝑝 𝑡𝑡 + 𝐾𝐾𝑡𝑡 (𝑧𝑧𝑡𝑡 − 𝑦𝑦𝑡𝑡 )
𝑈𝑈𝑈𝑈𝑈𝑈𝑈𝑈𝑈𝑈𝑈𝑈 𝑡𝑡ℎ𝑒𝑒 𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑎𝑎𝑛𝑛𝑛𝑛𝑛𝑛:
𝑃𝑃𝑢𝑢𝑢𝑢 𝑡𝑡 = 𝑃𝑃𝑝𝑝𝑝𝑝 𝑡𝑡 − 𝐾𝐾𝑡𝑡 𝐶𝐶𝑡𝑡 𝑃𝑃𝑝𝑝𝑝𝑝 𝑡𝑡 ,

(29)

Here, 𝛥𝛥𝑡𝑡 is the time-step, 𝐾𝐾 is the Kalman gain, 𝑄𝑄 is the system noise covariance,

𝑅𝑅 is the measurement noise covariance, and 𝑃𝑃𝑢𝑢𝑢𝑢 and 𝑃𝑃𝑝𝑝𝑝𝑝 are the estimation error

covariance in the update and the prediction step, respectively. The diagonal 𝑄𝑄 and 𝑅𝑅

matrices are crucial for the performance of the algorithm. The tuning of the diagonal
elements of these matrices is performed both offline and online in the dynamometer using
experimental data. The measurement noise covariance is determined by observations of

156

the variance of the sensor noise. The determination of the system noise covariance is
generally more difficult. The first diagonal element of the 𝑄𝑄 matrix, which refers to the

main state variable of the estimation model, needs to be related to the measurement noise.
This relationship between the measurement (𝑅𝑅) and system (𝑄𝑄) noise for the state
variable defines the balance of the algorithm between the sensor feedback and the model
prediction. In this study, the model’s estimation is associated with significant bias thus
the sensor is considered to be more reliable. As a result, the system noise is always higher
than the measurement noise.
The 𝑄𝑄 diagonal elements that correspond to the augmented model states for the

correction parameters characterize the aggressiveness of the adaptation. Since the model
defines this vector as 𝜃𝜃̇ = 0, smaller 𝑄𝑄𝑡𝑡ℎ𝑒𝑒𝑒𝑒𝑒𝑒 noise values result in slower adaptation over

time, whereas larger values give faster correction and more unstable parameters. Since
these corrections characterize the slow variations due to system aging, tuning should
result in these parameters to converge over time (see Figure 6.6).

Additionally, the initial error covariance matrix (𝑃𝑃0 ), which initializes 𝑃𝑃𝑝𝑝𝑝𝑝 , is an

important tuning parameter that determines the aggressiveness of the adaptation regime
and the stability-over-time of these parameters. Higher 𝑃𝑃0 values, especially the ones
referring to the correction parameters, result in more aggressive adaptation and

potentially unstable parameters. A balance needs to be determined through fine tuning in
order to ensure proper operating-point-dependent estimation along with stable correction
parameters which are not affected by the fast dynamics of the system. Once tuning is
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performed for each of the two models, the values for these EKF matrix elements remain
unchanged over the experimental evaluation.
As far as observability of the system is concerned, the main state variables for
both models (EGR mass flow and exhaust pressure, respectively) have feedback
measurements, thus are observable. The observability of the augmented system is then
ensured by introducing the parameterized function (𝑞𝑞) in the output equation, as
described in [50]. With this model layout, the conditions for observability are fulfilled
even without having a measured interpolation variable for the adaptation map. Research
in [50] has proven observability for a 1D linear interpolation map. The current study
extends this approach to show that the same observability criteria hold for bilinear
interpolation with a 2D adaptation map. Finally, the discretization of the continuous-time
model in Eq. (25) and (26) is performed with a small time-step to ensure that
observability does not depend on the discretization method [58].
However, handling of the observability for the augmented state variables requires
special attention. Since each correction parameter is associated with a specific region
inside the operating regime of the engine, only a few correction parameters are being
used and updated at each time-step. In this way, the covariance matrix coefficients
corresponding to the rest of the parameters will increase linearly over time [50]. This
could potentially cause numerical problems affecting the stability and observability of the
algorithm. A direct way to handle the growth of estimation error covariance without
introducing an extra tuning parameter is proposed in [50] and is used in the current study
as well. An upper limit for the estimation error covariance elements corresponding to the
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locally unobservable parameter states is set. This limitation is equal to the initial error
covariance matrix (𝑃𝑃0 ). Since each correction parameter state is assigned to a specific

operating condition independently of the rest, the off-diagonal elements of 𝑃𝑃 do not affect

the error covariance for each parameter state. Consequently, the upper limit is reinforced
element-wise for the diagonal coefficients of 𝑃𝑃 that tend to exceed 𝑃𝑃0 when the

corresponding parameter states become locally unobservable.

Summarizing the two estimation models coupled with the adaptation algorithm,
Table 6.1 presents an overview of the characteristics for each one.
Table 6.1. Summary of the characteristics for each estimation model coupled with the adaptation
algorithm

Orifice flow model

Input variables

Valve angle
Pressure differential
Engine speed

State variables

EGR mass flow

Output variables

EGR mass flow

Required sensors

Press. differential sensor
(input)
Intake oxygen sensor
(feedback)

Parameters requiring
1D: 𝐶𝐶𝐷𝐷 , 𝐾𝐾𝑁𝑁 , 𝐶𝐶𝐶𝐶 , 𝐿𝐿𝑒𝑒 , 𝑑𝑑𝑒𝑒𝑒𝑒𝑒𝑒
calibration

Exhaust pressure dynamics
model
Engine mass flow
Effective valve area
Average exhaust temperature
Engine speed (pseudo-input)
Turbine-outlet pressure
Turbine-outlet pressure
EGR mass flow
Exhaust press. sensor
(feedback)
Intake oxygen sensor
(feedback)
1D: 𝜂𝜂𝑣𝑣𝑣𝑣𝑣𝑣 , 𝐶𝐶𝐷𝐷
Single value: 𝐴𝐴, 𝐵𝐵, 𝐶𝐶

Regarding the exhaust pressure dynamics model, the engine speed (RPM) is a

pseudo-input to the coupled algorithm since it is not required for the main feed-forward
estimation, but is used in the adaptation technique as an interpolation variable for the 2D
adaptation map generated by the correction parameters. Since the outputs of the model
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are both the state variable (turbine-outlet pressure) and EGR mass flow rate, feedback
measurements from a turbine-outlet pressure sensor and an intake oxygen sensor are used
for the calculation of Kalman gain. If the exhaust pressure measurement is not available,
the model can also estimate EGR mass flow without feedback measurement for the state
variable. The model is successfully tested in this form as well. In this case, the model’s
output vector is re-arranged and includes only EGR mass flow rate. The results in the
following section assume that both measurements are available.
Experimental evaluation of the adaptation algorithm
The adaptation algorithm coupled with the feed-forward estimation models is run
at 1 msec time-step. The transient testing is performed in the aforementioned engine
speed range (1500-2500 RPM) which is the most common during a drive cycle. The
experiments consist of repetitions of the same EGR valve step profiles at constant engine
speed, or complete transient profiles where engine speed, load and EGR valve opening
change in a random sequence. The testing is performed for both estimation models.
This evaluation is conducted under stoichiometric combustion (λ=1). The reason for that
is the sensitivity of the intake oxygen sensor to HCs. As explained in Chapter Five, rich
combustion results in unburnt HCs recirculating to the intake through the EGR loop.
These species react and oxidize in the vicinity of the heated sensor element. This
oxidation results in consumption of oxygen, which misleads the sensor to false
measurements of the actual oxygen concentration and thus EGR calculation. Appropriate
HC correction tables or physics-based modeling are required in order to extend the
trustworthiness of the sensor when intake HCs pass through the measuring element.
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Using the orifice flow model
Figure 6.5 shows the feed-forward uncorrected estimation when the orifice flow
model is used, along with the final corrected output of the adaptation algorithm for
several repetitions of the same profile of EGR valve steps at constant engine speed (2300
RPM). Each profile repetition lasts about 8 minutes of real-time engine testing and only a
small part is shown in this plot. The black line represents the intake oxygen sensor
feedback and the red line is the uncorrected estimation. The correction parameters are
initially zero and the training starts with the first repetition of this profile which is shown
with the blue line in the plot. The green line is the corrected model output during the
fourth repetition of the same EGR valve profile, when correction vector is already pretrained.
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Figure 6.5. Adaptation of the orifice flow model during EGR valve steps at 2300 RPM; for each
repetition of the same profile the corrected model output approaches the sensor measurement

Figure 6.6 presents the progression of each correction parameter. Since the testing
is performed at 2300 RPM, only the parameters corresponding to 2000 RPM and 2500
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RPM are being updated, whereas the five parameters that refer to 1500 RPM remain
unchanged and equal to zero. As can be seen from the graph, the parameters tend to
converge to their final values and the operating-point-dependent oscillations during the
initial training period tend to reduce over time. This characteristic shows that long-term
behavior is indeed being captured through these parameters. The poor initial calibration,
despite the high magnitude of error, is being successfully corrected.
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Figure 6.6. Correction parameters (theta) converging over time; only the thetas referring to 2000
RPM and 2500 RPM are being adapted (since the engine speed of the test is 2300 RPM), with the
1500 RPM thetas remaining zero

The parameterized function q captures the fast dynamics. This function represents
the bilinear interpolation of the 2D adaptation map (function of engine speed and EGR
mass flow rate) and is presented in Figure 6.7 for the same experimental dataset. The fast
dynamics of the estimation bias are being captured and the correction tends to converge
over time to the same profile as the correction parameters converge after the initial
training period. This behavior is expected since the system is not supposed to be affected
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by aging or other slow-frequency drift during a 30-minute test, thus the final correction of
the estimation bias should remain the same once the training is performed.
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Figure 6.7. Parameterized function (q) capturing the fast dynamics of the estimation error during
repetitions of the same transient profile; the function converges over time as the correction
parameters reach their final values

The effect of this methodology on improving EGR dilution estimation is shown in
Figure 6.8 for the same experimental dataset. The black line in this plot corresponds to
the ideal prediction. Estimation errors as large as 4.5% of absolute dilution are reduced to
less than 1.9% of EGR dilution through this algorithm once the correction map is
adapted. The average uncorrected absolute EGR dilution error for this dataset is 1.9% and
the application of the adaptation algorithm reduces the average error to 0.4% EGR. The
initial uncorrected estimation errors are due to both poor calibration and the dynamic
operating-point-dependent challenges explained in the introductory section. Such an
adaptation approach, apart from the real-time correction that captures short-term and
long-term drifts, is also valuable as a calibration tool to create an offline map that would
significantly reduce calibration efforts.
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Figure 6.8. Comparison between corrected and uncorrected estimation output for EGR dilution;
when the correction parameters are trained the average estimation error is reduced to 0.4% EGR

Under these considerations, Figure 6.9 includes a small part of the same
experimental dataset and presents the comparison between feed-forward uncorrected
estimation and feed-forward corrected estimation (without feedback) with the adaptation
regime being inactive. In other words, the adaptation map is pre-trained and the final
values for each parameter are used as an offline map to correct the estimation of the
model. Thus, the correction parameters remain unchanged throughout the test. This
comparison shows the effectiveness of this approach in reducing calibration efforts and
improving feed-forward estimation without the use of an online feedback measurement.
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Figure 6.9. The adaptation regime is inactive and the pre-trained correction map is used for feedforward estimation without any feedback; the significant improvement of the uncorrected prediction
shows the effectiveness of this technique to reduce calibration efforts

Another experimental testing for the adaptation algorithm coupled with the orifice
flow model is presented in Figure 6.10. This testing consists of a fully transient profile
which lasts about two minutes in real-time engine operation (shown in the upper plot)
where engine speed and EGR valve angle are changing simultaneously. The starting and
final operating point of this profile is the same. In order to evaluate the learning
capability of the algorithm, this profile is repeated eight times with correction parameters
being untrained (equal to zero) in the beginning of the experiment. Measured and
predicted EGR mass flow rates are reported in the lower plot.
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Figure 6.10. Simultaneous random changes of engine speed and EGR valve angle with same initial
and final operating point; after eight repetitions of the same profile the corrected prediction
gradually approaches the sensor measurement

The adaptation algorithm gradually corrects the feed-forward estimation of the
orifice flow model. After eight repetitions of the same transient routine, the corrected
model output (green line) almost matches the sensor measurement. With the exception of
the conditions occurring at the 70sec-mark of the profile, the final model output
eliminates the estimation bias and follows the dynamics of the actual measurement. The
model’s failure to adapt at the 70-sec mark is due to the fact that intake oxygen sensor
measurement changed due to the transient conditions but the feed-forward uncorrected
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model failed to capture this dynamic change and remained almost unchanged. As a result,
the trained correction parameters at this specific engine speed and mass flow rate,
experience a significantly different feedback measurement before and after this specific
transient condition.
Overall, the application of EKF reduces the noise of the oxygen sensor which is
evident throughout the experimental testing. It is also important to mention that the
adaptation algorithm’s correction for a random operating point is not affected by the fully
transient conditions occurring during the test. In other words, the reason behind keeping
the same operating point before and after the transient portion (beginning and end of the
dataset) is to assess whether the corresponding correction is affected by the rest of the
operating conditions. The corrected model output returns to the trained behavior relating
to this operating point without being affected by the intermediate testing. However, for
all these tests of the orifice flow model the pressure differential sensor input is filtered
since the high noise of the signal (Figure 1.4) significantly affects the model’s output.
Using the exhaust pressure dynamics model
Concerning the second feed-forward estimation methodology, the exhaust
pressure dynamics model, similar real-time experimental testing routines are performed.
The model’s output vector includes both exhaust pressure and EGR mass flow rate;
however, through appropriate EKF parameter tuning, emphasis is given to the latter
variable under the scope of EGR estimation. The reported results include only
comparisons between predicted and measured EGR mass flow rate and the respective
generation of the adaptation map. Another important difference is that pressure
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differential through is no longer an input to the model, as described above, thus exhaust
pressure measurement noise is not a limiting factor since it is handled by the EKF. For
that reason, in contrast with the previous model, raw unfiltered measurement is used.
Figure 6.11 presents an online experimental evaluation of the exhaust pressure
dynamics model coupled with the adaptation technique. The test consists of several
repetitions of the same EGR valve steps profile at different engine speeds. The adaptation
algorithm is initiated at the beginning of the experiment (𝜃𝜃𝑖𝑖 = 0 𝑎𝑎𝑎𝑎 𝑡𝑡 = 0). The plot

shows the first part of the test where engine speed is changing from 2250 RPM to 2500
RPM and then to 2000 RPM while EGR valve is following the pre-defined profile. The
corrected model output approaches the sensor measurement at each consecutive profile
repetition while the algorithm trains the adaptation map for each engine speed and EGR
mass flow grid-point. Additionally, the final output of the EKF-based algorithm
significantly reduces the noise of both the intake oxygen sensor and exhaust pressure
sensor measurements to provide a more robust EGR dilution calculation.
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Figure 6.11. Adaptation of the exhaust pressure dynamics model for EGR valve steps at different
engine speeds; after several repetitions of the same profile the model adapts and approaches the
sensor measurement; changing engine speeds do not affect the model’s correction
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These three engine speeds shown in Figure 6.11 are chosen in order to assess the
algorithm’s capability to provide adequate adaptation when interpolation between the
engine speed grid-points of the adaptation map is required. As a reminder, the
interpolation grid-points for engine speed between the correction parameters of the map
are selected to be 1500, 2000 and 2500 RPM. It can be seen that despite the bilinear
interpolation, the algorithm is capable of providing operating-point-specific adaptation
throughout the tested operating regime of the engine. Under these considerations, Figure
6.12 shows the temporal evolution of each correction parameter for the same real-time
experimental testing. In this plot, the last part of the test (1750 RPM) is also shown to
present the engagement of the rest of the parameters corresponding to 1500 RPM which
are not active when the engine speed remains higher than 2000RPM.
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Figure 6.12. Evolution of correction parameters (theta) and tendency to converge after several
minutes of operation; based on the engine speed (reported on the top of the plot) different theta
parameters are activated at each time-step (the parameters relating to 1500 RPM are only activated
during the last section of the test where engine speed is 1750 RPM)
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The evolution of the parameterized function (𝑞𝑞), which represents the bilinear
interpolation between the correction parameters that form the adaptation map, is
presented in Figure 6.13 for the same test. This function handles the short-term
corrections which depend on the operating-point-related bias. As the parameters converge
to their final value for each engine speed, the parameterized function reaches its final
form for the respective operating condition.
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Figure 6.13. Evolution of parameterized function (q) capturing the fast dynamics of the error;
function tends to converge as the correction parameters converge in each engine speed during
repetitions of the same EGR valve profile

Another experimental dataset presenting a fully transient evaluation of the
adaptation algorithm coupled with the exhaust pressure dynamics model is shown in
Figure 6.14. The engine speed, load (through the main throttle of the engine) and EGR
valve angle are subject to a random sequence of commands, as shown in the upper plot.
The same profile is repeated four times to evaluate the ability of the algorithm to adapt
over time in fully transient conditions.
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Figure 6.14. Fully transient test through engine speed, load and EGR valve simultaneous actuations;
corrected model output (with trained adaptation map) is compared to uncorrected estimation and
intake oxygen sensor measurement

The final model output, after being trained for three repetitions of the same 13minute transient experiment, is shown in the lower plot (green line) during the fourth
repetition of the profile. The trained model follows closely the sensor measurement, and
the estimation bias of the feed-forward model (red line) has been corrected. In addition to
that, the model significantly reduces the noise of the feedback signal and provides a more
robust output for EGR calculation. However, near the 300-sec mark of the experiment
where two throttle tip-outs occur, the algorithm fails to provide adequate adaptation.
During a significant load change, the correction parameters trained based on engine speed
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and EGR mass flow cannot fully capture the dynamics at a different load level. This is
due to the fact that load, along with EGR valve opening, affects the amplitude of the
exhaust pressure pulsations that cause these feed-forward estimation challenges.
Figure 6.15 shows the EGR estimation error. Predicted EGR dilution (%) for each
point of the fully transient profile is plotted against the measured EGR (%) derived from
sensor measurements. The red circles represent the uncorrected feed-forward prediction
and the green circles represent the corrected model output once the adaptation map is
trained. The prediction error is significantly reduced through the entire range of EGR
levels and the final prediction, with the exception of some outliers, is within 2% of
absolute dilution from the actual measurement (black line represents the ideal prediction).
It should be noted that the adaptation map is trained through three repetitions of the
transient profile. A longer training period would provide better prediction. The part of the
experiment related to load changes is shown in the 17%-measured-EGR region where the
corrected prediction error is close to 4%. For this dataset, the average uncorrected
absolute EGR prediction error is 2.8%, whereas the average corrected error is 0.7% EGR.
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Figure 6.15. Comparison between corrected and uncorrected estimation output for EGR dilution;
when the correction parameters are trained the average estimation error is reduced by a factor of 4

During the experimental evaluation, small load changes are successfully
addressed by the 2D adaptation map. However, for larger load changes, correction
parameters tend to change drastically in an effort to capture the dynamics of the new
operating condition. This should not occur since this correction addresses the long-term
adaptation of the system and should only change in a slower rate. As a result, for a more
complete solution that addresses all the factors affecting the exhaust pressure dynamics, a
third dimension would be required in the adaptation map. This third dimension would
have the engine load as the interpolation variable in order to provide an even more robust
solution. Such an approach is left as a next step of the current study.
Comparison of the estimation models
Finally, the two models are compared under the same experimental data set.
Several repetitions of EGR valve profiles are performed in different engine speeds and
Figure 6.16 presents a small portion of this dataset (which refers to 1750 RPM) after

173

several minutes of operation, where the upper plot refers to the orifice flow model and the
lower plot to the exhaust pressure dynamics model. The results show the sensor
measurement (black line), the uncorrected model estimation (red) and the corrected
model output for lightly trained adaptation map (first repetition of the profile) and highly
trained map (third repletion of the profile).
The exhaust pressure dynamics model provides superior correction performance
with lower output noise when compared to the orifice flow model. It is important to
mention that the orifice model uses filtered pressure signal as input, whereas the feedback
pressure signal for the exhaust pressure dynamics model is unfiltered. In other words,
EKF in the second model is able to handle and reduce the noise of the sensors and
provides a very ‘clean’ output which is valuable for real-time EGR estimation purposes.
Additionally, the uncorrected feed-forward estimation of the exhaust pressure model is
more reactive to changing operating conditions making the adaptation easier. On the
other hand, the orifice flow model is very insensitive to EGR valve openings higher than
40 deg, thus hampering the efforts of the adaptation algorithm to differentiate between
operating points and identify the proper correction based on feedback measurements.
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Figure 6.16. Comparison of the two estimation models under the same experimental dataset; the
exhaust pressure dynamics model (lower plot) provides superior estimation with significantly lower
model noise than the orifice flow model (upper plot)

Figure 6.17 summarizes the results and presents the corrected (green) and
uncorrected (red) EGR estimation error for both models using the same experimental
testing as above. The upper plot refers to the orifice flow model and the lower to the
exhaust pressure dynamics model. The latter estimation model shows significantly better
EGR estimation performance through the entire range covered in this test. The orifice
flow model suffers from increased estimation errors at lower EGR dilution rates. The
average uncorrected EGR estimation (absolute) error for the orifice flow equation is 4.3%

175

and after the adaptation and correction is reduced to 1%. On the other hand, for the same
dataset, the average uncorrected EGR estimation error for the exhaust pressure dynamics
model is 2.9% and is reduced to 0.5% after the correction using the adapted map. Thus,
adaptation improves the EGR estimation accuracy by more than four times, while the
second model shows significantly better performance overall.

Figure 6.17. EGR prediction error for corrected and uncorrected estimation of the orifice flow model
(upper plot) and exhaust pressure dynamics model (lower plot) for the same experiment showing the
superior performance of the latter model

Summary
An adaptation algorithm coupled to a feed-forward EGR estimation model is
developed in order to provide short-term and long-term corrections using the output of
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the intake oxygen sensor. The adaptation algorithm is based on an Extended Kalman
Filter applied to the augmented EGR estimation model. Augmentation is performed in
order to introduce correction parameters as new model states which form a 2D adaptation
map. The interpolation variables for the adaptation map are engine speed and EGR mass
flow rate. The correction parameters, once trained and converged, handle the long-term
correction related to system aging. Short-term correction, corresponding to operatingpoint-dependent estimation bias, is addressed through a parameterized function which
performs bilinear interpolation of the adaptation map and applies the final correction to
the output equation of the model.
The adaptation methodology is coupled with two different EGR estimation
models and the performance is assessed during various transient experiments during realtime dynamometer testing. An orifice flow model and an exhaust pressure dynamics
model are developed for feed-forward EGR estimation. The adaptation algorithm
successfully corrects the estimation bias of the feed-forward models, and the onlinetrained adaptation map is able to provide long-term correction to capture uncertainties
related to system aging. An increased number of correction parameters, or a third
dimension to the adaptation map would further improve the performance of the
algorithm.
The EGR prediction error using this adaptation technique during real-time testing
is reduced by more than four times comparing to the uncorrected feed-forward
estimation. Through comparison of the two estimation models, the exhaust pressure
dynamics model shows superior performance in terms of adaptation and sensor noise
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reduction. The final EGR estimation error is less than 1%. In addition to the real-time
correction benefits, such methodology is also a valuable calibration tool to create an
offline map that would significantly reduce calibration efforts.
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CHAPTER SEVEN
CONCLUSIONS & RESEARCH CONTRIBUTIONS

Relevance & practical impact
This research evaluates the application of a Low-Pressure cooled EGR
configuration on a 2.0L four-cylinder turbocharged spark-ignition engine with directinjection and VVT actuation. The main focus is to quantify fuel economy benefits and
operational constraints, perform system optimization and develop models, strategies and
algorithms to address the challenges associated with this technology.
One of the most important challenges is the system’s transient response due to the
long air-paths and large transport delays of this configuration. The desire to always
operate at optimum EGR dilution for increased efficiency benefits may cause violation of
the engine’s dilution tolerance and thus combustion instabilities and misfires. A
simulation-based methodology is developed that identifies these issues over drive cycles
by correlating simulation and experimental data. Different strategies are also proposed in
order to mitigate these limitations over aggressive throttle tip-outs. The introduction of a
Neural Network-actuated VVT which controls and limits the internal residual during the
EGR evacuation period, significantly improves the transient response and increases the
over-dilution tolerance of the engine by 3% of absolute EGR. In order to completely
eliminate any combustion instability, the final proposal combines this VVT approach
with a secondary air-path that supplies fresh air to the engine at the moment of the
aggressive transient.
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The other major challenge addressed is the accuracy of the feed-forward EGR
estimation. Prediction errors originate from the highly pulsating exhaust environment and
the noisy exhaust pressure measurements, along with the low available pressure
differential and the corresponding high sensitivity of the orifice flow models. In order to
avoid exhaust pressure sensors, a physics-based exhaust pressure and temperature model
is developed, which improves the current state-of-the-art estimation methods and is
validated over real-time transients delivering an average error of 150 Pa. Additionally,
the introduction of an intake oxygen sensor is evaluated in order to provide feedback
measurement for the EGR flow. An adaptation algorithm is developed that uses the
feedback from this sensor and delivers short-term and long-term corrections to the feedforward EGR model. The algorithm uses an Extended Kalman Filter to create an online
adaptation map that describes the estimation errors. The methodology is evaluated with
two different EGR models through real-time experimental testing delivering an
estimation which is improved by more than four times comparing to the calibrated feedforward models. An average pre-correction estimation error of 3% EGR through various
transient conditions is reduced to 0.5% EGR.
In terms of the practical implications of this study, these findings translate to fuel
economy benefits. Due to the aforementioned challenges, the current state-of-the-art for
the implementation of these systems is to perform engine calibration with less-thanoptimum EGR levels in order to ensure stable combustion under all conditions. However,
this approach results in lost fuel economy benefits making LP-cEGR less attractive for
the automakers. The introduction of the proposed methodologies and algorithms
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improves the estimation and control of these systems and allows operation at nearoptimum EGR levels.
The fuel economy impact of these findings is evaluated for low-load and highload conditions. Figure 7.1 refers to the operating regime most frequently experienced
over a drive cycle. The operating point (2000 RPM, 4 bar BMEP) is kept constant while
EGR dilution is varied. For each EGR level, the remaining engine actuators (combustion
phasing and VVT) are re-optimized for best fuel efficiency. The optimum operation is
identified as the region around 20% EGR where BSFC is minimized. For higher dilution,
the extended combustion duration results in combustion variations and partial-burn. This
is shown in the right-hand axis in terms of burned fuel fraction dropping below the
combustion instability threshold which is identified in this study and set at 99.5%.

Figure 7.1. Low-load fuel efficiency benefits over the current state-of-the-art by applying the
proposed methodologies and strategies for EGR estimation and transient control
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The current state-of-the-art is associated with an average of 3% EGR absolute
estimation error. Additionally, an EGR transient over-dilution of 2.5% compared to the
optimum dilution is likely to cause instabilities and misfires. In order to avoid these
issues, less-than-optimum EGR is used. The exact safety factor employed depends on
calibration decisions. An assumption is made in this study in order to evaluate the
proposed benefits. Thus, as shown in Figure 7.1, instead of operating at 20% EGR, the
engine is calibrated for 12% EGR. Due to the linear trend of the efficiency line away
from the vicinity of optimum operation, the exact value of the safety factor is not very
critical for this comparative evaluation.
The proposed algorithms reduce the estimation error to 0.5% absolute EGR.
Furthermore, the proposed strategy for transient operation extends the over-dilution
limitation by 3% of absolute EGR (from 2.5% to 5.5%). This improvement refers to the
introduction of Neural Network-actuated VVT without the addition of the secondary airpath. Thus, a cumulative benefit of 5.5% EGR is achieved. As a result, instead of
operating at 12% EGR, the proposed operation is set at 17.5% EGR. The relative fuel
efficiency improvement at this operating condition is 0.9%.
At high-load operation, the efficiency benefits of EGR are significantly increased
due to knock mitigation and fuel enrichment elimination. These conditions are not
commonly experienced over a drive cycle for a 2.0L engine but they are very common
during real-world driving. Under these considerations, Figure 7.2 refers to operation at
3000 RPM, 15 bar BMEP and performs the same fuel efficiency comparison. Besides
combustion phasing and VVT, the optimization of each point at these conditions includes
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also the equivalence ratio. In this way, the right-hand axis shows the optimized lambda
value capturing the need for fuel enrichment to maintain acceptable exhaust temperatures
when EGR is not used. Increased combustion duration and cooling capacity limitations
cause the fuel efficiency loss experienced at higher dilution levels.

Figure 7.2. High-load fuel efficiency benefits over the current state-of-the-art by applying the
proposed methodologies and strategies for EGR estimation and transient control

Using the same approach to identify high-load fuel efficiency benefits over the
current state-of-the-art, the optimum dilution of 14% EGR is reduced to 6% EGR for the
actual operation. The same assumption for the safety factor magnitude is used as in the
low-load case, in order to include the same uncertainties and challenges in EGR
estimation and transient control. The 5.5% EGR benefit achieved by the newly proposed
methodologies shifts the operation to 11.5% EGR and achieves relative fuel efficiency
benefits of 9.6%.
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As a result, the proposed fuel efficiency improvement at low-load operation is
0.16% per 1% EGR, whereas at high-load it is increased to 1.75% per 1% EGR. These
benefits show the importance of LP-cEGR systems during real-world high-load
operation. However, drive cycle conditions for a conventional vehicle do not extend to
this operating regime. Under these considerations, the trend towards more engine
downsizing to shift the operating regime to the more efficient higher-load operation will
necessitate the introduction of such systems. Downsizing is associated with increased
boosting to meet high-load requirements, thus LP-cEGR will be crucial in order to
mitigate knocking and fuel enrichment limitations.
This is very relevant for hybrid vehicle applications which are gaining attention in
the automotive industry. Hybrid propulsion systems which combine internal combustion
engines with electric motor technologies show substantial efficiency improvement and
emissions reduction. The spark-ignition engines used for these concepts are usually
highly downsized due to weight and space constraints. Consequently, EGR along with the
findings of this study for the optimum implementation of LP-cEGR systems become even
more significant.
It is important to emphasize that the sole requirement and added cost for the
reported efficiency benefits over the current state-of-the-art LP-cEGR systems is the
installation of the intake oxygen sensor for the operation of the adaptation algorithm. The
accuracy of the sensor measurements is crucial. Thus, a robust implementation of this
approach requires accurate representation of the species cross-sensitivities of the sensor,
as discussed in Chapter Five.

184

On the other hand, the benefits associated with the improved transient overdilution control refer to the actuation of the already-existing VVT through the Neural
Network technique. The secondary air-path is not considered for these final results.
Consequently, the proposed algorithms and strategies provide a cost-effective solution
that facilitates the implementation of these systems and increases the efficiency benefits.
Additionally, through the proposed simulation-based system optimization along with the
physics-based modeling and adaptation methodologies, the calibration efforts and the
time-to-market for such technologies can be significantly reduced.
Research Contributions
This research provides a comprehensive study for the implementation and
optimization of Low-Pressure cEGR systems in spark-ignition engines. The original
contributions are categorized based on the three main research questions that form the
layout of this study and are initially presented in Figure 1.6:
 WHY WE NEED EGR?
o Detailed analysis of the combustion effects identifying the efficiency
benefits and operational constraints
o Evaluation of the EGR effect on soot emissions and correlation of soot
with combustion temperature to identify the region of optimum operation
using commercial fuels along with EGR in GDI VVT-actuated engines
 HOW MUCH CAN WE USE?
o Simulation-based methodology for high-fidelity system optimization at
steady-state conditions
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o Methodology to correlate experimental data with simulation results in
order to identify transient limitations related to over-dilution
o Quantification of EGR over-dilution level (when compared to optimum
dilution) that causes combustion instabilities and misfires
o Strategies to mitigate over-dilution limitations, including Neural Network
VVT actuation, spark-throttle coordination, and a secondary air-path
o Complete elimination of misfires by combining the VVT technique with
the secondary air-path
 HOW TO MODEL IT?
o Real-time physics-based exhaust pressure and temperature model that
improves state-of-the-art pressure estimation to eliminate exhaust sensors
o Effect of EGR on deterministic model-based knock prediction
methodologies using experimental data without the need for multidimensional combustion modeling (presented in the APPENDIX)
o Evaluation of the introduction of an intake oxygen sensor to provide
feedback measurements for EGR flow
o Short-term and long-term adaptation algorithm for EGR flow estimation
using Extended Kalman Filter with feedback from the oxygen sensor
Future steps
Based on the findings of this study, the future steps are summarized in the
following points:
 Soot emissions evaluation over a wider range of combustion temperatures
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o Is a bell-shaped behavior evident in another range of temperatures?
o Does the observed temperature-dependence change when operating at
higher loads?
 Experimental evaluation of the proposed strategies for transient over-dilution
mitigation
o How efficient are these techniques when applied to the engine?
o Is the implementation robust when tested over a drive cycle?
 Further simplification of the model-based knock prediction technique to increase
the required execution time-step
o Is it possible to run real-time?
 Development of a HC mass flow model to estimate PCV and purge flow in order
to provide a robust correction for the cross-sensitivity of the intake oxygen sensor
to these species
o Is it possible to trust the sensor output when PCV and purge flow are
connected to the intake pipe upstream of the sensor?
 Introduction of a third dimension to the adaptation map (currently 2D) created by
the EKF methodology to properly capture the effect of engine load on EGR
estimation errors and corrections
 Evaluation of the transient response of these systems when the engine is coupled
to an electric motor in hybrid propulsion configurations
o Does the response of LP-cEGR systems become easier to handle when
aggressive transients are handled by both the engine and the motor?
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APPENDIX

Model-based knock prediction & the EGR effect
Knock mitigation is one of the most important benefits of cooled EGR especially
in the context of low-displacement turbocharged engines, leading to improved fuel
efficiency and drivability by extending their operating range of optimal combustion. To
maximize fuel economy associated with combustion phasing, the engine control system is
tasked to operate as close to MBT as possible without inducing knock events. Thus,
engine control algorithms need to account for such effects of knock mitigation introduced
by cooled EGR systems. In this section, model-based knock prediction methods are
developed and evaluated, and the effect of EGR in the prediction accuracy is assessed.
Traditional knock control strategies generally combine feed-forward prediction of
knock onset with feedback correction using knock sensors [66]. Feed-forward knock
control is generally handled through empirically derived spark timing adjustments related
to fuel octane number, engine temperature, engine actuator set-points (i.e. load, engine
speed, valve timings, Exhaust Gas Recirculation – EGR , charge motion valves, etc.), and
ambient conditions. As the number of control actuators increases on spark-ignition
engines to improve fuel economy, fully empirical feed-forward knock control methods
become increasingly complex and time consuming. Control-oriented model-based knock
onset estimation methods have the potential to reduce control system complexity, and
decrease calibration time. These methods require accurate modeling of autoignition with
low computational complexity. Since fundamental knock phenomena over the full range
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of engine operating conditions are not completely understood, modeling knock behavior
at different in-cylinder thermodynamic conditions is very challenging.
Multiple theories have been proposed to explain the origin of knock; however the
autoignition concept is most widely accepted [49]. Under this theory, when the end-gas
fuel-air mixture ahead of flame propagation is compressed to sufficiently high pressures
and temperatures for a long enough period of time, fuel oxidation, driven by chemical
kinetics, may occur in one or more local regions within the end-gas. Additional regions
then ignite until a significant portion of the end-gas is reacted. This release of chemical
energy occurs extremely rapidly and creates very high pressures (and pressure
fluctuations) and wall heat flux that can damage combustion chamber components [49].
Two types of models for the autoignition process have been developed: empirical
induction-time correlations based on Arrhenius-type functions; and chemical kinetics
mechanisms which characterize, either parts of or the full, hydrocarbon oxidation
process. The current study deals with both methodologies and evaluates their
effectiveness in deterministic knock borderline prediction for control-oriented purposes
without the use of multi-dimensional combustion modeling.
Several studies have been proposed that use either detailed or reduced chemical
kinetic mechanisms. Cowart et al. [22] compare a reduced chemical kinetic model
containing nineteen reactions, which has the ability to reproduce two-stage hydrocarbon
ignition characteristics, with a fully-detailed chemical kinetic mechanism that consists of
324 species and 1303 reactions. The models use measured in-cylinder pressure and mass
flow rate to estimate end-gas temperature. The residual gas fraction is simulated as a
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single inert constituent in the reduced model, while in the detailed model is included as a
mixture of individual species. Experimental validation under controlled conditions in a
specific operating point for iso-octane and n-pentane, shows that both models
successfully predict the experimental knock onset (error less than two crank-angle
degrees). The reduced model is significantly more computationally efficient compared to
the detailed one, but requires calibration using engine data. The overall effect of omitting
certain chemical reactions in the reduced model is dealt with using rate parameter
calibration of the remaining reactions. On the other hand, the detailed model, using the
same inputs as the reduced one, is not further calibrated during model validation.
Extensive research has been conducted focusing on physics-based hydrocarbon
autoignition simulation using chemical kinetic models coupled with 1D or 3D
combustion simulation codes. In [38], researchers coupled 1D engine simulation software
(GT-Power) with a detailed chemical kinetic code. The coupled model shows good
approximation to experimental data regarding autoignition, for iso-octane and n-heptane
mixtures with different air-to-fuel ratios and with EGR dilution. Liang and Reitz in [77]
use detailed chemical kinetic mechanisms coupled with a 3D-CFD code to simulate
homogeneous and stratified charge in SI engines. The same researchers in [78] use a 22species, 42-reaction iso-octane mechanism coupled with a G-equation combustion model
(KIVA-CHEMKIN code) to simulate autoignition in a spark-ignition engine and assess
knock mitigation by cooled EGR. Similar study in [91] incorporates the Converge 3DCFD code with different reduced chemical kinetic models to simulate the timing of
knocking and the in-cylinder location it occurred. Model validation in three operating
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points (at the same engine speed) shows good agreement with experimental data, with
knock onset prediction error of two crank-angle degrees (CAD).
In an effort to further reduce computational requirements for autoignition
modeling, [121] presents a global reaction model to simulate chemical kinetics of HCCI
combustion. Global models utilize global reactions of less than ten species to minimize
computational time. In this particular model, seven reactions and seven active species are
considered. The reaction model is coupled with a single-zone HCCI combustion model.
Validation of both autoignition delay time and combustion duration shows error of less
than 2 CAD for both n-heptane and iso-octane at different operating conditions.
Aiming to evaluate the feasibility of model-based knock prediction for controloriented applications, computational requirements constitute the most important
restriction for such efforts. For that reason, a highly-reduced generalized chemical kinetic
model is considered in this study. One of the most widely used and successfully tested
generalized kinetic models for hydrocarbon oxidation is developed by Halstead et al. and
is known as the ‘Shell’ model [45]. This is a generalized mathematical model for
hydrocarbon autoignition originally developed under high pressure and temperature
conditions in a rapid-compression machine. The Shell model uses generic chemical
entities, each one representing various individual species with similar characteristics. The
generic species undergo a set of generalized reactions based on an eight-step degenerate
chain-branching reaction scheme. Unlike some of the reduced models, this approach is
able to describe the important two-stage autoignition mechanism (driven by cool flames),
as well as the transition to single-stage ignition at higher temperatures.
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The model is also capable of describing the essential features of the hydrocarbon
oxidation process under both high-pressure and low-pressure conditions. The reaction
scheme is incorporated into four processes; chain initiation, propagation, degenerate
branching and termination. It is shown that the model must contain two termination
processes, and two routes for the formation of branching agent, one of which involves
intermediate products of oxidation. The participation of chain products in the formation
of branching agent can account for the rapid onset of the second stage of ignition [45].
Several studies have been conducted using the original Shell model for knock
prediction. Cox and Cole in [23] have expanded on the Shell model in an attempt to
provide more understanding of the autoignition chemistry for alkane-based hydrocarbon
fuels. A more detailed description of the chain propagation steps resulted in a model of
ten species and fifteen generalized reactions, which showed good autoignition modeling
in engine-like conditions. Sazhin et al. in [101] reexamined the equations of the original
model and achieved reduction of the computational requirements by 40-60% for a more
effective implementation in CFD codes. The same group of researchers has also applied
the Shell model into a CFD code to simulate autoignition of gasoline and diesel fuels
[102]. Eckert et al. in [30] have combined the Shell model with a spark-ignition and a
combustion model into the KIVA-3V code. The end-gas autoignition and in-cylinder
pressure traces are validated with experimental data from three engines.
Researchers have also developed methods to re-fit the empirical constants in the
Shell model to better match a specific application. Proving the validity of the re-fitting
process is difficult over a wide range of conditions since the mechanism is complex and it
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is not clear if the predictive nature of the model is maintained after re-fitting. Besides,
Halstead et al. in the original Shell model publication [45], clearly indicate that the
original values of the reaction rate coefficients found in the model should be considered
tentative due to the nature of their experimental fitting procedure. Aiming to capture
ignition behavior of pilot diesel-ignited natural gas combustion, research in [71] performs
parametric studies of the Shell model to determine the most important modifications
required in the existing parameters in order to closely match experimental ignition delay
trends. In this study, induction-time correlations, even after modifications and re-fitting,
are found to be inadequate to capture experimental trends. In a similar way,
Hamosfakidis and Reitz in [46] use genetic algorithm optimization to revise the Shell
model constants based on the ignition delay predictions of a detailed chemical kinetic
mechanism for n-heptane and tetradecane in different equivalence ratios, initial pressures
and EGR ratios. The modified Shell model shows significantly improved agreement with
the detailed chemical kinetic mechanism. Most discrepancies occur at very high
temperatures and EGR levels. The optimized version of the Shell model is also imported
into KIVA-3V for multidimensional simulation. During validation of the predicted
ignition delay times with experimental data from a diesel research engine, the relative
error over the entire range of conditions is 11%, while the standard Shell model showed
errors as large as 56%.
In an alternative way to interpret and model the knock phenomena, Livengood
and Wu [81] correlated the autoignition delay in engines with those in rapid compression
machines. The main assumption for this model is that the overall rate of production of the
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critical species in the induction period chemistry depends only on the gas state, and that
the concentration of critical species required to initiate autoignition is fixed and
independent of the gas state. In order to deal with the varying conditions of end-gas in SI
engines, Livengood and Wu proposed that the underlying autoignition chemistry for
knock is cumulative. Consequently, due to the time the end-gas spent at each pressure
and temperature, the reaction rate (which is the inverse of induction time) can be stepwise
integrated until the critical time of autoignition. A number of empirical correlations for
induction time for individual hydrocarbons and blended fuels have been proposed over
the years, which are derived by matching an Arrhenius function to experimental data. The
most extensively tested correlation is that proposed by Douaud and Eyzat [29]. The
induction-time correlation methodology is presented in more detail under the Model
Formulation section.
Several researchers have used this methodology to model the knocking behavior
of SI engines. Kasseris in [62] uses the Livengood-Wu correlation to develop a knock
limit model and adapts the Douaud-Eyzat correlation to be used with higher ethanol
content fuel blends. Using experimental pressure traces and GT-Power simulation results
for the temperature of the unburned mixture, the pre-exponential term of the correlation is
varied in order to fit the experimentally observed knock onset. In this way, an effective
Octane Number could be obtained for every fuel blend. Validation with both directinjection and port-fuel-injection engines ensures that the effective Octane Number
reflects the antiknock performance of the fuel only due to chemistry and is not affected
by the charge cooling effect.
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Burluka et al. in [13] compare the induction-time integral methodology with three
reduced chemical kinetic models, including the Shell model. The models are coupled
with a two-zone thermodynamic code which uses measured in-cylinder pressure data to
determine end-gas temperature profiles. This thermodynamic code incorporates crevice
and blow-by sub-models, as well as Woschni heat transfer correlations. The Shell model
is used without any modifications and shows over-prediction of knock onset by up to 8
CAD, whereas the empirical induction-time integral shows a maximum error of 2 CAD.
In [93] a modified version of the Arrhenius-type induction time model is proposed that
can be used in engine thermodynamic simulations and captures the negative temperature
coefficient (NTC) behavior of gasoline and propane fuels. The knock onset prediction
accuracy shows mean error of less than 1 CAD and maximum error of less than 4 CAD.
Study in [48] evaluates the prediction capability of the Livengood-Wu correlation
for different fuels by comparison with a detailed chemical kinetic simulation. Results
show that the integral method is very accurate for fuels that do not present low
temperature heat release (hydrogen, methane and ethanol). However, it fails to capture
the two-stage combustion process of n-heptane. To account for the two-stage autoignition
process, research in [90] proposes a separate induction-time correlation for each stage of
combustion. Validation with results from detailed chemical kinetic models shows that the
two-stage Livengood-Wu correlation significantly improves the predictive performance
for the autoignition behavior of fuels like n-heptane and dimethyl ether (DME). Both of
these studies have set the time-step for the integral calculation in the order of 10-6 sec.
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However, the authors also acknowledge that further studies need to be conducted in order
to evaluate the performance of such models when practical fuels and EGR are used.
In the current study, the performance of the two knock prediction methodologies
is evaluated without implementing multidimensional CFD codes; only experimental data
are used to estimate end-gas temperature. Testing is performed under knocking
conditions in different engine speeds and loads. The engine is retrofitted with cooled
EGR in order to assess the effect on the models’ performance. Two commercial gasoline
fuels are used with anti-knock indexes of 93 and 87, respectively. Anti-knock index
(AKI) is the mean of research (RON) and motor (MON) octane numbers of the fuel [49].
Experimental configuration and data processing
The engine used for this part of the study is a naturally-aspirated 3.6L V6 with
port fuel injection. The camshaft phasers control the phase-alignment of their respective
camshafts relative to the crankshaft, allowing variable valve timing and overlap control.
A pent-roof shaped combustion chamber contains two intake and two exhaust valves per
cylinder. The engine is also retrofitted with cooled EGR configuration for the purpose of
this study. Table A.1 summarizes the engine specifications.
Table A.1. V6 naturally-aspirated engine specifications

Engine type
Displacement
Bore x Stroke
Compression Ratio
Intake system
Valve train
Fuel injection system
EGR system

V-shape 6cyl. SI
3604 cc
96 x 83
10.2:1
Naturally aspirated
DOHC 4-valves/cylinder
Multi-port injection
Retrofitted with cooled EGR
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The collection of experimental data is performed by running the engine close to
knock borderline (BL) for different operating conditions. Spark sweeps are performed by
adjusting spark timing ± 3 CAD from BL in increments of 1 CAD. Each of these spark
sweeps (containing seven spark timing points) are performed in two engine speeds, three
engine loads, three EGR levels and two gasoline fuels with different anti-knock indexes.
Combustion stoichiometry is controlled by the ECU as per-calibration based on the
operating regime, and the experiments presented are conducted under stoichiometric
conditions with average lambda values of 0.96 – 1.01 over the recorded cycles. The
intake and exhaust camshaft phasing is also determined by the ECU as per-calibration
based on the operating point of the engine. Since the engine is retrofitted with EGR, the
camshaft calibration of the factory-ECU does not account for different EGR levels. For
the experiments presented here, intake and exhaust phasing does not change and thus
does not affect the results. The recording of each operating point consists of 1100 cycles.
Table A.2 summarizes the range of operating conditions tested in this study.
In more detail, three engine loads are tested in two different engine speeds. The
lowest load is defined as the load at which the engine knock borderline is observed at the
optimal CA50 (50% mass fraction burned occurring at 7.5 to 8 CAD aTDC). The spark
timing sweep is then performed around the knock borderline point. The highest load
tested is wide-open-throttle (WOT) and the middle load is the average of the two. Three
different EGR levels are tested in each engine speed at wide-open-throttle conditions.
This testing procedure is performed for both 93 AKI and 87 AKI gasoline fuel.
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Table A.2. Engine operating points for experimental data collection

Spark timing sweeps
for each OP
Engine speed
Engine load
EGR levels
Gasoline fuel quality

-3 CAD up to +3 CAD with respect to knock borderline spark
timing, in 1 CAD increments
1500 RPM & 3000 RPM
WOT, 95 kPa & 92.7 kPa of Manifold Absolute Pressure
1.6%, 3% & 6% for 1500 RPM & WOT
3%, 6% & 9% for 3000 RPM & WOT
93 AKI, 87 AKI

Data acquisition is performed in intervals of 0.1 CAD, providing adequate
detection frequency (i.e. 180 kHz at 3000 RPM) for knock phenomena. In-cylinder
pressure signals from each recorded cycle are used to calculate knock intensity and the
experimental knock onset crank angle location. A high band-pass filter is applied in order
to remove the low frequency portion of the pressure trace and allow visualization of the
pressure fluctuations that occur during knocking. The cutting frequency of the filter is set
to 4000 Hz. The filtered pressure signal is squared and then integrated. The maximum
value of the integral is defined as the squared knock intensity (KI2) of the respective
cycle, shown in Eq. (3). The average of KI2 for each of the 1100 recorded cycles defines
the squared knock intensity of the corresponding operating point.
2
2
𝐾𝐾𝐾𝐾𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐
= max �� 𝑃𝑃𝑐𝑐𝑐𝑐𝑙𝑙
)�
𝐻𝐻𝐻𝐻

(30)

The experimental knock onset (in CAD) is defined as the point where the

derivative of the calculated integral experiences an abrupt change (exceeds 0.1). Figure
A.1 shows a graphical representation of the calculation process for knock intensity and
knock onset location using in-cylinder pressure data and high-pass filtering. The black
line presented in the plot, refers to the integral of the squared filtered pressure signal.
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Thus, this integral is always positive and cumulative, and due to squaring of the pressure
signal, small pressure fluctuations do not trigger the knock onset condition. For this
operating point, knock onset is identified at 19 CAD aTDC. The maximum value of this
integral defines the squared knock intensity – Eq. (3). This plot refers to a single recorded
cycle from Cylinder #1 at 1500 RPM and wide-open-throttle conditions.

Figure A.1. Determination of knock intensity and knock onset location using the in-cylinder pressure
trace and high-pass filtering

As far as mass fraction burned (MFB) calculation is concerned, heat release
analysis is performed with variable polytropic coefficient using the experimental incylinder pressure data. However, the knocking cycles are characterized by non-uniform
pressure trace and thus errors can be introduced in MFB calculations. For that reason, a
low band-pass filter with 4000 Hz cutting frequency is applied in the pressure data, in
order to remove high frequency oscillations during the knock event. A similar approach is
used in [18] where the authors achieve good accuracy in MFB calculation of knocking
cycles when a low-pass filter is applied to the pressure trace.
Figure A.2 shows the comparison between MFB at knock onset calculated with
raw pressure data versus low-pass filtered data. These results correspond to a spark
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timing sweep from BL-3 to BL+3 at 1500 RPM and wide-open-throttle conditions,
without EGR. The deviation between the two calculations increases at lower MFB, due to
the fact that knock intensity is generally expected to be higher when knock occurs at
lower MFB. In such conditions, pressure fluctuations will be higher and thus results will
be affected. On the other hand, when knock onset occurs later than 80% mass fraction
burned, the agreement between the two methodologies is significantly increased.

Figure A.2. Comparison between mass fraction burned at knock onset calculated from raw pressure
data versus low-pass filtered data; spark timing sweep at 1500 RPM, wide-open-throttle, without
EGR

At this point, it is important to emphasize the difficulty of knock prediction
modeling during engine operation. Knock is a stochastic process with very complicated
underlying phenomena and behavior. Figure A.3 presents the squared knock intensity for
1100 consecutive recorded cycles at steady-state operation. The data correspond to two
different combustion phasings; advanced and retarded phasing (with respect to knock
borderline) at 1500 RPM, WOT, with 3% EGR. Both datasets show significant cycle-tocycle deviation with respect to knocking behavior. The average knock intensity of the
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retarded phasing is lower than that of the advanced, but there are several outlier cycles
where significant knocking is experienced even for the retarded combustion phasing.
Considering these stochastic characteristics of knocking, this study attempts to evaluate
deterministic knock borderline prediction methods by identifying average knock trends in
order to determine the knock level that becomes unacceptable.

Figure A.3. Squared knock intensity for different combustion phasings at steady-state conditions
showing the significant cycle-to-cycle deviation of knocking behavior

Generalized chemical kinetics model
The main purpose of this study is to assess the performance of this chemical
kinetics model and evaluate the possibility of implementation in feed-forward knock
prediction algorithms. The original Shell model [45] is based on Primary Reference Fuels
(PRF), thus certain model parameters are modified to capture the effects of commercial
gasoline fuels. Additionally, the knock onset is identified using a lower limit on the
species concentration along with a combustion phasing threshold, in order to provide a
robust implementation in a wide range of operating conditions.
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In more detail, the various individual species participating in the autoignition
chemistry are lumped into generic chemical entities based on their characteristics. These
generic species undergo a set of generalized reactions based on an eight-step degenerate
chain-branching reaction scheme, which is incorporated into the following four
processes:
Initiation process:
𝑅𝑅𝑅𝑅 + 𝑂𝑂2 → 2𝑅𝑅 ∗
Propagation process:
𝑅𝑅 ∗ → 𝑅𝑅 ∗ + 𝑃𝑃
𝑅𝑅 ∗ → 𝑅𝑅 ∗ + 𝐵𝐵
𝑅𝑅 ∗ → 𝑅𝑅 ∗ + 𝑄𝑄
𝑅𝑅 ∗ + 𝑄𝑄 → 𝑅𝑅 ∗ + 𝐵𝐵
Branching process:
𝐵𝐵 → 2𝑅𝑅 ∗
Termination process:
𝑅𝑅 ∗ → 𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝
2𝑅𝑅 ∗ → 𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝

Rate coefficients:
𝑘𝑘𝑞𝑞
𝑘𝑘𝑝𝑝
𝑓𝑓1 𝑘𝑘𝑝𝑝
𝑓𝑓4 𝑘𝑘𝑝𝑝
𝑓𝑓2 𝑘𝑘𝑝𝑝
𝑘𝑘𝑏𝑏

𝑓𝑓3 𝑘𝑘𝑝𝑝
𝑘𝑘𝑡𝑡

(31)

The generalized species consist of the fuel (RH), the radical (R*), the branching
agent (B), the intermediate agent (Q), and the product (P). The intermediate agent may be
considered as a product of the cool flame and can be generally related to aldehydes
(RCHO). The branching agent has the form of hydroperoxide (RO2H) at lower
temperatures, but relates to hydrogen peroxide (H2O2) at higher temperatures. The
products from the propagation process consist of CO, CO2 and H2O, whereas the inert
products that terminate the reaction are species (i.e. peroxy radicals) that are incapable of
chain propagation at the engine combustion time-scale.
The differential equations that define the generic species concentrations are
defined as:
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𝑑𝑑[𝑅𝑅]
= 2(𝑘𝑘𝑞𝑞 [𝑅𝑅𝑅𝑅][𝑂𝑂2 ] + 𝑘𝑘𝐵𝐵 [𝐵𝐵] − 𝑘𝑘𝑡𝑡 [𝑅𝑅 ∗ ]2 ) − 𝑓𝑓3 𝑘𝑘𝑝𝑝 [𝑅𝑅 ∗ ]
𝑑𝑑𝑑𝑑
𝑑𝑑[𝐵𝐵]
= 𝑓𝑓1 𝑘𝑘𝑝𝑝 [𝑅𝑅 ∗ ] + 𝑓𝑓2 𝑘𝑘𝑝𝑝 [𝑄𝑄][𝑅𝑅 ∗ ] − 𝑘𝑘𝐵𝐵 [𝐵𝐵]
𝑑𝑑𝑑𝑑
𝑑𝑑[𝑄𝑄]
= 𝑓𝑓4 𝑘𝑘𝑝𝑝 [𝑅𝑅 ∗ ] − 𝑓𝑓2 𝑘𝑘𝑝𝑝 [𝑄𝑄][𝑅𝑅 ∗ ]
𝑑𝑑𝑑𝑑
𝑑𝑑[𝑂𝑂2 ]
= −𝑝𝑝𝑘𝑘𝑝𝑝 [𝑅𝑅 ∗ ]
𝑑𝑑𝑑𝑑
[𝑂𝑂2 ] − [𝑂𝑂2 ]𝑡𝑡=0
[𝑅𝑅𝑅𝑅] =
+ [𝑅𝑅𝑅𝑅]𝑡𝑡=0
𝑝𝑝 𝑚𝑚

(32)

Where [ ] denotes molar concentration in moles/cm3. It is assumed that fuel
molecules have the form of CnH2m and the parameter p found in the differential equations
is determined from the balance of the overall product path shown in Eq. (33).
𝐶𝐶𝑛𝑛/𝑚𝑚 𝐻𝐻2 + 𝑝𝑝𝑂𝑂2 → 𝑞𝑞𝑞𝑞

(33)

Considering that the products of combustion are related to CO, CO2 and H2O, and
assuming constant oxygen consumption p (moles per cycle), then:
𝑃𝑃 = [(𝑛𝑛⁄𝑚𝑚)(𝑧𝑧𝑧𝑧𝑧𝑧 + (1 − 𝑧𝑧)𝐶𝐶𝑂𝑂2 ) + 𝐻𝐻2 𝑂𝑂]/𝑞𝑞
𝑝𝑝 = [𝑛𝑛(2 − 𝑧𝑧) + 𝑚𝑚]/2𝑚𝑚
𝑞𝑞 = 𝑛𝑛⁄𝑚𝑚 + 1

(34)

In this study, the n and m characteristics of the fuel molecule are set to n=8 and
m=9, respectively. The overall stoichiometry is determined by parameter z which defines
the ratio of the burned products as [CO]/[CO2] = z/(1-z). This ratio is assumed to be
constant throughout the reaction and z=0.67 is used, as suggested in the original Shell
model publication [45]. The initial concentrations (at t=0) for the generic species Q, B
and R are set to zero. Finally, the rate constants of the reactions in (31) are defined by the
equations in (35) which are based on Arrhenius-type expressions with pre-exponential
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factors (A) and activation energies (E). The original model constants for each of these
equations are given by Halstead et al. in [44].
𝐸𝐸𝑓𝑓1

𝑓𝑓1 = 𝐴𝐴𝑓𝑓1 𝑒𝑒 − 𝑅𝑅𝑅𝑅 [𝑂𝑂2 ]𝑥𝑥1 [𝑅𝑅𝑅𝑅]𝑦𝑦1
𝐸𝐸𝑓𝑓2

𝑓𝑓2 = 𝐴𝐴𝑓𝑓2 𝑒𝑒 − 𝑅𝑅𝑅𝑅

𝐸𝐸𝑓𝑓3

𝑓𝑓3 = 𝐴𝐴𝑓𝑓3 𝑒𝑒 − 𝑅𝑅𝑅𝑅 [𝑂𝑂2 ]𝑥𝑥3 [𝑅𝑅𝑅𝑅]𝑦𝑦3
𝐸𝐸𝑓𝑓4

𝑓𝑓4 = 𝐴𝐴𝑓𝑓4 𝑒𝑒 − 𝑅𝑅𝑅𝑅 [𝑂𝑂2 ]𝑥𝑥4 [𝑅𝑅𝑅𝑅]𝑦𝑦4
−1
1
1
1
𝑘𝑘𝑝𝑝 = �
+
+
�
𝑘𝑘𝑝𝑝1 [𝑂𝑂2 ] 𝑘𝑘𝑝𝑝2 𝑘𝑘𝑝𝑝3 [𝑅𝑅𝑅𝑅]
𝐸𝐸𝑖𝑖

𝑘𝑘𝑖𝑖 = 𝐴𝐴𝑖𝑖 𝑒𝑒 −𝑅𝑅𝑅𝑅 , where i stands for p1, p2, p3, q, B and t.

(35)

Based on experimental data from knock testing (operation without EGR) using 93
AKI gasoline fuel, the original Shell model under-predicts knocking for the specific
engine. GT-Power results from a calibrated model of the test engine are also considered
in order to compare 1D simulation’s knock prediction with Shell model prediction and
experimental data at the same operating points. Due to the fact that the original Shell
model fails to capture the knock behavior of the engine over a wide range of conditions,
slight modifications of the reaction rate constants are performed.
The pre-exponential factors (Ai) of the most dominant reactions that affect the
kinetics model are identified and include the initiation reaction, propagation step,
degenerate branching and intermediate species formation. The original Shell model
publication [45] provides three sets of fitted parameter values depending on the PRF
type; 70 RON, 90 RON and 100 RON. In this study, the 90 RON PRF set of model
constants is chosen as the baseline for calibration, since Halstead et al. [45] indicate that
this set is used as the starting point for the fitting procedure of the original constants.
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Calibration of these parameters is performed by a “trial and error” approach using
experimental data ran with 93 AKI fuel and without EGR, in order to acquire a modified
set of parameter values that provides satisfactory results when a commercial gasoline fuel
is used. These parameters, along with their original and modified values, are summarized
in Table A.3. Only the modified parameters are shown; the rest of the twenty Shell model
constants are kept the same as the original ones.
Table A.3. Modified Shell model parameters calibrated based on experimental data from engine
operation on 93 AKI gasoline fuel without external EGR

Original
values

Parameter description
Ap1
Ap2
Ap3
Aq
Ab
Af4

Pre-exponential factor for propagation step with 1st order
dependence on O2
Pre-exponential factor for unimolecular chain
propagation step
Pre-exponential factor for propagation step with 1st order
dependence on fuel
Pre-exponential factor for initiation reaction
Pre-exponential factor for degenerate branching reactions
Pre-exponential factor for intermediate species formation

Modified
values

1e12

9e12

1e11

8e11

1e13

8e13

1.2e12
4.4e17
1.88e4

2e13
5e18
1.1e4

A sample output of the Shell model is shown in Figure A.4 and presents the molar
concentration of the generalized species as a function of crank angle, for a sample
operating condition at 3000 RPM, wide-open-throttle, without external EGR.
Autoignition occurs when there is an abrupt change (peak) of Q, B and R concentrations,
which correlates to an extremely rapid chemical energy release. In this way, location of
autoignition can be identified and compared to experimental data.
The system of differential equations that defines the species concentrations is
stiff. An explicit numerical method causes instabilities in the calculation of branching
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agent concentration around the knock onset location. These oscillations are due to the
steep increase (change of several orders of magnitude) in the species concentration during
autoignition (Figure A.4 is presented in semi-logarithmic scale). For that reason, an
implicit numerical methodology is adopted and the calculation of the derivatives in the
differential equations is formulated accordingly. Thus, an implicit solver is used in
Simulink with a fixed time-step of 10-6 sec. Further model simplifications or model
rescaling is required in order to increase the time-step and reduce the computational load,
so that this model becomes a feasible option for real-time execution in an engine ECU.
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Figure A.4. Sample output of the Shell model for molar concentrations of intermediate agent (Q),
branching agent (B) and radicals (R) as a function of crank angle showing the knock onset

Figure A.5 summarizes the methodology followed when using the Shell model to
predict knock onset. The inputs of the model are shown on the left-hand side. Based on
observations through simulations for a wide range of operating conditions, and aiming to
provide a robust implementation of this methodology, a lower limit on intermediate agent
(Q) concentration is identified that characterizes the knocking event. Slight changes on
species concentrations during combustion, not leading to significant and abrupt
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deviations of the mixture’s chemical composition, are not characterized as knocking
events. For that reason, the lower limit of Q concentration for a knocking event is
identified and set to 10-6 mol/cm3. If this limit is reached, then knock onset is identified as
the location (in CAD) of this event. The knock onset is then compared to a combustion
phasing threshold in order to determine whether knocking is significant or whether it can
be categorized as a light knock event and be ignored. This combustion phasing threshold
is correlated to the quantity of end-gas at the moment of autoignition. Larger unburned
quantity will normally cause a larger energy release and higher amplitude pressure
oscillations resulting in significant knock. In other words, if knock onset prediction
occurs later than the combustion phasing threshold, then knocking can be ignored.

Figure A.5. Methodology followed when using the Shell model to predict knock onset location; inputs
of the model are summarized on the left-hand side

Empirical induction-time correlation
The alternative methodology of modeling the hydrocarbon autoignition process is
based on empirical induction-time correlations [49]. Assuming a single-step chemical
kinetic mechanism for the autoignition, a single-step Arrhenius equation can be used for
the reaction rate. The reaction rate is the inverse of induction time and the Arrhenius-type
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function is created by matching with experimental data. Autoignition occurs when the
integral in Eq. (36) becomes equal to unity:
𝑡𝑡𝜄𝜄

𝑑𝑑𝑑𝑑
=1
𝑡𝑡=0 𝜏𝜏

�

(36)

Here, τ is the induction time at the instantaneous temperature and pressure of the

mixture, t is the elapsed time from start of the end-gas compression process (assumed
here to occur at IVC), and ti is the time of autoignition. This correlation assumes that the
overall rate of production of the critical species in the induction period depends only on
the gas state (temperature and pressure) and that the concentration of the species required
to initiate autoignition is fixed and independent of the gas state. Due to the time the endgas spent at each pressure and temperature, stepwise integration of the reaction rate
provides the critical time of autoignition. Different empirical correlations for induction
time, either for individual hydrocarbons or blended fuels, have been proposed over the
years. The most widely adopted correlation is developed by Douaud and Eyzat [29]:
𝛰𝛰𝛰𝛰 3.402 −1.7
3800
𝜏𝜏 = 17.68 �
�
𝑝𝑝
exp �
�,
100
𝑇𝑇

(37)

where τ is in milliseconds, p is the absolute pressure in atmospheres, T is in

Kelvin, and ON is the octane number of the fuel. The correlation was developed for
Primary Reference Fuels but will be evaluated for commercial gasoline fuels in this
study. The correlation is implemented as is found in literature, without further calibration.
Similar to the Shell model formulation, the pressure trace in this equation is provided by
experimental data, while the unburned zone temperature is approximated using Eq. (38).
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Model inputs
In this study, an effort is made to determine all the inputs through existing
experimental data, in order to avoid coupling the models with multi-dimensional engine
simulation codes. The most important input to the models is the unburned zone
temperature of the end-gas mixture. The end-gas temperature is not uniform and the
distribution of temperature is extremely complex due to different heat transfer rates
between the gas and the wall, and the significantly hotter exhaust valve and piston. For
simplification, there are two approximations that can be considered; either the mean
unburned mixture temperature can be used, or the core temperature which corresponds to
adiabatic compression of the mixture from conditions at the start of compression. In the
absence of substantial heating by the exhaust valve and piston, the core temperature
usually provides a better representation of the maximum unburned zone gas state [49].
Under these considerations, the latter approach is adopted in this study. Isentropic
compression is assumed and the core unburned zone temperature is approximated
through the isentropic equation:
𝑇𝑇𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢

𝑃𝑃𝑐𝑐𝑐𝑐𝑐𝑐 �
= 𝑇𝑇𝐼𝐼𝐼𝐼𝐼𝐼 �
�
𝑃𝑃𝐼𝐼𝐼𝐼𝐼𝐼

𝛾𝛾−1
�
𝛾𝛾

(38)

The temperature calculation is performed for the closed volume from Intake

Valve Closing (IVC) to Exhaust Valve Opening (EVO). The final crank angle-based
temperature profile, which is used as an input to the models, is considered to be the
average of the individual temperature profiles calculated for each of the 1100 recorded
cycles in the respective steady-state data set.
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In-cylinder pressure trace data are acquired from each cylinder. Pressure
measurements from cylinder #1 are considered throughout this study. The starting point
of calculations is assumed to be at IVC. Pressure at IVC is retrieved from the in-cylinder
pressure profile based on the crank angle location of IVC in each experiment.
Temperature at IVC is approximated through Eq. (39). The heat transfer in the runners
close to the engine block is approximated through the use of this equation [96].
𝑇𝑇𝐼𝐼𝑉𝑉𝑉𝑉 = 𝑀𝑀𝑀𝑀𝑅𝑅𝑅𝑅𝑅𝑅 (𝑇𝑇𝑒𝑒𝑒𝑒ℎ − 100) + 𝑀𝑀𝑀𝑀𝑎𝑎𝑎𝑎𝑎𝑎+𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 (𝑇𝑇𝑖𝑖𝑖𝑖𝑖𝑖 + 50)

(39)

Exhaust temperature is measured with a thermocouple in the exhaust manifold
near the cylinder head junction, and intake temperature is measured in the runner just
upstream of the port fuel injector. Mass fraction of the residual gas is estimated to be
constant (i.e. 3% for 1500 RPM wide-open-throttle conditions, as suggested by GTPower simulations of the test engine) and intake charge occupies the rest of the volume.
As explained above, intake and exhaust camshaft phasing does not change for the
operating points tested, thus the constant residual gas fraction assumption does not
introduce significant errors.
Since Eq. (38) is sensitive to the specific heat ratio (γ), and without knowledge of
the actual experimental unburned zone temperature, GT-Power simulation data from the
calibrated engine model are used as a reference for the unburned zone temperature profile
in order to determine the optimum value for γ. Through comparison between end-gas
temperature approximation from Eq. (38) and GT-Power results, a parametric study for γ
is performed and a constant value of γ=1.33 is determined. This value is used for the
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models’ validation for all operating conditions. It should be noted that the effect of EGR
on γ is also investigated through GT-Power simulations that capture the effect of
composition and temperature. EGR dilution levels up to 9% are simulated and the effect
on γ is limited to minor changes on the fourth significant digit. Thus, aiming for model
simplicity, these minor changes are ignored in this study and γ is kept constant. Besides,
the nature of Eq. (38) and (39) is to provide a simple methodology for unburned zone
temperature estimation, suitable for real-time operation, through appropriate assumptions
and approximations. As a result, this approach is associated with inherent errors in
temperature estimation, thus a more detailed equation for γ is not considered.
The Shell model also requires initial mass of fuel and oxygen (per cycle and per
cylinder) to initiate the cycle calculations (at t=0). Initial mass of fuel is derived from
experimental engine-averaged measurement at each operating point. The mass flow
measurement is converted to mass per cycle and per cylinder based on the corresponding
engine speed. Initial mass of oxygen is derived from fuel mass and measured air-to-fuel
ratio (AFR).
It is important to mention that actual implementation of feed-forward knock
modeling cannot be based on feedback from pressure measurements, but rather requires
estimation of the in-cylinder pressure profiles. Physics-based combustion phasing
prediction models which are capable of real-time execution can provide this information
[112]. Determination of in-cylinder pressure is out of the scope of this study, thus
experimental pressure traces are used instead. However, such real-time models for feed-
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forward combustion phasing control prove the significance of a deterministic knock
prediction model.
The spark timing sweeps that are presented for each different operating condition
are performed around the knock borderline (BL) of the engine. The terminology used for
each spark timing point refers to its relative position with respect to BL, considering that
spark timing is measured in CAD bTDC.
The experienced dynamometer operator determines BL by real-time observation
of the in-cylinder pressure traces and pressure fluctuations for each of the six cylinders of
the engine. It is important to mention that the knocking behavior of each cylinder varies
due to different heat transfer characteristics in different locations of the engine block,
cylinder-to-cylinder variations on volumetric efficiency and trapped internal residual. As
a result, the experimental knock borderline of the engine is defined as the spark timing
which, if advanced by 1 CAD will cause all six cylinders to experience knock.
In order to illustrate the discrepancies between each cylinder, Figure A.6 shows
the calculated squared knock intensities (averaged over the 1100 recorded cycles) for
each cylinder, during a spark timing sweep at 3000 RPM and WOT. Since knock
intensity magnitude varies depending on the engine operating condition, a universal
threshold that characterizes knock-limited spark timing cannot be established in terms of
knock intensity. Instead, knock-limited spark timing is defined in a spark sweep as the
location of the “knee” in the knock intensity profile, as presented in Figure A.6. Results
show that some of the cylinders experience more severe knocking than others.
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Furthermore, knock-limited spark timing (KLST) may vary by 1-2 CAD
depending on the cylinder under examination. In the same plot, the standard deviation of
squared knock intensity for cylinder #6 over the 1100 recorded cycles for each operating
point is also included. The increasing values of standard deviation as spark timing is
advanced, shows the significant spread of knock intensities between the engine cycles in
each operating point. In this study, knock borderline is determined by real-time
observation of the average behavior of all six cylinders. However, in order to provide a
fair comparison between the results, only cylinder #1 data are presented during the
evaluation of the models.

Figure A.6. Squared knock intensity (averaged over 1100 recorded cycles) of each cylinder, and
standard deviation of squared knock intensity of cylinder #6, at 3000 RPM, wide-open-throttle,
without EGR to show the significant cylinder-to-cylinder variations

Combustion phasing threshold considerations
The combustion phasing threshold is used in order to distinguish between
significant knocking events and light knock events that can be ignored. The knock
models use the end-gas thermodynamic state to predict the onset of autoignition even at
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very late combustion phasing, without being able to identify whether this will indeed lead
to significant pressure fluctuations. Light knock events usually occur closer to the end of
combustion where the unburned mass of the end-gas is low and autoignition will not lead
to high pressure oscillations.
Under these considerations, Eriksson and Sivertsson in [32] use CA75 (CAD
location at 75% mass fraction burned) as a threshold of significant knocking. Knock
onset later than CA75 can be ignored. Similarly, Chen and Raine in [17,18] correlate the
duration from ignition to 70% mass fraction burned (MFB0-70%) with the knock intensity.
Experimental results from a single engine speed at different compression ratios and airto-fuel ratios show that knock intensity increases as MFB0-70% duration decreases. In
another study [116], the authors use an induction-time correlation for knock prediction
along with the Franzke Knock Criterion. This criterion suggests that knock limit is
characterized by autoignition occurring before the elapse of a specific, and constant,
fraction of the burning duration. In this way, the “K-value” is introduced as the threshold,
which is defined according to Eq. (40).
𝐾𝐾 =

𝐾𝐾𝐾𝐾 − 𝑆𝑆𝑆𝑆
𝐸𝐸𝐸𝐸 − 𝑆𝑆𝑆𝑆

(40)

In this equation, KO is the location of knock onset, SC is the start of combustion

(1% mass fraction burned) and EC is the end of combustion (95% mass fraction burned).
However, the application of this criterion reveals that no constant value could be defined
to act as a universal threshold; thus the authors propose an improved criterion to be used.
The authors replace CA95 (end of combustion) in the “K-value” calculation with CA75
and identify a trend between the “K-value” and the CA50 of the respective operating
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point. In this way, they achieve a reduction on the operating point-dependent variation of
this threshold, which is still significantly affected by the air-to-fuel ratio. Nevertheless, a
constant threshold based on the Franzke Knock Criterion could not be obtained.
For the current research, several combustion phasing characteristics are
investigated in terms of their feasibility in providing a universal knock threshold. Firstly,
mass fraction burned at knock onset is evaluated and Figure A.7 compares the effect of
spark timing, EGR dilution and engine speed. The squared knock intensity for each cycle
is calculated and plotted as a function of MFB at the knock onset location. Results from
1100 recorded cycles in each operating point are shown.
Knock intensities vary significantly between operating points, especially for
different engine speeds. Thus, knock intensity values from different operating conditions
should not be directly compared with each other. Rather the location, at which knock
intensity starts increasing significantly (“knee” in the trend-line of each KI2 dataset),
needs to be identified, evaluated and compared between operating points.
Spark timing does not affect the location of the “knee” in the knock intensity
trend, since 3 CAD advanced phasing (BL+3) shows similar trend comparing to the
borderline case (BL) at 1500 RPM. Looking at the upper plot of Figure A.7 alone, a
CA90 threshold could be set for severe knock onset location. However, the addition of
EGR and changing engine speeds show different trends in the knock intensity plot.
EGR lowers the laminar flame speed and prolongs the burning profile while at the
same time increases the autoignition delay of the end-gases. These two effects are
contradicting since slower combustion would provide more time for the end-gases to
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autoignite, while at the same time the autoignition delay is increased. Beside the thermal
effects of EGR, the recirculating species also introduce chemical effects on combustion.
Research in [43,85] has shown that hydrogen and CO are important inhibitors of
autoignition resulting in longer ignition delays. On the other hand, NO which is found in
the recirculating species especially during lean operation, promotes autoignition for the
gasoline fuel resulting in advanced knock onset [13]. In the current study, recirculating
species concentration is not measured, thus the chemical effects of EGR on knock onset
are not investigated.
Experimental data (mid plot of Figure A.7) show that when adding EGR,
significant knocking events occur at later MFB comparing to the no-EGR case at 3000
RPM. It is important to note that the average CA50 of 9% EGR and no-EGR cases are
not directly comparable since spark timing is not kept constant. Both of these points refer
to 3 CAD advanced spark timing from their respective borderline (BL+3). Spark timing
borderline at this operating point for the no-EGR case is 31 CAD bTDC, while for the
9% EGR case it is 42 CAD bTDC.

216

Figure A.7. Experimental data for squared knock intensity as a function of mass fraction burned (%)
at knock onset location for different operating conditions to compare the effect of spark timing (BL
or BL+3), EGR (0 or 9%) and engine speed (1500 RPM or 3000 RPM)

The most significant effect on MFB at knock onset is caused by engine speed. At
1500 RPM, several knock events occur even later than CA80, while at 3000 RPM the
majority of knocking is detected before CA50. Overall, experimental results show that,
depending on the operating conditions, cycles with severe knocking are detected in
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different stages of the combustion process. Figure A.7 shows a slight trend suggesting
that knock intensity increases when knock occurs at earlier MFB. However, this trend is
not clear at every operating point. Thus, MFB at knock onset cannot provide a universal
threshold to characterize the severity of a knock event in a wide range of conditions.

Figure A.8. Experimental data for squared knock intensity as a function of knock onset location (in
CAD aTDC) for different operating conditions to compare the effect of spark timing (BL or BL+3),
EGR (0 or 9%) and engine speed (1500 RPM or 3000 RPM)
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Since MFB at knock onset is dependent on operating conditions, other
combustion phasing characteristics are also investigated as possible knocking thresholds.
Figure A.8 compares the relationship between knock intensity and the knock onset
location (in CAD aTDC) to evaluate the effect of spark timing, EGR and engine speed.
Knock onset location can be viewed as an indication of the combustion chamber volume
when knocking is detected. The knock intensity trend-lines are significantly clearer with
this parameter. Spark timing and EGR dilution do not affect the knock onset location that
characterizes the “knee” in the trend of KI2 data. Despite the fact that spark timing
between the operating points shown in the upper plot of Figure A.8 differs by 3 CAD, the
knock onset location that distinguishes significant knock from light knock events remains
unchanged. In the same way, the spark timing between the 9% EGR and the no-EGR case
differs by 11 CAD, however the knock onset location threshold for both cases is the
same. On the other hand, engine speed has a significant effect, as shown in the lower plot
of Figure A.8, shifting a possible threshold from 21 CAD aTDC at 1500 RPM, to 7 CAD
aTDC at 3000 RPM. This is also the reason of the offset observed between the two upper
plots, since spark timing effect is shown at 1500 RPM, while EGR effect is presented at
3000 RPM. Thus, a single threshold value is still not achievable when the volume of the
combustion chamber at knock onset is considered.
Aiming to mitigate the effect of engine speed in the combustion phasing threshold
for knocking, the time (in msec) required between spark and knock onset for different
operating conditions is investigated. However, only spark timing effect is eliminated with
this threshold. EGR effect is substantial, while engine speed still plays a significant role,
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even when crank angle-based phasing is converted to time-based. For that reason, instead
of time duration, the crank angle duration between spark and knock onset is considered
and Figure A.9 shows the relationship with knock intensity for different operating points.
In this case, both spark timing and engine speed effects are partially addressed. The trend
with knock intensity is clear, but there is still a small difference (in the order of 2-3 CAD)
on the threshold value for different spark timings and engine speeds. On the other hand,
the EGR effect is not addressed since significantly different durations leading to knock
onset are observed when EGR is added. Due to the complicated thermal and chemical
effects of EGR on the combustion process, such a characteristic would make it
challenging to apply this threshold for experiments with varying EGR levels.
In general, the trend-lines of knock intensity datasets show that knock onset
location and spark-to-knock-onset duration provide clearer, and possibly more effective,
knock threshold values compared to MFB at knock onset. Nevertheless, no single
combustion phasing characteristic can provide a constant and universal threshold to be
applied in any operating condition in order to distinguish between significant and light
knock events. However, the nature of the knock prediction models in the context of feedforward combustion phasing control algorithms, require a deterministic threshold of
comparison. Thus, based on experimental observations, knock onset location proves to be
the most reliable parameter to be used for this purpose during implementation and
evaluation of the knock prediction models. Knock onset location is superior to the sparkto-knock-onset duration when spark timing effect is considered, while it fully addresses
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the effect of EGR dilution. The parameter is affected by the engine speed though, thus
different threshold values need to be applied based on engine speed.

Figure A.9. Experimental data for squared knock intensity as a function of spark-to-knock-onset
duration (in CAD) for different operating conditions to compare the effect of spark timing (BL or
BL+3), EGR (0 or 9%) and engine speed (1500 RPM or 3000 RPM)

Figure A.10 shows the two threshold values that are used during evaluation of the
models. The “knee” of the trend-line that characterizes the location where knock intensity
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values start to increase is determined as the threshold. The datasets shown in Figure A.10
are recorded with the same Variable Valve Timing setting at different engine speeds,
engine loads, spark timings and EGR levels, using 93 AKI fuel. The spark timing
indication in the legend of the plot refers to CAD bTDC. The only parameter that affects
the trend is engine speed, thus 7 CAD aTDC and 21 CAD aTDC are identified as the
threshold values for 3000 RPM and 1500 RPM, respectively.

Figure A.10. Determination of knock onset thresholds to distinguish between light and severe knock
events using experimental datasets for 93 AKI fuel at various engine speeds, engine loads, EGR levels
and spark timings

As far as the 87 AKI fuel is concerned, experimental data indicate that a different
knock onset threshold needs to be considered. Figure A.11 compares the squared knock
intensity of experiments ran using 93 AKI fuel at BL+3, which corresponds to spark
timing of 22 CAD bTDC, with experiments ran using 87 AKI fuel at BL+3 and BL,
which correspond to spark timing of 17 and 14 CAD bTDC, respectively. The
experiments presented are performed at 1500 RPM, wide-open throttle. Despite the fact
that spark timing is retarded when the less knock-resistant fuel is used, results show that
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squared knock intensities of the 87 AKI fuel have about ten times larger magnitude than
the ones for 93 AKI fuel. However, the knock onset location that relates to the “knee” in
the KI2 dataset to distinguish between light and severe knocking is slightly shifted to 23
CAD. Similar to results from 93 AKI fuel data, and for constant camshaft position, the 3
CAD difference of spark timing in the 87 AKI fuel datasets does not affect this threshold.

Figure A.11. Comparison between squared knock intensities of 87 AKI (left axis) and 93 AKI (right
axis) fuels at 1500 RPM, WOT and different spark timings, and determination of knock onset
threshold for the less knock-resistant fuel

Table A.4 summarizes the chosen knock onset thresholds to be used during
evaluation of the knock prediction models. These thresholds are compared with the
output of the knock models in order to distinguish between severe and light knock events.
Table A.4. Summary of knock onset thresholds

93 AKI fuel
87 AKI fuel

Engine Speed
Knock Onset Threshold
(for any EGR level and spark timing)
1500 RPM
21 CAD aTDC
3000 RPM
7 CAD aTDC
1500 RPM
23 CAD aTDC
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Evaluation of the models using experimental data
The modified Shell model and the Douaud & Eyzat empirical correlation are
evaluated in different operating conditions. As described, specific Shell model parameters
(shown in Table A.3) are calibrated based on experimental data for knock onset from
operation without EGR using 93 AKI fuel. On the other hand, Douaud & Eyzat
correlation is applied without any calibration or modification.
In the evaluation plots presented in this section, the knock onset prediction (in
CAD) of the two models is compared with the knock onset threshold, which is
determined from experimental data in the previous section. Considering the spark timing
sweep in these plots, the point where the model prediction curve crosses the threshold
line, provides the predicted knock-limited spark timing. In other words, when the knock
onset model prediction occurs later (in CAD) than the threshold, then knock is ignored.
Conversely, when knock onset occurs before the threshold, knock is predicted by the
model. This assessment is performed for spark timing sweeps around the experimentally
defined knock borderline, in different operating conditions. The experimental KI2 is
plotted as an indication of the knock-limited spark timing (BL) which is determined as
the “knee” of the KI2 trend. Finally, experimental CA50 is also provided as an indication
of the combustion phasing for each point.
Figure A.12 presents the effect of engine load on knock onset prediction for both
models during spark sweeps around the knock borderline at 1500 RPM without EGR,
using 93 AKI fuel. The average CA50 and the average experimental squared knock
intensity for the 1100 recorded cycles in each operating point, are also included in the
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plot. The threshold, as determined through experimental data for 1500 RPM, is used for
comparison in order to assess the significance of the predicted knock event. The output of
the model prediction is either “knock” or “no knock”, depending on the comparison
between the predicted knock onset and the threshold.
Knock borderline is defined as the spark timing which, if advanced by 1 CAD
will produce knock. Thus, optimum model performance refers to knock onset prediction
that occurs earlier than the threshold (model output is “knock”) for the BL+1
experimentally-defined spark timing, while it occurs later than the threshold (model
output is “no knock”) for the BL spark timing. For both engine loads in Figure A.12,
experimental borderline refers to 19 CAD bTDC spark timing.
The modified Shell model predicts the knock borderline without error for the
lower load case, since retarding the spark timing starting from the BL+3 point, the “no
knock” output occurs for the first time at the experimental BL. However, it misses the
borderline by 1 CAD of spark timing for the wide-open-throttle case.
The Douaud & Eyzat correlation over-predicts knocking by about 2 CAD of spark
timing for both engine loads. Additionally, the slope of knock onset prediction produced
by Douaud & Eyzat over the spark timing sweep is much less “steep” comparing to the
Shell model output, and generally follows the slope of combustion phasing. This means
that the Douaud & Eyzat model is less sensitive to the inputs (pressure and temperature).
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Figure A.12. Effect of load on knock onset prediction for the Shell model (blue line) and the Douaud
& Eyzat correlation (red line) for spark timing sweeps relative to knock borderline for two engine
loads; average squared knock intensity (right axis) and CA50 are also presented

Figure A.13 presents the model evaluation for the same fuel at 3000 RPM and
wide-open-throttle conditions. This plot can be compared with the upper plot of Figure
A.12 for the evaluation of the effect of engine speed. In this case, borderline refers to
spark timing at 31 CAD bTDC. The knock onset threshold identified through
experimental data for 3000 RPM is used (threshold = 7 CAD). Based on comparison with
the threshold, both models under-predict knocking. The Shell model error is 3 CAD of
spark timing, whereas Douaud & Eyzat error is significantly larger.

226

Figure A.13. Knock onset prediction for the Shell model (blue line) and the Douaud & Eyzat
correlation (red line) for spark timing sweep relative to knock borderline at 3000 RPM, WOT, noEGR (93 AKI fuel); average squared knock intensity (right axis) and CA50 are also presented

As far as cooled EGR dilution is concerned, the two models are evaluated for
three EGR levels at wide-open-throttle conditions in two engine speeds. Figure A.14
shows the knock onset prediction at 3000 RPM for 3%, 6% and 9% EGR. Experimental
knock borderline is identified at 36, 39 and 42 CAD bTDC spark timing, respectively.
Based on comparison with the threshold, the modified Shell model captures the trend of
knock onset with EGR and predicts knock borderline with no error in the 3% and 6%
EGR cases, while it shows 1 CAD error in the 9% EGR case (lower plot). This is
especially important considering the fact that calibration of the Shell model parameters is
performed through experimental data of no-EGR operation. On the other hand, the
empirical correlation of Douaud & Eyzat under-predicts knock for the entire validation
range of EGR. It closely follows the slope of combustion phasing during the spark
sweeps, and produces a prediction error larger than 3 CAD of spark timing.
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Figure A.14. Effect of EGR on knock onset prediction for the Shell model and the Douaud & Eyzat
correlation for spark timing sweeps relative to knock borderline at 3000 RPM, WOT and various
EGR levels (93 AKI fuel)

Aiming to further evaluate the effect of cooled EGR on the models’ prediction,
the unburned zone temperature estimation, which is the main input for the Shell model
and is given by Equation (38), is being compared between different EGR dilution levels.
In order to provide a fair comparison and reduce the effect of different combustion
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phasing, spark timing is kept constant. In this way, Figure A.15 presents the unburned
temperature profiles for 3000 RPM, wide-open-throttle operation with spark timing at 39
CAD bTDC. In order to maintain this constant spark timing, the temperature estimation
for the BL+3 operating point of the “3% EGR” case is compared with the BL point of
“6% EGR” and BL-3 of “9% EGR”. The figure also includes the knock onset prediction
from the modified Shell model for each operating point. As expected, with similar
combustion phasing, increasing cooled EGR dilution levels produce lower estimated
unburned temperature profiles, thus resulting in later knock onset prediction from the
Shell model.

Figure A.15. Effect of EGR on unburned zone temperature estimation for 3000 RPM, WOT and
constant spark timing (SPK=39); Shell model knock onset prediction shown in upper left corner

Finally, to evaluate the effect of fuel quality on knock prediction, Figure A.16
presents the model evaluation at 1500 RPM, wide-open-throttle operation without EGR,
using 87 AKI fuel. This figure is comparable with the upper plot of Figure A.12 which
corresponds to the same operating point with 93 AKI fuel. In this case, the knock onset
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threshold is set to the value determined for the lower-grade gasoline fuel (threshold = 23
CAD), while the borderline refers to spark timing at 14 CAD bTDC. It is also important
to mention that Shell model calibration is based solely on experimental data for the 93
AKI fuel and no further modifications are performed for this evaluation. Despite that, the
Shell model predicts knock borderline with no error for the 87 AKI fuel. The Douaud &
Eyzat correlation is adjusted for fuel quality based on the parameter referring to octane
rating in Eq. (37). It follows the combustion phasing trend over the spark timing sweep
but over-predicts knocking, resulting in a 2 CAD error for the knock-limited spark timing
estimation.

Figure A.16. Effect of fuel quality on knock onset prediction for the Shell model and the Douaud &
Eyzat correlation for spark timing sweep relative to knock borderline at 1500 RPM, WOT, no-EGR,
using 87 AKI fuel

Summary
In the context of physics-based modeling for control-oriented applications,
different model-based knock prediction methodologies are evaluated and the effect of
EGR is quantified. Two common methods for autoignition modeling are considered: a
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generalized chemical kinetics model, widely known as the Shell model, and an empirical
induction-time methodology based on the Douaud & Eyzat correlation. Certain Shell
model parameters are selected and modified based on experimental data from a naturally
aspirated 3.6L V6 gasoline engine. Aiming to assess the effectiveness of deterministic
knock borderline prediction without the implementation of multi-dimensional combustion
codes, both models utilize inputs derived solely from experimental in-cylinder pressure
data.
Multiple combustion phasing parameters are examined in an effort to provide a
deterministic threshold of comparison for knock onset timing in order to distinguish
between light and severe knocking. Experimental datasets from several recorded cycles in
various operating points are used in order to identify a trend between knock intensity and
combustion phasing parameters. Mass fraction burned at knock onset, knock onset
location and duration between spark and knock onset (both in time and CAD) are
examined under these considerations. It is concluded that no single threshold value can be
identified as a universal solution for every operating condition. However, the knock onset
location, representing the combustion chamber volume at the moment of autoignition, is
selected as the most effective parameter since it provides the clearest trends with knock
intensity. Different threshold values are identified depending on engine speed and fuel
quality. On the contrary, EGR, spark timing and engine load do not affect the threshold
value.
Model evaluation is conducted over a wide range of engine conditions. The
empirical induction-time correlation follows the combustion phasing trend over spark

231

timing sweeps but fails to predict knock borderline in varying engine speeds and EGR
dilution levels. On the other hand, the chemical kinetics model shows higher sensitivity
to end-gas temperature and better prediction of knock borderline. Despite the fact that the
chemical kinetics model parameters are calibrated using only experimental data from
operation without EGR and with a single fuel, the model follows the knock onset trends
over the entire validation range (for varying EGR levels and different fuel qualities). By
comparison with the experimentally-defined knock borderline, the Shell model shows an
average knock borderline prediction error of one crank angle degree of spark timing, with
a maximum error of three crank angle degrees. However, the model is currently tested
with a time-step of 10-6 sec. Thus, model simplifications are required in order to increase
the time-step and further reduce the computational load, so that it becomes a feasible
option for real-time execution in an engine ECU.
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