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RESUMO
VENSKE, Sandra M.G.S.. PREDIÇÃO DA ESTRUTURA DE PROTEÍNAS OFF-LATTICE
USANDO EVOLUÇÃO DIFERENCIAL MULTIOBJETIVO ADAPTATIVA. 210 f. Tese –
Programa de Pós-graduação em Engenharia Elétrica e Informática Industrial, Universidade Tec-
nológica Federal do Paraná. Curitiba, 2014.
A Predição da Estrutura das Proteínas, conhecida como PSP (Protein Structure Prediction) pode
ser considerada um dos problemas mais desafiadores da Bioinformática atualmente. Quando
uma proteína está em seu estado de conformação nativa, a energia livre tende para um valor
mínimo. Em geral, a predição da conformação de uma proteína por métodos computacionais é
feita pela estimativa de dois valores de energia livre que são provenientes das interações intra
e intermoleculares entre os átomos. Alguns estudos recentes indicam que estas interações es-
tão em conflito, justificando o uso de abordagens baseadas em otimização multiobjetivo para a
solução do PSP. Neste caso, a otimização destas energias é realizada separadamente, diferente
da formulação mono-objetivo que considera a soma das energias. A Evolução Diferencial (ED)
é uma técnica baseada em Computação Evolucionária e representa uma alternativa interessante
para abordar o PSP. Este trabalho busca desenvolver um otimizador baseado no algoritmo de
ED para o problema da Predição da Estrutura de Proteínas multiobjetivo. Este trabalho investiga
ainda estratégias baseadas em parâmetros adaptativos para a evolução diferencial. Inicialmente
avalia-se uma abordagem simples baseada em ED proposta para a solução do PSP. Uma evolu-
ção deste método que incorpora conceitos do algoritmo MOEA/D e adaptação de parâmetros é
testada em um conjunto de problemas benchmark de otimização multiobjetivo. Os resultados
preliminares obtidos para o PSP (para seis proteínas reais) são promissores e aqueles obtidos
para o conjunto benchmark colocam a abordagem proposta como candidata para otimização
multiobjetivo.
Palavras-chave: Otimização Multiobjetivo, Evolução Diferencial Adaptativa, Predição da Es-
trutura de Proteínas.
ABSTRACT
VENSKE, Sandra M.G.S.. OFF-LATTICE PROTEIN STRUCTURE PREDICTION USING
MULTIOBJECTIVE ADAPTIVE DIFFERENTIAL EVOLUTION. 210 f. Tese – Programa
de Pós-graduação em Engenharia Elétrica e Informática Industrial, Universidade Tecnológica
Federal do Paraná. Curitiba, 2014.
Protein Structure Prediction (PSP) can be considered one of the most challenging problems in
Bioinformatics nowadays. When a protein is in its conformation state, the free energy is mi-
nimized. Evaluation of protein conformation is generally performed based on two values of
the estimated free energy, i.e., those provided by intra and intermolecular interactions among
atoms. Some recent experimental studies show that these interactions are in conflit, justifying
the use of multiobjective optimization approaches to solve PSP. In this case, the energy optimi-
zation is performed separately, different from the mono-objective optimization which considers
the sum of free energy. Differential Evolution (DE) is a technique based on Evolutionary Com-
putation and represents an interesting alternative to solve multiobjective PSP. In this work, an
optimizer based on DE is proposed to solve the PSP problem. Due to the great number of pa-
rameters, typical for evolutionary algorithms, this work also investigates adaptive parameters
strategies. In experiments, a simple approach based on ED is evaluated for PSP. An evolution
for this method, which incorporates concepts of the MOEA/D algorithm and parameter adap-
tation techniques is tested for a set of benchmarks in the multiobjective optimization context.
The preliminary results for PSP (for six real proteins) are promising and those obtained for the
benchmark set stands the proposed approach as a candidate to the state-of-art for multiobjective
optimization.
Keywords: Multi-objective Optimization, Adaptive Differential Evolution, Protein Structure
Prediction Problem.
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1 INTRODUÇÃO
Proteínas são compostas por uma ou mais cadeias de polipeptídeos cada uma contendo
dezenas, centenas ou milhares de aminoácidos e são responsáveis por muitas funções biológicas
diferentes. As proteínas dobram-se em uma ou mais conformações 3D específicas a partir de sua
sequência de aminoácidos, para atingir a sua conformação nativa e exercer sua função biológica.
A fim de entender as funções biológicas das proteínas em nível molecular, é necessário entender
como o dobramento ocorre. A predição da estrutura de proteínas tem grande relevância para
a produção de medicamentos e para o conhecimento e tratamento de algumas doenças. Além
do interesse acadêmico, o conhecimento acerca do dobramento de proteínas é empregado em
muitas aplicações biotecnológicas com importância industrial (COHEN; KELLY, 2003).
A Predição da Estrutura das Proteínas, conhecida como PSP (Protein Structure Predic-
tion) é um dos mais desafiadores problemas atuais da Bioinformática e um tópico importante da
pesquisa nesta área, tal como a análise de sequência, predição da função das proteínas, predição
da interação proteína-proteína e análise de microarray (WANG; ZHANG, 2010). O bioquímico
americano Christian Anfinsen foi o pesquisador pioneiro no PSP e sua teoria estabeleceu os
fundamentos para a predição da conformação nativa de algumas proteínas: a informação neces-
sária para predizer a conformação nativa está codificada na sua sequência de aminoácidos da
proteína (XU et al., 2006a). Quando uma proteína está em seu estado de conformação nativa, a
energia livre é a menor possível. É difícil encontrar uma abordagem de minimização de energia
para a predição da estrutura de proteínas porque as proteínas são flexíveis, sendo o espaço de
conformação potencial grande para ser exaustivamente explorado. Apesar do grande número de
pesquisas, a solução para o PSP ainda está em aberto devido à sua complexidade, mesmo para
pequenas proteínas (DORN et al., 2011). O PSP faz parte do grupo de problemas NP-completos
(FRAENKEL, 1993; HART; ISTRAIL, 1997; CRESCENZI et al., 1998).
Atualmente, a forma de ligação das moléculas de proteínas é realizada utilizando exa-
mes altamente custosos financeiramente. Os métodos empregados para obter a conformação
tridimensional das proteínas, como a cristalografia, fotografia por raio-X e espectroscopia de
ressonância magnética nuclear, produzem resultados de boa qualidade, embora custosos. As-
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sim, os métodos computacionais tornam-se interessantes para construir modelos para predizer
a conformação de proteínas (DILL, 1999).
A predição da conformação de uma proteína é feita, em geral, pela estimativa de dois
valores de energia: átomos ligados (com interações internas ou intramoleculares) e átomos não-
ligados (com interações externas ou intermoleculares). Estudos recentes conduzidos experimen-
talmente indicam que estas interações estão em conflito (CUTELLO et al., 2006), (HANDL et
al., 2008), (BECERRA et al., 2010), o que justifica uma formulação para o PSP que leve em
consideração não a soma destas energias - como numa formulação mono-objetivo, mas a otimi-
zação destas energias em separado, utilizando uma formulação multiobjetivo.
Dentre os algoritmos multiobjetivo disponíveis, neste trabalho foram utilizados o PAES
(Pareto Archived Evolution Strategy) e o MOEA/D (Multiobjective Evolutionary Algorithm ba-
sed on Decomposition). O PAES (KNOWLES; CORNE, 1999) é um algoritmo multiobjetivo
simples considerado clássico na literatura. Estudos experimentais mostram que o MOEA/D
proposto mais recentemente (ZHANG; LI, 2007), tem um bom desempenho para um grande
número de problemas multiobjetivo (ZHANG; LI, 2007; LI; ZHANG, 2009; ZHANG et al.,
2010). Além disso, um algoritmo baseado no MOEA/D foi considerado o melhor otimizador
multiobjetivo para problemas sem restrições na competição CEC-2009 (Congress on Evoluti-
onary Computation) de otimização multiobjetivo. Outra questão a ser considerada quando se
utiliza a abordagem multiobjetivo é com relação ao retorno de uma solução ao final do processo
de otimização. Algoritmos multiobjetivo retornam um conjunto de soluções e a escolha da me-
lhor solução desse conjunto é um desafio para muitos problemas de otimização multiobjetivo.
Evolução Diferencial (ED) (STORN; PRICE, 1997) é um método computacional evo-
lucionário que pode ser uma alternativa interessante para abordar o PSP. A ED evolui em um
processo que envolve o cálculo de uma diferença ponderada entre dois vetores (indivíduos) da
população e posteriormente a sua adição a um terceiro vetor, considerando parâmetros como
fator de mutação, cruzamento e seleção de estratégias de mutação. A ED tem duas caracterís-
ticas principais que a diferenciam de alguns métodos evolucionários (ENGELBRECHT, 2007).
A primeira é que a ED foi originalmente projetada para ser aplicada a espaços contínuos, caso
típico do PSP usando modelos off-lattice, onde a proteína é representada como uma cadeia de
resíduos (ou de grupos de resíduos) que se deslocam por um espaço contínuo. Em segundo
lugar, informações de distância e direção extraídas da população corrente são empregadas a fim
de guiar o processo de busca. A distância é representada pela diferença entre dois indivíduos
da população e há um indivíduo selecionado para apontar a direção da evolução. Este indivíduo
pode ser aleatório ou escolhido como o melhor da população segundo algum critério.
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Na ED clássica, o controle de parâmetros e estratégias é feito, em geral, com valores
pré-definidos que não mudam durante o processo evolucionário. Esse tipo de abordagem exige,
entretanto, uma fase adicional de ajuste a fim de encontrar o melhor valor para cada parâme-
tro e definir qual estratégia de mutação deve ser usada. Este processo de ajuste é, na maioria
das vezes, demorado e dependente do problema. Há também que se considerar que diferentes
estratégias ou valores de parâmetros são adequados para diferentes fases do processo de otimi-
zação (ENGELBRECHT, 2007). Parâmetros adaptativos são uma solução para estes requisitos
em abordagens chamadas de Evolução Diferencial Adaptativa (EDA). Há várias abordagens
de EDA sendo desenvolvidas (ZHANG; SANDERSON, 2009; ABBASS, 2002; QIN; SU-
GANTHAN, 2005; BREST et al., 2006b, 2006a; NOBAKHTI; WANG, 2008; TEO, 2006;
ZHANG; SANDERSON, 2007a; QIN et al., 2009; LI et al., 2011a; GONG et al., 2010, 2011;
MALLIPEDDI et al., 2011; NEOGI et al., 2012; ISLAM et al., 2012; CARAFFINI et al.,
2013; ELSAYED et al., 2013). Nestas abordagens, os valores para parâmetros e estratégias são
atualizados dinamicamente durante o processo evolucionário.
Neste trabalho é apresentado um método de otimização multiobjetivo baseado na téc-
nica de evolução diferencial, considerando tanto ED adaptativa quanto não-adaptativa. Primei-
ramente, o algoritmo foi submetido a testes em 10 problemas de benchmarks de otimização do
CEC-2009 com dois e três objetivos para, em seguida, ser aplicado ao problema da predição
da estrutura de proteínas, considerando dois objetivos. Em geral, a predição da conformação
de uma proteína por métodos computacionais é feita pela estimativa de dois valores de energia
livre que são provenientes das interações intra e intermoleculares entre os átomos. Alguns es-
tudos recentes indicam que estas interações estão em conflito, justificando o uso de abordagens
baseadas em otimização multiobjetivo para a solução do PSP. Neste caso, a otimização des-
tas energias é realizada separadamente, diferente da formulação mono-objetivo que considera
a soma das energias. Por se tratar de uma abordagem multiobjetivo, para o PSP também foi
analisada a questão da tomada de decisão sobre a melhor solução a ser retornada ao final da
evolução. Existem diferentes métodos que podem auxiliar nesta tomada de decisão. Neste tra-
balho foram testados quatro métodos: dois deles baseados no conceito de “joelho” da fronteira
de Pareto (BRANKE et al., 2004) (onde onde uma pequena melhora em um objetivo leva a uma
grande deterioração em pelo menos um dos outros objetivos), um método baseado na soma das
energias da proteína e um método baseado no conceito de ponto empírico (ponto que representa
os valores mínimos atuais para cada função objetivo).
25
1.1 OBJETIVOS
O objetivo geral deste trabalho é projetar um otimizador multiobjetivo usando o mé-
todo de evolução diferencial, testando abordagens de adaptação de parâmetros no contexto da
predição da estrutura de proteínas. Dentre os objetivos específicos, destacam-se:
• Projetar otimizadores não-adaptativos;
• Analisar o impacto do uso de algoritmos adaptativos para os parâmetros e para seleção
das estratégias de mutação da ED;
• Testar o otimizador em um conjunto de funções benchmark;
• Realizar testes a fim de validar o otimizador para o PSP;
• Analisar tomadores de decisão para o PSP.
1.2 CONTRIBUIÇÕES DO TRABALHO
Este trabalho de doutorado produziu, até o momento, quatro publicações com os resul-
tados obtidos pelo otimizador. As publicações referentes ao otimizador utilizando um conjunto
de benchmarks foram:
1. Em Venske et al. (2012a) foi publicada uma versão do trabalho no SBRN 2012 - Brazilian
Symposium on Neural Networks que aconteceu em Curitiba-PR de 20 a 25 de outubro
de 2012. Nesse trabalho foi proposta uma versão adaptativa para o otimizador com o
MOEA/D (ZHANG; LI, 2007) e evolução diferencial. O algoritmo obteve ótimos re-
sultados, recebendo prêmio de “Menção Honrosa” no evento. Este trabalho recebeu um
convite da organização do SBRN 2012 para ter sua versão estendida submetida a um
periódico (Neurocomputing - Elsevier);
2. Em Venske et al. (2014) foi publicada uma versão do trabalho no periódico Neurocom-
puting - Elsevier. Nesse trabalho foram abordados e comparados aspectos adaptativos e
não-adaptativos para o otimizador com o MOEA/D (ZHANG; LI, 2007) e evolução di-
ferencial, testando alguns algoritmos adaptativos. O algoritmo obteve ótimos resultados
quando comparado à literatura.
As publicações referentes ao otimizador aplicado ao PSP foram:
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1. Em Venske et al. (2012b) foi publicada uma versão inicial não-adaptativa do trabalho no
BIOINFORMATICS 2012 - International Conference on Bioinformatics Models, Methods
and Algorithms que aconteceu em Portugal de 1 a 4 de fevereiro de 2012. Nesse trabalho
o PSP foi modelado como um problema de otimização multiobjetivo com um algoritmo
baseado no PAES (KNOWLES; CORNE, 1999) e evolução diferencial. A abordagem
proposta foi validada em alguns peptídeos com resultados promissores;
2. Em Venske et al. (2013) foi publicada uma versão adaptativa do otimizador no BRACIS
2013 - Brazilian Conference on Intelligent Systems que aconteceu em Fortaleza-CE de
20 a 24 de outubro de 2013. Nesse trabalho o PSP multiobjetivo foi testado utilizando
MOEA/D (ZHANG; LI, 2007) e evolução diferencial adaptativa. A abordagem proposta
foi validada em alguns peptídeos com bons resultados. Este trabalho recebeu um convite
da organização do BRACIS 2013 para ter sua versão estendida submetida a um periódico
(Neurocomputing - Elsevier) - o qual foi submetido e encontra-se em avaliação.
Quanto ao ineditismo do trabalho, de acordo com o conhecimento da proponente, al-
guns pontos principais podem ser destacados:
1. Proposta de uma nova estratégia para a ED, chamada de “ED/current-to-neighborhood”,
inspirada na estratégia básica “ED/current-to-best” e nos conceitos de vizinhança propos-
tos no algoritmo MOEA/D. Esta estratégia foi testada nos algoritmos adaptativos com o
MOEA/D;
2. Uma análise de avaliação de impacto de agregar ED adaptativa com o algoritmo MOEA/D.
O uso de ED adaptativa não foi testado em conjunto com o MOEA/D na literatura;
3. A adaptação de parâmetros em algoritmos de ED não foi reportada na literatura para
solução do PSP. Portanto, a proposta de uma ED adaptativa, contribui para a área de
pesquisa, além de liberar o usuário da difícil tarefa de ajustar os parâmetros do algoritmo;
4. Uso de um algoritmo baseado em decomposição, como o MOEA/D para abordar o PSP.
Esta abordagem de decomposição de subproblemas utilizada pelo MOEA/D não foi tes-
tada na literatura para predizer a estrutura de proteínas.
1.3 ORGANIZAÇÃO DO TEXTO
Esta tese de doutorado está organizada conforme descrito a seguir.
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No Capítulo 2 detalha-se o problema da predição de estrutura de proteínas. Ao final
do capítulo, uma tabela com as características das principais abordagens relacionadas é apre-
sentada.
O Capítulo 3 apresenta os conceitos básicos relativos à abordagem de otimização mul-
tiobjetivo, bem como os principais algoritmos e estado-da-arte.
O Capítulo 4 apresenta o algoritmo de evolução diferencial detalhado, com destaque
para os algoritmos de adaptação de parâmetros e ED multiobjetivo, além da apresentação de
trabalhos relacionados.
O Capítulo 5 traz o esquema geral do trabalho desenvolvido, as abordagens propostas
e os algoritmos implementados, assim como os resultados de testes para o PSP e benchmarks
multiobjetivo.
As considerações finais sobre este trabalho de pesquisa são mostradas no Capítulo 6,
bem como os trabalhos futuros.
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2 PREDIÇÃO DA ESTRUTURA DE PROTEÍNAS
Este capítulo traz a abordagem do problema de Predição de Estrutura de Proteínas,
iniciando com definições básicas relacionadas às proteínas, estruturas e ângulos. Algumas mé-
tricas importantes e modelos de representação das proteínas são apresentadas, bem como abor-
dagens para a predição teórica da estrutura das proteínas. Em seguida, são descritos alguns
campos de força empíricos (force fields) e o pacote de modelagem de energia conhecido como
TINKER. O capítulo termina com a breve descrição de alguns trabalhos que implementam a
abordagem ab initio em ambientes off-lattice. Desta forma, é possível haver comparação com a
abordagem deste trabalho de doutorado.
2.1 AMINOÁCIDOS E ESTRUTURAS PRIMÁRIA, SECUNDÁRIA, TERCIÁRIA E QUA-
TERNÁRIA
Quimicamente, proteínas são polímeros lineares de aminoácidos (Figura 1). Eles são
compostos orgânicos nas quais um átomo de carbono (chamado carbono alfa - Cα) é ligado a
um grupo amina ( -NH2), um grupo carboxílico ( -COOH), um átomo de hidrogênio (H) e uma
cadeia lateral (grupo R). Existem 20 tipos de aminoácidos comuns encontrados em proteínas
(Figura 2), sendo que R é o grupo que caracteriza o aminoácido, já que o restante da molécula é
comum a todos os outros aminoácidos (TRAMONTANO, 2006). Os aminoácidos, por conven-
ção internacional, são identificados por abreviações de três letras (derivadas do seu nome em
inglês) e símbolos de uma letra (Tabela 1) (LEHNINGER et al., 2011).
Figura 1: Estrutura química de um aminoácido (ALBERTS et al., 2002).
Um resíduo1 de aminoácido é unido a outro (LEHNINGER et al., 2011) por uma
ligação amina, denominada ligação peptídica. Esta ligação forma-se entre o átomo de carbono
1O termo resíduo de aminoácido é utilizado na literatura e reflete a perda dos elementos da água quando um
aminoácido é unido a outro.
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Tabela 1: Abreviações associadas com os aminoácidos comuns encontrados em proteínas. Fonte:
(LEHNINGER et al., 2011).
Aminoácido Abreviação/símbolo Aminoácido Abreviação/símbolo
Glicina Gly G Serina Ser S
Alanina Ala A Treonina Thr T
Prolina Pro P Cisteína Cys C
Valina Val V Asparagina Asn N
Leucina Leu L Glutamina Gln Q
Isoleucina Ile I Lisina Lys K
Metionina Met M Histidina His H
Fenilalanina Phe F Arginina Arg R
Tirosina Tyr Y Aspartato Asp D
Triptofano Trp W Glutamato Glu E
Figura 2: Os vinte tipos de aminoácidos. Fonte: http://www.chemistry.pomona.edu/.
(C) do grupo carboxílico de um aminoácido e o átomo de nitrogênio (N) do grupo amina de
outro aminoácido. Uma molécula de água é removida como um co-produto da reação. A água
(H2O) forma-se a partir do -OH do grupo carboxila de um dos aminoácidos e de um átomo de
H do grupo -NH2 do outro aminoácido. A Figura 3 esquematiza a formação de uma ligação
peptídica entre dois resíduos de aminoácidos. A repetição regular de parte de um polímero é
chamada de cadeia principal (backbone) que, no caso das proteínas, consiste nos grupos amina,
carbono-α e carboxílico de cada aminoácido.
As proteínas são longos polímeros de aminoácidos unidos por ligações peptídicas. Es-
tas ligações são planares e reduzem o grau de liberdade do peptídeo, por não permitirem rotação
em torno da ligação C-N2.
2A ligação C-N tem um caráter parcial de dupla ligação, com o átomo de N alcançando uma carga positiva
parcial e o O uma carga negativa parcial, não permitindo que a molécula normalmente gire sobre esta ligação.
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Figura 3: Ligação peptídica: representação esquemática do processo. Baseada em Alberts et al.
(2002).
A conformação da ligação peptídica é definida por três ângulos diedros3, também co-
nhecidos como ângulos de torsão, chamados φ (phi), ψ (psi) e ω (ômega) que refletem a
rotação sobre cada uma das três ligações que se repetem na cadeia principal.
A rigidez e a planaridade de uma ligação peptídica é representada pelo ângulo diedro
ω . A rotação em torno da ligação entre o carbono (C) da carboxila e o nitrogênio (N) da amina
define o ângulo ω . Este ângulo não é livre para rotacionar. Devido a esta restrição, o ângulo ω
tem suas liberdades de torção variando próximas a 0◦ (raramente) ou a 180◦ (LEHNINGER et
al., 2011).
A ligação entre o N e o Cα forma o ângulo φ e a ligação entre o Cα e o C da carboxila
forma o ângulo ψ (Figura 4). Eles podem variar, a princípio, entre -180◦ a 180◦. Um mapea-
mento dos valores favoráveis pode ser obtido por meio do gráfico de Ramachandran, mostrado
na Figura 5. No gráfico, cada ponto representa um par de ângulos observado na proteína, sendo
que as áreas escuras representam combinações mais favoráveis dos ângulos e áreas mais claras
regiões menos favoráveis, ainda que possíveis. Elementos comuns de estrutura secundária em
proteínas (hélices α e folha β , por exemplo, vistos mais adiante) são marcados nas posições
onde eles comumente aparecem (onde estão seus valores médios para φ e ψ).
O grupo R ligado ao Cα também pode rotacionar. Este ângulo é definido como χ
(chi).
Enquanto a sequência de aminoácidos é chamada de estrutura primária de uma pro-
3Ângulo diedro é o ângulo da interseção de dois planos.
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Figura 4: Estrutura planar de um polipeptídeo. Fonte: Petsko (2004).
teína, há ainda outros três níveis de organização: estrutura secundária, terciária e quaternária
(LEHNINGER et al., 2011). A estrutura secundária refere-se a qualquer segmento de uma
cadeia principal na proteína e descreve o arranjo espacial de seus átomos nesta cadeia. Existem
alguns tipos de estruturas secundárias que ocorrem mais frequentemente em proteínas, pois são
mais estáveis: hélices α e conformações β . Outros exemplos de estruturas secundárias são
310-hélice, poli-prolina e pi-hélice; estas, contudo, ocorrem com menos frequência. A estrutura
terciária é representada pelo arranjo tridimensional total de todos os átomos de uma proteína.
A estrutura quaternária é constituída pelo arranjo de duas ou mais cadeias principais (idênticas
ou diferentes) em complexos tridimensionais (LEHNINGER et al., 2011). A Figura 6 ilustra os
níveis de estruturas de proteínas.
Uma das estruturas secundárias frequente que uma cadeia polipeptídica pode assumir
é uma estrutura helicoidal chamada hélice α (Figura 7). Esta estrutura é gerada quando uma
cadeia polipeptídica gira em torno de si própria, na forma de uma hélice para criar um rígido
cilindro. Um segundo tipo de estrutura recorrente é a conformação β . Nesta estrutura, o es-
queleto da cadeia polipeptídica está estendido em forma de zigue-zague, ao invés de em uma
estrutura helicoidal (Figura 8). Quando estas cadeias em zigue-zague se arranjam lado a lado,
formam uma estrutura que lembra um conjunto de pregas, chamado de folhas β pregueada
(LEHNINGER et al., 2011).
As hélices α e as conformações β são as principais estruturas secundárias que se re-
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Figura 5: Gráfico Ramachandran. Adaptado de Tramontano (2006).
petem em um grande número de proteínas. Cada tipo de estrutura secundária pode ser descrito
pelos ângulos diedros φ e ψ que estão associados a cada resíduo (LEHNINGER et al., 2011).
Quando dois ou mais elementos da estrutura secundária se envolvem em um padrão de dobra-
mento denomina-se estrutura supersecundária ou motivo. Um motivo pode ser simples, como
dois elementos de estruturas secundárias enoveladas juntas e representar uma pequena parte da
proteína. Um motivo pode ser também uma estrutura bem elaborada, envolvendo um grande
número de segmentos proteicos dobrados juntos (LEHNINGER et al., 2011).
Geralmente nas α-hélices os ângulos ao redor das ligações N-Cα e Cα -C são chamados
de ângulos φ e ψ , possuindo -60◦ e -50◦, respectivamente, conforme pode ser visto na Figura
5.
Como visto na Seção 2.1, existem 20 tipos diferentes de aminoácidos e uma molécula
de proteína é formada por uma cadeia desses aminoácidos (geralmente entre 50 e 2.000), cada
qual ligado ao seu vizinho por uma ligação covalente. Cada tipo de proteína (existem milhares
diferentes) possui uma sequência própria de aminoácidos que é exatamente a mesma de molé-
cula para molécula. Ligados à cadeia principal ficam as cadeias laterais dos aminoácidos (não
envolvidas na ligação peptídica) e que atribuem propriedades únicas a cada aminoácido. Estas
cadeias laterais apresentam-se de formas diversas: algumas são apolares e hidrofóbicas, outras
são negativa ou positivamente carregadas, e assim por diante (ALBERTS et al., 2002).
Os ângulos φ e ψ , o gráfico Ramachandran (Figura 5) e outras interações reduzem a
variedade de conformações (arranjos tridimensionais) possíveis. Mesmo assim, uma proteína
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Figura 6: Níveis de estruturas de proteínas. Fonte: Petsko (2004).
ainda pode enovelar-se de diversas maneiras. Como resultado de muitas interações, cada tipo de
proteína tem sua estrutura tridimensional (terciária) própria, que é determinada pela sua sequên-
cia de aminoácidos e que culmina, geralmente, com a energia livre mínima. Outra questão que
merece destaque é que a conformação única e estável da proteína, quando ela interage com
outras moléculas, é decisiva para a função que ela desempenha (ALBERTS et al., 2002).
A estrutura nativa de uma proteína está relacionada a sua conformação de menor ener-
gia livre sendo que, para se chegar a ela, é necessário calcular a energia livre de todas as possí-
veis conformações e selecionar a estrutura com o menor valor global (TRAMONTANO, 2006).
A estratégia de busca aproximada é a melhor para a investigação neste espaço conformacional
tão extenso.
Simular o dobramento de uma proteína e predizer a estrutura terciária de uma proteína
são dois problemas distintos. A simulação do dobramento visa entender e caracterizar o meca-
nismo envolvido no processo do dobramento, bem como as interações envolvidas até se chegar
à estrutura terciária da proteína. No caso da predição da estrutura, o objetivo é determinar a
estrutura nativa da proteína (XU et al., 2006a).
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Figura 7: Estrutura α-hélice. Fonte: Alberts et al. (2002).
Figura 8: Estrutura folhas-β . Fonte: Alberts et al. (2002).
2.2 MÉTRICA PARA COMPARAÇÃO DE PROTEÍNAS
Quando se faz a predição da estrutura de uma proteína (via métodos computacionais,
por exemplo) é necessário algum tipo de comparação com a estrutura nativa original. A fim de
avaliar o quão similar é a conformação predita em relação à estrutura nativa, frequentemente é
utilizada a métrica RMSD (XU et al., 2006a).
RMSD (Root Mean Square Deviation - Desvio Médio Quadrático) é uma métrica que
avalia o grau de semelhança entre duas estruturas. RMSD é computado usando a Equação 1.
RMSD(a,b) =
√
∑ni=1 | rai− rbi |2
n
(1)
tal que rai e rbi são as posições do átomo i na estrutura a e b, respectivamente, e n é o número
de átomos envolvidos.
O valor do RMSD pode ser medido em Angstroms, simbolizado por Å (mais comu-
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mente utilizada) ou Nanômetros (nm). Estruturas idênticas possuem valor de RMSD = 0Å
enquanto seu valor aumenta conforme as estruturas tornam-se mais divergentes (MOSS et al.,
2005). O RMSD pode ser medido levando em consideração todos os átomos das estruturas
envolvidas na comparação (RMSDall−atoms) ou somente os carbono-α (RMSDcα ).
2.3 MODELOS DE REPRESENTAÇÃO DAS PROTEÍNAS
Considerando que o problema da predição da estrutura de proteínas é muito difícil
de ser abordado com as características realísticas potenciais, diversas simplificações têm sido
amplamente utilizadas pela comunidade científica para o uso em sistemas computacionais. Tais
simplificações podem atingir desde a função de energia potencial até a redução do espaço de
busca, com o objetivo de ganho de velocidade computacional (DANDEKAR; KÖNIG, 1997).
Para diminuir a complexidade computacional do problema foram propostos vários mo-
delos de representação da proteína. Cada representação apresenta não somente simplificações
na estrutura da proteína, mas também na formulação da sua função de energia livre (KOLINSKI;
SKOLNICK, 2004). Os modelos de representação podem ser divididos em modelos baseados
em lattices (reticulados ou grids regulares), off-lattice (livres) e simulação de todas as estruturas
atômicas (fully atomistic simulations). Os modelos baseados em lattices discretizam os valores
que os parâmetros podem assumir, enquanto os modelos off-lattice e de simulações atômicas
permitem que os valores dos parâmetros assumam qualquer valor contínuo. Por exemplo, o
CHARMM (BROOKS et al., 1983; MACKEREL et al., 1998) (Seção 2.5) é um modelo de ener-
gia livre comumente utilizado em representações off-lattice, enquanto o modelo Hidrofóbico-
Polar (DILL et al., 1995) é comumente empregado em representações baseadas em lattices. Nas
seções seguinte serão apresentadas informações mais detalhadas sobre os modelos.
2.3.1 MODELOS BASEADOS EM LATTICE
No modelo HP (Hydrophobic Polar) baseado em lattice de Dill et al. (1995) cada ami-
noácido é tratado como um ponto (esfera) em um lattice (geralmente cúbico ou quadrático),
sendo que somente dois tipos de aminoácidos são considerados: hidrofóbico (H) e hidrofílico
(P). A energia entre quaisquer dois monômeros hifrofóbicos não-ligados adjacentes (H-H) é
definida como -1, caso contrário, é 0 (zero). Este modelo assume que a maior contribuição para
a energia livre de uma proteína em sua conformação natural são as interações entre os aminoá-
cidos hidrofóbicos, já que estes aminoácidos (apolares, não formam ligações de hidrogênio)
tendem a “fazer força” juntos, enquanto que os resíduos hidrofílicos (polares - formam ligações
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de hidrogênio) tendem a “fazer força” para fora da molécula. Assim, os hidrofóbicos (apolares)
tendem a interagir entre si no interior da proteína, enquanto os hidrofílicos (polares) ficam na
superfície da proteína e interagem com o solvente.
As proteínas neste modelo são confinadas a movimentos em lattice. A Figura 9 exem-
plifica alguns movimentos possíveis. As setas duplas representam conformações adjacentes e as
setas simples indicam os movimentos dos resíduos. Em (a) e (b) somente um resíduo é movido
por um passo de simulação. Em (c) dois ou mais resíduos podem ser movidos em um passo de
simulação.
Figura 9: Exemplos de conjuntos de movimentos em lattice. Modificada de Boyd et al. (2008).
Devido a simplicidade dos modelos baseados em lattice, eles podem ser estudados em
muitos detalhes e pesquisas têm permitido compreensão sobre mecanismos físicos do processo
de dobramento. A despeito da utilidade no estudo do problema, estes modelos são inerente-
mente irrealistas porque as esferas não modelam adequadamente a complexidade dos aminoá-
cidos e as simulações não oferecem informação cinética realista sobre o dobramento (BOYD et
al., 2008).
2.3.2 MODELOS OFF-LATTICE
Modelos off-lattice minimalistas são similares aos modelos lattice no sentido de que
utilizam uma representação simplificada dos aminoácidos sendo, contudo, os movimentos das
proteínas livres em um espaço contínuo.
Modelos off-lattice, embora ainda relativamente simplistas, oferecem uma visão um
pouco mais realista do processo de dobramento. Os movimentos das proteínas neste modelo não
são confinados a um lattice podendo, ao invés disso, se movimentar livremente no espaço. A
dinâmica envolvida do processo é derivada pela equação do movimento de Newton, restaurando
a dinâmica mais realista, sendo que informações termodinâmicas e cinéticas podem ser obtidas
pelo uso deste método (BOYD et al., 2008).
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Um dos primeiros modelos minimalistas off-lattice foi o modelo HT, desenvolvido por
Honeycutt e Thirumalai (1990). Ele modela cada aminoácido como uma esfera, mas incorpora
interações energéticas mais realistas por meio da contagem de forças de vizinhos próximos e
não-próximos, bem como para ligações e ângulos de torsão. O modelo HT utiliza três tipos de
resíduos: hidrofóbico (B), hidrofílico (L) e neutro (N) (BOYD et al., 2008).
A função de modelagem de ligações e ângulos de torsão é dada pela Equação 2 (BOYD
et al., 2008).
E = ∑
ligacoes
1
2
kθ (θ −θ0)2 + ∑
torsoes
(A(1+ cos ϕ)+B(1+ cos 3 ϕ)) (2)
com parâmetros A e B dependendo dos tipos de resíduos envolvidos na interação. As ligações
entre os resíduos vizinhos mais próximos são mantidas fixas.
O modelo HT foi o primeiro modelo off-lattice bem sucedido e outros têm sido desen-
volvidos.
Modelos atuais utilizam dois ou mais átomos por resíduo, com adição de carga e efei-
tos do solvente. Tais modelos vêm sendo melhorados a fim de capturar as interações realísticas
das proteínas (BOYD et al., 2008), como é o caso das simulações de todas as estruturas atômi-
cas. Tais simulações são modelos que podem ser considerados off-lattice sendo, contudo, mais
realistas, já que incluem um detalhamento completo dos aminoácidos. Moléculas de solvente
podem ser adicionadas (explicitamente ou implicitamente) à simulação. Obviamente, devido ao
detalhamento, a simulação de pequenas proteínas exige o tratamento de milhares de átomos e,
por consequência, são extremamente caras computacionalmente. Contudo, este tipo de mode-
lagem ainda não captura a informação cinética sendo, no entanto, útil para o entendimento de
interações locais interessantes que guiam o processo de dobramento (BOYD et al., 2008).
2.4 PREDIÇÃO TEÓRICA DA ESTRUTURA DAS PROTEÍNAS: MÉTODO AB INITIO
O conhecimento sobre a estrutura de uma proteína é muito importante para o entendi-
mento da sua função, que contribuirá para o desenvolvimento de novos medicamentos e trata-
mento de algumas doenças causadas pelo mau dobramento de uma proteína.
A estrutura de uma proteína pode ser determinada utilizando métodos experimentais,
com Difração de Raio X e Espectroscopia de Ressonância Magnética Nuclear (Nuclear Magne-
tic Resonance - NMR) (TRAMONTANO, 2006). Um método pouco usado é o de Microscopia
de Elétron. Estas técnicas são bastante precisas na determinação da estrutura de uma proteína.
Estruturas determinadas por tais técnicas são armazenadas em um banco de dados conhecido
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como PDB (Protein Data Bank - http://www.rcsb.org/), que foi criado em 1971 e hoje
tem aproximadamente 100.000 estruturas. Cada entrada no banco é identificada por um có-
digo de quatro caracteres e possui inicialmente informações como o nome da molécula, fonte
biológica, referências bibliográficas, informações químicas sobre o modelo, entre outras (TRA-
MONTANO, 2006).
Os métodos experimentais são, contudo, bastante custosos e por isso só foram apli-
cados a uma pequena quantidade de proteínas. Destas limitações dos métodos experimentais
surgiu a necessidade do desenvolvimento de técnicas computacionais para a predição da estru-
tura de proteínas. Os métodos computacionais podem ser divididos em dois grupos: os baseados
em padrões, como homologia e threading, e os métodos que fazem a predição sem a necessi-
dade de padrões para comparação, como ab initio e de novo. O método ab initio, utilizado neste
trabalho, é descrito a seguir. Os outros métodos estão detalhados no Anexo A.
Métodos ab initio (XU et al., 2006a) fazem a predição da estrutura de proteínas so-
mente baseados em sua estrutura primária, sem o uso de qualquer padrão estrutural. A aborda-
gem ab initio é especialmente inspirada na teoria do dobramento termodinâmico de Anfinsen e
é baseada na premissa de que a estrutura nativa de uma proteína corresponde ao mínimo global
de sua energia livre. A abordagem ab initio simula o espaço conformacional da proteína utili-
zando uma função de energia que descreve a sua energia interna e interações com o meio em
que está inserida. O objetivo é encontrar um mínimo global de energia livre que corresponda ao
estado nativo ou funcional da proteína (TRAMONTANO, 2006).
O problema de predizer a estrutura de proteínas pode ser dividido em dois sub-problemas:
avaliação da energia livre de uma conformação e estratégia de busca no enorme espaço de con-
formações. Em ambas as situações, são empregadas abordagens aproximadas.
O cálculo de energia livre (E) de uma dada conformação (C) é dado pela Equação 3
(TRAMONTANO, 2006).
EC = ∑
ligacoes
Kb(bC−beq)2 + (3)
∑
angulos
Kθ (θC−θeq)2 + (4)
∑
diedrais
KΦ[1+ cos(nΦC− γ)]+ (5)
∑
atomos nao−ligados
[
Ai j
r12i j,C
−
Bi j
r6i j,C
+
qiq j
ε0ri j,c
]
(6)
Esta função fornece o valor aproximado da energia potencial de uma conformação
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de proteína. Os componentes de ligação, ângulos e diedrais representam os átomos ligados,
enquanto a última parte da fórmula acima representa os átomos não ligados. Cada um de seus
componente será melhor detalhado a seguir.
A ligação covalente entre dois átomos é formada se eles compartilham elétrons (um par
em ligação simples e 2 pares em ligação dupla), sendo o efeito não localizado e o incremento
da densidade do elétron tem efeito sobre o restante da molécula. O padrão de aproximação da
energia potencial para uma ligação é:
Eligacoes = Kb(b−beq)2
tal que b é o comprimento da ligação, beq é o comprimento de equilíbrio da ligação e Kb é a
constante de energia, que é maior quanto mais forte a ligação.
A energia dos ângulos é a diferença da variação dos ângulos de ligação:
Eangulos = Kθ (θ −θeq)2
tal que θ é o ângulo da ligação, θeq é o ângulo de equilíbrio da ligação e Kθ é a constante de
energia.
Os ângulos diedrais possuem um cálculo um pouco mais complexo:
Ediedrais =
N
∑
n=1
KΦ[1+ cos(nΦ− γ)]
tal que N é o número de mínimos e γ é o deslocamento angular. Na prática, este potencial não é
suficiente para representar a energia de um ângulo diedro e, geralmente, é combinado com esta
equação um termo de interação de energia não-ligado entre o primeiro e o último átomos do
quádruplo.
Quanto aos átomos não-ligados, destacam-se três interações eletrostáticas: lei de Cou-
lomb, energia de dispersão e energia de repulsão (as duas conhecidas como equação de Lennard-
Jonnes, formando as atrações de van der Waals).
A lei de Coulomb representa como interagem o núcleo e seus elétrons em interações
eletrostáticas:
E =
qiq j
ε0εrri j
tal que qi e q j são as cargas, ri j suas distâncias, εr a permissividade e ε0 é a constante dielétrica
do meio.
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A interação de atração é mostrada pela energia de dispersão, com a equação:
Edispersao =
−Bi j
r6i j
tal que Bi j depende do par de átomos envolvidos e é normalmente estimado empiricamente de
dados derivados de pequenas moléculas analisados por raio X.
A energia de repulsão é calculada pela equação:
Erepulsao =
Ai j
r12i j
tal que Ai j é um termo derivado empiricamente.
Diversos programas foram implementados a fim de realizar o cálculo da energia po-
tencial de moléculas, cada qual apresentando particularidades e limitações seguindo, contudo,
a estrutura de função de energia descrita aqui. Exemplos destes softwares são: AMBER,
CHARMM e GROMOS. Eles serão melhor detalhados na Seção 2.5.
As simulações com computador são usadas a fim de compreender as propriedades dos
conjuntos de moléculas em termos de sua estrutura e as interações microscópicas entre eles. As
duas principais classes de técnicas de simulação de moléculas utilizadas em métodos ab initio
são Dinâmica Molecular (DM) e Monte Carlo (MC). Exitem também na literatura um conjunto
de técnicas híbridas que combinam características de ambas (ALLEN, 2004). DM é um método
determinístico, enquanto MC é um método estocástico.
Simulações de dinâmica molecular consistem na solução numérica passo-a-passo da
equação do movimento da segunda Lei de Newton
Fi = miai
tal que a Fi é a força exercida na partícula i, mi é a massa da partícula i e ai é a aceleração da
partícula i.
A dinâmica molecular experimenta o espaço conformacional de uma proteína por meio
de movimento ao longo de uma trajetória. As simulações por dinâmica molecular consideram
no cálculo além das interações eletrostáticas entre os átomos, também o cálculo dos parâmetros
relativos às energias de alongamento, de torsão e de ângulo da ligação química.
Em DM faz-se o cálculo de forças para determinar os incrementos dos movimentos
atômicos. Na simulação de Monte Carlo, ao contrário, são impostos grandes movimentos ao
sistema e, em seguida, procura-se determinar se a estrutura foi alterada de maneira energeti-
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camente factível ou não (considerando uma determinada temperatura). Neste caso, o sistema
“salta” de uma conformação a outra, ao invés de caminhar suavemente de uma a outra, como
na dinâmica molecular. Na simulação Monte Carlo é preciso conhecer as energias das confor-
mações antes e depois do “salto”. Este método é bastante antigo, cujo registro original pode ser
consultado em Metropolis e Ulam (1949).
Tipicamente, a simulação de Monte Carlo (XU et al., 2006a) percorre um sistema
grande por meio de um número de configurações aleatórias. No caso específico da estrutura de
proteínas, os átomos são movimentados em um espaço pré-definido, respeitando as condições
específicas do processo. As energias das proteínas dobradas aleatoriamente são calculadas e,
seguindo um critério de seleção pré-definido, elas são mantidas como estruturas candidatas ou
são descartadas. O algoritmo para estrutura de proteínas usando MC pode ser sumarizado como
descrito a seguir (TRAMONTANO, 2006):
1. Gerar uma conformação inicial aleatória i, com valores aleatórios para todas as variáveis
do sistema (ângulos, torsões, ...), seguindo as restrições específicas.
2. Gerar uma nova conformação j, com movimentos aleatórios em variáveis na conformação
i.
3. Se a energia da nova conformação j (E ′) for menor que a da conformação original i (E),
aceitar a conformação j e torná-la conformação i. Caso contrário, realizar os seguintes
passos:
(a) gerar um número aleatório entre 0 e 1;
(b) se esse número aleatório for menor que exp((E ′−E)/KT ), aceitar a conformação
j e torná-la conformação i. Caso contrário, i permanece designando a conformação
original. T é chamado de temperatura em analogia a aplicações originais do método,
mas é somente um termo de controle, não tendo necessariamente um significado
físico.
4. Repetir os passos (2) e (3) até que algum critério de parada seja satisfeito.
Existem muitas tentativas de uso de dinâmica molecular para o dobramento e predição
da estrutura de uma proteína, iniciando na conformação não-dobrada e permitindo-a chegar a
sua estrutura nativa. Contudo, para a simulação da realidade física, um método deve representar
todos os átomos da proteína e do solvente envolvidos (geralmente em um número maior que
10.000) e utilizar pouco tempo. Isto ainda não é factível. As simulações de dobramento têm
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sido usadas para simular o processo com proteínas pequenas, incluindo um reduzido espaço
conformacional (TRAMONTANO, 2006).
Os métodos ab initio conseguem prever novas formas de dobramento, não estando
limitados a proteínas que possuem sua estrutura já conhecida (como na modelagem por homo-
logia (seção A.2) e no threading (seção A.3)). As limitações do método referem-se, principal-
mente, à dimensão do espaço de busca conformacional.
2.5 CAMPOS DE FORÇA EMPÍRICOS
No contexto de simulações de dinâmica molecular de proteínas, o termo campo de
força (force field) refere-se à combinação de fórmulas matemáticas e parâmetros associados
que são usados para descrever a energia de proteínas como uma função de suas coordenadas
atômicas (GUVENCH; MACKERELL, 2008).
Existe muitos campos de força para simulação de proteínas, dentre os quais destacam-
se: AMBER, GROMOS e CHARMM (PONDER; CASE, 2003). As propriedades moleculares
que estes três campos de força representam podem ser divididas em dois grupos: as proprieda-
des relacionadas aos átomos ligados (interações internas ou intramoleculares) e as propriedades
relacionadas aos átomos não-ligados (interações externas ou intermoleculares). Tais proprieda-
des foram detalhadas na Seção 2.4 e serão reapresentadas resumidamente nesta seção.
A equação mínima de energia potencial é representada pela Equação 7.
Etotal = Eligados + Enao−ligados (7)
Os termos Eligados são a contribuição das interações ligadas para o total de energia e
são definidos pela Equação mínima 8 (GUVENCH; MACKERELL, 2008).
Eligados = ∑
ligacoes
Kb(b−beq)2 + ∑
angulos
Kθ (θ −θeq)2 + ∑
diedrais
Kφ [1+ cos(nφ − γ)] (8)
tal que:
• Kb é a constante de ligação;
• Kθ é a constante para ângulos;
• Kφ é a constante para ângulos de torsão (diedrais);
• b é a distância de ligação entre dois átomos;
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• beq é a distância ideal entre dois átomos;
• θ é o ângulo da ligação química;
• θeq é o ângulo ideal da ligação química;
• n é o número de mínimos;
• γ é o deslocamento angular.
Os termos Enao−ligados são a contribuição das interações não-ligadas, que são basea-
das em vizinhança, envolvem somente pares de átomos e consistem na atração e repulsão de
Lennard-Jonnes (LJ) e eletroestática de Coulomb, representadas pela Equação mínima 9 (GU-
VENCH; MACKERELL, 2008).
Enao−ligados = ∑
pares nao−ligados i, j
εi j
[
Ai j
r12i j,C
−
Bi j
r6i j
]
+
qiq j
ε0ri j
(9)
tal que:
• ε é a energia de atração/repulsão de Lennard-Jonnes;
• A e B são constantes para o potencial de Lennard-Jonnes;
• qi e q j são as cargas de átomos não-ligados;
• r é a distância entre átomos não-ligados;
• ε0 é a constante dielétrica.
A parte mais complicada das simulações é o cálculo das interações não-ligadas, porque
milhões de pares devem ser avaliados em cada passo (LINDAHL, 2008). As interações não-
ligadas ocorrem de forma intra ou intermolecular (GUVENCH; MACKERELL, 2008).
Não há termo explícito para as ligações de hidrogênio na fórmula da energia para
interações não-ligadas. Em todos os campos de força mencionados (AMBER, GROMOS e
CHARMM), as ligações de hidrogênio são tratados por meio da combinação dos termos Lennard-
Jonnes e de Coulomb (GUVENCH; MACKERELL, 2008).
AMBER (Assisted Model Building with Energy Refinement) (PONDER; CASE, 2003)
é um pacote de programas de simulação molecular que inclui código fonte e demos e está
disponível em http://ambermd.org/.
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GROMOS (GROningen MOlecular Simulation package) (GUNSTEREN; BEREND-
SEN, 1987) foi desenvolvido em conjunto com um pacote de programas de mesmo nome e está
disponível em http://www.igc.ethz.ch/GROMOS.
CHARMM (Chemistry at HARvard Molecular Mechanics (Química na Mecânica Mo-
lecular de Harvard)) (MACKEREL et al., 1998), assim como AMBER, é um campo de força
para cálculo e simulação de energia potencial, mas também pode ser utilizado como um pacote
de programas de simulação molecular proprietário, disponível em http://www.charmm.
org/. Este foi o campo de força utilizado neste trabalho.
A Equação 10 representa a função de energia potencial do CHARMM (CROWLEY et
al., 2009).
ECHARMM = ∑
ligacoes
Kb(b−beq)2 + (10)
∑
angulos
Kθ (θC−θeq)2 +
∑
diedrais
KΦ[1+ cos(nΦ− γ)]+
∑
Urey−Bradley
Ku(u−u0)2 +
∑
improprios
Kξ (ξ −ξ0)2 +
∑
φ ,ψ
VCMAP +
∑
nao−ligados
ε
[(Rmini j
ri j
)12
−
(Rmini j
ri j
)6]
+
qiq j
εri j
O campo de força CHARMM utiliza os termos de energia referentes aos termos ligados
e não ligados conforme a equação mínima da energia.
O termo Urey-Bradley é usado para considerar as interações entre pares de átomos
ligados a um átomo comum. Na equação do CHARMM, u é a distância entre dois átomos
separados por duas ligações covalentes, u0 é a distância de equilíbrio e Ku é a constante de força
de Urey-Bradley.
O termo improprios é chamado de Potencial Diedral Impróprio sendo definido para
manter a estrutura tridimensional em um conjunto de quatro átomos, descrevendo ainda osci-
lações da mesma. Nesse potencial, um átomo central (átomo i) é ligado a três outros átomos
(átomos j, k e l) (Figura 10) tal que ξ é o ângulo entre o plano formado pelos átomos i− j−k e
o plano formado pelos átomos j− k− l e Kξ é a constante de mola para a restituição ao ângulo
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de equilíbrio ξ0 entre esses dois planos. Este termo potencial é usado em campos de força onde
os átomos de hidrogênio ligados a átomos de carbono (átomos de hidrogênio não polares) não
são representados explicitamente.
Figura 10: Estrutura do carbono-α . ξ é o ângulo entre os planos i− j− k e j− k− l.
O termo CMAP é uma correção de energia numérica que basicamente transforma o
mapa de energia clássico 2D φ −ψ para ser aplicado a quaisquer dois diedros.
O Tinker (PONDER; RICHARDS, 1987) é uma ferramenta de software para auxiliar
em projetos de modelagem de mecânica e dinâmica molecular, criada em 1990 por Jay William
Ponder, livre para uso acadêmico em plataformas como Linux, Windows e Mac OS X. o Tin-
ker está disponível online em http://dasher.wustl.edu/tinker/. As informações
descritas nesta seção foram retiradas do site da ferramenta. Tinker pode trabalhar com diver-
sos campos de força, tais como AMBER e CHARMM. No Anexo B estão detalhados alguns
formatos de arquivo e programas disponibilizados pela ferramenta.
2.6 ESTADO-DA-ARTE
Nesta seção estão listados alguns trabalhos que implementam a abordagem ab initio
em ambientes off-lattice. Desta forma, é possível haver comparação com a abordagem deste
trabalho de doutorado. A Tabela 2 sumariza os trabalhos descritos a seguir utilizando métodos
evolucionários para apresentar soluções para o PSP. Os trabalhos são apresentados em ordem
cronológica e tabelados em grupos de acordo com o algoritmo evolucionário (AE) utilizado.
Day et al. (2001) utilizam um algoritmo genético multiobjetivo sequencial chamado
fast messy Genetic Algorithm (fmGA) (desenvolvido por Goldberg (1989)) para obter soluções
para o problema do dobramento de proteínas. A abordagem multiobjetivo considerou a função
de energia potencial conforme itens ligados e não-ligados (dois objetivos). Os testes foram fei-
tos para duas proteínas pequenas. A implementação multiobjetivo apresentada mostrou melho-
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res resultados do que nos trabalhos prévios dos autores utilizando objetivo único (MICHAUD
et al., 2001).
Em Cutello et al. (2005) e Cutello et al. (2006) é apresentado um algoritmo imune
sequencial para abordar o problema da predição da estrutura de proteínas. A abordagem mul-
tiobjetivo é utilizada, dividindo a função de energia potencial em dois objetivos (itens ligados
e não-ligados) e utilizando o algoritmo multiobjetivo PAES. Os autores apresentam uma prova
informal de que os itens ligados e não-ligados da energia potencial estão em conflito, o que jus-
tifica a abordagem multiobjetivo. Os ângulos que compõem os indivíduos são gerados dentro
de faixas de restrição de acordo com a estrutura secundária de cada proteína. Um mecanismo
de crowding é utilizado. O tomador de decisão é baseado no conceito de joelho. Os testes são
apresentados em termos de energia potencial e valores de RMSD. Foram testadas em 5 proteínas
com comprimento de 5 a 70 resíduos, incluindo comparativo numérico com outros trabalhos.
Cutello et al. (2008) é uma extensão de Cutello et al. (2006) onde os autores exploram as van-
tagens de sua abordagem a fim de validá-la utilizando um estudo mais detalhado com testes em
um número maior de proteínas (14), com comprimento entre 26 e 70 resíduos.
Em Liu e Tao (2006) uma proposta utilizando SA (Simulated Annealing) chamada
PSAGC (Parallel Simulated Annealing with Genetic Crossover) é utilizada para minimizar a
energia de proteínas para o PSP. PSAGC usa ECEPP/2 para a função de energia.
Em Anile et al. (2007) é descrito um algoritmo imune sequencial semelhante a Cutello
et al. (2006), mas numa versão mono-objetivo. Os autores hibridizam o algoritmo imune com
o método quasi-Newton e com métodos de busca padrão; o algoritmo pode iniciar com uma
população aleatória, dentro de regiões de restrição conforme a estrutura secundária da proteína,
ou com uma população inicial de conformações dada por um procedimento de busca global, que
produz soluções candidatas promissoras dentro de porções potencialmente ótimas do espaço de
busca do PSP. Os testes são apresentados em termos de energia potencial e valores de RMSD
e foram testadas 4 proteínas com comprimento de 5 a 60 resíduos, com comparativo numérico
com outras abordagens.
Em Tantar et al. (2007) é apresentado um algoritmo genético paralelo híbrido com
o algoritmo de busca local Hill Climbing na predição das proteínas Tryptophan-cage e α-
cyclodextrin. A implementação considerou o uso de um grid computacional. Em um traba-
lho seguinte (TANTAR et al., 2007), é apresentado um estudo comparativo de metaheurísticas
paralelas para o problema da predição de estrutura de proteínas, também utilizando grid compu-
tacional. Os autores utilizam como estudo de caso a implementação de um algoritmo genético,
um algoritmo simulated annealing e um método de busca aleatória. Um método de busca local
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gradiente também foi aplicado a cada algoritmo implementado. Os testes foram executados
em um grid experimental reunindo cinco sites, acumulando um total de 400 CPUs. A compu-
tação paralela foi aplicada a fim de melhorar a eficiência do algoritmo, dada a complexidade
do problema quando se prediz o dobramento de proteínas grandes. Resultados experimentais
apresentados no artigo demonstram a efetividade da abordagem. Os autores consideraram o
problema com a divisão da energia em itens ligados e não-ligados.
Em Nicosia e Stracquadanio (2007) é proposto um método chamado NOMAD-PSP
(Nonlinear Optimization for Mixed vAriables and Derivatives algorithm for PSP) para tratar
o PSP. NOMAD-PSP baseia-se em dois algoritmos de busca direta: Generalized Pattern Se-
arch (GPS) (Padrão Generalizado de Busca) e Mesh Adaptive Direct Search (MADS), a fim de
encontrar a estrutura tridimensional com o menor valor da função energia possível. NOMAD-
PSP utiliza o CHARMM como função de energia. Os autores apresentam um comparativo entre
os resultados obtidos pelos dois algoritmos de busca direta (GPS e MADS) e também com a
literatura para três proteínas.
Handl et al. (2008) estudaram o efeito de se tratar o PSP como multiobjetivo. Os
autores utilizam o algoritmo Hillclimber e PAES para a aplicação sequencial de teste para a Met-
Enkephalin, comparando os resultados de desempenho entre o algoritmo proposto e respectivas
versões mono-objetivo.
Em Tantar et al. (2008) é proposto um modelo hierárquico híbrido de metaheurísti-
cas paralelas, que combina um algoritmo evolutivo e um simulated annealing adaptativo. Os
algoritmos são executados dentro de um ambiente de rede com diferentes estratégias de parale-
lização. Esta abordagem adota um campo de força empírico chamado CVFF, desenvolvido de
forma independente.
Em Tudela e Lopera (2009) é apresentado um algoritmo genético paralelo utilizando
NSGA-II como base. Os autores consideram três objetivos: os itens ligados representam um
objetivo e os itens não-ligados foram separados em outros dois objetivos. O tomador de decisão
é baseado no conceito de joelho aliado a menor energia livre na região do joelho. Os resultados
para os testes para a proteína Met-Enkephalin são apresentados em termos de RMSD e valor de
energia potencial e comparados com outros trabalhos da literatura.
Em Becerra et al. (2010) um algoritmo genético biojetivo paralelo com o algoritmo
NSGA-II é descrito para testar uma proteína com 63 aminoácidos. Os autores utilizam a restri-
ção de faixa de acordo com a estrutura secundária da proteína e utilizam o tomador de decisão
baseado na região do joelho da curva de Pareto. Os resultados são apresentados comparando
valores de RMSD obtidos com outras abordagens da literatura.
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Em Pérez-Hernández et al. (2010) um algoritmo paralelo mono-objetivo baseado em
PSO é mostrado. Os autores testam três topologias para a implementação paralela e mostram
os resultados para duas proteínas, comparando com outros dois trabalhos.
Dasgupta et al. (2010) implementa um algoritmo paralelo com PSO multiobjetivo. A
divisão da energia potencial é entre itens ligados e não ligados. O algoritmo utilizado adapta
conceitos do NSGA-II. Os autores descrevem os testes com uma proteína de 63 aminoácidos e
comparam os resultados em termos de RMSD com outros na literatura. O framework também
é testado com outro problema além do PSP.
Kondov e Berlich (2011) apresenta um algoritmo PSO mono-objetivo para predizer a
estrutura de duas proteínas de 12 e 25 aminoácidos com uma abordagem paralela. Os autores
descrevem os resultados com base na energia potencial e valores de RMSD.
Em Sudha et al. (2013) o algoritmo adaptativo SaDE é utilizado em conjunto com o
RGA (Real-coded Genetic Algorithm), que é um algoritmo inspirado pela teoria biológica da
evolução. CR, F e estratégias de mutação são adaptados durante o processo evolucionário. As
funções de energia utilizadas são ECEPP/2 e ECEPP/3.
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Tabela 2: Trabalhos para PSP ab initio off-lattice.
Trabalho AE Objetivo Implementação Proteínas testadas Função de
energia
Tomador de decisão
Cutello et al. (2005) Imune multi (2) (PAES) sequencial 1ROP, 1UTG, 1CRN, 1R69, 1CTF CHARMM27 Joelho
Cutello et al. (2006) Imune multi (2) (PAES) sequencial 1PLW, 1ZDD, 1ROP, 1UTG, 1CRN CHARMM27 Joelho
Cutello et al. (2008) Imune multi (2) (PAES) sequencial 1ZDD, 1ROP, 1UTG, 1CRN, 1R69,
1CTF, 2MLT, 1VII, 1G2H, 1EOM,
2GP8, 1BW6, 1ED0, 1NKL
CHARMM27 Joelho
Anile et al. (2007) Imune mono sequencial 1PLW, 1POLY, 1ROP, 1BDC CHARMM27 -
Day et al. (2001) Genético multi (2) (fmGA) sequencial 1PLW, Polyalanine CHARMM Soma de objetivos
Tudela e Lopera (2009) Genético multi (3) (NSGA-II) paralela 1PLW CHARMM Joelho
Tantar et al. (2007) Genético multi-critério (2) paralela (ilha) 1L2Y, α-cyclodextrin CHARMM27
Becerra et al. (2010) Genético multi (2) (NSGA-II) paralela (ilha) 1ROP CHARMM Joelho
Tantar et al. (2008) Genético e
SA
mono paralela (ilha) 1L2Y e 1LE1 CVFF -
Liu e Tao (2006) SA mono paralela 1PLW, C-peptide e Parathyroid Hor-
mone Fragment
ECEPP/2 -
Handl et al. (2008) Hillclimber multi (n) (PAES) sequencial 1PLW AMBER99
Dasgupta et al. (2010) PSO multi (2) (NSGA-II) paralela (ilha) 1ROP CHARMM Joelho
Pérez-Hernández et al. (2010) PSO mono paralela (mestre-
escravo, anel uni-
direcional e anel
bidirecional)
leu-enkephalin e [AAQAA]3Y ECEPP/3 -
Kondov e Berlich (2011) PSO mono paralela (mestre-
escravo)
ALA12, 1A11 MMFF94s -
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Nicosia e Stracquadanio (2007) GPS e
MADS
mono sequencial 1PLW, 1ZDD, 2MLT CHARMM27 -
Sudha et al. (2013) ED mono sequencial 1PLW ECEPP/2 e
ECEPP/3
-
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Há alguns outros trabalhos utilizando evolução diferencial para abordar o problema da
predição da estrutura de proteínas: Bitello e Lopes (2006), Lopes e Bitello (2007), Kalegari e
Lopes (2010), Wong et al. (2010), Santos e Diéguez (2011) e Jana e Sil (2012). Este trabalhos,
contudo, abordam o problema utilizando modelos simplificados baseados em lattice com so-
mente dois tipos de aminoácidos (hidrofóbico e polar) e são representações mais distantes da
realidade das proteínas. Nestes modelos os 20 aminoácidos que compõem as proteínas são divi-
didos em duas classes, de acordo com a afinidade com o meio aquoso: hidrofílicos (ou polares
- P) e hidrofóbicos (H), baseando-se em resultados experimentais. Mais detalhes sobre estes
modelos são apresentados na Seção 2.3.
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3 OTIMIZAÇÃO MULTIOBJETIVO
Neste capítulo são apresentados os conceitos relacionados à otimização multiobjetivo
num contexto evolucionário e seus respectivos algoritmos, com destaque para o MOEA/D.
3.1 INTRODUÇÃO
Um problema de otimização é um problema onde parte da solução é definida em ter-
mos de uma função, chamada função objetivo, que pode ser maximizada ou minimizada (KNO-
WLES et al., 2008). Mais formalmente, pode-se dizer que estes problemas são definidos por
(KNOWLES et al., 2008):
• Variáveis de Decisão: são os valores que representam a solução do problema ao longo da
busca;
• Funções Objetivo: são funções que representam as variáveis de decisão e o resultado das
funções são os valores que se deseja otimizar. A otimização pode ser uma maximização,
caso no qual o valor ótimo é obtido quando as funções atingem seus valores máximos
dentro do domínio da aplicação, ou de minimização, caso em que o ótimo é o valor mí-
nimo das funções. É importante salientar que todo problema de otimização deve possuir
pelo menos uma função objetivo;
• Restrições: são equações de igualdades ou desigualdades que devem ser respeitadas para
se considerar uma solução factível. Um problema de otimização pode conter múltiplas
restrições ou não conter nenhuma restrição, caso no qual todas as soluções são conside-
radas factíveis. As restrições podem ser lineares ou não-lineares.
Matematicamente um problema de otimização mono-objetivo pode ser expresso como
(COELLO et al., 2007):
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maximizar/minimizar f (x)
su jeito a
gi(x) ≤ 0 i = 1, · · · ,NRdsg
h j(x) = 0 j = 1, · · · ,NRig
(11)
tal que x é um vetor das variáveis de decisão x = (x1, · · · ,xn)t do universo Ω, f (x) é uma
função objetivo, gi(x), com i = 1, · · · , NRdsg , são as restrições de desigualdade e h j(x), com
j = 1, · · · , NRig , são as restrições de igualdade. É importante salientar que para um problema
de minimização bastaria maximizar − f (x). As restrições gi(x) ≤ 0 e h j(x) = 0 devem ser
satisfeitas durante o processo de otimização (minimização ou maximização) de f (x).
O valor x∗ que satisfaz as condições do Problema 11 é denominado solução global ou
ótimo global.
Os problemas de otimização podem ser classificados em várias categorias, destacando-
se dentre elas (SUNDARAM, 1996):
• Otimização Numérica: é aquela cujas variáveis de decisão possuem valores contínuos;
• Otimização Inteira: é aquela na qual as variáveis de decisão somente podem assumir
valores inteiros;
• Otimização Combinatória: neste tipo de otimização deve-se buscar a melhor combinação
dentre os elementos de um conjunto finito;
• Otimização com Restrições: é aquela que possui restrições (equações ou desigualdades)
nas variáveis de decisão. Divide-se o espaço de busca da solução em uma região factível
(composta pelos locais no espaço de busca onde as variáveis de decisão atendem às res-
trições) e infactível, ou não-factível (composta pelos locais no espaço de busca onde as
variáveis de decisão não atendem às restrições);
• Otimização Multimodal: ocorre quando o espaço de busca contém vários picos. Estes
picos são chamados de ótimos locais (por serem ótimos em uma região pequena do espaço
de busca). Estes problemas são bastante difíceis de resolver, pois a maioria das técnicas
converge para ótimos locais ao invés dos globais. Em alguns casos, existe mais que um
ótimo global e deseja-se encontrar todos;
• Otimização Multiobjetivo: neste tipo de otimização existe mais de uma função objetivo
a ser maximizada (minimizada). Isto dificulta a busca pela solução, pois os objetivos
podem ser conflitantes, ou seja, quando se melhora um, o outro pode piorar.
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O tratamento de problemas com a computação evolucionária está, geralmente, rela-
cionado com o processo de otimização. Otimização padrão - ou mono-objetivo SOP (Single
Objective Optimization) - é utilizada em funções que podem elencar as soluções em termos
de um único objetivo (KNOWLES et al., 2008). A otimização multiobjetivo (DEB, 2001)
(comumente mencionada como MOP (Multiobjective Optimization Problem - Problema de Oti-
mização Multiobjetivo) trata de problemas que exigem o tratamento e utilização de mais de
uma função objetivo. Não existe uma solução que seja ótima para todos os objetivos simul-
taneamente, a não ser que os objetivos sejam correlacionados. Assim, para problemas com
mais de um objetivo conflitante a ser atendido, não existe também somente uma solução a ser
apresentada.
Atualmente, problemas com dois ou mais objetivos são separados na literatura em
duas categorias. Problemas com dois ou três objetivos são conhecidos como multiobjetivos e
problemas com quatro ou mais objetivos são geralmente chamados de problemas de otimização
com vários objetivos ou many-objective (ISHIBUCHI et al., 2008).
3.2 CONCEITOS BÁSICOS
Um problema de otimização multiobjetivo pode ser formalizado como (COELLO et
al., 2007):
maximizar/minimizar f(x) = ( f1(x), · · · , fNob j(x))
su jeito a
gi(x) ≤ 0 com i = 1, · · · ,NRdsg
h j(x) = 0 com j = 1, · · · ,NRig
(12)
tal que F(x) está sujeita a gi(x), com i = 1, · · · ,NRdsg , que são as restrições de de-
sigualdade e h j(x), com j = 1, · · · ,NRig , que são as restrições de igualdade. As restrições
gi(x) ≤ 0 e h j(x) = 0 devem ser satisfeitas durante o processo de otimização (minimização
ou maximização) dos componentes do vetor F(x), tal que x é um vetor das variáveis de decisão
x = (x1, · · · ,xn)
t do universo Ω. Ω é o espaço de decisão, F : Ω → RNob j consiste de Nob j
funções objetivo reais e RNob j é chamado de espaço objetivo.
Estes termos expressam que, idealmente, se busca uma solução x que minimize cada
uma das funções de custo distintas - as funções objetivo. As funções ( f1(x), · · · , fNob j(x)) re-
presentam o vetor de objetivos. O vetor de objetivos possui funções que podem ser conflitantes
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no sentido em que se tem a solução a na qual f1(a) é muito boa e ao mesmo tempo f2(a) é
particularmente ruim (KNOWLES et al., 2008).
As restrições (COELLO et al., 2007) descrevem dependências entre as variáveis de
decisão e os parâmetros (constantes) do problema. Matematicamente, têm-se desigualdades e
igualdades a serem satisfeitas:
gi(x)≤ 0 i = 1, · · · ,NRdsg
h j(x) = 0 j = 1, · · · ,NRig
O número de restrições de igualdade NRig deve ser menor que n, o número de variáveis
de decisão, sendo que n−NRig fornece os graus de liberdade para a otimização.
Dadas duas soluções x e y, algumas definições de dominância são descritas a seguir:
• x ≻ y (x domina y) se x não é pior que y em qualquer objetivo e é melhor em pelo menos
um objetivo;
• x ≻≻ y (x domina estritamente y) se x é melhor que y em todos os objetivos;
• x  y (x domina fracamente x) se x não é pior que y em qualquer objetivo;
• x || y (x e y não são comparáveis) se nem x domina y e nem y domina x (soluções não-
dominadas);
• x ∼ y (x e y são indiferentes) x e y são iguais em todos os objetivos equivalentes.
Em um conjunto de soluções multiobjetivo (KNOWLES et al., 2008), as soluções que
são não-dominadas formam o chamado conjunto de Pareto. No espaço dos objetivos, o conjunto
de vetores objetivo correspondente ao conjunto de Pareto é chamado de Fronteira de Pareto
(FP).
O conceito de ponto ideal empírico (ou vetor ideal empírico) pode ser definido como a
seguir: seja z∗ = ( f ∗1 , f ∗2 , · · · , f ∗Nob j), tal que f ∗i é o valor de função associado à solução mínima
(x∗i ) para a Nob j-ésima função objetivo. Ou seja, o ponto ideal empírico é formado pelo ótimo
de cada objetivo considerado separadamente.
A Figura 11 (DEB, 2001) ilustra esquematicamente o funcionamento geral de um al-
goritmo multiobjetivo. No Passo 1 (direção vertical) são encontradas as soluções baseadas nos
diversos valores para os objetivos. No Passo 2 (direção horizontal) algum tipo de informação de
alto nível é utilizada a fim de escolher, dentre as soluções encontradas, uma para ser retornada.
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Figura 11: Procedimento de otimização multiobjetivo ideal. Adaptado de Deb (2001).
A Figura 12 (DEB, 2001) ilustra esquematicamente o funcionamento de um algoritmo
multiobjetivo baseado em preferências. Um método, auxiliado por uma informação de alto
nível, compõe a função objetivo como a soma ponderada dos objetivos, onde o peso de um
objetivo é proporcional ao fator de preferência associado a ele. Desta forma, este método con-
verte um problema de otimização multiobjetivo em um problema de otimização mono-objetivo,
transformando um conjunto de objetivos em uma função objetivo.
Encontrar o vetor de preferências relativo a um problema é altamente subjetivo e um
processo não direto, que exige uma análise não técnica e qualitativa, além de informações rela-
cionadas à experiência no trato do problema. O modelo de otimização que a Figura 11 apresenta
é menos subjetivo que este baseado em preferências e servirá de base para o modelo proposto
neste trabalho.
Existem três métodos de atribuição de fitness que servem de princípios básicos para os
MOEAS: baseados em agregação, baseados em critérios e baseados em dominância de Pareto.
Os métodos baseados em agregação consistem na avaliação da aptidão de cada indiví-
duo com base em uma agregação ponderada dos objetivos. Para explorar as diferentes partes da
fronteira de Pareto, estes métodos aplicam uma variação sistemática dos pesos de agregação.
Os métodos baseados em critérios consistem em alternar entre os objetivos. Cada
vez que um indivíduo é escolhido para a reprodução, potencialmente, um objetivo diferente vai
decidir qual membro da população será copiado para a reprodução. O VEGA (Vector-Evaluated
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Figura 12: Procedimento de otimização multiobjetivo baseado em preferência. Adaptado de Deb
(2001).
Genetic Algorithm) proposto por Schaffer (1984) é um exemplo de algoritmo que utiliza este
método.
Os métodos baseados em Pareto são os mais populares e eficientes e foram inicial-
mente propostos por Goldberg (1989). Aqui, a dominância de Pareto é explicitamente aplicada,
a fim de determinar a probabilidade de replicação de um indivíduo. Algumas abordagens base-
adas em Pareto utilizam rank de dominância - o número de indivíduos pelo qual um indivíduo
é dominado, para determinar os valores de fitness. Outros fazem uso da profundidade de do-
minância, onde as soluções são divididas em várias fronteiras e a profundidade indica a qual
fronteira uma solução pertence, como em Srinivas e Deb (1994), Deb et al. (2002) para os algo-
ritmos NSGA e NSGA-II. Alternativamente, a contagem de dominância pode ser considerada.
Neste caso, usa-se o número de indivíduos dominados por um certo indivíduo. Os algoritmos
SPEA (ZITZLER; THIELE, 1999) e SPEA-2 (ZITZLER et al., 2001) utilizam rank e contagem
de dominância.
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3.3 AVALIAÇÃO DOS RESULTADOS
Uma importante questão relacionada à otimização multiobjetivo é como avaliar a qua-
lidade das soluções retornadas pelos algoritmos. Este tipo particular de otimização envolve,
pelo menos, dois objetivos a serem otimizados e a saída do processo não é, em geral, uma
solução única, mas um conjunto de soluções. O quão distante está a fronteira encontrada da
fronteira Pareto, a distribuição e o espalhamento dos pontos são considerações importantes.
De acordo com Almeida et al. (2011), resumos de uma análise estatística de desem-
penho podem ser apresentado por Mack-Skillings (MACK; SKILLINGS, 1980), uma variação
do teste Friedman (FRIEDMAN, 1937, 1940; HOLLANDER; WOLFE, 1999). MS_Friedman
é adequado em caso de múltiplas observações (replicações). O teste é baseado em rank de
algoritmos (menores ranks são associados a melhores algoritmos, visto que os indicadores de-
vem ser minimizados) para um critério específico de desempenho considerado. Este é um teste
conservativo (GARCÍA; HERRERA, 2008) e pode ser usado para detectar diferenças em algo-
ritmos por múltiplas instâncias de um problema (ver (DEMSAR, 2006; GARCÍA et al., 2010;
DERRAC et al., 2011) para mais detalhes).
Neste trabalho, os resultados do teste MS_Friedman são apresentados pelo valor de
média de rank de cada critério de desempenho (indicador) para cada algoritmo em todas as
instâncias. Se o teste MS_Friedman detecta diferença significativa entre pelo menos um par de
algoritmos (o p-valor é menor indicando que a hipótese nula é rejeitada), uma análise post hoc
é realizada. A análise post hoc é baseada em um valor crítico para a diferença entre a média de
rank de um par de algoritmos.
Em geral, o teste Kruskal-Wallis pode ser considerado para uma micro análise de ava-
liação, i.e., esta metodologia permite a diferenciação no funcionamento dos algoritmos em cada
instância. O teste Kruskal-Wallis é geralmente usado para detectar se há diferença estatística
entre os indicadores encontrada para cada algoritmo (CONOVER, 1999) em uma instância es-
pecífica ou em um grupo de instâncias correlatas.
Os resultados do teste de Kruskal-Wallis são geralmente representados por p-valores
do correspondente testes estatístico. Os algoritmos são comparados dois a dois, sendo que p-
valores menores que 0,05 indicam que o primeiro algoritmo é melhor que o segundo (95% de
confiança).
Três medidas unárias são normalmente adotadas para avaliação da saída de algoritmos
multi-objetivo: indicadores de medida de epsilon (aditivo), hipervolume e R.
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A medida de epsilon aditivo (ZITZLER et al., 2003) provê um valor mínimo que deve
ser subtraído de todos os objetivos de um conjunto não-dominado, de modo que fracamente
domina um conjunto de referência. Este conjunto de referencia é geralmente um conjunto não-
dominado de todas as soluções conhecidas. Um valor menor de epsilon é preferível. O indicador
unário aditivo ε fornece um fator mínimo pelo qual uma aproximação A tem que ser transladada
no espaço critério para dominar fracamente o conjunto de referência Z⋆N . Ele pode ser definido
como segue:
I1ε+(A) = Iε+(A,Z⋆N) , (13)
tal que
Iε+(A,B) = min
ε
{∀z ∈ B,∃z′ ∈ A : z′i− ε ≤ zi,∀1 ≤ i ≤ n} . (14)
Hipervolume (ZITZLER; THIELE, 1998) é o volume do espaço de objetivos fraca-
mente dominado por um conjunto não-dominado e delimitado por um ponto de referência que
é estritamente dominado por todos os pontos conhecidos. Quanto menor for o hipervolume,
melhor é o conjunto não-dominado correspondente. O indicador hipervolume calcula a área
coberta por todas as soluções em um conjunto de pontos Q usando o ponto de referência pr, que
é um vetor identificado como tendo os piores valores de função objetivo:
hipervolume = volume

 |Q|⋃
i=1
vi

 (15)
tal que para cada solução xi ∈ Q, um hipercubo vi é construído com referência a pr. Hipervo-
lume é a união de todos os hipercubes.
O indicador R (HANSEN; JASZKIEWICZ, 1998) pode ser usado para avaliar e com-
parar aproximações do conjunto de Pareto com base num conjunto de funções de utilidades.
Valores de R menores correspondem a melhores resultados.
IGD Inverted Generational Distance (VELDHUIZEN; LAMONT, 2000a) pode esti-
mar estimar quão longe estão os elementos da fronteira de Pareto produzidos por um algoritmo,
dos elementos da fronteira de Pareto do problema. Esta medida é definida como:
GD =
√
∑ndi=1 d2e
nd
(16)
tal que nd é o número de vetores não-dominados encontrados pelo algoritmo sendo analisado e
de é a distância Euclidiana (medida no espaço objetivo) entre cada um destes vetores e o membro
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mais próximo da fronteira de Pareto. Um valor de GD = 0 indica que todos os elementos
gerados estão na fronteira de Pareto do problema. Neste trabalho, foi implementada uma medida
de distância geracional “invertida” (IGD) na qual a fronteira de Pareto é utilizada como uma
referência, comparando cada um de seus elementos com a fronteira produzida pelo algoritmo
sendo analisado.
3.4 TOMADOR DE DECISÃO MULTICRITÉRIO
Ao final do processo evolutivo de um algoritmo multiobjetivo tem-se como saída um
conjunto de soluções. O Tomador de Decisão (TD) é o módulo responsável por escolher uma
única solução deste conjunto e retornar ao usuário. Este processo de retornar uma solução não é
trivial. Há um conjunto de metodologias sobre como e quando incorporar decisões do tomador
de decisões no processo de busca. O vetor de soluções não-dominadas é uma generalização de
uma função sobre condições de informação mínima onde todos os atributos são considerados
como tendo igual importância, não esboçando nenhuma preferência.
A Figura 13 apresenta uma fronteira de Pareto com dois objetivos a serem minimizados
e que possui claramente visível uma “protuberância” no meio da curva, que caracteriza o joelho.
Sem nenhum conhecimento a priori, pode-se inferir que a região em torno do joelho seja de
maior interesse para o tomador de decisão. Segundo Schütze et al. (2008), o uso do joelho na
fronteira de Pareto é frequente nos tomadores de decisão porque ele apresenta uma boa relação
de boas soluções em uma otimização multiobjetivo. As soluções da região do joelho são aquelas
em que uma pequena melhora em um objetivo leva a uma deterioração geral em pelo menos um
outro objetivo.
Neste trabalho foram testados dois tomadores de decisão baseados no conceito de joe-
lho. Eles estão detalhados na Seção 5.3.2.
3.5 ALGORITMOS EVOLUCIONÁRIOS MULTIOBJETIVO
Historicamente, pode-se citar alguns trabalhos importantes relacionados a otimização
de problemas multiobjetivo com algoritmos evolucionários. O VEGA (Vector-Evaluated Gene-
tic Algorithm) (SCHAFFER, 1984), pode ser considerado o primeiro algoritmo evolucionário
multiobjetivo e o MOEA (Multi-Objective Evolutionary Algorithm) (GOLDBERG, 1989) tem
sua importância por introduzir o conceito de dominância de Pareto nos algoritmos evolucioná-
rios multiobjetivo.
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Figura 13: Fronteira de Pareto com um joelho. Fonte: (BRANKE et al., 2004)
Os algoritmos evolucionários podem ser agrupados de acordo com as abordagens em
que estão baseados. A abordagem clássica é composta pelos algoritmos que são baseados em
Pareto. Alguns destes algoritmos são:
• NSGA - Non-dominated Sorting Genetic Algorithm (SRINIVAS; DEB, 1994), desenvol-
vido por Srinivas e Kalyanmoy Deb em 1994 e NSGA-II, proposto em 2002 por Kalyan-
moy Deb, Amrit Pratap, Sameer Agarwal e Meyarivan (DEB et al., 2002);
• NPGA - Niched Pareto Genetic Algorithm (HORN et al., 1994), desenvolvido por Horn,
Nafploitis e Goldberg em 1994;
• PAES - Pareto Archived Evolution Strategy (KNOWLES; CORNE, 1999), desenvolvido
e implementado por Joshua Knowles e David Corne em 1999;
• SPEA - Strength Pareto Evolutionary Algorithm (ZITZLER; THIELE, 1999), desenvol-
vido por Eckart Zitzler e Lothar Thiele em 1999 e SPEA-II, desenvolvido em 2001 por
Eckart Zitzler, Marco Laumanns e Lothar Thiele (ZITZLER et al., 2001).
Os primeiros algoritmos evolucionários multiobjetivo que surgiram não utilizavam es-
tratégias elitistas, onde as melhores soluções são favorecidas durante o processo evolutivo.
Neste grupo pode-se citar o NSGA e o NPGA, entre outros. Depois destes, alguns dos al-
goritmos que passaram a aplicar elitismo são o NSGA-II, SPEA, SPEA2 e PAES.
Zhou et al. (2011) apresentam outras seis divisões para classificação dos algoritmos
evolucionários multiobjetivo surgidos mais recentemente, excluindo os baseados em Pareto:
baseados em decomposição, em preferências, em indicadores, híbridos, meméticos e baseados
em coevolução.
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O algoritmo MOEA/D (Multi-Objective Evolutionary Algorithm based on Decomposi-
tion) (ZHANG; LI, 2007), desenvolvido por Qingfu Zhang e Hui Li em 2007 é um representante
dos algoritmos multiobjetivo baseados em decomposição. Ele está melhor detalhado na Seção
3.5.1.
Para a abordagem baseada em preferências algum tipo de informação de preferência
deve ser usada para guiar a busca em regiões de interesse da fronteira de Pareto. A incorporação
de preferências é justificada pelo fato de que não é prático representar a fronteira de Pareto
toda, especialmente para mais do que dois objetivos, além de que, pode ser melhor concentrar o
esforço da busca em regiões preferenciais. O momento no qual estas informações de preferência
são utilizadas pode ser classificado, segundo Veldhuizen e Lamont (2000b), em a priori (antes
da busca), a posteriori (depois da busca) e interativas (durante a busca). Estas abordagens
podem ser utilizadas separadamente ou combinadas.
As abordagens a priori (COELLO et al., 2007) são bastante utilizadas porque o pro-
cesso de tomada de decisão utilizando informação a priori se torna trivial. A dificuldade e
desvantagem do método é encontrar essa informação de preferência preliminar global, pois é
necessário explicitar os pesos exatos dos diferentes objetivos antes mesmo de se conhecer as
soluções alternativas. Nos algoritmos evolucionários, em geral, esta abordagem se transforma
em abordagem de agregação na qual pesos são definidos a fim de combinar todos os objetivos
em uma única função objetivo.
As abordagens interativas (COELLO et al., 2007) apresentam uma articulação pro-
gressiva das preferências durante a busca. Esse tipo de abordagem é menos comum na litera-
tura evolucionária multiobjetivo. Estas abordagens requerem uma interação permanente entre
o otimizador e o tomador de decisão, o que permite incorporar informação adicional durante
todo o processo evolutivo. Cada vez que uma solução não-dominada é encontrada, o tomador
de decisão é consultado sobre essa solução, as preferências dos objetivos são modificadas e o
processo segue buscando uma nova solução não-dominada até que um critério de parada seja
atingido.
Um algoritmo a posteriori comumente utilizado é o baseado no joelho da fronteira de
Pareto. Ele baseia-se na ideia de que a maioria das soluções interessantes em uma fronteira são
caracterizadas pelo fato que um pequeno melhoramento em um dos objetivos causará grande
deteriorização em pelo menos um dos outros objetivos.
A abordagem baseada em indicadores explora o uso de indicadores de desempenho
(descritos na Seção 3.3) no processo evolutivo multiobjetivo. O indicador de hipervolume,
em particular, tem sido o mais frequentemente utilizado. Os seguintes algoritmos podem ser
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listados nesta abordagem:
• IBEA - Indicator-Based Evolutionary Algorithm (ZITZLER; KUNZLI, 2004), desenvol-
vido por Eckart Zitzler e Simon Kunzli em 2004;
• SMS-EMOA - S Metric Selection Evolutionary Multiobjective Optimization Algorithm
(BEUME et al., 2007), desenvolvido por Nicola Beume, Boris Naujoks e Michael Em-
merich em 2007;
• HypE - Hypervolume Estimation Algorithm for Multiobjective Optimization (BADER;
ZITZLER, 2011), desenvolvido por Johannes Bader e Eckart Zitzler.
Os algoritmos híbridos misturam técnicas para compor algoritmos multiobjetivo. Po-
dem ser hibridizados (ZHOU et al., 2011) diferentes métodos de busca, métodos de atualização
e busca e hibridização de diferentes métodos em diferentes fases da busca. Os algoritmos mul-
tiobjetivo meméticos (LARA et al., 2010) são um caso especial de algoritmos multiobjetivo
híbridos que incorporam métodos de busca local. Finalmente, a abordagem baseada em coevo-
lução agrupa os algoritmos que evoluem múltiplas subpopulações simultaneamente para lidar
com problemas complexos.
Na subseção seguinte o algoritmo MOEA/D é apresentado.
3.5.1 MOEA/D
O algoritmo MOEA/D (Multi-Objective Evolutionary Algorithm based on Decompo-
sition) (ZHANG; LI, 2007) foi desenvolvido por Qingfu Zhang e Hui Li em 2007 e utiliza um
conceito de decomposição que consiste em transformar um problema de otimização multiobje-
tivo em subproblemas escalares e otimizá-los simultaneamente.
Uma das abordagens utilizadas para a decomposição é a de Tchebycheff (MIETTI-
NEN, 1999). Nesta abordagem, para problemas de minimização, um problema de otimização
escalar tem a forma:
Minimizar gte(x | λ ,z∗) = max
1≤ j≤Nob j
{λ j | f j(x)− z∗j |} (17)
sujeito a x ∈ Ω
tal que gte é a função de decomposição de Tchebycheff para um problema de minimização,
f(x) = ( f1(x), ..., fNob j(x)) é a função objetivo a ser minimizada, λ = (λ1, ...,λNob j) é o vetor de
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pesos considerado e z∗ = (z∗1, · · ·z∗Nob j)
T é o ponto de referência, isto é, z∗i = min{ fi(x) | x ∈ Ω
para cada i = 1, · · · ,Nob j}. Para cada ponto de Pareto ótimo x∗ existe um vetor de pesos λ tal
que x∗ é a solução ótima.
Com a utilização de diferentes pesos, é possível encontrar pontos diferentes na fron-
teira Pareto. Baseado nisso, o MOEA/D busca otimizar diversos subproblemas paralelamente,
cada um com um vetor de pesos distintos. No MOEA/D, uma vizinhança do vetor de pesos é
definida como os vetores de pesos mais próximos a ele. Como cada vetor de pesos define um
subproblema diferente, pode-se dizer que os subproblemas vizinhos são aqueles com vetores de
pesos mais próximos. A cada geração, a população do MOEA/D é formada pela melhor solução
de cada subproblema até o momento.
O pseudo-código do MOEA/D é mostrado no Algoritmo 1. Antes da execução, o al-
goritmo deve receber como entrada o número de subproblemas considerados (N), o número de
vetores de pesos da vizinhança de cada vetor de pesos (T), os vetores de pesos sorteados unifor-
memente, a probabilidade (δ ) das soluções pais (vetores alvo) serem selecionadas da vizinhança
e o número máximo de soluções substituídas por cada solução filha gerada (nr). A saída do al-
goritmo será uma população externa, PE, com as soluções não-dominadas encontradas durante
a busca.
O primeiro passo do Algoritmo 1 corresponde à criação da população externa (PE)
que está inicialmente vazia. Os vetores de pesos, são sorteados com distribuição uniforme.
A população inicial de cromossomos é gerada e cada cromossomo (xi) é associado ao i-ésimo
vetor de pesos. O ponto ideal empírico (z∗) é inicializado com o valor mínimo para cada objetivo
encontrado na população inicial.
Após as inicializações, o algoritmo entra em seu laço principal (a partir do Passo 6). O
primeiro passo do laço é determinar o escopo no qual os operadores serão aplicados. O escopo é
da vizinhança B(i) - com probabilidade δ - ou de toda a população - com probabilidade 1,0−δ .
Se necessário, isto é se y é infactível, o cromossomo modificado é reparado resultando
em y′.
Se o novo cromossomo tem um valor para alguma função objetivo que é melhor do
que aquele armazenado no ponto ideal, então o ponto z∗ é atualizado com este valor.
De acordo com a seleção do Passo 8, a vizinhança ou a população como um todo é
atualizada. Para evitar a proliferação de y′ na maior parte da população é utilizado um número
máximo de atualizações (nr). A atualização acontece conforme a seguir: enquanto o número de
atualizações é menor que o número máximo de atualizações e existem índices não selecionados
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Algoritmo 1: Algoritmo MOEA/D.
Entrada: MOP, critério de parada, N, T, N vetores de peso, δ , nr.
Saída: PE.
início1
Criar uma população externa, PE, inicialmente vazia;2
Calcular a distância euclidiana entre todos os vetores de pesos e selecionar os T mais3
próximos para a vizinhança de um dado vetor, B(i);
Gerar a população inicial x1, · · · , xN ;4
Inicializar z∗ = (z1, · · · zm,)T ;5
repita6
para cada subproblema - i = 1 até N faça7
Determinar o escopo - gerar número aleatório rand entre (0,1);8
se rand < δ então9
escopo = B(i)10
senão11
escopo = 1, · · · , N12
fim se13
Selecionar aleatoriamente dois pontos da vizinhança B(i) e gerar uma nova14
solução y utilizando operadores genéticos;
Aplicar heurística de reparação/melhoramento específica do MOP em y para15
produzir y′;
Atualizar z∗, tal que para cada j = 1, · · · , m, se z j < f j(y′), então z j = f j(y′);16
para cada subproblema vizinho faça17
se nova solução y′ é melhor que a atual então18
Substituí-la na população de acordo com nr19
fim se20
fim para21
Atualizar a população externa, somente com pontos não-dominados;22
fim para23
até que o critério de parada seja satisfeito ;24
fim25
no escopo, um índice é escolhido aleatoriamente do escopo. Se y′ tem um melhor valor para
a função de Tchebycheff do que xi (ambos fazendo uso do i-ésimo vetor de pesos) então ele
substitui xi, e o número de cromossomos atualizados é incrementado.
Na sequência, o algoritmo tenta inserir y′ na população externa (PE), removendo todas
as soluções armazenadas que são dominadas por y′. Finalmente, o critério de parada é testado,
o qual geralmente corresponde a um número máximo de iterações (gerações) do laço principal.
Em Zhang et al. (2009) uma nova versão do MOEA/D (MOEA/D-DRA - Dynamical
Resource Allocation) é proposta e testada em um conjunto de funções benchmarks da compe-
tição do CEC-2009. O MOEA/D-DRA aloca de forma diferente os recursos para cada subpro-
blema, de acordo com a dificuldade de cada subproblema, conforme uma função de utilidade.
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3.6 ESTADO-DA-ARTE DE ALGORITMOS EVOLUCIONÁRIOS MULTIOBJETIVO
Algoritmos evolucionários multibjetivo têm atraído um grande número de pesquisas
ao longo dos últimos 20 anos (ZHOU et al., 2011). Durante este período, diversos trabalhos
de impacto para a Computação Evolucionária têm sido apresentados. Esta seção apresenta um
apanhado geral do estado-da-arte com alguns trabalhos importantes no contexto de melhorias
nos algoritmos multiobjetivo.
O NSGA-II, apesar de proposto em 2002 (DEB et al., 2002), ainda é um algoritmo bas-
tante utilizado em implementações e comparativos, com resultados competitivos para as mais
diversas aplicações, tais como: despacho econômico/ambiental (KING et al., 2011; XU et al.,
2011), redes de sensores sem fio (JIA et al., 2007), projeto de arquitetura de software baseado
em componentes (LI et al., 2011b), estratégias de condução (DOVGAN et al., 2011). Liu e
Gu (2011) recentemente propuseram uma melhoria no algoritmo clássico NSGA-II baseada em
busca de sub-regiões e estratégia de arquivamento, chamada de Improved NSGA-II. O algoritmo
divide o espaço de objetivos em diversas pequenas regiões. Cada sub-região inclui um conjunto
interno e externo, sendo que o conjunto interno é composto pelos melhores indivíduos na re-
gião, enquanto que no conjunto externo são armazenados os indivíduos que foram encontrados
anteriormente na região. Os indivíduos na mesma sub-região fazem cruzamento entre si. Cada
região utiliza independentemente as fronteiras hierárquicas de dominância e distância de mul-
tidão. Os autores mostram que as simulações indicam que o algoritmo proposto é eficaz. O
NSGA-II foi adaptado para usar ED, PSO e outros algoritmos evolucionários (LAMPINEN,
2001; IORIO; LI, 2004; ROBIC; FILIPIC, 2005).
Outros dois algoritmos clássicos também ainda são utilizados em trabalhos recentes e
bastante abordados em comparativos: o PAES em Araujo et al. (2011), Mishra et al. (2011),
Tan et al. (2010) e o SPEA2 em Al-Hajri e Abido (2011), Lanza-Gutierrez et al. (2011), Bueno
e Oliveira (2010), Chen et al. (2010).
Zitzler e Kunzli (2004) propuseram um framework - o IBEA (Indicator-Based Evolu-
tionary Algorithm), no qual diferentes indicadores podem ser integrados. O algoritmo associa o
fitness de um indivíduo como uma agregação do seu hipervolume com o restante da população.
Um subconjunto dos elementos com menores valores de fitness são removidos da população e
uma seleção por torneio com reposição cria um conjunto temporário de elementos. Os opera-
dores de recombinação e mutação são aplicados ao conjunto temporário para gerar os filhos a
serem utilizados na próxima iteração. O IBEA não necessita de implementação de qualquer téc-
nica de preservação de diversidade, pois isto geralmente já é garantido pelo indicador utilizado.
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Em Rachmawati e Srinivasan (2009) é proposto um algoritmo evolucionário multiobje-
tivo baseado em preferências para encontrar a região de joelho em uma fronteira de Pareto. Este
algoritmo é baseado na otimização linear de um conjunto de somas ponderadas dos objetivos
iniciais, com controle da seleção dos pesos definido com base em um parâmetro especificado
pelo usuário. O artigo apresenta um esquema de seleção que possibilita aos algoritmos multiob-
jetivo obter um conjunto de soluções não-dominadas pela concentração ao redor das regiões de
joelho existentes na fronteira de Pareto. Kim et al. (2011a) apresenta um algoritmo de seleção
de soluções baseado em preferências (PSSA - Preference-based Solution Selection Algorithm)
no qual o usuário pode selecionar uma das soluções não-dominadas preferenciais obtidas por
um algoritmo evolucionário multiobjetivo utilizado. O PSSA é um tipo de algoritmo tomador
de decisão multicritério para múltiplos objetivos e representa a preferência do usuário por meio
de um grau de consideração usando uma medida fuzzy.
O algoritmo MOEA/D (detalhado na Seção 3.5.1) (ZHANG; LI, 2007) é baseado no
conceito de decomposição que transforma um problema de otimização multiobjetivo em sub-
problemas escalares e realiza o processo para otimização destes subproblemas simultaneamente.
O framework do MOEA/D vem sendo testado com diversos algoritmos evolucionários com re-
sultados promissores.
Li e Zhang (2009) e Huang e Li (2010) utilizam uma versão do MOEA/D baseado em
Evolução Diferencial (MOEA/D-DE). Em Huang e Li (2010) cinco versões do MOEA/D com
diferentes esquemas de ED são testadas e comparadas: “ED/rand/1”, “ED/rand/2”, “ED/best/1”,
“ED/best/2” e “ED/rand-best/1”. As versões “ED/best/1” e “ED/best/2” apresentaram melhores
resultados nos testes considerados. Em Li e Zhang (2009) é feita uma comparação entre o
MOEA/D-DE com o NSGA-II-DE , sendo que os resultados experimentais indicaram que o
MOEA/D superou o NSGA-II nas instâncias de testes consideradas. Estes trabalhos, apesar
de testarem diversos esquemas da ED, consideram como fixos os parâmetros de cruzamento e
mutação. Os testes são apresentados considerando funções de benchmarks.
Ainda há versões do MOEA/D utilizando Simulated Annealing (LI; LANDA-SILVA,
2011), enxame de partículas (PENG; ZHANG, 2008; MOUBAYED et al., 2010; MARTÍNEZ;
COELLO, 2011) e colônia de formigas (CHENG et al., 2011).
HypE é outro algoritmo evolucionário proposto recentemente por Bader e Zitzler (2011)
que aborda a questão do custo computacional do indicador de hipervolume propondo um mé-
todo que aproxima o valor do hipervolume reduzindo o custo computacional. Esta aproximação,
mesmo quando não muito rigorosa, é bastante utilizável para os propósitos de atribuição de fit-
ness. HypE também propõe uma estratégia para seleção que garante, para dois objetivos, a
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exclusão dos piores elementos da população em termos de hipervolume.
Em Deb e Jain (2012) é proposta uma evolução do algoritmo NSGA-II, aplicado a
um conjunto de problemas com vários objetivos (many-objectives) chamado MO-NSGA-II. A
abordagem com vários objetivos considera problemas com mais de três funções objetivo para
serem otimizadas e uma alta complexidade, devido principalmente ao fato de que a proporção
de soluções não-dominadas em uma população aumenta rapidamente com o número de objeti-
vos, o que diminui a pressão de seleção em direção à fronteira de Pareto. Além disso, o número
de pontos necessários para representar a fronteira aumenta muito de acordo com o número de
objetivos considerados, dificultando a obtenção de soluções diversas o suficiente para cobrir a
fronteira. MO-NSGA-II é testado em problemas que tem de três a dez objetivos (restritos e
irrestritos) e é comparado com o MOEA/D. Os resultados obtidos pelo MO-NSGA-II se apre-
sentaram promissores, superando o MOEA/D, apresentando boa convergência e com soluções
com boa diversidade.
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4 EVOLUÇÃO DIFERENCIAL
Neste capítulo são apresentados os conceitos relativos ao algoritmo de Evolução Dife-
rencial (ED), bem como alguns algoritmos de ED adaptativos e ED multiobjetivo. Ao final do
capítulo alguns trabalhos relacionados são também brevemente discutidos.
4.1 INTRODUÇÃO
Evolução é um processo de otimização para o qual o objetivo é melhorar a habilidade
de um organismo sobreviver em ambientes competitivos e dinâmicos. Computação evoluci-
onária é a área da Inteligência Computacional destinada à resolução de problemas por meio
do uso de processos iterativos baseados em evolução (ENGELBRECHT, 2007). A cada itera-
ção novos indivíduos são gerados a partir de indivíduos das iterações anteriores segundo uma
meta-heurística, encontrando soluções aproximadas potencialmente boas para um problema em
especial. Algumas destas meta-heurísticas são inspiradas em alguns fenômenos naturais (por
exemplo em mecanismos biológicos) como os Sistemas Imunológicos Artificiais e Algoritmos
Genéticos. Os componentes fundamentais de tais sistemas computacionais são seleção natural,
sobrevivência dos mais aptos e reprodução.
O fluxograma de um algoritmo evolucionário genérico (ENGELBRECHT, 2007) pode
ser visualizado na Figura 14. Um algoritmo evolucionário é uma busca estocástica por uma
solução ótima (ou próxima da ótima) para um determinado problema, sendo esta busca influen-
ciada por alguns componentes, dos quais podem ser destacados:
• A codificação da solução para o problema sob a forma de um conjunto de elementos,
chamados de indivíduos;
• Uma função de avaliação dos indivíduos, comumente chamada de função de fitness;
• A geração da população inicial;
• Os operadores de seleção dos indivíduos; e
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• Os operadores de reprodução dos indivíduos.
Figura 14: Esquema geral de um algoritmo evolucionário. Fonte própria.
Embora algoritmos de otimização clássicos se mostrem mais eficientes que os evoluti-
vos em problemas lineares, quadráticos e outros problemas específicos, a computação evolucio-
nária tem apresentado resultados bem interessantes quando aplicada a problemas descontínuos,
multimodais e afins (ENGELBRECHT, 2007).
A Evolução Diferencial é um algoritmo que compartilha algumas similaridades com
outros algoritmos evolutivos: é estocástico e com estratégia de busca baseada em população.
A ED tem duas características principais que a diferenciam de alguns métodos evolucionários
(ENGELBRECHT, 2007) e por isso muitas vezes não são considerados dentro do escopo da
computação evolucionária. A primeira é que a ED foi originalmente projetada para ser apli-
cada a espaços contínuos. Em segundo lugar, informações de distância e direção extraídas da
população corrente são empregadas a fim de guiar o processo de busca. A distância é repre-
sentada pela diferença entre dois indivíduos da população e há um indivíduo selecionado para
apontar a direção da evolução. Este indivíduo pode ser aleatório ou escolhido como o melhor
da população segundo algum critério.
A Seção 4.2 apresenta o algoritmo de Evolução Diferencial em detalhes.
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4.2 ESQUEMA BÁSICO DA ED
A ED (STORN; PRICE, 1997) é um algoritmo evolutivo para otimização numérica
que foi desenvolvido por Storn e Price em meados da década de noventa. Basicamente, a
ED adiciona a diferença ponderada entre dois vetores da população a um terceiro vetor. A ED
trabalha com alguns parâmetros como tamanho da população (N), constante de cruzamento (CR
- Crossover Rate (Taxa de cruzamento)) e peso do vetor de diferenças - constante de mutação
(F - Factor of mutation (Fator de mutação)). O Algoritmo 2 mostra os passos da ED e a Figura
15 apresenta esquematicamente a estratégia da ED.
Algoritmo 2: Algoritmo básico da ED.
Entrada: Parâmetros N, CR e F .
Saída: Melhor solução encontrada ao longo da evolução.
início1
Inicializar aleatoriamente a população inicial de tamanho N;2
Avaliar cada indivíduo da população inicial;3
repita4
para cada indivíduo xi (pai) faça5
Selecionar indivíduos da população;6
De acordo com a taxa de cruzamento CR e constante de mutação F7
início8
Aplicar diferenciação;9
Aplicar mutação;10
Aplicar cruzamento;11
fim12
Avaliar o custo do indivíduo resultante da pela diferenciação, mutação e13
cruzamento ;
Comparar o indivíduo resultante com pai e selecionar o de menor custo para14
a nova população;
fim para15
até que o critério de parada seja satisfeito ;16
fim17
O primeiro procedimento do Algoritmo 2 (linha 2) é inicializar a população aleatoria-
mente e, em seguida cada indivíduo dessa população deve ser avaliado e associado a um valor
de fitness (linha 3). O laço principal, a partir da linha 4, é repetido para cada indivíduo da
população.
A diferenciação citada na linha 9 define a distância entre os indivíduos funcionando
como um bom indicador da diversidade da população (ENGELBRECHT, 2007). Se há grande
distância entre os indivíduos, estes devem dar grandes passos no processo evolutivo a fim de
explorar melhor o espaço de busca. Se a situação oposta ocorre, sendo as distâncias entre os
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Figura 15: Esquema básico da ED. Adaptado de Storn e Price (1997).
indivíduos pequenas, o tamanho dos passos deve ser pequeno para explorar área locais. Este
comportamento é utilizado na ED por meio do cálculo do tamanho do passo da mutação como
a diferença ponderada entre indivíduos selecionados aleatoriamente. O primeiro passo da mu-
tação é realizar o cálculo de um ou mais vetores de diferença e utilizar estes vetores a fim de
determinar a magnitude e a direção dos passos.
O operador de mutação produz um vetor experimental (Figura 15) para cada indiví-
duo da atual população pela mutação de um vetor alvo com uma diferença ponderada (vetor do-
ador). Para cada indivíduo xi,Ger da população na geração atual Ger, gerar o vetor experimental,
ui,Ger, como segue: selecionar um vetor alvo, xi1,Ger, da população, tal que i 6= i1. Em seguida,
selecionar aleatoriamente dois indivíduos, xi2 e xi3, tal que i 6= i1 6= i2 6= i3 e i1, i2, i3 ∼U(1,N),
sendo N o tamanho da população. O vetor experimental é calculado pela perturbação do vetor
alvo utilizando estes indivíduos, conforme a Equação 18.
ui,Ger = xi1,Ger +F(xi2,Ger −xi3,Ger) (18)
tal que F ∈ (0,∞) é o fator escalar que controla a amplificação da variação diferencial.
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O operador de cruzamento da ED é uma recombinação do vetor experimental, ui,Ger,
e o vetor pai, xi,Ger, para produzir um vetor descendente, x′i,Ger (Equação 19).
x′i,Ger =
{
ui j,Ger se j ∈J ,
xi j,Ger caso contrário
(19)
tal que xi j,Ger se refere ao j-ésimo elemento do vetor xi,Ger, e J é o conjunto de pontos de
cruzamento. O conjunto J pode ser determinado de diferentes maneiras, sendo as duas abor-
dagens mais comumente utilizadas a de cruzamento binomial e de cruzamento exponencial
(CHAKRABORTY, 2008).
O processo de cruzamento binomial pode ser descrito conforme a Equação 20.
x′i, j =
{
ui, j, se r j ≤ CR ou j = d
xi, j, caso contrário
(20)
A Equação 20 gera o vetor descendente x′i por meio da cópia dos componentes do
vetor experimental ui e do vetor pai xi, dependendo de um número aleatório r j ∈ [0,1] que é
comparado ao parâmetro CR. Devido ao fato que durante o processo de seleção o vetor pai e o
vetor descendente irão competir para compor a geração subsequente, é assegurado que x′i 6= xi
pela seleção de pelo menos um componente do vetor experimental ui. Para este propósito a
variável d ∈ {0, ..., n} (tal que n é a dimensão do problema) é escolhida aleatoriamente para cada
vetor descendente em cada geração e, desta forma, o j-ésimo componente do vetor descendente
é copiado do vetor experimental (somente um componente).
Para o cruzamento exponencial a posição inicial do cruzamento é escolhida aleatori-
amente de 1, ..., n e L elementos consecutivos (contados de maneira circular) são tomados do
vetor experimental. A probabilidade de substituição do i-ésimo elemento na sequência 1, 2,
...,L, L ≤ nx, decresce exponencialmente com o incremento de i.
Um operador chamado de mutação polinomial pode ser também utilizado com certa
probabilidade para diversificar a população. Este operador gera uma nova solução y=(y1, · · · ,yn)
a partir do vetor descendente (solução gerada pela mutação e cruzamento descritos acima). As
regras são apresentadas nas Equações 21 e 22.
yk =
{
yk +σk(bk−ak), com probalilidade pm
yk, com probalilidade 1− pm
(21)
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σk =
{
(2rand)
1
η+1 −1, se rand < 0,5
1 − (2 − 2rand)
1
η+1 , caso contrário
(22)
tal que rand é um número aleatório gerado por uma distribuição uniforme entre [0, 1]. O índice
de distribuição η e taxa de mutação pm são dois parâmetros de controle. ak e bk são os menores
e maiores valores das variáveis de decisão, respectivamente.
As estratégias da ED (ENGELBRECHT, 2007) diferem na forma em que o vetor alvo
é selecionado, no número de vetores de diferença utilizados e, também do tipo de cruzamento a
ser utilizado. A fim de caracterizar estas variações, a notação “ED/x/y/z” é adotada, sendo que:
• x: especifica o vetor a ser perturbado (vetor alvo), podendo ser “rand” (um vetor da
população escolhido aleatoriamente) ou “best” (o vetor de menor custo da população);
• y: determina o número de diferenças ponderadas usadas para a perturbação do vetor
definido por x;
• z: denota o tipo de cruzamento (exp: exponencial; bin: binomial).
Desta forma, têm-se as estratégias básicas que podem ser descritas de acordo com a
Tabela 3 (FEOKTISTOV, 2006), considerando ED/x/y1, sendo u o indivíduo gerado. Todas as
estratégias podem ser utilizadas com cruzamento binomial ou exponencial.
Tabela 3: Estratégias básicas da Evolução Diferencial.
Esquema Notação
ED/rand/1 u = x1 +F ∗ (x2−x3)
ED/rand/2 u = x5 +F ∗ (x1 +x2−x3−x4)
ED/best/1 u = xbest +F ∗ (x1−x2)
ED/best/2 u = xbest +F ∗ (x1 +x2−x3−x4)
ED/current-to-best/1 u = xi +F ∗ (xbest −xi)+F ∗ (x1−x2)
Por exemplo, em “ED/rand/1/bin”, o vetor alvo (x1) é escolhido aleatoriamente, com
um par de vetores de diferenças (x2 e x3) e utilizando o cruzamento binomial. No caso de
“ED/best/2/exp”, o vetor alvo (xbest) é escolhido como o melhor da população atual, com dois
pares de vetores de diferenças (x1 e x2, x3 e x4) e utilizando o cruzamento exponencial. Em
“ED/current-to best/1”, o indivíduo atual (xi) é utilizado em conjunto com o melhor da popula-
ção atual (xbest).
O processo de seleção é aplicado na ED a fim de determinar primeiramente se o pai ou
o indivíduo produzido irão sobreviver à próxima geração e depois quais indivíduos irão compor
1A fim de manter um padrão com a literatura, os nomes das estratégias serão mantidos em inglês.
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o operador de mutação para produzir o vetor experimental na próxima geração. A população da
próxima geração é construída da seguinte maneira: o descendente produzido substitui o pai se
o fitness do descendente é melhor que o do seu pai, caso contrário, o pai sobrevive e compõe a
próxima geração.
4.3 ESQUEMA ADAPTATIVO
O desempenho do algoritmo de evolução diferencial é altamente dependente da esco-
lha dos parâmetros de probabilidade de cruzamento (CR) e fator de mutação (F) de acordo com
estudos experimentais (GAMPERLE et al., 2002) e teóricos (ZHANG; SANDERSON, 2007b).
Além disso, diferentes problemas geralmente exigem diferentes valores de parâmetros. O parâ-
metro CR é, em geral, mais sensível a problemas com diferentes características, por exemplo,
multimodalidade, enquanto F está mais relacionado à velocidade de convergência. Dentro da
ED adaptativa, a utilização de um pool (conjunto de possibilidades) para a escolha das estraté-
gias a serem aplicadas é um fator importante, pois permite o uso de diferentes estratégias em
diferentes estágios do processo evolutivo. Dois pontos podem ser considerados para adaptar a
seleção da estratégia de mutação:
1. Como selecionar uma entre as estratégias disponíveis com base nos desempenhos recentes
das estratégias. Este passo é chamado de seleção de estratégia;
2. Como medir o desempenho das estratégias após seu uso e, consequentemente, atualizar a
estimativa empírica de qualidade mantida para cada uma delas. Este passo é chamado de
associação de crédito.
O método de “tentativa e erro” para ajustar os parâmetros e escolher a melhor estratégia
a ser utilizada requer tempo e conhecimento tanto sobre a técnica quanto sobre o problema
abordado. Com esta motivação, diferentes mecanismos relacionados à adaptação vêm sendo
propostos.
Eiben e Schut (2008) propuseram uma classificação para as técnicas de parametriza-
ção:
1. Ajuste de parâmetro: consiste na definição de bons valores de parâmetros antes da exe-
cução de um algoritmo e então executá-lo sob estes valores.
2. Controle de parâmetro:
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(a) Determinístico: tem como objetivo modificar os valores de parâmetro por uma regra
determinística, sem levar em consideração qualquer experiência do processo evolu-
cionário.
(b) Adaptativo: tem por objetivo modificar os valores de parâmetro com base em al-
guma experiência de uma busca anterior, por exemplo, medida de diversidade para
atualizar a taxa de mutação.
(c) Auto-adaptativo: codifica os valores de parâmetro no cromossomo das soluções e
eles estão sujeitos à aplicação dos operadores de mutação e cruzamento.
Um exemplo de utilização de controle de parâmetros determinístico pode ser encon-
trado em Mezura-Montes e Palomeque-Ortiz (2009). Alguns exemplos de algoritmos adap-
tativos são: SaDE2 (QIN; SUGANTHAN, 2005; QIN et al., 2009), jDE (BREST et al.,
2006b, 2006a), JADE (ZHANG; SANDERSON, 2007a, 2009) e AdapSS (GONG et al.,
2010, 2011).
Como algoritmos auto-adaptativos pode-se citar SPDE (Self-adaptive Pareto Differen-
tial Evolution) (ABBASS, 2002) e DESAP (TEO, 2006).
Os algoritmos SaDE e JADE, utilizados neste trabalho, estão detalhados nas Seções
4.3.1 e 4.3.2. Na Seção 4.3.3 o algoritmo AdapSS é detalhado destacando alguns importantes
conceitos que serão utilizados na abordagem proposta neste trabalho (Capítulo 5). Outros tra-
balhos com adaptação e auto-adaptação de parâmetros estão mais brevemente comentados na
Seção 4.5.
4.3.1 SADE
SaDE (Self-Adaptive Differential Evolution) foi proposto inicialmente por Qin e Su-
ganthan (2005) para, simultaneamente, implementar somente duas estratégias: “ED/rand/1/bin”
e “ED/current-to-best/2/bin”. Em Qin et al. (2009), os autores incorporaram mais duas estraté-
gias ao SaDE: “ED/rand/2/bin” e “ED/current-to-rand/1”.
Para cada vetor alvo da população, o SaDE seleciona uma estratégia de geração para o
vetor experimental a partir de um conjunto de estratégias candidatas, de acordo com a probabi-
lidade de aprendizado. Esta probabilidade vem da taxa de sucesso em gerar soluções melhores
dentro de um certo número de gerações anteriores consideradas. A estratégia selecionada é apli-
cada ao vetor alvo correspondente a fim de gerar o vetor experimental. Assim, a probabilidade
2Embora o acrônimo “SaDE” signifique Self-adaptive Differential Evolution (Evolução Diferencial Auto-
adaptativa), este algoritmo é, devido a forma de funcionamento, classificado como adaptativo.
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de aplicar a k-ésima estratégia de um conjunto ς (pool) de estratégias candidatas a um vetor
alvo da população é pk, sendo k = 1,2, · · · ,K sendo K o número total de estratégias contidas no
conjunto ς . Quatro estratégias estão disponíveis no caso de Qin et al. (2009). As probabilidades
são inicializadas com o valor 1/K. Na geração Ger, após avaliar todos os vetores experimen-
tais, registra-se em uma memória de sucesso, nsk,Ger (do inglês number of successes) o número
de vetores experimentais gerados com sucesso pela k-ésima estratégia na geração Ger e que
entrarão para a próxima geração (Ger + 1). O registro do número de indivíduos que foram des-
cartados é feito na memória de fracasso, n fk,Ger (do inglês number of failures). Estes números
são armazenados por um número fixo de gerações, denominado período de aprendizado - LP
(Learning Period). Uma vez superadas as LP gerações, os primeiros registros armazenados nas
memórias são removidos e os valores da geração atual armazenados.
Após as LP gerações iniciais as probabilidades de escolha de estratégias são atualiza-
das a cada geração com base nas memórias de sucesso e fracasso. Na geração Ger, a probabi-
lidade da escolha da k-ésima (k = 1,2, · · · ,K) estratégia é atualizada de acordo com a Equação
23.
pk,Ger =
Sk,Ger
∑Kk=1 Sk,Ger
(23)
tal que
Sk,Ger =
∑Ger−1g=Ger−LP nsk,g
∑Ger−1g=Ger−LP nsk,g +∑Ger−1g=Ger−LP n fk,g
+ ε (24)
(k = 1,2, · · · ,K;Ger > LP)
sendo Sk,Ger a taxa de sucesso da estratégia k na geração Ger que toma por base o número
de sucesso da estratégia k nas LP gerações anteriores. A constante ε é utilizada para evitar
possíveis taxas nulas de sucesso.
Os fatores de mutação são independentemente gerados para cada geração de acordo
com uma distribuição normal com média 0,5 e desvio padrão 0,3, denotado por N(0,5, 0,3). Os
valores de F são gerados aleatoriamente da distribuição normal e aplicados a cada vetor alvo na
população atual.
As probabilidades de cruzamento (CR) são aleatoriamente geradas de acordo com uma
distribuição normal independente com valor de média CRm e desvio padrão 0,1, denotado por
N(CRm, 0,1), sendo CRm inicializado com 0,5. Os valores aleatórios de CR são aplicados aos
vetores alvo associados a estratégia k. Para a adaptação da taxa de cruzamento, o SaDE imple-
menta memórias, chamadas CRMemoryk (relacionados a k-ésima estratégia), que armazenam
os valores de CR que tiveram sucesso na geração de vetores experimentais nas LP gerações
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anteriores. Nas primeiras LP gerações, os valores de CR (relacionados a k-ésima estratégia)
são gerados por N(CRm, 0,1). A cada geração depois de LP gerações, o valor de mediana
armazenado em CRMemoryk será calculado para sobrepor CRm.
Assim, cada indivíduo xi da população terá associado a si um valor de F, K valores de
CR e K probabilidades de uso (uma para cada estratégia).
4.3.2 JADE
JADE foi inicialmente proposto em Zhang e Sanderson (2007a) e depois novamente
testado em Zhang e Sanderson (2009).
JADE introduz uma nova estratégia de mutação denominada “ED/current-to-pbest”,
que é a base do funcionamento do algoritmo, com uso opcional de arquivo externo. A nova
estratégia é uma generalização da estratégia “ED/current-to-best” utilizando, contudo, não so-
mente a informação da melhor solução, mas também informações sobre outras boas soluções.
Qualquer das 100p%, p ∈ (0, 1] melhores soluções pode ser aleatoriamente escolhida para ser
utilizada na estratégia.
Com o uso de arquivo externo, um vetor de mutação é gerado pelo JADE com a estra-
tégia “ED/current-to-pbest” de acordo com a Equação 25.
x′i,Ger = xi,Ger +Fi ∗ (x
p
best,Ger − xi,Ger)+Fi ∗ (xr1,Ger − x˜r2,Ger) (25)
tal que xi,Ger, xr1,Ger e xpbest,Ger são selecionados da mesma maneira que na Equação 26, en-
quanto que x˜r2,Ger é aleatoriamente escolhido do conjunto P∪A, sendo A o conjunto formado
pelas soluções inferiores. O arquivo A está inicialmente vazio e, a cada geração, as soluções
pais que falham no processo de seleção da evolução diferencial são adicionadas ao arquivo.
Caso o arquivo exceda um determinado limite, algumas soluções são aleatoriamente elimina-
das. A ideia do uso do arquivo é manter informações sobre a direção do progresso da evolução
e também melhorar a diversidade da população.
Um vetor de mutação é gerado pelo JADE com a estratégia “ED/current-to-pbest” sem
arquivo externo de acordo com a Equação 26.
x′i,Ger = xi,Ger +Fi ∗ (x
p
best,Ger − xi,Ger)+Fi ∗ (xr1,Ger − xr2,Ger) (26)
tal que xi,Ger, xr1,Ger e xpbest,Ger são selecionados da população atual (denotada por P), sendo que
xr1,Ger é selecionado aleatoriamente e xbest,Ger é aleatoriamente escolhido como um dos 100p%
melhores indivíduos da população atual com p ∈ (0, 1]. Fi é o fator de mutação associado a xi.
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Fi é atualizado a cada geração pelo processo de adaptação conforme a Equação 28.
A adaptação dos parâmetros CR e F é feita de forma semelhante ao SaDE (Seção
4.3.1). A cada geração Ger, a probabilidade de cruzamento CRi de cada indivíduo xi é inde-
pendentemente gerada seguindo uma distribuição normal de média µCR e desvio padrão 0,1,
denotada por CRi = N(µCR,0,1). A média µCR é inicializada em 0,5. Seja SCR o conjunto de
todas as probabilidades de sucesso de CRi na geração Ger, a atualização de µCR é feita ao fim
de cada geração pela Equação 27.
µCR = (1− c)µCR + c
∑SCR
NSCR
(27)
tal que c é uma constante positiva entre 0 e 1 e NSCR é o número de probabilidades de sucesso
em SCR.
O fator de mutação Fi de cada indivíduo xi é independentemente gerado seguindo a
distribuição Cauchy com parâmetro de localização µF e parâmetro escalar 0,1 (Equação 28). Fi
é truncado em 1 se Fi ≥ 1 ou regerado se Fi ≤ 0.
Fi =Cauchy(µF ,0,1) (28)
Seja SF o conjunto de todos os fatores de mutação com sucesso na geração Ger, o
parâmetro µF é inicializado com 0,5 e atualizado a cada geração de acordo com a Equação 29.
µF = (1− c)µF + c
∑F∈SF F2
∑F∈SF F
(29)
tal que a média utilizada é a de Lehmer.
4.3.3 EPSDE E ADAPSS
Em EPSDE (MALLIPEDDI et al., 2011), um conjunto de estratégias distintas e um
conjunto de valores para cada parâmetro de controle coexistem durante o processo evolucionário
e competem para produzir indivíduos filhos. Em Gong et al. (2010, 2011) os autores usam o
paradigma AdapSS (Adaptive Strategy Selection).
A Figura 16 mostra esquematicamente o framework utilizado por Gong et al. (2011).
Em Gong et al. (2011), os autores testam duas técnicas de seleção de estratégia: Proba-
bility Matching (PM) (GOLDBERG, 1990) e Adaptive Pursuit (AP) (THIERENS, 2005). Estas
são analisadas independentemente em combinação com quatro técnicas de associação de crédito
baseadas na melhoria do fitness. Comparado com outros trabalhos, os autores afirmam que sua
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Figura 16: Framework utilizado por Gong et al. (2011).
abordagem obteve melhores resultados para a maioria das funções (benchmarks) testados em
termos de qualidade final das soluções e convergência. A abordagem utilizando AP apresentou
melhores resultados que a PM, contudo, as duas abordagens apresentaram melhores resultados
quando comparadas a outras da literatura.
A técnica Probability Matching (GOLDBERG, 1990) calcula a probabilidade de uso
de cada estratégia de um conjunto de estratégias com base em quatro valores: um histórico da
estratégia na geração, que envolve a média de melhorias nos fitness; uma medida de qualidade;
uma taxa de adaptação definida pelo usuário e um valor de probabilidade mínimo definido pelo
usuário.
A técnica Adaptive Pursuit (THIERENS, 2005) é mais recente e foi proposta inicial-
mente no contexto de Algoritmos Genéticos. Nela também é feito o uso de uma medida de
qualidade da estratégia, taxa de adaptação e um valor de probabilidade mínimo definidos pelo
usuário, como no Probability Matching. Nesta técnica, as equações utilizadas fazem com que
o melhor operador fique com uma taxa máxima para ser escolhido e os outros, com uma taxa
mínima. Os autores atribuem a essa situação a expressão “o vencedor leva tudo”3. Adaptive
Pursuit tem um parâmetro - uma taxa de aprendizagem, que basicamente controla o quão gu-
losa a tática “o vencedor leva tudo” irá ser.
Na estratégia Probability Matching as taxas de operadores são proporcionais às suas
qualidades, enquanto na estratégia Adaptive Pursuit a tática “o vencedor leva tudo” é utilizada
para atualizar as taxas de operadores. A Figura 17 mostra a diferença entre a distribuição de
probabilidade de escolha de operadores (OP) entre Probability Matching e Adaptive Pursuit,
evidenciando a probabilidade mínima (Pmin) e máxima (Pmax) de serem escolhidos.
3Em inglês, “the winner-takes-all”.
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Figura 17: Diferença entre a distribuição de probabilidade de escolha de operadores entre Proba-
bility Matching (esquerda) e Adaptive Pursuit. Adaptada de Fialho et al. (2009).
Quanto à medida de desempenho, Gong et al. (2011) chama de uma recompensa (as-
sociação de crédito), que define como o impacto das estratégias na busca pode ser avaliado e
transformado em uma recompensa numérica. Quatro técnicas de avaliação são testadas com
base numa variável que reflete o grau de melhoria da medida de fitness.
Supondo-se K > 1 estratégias em um conjunto ς = {k1, · · · ,kK} e um vetor de proba-
bilidades pGer =
(
p1,Ger, · · · , pK,Ger
)
, tal que pk,Ger é a probabilidade de uso da ke´sima estratégia
na geração Ger, ∑Kk=1 pk,Ger = 1; ∀Ger : pmin ≤ pk,Ger ≤ 1, tal que pmin é o valor de proba-
bilidade mínimo de cada estratégia, utilizado para garantir que nenhuma estratégia se perca
(THIERENS, 2005). Há uma série de métodos para atualizar adaptativamente a probabilidade
pk,Ger da ke´sima estratégia, geralmente baseados na sua estimativa de qualidade empírica qk,Ger.
Na maior parte do tempo qk,Ger é atualizada pelo retorno fornecido pela recompensa. Denota-se
rk,Ger como a recompensa que a ke´sima estratégia recebe após ela ser adotada na geração Ger.
Então, a estimativa empírica de qualidade qk,Ger da estratégia ke´sima na geração Ger pode ser
atualizada como segue (THIERENS, 2005):
qk(Ger+1) = qk,Ger +α ∗ [rk,Ger−qk,Ger] (30)
tal que α ∈ (0,1] é a taxa de adaptação.
Com base nesta medida de estimativa, PM e AP diferem em como utilizam esta infor-
mação (qk,Ger+1) para atualizar a probabilidade de uso de cada estratégia.
O método PM calcula pk(Ger + 1) como segue (GONG et al., 2011; THIERENS,
2005; GOLDBERG, 1990):
pk(Ger+1) = pmin +(1−K ∗ pmin)∗
qk(Ger+1)
∑Kk=1 qk(Ger+1)
(31)
Claramente, ∑Kk=1 pk(Ger+ 1) = 1. Da Equação 31 nota-se que quando apenas uma
estratégia obtém recompensa durante um longo período de tempo (com todas as outras estraté-
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gias não recebendo recompensa), a sua probabilidade de seleção converge pmax = pmin +(1−
K ∗ pmin).
O método AP foi introduzido para adaptação de operadores de seleção no contexto de
Algoritmos Genéticos (THIERENS, 2005). AP calcula pk(Ger+1) como segue:
pk∗(Ger+1) = pk∗(Ger)+β ∗ [pmax− pk∗(Ger)] (32)
e
∀k 6= k∗ : pk(Ger+1) = pk(Ger)+β ∗ [pmin− pk(Ger)], (33)
com
k∗ = argmaxk(qk(Ger+1)) e pmax = pmin +1−K ∗ pmin. (34)
Esta restrição garante que se ∑Kk=1 pk(Ger) = 1, então ∑Kk=1 pk(Ger+ 1) = 1 (THIE-
RENS, 2005). O método AP utiliza uma taxa de aprendizado β ∈ (0,1], que controla o quão
“guloso” o mecanismo “o vencedor leva tudo” será.
O mecanismo de recompensa considera ue´simo melhoramento relativo de fitness (ηuk )
encontrado pela ke´sima estratégia na geração Ger, ao modificar um indivíduo na população:
ηus (Ger) =


fbest/ f uc (Ger)∗ | f up(Ger)− f uc (Ger) |, se f uc (Ger) é melhor que f up(Ger)
0 caso contrário,
(35)
tal que fbest é o fitness da melhor solução encontrada na população, f up(Ger) e f uc (Ger) são os
valores de fitness do vetor pai e seu filho na geração Ger, respectivamente, ambos associados
com o u-ésimo melhoramento relativo de fitness. Observa-se que se não ocorrer nenhum me-
lhoramento (i.e., o filho é pior ou igual que seu pai), o impacto da estratégia é considerado nulo
(ηuk (Ger) = 0).
Denota-se Rk(Ger) = {η1k (Ger) · · ·η
|Rk|
k (Ger)} como o conjunto de todos os melhora-
mentos relativo de fitness encontrados quando escolhida a ke´sima estratégia na geração Ger, tal
que |Rk| é a cardinalidade de Rk. Ao final da geração Ger, um único valor de recompensa(rk(Ger))
é utilizado para atualizar a medida de qualidade da estratégia, seguindo a Equação 30. Em
Gong et al. (2011), Fialho et al. (2009), os autores sugerem diferentes técnicas para extrair tais
recompensas de Rk. Eles utilizam quatro técnicas diferentes de recompensa: Average Absolute,
Extreme Absolute, Average Normalized e Extreme Normalized (GONG et al., 2011):
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• Average Absolute Reward (AvgAbs) é definido como
rs(Ger) = ¯ηs(Ger) =
∑|Rs|u=1 ηus (Ger)
|Rs|
, (36)
se |Rs|= 0, rs(Ger) = 0.
• Extreme Absolute Reward (ExtAbs) é definido como
rs(Ger) = η∗s (Ger) = max [ηus (Ger)]u=1,··· ,|Rs|. (37)
• Average Normalized Reward (AvgNorm) é definido como
rs(Ger) =
¯ηs(Ger)
¯η∗(Ger) =
∑|Rs|u=1 ηus (Ger)
|Rs|
max[ ¯ηs(Ger)]s=1,··· ,S
(38)
• Extreme Normalized Reward (ExtAbs) é definido como
rs(Ger) =
η∗s (Ger)
η∗∗(Ger) =
max [ηus (Ger)]u=1,··· ,|Rs|
max[η∗s (Ger)]s=1,··· ,S
(39)
4.4 EVOLUÇÃO DIFERENCIAL MULTIOBJETIVO
Segundo Coello et al. (2007), o primeiro trabalho envolvendo evolução diferencial com
abordagem multiobjetivo foi de Chang et al. (1999). Neste trabalho, os autores utilizam a estra-
tégia “ED/rand/1/bin” e adotam um arquivo externo para armazenar as soluções não-dominadas
obtidas durante o processo evolutivo. Um aspecto de destaque deste primeiro trabalho é que
o mecanismo de seleção da evolução diferencial é modificado a fim de pressionar para que os
membros das novas gerações sejam não-dominados e tenham uma certa distância mínima das
soluções não-dominadas encontradas anteriormente.
Há diversos algoritmos utilizando evolução diferencial multiobjetivo na literatura. Al-
guns deles são listados na Tabela 4 e brevemente comentados a seguir. A maioria das aborda-
gens é baseada nos algoritmos NSGA-II (DEB et al., 2002) e MOEA/D (ZHANG; LI, 2007).
Detalhes de outros algoritmos podem ser encontrados em Das e Suganthan (2011).
PDE (Pareto Differential Evolution) é um algoritmo proposto por Abbass e Sarker
(2002) que trabalha somente com uma população principal e onde a reprodução é realizada
exclusivamente entre as soluções não-dominadas e os filhos são introduzidos na população so-
mente se eles dominam o pai. Em Abbass (2002), uma nova versão do PDE, chamada SPDE
(Self-adaptive Pareto Differential Evolution), é apresentada. Esta versão inclui um mecanismo
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Tabela 4: Algoritmos de evolução diferencial multiobjetivo.
Algoritmo de ED Algoritmo MO utilizado
GDE (LAMPINEN, 2001) Baseado no NSGA-II.
PDE (ABBASS; SARKER, 2002) Baseado em dominância.
NSDE (IORIO; LI, 2004) Baseado no NSGA-II.
GDE2 (KUKKONEN; LAMPINEN, 2004) Baseado no NSGA-II.
GDE3 (KUKKONEN; LAMPINEN, 2005) Baseado no NSGA-II.
DEMO (ROBIC; FILIPIC, 2005) Baseado no NSGA-II.
MOEA/D-DE (LI; ZHANG, 2009) Baseado no MOEA/D.
de auto-adaptação dos parâmetros de mutação e cruzamento.
GDE (Generalized Differential Evolution) (LAMPINEN, 2001) é a primeira de três
versões deste algoritmo multiobjetivo. Nesta primeira versão, os autores modificam o opera-
dor de seleção original da evolução diferencial introduzindo a dominância de Pareto como um
critério de seleção entre os membros da população anterior e o vetor experimental, enquanto
no GDE2 (KUKKONEN; LAMPINEN, 2004), uma medida de distância de multidão foi usada
a fim de selecionar a melhor solução. A terceira versão, GDE3 (KUKKONEN; LAMPINEN,
2005), é uma combinação das versões anteriores com o algoritmo PDE (ABBASS; SARKER,
2002) . Esta versão adiciona uma população de tamanho crescente e um mecanismo de ordena-
ção semelhante ao NSGA-II a fim de melhorar a distribuição das soluções na fronteira de Pareto
final e decrementar a sensibilidade da abordagem aos seus parâmetros iniciais.
NSDE (Non-dominated Sorting Differential Evolution) (IORIO; LI, 2004) é um NSGA-
II modificado. A diferença entre o NSDE e o NSGA-II está no método de geração de novos
indivíduos. No NSGA-II são utilizados operadores de mutação e cruzamento real-codificadas,
enquanto no NSDE estes operadores foram substituídos pelos operadores clássicos da evolução
diferencial. A estratégia utilizada para geração de novos indivíduos é a “ED/current-to-rand/1”.
DEMO (Differential Evolution for Multiobjective Optimization) (ROBIC; FILIPIC,
2005) é um algoritmo que combina mecanismos de ranking baseado em Pareto e distância
de multidão, derivados no NSGA-II. A estratégia “ED/rand-to-rand/1” é a variante utilizada.
MOEA/D-DE (MOEA/D for Differential Evolution) (LI; ZHANG, 2009; HUANG; LI,
2010) é um algoritmo multiobjetivo que utiliza o MOEA/D (detalhado na Seção 3.5.1). O es-
quema evolutivo utiliza o conceito de relacionamento de vizinhança entre divisões do problema
(sub-problemas) considerado.
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4.5 EVOLUÇÃO DIFERENCIAL MULTIOBJETIVO ADAPTATIVA: TRABALHOS RE-
LACIONADOS
Nesta seção são apresentados alguns trabalhos envolvendo evolução diferencial abor-
dando aspectos multiobjetivo com adaptação. A Tabela 5 sumariza os trabalhos descritos a
seguir.
Em Huang et al. (2007) o algoritmo SaDE (QIN; SUGANTHAN, 2005) (detalhado na
Seção 4.3.1) é generalizado para ser aplicado em problemas multiobjetivo e chamado de MO-
SaDE (Multiobjective SaDE). Similar ao SaDE, o algoritmo MOSaDE automaticamente adapta
as estratégias e os parâmetros da ED de acordo com a experiência adquirida em gerar indivíduos
melhores ou piores que seus pais. O critério usado para determinar se o indivíduo é melhor ou
pior é que diferencia o algoritmo SaDE do MOSade. No caso do algoritmo adaptativo multi-
objetivo MOSaDE, esta escolha é feita utilizando o conceito de dominância entre as soluções.
Os autores não fazem comparativo com a literatura, mas apresentam métricas de desempenho
utilizando indicadores nos resultados obtidos para funções de benchmarks.
Em Qian e Li (2008) um algoritmo adaptativo utilizando evolução diferencial e do-
minância de Pareto - ADEA (Adaptive Differential Evolution Algorithm), é apresentado. Os
autores incorporam à busca por soluções globais um novo operador de seleção e um parâmetro
adaptativo. Um operador de seleção é aplicado de maneira diferente que na ED convencional:
cada vetor descendente não é testado com seu pai; ele é mantido em um conjunto de vetores
experimentais. Quando todos os membros da população geraram seus vetores experimentais,
ocorre uma união da população atual com o conjunto de vetores experimentais. Neste momento
a população fica com duas vezes seu tamanho. O truncamento para o tamanho original é feito
pela ordenação dos indivíduos pela não-dominância (por um método baseado no conceito do
NSGA-II) e utilizando a métrica de distância de multidão (proposta pelos autores). Somente
os melhores permanecem na população. ADEA é comparado com o NSGA-II, SPEA, PAES,
PDEA e MOEA utilizando 5 funções de benchmarks e apresentou resultados semelhantes aos
encontrados pelos algoritmos comparados.
Em Wang et al. (2009) é descrito um algoritmo com evolução diferencial multiobjetivo
adaptativo - MOSADE (Multiobjective Self-Adaptive Differential Evolution). MOSADE utiliza
um arquivo externo elitista e, para preservar a diversidade, é proposto um método de medida
de distância de multidão mais preciso, denominado entropia de multidão (crowding entropy).
A adaptação é feita nos parâmetros CR e F , sendo que é utilizada somente uma estratégia de
mutação, a “ED/rand/1/bin”. Os resultados comparativos com a literatura (NSGA-II, SPEA2,
MOPSO e GDE3, algoritmos vistos na Seção 3.5) mostraram que o MOSADE obtém melhor
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convergência que o NSGA-II, SPEA2, MOPSO e GDE3 e melhor diversidade que o NSGA-II,
MOPSO e GDE3.
Em Huang et al. (2009), MOSaDE (HUANG et al., 2007) é estendido com estraté-
gias de aprendizado e chamado de OW-MOSaDE. O MOSaDE original aprende somente um
conjunto de parâmetros para todos os objetivos e em OW-MOSaDE é testado o aprendizado
de um conjunto de parâmetros para cada função objetivo. Os resultados mostraram que OW-
MOSaDE apresentou um desempenho melhor do que o MOSaDE original em todas as funções
de benchmarks testadas.
Li et al. (2011a) propõem um algoritmo de evolução diferencial multiobjetivo adap-
tativo, denominado Adap-MODE. Os autores apresentam uma nova estimativa de densidade
de árvore de vizinhança para impor um espalhamento maior entre as soluções não-dominadas,
enquanto a força da dominância de Pareto é utilizada para promover uma maior convergência
para a fronteira de Pareto. Estes dois indicadores são usados por um mecanismo de substitui-
ção original, baseado em um procedimento de comparação de três etapas, e também para dois
mecanismos adaptativos existentes para o domínio multiobjetivo, sendo um deles utilizado para
a seleção autônoma de estratégias (Probability Matching, detalhado na Seção 4.3.3), e outro
para o controle adaptativo de parâmetros CR e F (similar ao JADE, detalhado na Seção 4.3.2).
As estratégias disponíveis para seleção no Adap-MODE são: “ED/rand/1/bin”, “ED/current-
to-rand/1/bin”, “ED/rand/2/bin” e “ED/rand-to-best/2/bin’. O algoritmo é comparado com o
NSGA-II e o GDE3 utilizando 2 funções de benchmarks, bem como é avaliado com métricas
de desempenho, apresentando melhores resultados para a maioria dos casos considerados.
Em Niu et al. (2012) um algoritmo chamado AC-DEMO (Adaptive Chaotic Differen-
tial Evolution algorithm for Multiobjective Optimization) é proposto. AC-DEMO ordena os
indivíduos na população de acordo com seu rank de Pareto e utiliza distância de multidão. O
fator de mutação adaptativo determina o F adaptativamente de acordo com o curso evolucio-
nário. Assim, F é grande para manter a diversidade da população e previnir a convergência
prematura nos primeiros estágios da evolução e fica menor nos últimos estágios. O parâmetro
CR é mantido fixo em 0,6 e a estratégia de mutação utilizada é a “ED/rand/1/bin”. Uma compa-
ração é feita com o algoritmo clássico DEMO (ROBIC; FILIPIC, 2005) (Seção 4.4), mostrando
que o AC-DEMO apresenta resultados melhores considerando funções de benchmarks.
Em Leung et al. (2012) um método adaptativo é aplicado ao algoritmo não adaptativo
MODEA (MultiObjective Differential Evolution Algorithm) (ALI et al., 2012). Os autores pro-
põem um sistema de controle de parâmetros (CR e F) usando aprendizado que contém condições
que caracterizam o estado dos parâmetros em diferentes estágios evolucionários. O algoritmo
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mantém bons parâmetros para o estágio atual da busca e em caso dos parâmetros serem ruins, o
algoritmo utiliza um método para acelerar a busca de bons parâmetros. A estratégia de mutação
utilizada é a “ED/rand/1/bin”. MODEA é comparado com GD3 (KUKKONEN; LAMPINEN,
2005) e MOEA/D (ZHANG; LI, 2007) (descritos na Seção 4.4 e 3.5.1, respectivamente), ob-
tendo resultados superiores para a maioria das funções de benchmarks testadas.
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Tabela 5: Trabalhos com evolução diferencial adaptativa multiobjetivo.
Trabalho Método multiobjetivo Adaptação Funções testadas Algoritmos comparados
MOSaDE (HUANG et al., 2007) Dominância de Pareto e arquivo ex-
terno com soluções não dominadas
CR, F e estratégias 19 benchmarks -
ADEA (QIAN; LI, 2008) Dominância de Pareto e distância
de multidão
F 5 benchmarks NSGA-II, SPEA, PAES,
PDEA e MOEA
MOSADE (WANG et al., 2009) Dominância de Pareto, entropia de
multidão e arquivo externo com so-
luções não dominadas
CR e F 18 benchmarks NSGA-II, SPEA2, MOPSO
e GDE3
OW-MOSaDE (HUANG et al., 2009) Dominância de Pareto e arquivo ex-
terno com soluções não dominadas
CR, F e estratégias 13 benchmarks MOSaDE
Adap-MODE (LI et al., 2011a) Dominância de Pareto CR, F e estratégias 2 benchmarks NSGA-II e GDE3
AC-DEMO (NIU et al., 2012) Dominância de Pareto e distância
de multidão
F 3 benchmarks DEMO
MODEA (NIU et al., 2012) Dominância de Pareto CR e F 13 benchmarks GDE3 e MOEA/D
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5 EVOLUÇÃO DIFERENCIAL MULTIOBJETIVO ADAPTATIVA: ABORDAGEM
PROPOSTA E RESULTADOS
Neste capítulo será descrita a abordagem proposta, assim como os algoritmos imple-
mentados e os resultados obtidos. O capítulo está dividido em três partes:
1. A Seção 5.1 descreve o esquema geral proposto, no qual é baseado o algoritmo da evolu-
ção diferencial multiobjetivo adaptativa;
2. A Seção 5.2 descreve diversas versões da proposta, assim como os testes, utilizando fun-
ções benchmark de otimização multiobjetivo; e
3. A Seção 5.3 apresenta as adaptações da proposta para o problema da predição da estrutura
de proteínas e também os resultados obtidos.
5.1 ESQUEMA GERAL DA ABORDAGEM PROPOSTA
O esquema geral da técnica de ED adaptativa multiobjetivo realizada neste trabalho
é mostrado na Figura 18, sendo que o tratamento multiobjetivo está baseado no algoritmo
MOEA/D.
A etapa de inicialização envolve, além de gerar a população inicial, também a parte de
definição de parâmetros multiobjetivo associados, como inicializar vetores de peso e determina-
ção da vizinhança de cada vetor (seguindo o funcionamento do algoritmo MOEA/D). As etapas
que correspondem à avaliação são responsáveis pelo cálculo das funções de fitness dependendo
do MOP considerado.
Após a etapa de seleção de pais para o posterior procedimento utilizando operadores
de reprodução, vem a etapa adaptativa do processo (itens em destaque na Figura 18). Nela são
feitos os cálculos necessários para a determinação de qual estratégia de mutação será aplicada
em cada passo do processo evolutivo. A decisão sobre quem sobrevive para a próxima geração,
considerando informações sobre dominância, é feita na etapa de substituição.
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Figura 18: Esquema geral do algoritmo evolucionário com adaptação implementado. Fonte pró-
pria.
Quando o processo evolutivo termina, segundo algum critério de parada pré-definido,
o tomador de decisão é acionado para selecionar, dentre as soluções retornadas pelo otimizador,
qual a mais adequada seguindo um determinado critério. Esta etapa será usada especialmente
na resolução do PSP.
5.2 PROPOSTA NO CONTEXTO DOS PROBLEMAS BENCHMARKS
O esquema construtivo das versões propostas é apresentado na Figura 19. Inicial-
mente, na Seção 5.2.1, são testadas várias versões do algoritmo básico proposto alternando
aspectos com e sem adaptação dos parâmetros da ED (CR, F e estratégias). A parte adaptativa
é controlada tendo por inspiração os procedimentos dos algoritmos SaDE e JADE. Estes são al-
goritmos adaptativos clássicos da ED, com bons resultados para diversas aplicações (HUANG
et al., 2007, 2009; ZHANG; SANDERSON, 2009, 2007a). Nove versões (V1, ..., V9) são anali-
sadas. Na Seção 5.2.2 o melhor algoritmo deste conjunto (chamado Versãoα ) é comparado com
a literatura.
Na Seção 5.2.3 é apresentada a análise da Versãoα usando os métodos PM e AP, ao in-
vés de SaDE e JADE, para controlar a parte adaptativa. O objetivo foi testar diferentes métodos
de adaptação. Oito versões (Vα1 , ..., Vα8) são analisadas.
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Na Seção 5.2.4 a melhor versão do deste conjunto (ADEMO/Dα ) é testada contra
versões sem estratégias adaptativas (VFα9 , ..., VFα11), especialmente implementadas para este
trabalho.
A Seção 5.2.5 apresenta o comparativo do melhor algoritmo obtido (ADEMO/Dbmk)
com a literatura.
Figura 19: Esquema geral das versões propostas e comparações realizadas.
Nestas seções serão apresentados testes e análises de resultados considerando versões
(adaptativas e não-adaptativas) da abordagem proposta para um conjunto de problemas ben-
chmark de otimização multiobjetivo propostos pela comunidade de computação evolucionária
(DEB, 1999; ZITZLER et al., 2000; DEB et al., 2002; HUBAND et al., 2006; DEB et al., 2000;
OKABE et al., 2004; DEB et al., 2006; LI; ZHANG, 2009). Zhang et al. (2008) sugerem um
conjunto de 10 instâncias (benchmarks) de teste para problemas de otimização multiobjetivo
irrestritos propostas para a competição do CEC-2009. O conjunto é composto por 7 instâncias
de otimização com 2 objetivos e 3 instâncias com 3 objetivos. A Tabela 6 mostra as característi-
cas principais de cada instância. No Anexo C são apresentadas as definições formais completas
para cada UF (Unconstrained Function - Função Irrestrita).
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Tabela 6: Características das funções irrestritas do CEC-2009 utilizadas.
Função Objetivos Faixa do espaço de busca Propriedades da fronteira de
Pareto
UF1 2 [0, 1] × [-1, 1]n−1 Côncava
UF2 2 [0, 1] × [-1, 1]n−1 Côncava
UF3 2 [0, 1]n Côncava
UF4 2 [0, 1] × [-2, 2]n−1 Convexa
UF5 2 [0, 1] × [-1, 1]n−1 Fronteira de 21 pontos
UF6 2 [0, 1] × [-1, 1]n−1 Um ponto isolado e 2 partes dis-
conectadas
UF7 2 [0, 1] × [-1, 1]n−1 Linha reta contínua
UF8 3 [0, 1]2 × [-2, 2]n−2 Parabólica
UF9 3 [0, 1]2 × [-2, 2]n−2 Planar
UF10 3 [0, 1]2 × [-2, 2]n−2 Parabólica
5.2.1 VERSÕES INICIAIS: ADAPTAÇÃO X NÃO-ADAPTAÇÃO
As versões adaptativas descritas nesta seção foram implementadas baseadas nos pro-
cedimentos utilizados pelos algoritmos adaptativos SaDE e JADE, e consideram a adaptação
dos parâmetros CR e F e das estratégias de mutação.
O Algoritmo 3 mostra o pseudo-código geral utilizado. O algoritmo recebe como
entrada os parâmetros: tamanho da população (N), tamanho da vizinhança (T), função irrestrita
( UF) conforme a Tabela 6 a ser otimizada, probabilidade das soluções pais serem selecionadas
da vizinhança (δ ), número máximo de soluções a serem substituídas pela solução nova gerada
(nr) e número máximo de avaliações (MAX-AVAL), que representa o critério de parada do
algoritmo. Os passos gerais do Algoritmo 3 seguem o arcabouço do MOEA/D e não serão
novamente detalhados aqui (para mais informações ver Capítulo 3 Seção 3.5.1). As siglas entre
parênteses após algumas linhas do pseudo-código indicam o algoritmo no qual o procedimento
foi baseado. Neste capítulo, algumas versões com modificações sobre este algoritmo geral serão
testadas, conforme discutido ao final da seção.
Quatro estratégias estão disponíveis nesta versão para serem selecionadas e utilizadas
pelo algoritmo no passo 12:
1. “ED/rand/1/bin”;
2. “ED/rand/2/bin”;
3. “ED/current-to-neighborhood”; e
4. um operador proposto no trabalho de Sindhya et al. (2011), rotulado nesta proposta de
“ED/nonlinear”.
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Algoritmo 3: Algoritmo de evolução diferencial multiobjetivo adaptativo proposto.
Entrada: Parâmetros N, T, UF, δ , nr, MAX-AVAL.
Saída: Fronteira de Pareto.
início1
Inicializar N vetores de peso (MOEA/D);2
Determinar B(i) - a vizinhança de cada vetor de peso com os T vizinhos mais próximos3
(MOEA/D);
Gerar aleatoriamente a população inicial x1, · · · , xN ;4
Avaliar cada indivíduo da população inicial de acordo com UF;5
Inicializar z∗ = (z1, · · · zm,)T (MOEA/D);6
repita7
Calcular probabilidade de estratégia pk,Ger (SaDE);8
Calcular valores de F (SaDE);9
Calcular valores de CR usando CRMemoryk (JADE);10
para cada indivíduo faça11
Selecionar estratégia k a ser utilizada de acordo com pk,Ger (SaDE);12
Determinar o escopo - gerar número aleatório rand entre (0,1) (MOEA/D);13
se rand < δ então14
escopo = B(i)15
senão16
escopo = 1, · · · , N17
fim se18
Selecionar pontos segundo o escopo e gerar uma nova solução y utilizando19
estratégia k, de acordo com CR e F (MOEA/D-DE);
se Algum elemento de y for gerado fora dos limites de valores estabelecidos então20
Reparar y21
fim se22
Aplicar mutação polinomial e produzir y′ (MOEA/D);23
se Algum elemento de y′ for gerado fora dos limites de valores estabelecidos então24
Reparar y′25
fim se26
Avaliar o custo de y′;27
Atualizar z∗, tal que para cada j = 1, · · · , m, se z j < f j(y′), então z j = f j(y′)28
(MOEA/D);
para cada subproblema vizinho faça29
se nova solução y′ é melhor que a atual de acordo com abordagem de30
Tchebycheff então
Substituí-la na população de acordo com nr (MOEA/D-DE);31
Incrementar contador de sucesso para estratégia k (SaDE);32
Armazenar CRk,i na memória CRMemoryk (SaDE);33
senão34
Incrementar contador de falha para estratégia k (SaDE);35
fim se36
fim para37
fim para38
até que MAX-AVAL seja atingido ;39
fim40
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Para a escolha deste conjunto, foram consideradas estratégias comumente referenci-
adas na literatura, além da observação de suas características. “ED/rand/1/bin” é a estratégia
clássica para implementações de ED (CHAKRABORTY, 2008). Esta estratégia geralmente
apresenta baixa velocidade de convergência e forte capacidade de exploração, por isso, segundo
Qin et al. (2009) é adequada para problemas multimodais. Estratégias baseadas em dois pa-
res de vetores de diferença, como “ED/rand/2/bin” podem resultar em melhor perturbação na
população que as baseadas em um par. A estratégia “ED/current-to-neighborhood” foi pro-
posta neste trabalho e leva em consideração o conceito de vizinhança proposto no MOEA/D e
“ED/nonlinear” é uma estratégia baseada em polinômios que já foi testada com o MOEA/D em
Sindhya et al. (2011), produzindo bons resultados. Acredita-se que este conjunto de estratégias
oferece uma boa combinação de características a serem exploradas num algoritmo de evolução
diferencial multiobjetivo.
O algoritmo proposto neste trabalho faz a adaptação do tipo da estratégia de mutação,
isto é, ele seleciona automaticamente qual é a melhor estratégia de mutação para a geração de
cada filho enquanto procura a solução do problema em questão.
As estratégias “ED/rand/1/bin” e “ED/rand/2/bin” estão detalhadas na Seção 4.2, sendo
seus indivíduos aleatórios selecionados sempre considerando o escopo determinado no passo
13.
A estratégia “ED/current-to-neighborhood”, proposta neste trabalho, é inspirada na
estratégia “ED/current-to-best” (apresentada em Zhang e Sanderson (2009) e descrita na Seção
4.3.2). A Equação 40 apresenta seu funcionamento modificado.
vi,Ger = xi,Ger +Fi ∗ (xv,Ger −xi,Ger)+Fi ∗ (xr1,Ger −xr2,Ger) (40)
tal que xi,Ger é o indivíduo corrente, xv,Ger é um indivíduo aleatoriamente escolhido do escopo
(vizinhança) de xi,Ger e xr1,Ger e xr2,Ger são aleatoriamente escolhidos considerando sempre a
população atual inteira. A diferença entre esta estratégia proposta “ED/current-to-neighborhood”
e a estratégia “ED/current-to-best” está na escolha do indivíduo do escopo (vizinhança) xv,Ger
ao invés do melhor indivíduo xbest,Ger.
A última estratégia de mutação utilizada (rotulada neste trabalho de “ED/nonlinear”)
foi proposta em Sindhya et al. (2011) para o MOEA/D. Nesta estratégia, os valores de CR e
F não são utilizados. Os polinômios têm a forma da Equação 41. O parâmetro t é gerado de
acordo com uma taxa de interpolação Pinter, sugerida por Sindhya et al. (2011) como 0,75. Um
número aleatório rand é gerado entre 0 e 1; caso rand ≤ Pinter, t é gerado uniformemente na
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faixa [0, 2], caso contrário, t é gerado na faixa [2, 3].
pi(t) = ci2t
2 + ci1t
1 + ci0 (41)
ci2 =
x0i −2x1i +x2i
2
,
ci1 =
4x1i −3x0i −x2i
2
,
ci0 = x
0
i (42)
Os indivíduos com os coeficientes c2, c1 e c0 são definidos conforme as Equações em
42 e x0, x1 e x2 são escolhidos aleatoriamente da população, conforme o escopo considerado
no passo 10.
Os passos 22 e 26 são responsáveis pela etapa de reparação da solução no processo
de mutação a qual é baseada em truncamento. Se um elemento do vetor mutado ultrapassar o
limite superior especificado para o elemento, atribui-se ao elemento o valor do limite superior.
Caso o valor gerado seja menor que o limite inferior, atribui-se ao elemento mutado o valor do
limite inferior.
Para os testes realizados na próxima seção foram definidas 9 versões do algoritmo
de evolução diferencial geral seguindo a abordagem proposta (ver Algoritmo 3). Elas estão
esquematizadas na Tabela 7. O conjunto das quatro estratégias para fins adaptativos é formado
por: “ED/rand/1/bin”, “ED/rand/2/bin”, “ED/current-to-neighborhood” e “ED/nonlinear”.
Tabela 7: Versões do algoritmo de evolução diferencial testadas.
Versão CR F Estratégia
V1 1,0 0,5 ED/rand/1/bin
V2 1,0 adaptativo ED/rand/1/bin
V3 adaptativo 0,5 ED/rand/1/bin
V4 1,0 0,5 Conjunto de estratégias
V5 1,0 0,5 ED/current-to-neighborhood
V6 1,0 adaptativo Conjunto de estratégias
V7 adaptativo 0,5 Conjunto de estratégias
V8 adaptativo adaptativo Conjunto de estratégias
V9 1,0 adaptativo Conjunto de estratégias, com
25% de chance de escolha para
cada estratégia
A versão V1 é composta basicamente pelo algoritmo original MOEA/D-DE proposto
por Li e Zhang (2009). As outras versões combinam o uso de parâmetros fixos ou que se adap-
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tam durante o processo evolutivo. Nas versões que utilizam o conjunto de quatro estratégias,
a escolha da estratégia depende das suas taxas de sucesso ao longo das gerações, com exce-
ção da versão 9 onde cada estratégia tem a taxa fixa com 25% de chance de escolha para cada
estratégia.
5.2.1.1 ANÁLISE DOS RESULTADOS (VERSÕES INICIAIS)
Esta seção descreve a análise dos resultados dos testes de versões adaptativas e não-
adaptativas implementadas (V1, ..., V9 na Tabela 7). As versões adaptativas seguem o procedi-
mento utilizado pelos algoritmos SaDE e JADE. Neste trabalho, foi aplicado o teste Kruskal-
Wallis numa análise instância a instância utilizando os indicadores de qualidade (epsilon-unário,
hipervolume e R) e teste de MS_Friedman1 (Mack-Skillings_Friedman) para determinar a qua-
lidade relativa (rank) dos algoritmos ao considerarem-se todas as instâncias testadas (análise
global).
O objetivo destes testes é observar o impacto da inclusão de partes adaptativas à abor-
dagem proposta.
As definições de parâmetros para os testes das 10 instâncias propostas pelo CEC-2009
(ZHANG et al., 2008) são apresentadas na Tabela 8. Para os parâmetros da ED foram utilizados
os valores sugeridos pela competição do CEC-2009. Os parâmetros T e nr do MOEA/D foram
obtidos em testes de “tentativa e erro” e o parâmetro δ tem o valor 0,9 comumente utilizado na
literatura. Foram feitas 30 execuções independentes para cada uma das 10 instâncias.
O primeiro passo foi a aplicação do teste Kruskal-Wallis utilizando os três indicadores
de qualidade - epsilon-unário (eps), hipervolume (hip) e R (rind), nos conjuntos da aproximação
gerados pelas diferentes versões dos algoritmos implementados para as 10 instâncias propostas
pelo CEC-2009. O Apêndice A apresenta as tabelas relativas a estes resultados (p-valores).
Os resultados do teste Kruskal-Wallis são representados pelos p-valores do teste. P-valores
menores que 0,05 são significativos e indicam que o algoritmo da linha da tabela é melhor que
o algoritmo da coluna, enquanto p-valores maiores que 0,95 são significativos e indicam que o
algoritmo da coluna é melhor que o da linha (com 95% de confiança).
O segundo passo foi a utilização do teste de MS_Friedman, também considerando as
10 instâncias do CEC-2009. O teste MS_Friedman foi considerado para avaliar o desempenho
geral dos algoritmos, enquanto que o teste Kruskal-Wallis foi adotado para uma análise mais
local (instância a instância).
1Uma visão global de análises estatísticas comumente utilizadas para algoritmos evolucionários multiojetivo é
apresentada na Seção 3.3.
97
Tabela 8: Parâmetros para os testes de versões adaptativas e não-adaptativas implementadas para
funções de benchmarks.
Valor Descrição
Parâmetros da ED
N 300 Tamanho da População (para instâncias com 2 objetivos).595 Tamanho da População (para instâncias com 3 objetivos).
pm
1/30 Probabilidade da mutação polinomial.
τ
20 Índice de distribuição da mutação polinomial.
MAX-AVAL
300.000 Número máximo de avaliações.
Parâmetros do MOEA/D
T
20 Número de vetores de peso na vizinhança.
nr
2 Número máximo de soluções substituídas pela solução nova
gerada.
δ
0,9 Probabilidade das soluções pais (vetores alvo) serem selecio-
nadas da vizinhança.
As instâncias são denominadas como UF1, UF2, UF3, UF4, UF5, UF6, UF7, UF8,
UF9 e UF10, sendo que UF1-UF7 possuem 2 objetivos e UF8-UF10 possuem 3 objetivos.
A Tabela 9 traz uma síntese dos resultados apresentados para as instâncias do CEC-
2009 considerando as versões de implementação que obtiveram melhores p-valores para os três
indicadores considerados. A tabela de síntese foi gerada a partir das tabelas do Apêndice A
contando, para cada instância (UF1-UF10), qual versão (V1-V9) obteve maior número de p-
valores significativos. Por exemplo, na Tabela 9, segundo o indicador epsilon-unário, a versão
V3 foi a melhor para a UF1.
Tabela 9: Melhores versões para cada instância de acordo com indicadores.
UF1 UF2 UF3 UF4 UF5 UF6 UF7 UF8 UF9 UF10
eps V3 V2 V6 V8 V4 e V6 empate V4 V2 V1, V3, V4 e V7 V7
hip 2 V2 V4 V8 V4 e V6 V4, V6, V7, V8 e V9 V4 e V6 V3, V7 e V8 V4 e V7 7
R V1 V2 V4 V8 V4 e V6 V4, V6, V7, V8 e V9 V1 e V4 V2 V4 V7 e V8
As versões V4 e V6 são as mais repetidamente apontadas como melhores, sendo, no
entanto, mais frequentes para as instâncias com dois objetivos (UF1-UF7). A versão V7 foi a
que mais apareceu com melhores resultados para as instâncias com três objetivos (UF8-UF10).
No teste de Kruskal-Wallis não foi possível identificar uma única versão do algo-
ritmo que fosse superior às demais para todas as instâncias consideradas. Por isso, o teste
de MS_Friedman foi aplicado. Este teste avalia o desempenho dos algoritmos considerando to-
das as execuções realizadas para todo o conjunto de instâncias. O teste opera sobre a média dos
ranks obtidos em cada algoritmo no conjunto de instâncias. A Tabela 10 apresenta a média dos
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ranks para os indicadores epsilon-unário, hipervolume e R; o número entre parênteses indica
a classificação final de cada algoritmo; ele representa, por exemplo, qual é o melhor (apon-
tado como “1") ou qual é o pior (apontado como “9") entre os nove algoritmos comparados, de
acordo com cada indicador considerado. Vale lembrar que valores baixos indicam algoritmos
melhores. Os p-valores do teste MS_Friedman para o indicador epsilon-unário foi de 9,70163e-
140; para o hipervolume foi de 2,18893e-187 e para o R foi de 1,28751e-158. O valor crítico
foi de 19,778, ou seja, se a diferença entre a média dos ranks de dois algoritmos for superior a
este valor, os algoritmos são considerados distintos e, portanto, o que apresenta o menor rank é
o melhor.
Tabela 10: Resultados do teste MS_Friedman para as 9 versões implementadas.
V1 V2 V3 V4 V5 V6 V7 V8 V9
eps 143,8 (8) 135,5 (6) 139,0 (7) 104,9 (2) 238,6 (9) 102,5 (1) 117,6 (4) 115,9 (3) 121,2 (5)
hip 155,3 (8) 153,5 (7) 143,2 (6) 93,1 (1) 244,4 (9) 106,9 (4) 94,6 (2) 102,0 (3) 126,0 (5)
R 133,9 (6) 134,5 (7) 140,2 (8) 89,8 (1) 244,5 (9) 105,8 (2) 117,1 (3) 121,1 (4) 132,3 (5)
Segundo os três indicadores, os algoritmos das versões V4 e V6 são melhores esta-
tisticamente que os demais. O algoritmo da versão V7 também pode ser considerado bom. O
algoritmo da versão V5 possui pior desempenho para todos os indicadores.
Analisando os testes de Kruskal-Wallis e MS_Friedman, os algoritmos com os melho-
res resultados nos testes de versões, competindo entre si foram:
• versão V4: este é o algoritmo com os parâmetros CR e F fixos em 1,0 e 0,5, respectiva-
mente, e que utiliza as quatro estratégias (“ED/rand/1/bin”, “ED/rand/2/bin”, “ED/current-
to-neighborhood” e “ED/nonlinear”) adaptativas. Em geral, este algoritmo se comportou
melhor nas instâncias com dois objetivos.
• versão V6: este é o algoritmo com o parâmetro CR fixo em 1,0, F adaptativo e quatro
estratégias adaptativas. Depois do algoritmo da versão V4, este se comportou melhor nas
instâncias com dois objetivos.
• versão V7: este é o algoritmo com o parâmetro F fixo em 0,5, CR adaptativo e quatro
estratégias adaptativas. Em geral, este algoritmo se comportou bem nas instâncias com
três objetivos.
As versões com os dois parâmetros adaptativos e que utilizam somente uma estratégia
de mutação ficaram com os piores resultados.
Embora o algoritmo da versão V4 empate com o da versão V6 para os testes de
MS_Friedman, devido ao fato de que ele tem um número maior de casos de sucesso nos testes
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de Kruskal-Wallis, este foi o escolhido para ter seu comportamento comparado com algoritmos
da literatura. Para facilitar a compreensão, o algoritmo da versão V4 será chamado de Versãoα
na próxima seção (5.2.2), que mostra este comparativo.
5.2.2 VERSÃOα (ADAPTATIVA) X LITERATURA
No restante desta seção, o algoritmo da versão escolhida (V4 nos testes da Seção 5.2.1)
será denominado de Versãoα . Vale relembrar que nesta versão escolhida, os parâmetros CR e
F são fixos e as estratégias de mutação são escolhidas baseadas em mecanismos de adaptação
durante o processo evolutivo. Os outros parâmetros já foram definidos na seção anterior (Tabela
8).
O Algoritmo 4 mostra o pseudo-código do algoritmo Versãoα .
A Versãoα foi comparada com os algoritmos NSGA-II e o MOEA/D-DRA. NSGA-
II (DEB et al., 2002) é um algoritmo multiobjetivo rápido e elitista baseado na abordagem de
ordenação não-dominada. Ele foi escolhido para comparação porque tem sido aplicado com
sucesso a diferentes problemas multiobjetivo e ainda atualmente usado em muitas comparações
de algoritmos evolucionários multiobjetivo (COELLO et al., 2007; DEB, 2001). Por outro lado,
estudos experimentais têm mostrado que o MOEA/D tem apresentado um desempenho muito
bom sobre um grande número de problemas multiobjetivo (ZHANG; LI, 2007; LI; ZHANG,
2009; ZHANG et al., 2010). O MOEA/D-DRA é a versão do MOEA/D que obteve os melhores
resultados na competição para algoritmos evolucionários multiobjetivo do CEC-2009, para as
mesmas instâncias testadas neste trabalho.
O teste Kruskal-Wallis foi aplicado utilizando os indicadores de qualidade (epsilon-
unário, hipervolume e R) e posteriormente o teste de MS_Friedman para uma análise mais
global. Além disso, os resultados obtidos para cada uma das 10 instâncias foram comparados
com suas fronteiras de Pareto.
As instâncias são denominadas como UF1, UF2, UF3, UF4, UF5, UF6, UF7, UF8,
UF9 e UF10.
As Figuras 20, 21 e 22 mostram as fronteiras de Pareto (em preto) de cada uma das
instâncias do CEC-2009 testadas (UF1 a UF10 contadas de cima para baixo, da esquerda para a
direita), comparadas com as aproximações encontradas em 30 execuções do algoritmo Versãoα
(em vermelho) para as 10 instâncias de teste. Para a maioria das instâncias, o algoritmo Versãoα
obteve boas aproximações da fronteira de Pareto. Para UF5 e UF6, devido às descontinuidades,
todos os algoritmos analisados têm dificuldade em aproximação da fronteira de Pareto.
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Algoritmo 4: Algoritmo de evolução diferencial multiobjetivo Versãoα .
Entrada: Parâmetros N, T, UF, CR, F, δ , nr, MAX-AVAL.
Saída: Fronteira de Pareto.
início1
Inicializar N vetores de peso (MOEA/D);2
Determinar a vizinhança de cada vetor de peso com os T vizinhos mais próximos3
(MOEA/D);
Gerar aleatoriamente a população inicial x1, · · · , xN ;4
Avaliar cada indivíduo da população inicial de acordo com UF;5
Inicializar z∗ = (z1, · · · zm,)T (MOEA/D);6
repita7
Calcular probabilidade de estratégia pk,Ger (SaDE);8
para cada indivíduo faça9
Selecionar estratégia k a ser utilizada de acordo com pk,Ger (SaDE);10
Determinar o escopo - gerar número aleatório rand entre (0,1) (MOEA/D);11
se rand < δ então12
escopo = B(i)13
senão14
escopo = 1, · · · , N15
fim se16
Selecionar pontos segundo o escopo e gerar uma nova solução y utilizando17
estratégia k, com CR=1,0 e F=0,5 (MOEA/D-DE);
se Algum elemento de y for gerado fora dos limites de valores estabelecidos18
então
Reparar y19
fim se20
Aplicar mutação polinomial e produzir y’ (MOEA/D);21
se Algum elemento de y’ for gerado fora dos limites de valores estabelecidos22
então
Reparar y’23
fim se24
Avaliar o custo de y’;25
Atualizar z∗, onde para cada j = 1, · · · , m, se z j < f j(y’), então z j = f j(y’)26
(MOEA/D);
para cada subproblema vizinho faça27
se nova solução y’ é melhor que a atual de acordo com abordagem de28
Tchebycheff então
Substituí-la na população de acordo com nr (MOEA/D-DE);29
Incrementar contador de sucesso para estratégia k (SaDE);30
senão31
Incrementar contador de falha para estratégia k (SaDE);32
fim se33
fim para34
fim para35
até que MAX-AVAL seja atingido ;36
fim37
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Figura 20: Sobreposição da Fronteira de Pareto das UFs e das aproximações alcançadas pelo
algoritmo Versãoα (UF1-UF4).
5.2.2.1 ANÁLISE DOS RESULTADOS (VERSÃOα )
Esta seção descreve a análise dos resultados dos testes da Versãoα para a comparação
com os algoritmos da literatura.
O primeiro passo foi a aplicação do teste Kruskal-Wallis utilizando os três indicadores
de qualidade - epsilon-unário (eps), hipervolume (hip) e R (rind), nos conjuntos da aproximação
gerados pelos diferentes algoritmos (Versãoα , NSGA-II e MOEA/D-DRA) para as 10 instâncias
propostas pelo CEC-2009. O Apêndice B apresenta as tabelas relativas a estes resultados (p-
valores). Os resultados do teste Kruskal-Wallis são representados pelos p-valores do teste.
O segundo passo foi a utilização do teste de MS_Friedman, também considerando as
10 instâncias do CEC-2009.
A Tabela 11 traz uma síntese dos resultados apresentados para as instâncias do CEC-
2009 considerando os três algoritmos (Versãoα , NSGA-II e MOEA/D-DRA) para os três in-
dicadores. A tabela mostra qual algoritmo apresentou melhor desempenho para a instância
considerada e foi gerada a partir das tabelas do Apêndice B para cada instância (UF1-UF10).
Para o indicador epsilon-unário das 10 instâncias consideradas, a Versãoα foi a melhor
102
Figura 21: Sobreposição da Fronteira de Pareto das UFs e das aproximações alcançadas pelo
algoritmo Versãoα (UF5-UF7).
em 4, empatou com os outros algoritmos em 2 e perdeu em 4. Segundo o indicador hiper-
volume, a Versãoα foi a melhor em 7 das 10 instâncias, empatou com o NSGA-II em uma
instância e perdeu em 2. Para o indicador R, a Versãoα foi a melhor em 5, empatou em uma e
perdeu em 4 instâncias. Assim, pode-se concluir que a Versãoα apresentou bom desempenho
quando comparada a outros algoritmos da literatura, obtendo melhores resultados segundo 2
dos 3 indicadores testados.
Tabela 11: Melhores versões para cada instância de acordo com indicadores.
epsilon-unário hipervolume R
UF1 Versãoα Versãoα MOEA/D-DRA
UF2 MOEA/D-DRA MOEA/D-DRA MOEA/D-DRA
UF3 Versãoα Versãoα Versãoα
UF4 Versãoα Versãoα Versãoα
UF5 Versãoα Versãoα Versãoα
UF6 Versãoα , MOEAD/DRA e NSGA-II Versãoα e NSGA-II Versãoα , MOEAD/DRA e NSGA-II
UF7 MOEA/D-DRA Versãoα MOEA/D-DRA
UF8 MOEA/D-DRA Versãoα Versãoα
UF9 Versãoα e MOEA/D-DRA Versãoα Versãoα
UF10 NSGA-II NSGA-II NSGA-II
A fim de confirmar o comportamento identificado pelos indicadores, foi utilizado o
teste de MS_Friedman. Os resultados do teste MS_Friedman são apresentados pela média dos
ranks de cada indicador para cada algoritmo em todas as instâncias de teste. A Tabela 12
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Figura 22: Sobreposição da Fronteira de Pareto das UFs e das aproximações alcançadas pelo
algoritmo Versãoα (UF8-UF10).
apresenta a média dos ranks para os indicadores epsilon-unário, hipervolume e R. Vale lembrar
que valores baixos indicam algoritmos melhores. Os p-valores do teste MS_Friedman para o
indicadores epsilon-unário foi de 3,9004e-066; para o hipervolume foi de 1,16668e-056 e para
o R foi de 4,65728e-053. O valor crítico foi de 4,99854.
Tabela 12: Resultados do teste MS_Friedman.
epsilon-unário hipervolume R
Versãoα 29,1667 26,9767 30,8633
MOEA/D-DRA 41,7333 48,79 42,1667
NSGA-II 65,6 60,7333 63,47
Como a diferença entre todos os pares de algoritmos na Tabela 12 é maior que a dife-
rença crítica, de acordo com os testes aplicados, é possível concluir que há diferença estatística
entre todos os pares de algoritmos. Então, o algoritmo Versãoα corresponde ao melhor algo-
ritmo de acordo com todos os indicadores, MOEA/D-DRA é o segundo melhor algoritmo de
acordo com os indicadores. O algoritmo NSGA-II obteve os piores resultados para todos os
indicadores.
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5.2.3 VERSÃOα COM PROBABILITY MATCHING E ADAPTIVE PURSUIT
Nesta seção, são apresentados testes e análises de resultados considerando a Versãoα
da abordagem proposta com dois mecanismos de adaptação para estratégias. Os mecanismos
são Probability Matching (PM) (GOLDBERG, 1990) e Adaptive Pursuit (AP) (THIERENS,
2005), detalhados na Seção 4.3.3. Considerando os resultados obtidos pela Versãoα e o fato de
que o operador proposto “ED/current-to-neighborhood” ainda precisa ser mais cuidadosamente
investigado, o restante das simulações deverá envolver apenas os operadores “ED/rand/1/bin”,
“ED/rand/2/bin” e “ED/nonlinear”.
O Algoritmo 5 mostra o pseudo-código geral utilizado. Na sequência, algumas versões
com modificações sobre este algoritmo geral serão testadas.
Três estratégias estão disponíveis para serem selecionadas e utilizadas pelo algoritmo
na linha 9:
1. “ED/rand/1/bin” (detalhada na Seção 4.2);
2. “ED/rand/2/bin” (detalhada na Seção 4.2); e
3. “ED/nonlinear” (detalhada na Seção 5.2.1).
O algoritmo 5 faz a adaptação da estratégia de mutação, isto é, ele seleciona automati-
camente qual é a melhor estratégia de mutação para a geração de cada filho enquanto procura a
solução do problema em questão.
Os primeiros passos do algoritmo 5 são inicializações de diversas estruturas (linhas
2 a 7): vetores de peso, vizinhança dos vetores de peso, população inicial (cada indivíduo é
associado a um vetor de peso), ponto empírico e parâmetros relacionados a seleção de estratégia.
Depois dos passos de inicialização, o algoritmo entra em seu loop principal (linhas 7 a
40). Inicialmente, todas as estratégias no conjunto de candidatas têm a mesma probabilidade de
serem escolhidas. A linha 9 seleciona a ke´sima estratégia utilizada para gerar um novo indivíduo.
A seleção é feita na geração atual Ger baseada na medida de probabilidade pk,Ger atualizada na
linha 38.
Os operadores da ED (mutação e cruzamento) são aplicados considerando indivíduos
aleatoriamente selecionados do escopo. O escopo pode ser a vizinhança (T ) ou a população
inteira (N) durante cada passo do processo evolucionário. O escopo é composto pelos índi-
ces dos cromossomos da vizinhança B(i) (com probabilidade δ ) ou da população inteira (com
probabilidade 1−δ ).
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Algoritmo 5: Algoritmo de evolução diferencial multiobjetivo adaptativo proposto
Versãoα com PM e AP.
Entrada: Parâmetros N, T, UF, F, δ , nr, MAX-AVAL.
Saída: Fronteira de Pareto.
início1
Inicializar N vetores de peso (MOEA/D);2
Determinar a vizinhança de cada vetor de peso com os T vizinhos mais próximos3
(MOEA/D);
Gerar aleatoriamente a população inicial x1, · · · , xN ;4
Avaliar cada indivíduo da população inicial de acordo com UF;5
Inicializar z∗ = (z1, · · · zm,)T (MOEA/D);6
Ger = 1 Para todas as estratégias k = 1, ..., K, qk,Ger = 0 e pk,Ger = 1/K repita7
para cada indivíduo xi faça8
Selecionar estratégia k a ser utilizada de acordo com pk,Ger;9
Determinar o escopo - gerar número aleatório rand entre (0,1) (MOEA/D);10
se rand < δ então11
escopo = B(i)12
senão13
fim se14
escopo = 1, · · · , N Selecionar pontos segundo o escopo e gerar uma nova solução y15
utilizando estratégia k (MOEA/D-DE);
se Algum elemento de y for gerado fora dos limites de valores estabelecidos então16
Reparar y17
fim se18
Aplicar mutação polinomial e produzir y′ (MOEA/D);19
se Algum elemento de y′ for gerado fora dos limites de valores estabelecidos então20
Reparar y′21
fim se22
Avaliar o custo de y′;23
Atualizar z∗, tal que para cada j = 1, · · · , m, se z j < f j(y′), então z j = f j(y′)24
(MOEA/D);
para cada subproblema vizinho faça25
se nova solução y′ é melhor que a atual de acordo com abordagem de26
Tchebycheff então
Substituí-la na população de acordo com nr (MOEA/D-DE)27
fim se28
fim para29
se Nova solução y′ é melhor que a atual de acordo com abordagem de Tchebycheff30
então
Calcular o melhoramento ηuk,Ger da estratégia e agrupá-la em um conjunto Rk31
senão32
fim se33
ηuk,Ger = 034
fim para35
Calcular o reward rk,Ger para cada estratégia (AvgAbs ... ExtAbs);36
Calcular a qualidade qk,Ger para cada estratégia;37
Atualizar a probabilidade pk,Ger para cada estratégia (método PM ou AP);38
Ger = Ger + 1;39
até que MAX-AVAL seja atingido ;40
fim41
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Baseados na estratégia escolhida, os operadores da ED geram no Passo 14 um cromos-
somo modificado y. A mutação polinomial na linha 19 gera y′ = (y′1, · · · ,y′n) de y como descrito
na Equação 21 na Seção 4.2. As linhas 18 e 22 são responsáveis pela etapa de reparação da so-
lução no processo de mutação. Se um elemento do vetor mutado for gerado e ultrapassar o
limite superior especificado para o elemento, atribui-se ao elemento o valor do limite superior.
Caso o valor gerado seja menor que o limite inferior, atribui-se ao elemento mutado o valor do
limite inferior.
Na linha 24, se o novo cromossomo y′ possui um valor de objetivo melhor que o
armazenado no ponto ideal empírico, z∗ é atualizado com este valor.
Os próximos passos envolvem a atualização da população, cujo processo é baseado
na comparação do fitness dos indivíduos medidos pela função de Tchebycheff (MIETTINEN,
1999), descrita na Seção 3.5.1.
Conforme o que foi definido em escope (linhas 13 ou 14), a vizinhança ou a população
inteira é atualizada. A fim de evitar a proliferação de y′ para uma grande parte da população,
um número máximo de atualizações (nr) é definido (procedimento do MOEA/D).
Para os métodos PM e AP, se y′ tem um melhor valor de Tchebycheff que seu pai
(xi), o melhoramento relativo de fitness é calculado (linha 32) usando a Equação 352. Antes
de seguir para a próxima geração, considerando o método PM ou AP, o valor de reward para
cada estratégia é calculado na linha 36 (pela Equação 36, 37, 38 ou 39) e a medida de qualidade
é atualizada no Passo 37 (pela Equação 30). Os valores de probabilidades da aplicação de
diferentes estratégias são também atualizados na linha 38 (pela Equação 31 ou 32) para serem
utilizados na geração Ger+1.
O processo evolucionário para quando o número máximo de avaliações (MAX-AVAL)
é alcançado. Diferentes versões do algoritmo 8 foram implementadas. Todas as versões con-
sideram PM ou AP associados com uma das quatro técnicas de reward disponíveis: Average
absolute (AvgAbs), Average Normalized (AvgNorm), Extreme Absolute (ExtAbs) e Extreme
Normalized (ExtNorm). As 8 versões do algoritmo estão esquematizadas na Tabela 13. Os
resultados são apresentados e discutidos na próxima seção.
5.2.3.1 ANÁLISE DOS RESULTADOS (VERSÃOαI )
Esta seção descreve a análise dos resultados dos testes comparativos entre diferentes
versões (Tabela 13) da abordagem proposta (Algoritmo 5) com PM e AP como mecanismos
2Todas as equações deste parágrafo são referentes aos rewards e estão detalhadas no Capítulo 4, Seção 4.3.3.
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Tabela 13: Versões adaptativas do algoritmo a fim de testar as técnicas PM e AP.
Versão Seleção de Estratégia Reward
Vα1 PM AvgAbs
Vα2 PM AvgNorm
Vα3 PM ExtAbs
Vα4 PM ExtNorm
Vα5 AP AvgAbs
Vα6 AP AvgNorm
Vα7 AP ExtAbs
Vα8 AP ExtNorm
de adaptação para escolha das estratégias. Neste trabalho, foi aplicado o teste Kruskal-Wallis
numa análise instância a instância utilizando os indicadores de qualidade (epsilon-unário, hiper-
volume e R) e teste de MS_Friedman para determinar a qualidade relativa (rank) dos algoritmos
ao considerarem-se todas as instâncias testadas (análise global).
O objetivo destes testes é observar as diferenças no funcionamento dos métodos PM e
AP e determinar o impacto de algumas técnicas de reward. As definições de parâmetros para os
testes das 10 instâncias propostas pelo CEC (ZHANG et al., 2008) são apresentadas na Tabela
14. Para os parâmetros da ED foram utilizados os valores sugeridos pela competição do CEC-
2009. Os parâmetros T e nr do MOEA/D foram obtidos em testes de “tentativa e erro” e o
parâmetro δ tem o valor 0,9 comumente utilizado na literatura. Os valores dos parâmetros dos
métodos PM e AP foram utilizados conforme sugerido por Goldberg (1990) e Goldberg (1990).
Foram feitas 30 execuções independentes para cada uma das 10 instâncias.
Com o objetivo de apresentar o resumo dos resultados e avaliar o desempenho global
de cada algoritmo em bases estatísticas, MS_Friedman agrega os resultados para todas as ins-
tâncias. Este processo de avaliação macro fornece resultados do teste estatístico MS_Friedman
quando aplicado aos indicadores de qualidade epsilon unário, hipervolume e R. A Tabela 15
mostra a média de valores de rank para as versões Vα1 a Vα8 . O valor crítico foi de 17,2. Na
Tabela 15 o número entre parênteses indica a classificação final de cada algoritmo. Células es-
curas destacam a melhor média e células claras indicam resultados estatisticamente equivalentes
(devido ao valor crítico), i.e. células claras indicam que os algoritmos são estatisticamente idên-
ticos à melhor versão de acordo com o teste MS_Friedman. As versões Vα1 , Vα2 , Vα3 , Vα5 e
Vα6 possuem, então, desempenho equivalente, estatisticamente distinguível das versões Vα4 ,
Vα7 e Vα8 .
Os resultados do teste MS_Friedman não são estatisticamente conclusivos, mas indi-
cam algumas direções 3. Pode ser observado que as quatro técnicas de reward apresentam bom
3Considerando uma análise de avaliação micro baseada no teste estatístico de Kruskall-Wallis (ver Apêndice C),
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Tabela 14: Parâmetros para os testes de versões usando PM e AP implementadas para funções
benchmarks.
Valores Descrição
Parâmetros da ED
N 600 Tamanho da população (para instâncias com 2 objetivos).990 Tamanho da população (para instâncias com 3 objetivos).
CR 1,0 Taxa de cruzamento.
F 0,5 Constante de mutação.
Pinter
0,75 Probabilidade de interpolação.
pm 1/30 Probabilidade da mutação polinomial.
τ
20 Índice de distribuição da mutação polinomial.
MAX-AVAL 300.000 Número máximo de avaliações.
Parâmetros do MOEA/D
T 20 Número de vetores de peso na vizinhança.
nr 2 Número máximo de soluções substituídas pela solução nova
gerada.
δ 0,9 Probabilidade das soluções pais (vetores alvo) serem selecio-
nadas da vizinhança.
Parâmetros de PM e AP
α
0,3 Taxa de adaptação.
β 0,8 Taxa de aprendizado.
pmin 0,05 Probabilidade mínima para cada estratégia.
Tabela 15: Resultados do teste MS_Friedman para os indicadores para todas as instâncias para as
versões usando PM (Vα1-Vα4) e AP (Vα5-Vα8).
epsilon unário hipervolume Indicador R
Vα1 106,77 (1) 106,94 (1) 107,32 (1)
Vα2 108,05 (1) 106,90 (1) 108.,2 (1)
Vα3 97,14 (1) 101,28 (1) 98,25 (1)
Vα4 154,83 (3) 146,64 (3) 154.47 (3)
Vα5 104,55 (1) 112,64 (1) 108,04 (1)
Vα6 106,58 (1) 111,91 (1) 104,04 (1)
Vα7 130,71 (2) 127,96 (2) 132,46 (2)
Vα8 155,36 (3) 149,71 (3) 150,87 (3)
desempenho, com exceção da ExtNorm que quando associada com a abordagem AP (Vα8) ob-
tém pior desempenho que as outras de acordo com todos os indicadores. Dentre todas as versões
baseadas no método PM (Vα1 a Vα4), três (Vα1 , Vα2 e Vα3) estão no grupo das melhores e uma
(Vα4) é estatisticamente pior que as outras. Para o método AP (Vα5-Vα8), duas (Vα5 e Vα6)
estão entre as melhores e duas (Vα7 e Vα8) são estatisticamente piores que as outras. Isto indica
que PM parece ser ligeiramente melhor que AP e que o reward ExtNorm (utilizado nas versões
Vα4 e Vα8) obteve os piores resultados para este conjunto de testes.
Pela análise estatística, conclui-se que o método PM é preferível ao AP. Em relação
os resultados reforçam a análise baseada no teste MS_Friedman e mostram que as versões usando PM (Vα1-Vα4 )
são melhores que as que usam AP (Vα5 -Vα8) para a maioria das instâncias.
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ao reward, o ExtAbs parece ser mais adequado, já que a versão Vα3 obteve melhores médias
para todos os indicadores (Tabela 15). Isto pode ser justificado com base nas diferenças entre
os métodos PM e AP. Ambos mantém um vetor de probabilidades e uma estimativa do reward
da estratégia utilizando uma estimativa de qualidade empírica calculada pela Equação 30. Em
geral, PM seleciona a estratégia da ED proporcionalmente à sua qualidade, enquanto AP utiliza
um mecanismo “winner-takes-all” para escolher a melhor estratégia corrente, com uma taxa
de aprendizado para controlar o quão “guloso” o mecanismo “winner-takes-all” será. Tanto
o método PM quanto AP forçam uma quantidade mínima de exploração (usando o parâmetro
pmin), permitindo que o método descubra quais diferentes estratégias tornam-se melhores em
diferentes estágios da evolução. O método AP converge mais rapidamente usando uma alta pro-
babilidade para a melhor estratégia, enquanto PM é mais lento. Em Gong et al. (2011), Thierens
(2005) e (KIM et al., 2011b) os autores mostram que o método AP supera o PM no contexto
mono-objetivo para algoritmos genéticos, programação genética e evolução diferencial, res-
pectivamente. Uma razão para isso é que o método AP rapidamente descobre e incrementa o
uso da melhor estratégia no estágio evolucionário atual. Mas, em um algoritmo multiobjetivo
evolucionário baseado em decomposição, os diferentes subproblemas podem ter características
diferentes, tornando algumas estratégias melhores para alguns subproblemas e piores para ou-
tros. A capacidade de convergência rápida do método AP pode ser prejudicial, uma vez que
vai prosseguir apenas a melhor estratégia, o que pode não ser tão bom para alguns dos sub-
problemas. Por outro lado, o método PM mantém a proporcionalidade dos rewards de cada
estratégia e pode tratar adequadamente com o fato de que duas ou mais estratégias podem ter
de ser aplicadas frequentemente, o que não pode ser feito pelo método AP.
Na próxima seção (5.2.4) é investigado o impacto do uso de seleção de estratégia adap-
tativa. A versão Vα3 , chamada deste ponto em diante de ADEMO/Dα (Adaptive Differential
Evolution for Multiobjective problems using Decomposition), é comparada com versões suas
não-adaptativas.
Na Seção 5.2.5, a versão Vα3 (ADEMO/Dα ) tem seu comportamento comparado com
algoritmos da literatura.
5.2.4 ADEMO/Dα - ADAPTAÇÃO X NÃO-ADAPTAÇÃO
Nesta seção é investigado o impacto do uso de seleção de estratégia adaptativa. A
melhor versão (Vα3 - ADEMO/D) da seção anterior foi escolhida para ser comparada com
versões fixas, isto é, não-adaptativas (VFα9 a VFα11) do Algoritmo 5. A versão VFα9 uti-
liza somente “ED/rand/1/bin” como estratégia, VFα10 utiliza somente “ED/rand/2/bin” e VFα11 ,
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Tabela 16: Média de rank MS_Friedman para os indicadores de todas as instâncias para versão
adaptativa (ADEMO/Dα ) contra versões não-adaptativas (VFα9-VFα11).
epsilon unário hipervolume R
ADEMO/Dα 39.25 (1) 32.07 (1) 36.46 (1)
VFα9 59,50 (2) 62,75 (2) 59,26 (2)
VFα10 64,39 (2) 72,04 (3) 68,12 (3)
VFα11 78,86 (3) 75,13 (3) 78,14 (4)
“ED/nonlinear”.
5.2.4.1 ANÁLISE DOS RESULTADOS (ADEMO/Dα )
A Tabela 16 mostra, em termos de média de ranks, os resultados do teste estatístico
MS_Friedman aplicado aos indicadores de qualidade epsilon unário, hipervolume e R.
O valor crítico é igual a 7,3. O ADEMO/Dα é, por isso, estatisticamente distinguível
das outras versões. Pela análise estatística, também conclui-se que o ADEMO/Dα é a melhor
versão, seguida pela VFα9 (que utiliza “ED/rand/1/bin”), VFα10 (com “ED/rand/2/bin”) e VFα11
(com “ED/nonlinear”).
A análise anterior mostra a necessidade de abordagens adaptativas em instâncias mul-
tiobjetivo. Resultados do teste MS_Friedman (e do teste Kruskal-Wallis discutidos no Apêndice
D), mostram que o ADEMO/Dα obteve melhores resultados quando comparado com suas ver-
sões não-adaptativas. Relembrando, ADEMO/Dα utiliza um conjunto de estratégias (i.e. um
conjunto com três estratégias: “ED/rand/1/bin”, “ED/rand/2/bin” e “ED/nonlinear”) e probabi-
lity matching com o método de seleção de estratégia com a técnica de reward ExtAbs.
5.2.5 ADEMO/DBMK - COMPARAÇÃO COM A LITERATURA
Com base nos resultados apresentados nas últimas seções, a versão padrão da abor-
dagem proposta - ADEMO/Dα , foi definida para comparação com a literatura. Nesta seção a
proposta será denominada ADEMO/Dbenchmark (ADEMO/Dbmk). ADEMO/Dbmk utiliza o mé-
todo probability matching com reward ExtAbs para seleção de estratégias de um conjunto.
Nesta seção, ADEMO/Dbmk é comparado com quatro algoritmos de otimização multiobjetivo:
MOEA/D-DRA (ZHANG et al., 2009), ENS-MOEA/D (ZHAO et al., 2012), MOEA/D-DRA-
CMX+SPX (MASHWANI; SALHI, 2012) e NSGA-II (DEB et al., 2002).
O NSGA-II (DEB et al., 2002) foi escolhido para comparação porque tem sido apli-
cado com sucesso a diferentes problemas multiobjetivo e ainda é atualmente usado em mui-
tas comparações de algoritmos evolucionários multiobjetivo (COELLO et al., 2007; DEB,
2001). Foram utilizados também para comparação, trabalhos recentes baseados no MOEA/D,
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incluindo os algoritmos ENS-MOEA/D (ZHAO et al., 2012) e MOEA/D-DRA-CMX+SPX
(MASHWANI; SALHI, 2012). ENS-MOEA/D implementa mecanismos de adaptação de parâ-
metros e aprimora o algoritmo MOEA/D clássico com um conjunto de tamanho de vizinhança.
MOEA/D-DRA-CMX+SPX utiliza o conceito de alocação dinâmica de recursos - DRA (Dyna-
mical Resource Allocation).
Os parâmetros utilizados pelo ADEMO/Dbmk são aqueles mostradas na Tabela 14 (Se-
ção 5.2.3). O conjunto de parâmetros usados pelo MOEA/D-DRA, ENS-MOEA/D e MOEA/D-
DRA-CMX+SPX é como definido em Zhang et al. (2009), Mashwani e Salhi (2012), Zhao et
al. (2012) e suas fronteiras de Pareto foram obtidas dos autores. NSGA-II utiliza o mesmo ta-
manho de população adotado pelo ADEMO/Dbmk e MOEA/D-DRA, o cruzamento SBX com
probabilidade de 0,9 e a mutação polinomial com probabilidade de 1/30 (ambos os operadores
utilizam um índice de distribuição igual a 20). A fronteira de Pareto para o NSGA-II foi obtida
com o código fonte fornecido pelos autores.
5.2.5.1 ANÁLISE DOS RESULTADOS DO ADEMO/DBMK
Os resultados para o teste estatístico de MS_Friedman em termos de média de rank
para os indicadores são apresentados na Tabela 17.
Tabela 17: Média de rank do teste MS_Friedman para os indicadores de todas as instâncias para
o ADEMO/Dbmk e algoritmos da literatura.
epsilon unário hipervolume R
ADEMO/Dbmk 44,70 (1) 32,76 (1) 38,97 (1)
MOEA/D-DRA 61,47 (2) 68,11 (2) 61,52 (2)
ENS-MOEA/D 71,76 (3) 71,79 (3) 67,98 (3)
MOEA/D-DRA-CMX+SPX 91,91 (4) 110,30 (5) 107,43 (5)
NSGA-II 107,64 (5) 94,53 (4) 101,59 (4)
O valor crítico é igual a 9,7. Analizando os resultados do teste MS_Friedman é pos-
sível concluir que quando consideradas todas as instâncias, ADEMO/Dbmk é o melhor algo-
ritmo, seguido pelo MOEA/D-DRA e ENS-MOEA/D. Os algoritmos testados MOEA/D-DRA-
CMX+SPX e NSGA-II têm os piores resultados entre os cinco algoritmos comparados. Consi-
derando os resultados do teste MS_Friedman4, ADEMO/Dbmk supera os outros algoritmos para
todos os indicadores.
Como uma análise comparativa final, foi feita a avaliação usando a métrica IGD5 da
aproximação final sobre as 30 execuções independentes do ADEMO/Dbmk, MOEA/D-DRA,
ENS-MOEA/D, MOEA/D-DRA-CMX+SPX e NSGA-II para cada instância de teste do CEC-
2009. O IGD foi utilizado porque os algoritmos comparados adotaram esta métrica. A Tabela 18
4que são corroborados pelos resultados do teste Kruskal-Wallis discutidos no Apêndice E.
5Métrica descrita na Seção 3.3.
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apresenta a mediana, média, desvio padrão (std), mínimo (min) e máximo (max) dos valores da
métrica IGD. Os valores de IGD do ENS-MOEA/D e MOEA/D-DRA-CMX+SPX são aqueles
descritos em Zhao et al. (2012), Mashwani e Salhi (2012).
Com base nos resultados da Tabela 18, o ADEMO/Dbmk obteve os melhores valores de
mediana e média que os outros algoritmos em 5 das 10 instâncias e o segundo melhor valor em
3 instâncias. ADEMO/Dbmk apresenta um bom desempenho em todas as instâncias com dois
objetivos (UF1-UF7), independente das propriedades da fronteira de Pareto (côncava, convexa,
contínua ou disconecta).
Entre as instâncias com três objetivos, ADEMO/Dbmk teve desempenho ruim em duas
delas - UF8 e UF10 (ambas com característica parabólica na fronteira de Pareto) e bom desem-
penho para a função planar (UF9). Os resultados ruins encontrados pelo ADEMO/Dbmk para
UF8 e UF10 são, provavelmente devido à falta do mecanismo de DRA (Dynamical Resource
Allocation) que é utilizado pelo MOEA/D-DRA, MOEAD-CMX+SPX e ENS-MOEA/D. O
objetivo deste mecanismo é concentrar recursos (avaliações de função) em subproblemas que
estão melhorando, ignorando aqueles que já convergiram. ADEMO/Dbmk pode ter estagnado
(i.e., ele pode estar “desperdiçando” o uso de operadores em subproblemas que são incapa-
zes de melhorar os resultados correntes). Estes recursos poderiam ser melhor alocados para
outros subproblemas (talvez mais produtivos), como os outros algoritmos de decomposição fa-
zem. ADEMO/Dbmk aloca igualmente os recursos para todos os subproblemas, i.e., ele supõe
que cada subproblema tem a mesma dificuldade. Quando esta suposição não é verdade, ele
desperdiça recursos.
As Figuras 23 e 24 retratam a população final de soluções não-dominadas com os me-
nores valores de IGD sobre 30 execuções do ADEMO/Dbmk, comparadas com a fronteira de
Pareto (FP) para as 10 instâncias de teste. As figuras indicam que, na maioria dos casos, as
fronteiras de Pareto obtidas pelo ADEMO/Dbmk representam boas aproximações da fronteira
real, exceto para UF5, UF6 e UF10. De fato, para estas três funções, o algoritmo NSGA-II tem
o melhor desempenho de acordo com a métrica IGD. Para UF5 e UF6, devido às descontinui-
dades, todos os métodos analisados têm dificuldade em aproximação da fronteira real, embora
ADEMO/Dbmk tenha obtido melhores valores de mediana para o IGD (mostrados na Tabela
18) do que os outros algoritmos comparados. UF10 é o único caso em que o ADEMO/Dbmk é
superado por todos os outros algoritmos. Para UF10, segundo o IGD, o NSGA-II é o melhor
método.
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Tabela 18: Estatísticas de IGD baseadas em 30 execuções independentes para o ADEMO/Dbmk,
MOEA/D-DRA, ENS-MOEA/D, MOEA/D-DRA-CMX+SPX e NSGA-II. Células escuras destacam
os melhores resultados enquanto as células mais claras destacam os segundos melhores resultados.
Os valores que não estão disponíveis no trabalho original estão indicados pelo sinal ’-’.
CEC-2009 Algoritmo Mediana Média Std Min Max
UF1
ADEMO/Dbmk 0,001053 0,001105 0,000134 0,000919 0,001505
MOEA/D-DRA 0,001503 0,001526 0,000090 0,001417 0,001757
MOEAD-CMX+SPX 0,004171 0,004292 0,000263 0,003985 0,005129
ENS-MOEA/D - 0,001642 0,000125 - -
NSGA-II 0,095186 0,094731 0,003249 0,088511 0,103222
UF2
ADEMO/Dbmk 0,003559 0,003692 0,001229 0,002156 0,007758
MOEA/D-DRA 0,003375 0,003502 0,001039 0,002326 0,006638
MOEAD-CMX+SPX 0,005472 0,005615 0,000412 0,005149 0,006778
ENS-MOEA/D - 0,004048 0,001005 - -
NSGA-II 0,035151 0,035071 0,001479 0,032968 0,039164
UF3
ADEMO/Dbmk 0,001640 0,002364 0,001348 0,001336 0,006504
MOEA/D-DRA 0,001488 0,003948 0,004131 0,001086 0,014019
MOEAD-CMX+SPX 0,005313 0,011165 0,013093 0,004155 0,068412
ENS-MOEA/D - 0,002591 0,000456 - -
NSGA-II 0,089894 0,090817 0,016815 0,062901 0,126556
UF4
ADEMO/Dbmk 0,040184 0,040846 0,001617 0,038520 0,045140
MOEA/D-DRA 0,060765 0,060285 0,004757 0,051492 0,070912
MOEAD-CMX+SPX 0,063524 0,064145 0,004241 0,055457 0,075361
ENS-MOEA/D - 0,042070 0,001325 - -
NSGA-II 0,080935 0,080737 0,002809 0,074034 0,084683
UF5
ADEMO/Dbmk 0,161385 0,162010 0,008849 0,141540 0,203285
MOEA/D-DRA 0,220083 0,254930 0,089484 0,146933 0.511464
MOEAD-CMX+SPX 0,379241 0,418508 0,135554 0,211058 0.707093
ENS-MOEA/D - 0,248110 0,042555 - -
NSGA-II 0,214958 0,220145 0,051622 0,154673 0,331853
UF6
ADEMO/Dbmk 0,063794 0,063468 0,002938 0,057753 0,068737
MOEA/D-DRA 0,207831 0,326176 0,287571 0,053371 0.823381
MOEAD-CMX+SPX 0,248898 0,327356 0,185717 0,056972 0.792910
ENS-MOEA/D - 0,060847 0,019840 - -
NSGA-II 0,080177 0,080728 0,006460 0,067996 0,090331
UF7
ADEMO/Dbmk 0,001663 0,001692 0,000263 0,001335 0,002574
MOEA/D-DRA 0,001569 0,001945 0,001364 0,001336 0,008796
MOEAD-CMX+SPX 0,004745 0,006262 0,003307 0,003971 0,014662
ENS-MOEA/D - 0,001728 0,000852 - -
NSGA-II 0,048873 0,048977 0,001959 0,044634 0,051968
UF8
ADEMO/Dbmk 0,081807 0,083363 0,010145 0,065271 0,118021
MOEA/D-DRA 0,040352 0,040667 0,003788 0,033777 0,050412
MOEAD-CMX+SPX 0,056872 0,057443 0,003366 0,051800 0,065620
ENS-MOEA/D - 0,031006 0,003005 - -
NSGA-II 0,112219 0,113226 0,002742 0,109836 0,121190
UF9
ADEMO/Dbmk 0,030595 0,038481 0,027877 0,025448 0,142735
MOEA/D-DRA 0,137856 0,123078 0,039018 0,025008 0,139986
MOEAD-CMX+SPX 0,144673 0,097693 0,054285 0,033314 0,151719
ENS-MOEA/D - 0,027874 0,009573 - -
NSGA-II 0,106841 0,106981 0,000681 0,105806 0,108729
UF10
ADEMO/Dbmk 0.549185 0.563805 0,088759 0,412789 0.784204
MOEA/D-DRA 0,406094 0,408770 0,066770 0,210500 0.553572
MOEAD-CMX+SPX 0,467715 0,462653 0,038698 0,391496 0.533234
ENS-MOEA/D - 0,21173 0,019866 - -
NSGA-II 0,257846 0,259851 0,012541 0,234047 0,288036
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Figura 23: Melhor aproximação para UF1-UF7 usando ADEMO/Dbmk.
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Figura 24: Melhor aproximação para UF8-UF10 usando ADEMO/Dbmk.
5.2.5.2 INFLUÊNCIA DOS PARÂMETROS NO DESEMPENHO DO ADEMO/DBMK
Nas seções anteriores, os parâmetros dos métodos PM e AP (pmin, α e β ) e os parâ-
metros da ED (CR e F) são predefinidos para o ADEMO/Dbmk. Nesta seção, esta influência é
discutida. Todos os outros parâmetros do ADEMO/Dbmk são mantidos inalterados como mos-
trado na Seção 5.2.3.1. Os experimentos de cada combinação de parâmetro foram conduzidos
sobre 30 execuções independentes. A métrica IGD foi adotada a fim de comparar o desempenho
ADEMO/Dbmk com parâmetros predefinidos para o ADEMO/Dbmk, com diferentes configura-
ções de parâmetros.
Para cada parâmetro de PM e AP, foram utilizados cinco valores: pmin = {0,00, 0,10,
0,15, 0,20, 0,24}, α , e β = {0,10, 0,40, 0,60, 0,80, 1,00}. Para a escolha dos valores, foi
utilizada a projeção ortogonal feita em Gong et al. (2011) e baseada em Fang e Ma (2001),
que reduz o número total da combinação de parâmetros, mantendo um bom nível de confiança.
A projeção ortogonal é um método de projeção experimental capaz de amostrar um pequeno
número de combinações representativas para testes (FANG; MA, 2001). O conjunto de parâ-
metros padrão para PM é pmin = 0,05 e α = 0,30, enquanto para AP um terceiro parâmetro β =
0,80 é incluído. O reward ExtAbs é o adotado. Os resultados experimentais são mostrados sob
a forma de boxplots no Apêndice F.
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Pelos resultados pode ser observado que o desempenho do ADEMO/Dbmk com defini-
ção de parâmetros padrão é bom para a maioria dos casos, quando comparado com ADEMO/Dbmk
com diferentes configurações de parâmetros. Para algumas instâncias, há várias versões (in-
cluindo a com definição de parâmetros padrão) que obtém a melhor média de IGD. As pi-
ores versões são aquelas com pmin = 0,00, i.e., quando a probabilidade de seleção de uma
estratégia específica é nula e a estratégia ficará inativa para o restante da evolução. Deste es-
tudo de parâmetros conclui-se que os métodos PM e AP, com reward ExtAbs, na plataforma
MOEA/D usando evolução diferencial não são sensíveis à sua parametrização, exceção feita
quando pmin = 0,00. Além disso, o uso combinado das estratégias é um ponto importante a
ser observado, porque quando uma estratégia pode não ser usada (pmin = 0,00), os resultados
podem piorar. Estas conclusões são similares às apresentadas em Gong et al. (2011) para oti-
mização mono-objetivo.
Para cada parâmetro da evolução diferencial (CR e F), foram utilizados cinco valo-
res: CR = F = {0,20, 0,40, 0,60, 0,80, 1,00}. Lembrando que os parâmetros padrão para o
ADEMO/Dbmk são CR = 1,00 e F = 0,50. Boxplots mostrando os resultados experimentais são
apresentados no Apêndice F.
Para os parâmetros da evolução diferencial (CR e F), pode ser observado que o de-
sempenho do ADEMO/Dbmk com definição de parâmetros padrão é bom para a maioria dos
casos, quando comparado com ADEMO/Dbmk com diferentes configurações de parâmetros. As
versões com os melhores valores de IGD são as aquelas tal que o parâmetro CR é igual a 1,00,
pois proporciona um alto nível de diversidade na população atual, e com F variando entre 0,40
e 0,60. Em alguns casos específicos, como UF4, UF8 e UF10, esta configuração não conseguiu
um bom desempenho. Nestes casos, o conjunto de parâmetros que obteve melhores resultados
é aquele com menores valores de CR, como 0,2. Desta análise conclui-se que para a maior parte
das instâncias, os valores padrão sugeridos pela literatura da ED (LI et al., 2011a; LI; ZHANG,
2009; GAMPERLE et al., 2002) apresentam um bom desempenho quando comparados com
diferentes configurações de parâmetros. Exceções a isto são as instâncias com propriedades pa-
rabólica e convexa, para as quais os menores valores de CR conseguem os melhores resultados.
5.2.5.3 FREQUÊNCIA DE USO DAS ESTRATÉGIAS PELO ADEMO/DBMK
Esta seção apresenta observações de como funciona o processo de seleção das estraté-
gias no ADEMO/Dbmk. A Figura 25 mostra, para todas as instâncias, quantas vezes cada uma
das três estratégias disponíveis é selecionada durante o processo evolutivo (300.000 avaliações
distribuídas ao longo das gerações - em torno de 500 gerações no caso das instâncias com dois
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objetivos e 300 gerações para as instâncias com três objetivos).
Os gráficos mostrados na Figura 25 mostram a porcentagem do uso de estratégias (eixo
y) ao longo das gerações (eixo x), considerando a média de 30 execuções independentes. Se
um ponto em particular em uma curva é selecionado, é possível identificar (usando o tamanho
da população) quantas vezes a estratégia é usada em uma geração específica.
Conclui-se que diferentes estratégias de mutação dominam o processo evolucionário
de cada instância em diferentes estágios da evolução. Nos estágios iniciais, aproximadamente
até a geração 50, para a maioria das instâncias, a estratégia “ED/nonlinear” (linha amarela) é a
mais utilizada enquanto que “ED/rand/1/bin” (linha azul) é a menos usada. Depois, de um modo
geral, cada instância prefere uma estratégia. Por exemplo, “ED/rand/1/bin” é a mais utilizada
pela maioria das instâncias (UF1, UF2, UF4, UF7, UF8 e UF9) enquanto que “ED/nonlinear”
auxilia de forma mais significativa na evolução da UF5 e UF106. UF3 ilustra um caso em que o
uso combinado de duas estratégias é benéfico para os resultados nos estágios finais da evolução.
Para esta instância nenhuma estratégia é claramente superior o tempo todo, de modo que o uso
combinado de múltiplas estratégias parece mais adequado.
Em otimização mono-objetivo, o desempenho de cada estratégia está associado com
características diferentes do problema de optimização. A estratégia “ED/rand/1/bin” apresenta
melhor desempenho para problemas unimodais, “ED/rand/2/bin” é uma estratégia boa para
problemas multimodais e rotated (MALLIPEDDI et al., 2011), enquanto que “ED/nonlinear” é
capaz de capturar relações não lineares entre as variáveis de decisão (SINDHYA et al., 2011).
Esta informação pode ser utilizada para inferir algumas propriedades dos subproblemas que sur-
gem durante a decomposição dos objetivos. Para a maior parte das instâncias (UF1, UF2, UF4,
UF7, UF8 e UF9), os problemas são possivelmente unimodais, enquanto que os subproblemas
das UF5 e UF10 podem ter dependências não lineares. Para as instâncias UF3 e UF6, alguns
subproblemas são possivelmente unimodais, enquanto outros são multimodais, justificando o
uso de ambas as estratégias (“ED/rand/1/bin” e “ED/rand/2/bin”) durante a evolução. A análise
formal de tais subproblemas está fora do escopo deste trabalho. No entanto, estas conclusões
reforçam a necessidade de adaptação ao longo de gerações e podem explicar a superioridade do
ADEMO/Dbmk, quando comparado com as abordagens que utilizam uma configuração a priori
de estratégias (Table 16).
Na Seção 5.3.2, o ADEMO/Dbmk é adaptado para o problema da predição da estrutura
de proteínas, resultando numa versão denominada ADEMO/Dβ .
6Isto está de acordo com o desempenho relativo de cada estratégia quando aplicada individualmente (VFα9 ,
VFα10 e VFα11 - Apêndice D.)
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Figura 25: Uso de estratégias pelo ADEMO/Dbmk ao longo das gerações.
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5.3 PROPOSTA NO CONTEXTO DO PROBLEMA DA PREDIÇÃO DA ESTRUTURA DE
PROTEÍNAS
O esquema das versões propostas é apresentado na Figura 26. Inicialmente, na Seção
5.3.1, é apresentada a modelagem do PSP como um problema multiobjetivo (dois objetivos).
Na sequência, a Seção 5.3.2 traz a descrição do algoritmo ADEMO/Dβ que pode ser definido
como uma adaptação do ADEMO/Dα (que ao ser comparado com a literatura nos problemas
benchmarks ganhou a denominação de ADEMO/Dbmk) para o problema de predição de estrutura
de proteínas.
Os experimentos com o ADEMO/Dβ são mostrados na Seção 5.3.3, dividida entre os
resultados obtidos com os testes com diferentes tamanhos de populações (5.3.3.1) e também
com quatro tomadores de decisão (5.3.3.2).
A Seção 5.3.4 apresenta o comparativo entre o melhor algoritmo obtido, denominado
ADEMO/DPSP, e a literatura.
Figura 26: Esquema geral das versões propostas e comparações realizadas para o PSP.
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5.3.1 PSP: UM PROBLEMA BIOBJETIVO
Para que o ADEMO/Dα pudesse dar lugar à versão ADEMO/Dβ e ser testado no con-
texto do PSP, a representação das soluções candidatas foi feita com o modelo off-lattice e utili-
zando ângulos de torsão e o backbone para modelar as proteínas. Cada tipo de resíduo tem um
número pré-estabelecido de ângulos de torsão. O backbone de cada resíduo é representado por
3 ângulos diedros - φ , ψ , ω (Figura 4):
1. φ representa o ângulo de rotação para a ligação N-Cα ;
2. ψ representa o ângulo de rotação para a ligação Cα -C; e
3. ω representa o ângulo de ligação planar e é geralmente setado como 180◦.
Os trabalhos que tratam do PSP geralmente utilizam faixas de restrição de ângulos a
fim de reduzir o espaço de busca. As restrição de ângulos observadas para este trabalho foram
baseadas na classificação clássica DSSP 8-class (KABSCH; SANDER, 1983), conforme Tabela
19. O ângulo ω foi fixado como 180◦ (valor ideal (CUTELLO et al., 2006)) para todos os resí-
duos. As restrições de estrutura secundária foram preditas baseadas na ferramenta desenvolvida
por Pollastri et al. (2002).
Tabela 19: Regiões de restrição das estruturas secundárias.
Estrutura
secondária
Faixa(φ ) Faixa(ψ)
H (α-hélice) [ -67◦, -47◦] [-57◦, -37◦]
B (β -bridge) [-130◦, -110◦] [110◦, 130◦]
E (folha-β ) [-130◦, -110◦] [110◦, 130◦]
G (310-hélice) [ -59◦, -39◦] [-36◦, 16◦]
I (pi-hélice) [-67◦, -47◦] [-80◦, -60◦]
T (turn) [-180◦, 180◦] [-180◦, 180◦]
S (bend) [-180◦, 180◦] [-180◦, 180◦]
U (indefinido) [-180◦, 180◦] [-180◦, 180◦]
A formulação do PSP como um problema de otimização multiobjetivo pode ser feita
de forma análoga ao que se colocou no Capítulo 3: um conjunto de M=2 funções objetivos que
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devem ser minimizadas, como definido no Problema 43:
Minimizar { f1(x), f2(x)}
x = (t1, t2, ..., tR)
tr =< φr,ψr,χCr > r = 1, ...,R, cr = 1, ...,CR,
sujeito a φr ∈ Faixa(φ) (Tabela 19)
ψr ∈ Faixa(ψ) (Tabela 19)
−180◦ ≤ χcr ≥+180◦
(43)
As funções f1 e f2 são definidas pelas equações dos itens ligados e não-ligados7,
conforme o campo de força empírico CHARMM. Qualquer solução factível é um vetor x =
(t1, t2, ..., tR) representando a conformação da proteína tal que cada conformação x tem um total
de R triplas, cada uma representando as variáveis de decisão que codificam cada resíduo; x∈ X ,
sendo que X é o conjunto de soluções que atendem todas as restrições do PSP. O número total
Cr de ângulos χ depende de cada tipo de resíduo (Tabela 20). Os limites de φr, ψr e χcr são de-
finidos de acordo com as faixas apresentadas na Tabela 19 e constituem o espaço das variáveis
de decisão (Ω). As restrições de Ω são asseguradas por um método de reparação (os valores de
ângulos utilizados são sempre limitados às faixas de operação).
Tabela 20: Número de ângulos χ para cada resíduo.
Resíduo Número de ângulos χ
GLY, ALA, PRO cadeia principal
SER, CYS, THR, VAL χ1
ILE, LEU, ASP, ASN, PHE, TYR, TRP χ1, χ2
MET, GLU, GLN χ1, χ2, χ3
LYS, ARG χ1, χ2, χ3, χ4
A modelagem do PSP foi desenvolvida de forma a minimizar a energia potencial utili-
zando a abordagem ab initio.
5.3.2 ADEMO/Dβ
A fim de testar o ADEMO/Dα para o PSP, foi necessário acrescentar ao algoritmo
um tomador de decisão para definir qual solução (conformação da proteína) deve ser devolvida
como a estrutura predita. Esta versão é chamada de ADEMO/Dβ . Nesta versão, foram testados
quatro tomadores de decisão e também diferentes tamanhos de populações. Os resultados resu-
midos desta proposta foram publicados no BRACIS 2013 - Brazilian Conference on Intelligent
7Equações descritas em detalhes na Seção 2.5.
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Systems (VENSKE et al., 2013).
Alguns tomadores de decisão supõem que as soluções mais interessantes da fronteira
de Pareto são soluções onde uma pequena melhora em um objetivo leva a uma grande deteriora-
ção em pelo menos um dos outros objetivos. Estas soluções são, por vezes, também chamadas
de “joelhos” (BRANKE et al., 2004) e foram detalhadas na Seção 3.4. Nesta versão, foram
testados quatro métodos (dois deles baseados em encontrar os joelhos, um baseado na soma
das energias e um que é uma contribuição deste trabalho) a serem utilizados pelo tomador de
decisão do ADEMO/Dβ :
1. Dois vizinhos (método baseado em ângulo) (BRANKE et al., 2004): este método é
utilizado como tomador de decisão em Becerra et al. (2010), Dasgupta et al. (2010),
Tudela e Lopera (2009) e tem por objetivo encontrar o(s) joelho(s) da fronteira de Pa-
reto. A medida de ângulo para uma solução particular xi é calculada como ρ2i = 2pi −
(|ρi,i−1|+ |ρi,i+1|) sendo que ρi,i−1 e ρi,i+1 são os ângulos entre o ie´simo ponto na fron-
teira de Pareto (xi representa uma conformação candidata) e seus dois vizinhos xi−1 e
xi+1 (um à esquerda e um à direita, respectivamente). Estes ângulos são calculados
como ρi,i−1 = tg−1s (( f2(xi−1)− f2(xi))/( f1(xi−1)− f1(xi))) e ρi,i+1 = tg−1s (( f2(xi+1)−
f2(xi))/( f1(xi+1)− f1(xi))), sendo que tg−1s é o inverso da função tangente trigonomé-
trica que considera o quadrante (sinal) do respectivo ângulo. Após definir cada ρ2i , o
tomador de decisão retorna a conformação com o maior ρ2i , (i.e. x∗ = argmaxxi(ρ2i ),
i = 1, ..., |FP|), sendo que FP identifica o conjunto de pontos da fronteira e |FP|, a cardi-
nalidade).
2. Quatro vizinhos (método baseado em ângulo) (BRANKE et al., 2004): para intensificar
o foco na área do joelho, é utilizada uma variante do método dos dois vizinhos que utiliza
quatro vizinhos (dois em cada direção). Neste caso, o maior entre os quatro ângulos
define ρ4i , ρ4i = max(ρ2i ,ρ2i12ρ
2
i21 ,ρ
2
i22), sendo ρ
2
i o ângulo calculado pela abordagem dos
dois vizinhos e ρ2i12 ,ρ
2
i21 e ρ
2
i22 consideram os segundos vizinhos mais próximos ao invés
de somente os primeiros. Como no caso dos dois vizinhos, o indivíduo com maior medida
de ângulo (ρ4i ) é retornado pelo tomador de decisão (x∗ = argmaxxi(ρ4i ), i = 1, ..., |FP|).
Este método é usado como tomador de decisão em Cutello et al. (2006, 2008), Dasgupta
et al. (2010), Becerra et al. (2010), Tudela e Lopera (2009).
3. Ponto empírico: este método é utilizado como um tomador de decisão Venske et al.
(2012b), que é uma versão inicial não-adaptativa deste trabalho. Este tomador de de-
cisão considera o ponto ideal empírico (z∗) (COELLO et al., 2007), i.e., o ponto que
representa os valores mínimos atuais para cada função objetivo. Este tomador de decisão
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Tabela 21: Características das proteínas usadas em testes do ADEMO/Dβ .
Instância Peptídeo Código Número Número
PDB de resíduos de átomos
1 Met-Enkephalin 1PLW 5 75
2 Melittin 2MLT 26 402
3 Disulphide-stabilized 1ZDD 34 566
mini protein A domain
4 Crambin 1CRN 46 327
5 Repressor of primer 1ROP 56 447
6 Ribosomal 1CTF 68 487
escolhe a solução que tem a menor distância euclidiana ao ponto ideal empírico (x∗ =
argmaxxidist(xi,z∗), i = 1, ..., |FP|).
4. Energia total: este método é usado como tomador de decisão em Cutello et al. (2006),
Tudela e Lopera (2009), Venske et al. (2013). O tomador de decisão utilizado neste caso
considera a energia da conformação final dada por Echarmm = Eb +Enb. Este tomador de
decisão escolhe a estrutura com a menor soma dos valores da função objetivo. Assim, x∗
= argminxi( f1(xi)+ f2(xi)), i = 1, ..., |FP|.
5.3.3 EXPERIMENTOS COM O ADEMO/Dβ
Esta seção apresenta os experimentos realizados para avaliar ADEMO/Dβ , conside-
rando seis casos (proteínas reais8 retiradas do PDB9) para o PSP. As características de cada
instância estão resumidas na Tabela 21. A Tabela 22 apresenta os parâmetros usados pelo
ADEMO/Dβ para o PSP. Basicamente, foram utilizados para o PSP os mesmos valores de parâ-
metros testados com as funções benchmarks. Todos os experimentos consideram 30 execuções
independentes. É importante ressaltar que o custo computacional é um gargalo para o problema
PSP. Assumindo uma população de 600 indivíduos, o tempo total de execução varia de 240
horas (para Met-enkephalin) a 840 horas (para 1ROP), considerando o total de 30 execuções.
A fim de medir a similaridade entre a conformação predita e a estrutura nativa, a mé-
trica de RMSD foi utilizada (TRAMONTANO, 2006).
A análise estatística é realizada considerando-se um teste não paramétrico. O teste de
Kruskal-Wallis pode ser considerado para distinguir o comportamento de algoritmos para cada
instância. Foram realizadas algumas experiências utilizando o teste de Kruskal-Wallis durante
a tomada de decisão e para definições de tamanho de população. Para a comparação com a
8Estas proteínas foram selecionadas a partir do PDB por terem sido utilizadas também por outros autores, para
que fosse possível a comparação do ADEMO/D com outros algoritmos.
9Protein Data Bank (Banco de Dados de Proteínas) - http://www.rcsb.org/
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Tabela 22: Parâmetros usados pelo ADEMO/Dβ para o PSP.
Valores Descrição
Parâmetros da ED
N {50, 100, 200, 600} Tamanho da população.
CR 1,0 Taxa de cruzamento.
F 0,5 Fator de mutação.
Pinter 0,75 Probabilidade de interpolação.
pm 1/30 Probabilidade da mutação polinomial.
τ 20 Índice de distribuição da mutação polinomial.
MAX-AVAL 500.000 Número máximo de avaliações.
Parâmetros do MOEA/D
T 0,1N Número de vetores de peso na vizinhança.
nr 0,01N Número máximo de soluções substituídas
pela solução nova gerada.
δ 0,9 Probabilidade das soluções pais (vetores alvo)
serem selecionadas da vizinhança.
Parâmetros do PM
α
0,3 Taxa de adaptação.
pmin 0,05 Probabilidade mínima de cada estratégia.
Parâmetros do MOP
TD {2-ângulos, 4-ângulos,
Empírico, Energia Total}
Tomador de decisão.
literatura não foi possível realizar uma análise estatística, pois os resultados obtidos para cada
execução de outros trabalhos não estão disponíveis.
Na Seção 5.3.3.1, são mostrados os testes com o ADEMO/Dβ utilizando diferentes
parâmetros para o tamanho de população) e os resultados para o conjunto de instâncias abor-
dadas (6 proteínas reais). Estes resultados são apresentados em termos de valores de RMSD
das conformações retornadas pelos tomadores de decisão, a fim de analisar o impacto do ta-
manho da população para ADEMO/Dβ (estes testes resultaram na versão ADEMO/D100β ). Em
seguida, na Seção 5.3.3.2 são analisados os resultados em termos de energia e RMSD obtidos
pelo ADEMO/Dβ (estes testes resultaram na versão ADEMO/Dβ 100emp) considerando as mesmas
instâncias, a fim de escolher um tomador de decisão a ser utilizado. Finalmente, na Seção 5.3.4
são comparadas a versão padrão do otimizador para o problema das proteínas (denominada
ADEMO/DPSP) com as abordagens da literatura.
5.3.3.1 CONFIGURAÇÃO DE TAMANHO DA POPULAÇÃO
Conforme já comentado, no final de cada execução do ADEMO/Dβ , o tomador de de-
cisão retorna uma solução, com base em seu critério de decisão. Esta solução pode ser avaliada
pelos critérios de desempenho definidos neste trabalho como o valor da energia da conformação
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da proteína e seu valor de RMSDCα . Ao final de 30 execuções, tem-se 30 valores de RMSDs.
Uma avaliação desses valores é feita adotando o teste de Kruskal-Wallis para comparar todas as
versões, instância por instância. Nos experimentos de teste realizados nesta seção, foram consi-
deradas 16 versões, analisando quatro tomadores de decisão diferentes em 500.000 avaliações.
Conforme descrito na Tabela 22, também foram testados diferentes valores para N (tamanho
da população) = {50, 100, 200, 600}, com os respectivos tamanhos de vizinhança (T) e nú-
mero máximo de soluções substituídas (nr) em 10% de N e 1% de N, respectivamente. A este
conjunto de valores de N se incluiu a configuração 600-20-2 (N, T, nr), que obteve melhores
resultados para o conjunto de benchmarks (Seção 5.2.3).
A Tabela 23 apresenta a média e o desvio padrão dos valores de RMSDCα das con-
formações retornadas pelos tomadores de decisão considerando as proteínas Met-Enkephalin,
1ZDD, 1CRN, 1ROP, 1CTF e 2MLT. Células cinza escuras enfatizam os melhores resultados
de média.
Tabela 23: Média e o desvio padrão dos valores de RMSDsCα retornados pelos tomadores de de-
cisão com base em 30 execuções independentes do ADEMO/Dβ para as proteínas Met-Enkephalin,
1ZDD, 1CRN, 1ROP, 1CTF e 2MLT. O número de avaliações está definido em 500.000.
Proteína Met-Enkephalin 1ZDD 1CRN 1ROP 1CTF 2MLT
N 50 (ADEMO/D50β )
2-ângulos 1,92 ± 0,12 5,89 ± 2,75 11,24 ± 1,45 7,16 ± 3,24 15,22 ± 1,83 3,46 ± 0,71
4-ângulos 1,92 ± 0,12 5,89 ± 2,75 11,25 ± 1,45 7,16 ± 3,24 15,21 ± 1,82 3,47 ± 0,71
Empírico 1,92 ± 0,11 5,83 ± 2,71 11,23 ± 1,50 7,15 ± 3,26 15,17 ± 1,82 3,45 ± 0,71
Energia total 1,92 ± 0,11 5,89 ± 2,75 11,30 ± 1,43 7,15 ± 3,27 15,21 ± 1,83 3,49 ± 0,71
N 100 (ADEMO/D100β )
2-ângulos 1,97 ± 0,12 5,73 ± 2,53 10,74 ± 1,62 7,20 ± 4,25 15,32 ± 1,53 3,22 ± 0,73
4-ângulos 1,98 ± 0,11 5,73 ± 2,53 10,75 ± 1,63 7,20 ± 4,25 15,33 ± 1,54 3,21 ± 0,72
Empírico 1,95 ± 0,11 5,70 ± 2,55 10,71 ± 1,66 7,08 ± 4,08 15,30 ± 1,52 3,25 ± 0,74
Energia total 1,96 ± 0,11 5,74 ± 2,55 10,73 ± 1,65 7,05 ± 4,06 15,32 ± 1,52 3,21 ± 0,74
N 200 (ADEMO/D200β )
2-ângulos 1,91 ± 0,12 6,17 ± 2,92 10,99 ± 1,47 6,73 ± 3,43 15,89 ± 1,78 3,46 ± 0,61
4-ângulos 1,91 ± 0,12 6,16 ± 2,92 11,00 ± 1,47 6,73 ± 3,43 15,81 ± 1,81 3,46 ± 0,61
Empírico 1,90 ± 0,11 6,17 ± 2,92 10,87 ± 1,45 6,62 ± 3,24 15,77 ± 1,77 3,45 ± 0,56
Energia total 1,92 ± 0,12 6,18 ± 2,94 10,94 ± 1,47 6,66 ± 3,24 15,89 ± 1,78 3,46 ± 0,60
N 600 (ADEMO/D600β )
2-ângulos 1,94 ± 0,15 7,22 ± 2,77 11,95 ± 2,01 7,70 ± 4,70 16,28 ± 1,94 3,37 ± 0,79
4-ângulos 1,94 ± 0,15 7,22 ± 2,77 11,95 ± 2,01 7,70 ± 4,70 16,28 ± 1,94 3,37 ± 0,79
Empírico 1,92 ± 0,12 6,98 ± 2,72 11,08 ± 1,55 6,75 ± 3,52 16,29 ± 1,96 3,43 ± 0,83
Energia total 1,94 ± 0,14 7,23 ± 2,81 11,12 ± 1,59 6,74 ± 3,51 16,39 ± 1,94 3,34 ± 0,88
N 600-20-2 (ADEMO/D600−20−2β )
2-ângulos 2,02 ± 0,14 5,63 ± 2,65 11,10 ± 1,65 10,44 ± 5,00 16,65 ± 1,88 3,33 ± 0,73
4-ângulos 2,02 ± 0,14 5,63 ± 2,65 11,10 ± 1,65 10,44 ± 5,00 16,67 ± 1,89 3,33 ± 0,73
Empírico 2,01 ± 0,11 5,09 ± 2,31 11,11 ± 1,65 9,99 ± 5,08 16,71 ± 2,05 3,23 ± 0,75
Energia total 2,02 ± 0,13 5,29 ± 2,56 11,07 ± 1,61 9,87 ± 5,02 16,76 ± 1,99 3,22 ± 0,75
Com base no teste de Kruskal-Wallis, conclui-se que, independentemente da proteína
considerada, não há diferenças estatisticamente significativas entre todos os tomadores de deci-
são, considerando valores de RMSDCα das conformações retornadas. Também pode ser obser-
vado que os valores médios mais baixos são encontrados com o tamanho da população igual a
100 para a maioria das proteínas testadas, exceto para a Met-Enkephalin e 1ROP que obteve os
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melhores resultados com o tamanho da população igual a 200. Esta conclusão também é man-
tida para outras fases evolutivas (50.000; 100.000; 200.000; 300.000 e 400.000), apresentadas
no Apêndice G.
Com este experimento, definiu-se o tamanho da população como 100, uma vez que
avalia-se que valores comparáveis de RMSDCα podem ser encontrados com este tamanho da po-
pulação para a maioria das proteínas consideradas. A versão passou a se chamar ADEMO/D100β .
5.3.3.2 CONFIGURAÇÃO DE TOMADOR DE DECISÃO
As Figuras 27 e 28 comparam os melhores resultados retornados por todos os toma-
dores de decisão com N = 100 (ADEMO/Dβ 100) após 30 execuções independentes para todas
as instâncias consideradas. Valores de energia mínimos (à esquerda das Figuras 27 e 28) e
RMSDCα mínimos (à direita das Figuras 27 e 28) são comparados durante todo o processo evo-
lucionário. A metodologia usada nesta comparação foi inspirada pela adotada em Cutello et al.
(2008). Além disso, inclui-se um zoom em cada figura para enfatizar as diferenças nas fases
finais do processo evolutivo.
Com base na análise de energia das Figuras 27 e 28 (lado esquerdo) conclui-se que,
para todos os tomadores de decisão considerados, o otimizador ADEMO/D100β reduz gradual-
mente os valores de energias ao longo do processo evolutivo. A redução é mais intensa durante
a primeira metade do processo (200 a 300 mil avaliações).
No caso dos RMSDs (lado direito das Figuras 27 e 28), os valores também são reduzi-
dos durante a evolução para a maioria das proteínas. No caso específico da Met-Enkephalin e da
1ZDD, os valores de RMSDCα são incrementados em alguns pontos, mas desde que a faixa de
valores possíveis é pequena (1,65 Å a 1,79 Å), pode-se considerar que os valores de RMSDCα
são quase constantes, variando, por exemplo, de 1,73 Å a 1,79 Å para a Met-Enkephalin.
Com o objetivo de definir uma versão padrão para o problema das proteínas, o tomador
com base no ponto de empírico foi escolhido. Embora o tomador de decisão com base no total
da energia (ADEMO/D100βeng) produza os menores valores de energia (como era esperado), o
tomador baseado no ponto empírico (ADEMO/D100βemp) fornece um melhor compromisso entre
os dois critérios que estão sendo considerados.
As fronteiras de Pareto fornecidas pela versão padrão do ADEMO/D100βemp , em diferen-
tes etapas do processo evolutivo, são mostradas na Figura 29. Os pontos destacados repre-
sentam a conformação prevista escolhida (em 200.000 avaliações) pelo tomador de decisão do
ADEMO/D100βemp (ou seja, a mais próxima do ponto empírico). O número máximo de avalia-
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(a)
(b)
(c)
Figura 27: ADEMO/D100β : energia (esquerda) e RMSDCα (direita) mínimos encontrados após 30
execuções independentes para (a) Met-Enkephalin, (b) 1ZDD e (c) 1CRN, considerando a evolução
ao longo do número de avaliações.
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(a)
(b)
(c)
Figura 28: ADEMO/D100β : energia (esquerda) e RMSDCα (direita) mínimos encontrados após 30
execuções independentes para (a) 1ROP, (b) 1CTF e (c) 2MLT, considerando a evolução ao longo
do número de avaliações.
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ções da função de energia foi definido para 2 × 105, para comparar de forma justa com outras
abordagens que usam um número de avaliações similares.
Figura 29: ADEMO/D100βemp: fronteiras de Pareto para as proteínas Met-Enkephalin, 1ZDD, 1CRN,
1ROP, 1CTF e 2MLT.
Pode-se observar que, em geral, os pontos na fronteira de Pareto para todas as pro-
teínas testadas são bem espaçados, exceto no lado direito da curva (onde estão representadas
as menores energias dos itens ligados), talvez devido a uma deficiência de otimizador ou uma
descontinuidade na função de energia. Para 1ZDD, 1ROP e 1CTF pode-se observar um grande
espaço entre as várias fronteiras de Pareto encontradas. Por exemplo, há uma grande diferença
entre 200 mil e 300 mil avaliações. Estas proteínas são os maiores peptídeos analisados com
566, 447 e 487 átomos, respectivamente. Isto explica a grande variação que pode ocorrer entre
os passos evolutivos.
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5.3.4 ADEMO/DPSP: COMPARAÇÃO COM A LITERATURA
Nesta seção, os resultados obtidos pela versão ADEMO/D100βemp para o PSP (ADEMO/DPSP)
são comparados com outros algoritmos: IPAES (CUTELLO et al., 2006, 2008), PSAGC (LIU;
TAO, 2006), NOMAD-PSP (NICOSIA; STRACQUADANIO, 2007), IMMALG-DIRECT (ANILE
et al., 2007), Framework paralelo de Becerra et al. (2010), HGA (DORN et al., 2011) e SaDE/RGA
(SUDHA et al., 2013).
As Figuras 30 e 31 mostram a dinâmica envolvendo os valores finais encontrados pelo
ADEMO/DPSP e outras abordagens para o conjunto de proteínas testadas. À esquerda das
Figuras 30 e 31 os pontos representam a energia da conformação final encontrada e à direita
estão representados os respectivos valores de RMSDCα .
Em termos de energia (à esquerda das Figuras 30 e 31), ADEMO/DPSP obteve va-
lores mais baixos na maioria dos estágios evolutivos para cinco das seis proteínas testadas.
ADEMO/DPSP foi superado por NOMAD-PSP para a proteína 1ZDD. No entanto, NOMAD-
PSP utiliza um número maior (duas vezes mais) de avaliações que o ADEMO/DPSP.
Os valores de RMSDCα encontrados pelo ADEMO/DPSP (à direita das Figuras 30 e 31)
são semelhantes aos da literatura. Para a proteína 1ZDD, ADEMO/DPSP obteve os melhores
resultados. Em outros casos, a diferença para o melhor da literatura variou entre 0,2 Å a 2,6 Å.
A proteínas que obtiveram os menores valores de RMSDCα (1PLW e 1ZDD) são as
que tiveram estrutura determinadas por ressonância nuclear magnética e as outras por difração
de raio X com alta resolução (1,5 Å a 1,7 Å)10. Na difração há maior restrição conformacional
que na ressonância.
Os resultados obtidos pelo ADEMO/DPSP (e também por outros algoritmos) mostram
que, em alguns casos, os melhores valores de energia não estão associados com o melhor valor
de RMSDCα . Outras investigações com outros campos de força empíricos poderiam melhorar
as conclusões sobre as razões para estes resultados dissociados. No entanto, ADEMO/DPSP
alcançou bons resultados e se mostrou um otimizador competitivo e uma alternativa interessante
para resolver o PSP.
No Apêndice H são apresentados os resultados numéricos para os experimentos feitos
nesta seção (i.e. os pontos destacados nas Figuras 30 e 31), que representam a conformação
predita escolhida para comparação (2.0 × 105 avaliações). A conformação final e estrutura
nativa de todas as proteínas são também apresentadas no Apêndice H.
10Informações retiradas do PDB.
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(a)
(b)
(c)
Figura 30: Energia (esquerda) e RMSDCα (direita) da conformação final encontrada pelo
ADEMO/DPSP e as outras abordagens para (a) Met-Enkephalin, (b) 1ZDD e (c) 1CRN, conside-
rando a evolução ao longo de várias avaliações.
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(a)
(b)
(c)
Figura 31: Energia (esquerda) e RMSDCα (direita) da conformação final encontrada pelo
ADEMO/DPSP e as outras abordagens para (a) 1ROP, (b) 1CTF e (c) 2MLT, considerando a evolu-
ção ao longo de várias avaliações.
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6 CONSIDERAÇÕES FINAIS
Este documento apresentou os algoritmos e resultados do uso da abordagem da evolu-
ção diferencial multiobjetivo usando a plataforma do MOEA/D para alguns problemas bench-
marks e o problema da predição da estrutura de proteínas usando métodos adaptativos e não-
adaptativos.
Para os testes no conjunto de benchmarks do CEC-2009, foram implementadas 9 ver-
sões de um algoritmo geral de ED que considera aspectos multiobjetivo e adaptação de parâme-
tros. As versões diferem basicamente no uso dos parâmetros CR e F fixos, ou que se adaptam
durante o processo evolutivo e na forma que utilizam um conjunto de estratégias de mutação da
ED. A versão com melhor desempenho nos benchmarks testados foi a que utiliza os parâmetros
CR e F fixos e diferentes estratégias de mutação escolhidas ao longo do processo evolutivo.
Foram aplicados testes estatísticos para comparar esta melhor versão desenvolvida com outros
algoritmos da literatura. O teste de MS_Friedman foi considerado para avaliar o desempenho
geral dos algoritmos, enquanto que o teste Kruskal-Wallis foi adotado para detectar se existe
diferença estatística entre os indicadores encontrados em cada algoritmo. Segundo os testes, o
algoritmo proposto correspondeu ao melhor algoritmo de acordo com todos os indicadores (ep-
silon-unário, hipervolume e R) utilizados. Os algoritmos da literatura utilizados no comparativo
foram: MOEA/D-DRA, ENS-MOEA/D, MOEA/D-DRA-CMX+SPX e NSGA-II.
Na abordagem para a predição da estrutura de proteínas, a modelagem foi feita como
um problema de otimização multiobjetivo (dois objetivos) com algoritmo baseado no MOEA/D
e Evolução Diferencial, com adaptação de parâmetros. A implementação desenvolvida foi di-
recionada a fim de minimizar a energia potencial guiando os indivíduos da população por áreas
da fronteira de Pareto que correspondessem a soluções com uma boa relação entre as ener-
gias dos átomos ligados e não-ligados. Os algoritmos da literatura utilizados no comparativo
foram: IPAES, PSAGC, NOMAD-PSP, IMMALG-DIRECT, um framework paralelo, HGA e
SaDE/RGA.
De um modo geral, três pontos principais desta proposta podem ser destacados como
134
inéditos:
1. A análise de avaliação de impacto de agregar ED adaptativa com o algoritmo MOEA/D;
2. Uso de um algoritmo baseado em decomposição, como o MOEA/D, para abordar o PSP.
3. A adaptação de parâmetros em algoritmos de Evolução Diferencial não foi reportada na
literatura para solução do PSP. Portanto, a proposta de uma ED adaptativa, contribui para
a área de pesquisa, além de liberar o usuário da dificil tarefa de ajustar os parâmetros do
algoritmo.
Alguns pontos secundários, também inéditos podem ser considerados:
• Análise experimental de qual método adaptativo de seleção de estratégia (entre PM e
AP) foi mais adequado para resolver o conjunto clássico de instâncias contínuas para
problemas multiobjetivo de otimização (CEC-2009);
• Teste com um operador híbrido de mutação baseado em polinômios como elemento can-
didato em um conjunto de estratégias (esta estratégia, proposta em Sindhya et al. (2011)
para o MOEA/D, não foi testada em algoritmos adaptativos);
• Análise de aspectos da tomada de decisão para o PSP, com testes para alguns tomadores
de decisão.
Algumas conclusões importantes da realização deste trabalho podem ser elencadas:
1. Versões adaptativas apresentaram melhores resultados do que versões não-adaptativas
para o conjunto de funções benchmarks do CEC-2009. Submeter ao otimizador proposto
um conjunto com diferentes tipos de problemas a serem resolvidos possibilitou testar sua
robustez. Os resultados mostraram que, para a maioria das funções, ele se comportou
melhor do que os outros algoritmos da literatura;
2. Diferentes estratégias de adaptação permitem a análise de diferentes aspectos do otimiza-
dor. Os primeiros bons resultados adaptativos desta proposta foram obtidos com o SaDE
e, quando foram feitos testes utilizando diferentes técnicas (PM e AP), os resultados me-
lhoraram ainda mais. Isto mostra que a forma com que as informações são coletadas para
o processo adaptativo pode ter um grande impacto nos resultados finais. Este pode ser um
ponto a ser melhor explorado no futuro;
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3. O PSP é um problema que exige muitos recursos computacionais para simulação. A abor-
dagem de aprimorar e testar o otimizador utilizando um conjunto de funções benchmaks
funcionou satisfatoriamente. Diversos recursos puderam ser avaliados a fim de definir
uma versão a ser utilizada para o PSP;
4. A análise de tomada de decisão é uma fase importante do processo evolutivo multiobje-
tivo. Não foram encontradas diferenças estatísticas significativas entre os quatro toma-
dores de decisão considerados. Mesmo assim, a análise permitiu a escolha do tomador
baseado no conceito de ponto empírico, escolhido pela observação das médias dos resul-
tados retornados. Mesmo com as restrições nas faixas dos ângulos possíveis, o campo de
busca ainda é muito grande e há uma grande variação nas soluções retornadas pelo PSP.
Isto provoca um impacto grande nos valores de médias, dificultando também a análise
utilizando esta abordagem.
Algumas possibilidades de trabalhos futuros para esta pesquisa são:
• Utilização do algoritmo MOEA/D-DRA, que aloca de forma diferente os recursos para
cada subproblema, de acordo com a dificuldade de cada subproblema. O ADEMO/D
aloca igualmente os recursos para todos os subproblemas, supondo que cada subproblema
tem a mesma dificuldade. Esta distribuição mais adequada de recursos pode ser benéfica
para o desempenho do ADEMO/D;
• Investigação de outros métodos adaptativos para a evolução diferencial, de forma a possi-
bilitar a adaptação automática de outros parâmetros da ED (CR e F), além das estratégias
de mutação. Esta pesquisa poderia tornar o otimizador mais adequado para ser aplicado
a um número maior de problemas;
• Estudo do tratamento do PSP utilizando mais do que dois objetivos na otimização. Esta
ainda é uma questão pouco explorada na literatura.
• Teste de outros campos de força empíricos além do CHARMM como função de energia;
• Estudo de tomadores de decisão que permitam decidir a melhor conformação a ser retor-
nada com base em conceitos biológicos.
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APÊNDICE A -- MICRO ANÁLISE: COMPARATIVO ENTRE 9 VERSÕES
ADAPTATIVAS E NÃO ADAPTATIVAS (INSTÂNCIAS
BENCHMARKS)
Este apêndice contém as tabelas com os resultados (p-valores) para os indicadores
de epsilon, hipervolume e R. Os resultados do teste Kruskal-Wallis são representados pelos
p-valores do teste. P-valores menores que 0,05 indicam que o algoritmo da linha da tabela
é melhor que o algoritmo da coluna, enquanto p-valores maiores que 0,95 indicam que o al-
goritmo da coluna é melhor que o da linha (com 95% de confiança). As tabelas apresentam
os valores para 9 versões implementadas (adaptativas e não-adaptativas) para as instâncias (ou
funções irrestritas) UF1 a UF10,
A.1 INSTÂNCIA 1 (UF1)
As Tabelas 24, 25 e 26 apresentam os resultados das 9 versões implementadas para a
UF1, cada uma em relação a outra, para o indicadores epsilon, de hipervolume e R, respectiva-
mente.
Tabela 24: Testes de versões implementadas para a UF1 com o indicador epsilon.
eps 1 2 3 4 5 6 7 8 9
1 0,792527 0,837792 0,656131 1,05741e-013 0,798634 0,317593 0,387335 0,235978
2 0,207473 0,567729 0,339552 4,86676e-016 0,508605 0,0988328 0,135501 0,0627681
3 0,162208 0,432271 0,279555 1,52166e-016 0,440766 0,0724331 0,101924 0,0444466
4 0,343869 0,660448 0,720445 7,74759e-015 0,668308 0,190546 0,245736 0,131294
5 1 1 1 1 1 1 1 1
6 0,201366 0,491395 0,559234 0,331692 4,20428e-016 0,0951492 0,130878 0,0601677
7 0,682407 0,901167 0,927567 0,809454 2,08675e-012 0,904851 0,574656 0,403189
8 0,612665 0,864499 0,898076 0,754264 6,4816e-013 0,869122 0,425344 0,332404
9 0,764022 0,937232 0,955553 0,868706 9,29638e-012 0,939832 0,596811 0,667596
Tabela 25: Testes de versões implementadas para a UF1 com o indicador de hipervolume.
hip 1 2 3 4 5 6 7 8 9
1 0,78858 0,629963 0,603557 1,55354e-017 0,172667 0,0510871 0,00258642 0,00689211
2 0,21142 0,319139 0,294852 5,11535e-020 0,0408062 0,00761585 0,000175188 0,0005849
3 0,370037 0,680861 0,472412 1,50085e-018 0,10128 0,0248166 0,000905455 0,00265085
4 0,396443 0,705148 0,527588 2,45192e-018 0,114027 0,02907 0,00113559 0,00326022
5 1 1 1 1 1 1 1 1
6 0,827333 0,959194 0,89872 0,885973 9,45512e-015 0,243905 0,0309905 0,0630931
7 0,948913 0,992384 0,975183 0,97093 8,12037e-013 0,756095 0,119597 0,200995
8 0,997414 0,999825 0,999095 0,998864 8,65474e-010 0,96901 0,880403 0,633032
9 0,993108 0,999415 0,997349 0,99674 1,25818e-010 0,936907 0,799005 0,366968
Todas estas versões utilizam a estratégia “ED/rand/1/bin”.
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Tabela 26: Testes de versões implementadas para a UF1 com o indicador R.
rind 1 2 3 4 5 6 7 8 9
1 5,039e-008 8,29e-016 1,233e-018 1,835e-089 9,483e-031 3,389e-055 1,638e-067 6,264e-068
2 1 0,00146146 5,158e-005 7,576e-073 2,440e-013 4,918e-036 6,272e-049 2,243e-049
3 1 0,998539 0,174146 4,694e-063 3,157e-006 1,092e-025 2,249e-038 7,980e-039
4 1 0,999948 0,825854 6,693e-060 0,00014694 1,387e-022 4,466e-035 1,592e-035
5 1 1 1 1 1 1 1 1
6 1 1 0,999997 0,999853 3,0133e-047 1,104e-011 1,3871e-022 5,309e-023
7 1 1 1 1 4,968e-023 1 0,00014694 9,071e-005
8 1 1 1 1 4,831e-012 1 0,999853 0,449153
9 1 1 1 1 1,047e-011 1 0,999909 0,550847
A.2 INSTÂNCIA 2 (UF2)
As Tabelas 27, 28 e 29 apresentam os resultados das 9 versões implementadas, cada
uma em relação a outra, para o indicadores epsilon, de hipervolume e R, respectivamente.
Tabela 27: Testes de versões implementadas para a UF2 com o indicador epsilon.
eps 1 2 3 4 5 6 7 8 9
1 1 0,950559 1 3,287e-007 1 0,889552 1 1
2 4,332e-017 2,237e-012 0,000173154 5,997e-034 0,097475 1,523e-013 0,000597231 0,00252478
3 0,049441 1 0,999831 4,626e-011 1 0,334095 0,999956 0,999993
4 1,300e-007 0,999827 0,000168599 1,105e-021 0,989618 3,217e-005 0,636526 0,787193
5 1 1 1 1 1 1 1 1
6 2,412e-013 0,902525 4,084e-009 0,0103816 1,898e-029 3,822e-010 0,0245562 0,0638079
7 0,110448 1 0,665905 0,999968 5,440e-010 1 0,999992 0,999999
8 2,220e-008 0,999403 4,422e-005 0,363474 8,134e-023 0,975444 7,505e-006 0,672883
9 2,041e-009 0,997475 6,907e-006 0,212807 2,734e-024 0,936192 1,013e-006 0,327117
Tabela 28: Testes de versões implementadas para a UF2 com o indicador de hipervolume.
hip 1 2 3 4 5 6 7 8 9
1 0,998564 0,266893 0,984066 1.22211e-007 0,965133 0,380015 0,994625 0,895528
2 0,0014362 000168866 0,197524 2.61684e-015 0,117871 0,000522627 0,330015 0,04065
3 0,733107 0,999831 0,99709 2.3193e-006 0,99241 0,624366 0,999208 0,96957
4 0,015934 0,802476 0,00290957 6.44837e-013 0,36837 0,007204 0,659489 0,184991
5 1 1 0,999998 1 1 0,999999 1 1
6 0,0348671 0,882129 0,00759032 0,63163 5.13651e-012 0,0171842 0,772452 0,28746
7 0,619985 0,999477 0,375634 0,992796 5.36443e-007 0,982816 0,997813 0,940644
8 0,00537516 0,669985 0,000792358 0,340511 4.70999e-014 0,227548 0,00218709 0,0957435
9 0,104472 0,95935 0,0304299 0,815009 1.42579e-010 0,71254 0,0593561 0,904256
A melhor versão para a UF2 segundo os três indicadores é a V2, aquela onde o CR é
fixo, o F é adaptativo e a estratégia utilizada é a “ED/rand/1/bin”.
A.3 INSTÂNCIA 3 (UF3)
As Tabelas 30, 31 e 32 apresentam os resultados das 9 versões implementadas, cada
uma em relação a outra, para o indicadores epsilon, de hipervolume e R, respectivamente.
Para a instância UF3 a versão V4 é a melhor para os indicadores de hipervolume e R,
sendo que para o epsilon a melhor versão é a V6.
A.4 INSTÂNCIA 4 (UF4)
As Tabelas 33, 34 e 35 apresentam os resultados das 9 versões implementadas, cada
uma em relação a outra, para o indicadores epsilon, de hipervolume e R, respectivamente.
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Tabela 29: Testes de versões implementadas para a UF2 com o indicador R.
rind 1 2 3 4 5 6 7 8 9
1 1 0,679586 0,999462 5.352e-010 0,999999 0,258956 1 0,975976
2 4.421e-013 7.866e-012 1.736e-005 2.264e-033 0,00356251 6.812e-015 0,0101394 3.81761e-008
3 0,320414 1 0,997563 3.637e-011 0,99999 0,133038 0,999998 0,935037
4 0,000538461 0,999983 0,0024369 2.693e-019 0,932678 4.951e-005 0,969224 0,0939407
5 1 1 1 1 1 1 1 1
6 1.293e-006 0,996437 1.018e-005 0,0673221 3.998e-024 .6904e-008 0,646726 0,00257744
7 0,741044 1 0,866962 0,99995 1.780e-008 1 1 0,995525
8 2.175e-007 0,989861 1.950e-006 0,0307757 2.236e-025 0,353274 8.084e-009 0,000777475
9 0,0240242 1 0,0649626 0,906059 2.552e-015 0,997423 0,0044748 0,999223
Tabela 30: Testes de versões implementadas para a UF3 com o indicador epsilon.
eps 1 2 3 4 5 6 7 8 9
1 0,0614889 0,00371599 0,854558 9.80229e-015 0,962201 0,481632 0,200882 0,0355689
2 0,938511 0,125489 0,995153 1.40109e-010 0,999505 0,932757 0,760074 0,39577
3 0,996284 0,874511 0,999894 6.99011e-008 0,999994 0,995752 0,967859 0,811769
4 0,145442 0,00484719 0,000106367 7.32624e-018 0,765632 0,135212 0,0293882 0,00221834
5 1 1 1 1 1 1 1 1
6 0,037799 0,000494635 5.54234e-006 0,234368 4.10553e-020 0,0341934 0,00460417 0,000193247
7 0,518368 0,0672433 0,00424784 0,864788 1.32656e-014 0,965807 0,214032 0,0392923
8 0,799118 0,239926 0,0321414 0,970612 2.06396e-012 0,995396 0,785968 0,165941
9 0,964431 0,60423 0,188231 0,997782 6.29586e-010 0,999807 0,960708 0,834059
Tabela 31: Testes de versões implementadas para a UF3 com o indicador de hipervolume.
hip 1 2 3 4 5 6 7 8 9
1 0,00566719 0,000362512 0,962239 4.253e-018 0,776553 0,339127 0,0154361 0,0037099
2 0,994333 0,192474 0,99999 6.489e-011 0,999472 0,983154 0,647811 0,441159
3 0,999637 0,807526 1 8.290e-009 0,99998 0,998544 0,893811 0,764561
4 0,0377612 1.042e-005 1.966e-007 8.823e-024 0,153715 0,0143525 4.935e-005 5.51766e-006
5 1 1 1 1 1 1 1 1
6 0,223447 0,000528471 1.971e-005 0,846285 1.795e-020 0,12012 0,00183197 0,000315117
7 0,660873 0,0168461 0,00145582 0,985647 7.675e-017 0,87988 0,0402018 0,011612
8 0,984564 0,352189 0,106189 0,999951 6.784e-012 0,998168 0,959798 0,29897
9 0,99629 0,558841 0,235439 0,999994 1.531e-010 0,999685 0,988388 0,70103
Tabela 32: Testes de versões implementadas para a UF3 com o indicador R.
rind 1 2 3 4 5 6 7 8 9
1 0,0027116 4.382e-005 0,962013 1.583e-019 0,564421 0,120654 0,0013464 0,00120819
2 0,997288 0,119395 0,999996 1.904e-011 0,998355 0,947826 0,410844 0,39779
3 0,999956 0,880605 1 1.422e-008 0,999977 0,99734 0,829798 0,821149
4 0,0379873 3.511e-006 1.140e-008 2.650e-025 0,0532987 0,00170079 1.268e-006 1.086e-006
5 1 1 1 1 1 1 1 1
6 0,435579 0,00164541 2.277e-005 0,946701 4.892e-020 0,0912359 0,000792595 0,000708029
7 0,879346 0,052174 0,00266043 0,998299 5.835e-016 0,908764 0,0323325 0,0299904
8 0,998654 0,589156 0,170202 0,999999 7.195e-011 0,999207 0,967668 0,486557
9 0,998792 0,60221 0,178851 0,999999 8.755e-011 0,999292 0,97001 0,513443
Tabela 33: Testes de versões implementadas para a UF4 com o indicador epsilon.
eps 1 2 3 4 5 6 7 8 9
1 0,999993 0,999998 1 4.446e-009 1 1 1 1
2 7.032e-006 0,61455 1 1.258e-021 1 1 1 1
3 1.939e-006 0,38545 1 1.434e-022 1 1 1 1
4 3.549e-043 9.755e-028 9.471e-027 1.229e-063 0,693505 1 1 0,264643
5 1 1 1 1 1 1 1 1
6 5.878e-045 1.819e-029 1.809e-028 0,306495 2.578e-065 1 1 0,128425
7 1.083e-067 8.890e-053 9.094e-052 3.766e-012 3.714e-086 7.717e-011 1 7.26121e-014
8 4.313e-084 2.365e-070 2.068e-069 1.917e-028 6.985e-101 1.003e-026 1.60087e-007 1.32184e-030
9 5.861e-041 1.300e-025 1.218e-024 0,735357 1.565e-061 0,871575 1 1
Tabela 34: Testes de versões implementadas para a UF4 com o indicador do hipervolume.
hip 1 2 3 4 5 6 7 8 9
1 1 1 1 2.057e-012 1 1 1 1
2 2.061e-010 0,406392 1 4.260e-033 1 1 1 1
3 7.862e-010 0,593608 1 2.842e-032 1 1 1 1
4 2.470e-056 1.240e-033 1.844e-034 5.847e-080 0,921956 1 1 0,975618
5 1 1 1 1 1 1 1 1
6 3.691e-061 1.279e-038 1.873e-039 0,078044 2.969e-084 1 1 0,711151
7 4.465e-096 5.142e-077 9.449e-078 8.578e-030 7.273e-115 5.642e-025 1 3.909e-023
8 1.916e-110 3.219e-093 6.950e-094 5.946e-049 1.824e-127 5.772e-044 5.215e-008 5.28725e-042
9 5.019e-063 1.395e-040 2.040e-041 0,0243823 6.605e-086 0,288849 1 1
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Tabela 35: Testes de versões implementadas para a UF4 com o indicador R.
rind 1 2 3 4 5 6 7 8 9
1 1 1 1 3.649e-012 1 1 1 1
2 6.026e-011 0,391244 1 1.636e-033 1 1 1 1
3 2.962e-010 0,608756 1 1.499e-032 1 1 1 1
4 5.221e-057 1.401e-033 1.519e-034 2.812e-080 0,955137 1 1 0,950107
5 1 1 1 1 1 1 1 1
6 9.227e-063 1.487e-039 1.583e-040 0,0448629 2.138e-085 1 1 0,479516
7 8.452e-097 3.602e-077 5.011e-078 5.129e-030 2.845e-115 2.935e-024 1 1.9835e-024
8 6.474e-111 3.749e-093 6.277e-094 6.355e-049 1.124e-127 6.000e-043 7.542e-008 3.95604e-043
9 1.370e-062 2.257e-039 2.402e-040 0,0498932 3.035e-085 0,520484 1 1
Para a instância UF4 todos os indicadores apontam a versão V8 como a melhor.
A.5 INSTÂNCIA 5 (UF5)
As Tabelas 36, 37 e 38 apresentam os resultados das 9 versões implementadas, cada
uma em relação a outra, para o indicadores epsilon, de hipervolume e R, respectivamente.
Tabela 36: Testes de versões implementadas para a UF5 com o indicador epsilon.
eps 1 2 3 4 5 6 7 8 9
1 0,983125 0,971373 1 3.819e-006 1 1 1 1
2 0,0168752 0,411277 1 6.343e-011 1 1 1 1
3 0,0286268 0,588723 1 2.318e-010 1 1 1 1
4 1.572e-038 4.509e-031 7.533e-032 1.673e-054 0,670065 2.752e-010 3.207e-009 0,00783386
5 0,999996 1 1 1 1 1 1 1
6 4.424e-040 1.338e-032 2.215e-033 0,329935 5.135e-056 2.120e-011 2.778e-010 0,0021995
7 5.756e-017 5.063e-011 1.338e-011 1 5.921e-032 1 0,670671 0,999961
8 2.619e-018 3.586e-012 8.980e-013 1 1.715e-033 1 0,329329 0,999789
9 4.814e-030 7.214e-023 1.326e-023 0,992166 4.871e-046 0,9978 3.903e-005 0,000211109
Tabela 37: Testes de versões implementadas para a UF5 com o indicador do hipervolume.
hip 1 2 3 4 5 6 7 8 9
1 0,792781 0,953476 1 4.570e-008 1 1 1 1
2 0,207219 0,806983 1 5.769e-010 1 1 1 1
3 0,0465242 0,193017 1 3.546e-012 1 1 1 1
4 3.388e-038 2.508e-035 2.681e-032 2.278e-057 0,474333 5.941e-011 3.685e-011 0,00287565
5 1 1 1 1 1 1 1 1
6 5.710e-038 4.216e-035 4.487e-032 0,525667 3.779e-057 8.649e-011 5.380e-011 0,00348142
7 6.752e-016 1.448e-013 3.016e-011 1 6.120e-034 1 0,467592 0,999945
8 1.168e-015 2.430e-013 4.871e-011 1 1.177e-033 1 0,532408 0,99996
9 1.637e-028 9.543e-026 7.124e-023 0,997124 9.781e-048 0,996519 5.493e-005 3.980e-005
Para a instância UF5 todos os indicadores apontam para as versões V4 e V6 como
melhores.
A.6 INSTÂNCIA 6 (UF6)
As Tabelas 39, 40 e 41 apresentam os resultados das 9 versões implementadas, cada
uma em relação a outra, para o indicadores epsilon, de hipervolume e R, respectivamente.
Na instância UF6 o indicador epsilon mostra um empate entre todas as versões e os
outros dois indicadores apontam para as versões V4, V6, V7, V8 e V9 como melhores.
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Tabela 38: Testes de versões implementadas para a UF5 com o indicador R.
rind 1 2 3 4 5 6 7 8 9
1 0,747301 0,923749 1 1.485e-008 1 1 1 1
2 0,252699 0,778407 1 3.941e-010 1 1 1 1
3 0,0762514 0,221593 1 4.327e-012 1 1 1 1
4 5.617e-039 1.241e-036 6.063e-034 7.266e-059 0,239986 2.980e-013 4.481e-014 0,000161554
5 1 1 1 1 1 1 1 1
6 1.721e-036 3.724e-034 1.746e-031 0,760014 1.865e-056 2.279e-011 3.825e-012 0,00180363
7 4.889e-014 3.245e-012 3.017e-010 1 1.924e-032 1 0,383573 0,999947
8 3.244e-013 1.941e-011 1.581e-009 1 2.052e-031 1 0,616427 0,999984
9 2.385e-026 4.004e-024 1.283e-021 0,999838 2.897e-046 0,998196 5.281e-005 1.591e-005
Tabela 39: Testes de versões implementadas para a UF6 com o indicador epsilon.
eps 1 2 3 4 5 6 7 8 9
1 0,5 0,5 0,5 0,5 0,5 0,5 0,5 0,5 0,5
2 0,5 0,5 0,5 0,5 0,5 0,5 0,5 0,5 0,5
3 0,5 0,5 0,5 0,5 0,5 0,5 0,5 0,5 0,5
4 0,5 0,5 0,5 0,5 0,5 0,5 0,5 0,5 0,5
5 0,5 0,5 0,5 0,5 0,5 0,5 0,5 0,5 0,5
6 0,5 0,5 0,5 0,5 0,5 0,5 0,5 0,5 0,5
7 0,5 0,5 0,5 0,5 0,5 0,5 0,5 0,5 0,5
8 0,5 0,5 0,5 0,5 0,5 0,5 0,5 0,5 0,5
9 0,5 0,5 0,5 0,5 0,5 0,5 0,5 0,5 0,5
Tabela 40: Testes de versões implementadas para a UF6 com o indicador do hipervolume.
hip 1 2 3 4 5 6 7 8 9
1 0,500804 0,545741 1 0,315722 1 1 1 1
2 0,499196 0,544942 1 0,315006 1 1 1 1
3 0,454259 0,455058 1 0,276085 1 1 0,999999 1
4 1.355e-007 1.368e-007 2.378e-007 1.173e-008 0,504825 0,867686 0,431973 0,480705
5 0,684278 0,684994 0,723915 1 1 1 1 1
6 1.276e-007 1.289e-007 2.242e-007 0,495175 1.100e-008 0,865087 0,427223 0,475887
7 3.607e-010 3.648e-010 6.888e-010 0,132314 2.223e-011 0,134913 0,0991928 0,122269
8 3.124e-007 3.155e-007 5.408e-007 0,568027 2.861e-008 0,572777 0,900807 0,548936
9 1.719e-007 1.736e-007 3.005e-007 0,519295 1.512e-008 0,524113 0,877731 0,451064
Tabela 41: Testes de versões implementadas para a UF6 com o indicador R.
rind 1 2 3 4 5 6 7 8 9
1 0,389519 0,449192 0,999813 0,501435 0,999163 0,999909 0,99582 0,999951
2 0,610481 0,560755 0,999935 0,61186 0,999681 0,99997 0,998202 0,999984
3 0,550808 0,439245 0,999884 0,552232 0,999456 0,999944 0,997129 0,999971
4 0,000187323 6.482e-005 0,000116472 0,000189811 0,334322 0,576306 0,172254 0,637768
5 0,498565 0,38814 0,447768 0,99981 0,999153 0,999908 0,995776 0,99995
6 0,000836554 0,000319027 0,000543774 0,665678 0,000846602 0,732475 0,302269 0,782355
7 9.107e-005 3.019e-005 5.553e-005 0,423694 9.234e-005 0,267525 0,127737 0,56359
8 0,00418021 0,0017979 0,00287054 0,827746 0,00422386 0,697731 0,872263 0,902607
9 4.888e-005 1.564e-005 2.932e-005 0,362232 4.958e-005 0,217645 0,43641 0,0973926
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A.7 INSTÂNCIA 7 (UF7)
As Tabelas 42, 43 e 44 apresentam os resultados das 9 versões implementadas, cada
uma em relação a outra, para o indicadores epsilon, de hipervolume e R, respectivamente.
Tabela 42: Testes de versões implementadas para a UF7 com o indicador epsilon.
eps 1 2 3 4 5 6 7 8 9
1 0,00036043 0,00581787 0,91637 7.186e-025 0,402464 8.92945e-005 6.325e-013 0,0316073
2 0,99964 0,81052 0,999999 3.038e-014 0,999161 0,35213 3.513e-005 0,939612
3 0,994182 0,18948 0,999945 8.348e-017 0,988699 0,104163 7.612e-007 0,749955
4 0,0836302 1.293e-006 5.532e-005 1.481e-029 0,0519277 2.144e-007 6.909e-017 0,00065158
5 1 1 1 1 1 1 0,999938 1
6 0,597536 0,000839062 0,0113014 0,948072 4.741e-024 0,000224297 2.923e-012 0,0533913
7 0,999911 0,64787 0,895837 1 3.458e-013 0,999776 0,000152424 0,973063
8 1 0,999965 0,999999 1 6.159e-005 1 0,999848 1
9 0,968393 0,0603885 0,250045 0,999348 7.343e-019 0,946609 0,0269371 2.756e-008
Tabela 43: Testes de versões implementadas para a UF7 com o indicador do hipervolume.
hip 1 2 3 4 5 6 7 8 9
1 0,0757064 0,0367485 0,995698 2.142e-012 0,976131 0,461777 0,00561892 0,117047
2 0,924294 0,360244 0,999971 8.280e-009 0,999647 0,909736 0,133024 0,597113
3 0,963251 0,639756 0,999993 5.296e-008 0,999905 0,954925 0,225044 0,726924
4 0,00430211 2.919e-005 6.520e-006 3.613e-020 0,255446 0,00325033 2.006e-007 7.722e-005
5 1 1 1 1 1 1 0,999998 1
6 0,0238687 0,000353381 9.498e-005 0,744554 4.035e-018 0,0190151 4.252e-006 0,000820602
7 0,538223 0,0902643 0,045075 0,99675 3.859e-012 0,980985 0,00732436 0,136916
8 0,994381 0,866976 0,774956 1 1.991e-006 0,999996 0,992676 0,912614
9 0,882953 0,402887 0,273076 0,999923 2.203e-009 0,999179 0,863084 0,0873862
Tabela 44: Testes de versões implementadas para a UF7 com o indicador R.
rind 1 2 3 4 5 6 7 8 9
1 6.235e-006 4.289e-016 0,41546 5.992e-044 0,000982016 1.564e-019 4.672e-030 5.47127e-010
2 0,999994 2.487e-005 0,999985 2.170e-028 0,907234 1.530e-007 1.129e-015 0,0312885
3 1 0,999975 1 3.236e-015 1 0,129641 1.151e-005 0,987534
4 0,58454 1.546e-005 1.809e-015 3.385e-043 0,0019415 7.244e-019 2.533e-029 1.79104e-009
5 1 1 1 1 1 1 0,999953 1
6 0,999018 0,0927663 5.738e-008 0,998059 5.735e-033 1.254e-010 1.063e-019 0,00077833
7 1 1 0,870359 1 4.385e-012 1 0,000823292 0,999591
8 1 1 0,999988 1 4.682e-005 1 0,999177 1
9 1 0,968711 0,0124661 1 3.707e-022 0,999222 0,000409189 1.382e-010
Para a instância UF6 o indicador epsilon mostra que a versão V4 é a melhor. O indica-
dor de hipervolume aponta para as versões V4 e V6 e o R considera as versões V1 e V4 como
melhores.
A.8 INSTÂNCIA 8 (UF8)
As Tabelas 45, 46 e 47 apresentam os resultados das 9 versões implementadas, cada
uma em relação a outra, para o indicadores epsilon, de hipervolume e R, respectivamente.
Os indicadores epsilon e R apontam para a versão V2 como a melhor, enquanto que o
indicador de hipervolume indica as versões V3, V7 e V8.
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Tabela 45: Testes de versões implementadas para a UF8 com o indicador epsilon.
eps 1 2 3 4 5 6 7 8 9
1 0,832716 0,176066 1.434e-012 3.793e-033 2.961e-007 4.252e-015 3.666e-007 1.52794e-007
2 0,167284 0,0293423 2.866e-015 1.577e-036 2.041e-009 5.733e-018 2.601e-009 9.65048e-010
3 0,823934 0,970658 3.607e-010 6.397e-030 1.923e-005 1.671e-012 2.308e-005 1.08936e-005
4 1 1 1 2.649e-010 0,986027 0,182516 0,987516 0,980489
5 1 1 1 1 1 1 1 1
6 1 1 0,999981 0,0139725 2.436e-016 0,00101299 0,517732 0,445968
7 1 1 1 0,817484 3.582e-008 0,998987 0,999125 0,998432
8 1 1 0,999977 0,0124841 1.797e-016 0,482268 0,000875102 0,428453
9 1 1 0,999989 0,0195105 6.130e-016 0,554032 0,00156813 0,571547
Tabela 46: Testes de versões implementadas para a UF8 com o indicador do hipervolume.
hip 1 2 3 4 5 6 7 8 9
1 0,862283 1 0,993672 1.070e-008 0,990854 1 1 0,946741
2 0,137717 0,99998 0,921269 2.327e-011 0,899451 0,999996 0,999999 0,700579
3 1.434e-007 2.020e-005 0,0031073 7.822e-024 0,00205796 0,645307 0,794367 0,00015855
4 0,00632792 0,0787309 0,996893 3.034e-015 0,445937 0,999032 0,999796 0,186869
5 1 1 1 1 1 1 1 1
6 0,00914593 0,100549 0,997942 0,554063 7.472e-015 0,999385 0,999877 0,225479
7 2.179e-008 4.122e-006 0,354693 0,000967798 4.538e-025 0,000614603 0,673422 3.768e-005
8 1.985e-009 5.280e-007 0,205633 0,000203588 1.408e-026 0,000123017 0,326578 5.768e-006
9 0,0532589 0,299421 0,999841 0,813131 9.455e-013 0,774521 0,999962 0,999994
A.9 INSTÂNCIA 9 (UF9)
As Tabelas 48, 49 e 50 apresentam os resultados das 9 versões implementadas, cada
uma em relação a outra, para o indicadores epsilon, de hipervolume e R, respectivamente.
Para a instância UF9, o indicador epsilon aponta como melhores as versões V1, V3,
V4 e V7. O indicador de hipervolume aponta para as versões V4 e V7 e o R considera a versão
V4 como melhor.
A.10 INSTÂNCIA 10 (UF10)
As Tabelas 51, 52 e 53 apresentam os resultados das 9 versões implementadas, cada
uma em relação a outra, para o indicadores epsilon, de hipervolume e R, respectivamente.
Para a instância UF10, os três indicadores mostram que a versão V7 é a melhor, sendo
que o indicador R também aponta para a versão V8.
Tabela 47: Testes de versões implementadas para a UF8 com o indicador R.
rind 1 2 3 4 5 6 7 8 9
1 0,995227 0,96983 0,826785 1.255e-011 0,695454 0,321257 0,590253 0,542301
2 0,00477307 0,234654 0,0482672 3.838e-019 0,0183819 0,001161 0,00895082 0,00643098
3 0,03017 0,765346 0,173215 6.278e-017 0,0852337 0,00972826 0,0492537 0,0381076
4 0,173215 0,951733 0,826785 3.472e-014 0,33332 0,080165 0,237681 0,201706
5 1 1 1 1 1 1 1 1
6 0,304546 0,981618 0,914766 0,66668 5.431e-013 0,164807 0,388485 0,342665
7 0,678743 0,998839 0,990272 0,919835 1.913e-010 0,835193 0,755585 0,715776
8 0,409747 0,991049 0,950746 0,762319 3.146e-012 0,611515 0,244415 0,451461
9 0,457699 0,993569 0,961892 0,798294 6.615e-012 0,657335 0,284224 0,548539
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Tabela 48: Testes de versões implementadas para a UF9 com o indicador epsilon.
eps 1 2 3 4 5 6 7 8 9
1 0,00278367 0,220869 0,669145 7.32964e-014 0,000594254 0,353399 0,00101151 0,00349744
2 0,997216 0,978059 0,99931 5.09639e-007 0,315019 0,991874 0,373562 0,5306
3 0,779131 0,0219407 0,886024 8.90935e-012 0,00638723 0,652999 0,00981553 0,0262322
4 0,330855 0,000690069 0,113976 4.19413e-015 0,000123914 0,208014 0,000223241 0,000891537
5 1 0,999999 1 1 0,999995 1 0,999998 1
6 0,999406 0,684981 0,993613 0,999876 4.59793e-006 0,997982 0,563288 0,711712
7 0,646601 0,00812596 0,347001 0,791986 7.958e-013 0,00201753 0,00326765 0,00996518
8 0,998988 0,626438 0,990184 0,999777 2.26409e-006 0,436712 0,996732 0,655121
9 0,996503 0,4694 0,973768 0,999108 3.53381e-007 0,288288 0,990035 0,344879
Tabela 49: Testes de versões implementadas para a UF9 com o indicador do hipervolume.
hip 1 2 3 4 5 6 7 8 9
1 0,0372605 0,609694 0,965323 3.8152e-016 0,00216027 0,936939 0,376917 0,0249335
2 0,962739 0,980253 0,999819 3.40556e-011 0,138714 0,999495 0,929513 0,428773
3 0,390306 0,0197474 0,938198 5.65769e-017 0,000888337 0,894821 0,276939 0,0126715
4 0,034677 0,00018072 0,0618024 8.63858e-022 2.08318e-006 0,386354 0,016742 9.21947e-005
5 1 1 1 1 1 1 1 1
6 0,99784 0,861286 0,999112 0,999998 1.46562e-008 0,999993 0,994562 0,817829
7 0,0630615 0,000505434 0,105179 0,613646 7.30449e-021 7.45077e-006 0,032838 0,000268879
8 0,623083 0,0704871 0,723061 0,983258 3.14572e-015 0,00543804 0,967162 0,0494284
9 0,975066 0,571227 0,987328 0,999908 9.73922e-011 0,182171 0,999731 0,950572
Tabela 50: Testes de versões implementadas para a UF9 com o indicador R.
rind 1 2 3 4 5 6 7 8 9
1 0,00150741 0,362227 0,747558 3.793e-021 3.789e-006 0,0756685 0,000100225 6.128e-006
2 0,998493 0,995623 0,999849 2.722e-012 0,0583169 0,939452 0,218745 0,0721442
3 0,637773 0,00437714 5.011e-020 .717e-005 0,139208 0,000364497 2.696e-005
4 0,252442 0,000151436 0,154185 0,845815 2.602e-023 1.686e-007 0,0180451 6.653e-006 2.877e-007
5 1 1 1 1 1 1 1 1
6 0,999996 0,941683 0,999983 1 2.067e-008 0,999025 0,786811 0,543707
7 0,924331 0,0605475 0,860792 0,981955 1.082e-016 0,000974788 0,010207 0,0013907
8 0,9999 0,781255 0,999636 0,999993 2.708e-010 0,213189 0,989793 0,24642
9 0,999994 0,927856 0,999973 1 1.164e-008 0,456293 0,998609 0,75358
Tabela 51: Testes de versões implementadas para a UF10 com o indicador epsilon.
eps 1 2 3 4 5 6 7 8 9
1 0,28355 1 1 1.483e-010 1 1 1 1
2 0,71645 1 1 3.626e-009 1 1 1 1
3 2.376e-018 3.894e-020 0,0980722 1.625e-040 0,621928 1 1 0,000349663
4 1.632e-014 3.578e-016 0,901928 5.850e-036 0,945347 1 1 0,0168498
5 1 1 1 1 1 1 1 1
6 2.590e-019 4.003e-021 0,378072 0,0546533 1.306e-041 1 1 0,00011238
7 1.399e-048 1.405e-050 6.764e-017 6.574e-021 1.120e-070 5.650e-016 0,588817 5.728e-028
8 2.297e-049 2.325e-051 1.423e-017 1.252e-021 2.126e-071 1.223e-016 0,411183 9.812e-029
9 5.645e-009 2.377e-010 0,99965 0,98315 1.482e-028 0,999888 1 1
Tabela 52: Testes de versões implementadas para a UF10 com o indicador do hipervolume.
hip 1 2 3 4 5 6 7 8 9
1 0,0657282 1 1 5.877e-012 1 1 1 1
2 0,934272 1 1 2.891e-008 1 1 1 1
3 3.201e-019 4.367e-024 0,996033 1.983e-043 0,836145 1 1 0,0102016
4 5.490e-028 3.341e-033 0,00396733 8.870e-053 0,0456458 1 1 5.0561e-007
5 1 1 1 1 1 1 1 1
6 2.422e-022 2.274e-027 0,163855 0,954354 7.130e-047 1 1 0,000525579
7 3.085e-062 3.027e-067 6.779e-029 4.683e-020 1.064e-084 1.414e-025 0,00752813 5.283e-037
8 6.445e-054 4.316e-059 8.856e-021 7.731e-013 2.909e-077 1.003e-017 0,992472 1.663e-028
9 1.985e-012 1.016e-016 0,989798 0,999999 3.173e-035 0,999474 1 1
Tabela 53: Testes de versões implementadas para a UF10 com o indicador R.
rind 1 2 3 4 5 6 7 8 9
1 0,139915 1 1 1.207e-011 1 1 1 1
2 0,860085 1 1 5.665e-009 1 1 1 1
3 1.345e-024 3.046e-028 0,418686 7.360e-049 0,532378 1 1 1.596e-005
4 6.434-024 1.522e-027 0,581314 3.845e-048 0,612749 1 1 3.692e-005
5 1 1 1 1 1 1 1 1
6 7.220e-025 1.608e-028 0,467622 0,387251 3.827e-049 1 1 1.134e-005
7 4.749e-062 1.196e-065 4.074e-023 8.620e-024 3.541e-084 7.513e-023 0,145683 1.265e-037
8 1.749e-058 3.896e-062 1.004e-019 2.260e-020 5.393e-081 1.806e-019 0,854317 6.409e-034
9 8.203e-012 8.781e-015 0,999984 0,999963 5.396e-034 0,999989 1 1
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APÊNDICE B -- MICRO ANÁLISE: VERSÃOα E ALGORITMOS DA LITERATURA
(INSTÂNCIAS BENCHMARKS)
Este apêndice contém as tabelas com os resultados (p-valores) comparativos entre a
Versãoα (para benchmarks) e algoritmos da literatura (NSGA-II e MOEA/D-DRA). Os resul-
tados do teste Kruskal-Wallis são representados pelos p-valores do teste para as instâncias (ou
funções irrestritas) UF1 a UF10. P-valores menores que 0,05 indicam que o algoritmo da linha
da tabela é melhor que o algoritmo da coluna, enquanto p-valores maiores que 0,95 indicam
que o algoritmo da coluna é melhor que o da linha (com 95% de confiança).
B.1 INSTÂNCIA 1 (UF1)
A Tabela 54 apresenta os resultados comparativos para a UF1 entre os algoritmos para
o indicadores epsilon, de hipervolume e R.
Tabela 54: Testes comparativos para a UF1.
Versãoα NSGA-II MOEA/D-DRA
epsilon
Versãoα 7,11684e-029 9,95478e-008
NSGA-II 1 1
MOEA/D-DRA 1 3,40098e-018
hipervolume
Versãoα 5,88129e-023 0,00873328
NSGA-II 1 1
MOEA/D-DRA 0,991267 2,73496e-018
R
Versãoα 8,82581e-018 1
NSGA-II 1 1
MOEA/D-DRA 2,14312e-007 1,37482e-028
Para a instância UF1 a Versãoα é melhor que o NSGA-II e o MOEA/D-DRA nos in-
dicadores epsilon e de hipervolume. O MOEA/D-DRA é o algoritmo com melhor desempenho
no indicador R.
B.2 INSTÂNCIA 2 (UF2)
A Tabela 55 apresenta os resultados comparativos para a UF2 entre os algoritmos para
o indicadores epsilon, de hipervolume e R.
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Tabela 55: Testes comparativos para a UF2.
Versãoα NSGA-II MOEA/D-DRA
epsilon
Versãoα 5,65387e-018 0,993756
NSGA-II 1 1
MOEA/D-DRA 0,00624437 2,7074e-023
hipervolume
Versãoα 9,0343e-016 0,992264
NSGA-II 1 1
MOEA/D-DRA 0,00773613 5,2e-021
R
Versãoα 3,91915e-018 1
NSGA-II 1 1
MOEA/D-DRA 1,50958e-009 6,87275e-031
Para a instância UF2 o algoritmo MOEA/D-DRA é o melhor segundo os três indica-
dores.
B.3 INSTÂNCIA 3 (UF3)
A Tabela 56 apresenta os resultados comparativos para a UF3 entre os algoritmos para
o indicadores epsilon, de hipervolume e R.
Tabela 56: Testes comparativos para a UF3.
Versãoα NSGA-II MOEA/D-DRA
epsilon
Versãoα 1,92053e-031 1,42512e-010
NSGA-II 1 1
MOEA/D-DRA 1 3,22129e-018
hipervolume
Versãoα 9,40073e-030 1,53398e-008
NSGA-II 1 1
MOEA/D-DRA 1 2,47323e-018
R
Versãoα 3,16772e-025 0,000156438
NSGA-II 1 1
MOEA/D-DRA 0,999844 5,50392e-018
Para a instância UF3 a Versãoα é o melhor segundo os três indicadores.
B.4 INSTÂNCIA 4 (UF4)
A Tabela 57 apresenta os resultados comparativos para a UF4 entre os algoritmos para
o indicadores epsilon, de hipervolume e R.
Tabela 57: Testes comparativos para a UF4.
Versãoα NSGA-II MOEA/D-DRA
epsilon
Versãoα 1,58916e-041 1,61916e-021
NSGA-II 1 1
MOEA/D-DRA 1 1,00897e-020
hipervolume
Versãoα 2,36621e-018 8,80339e-021
NSGA-II 1 0,114624
MOEA/D-DRA 1 0,885376
R
Versãoα 6,22833e-027 2,24258e-017
NSGA-II 1 0,999998
MOEA/D-DRA 1 1,99918e-006
Para a instância UF4 a Versãoα é o melhor segundo os três indicadores.
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B.5 INSTÂNCIA 5 (UF5)
A Tabela 58 apresenta os resultados comparativos para a UF5 entre os algoritmos para
o indicadores epsilon, de hipervolume e R.
Tabela 58: Testes comparativos para a UF5.
Versãoα NSGA-II MOEA/D-DRA
epsilon
Versãoα 1,04893e-011 3,50861e-022
NSGA-II 1 7,03553e-007
MOEA/D-DRA 1 0,999999
hipervolume
Versãoα 6,85669e-011 4,03701e-027
NSGA-II 1 8,56517e-013
MOEA/D-DRA 1 1
R
Versãoα 3,55619e-012 6,72053e-028
NSGA-II 1 2,27249e-012
MOEA/D-DRA 1 1
Para a instância UF5 a Versãoα é o melhor segundo os três indicadores.
B.6 INSTÂNCIA 6 (UF6)
A Tabela 59 apresenta os resultados comparativos para a UF6 entre os algoritmos para
o indicadores epsilon, de hipervolume e R.
Tabela 59: Testes comparativos para a UF6.
Versãoα NSGA-II MOEA/D-DRA
epsilon
Versãoα 0,5 0,5
NSGA-II 0,5 0,5
MOEA/D-DRA 0,5 0,5
hipervolume
Versãoα 0,684246 1,69511e-005
NSGA-II 0,315754 2,23333e-006
MOEA/D-DRA 0,999983 0,999998
R
Versãoα 0,5 0,5
NSGA-II 0,5 0,5
MOEA/D-DRA 0,5 0,5
Para a instância UF6 os três algoritmos estão empatados segundo os indicadores epsi-
lon e R. Para o hipervolume, a Versãoα e o NSGA-II estão empatados.
B.7 INSTÂNCIA 7 (UF7)
A Tabela 60 apresenta os resultados comparativos para a UF7 entre os algoritmos para
o indicadores epsilon, de hipervolume e R.
Para a instância UF7 a Versãoα é melhor segundo o hipervolume e o MOEA/D-DRA
é melhor segundo os outros dois indicadores.
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Tabela 60: Testes comparativos para a UF7.
Versãoα NSGA-II MOEA/D-DRA
epsilon
Versãoα 8,82581e-018 1
NSGA-II 1 1
MOEA/D-DRA 2,14312e-007 1,37482e-028
hipervolume
Versãoα 6,16914e-024 0,00165913
NSGA-II 1 1
MOEA/D-DRA 0,998341 4,20303e-018
R
Versãoα 4,32656e-021 1
NSGA-II 1 1
MOEA/D-DRA 9,18162e-019 2,80243e-040
B.8 INSTÂNCIA 8 (UF8)
A Tabela 61 apresenta os resultados comparativos para a UF8 entre os algoritmos para
o indicadores epsilon, de hipervolume e R.
Tabela 61: Testes comparativos para a UF8.
Versãoα NSGA-II MOEA/D-DRA
epsilon
Versãoα 8,65479e-018 0,9999641
NSGA-II 1 1
MOEA/D-DRA 3,59031e-005 5,43654e-026
hipervolume
Versãoα 3,07505e-038 8,82353e-017
NSGA-II 1 1
MOEA/D-DRA 1 1,30792e-020
R
Versãoα 6,17238e-041 1,83007e-019
NSGA-II 1 1
MOEA/D-DRA 1 9,69517e-022
Para a instância UF8 a Versãoα é melhor segundo o hipervolume e o indicador R,
enquanto o MOEA/D-DRA é melhor segundo o indicador epsilon.
B.9 INSTÂNCIA 9 (UF9)
A Tabela 62 apresenta os resultados comparativos para a UF8 entre os algoritmos para
o indicadores epsilon, de hipervolume e R.
Tabela 62: Testes comparativos para a UF9.
Versãoα NSGA-II MOEA/D-DRA
epsilon
Versãoα 5,90061e-024 0,00163736
NSGA-II 1 1
MOEA/D-DRA 0,998363 6,26003e-018
hipervolume
Versãoα 2,87046e-020 0,336442
NSGA-II 1 1
MOEA/D-DRA 0,663558 2,05938e-019
R
Versãoα 2,18512e-021 0,0928895
NSGA-II 1 1
MOEA/D-DRA 0,90711 1,06458e-018
Para a instância UF9 a Versãoα é melhor segundo o indicador R, ocorrendo um empate
entre o proposto e o MOEA/D-DRA segundo o hipervolume e o indicador R.
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B.10 INSTÂNCIA 10 (UF10)
A Tabela 63 apresenta os resultados comparativos para a UF8 entre os algoritmos para
o indicadores epsilon, de hipervolume e R.
Tabela 63: Testes comparativos para a UF10.
Versãoα NSGA-II MOEA/D-DRA
epsilon
Versãoα 0,999901 1,42532e-008
NSGA-II 9,8796e-005 1,57195e-016
MOEA/D-DRA 1 1
hipervolume
Versãoα 1 1,52385e-018
NSGA-II 2,82182e-016 2,38017e-036
MOEA/D-DRA 1 1
R
Versãoα 1 5,27772e-017
NSGA-II 8,58703e-015 4,83626e-034
MOEA/D-DRA 1 1
Para a instância UF10 o NSGA-II é melhor segundo os três indicadores.
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APÊNDICE C -- MICRO ANÁLISE: VERSÕES COMPARATIVAS USANDO PM E AP
(INSTÂNCIAS BENCHMARKS)
A Tabela 64 mostra os resultados numéricos (média e desvio padrão) da aplicação dos
indicadores de qualidade epsilon unário, hipervolume e R. Células escuras destacam a melhor
média e células claras indicam resultados estatisticamente equivalentes - neste caso para cada
instância (UF), células claras indicam que elas são estatisticamente idênticas à melhor versão
de acordo com o teste Kruskal-Wallis, com nível de confiança de 95%.
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Tabela 64: Média e desvio padrão do indicadores de qualidade epsilon unário, hipervolume e R para as versões usando os métodos PM (Vα1-Vα4) e AP
(Vα5-Vα8).
Indicador epsilon unário
CEC-2009 Vα1 Vα2 Vα3 Vα4 Vα5 Vα6 Vα7 Vα8
UF1 2,72e-3±6,24e-4 2,79e-3±6,10e-4 2,54e-3±5,91e-4 1,58e-2±6,28e-3 2,50e-3±4,61e-4 2,87e-3±7,57e-4 7,00e-3±1,25e-2 1,49e-2±1,60e-2
UF2 1,92e-2±6,62e-3 2,00e-2±6,92e-3 2,17e-2±7,15e-3 2,66e-2±7,69e-3 1,83e-2±5,78e-3 2,14e-2±8,75e-3 3,10e-2±1,26e-2 3,97e-2±1,30e-2
UF3 8,76e-3±1,07e-2 6,22e-3±1,18e-2 5,60e-3±4,24e-3 2,63e-2±8,68e-3 1,15e-2±1,34e-2 9,01e-3±9,01e-3 2,60e-2±3,44e-2 4,95e-2±5,31e-2
UF4 2,61e-2±1,95e-3 2,58e-2±1,32e-3 2,64e-2±2,14e-3 2,58e-2±1,54e-3 2,60e-2±1,19e-3 2,65e-2±2,08e-3 2,72e-2±3,01e-3 2,74e-2±2,67e-3
UF5 5,72e-2±1,29e-2 5,72e-2±1,19e-2 5,17e-2±3,90e-3 5,17e-2±7,96e-3 5,44e-2±1,02e-2 5,56e-2±1,21e-2 6,49e-2±1,85e-2 6,57e-2±1,97e-2
UF6 1,21e-1±2,40e-3 1,21e-1±4,05e-3 1,21e-1±2,75e-3 1,21e-1±2,81e-3 1,16e-1±1,84e-2 1,18e-1±1,48e-2 1,15e-1±1,71e-2 1,27e-1±3,31e-2
UF7 6,10e-3±1,18e-3 6,70e-3±1,46e-3 6,36e-3±2,16e-3 1,26e-2±3,05e-3 6,36e-3±1,20e-3 6,71e-3±1,52e-3 8,84e-3±5,61e-3 2,04e-2±8,83e-3
UF8 2,54e-2±6,51e-4 2,52e-2±1,06e-3 2,54e-2±7,14e-4 2,74e-2±8,99e-3 2,54e-2±7,20e-4 2,53e-2±9,44e-4 2,56e-2±3,71e-4 2,55e-2±4,19e-4
UF9 7,95e-3±1,68e-3 9,06e-3±5,11e-3 8,58e-3±6,48e-3 1,07e-2±3,74e-3 9,40e-3±7,25e-3 6,77e-3±1,72e-3 1,05e-2±5,46e-3 1,02e-2±4,67e-3
UF10 2,50e-2±3,43e-3 2,39e-2±2,82e-3 2,21e-2±3,05e-3 2,20e-2±2,87e-3 2,37e-2±3,11e-3 2,36e-2±4,52e-3 2,13e-2±2,73e-3 2,25e-2±4,88e-3
Indicador Hipervolume
CEC-2009 Vα1 Vα2 Vα3 Vα4 Vα5 Vα6 Vα7 Vα8
UF1 1,57e-3±3,26e-4 1,56e-3±3,11e-4 1,51e-3±2,77e-4 4,90e-3±2,42e-3 1,59e-3±3,15e-4 1,81e-3±5,13e-4 3,04e-3±3,76e-3 5,53e-3±4,46e-3
UF2 4,36e-3±2,05e-3 5,41e-3±2,93e-3 6,28e-3±6,82e-3 8,06e-3±7,08e-3 5,75e-3±3,02e-3 7,11e-3±4,52e-3 7,43e-3±5,10e-3 1,73e-2±1,29e-2
UF3 3,41e-3±3,73e-3 2,38e-3±3,42e-3 2,07e-3±1,43e-3 1,11e-2±2,61e-3 3,69e-3±4,39e-3 3,13e-3±3,00e-3 1,10e-2±1,70e-2 2,38e-2±2,80e-2
UF4 2,59e-2±1,62e-3 2,56e-2±1,41e-3 2,64e-2±2,25e-3 2,56e-2±1,14e-3 2,58e-2±2,08e-3 2,56e-2±2,48e-3 2,78e-2±3,83e-3 2,78e-2±4,45e-3
UF5 1,20e-2±2,21e-3 1,26e-2±3,17e-3 1,10e-2±7,05e-4 1,12e-2±2,98e-3 1,32e-2±9,78e-3 1,32e-2±7,49e-3 1,88e-2±1,49e-2 2,18e-2±1,59e-2
UF6 3,33e-2±1,63e-3 3,30e-2±1,34e-3 3,33e-2±1,06e-3 3,32e-2±9,06e-4 3,28e-2±3,75e-3 3,42e-2±7,10e-3 3,22e-2±5,06e-3 4,22e-2±3,78e-2
UF7 2,02e-3±7,06e-4 2,03e-3±7,37e-4 2,34e-3±2,31e-3 3,01e-3±2,12e-3 2,68e-3±1,48e-3 2,32e-3±1,67e-3 3,03e-3±1,85e-3 4,33e-3±1,90e-3
UF8 1,09e-3±2,37e-4 1,17e-3±3,54e-4 1,21e-3±2,69e-4 2,17e-3±3,20e-3 1,12e-3±1,86e-4 1,18e-3±2,14e-4 1,17e-3±1,89e-4 1,13e-3±1,41e-4
UF9 1,01e-3±6,73e-4 1,01e-3±1,08e-3 9,85e-4±1,25e-3 2,02e-3±1,17e-3 1,26e-3±1,48e-3 8,44e-4±5,25e-4 1,35e-3±1,34e-3 1,34e-3±1,29e-3
UF10 1,60e-2±5,81e-3 1,67e-2±5,28e-3 1,33e-2±4,31e-3 1,16e-2±3,52e-3 1,73e-2±7,46e-3 1,50e-2±7,98e-3 1,29e-2±5,85e-3 1,16e-2±4,68e-3
Indicador R
CEC-2009 Vα1 Vα2 Vα3 Vα4 Vα5 Vα6 Vα7 Vα8
UF1 1,47e-4±4,36e-5 1,47e-4±3,48e-5 1,37e-4±2,89e-5 7,35e-4±2,22e-4 1,52e-4±2,78e-5 1,53e-4±3,40e-5 5,10e-4±1,12e-3 9,91e-4±1,14e-3
UF2 5,62e-4±1,96e-4 5,84e-4±2,22e-4 7,03e-4±5,25e-4 1,06e-3±4,62e-4 6,39e-4±2,00e-4 7,37e-4±4,75e-4 1,21e-3±8,13e-4 2,16e-3±1,42e-3
UF3 8,09e-4±9,50e-4 5,24e-4±7,07e-4 4,51e-4±3,80e-4 2,47e-3±5,19e-4 8,30e-4±1,16e-3 7,65e-4±9,25e-4 2,45e-3±3,63e-3 5,42e-3±6,53e-3
UF4 3,23e-3±2,84e-4 3,19e-3±2,56e-4 3,34e-3±4,12e-4 3,13e-3±1,80e-4 3,22e-3±3,77e-4 3,17e-3±4,33e-4 3,57e-3±6,97e-4 3,56e-3±7,68e-4
UF5 1,02e-2±1,64e-3 1,03e-2±1,61e-3 9,50e-3±5,51e-4 9,41e-3±1,06e-3 9,95e-3±1,77e-3 9,93e-3±1,72e-3 1,16e-2±3,19e-3 1,20e-2±3,71e-3
UF6 1,12e-2±1,71e-4 1,12e-2±3,32e-4 1,12e-2±2,69e-4 1,12e-2±2,14e-4 1,10e-2±8,92e-4 1,15e-2±2,43e-3 1,07e-2±1,49e-3 1,40e-2±1,27e-2
UF7 2,08e-4±5,95e-5 2,08e-4±5,29e-5 2,00e-4±8,79e-5 6,54e-4±1,64e-4 2,28e-4±6,81e-5 2,09e-4±6,33e-5 4,26e-4±4,28e-4 1,24e-3±6,47e-4
UF8 7,04e-4±5,37e-5 7,20e-4±1,07e-4 7,29e-4±5,41e-5 1,09e-3±1,62e-3 7,00e-4±6,32e-5 7,24e-4±7,92e-5 7,19e-4±6,92e-5 7,03e-4±5,53e-5
UF9 4,85e-4±1,70e-4 6,25e-4±7,01e-4 6,32e-4±8,44e-4 1,03e-3±4,88e-4 7,23e-4±9,45e-4 4,05e-4±1,37e-4 9,29e-4±7,46e-4 9,75e-4±6,56e-4
UF10 3,90e-3±5,96e-4 3,80e-3±4,59e-4 3,32e-3±4,83e-4 3,14e-3±3,93e-4 3,70e-3±5,77e-4 3,50e-3±7,52e-4 3,18e-3±5,75e-4 3,13e-3±9,73e-4
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De acordo com o indicador de qualidade epsilon unário (no topo da Tabela 64), as
versões Vα2 , Vα3 , Vα5 e Vα7 podem proporcionar melhores valores de média e Vα3 está entre as
melhores versões em 9 das 10 UFs, considerando o teste Kruskal-Wallis com 95% de confiança.
Para o indicador de hipervolume (no meio da Tabela 64), as versões Vα1 e Vα3 superam
as outras considerando os valores de média. E novamente, a versão Vα3 está entre as melhores
em 9 das 10 UFs, de acordo com o teste Kruskal-Wallis com 95% de confiança.
Finalmente, com base no indicador de qualidade R (no fim da Tabela 64) as versões
Vα3 e Vα4 superam as outras nos valores de média. De acordo com o teste Kruskal-Wallis com
95% de confiança, a versão Vα3 está também entre as melhores versões mais frequentemente
que as outras (neste caso específico, em 8 das 10 UFs).
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APÊNDICE D -- MICRO ANÁLISE: VERSÃOβ E VERSÕES NÃO-ADAPTATIVAS
(INSTÂNCIAS BENCHMARKS)
A Tabela 65 mostra os resultados numéricos (média e desvio padrão) da aplicação dos
indicadores de qualidade epsilon unário, hipervolume e R. Células escuras destacam a melhor
média e células claras indicam resultados estatisticamente equivalentes - neste caso para cada
instância (UF), células claras indicam que elas são estatisticamente idênticas à melhor versão
de acordo com o testes Kruskal-Wallis, com nível de confiança de 95%.
Tabela 65: Média e desvio padrão do indicadores de qualidade epsilon unário, hipervolume e R
para versão adaptativa (Versãoβ ) contra versões não-adaptativas (VFα9-VFα11).
Indicador epsilon unário
CEC-2009 Versãoβ VFα9 VFα10 VFα11
UF1 2,54e-3±5,91e-4 2,42e-3±5,08e-4 3,41e-3±1,01e-3 7,43e-2±1,32e-2
UF2 2,17e-2±7,15e-3 2,81e-2±9,25e-3 1,70e-2±5,77e-3 6,19e-2±1,45e-2
UF3 5,60e-3±4,24e-3 1,89e-2±1,54e-2 2,73e-2±2,02e-2 1,58e-1±3,83e-2
UF4 2,64e-2±2,14e-3 4,60e-2±6,45e-3 3,58e-2±5,08e-3 2,87e-2±3,69e-3
UF5 5,17e-2±3,90e-3 9,35e-2±1,24e-2 1,02e-1±1,37e-2 6,15e-2±1,51e-2
UF6 1,21e-1±2,75e-3 1,53e-1±1,01e-1 1,33e-1±7,57e-2 1,18e-1±3,87e-2
UF7 6,36e-3±2,16e-3 6,67e-3±1,96e-3 7,31e-3±1,52e-3 3,72e-2±5,24e-3
UF8 2,54e-2±7,14e-4 2,27e-2±3,42e-3 2,56e-2±1,66e-4 4,62e-2±4,88e-2
UF9 8,58e-3±6,48e-3 1,02e-2±8,60e-3 8,24e-3±6,42e-3 1,21e-2±5,46e-3
UF10 2,21e-2±3,05e-3 2,79e-2±4,40e-3 7,10e-2±4,27e-3 2,08e-2±3,12e-3
Indicador hipervolume
CEC-2009 Versãoβ VFα9 VFα10 VFα11
UF1 1,51e-3 2,77e-4 1,31e-3±2,23e-4 2,02e-3±4,30e-4 4,04e-2±1,50e-2
UF2 6,28e-3±6,82e-3 6,21e-3±5,28e-3 4,83e-3±2,60e-3 2,89e-2±2,09e-2
UF3 2,07e-3±1,43e-3 6,62e-3±5,85e-3 9,12e-3±7,31e-3 1,48e-1±3,56e-2
UF4 2,64e-2±2,25e-3 5,07e-2±4,07e-3 4,22e-2±5,66e-3 2,75e-2±8,51e-4
UF5 1,10e-2±7,05e-4 6,68e-2±2,22e-2 5,24e-2±1,88e-2 2,01e-2±1,70e-2
UF6 3,33e-2±1,06e-3 8,26e-2±1,14e-1 5,84e-2±8,28e-2 5,38e-2±5,28e-2
UF7 2,34e-3±2,31e-3 2,85e-3±2,15e-3 3,95e-3±1,67e-3 1,07e-2±7,28e-3
UF8 1,21e-3±2,69e-4 1,37e-3±2,90e-4 2,52e-3±3,32e-4 1,03e-2±1,67e-2
UF9 9,85e-4±1,25e-3 1,71e-3±1,53e-3 1,69e-3±1,17e-3 3,55e-3±2,11e-3
UF10 1,33e-2±4,31e-3 4,06e-2±9,30e-3 5,51e-2±1,23e-2 1,14e-2±3,27e-3
Indicador R
CEC-2009 Versãoβ VFα9 VFα10 VFα11
UF1 1,37e-4 2,89e-5 1,17e-4±1,19e-5 1,92e-4±2,02e-5 8,93e-3±2,55e-3
UF2 7,03e-4±5,25e-4 8,40e-4±4,12e-4 5,81e-4±1,52e-4 4,57e-3±2,59e-3
UF3 4,51e-4±3,80e-4 1,54e-3±1,65e-3 2,13e-3±1,89e-3 3,40e-2±1,20e-2
UF4 3,34e-3±4,12e-4 7,57e-3±7,28e-4 6,11e-3±1,01e-3 3,38e-3±1,31e-4
UF5 9,50e-3±5,51e-4 2,08e-2±4,60e-3 2,05e-2±3,97e-3 1,12e-2±2,44e-3
UF6 1,12e-2±2,69e-4 2,82e-2±4,52e-2 1,94e-2±3,22e-2 1,60e-2±1,33e-2
UF7 2,00e-4±8,79e-5 2,16e-4±1,11e-4 3,04e-4±5,95e-5 3,14e-3±6,84e-4
UF8 7,29e-4±5,41e-5 6,54e-4±1,46e-4 7,99e-4±3,59e-5 4,60e-3±7,23e-3
UF9 6,32e-4±8,44e-4 8,32e-4±1,16e-3 6,67e-4±8,30e-4 1,43e-3±5,98e-4
UF10 3,32e-3±4,83e-4 6,03e-3±1,09e-3 1,60e-2±1,44e-3 2,96e-3±3,75e-4
Os resultados mostram que a versão adaptativa (Versãoβ ) obteve melhores valores de
média quando comparada com versões não-adaptativas de acordo com todos os indicadores
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de qualidade considerados. A Versãoβ é significativamente superior para a maioria das UFs,
especialmente para o indicador de hipervolume, considerando o teste Kruskal-Wallis (destacado
pela ausência de células claras na linha correspondente).
Analisando as últimas três colunas da Tabela 65 é possível afirmar que não existe uma
estratégia adequada para otimizar todas as instâncias (UFs). Diferentes estratégias podem ser
classificadas entre as melhores para diferentes instâncias:
•UF1, UF6, UF7, UF8 e UF9: estratégia “ED/rand/1/bin” (VFα9);
•UF2, UF6 e UF9: estratégia “ED/rand/2/bin” (VFα10);
•UF6 e UF10: estratégia “ED/nonlinear” (VFα11).
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APÊNDICE E -- MICRO ANÁLISE: ADEMO/D E ALGORITMOS DA LITERATURA
A Tabela 66 mostra os resultados numéricos (média e desvio padrão) da aplicação dos
indicadores de qualidade epsilon unário, hipervolume e R. Células escuras destacam a melhor
média e células claras indicam resultados estatisticamente equivalentes - neste caso para cada
instância (UF), células claras indicam que elas são estatisticamente idênticas à melhor versão
de acordo com o testes Kruskal-Wallis, com nível de confiança de 95%.
Tabela 66: Média e desvio padrão do indicadores de qualidade epsilon unário, hipervolume e R
para ADEMO/D, MOEA/D-DRA, ENS-MOEA/D, MOEA/D-DRA-CMX+SPX e NSGA-II.
Indicador epsilon unário
CEC-2009 ADEMO/D MOEA/D-DRA ENS-MOEA/D MOEA/D-DRA NSGA-II
-CMX+SPX
UF1 2,52e-3±5,92e-4 3,11e-3±7,10e-4 6,53e-3±3,71e-3 9,04e-3±5,30e-3 1,37e-1±1,22e-3
UF2 2,14e-2±6,95e-3 1,74e-2±7,15e-3 2,57e-2±8,67e-3 1,39e-2±3,88e-3 6,83e-2±3,43e-3
UF3 5,64e-3±4,25e-3 1,32e-2±1,62e-2 2,36e-2±2,14e-2 5,11e-2±5,24e-2 1,52e-1±3,69e-2
UF4 2,62e-2±2,11e-3 5,10e-2±8,00e-3 5,31e-2±9,25e-3 5,57e-2±8,04e-3 8,16e-2±2,43e-3
UF5 5,17e-2±3,90e-3 9,23e-2±2,98e-2 1,04e-1±2,86e-1 1,31e-1±3,77e-2 6,96e-2±1,35e-2
UF6 1,21e-1±2,75e-3 2,43e-1±1,63e-1 1,56e-1±8,42e-2 2,33e-1±7,74e-2 1,24e-1±1,01e-3
UF7 6,24e-3±1,93e-3 7,32e-3±1,35e-2 6,67e-3±1,11e-2 3,24e-2±3,97e-2 7,14e-2±6,06e-4
UF8 2,69e-2±6,09e-4 1,27e-2±2,40e-3 1,41e-2±4,55e-3 1,92e-2±4,70e-3 1,31e-1±3,36e-4
UF9 8,59e-3±6,48e-3 2,80e-2±9,30e-3 2,21e-2±1,30e-2 2,72e-2±1,05e-2 9,94e-2±6,80e-5
UF10 2,21e-2±3,06e-3 3,15e-2±5,13e-3 2,99e-2±6,32e-3 3,37e-2±3,05e-3 1,45e-2±2,42e-3
Indicador hipervolume
CEC-2009 ADEMO/D MOEA/D-DRA ENS-MOEA/D MOEA/D-DRA NSGA-II
-CMX+SPX
UF1 1,51e-3±2,83e-4 1,96e-3±2,90e-4 2,55e-3±4,55e-4 7,03e-3±2,78e-3 6,16e-2±1,05e-3
UF2 6,09e-3±6,61e-3 6,86e-3±6,02e-3 9,63e-3±7,03e-3 8,57e-3±3,46e-3 2,20e-2±1,63e-3
UF3 2,11e-3±1,43e-3 5,07e-3±6,69e-3 8,10e-3±7,70e-3 2,59e-2±3,10e-2 1,63e-1±2,92e-2
UF4 2,64e-2±2,21e-3 5,67e-2±7,11e-3 5,71e-2±5,98e-3 6,95e-2±7,70e-3 5,10e-2±2,07e-3
UF5 1,11e-2±7,05e-4 7,84e-2±3,58e-2 9,01e-2±4,71e-2 1,82e-1±3,25e-2 1,66e-2±1,12e-2
UF6 3,33e-2±1,06e-3 2,06e-1±1,74e-1 1,23e-1±1,05e-1 2,76e-1±8,19e-2 3,56e-2±4,06e-3
UF7 2,12e-3±2,07e-3 4,00e-3±1,12e-2 3,49e-3±9,79e-3 2,71e-2±3,79e-2 1,43e-2±1,83e-4
UF8 1,23e-3±2,69e-4 1,38e-3±2,24e-4 1,25e-3±2,18e-4 2,23e-3±4,65e-4 3,87e-2±1,21e-4
UF9 9,86e-4±1,25e-3 4,75e-3±1,62e-3 3,81e-3±2,36e-3 5,05e-3±1,73e-3 1,20e-1±8,41e-5
UF10 1,33e-2±4,31e-3 5,87e-2±1,32e-2 5,05e-2±1,22e-2 7,53e-2±5,10e-3 3,57e-3±3,26e-3
Indicador R
CEC-2009 ADEMO/D MOEA/D-DRA ENS-MOEA/D MOEA/D-DRA NSGA-II
-CMX+SPX
UF1 1,36e-4±2,83e-5 2,12e-4±1,24e-5 2,98e-4±4,21e-5 8,04e-4±1,29e-4 1,84e-2±3,12e-4
UF2 6,72e-4±4,98e-4 6,70e-4±3,74e-4 9,60e-4±5,05e-4 9,72e-4±1,84e-4 7,46e-3±2,07e-4
UF3 4,60e-4±3,80e-4 8,23e-4±1,02e-3 1,37e-3±1,37e-3 5,58e-3±7,76e-3 3,79e-2±1,02e-2
UF4 3,31e-3±4,10e-4 8,68e-3±1,29e-3 8,65e-3±1,10e-3 1,11e-2±1,53e-3 9,46e-3±2,95e-4
UF5 9,63e-3±5,51e-4 2,11e-2±8,96e-3 2,59e-2±1,28e-2 4,55e-2±1,27e-2 1,17e-2±1,88e-3
UF6 1,12e-2±2,69e-4 7,06e-2±7,05e-2 3,51e-2±3,70e-2 7,63e-2±3,24e-2 1,17e-2±4,16e-4
UF7 1,88e-4±7,32e-5 4,75e-4±1,55e-3 3,90e-4±1,24e-3 3,83e-3±8,98e-3 6,92e-3±7,85e-5
UF8 7,44e-4±5,41e-5 3,11e-4±5,04e-5 3,55e-4±1,17e-4 6,65e-4±1,38e-4 1,77e-2±4,40e-5
UF9 6,34e-4±8,44e-4 3,18e-3±1,34e-3 2,41e-3±1,79e-3 3,29e-3±1,48e-3 2,94e-2±2,82e-5
UF10 3,33e-3±4,83e-4 7,49e-3±1,59e-3 6,80e-3±1,63e-3 9,41e-3±7,97e-4 1,57e-3±2,68e-4
Pode ser observado que o ADEMO/D é claramente o algoritmo de melhor desem-
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penho, produzindo os menores (melhores) valores em 7 das 10 instâncias de acordo com os
indicadores epsilon unário e R, e em 9 das 10 instâncias para o indicador hipervolume.
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APÊNDICE F -- BOXPLOTS
Neste Apêndice são mostrados os resultados utilizando boxplots da métrica IGD para
o teste de parâmetros do Probability Matching, Adaptive Pursuit e Evolução Diferencial.
F.0.1 BOXPLOTS DO ESTUDO DE PARÂMETROS DE PROBABILITY MATCHING
As Figuras 32, 33 e 34 apresentam os resultados utilizando boxplots para 25 versões
de teste de parâmetros do método Probability Matching. A primeira versão que aparece nos
boxplots (nominada “AD”) é o algoritmo ADEMO/D com definição de parâmetros padrão (pmin
= 0,05 e α = 0,30). As 25 combinações para o teste de parâmetro para o método PM são
mostradas na Tabela 67.
Tabela 67: Combinações para o teste de parâmetro para PM (pmin e α).
Versão Combinação Versão Combinação Versão Combinação
V1 (0,00, 0,10) V11 (0,15, 0,10) V21 (0,24, 0,10)
V2 (0,00, 0,40) V12 (0,15, 0,40) V22 (0,24, 0,40)
V3 (0,00, 0,60) V13 (0,15, 0,60) V23 (0,24, 0,60)
V4 (0,00, 0,80) V14 (0,15, 0,80) V24 (0,24, 0,80)
V5 (0,00, 1,00) V15 (0,15, 1,00) V25 (0,24, 1,00)
V6 (0,10, 0,10) V16 (0,20, 0,10)
V7 (0,10, 0,40) V17 (0,20, 0,40)
V8 (0,10, 0,60) V18 (0,20, 0,60)
V9 (0,10, 0,80) V19 (0,20, 0,80)
V10 (0,10, 1,00) V20 (0,20, 1,00)
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Figura 32: Boxplots de 25 versões para teste de parâmetro do método PM para UF1-UF4.
173
0.1
0.15
0.2
0.25
0.3
AD 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25
versions
I
G
D
UF5
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
AD 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25
versions
I
G
D
UF6
0.002
0.004
0.006
0.008
0.01
0.012
0.014
0.016
0.018
0.02
0.022
AD 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25
versions
I
G
D
UF7
0.05
0.1
0.15
AD 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25
versions
I
G
D
UF8
Figura 33: Boxplots de 25 versões para teste de parâmetro do método PM para UF5-UF8.
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Figura 34: Boxplots de 25 versões para teste de parâmetro do método PM para UF9-UF10.
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F.0.2 BOXPLOTS DO ESTUDO DE PARÂMETROS DE ADAPTIVE PURSUIT
As Figuras 35, 36 e 37 apresentam os resultados utilizando boxplots para 25 versões de
teste de parâmetros do método Adaptive Pursuit. A primeira versão que aparece nos boxplots
(nominada “AD”) é o algoritmo ADEMO/D com definição de parâmetros padrão (pmin = 0,05,
α = 0,30 e β = 0,80). As 25 combinações para o teste de parâmetro para o método AP são
mostradas na Tabela 68.
Tabela 68: Combinações para o teste de parâmetros para AP (pmin, α e β ).
Versão Combinação Versão Combinação Versão Combinação
V1 (0,00, 0,10, 0,10) V11 (0,15, 0,10, 0,60) V21 (0,24, 0,10, 1,00)
V2 (0,00, 0,40, 0,40) V12 (0,15, 0,40, 0,80) V22 (0,24, 0,40, 0,10)
V3 (0,00, 0,60, 0,60) V13 (0,15, 0,60, 1.00) V23 (0,24, 0,60, 0,40)
V4 (0,00, 0,80, 0,80) V14 (0,15, 0,80, 1.00) V24 (0,24, 0,80, 0,60)
V5 (0,00, 1,00, 1,00) V15 (0,15, 1,00, 0,40) V25 (0,24, 1,00, 0,80)
V6 (0,10, 0,10, 0,40) V16 (0,20, 0,10, 0,80)
V7 (0,10, 0,40, 0,60) V17 (0,20, 0,40, 1,00)
V8 (0,10, 0,60, 0,80) V18 (0,20, 0,60, 0,10)
V9 (0,10, 0,80, 1,00) V19 (0,20, 0,80, 0,40)
V10 (0,10, 1,00, 1,00) V20 (0,20, 1,00, 0,60)
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Figura 35: Boxplots de 25 versões para teste de parâmetro do método AP para UF1-UF4.
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Figura 36: Boxplots de 25 versões para teste de parâmetro do método AP para UF5-UF8.
178
0.02
0.04
0.06
0.08
0.1
0.12
0.14
0.16
AD 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25
versions
I
G
D
UF9
0.4
0.6
0.8
1
1.2
1.4
1.6
1.8
2
2.2
AD 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25
versions
I
G
D
UF10
Figura 37: Boxplots de 25 versões para teste de parâmetro do método AP para UF9-UF10.
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F.0.3 BOXPLOTS DO ESTUDO DE PARÂMETROS DA EVOLUÇÃO DIFERENCIAL
As Figuras 38, 39 e 40 apresentam os resultados utilizando boxplots para 25 versões
de teste de parâmetros da Evolução Diferencial, CR e F. A primeira versão que aparece nos
boxplots (nominada “AD”) é o algoritmo ADEMO/D com definição de parâmetros padrão (CR
= 1,0 e F = 0,5). As 25 combinações para o teste de parâmetro para CR e F são mostradas na
Tabela 69.
Tabela 69: Combinações para o teste de parâmetros para CR e F.
Versão Combinação Versão Combinação Versão Combinação
V1 (0,20, 0,20) V11 (0,60, 0,20) V21 (1,00, 0,10)
V2 (0,20, 0,40) V12 (0,60, 0,40) V22 (1,00, 0,40)
V3 (0,20, 0,60) V13 (0,60, 0,60) V23 (1,00, 0,60)
V4 (0,20, 0,80) V14 (0,60, 0,80) V24 (1,00, 0,80)
V5 (0,20, 1,00) V15 (0,60, 1,00) V25 (1,00, 1.00)
V6 (0,40, 0,20) V16 (0,80, 0,10)
V7 (0,40, 0,40) V17 (0,80, 0,40)
V8 (0,40, 0,60) V18 (0,80, 0,60)
V9 (0,40, 0,80) V19 (0,80, 0,80)
V10 (0,40, 1,00) V20 (0,80, 1,00)
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Figura 38: Boxplots de 25 versões para teste de parâmetro do método CR e F para UF1-UF4.
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Figura 39: Boxplots de 25 versões para teste de parâmetro do método CR e F para UF5-UF8.
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Figura 40: Boxplots de 25 versões para teste de parâmetro do método CR e F para UF9-UF10.
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APÊNDICE G -- RESULTADOS DO TESTE DE KRUSKAL-WALLIS PARA O PSP -
TABELAS COMPLETAS
A Tabela 70 apresenta apresenta a média e o desvio padrão dos valores de RMSDCα das
conformações retornadas pelos tomadores de decisão considerando as proteínas Met-Enkephalin.
Analogamente, as Tabelas 71,72, 73, 74 e 75 mostram os respectivos valores para as proteínas
1ZDD, 1CRN, 1ROP, 1CTF e 2MLT.
Tabela 70: Média e o desvio padrão dos valores de RMSDsCα retornados pelos tomadores de deci-
são com base em 30 execuções independentes do ADEMO/D para Met-Enkephalin.
N 50
TD-Aval 5x104 105 2x105 3x105 4x105 5x105
2-ângulos 1,88 ± 0,10 1,89 ± 0,11 1,90 ± 0,11 1,91 ± 0,12 1,91 ± 0,12 1,92 ± 0,12
4-ângulos 1,88 ± 0,10 1,89 ± 0,11 1,90 ± 0,11 1,91 ± 0,12 1,91 ± 0,12 1,92 ± 0,12
Empírico 1,88 ± 0,09 1,88 ± 0,11 1,89 ± 0,10 1,91 ± 0,11 1,91 ± 0,11 1,92 ± 0,11
Energia total 1,88 ± 0,09 1,89 ± 0,11 1,89 ± 0,11 1,91 ± 0,12 1,92 ± 0,12 1,92 ± 0,11
N 100
TD-Aval 5x104 105 2x105 3x105 4x105 5x105
2-ângulos 1,90 ± 0,09 1,90 ± 0,10 1,94 ± 0,11 1,95 ± 0,11 1,97 ± 0,12 1,97 ± 0,12
4-ângulos 1,89 ± 0,10 1,90 ± 0,10 1,94 ± 0,11 1,95 ± 0,11 1,97 ± 0,12 1,98 ± 0,11
Empírico 1,90 ± 0,09 1,90 ± 0,09 1,93 ± 0,10 1,94 ± 0,11 1,94 ± 0,11 1,95 ± 0,11
Energia total 1,90 ± 0,08 1,92 ± 0,10 1,95 ± 0,11 1,95 ± 0,11 1,95 ± 0,11 1,96 ± 0,11
N 200
TD-Aval 5x104 105 2x105 3x105 4x105 5x105
2-ângulos 1,75 ± 0,48 1,74 ± 0,48 1,77 ± 0,49 1,77 ± 0,49 1,76 ± 0,49 1,91 ± 0,12
4-ângulos 1,75 ± 0,48 1,74 ± 0,48 1,77 ± 0,49 1,77 ± 0,49 1,77 ± 0,49 1,91 ± 0,12
Empírico 1,75 ± 0,48 1,73 ± 0,48 1,76 ± 0,49 1,75 ± 0,48 1,76 ± 0,49 1,90 ± 0,11
Energia total 1,77 ± 0,49 1,75 ± 0,48 1,77 ± 0,49 1,77 ± 0,49 1,77 ± 0,49 1,92 ± 0,12
N 600
TD-Aval 5x104 105 2x105 3x105 4x105 5x105
2-ângulos 1,74 ± 0,08 1,80 ± 0,10 1,85 ± 0,12 1,89 ± 0,12 1,93 ± 0,16 1,94 ± 0,15
4-ângulos 1,74 ± 0,08 1,80 ± 0,10 1,85 ± 0,12 1,90 ± 0,12 1,93 ± 0,16 1,94 ± 0,15
Empírico 1,86 ± 0,09 1,88 ± 0,10 1,91 ± 0,12 1,92 ± 0,12 1,92 ± 0,12 1,92 ± 0,12
Energia total 1,86 ± 0,09 1,89 ± 0,11 1,92 ± 0,13 1,94 ± 0,14 1,94 ± 0,13 1,94 ± 0,14
N 600-20-2
TD-Aval 5x104 105 2x105 3x105 4x105 5x105
2-ângulos 1,84 ± 0,13 1,83 ± 0,14 1,86 ± 0,11 1,92 ± 0,12 1,97 ± 0,12 2,02 ± 0,14
4-ângulos 1,84 ± 0,13 1,83 ± 0,14 1,86 ± 0,11 1,92 ± 0,12 1,97 ± 0,12 2,02 ± 0,14
Empírico 1,91 ± 0,08 1,89 ± 0,08 1,90 ± 0,09 1,92 ± 0,11 1,97 ± 0,12 2,01 ± 0,11
Energia total 1,88 ± 0,09 1,87 ± 0,09 1,92 ± 0,10 1,94 ± 0,13 1,98 ± 0,13 2,02 ± 0,13
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Tabela 71: Média e o desvio padrão dos valores de RMSDsCα retornados pelos tomadores de deci-
são com base em 30 execuções independentes do ADEMO/D para 1ZDD.
N 50
TD-Aval 5x104 105 2x105 3x105 4x105 5x105
2-ângulos 7,32 ± 3,19 6,27 ± 2,78 5,99 ± 2,75 5,91 ± 2,75 5,90 ± 2,76 5,89 ± 2,75
4-ângulos 7,33 ± 3,16 6,26 ± 2,78 6,00 ± 2,76 5,91 ± 2,74 5,89 ± 2,75 5,89 ± 2,75
Empírico 7,34 ± 3,13 6,29 ± 2,78 5,96 ± 2,74 5,87 ± 2,73 5,85 ± 2,73 5,83 ± 2,71
Energia total 7,30 ± 3,16 6,26 ± 2,76 5,99 ± 2,74 5,92 ± 2,74 5,90 ± 2,76 5,89 ± 2,75
N 100
TD-Aval 5x104 105 2x105 3x105 4x105 5x105
2-ângulos 9,95 ± 2,28 7,84 ± 3,33 5,94 ± 2,47 5,81 ± 2,46 5,78 ± 2,51 5,73 ± 2,53
4-ângulos 10,26 ± 2,31 8,19 ± 3,40 5,94 ± 2,47 5,81 ± 2,45 5,76 ± 2,52 5,73 ± 2,53
Empírico 9,46 ± 2,99 7,25 ± 3,16 5,90 ± 2,51 5,79 ± 2,48 5,74 ± 2,52 5,70 ± 2,55
Energia total 9,86 ± 2,92 7,33 ± 3,10 5,96 ± 2,48 5,81 ± 2,45 5,78 ± 2,50 5,74 ± 2,55
N 200
TD-Aval 5x104 105 2x105 3x105 4x105 5x105
2-ângulos 8,59 ± 2,90 6,99 ± 3,04 6,63 ± 3,10 6,22 ± 2,93 6,19 ± 2,90 6,17 ± 2,92
4-ângulos 8,57 ± 2,88 6,99 ± 3,04 6,62 ± 3,09 6,22 ± 2,93 6,19 ± 2,90 6,16 ± 2,92
Empírico 8,30 ± 2,99 7,06 ± 3,15 6,63 ± 3,12 6,20 ± 2,91 6,18 ± 2,91 6,17 ± 2,92
Energia total 8,05 ± 2,78 7,03 ± 3,16 6,64 ± 3,13 6,22 ± 2,92 6,18 ± 2,92 6,18 ± 2,94
N 600
TD-Aval 5x104 105 2x105 3x105 4x105 5x105
2-ângulos 10,06 ± 1,98 9,13 ± 2,62 7,67 ± 2,77 7,13 ± 2,69 7,14 ± 2,75 7,22 ± 2,77
4-ângulos 10,18 ± 1,97 9,01 ± 2,64 7,59 ± 2,73 7,13 ± 2,69 7,16 ± 2,77 7,22 ± 2,77
Empírico 10,12 ± 2,85 8,33 ± 2,83 7,38 ± 2,85 7,08 ± 2,72 7,12 ± 2,81 6,98 ± 2,72
Energia total 10,14 ± 2,93 8,31 ± 2,72 7,53 ± 2,83 7,22 ± 2,71 7,29 ± 2,82 7,23 ± 2,81
N 600-20-2
TD-Aval 5x104 105 2x105 3x105 4x105 5x105
2-ângulos 9,96 ± 2,78 11,03 ± 1,76 8,58 ± 2,87 7,07 ± 3,08 5,75 ± 2,44 5,63 ± 2,65
4-ângulos 9,98 ± 2,78 11,03 ± 1,76 8,58 ± 2,87 7,01 ± 3,08 5,75 ± 2,44 5,63 ± 2,65
Empírico 10,82 ± 1,90 10,80 ± 2,15 7,71 ± 3,25 6,18 ± 2,56 5,45 ± 2,24 5,09 ± 2,31
Energia total 10,91 ± 1,91 10,54 ± 2,27 7,64 ± 3,26 6,31 ± 2,68 5,59 ± 2,49 5,29 ± 2,56
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Tabela 72: Média e o desvio padrão dos valores de RMSDsCα retornados pelos tomadores de deci-
são com base em 30 execuções independentes do ADEMO/D para 1CRN.
N 50
TD-Aval 5x104 105 2x105 3x105 4x105 5x105
2-ângulos 12,42 ± 1,93 11,65 ± 1,55 11,34 ± 1,41 11,31 ± 1,35 11,32 ± 1,43 11,24 ± 1,45
4-ângulos 12,38 ± 2,00 11,64 ± 1,51 11,36 ± 1,42 11,29 ± 1,40 11,31 ± 1,43 11,25 ± 1,45
Empírico 11,91 ± 1,63 11,59 ± 1,60 11,33 ± 1,43 11,33 ± 1,42 11,30 ± 1,44 11,23 ± 1,50
Energia total 11,99 ± 1,59 11,59 ± 1,57 11,39 ± 1,36 11,35 ± 1,42 11,33 ± 1,43 11,30 ± 1,43
N 100
TD-Aval 5x104 105 2x105 3x105 4x105 5x105
2-ângulos 18,01 ± 3,69 13,33 ± 4,70 10,81 ± 1,70 10,72 ± 1,65 10,78 ± 1,54 10,74 ± 1,62
4-ângulos 19,15 ± 4,14 13,66 ± 5,14 10,80 ± 1,69 10,72 ± 1,64 10,77 ± 1,55 10,75 ± 1,63
Empírico 17,71 ± 4,33 12,45 ± 3,93 10,81 ± 1,70 10,75 ± 1,65 10,73 ± 1,64 10,71 ± 1,66
Energia total 17,78 ± 4,10 12,96 ± 4,41 10,83 ± 1,70 10,76 ± 1,65 10,74 ± 1,65 10,73 ± 1,65
N 200
TD-Aval 5x104 105 2x105 3x105 4x105 5x105
2-ângulos 16,10 ± 4,71 11,60 ± 1,90 11,05 ± 1,41 10,98 ± 1,44 10,96 ± 1,47 10,99 ± 1,47
4-ângulos 16,70 ± 4,58 11,62 ± 1,91 11,05 ± 1,41 10,98 ± 1,44 10,94 ± 1,48 11,00 ± 1,47
Empírico 13,90 ± 4,06 11,36 ± 1,69 10,92 ± 1,40 10,89 ± 1,42 10,87 ± 1,45 10,87 ± 1,45
Energia total 14,45 ± 4,27 11,45 ± 1,72 11,00 ± 1,43 10,97 ± 1,44 10,94 ± 1,48 10,94 ± 1,47
N 600
TD-Aval 5x104 105 2x105 3x105 4x105 5x105
2-ângulos 15,72 ± 3,58 12,68 ± 3,68 11,48 ± 1,79 11,79 ± 1,90 11,93 ± 2,27 11,95 ± 2,01
4-ângulos 15,82 ± 3,69 12,69 ± 3,68 11,48 ± 1,79 11,77 ± 1,89 11,93 ± 2,27 11,95 ± 2,01
Empírico 13,47 ± 3,51 11,17 ± 1,69 11,14 ± 1,64 11,13 ± 1,57 11,17 ± 1,59 11,08 ± 1,55
Energia total 13,34 ± 3,76 11,07 ± 1,75 11,04 ± 1,66 11,16 ± 1,58 11,17 ± 1,59 11,12 ± 1,59
N 600-20-2
TD-Aval 5x104 105 2x105 3x105 4x105 5x105
2-ângulos 16,82 ± 3,39 17,48 ± 4,58 13,88 ± 3,03 11,54 ± 1,86 11,30 ± 1,60 11,10 ± 1,65
4-ângulos 16,82 ± 3,39 17,23 ± 4,54 13,60 ± 3,03 11,54 ± 1,86 11,30 ± 1,60 11,10 ± 1,65
Empírico 18,87 ± 3,26 17,95 ± 5,28 11,98 ± 2,01 11,35 ± 1,62 11,22 ± 1,75 11,11 ± 1,65
Energia total 18,60 ± 3,55 17,74 ± 4,24 11,89 ± 1,99 11,25 ± 1,53 11,08 ± 1,69 11,07 ± 1,61
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Tabela 73: Média e o desvio padrão dos valores de RMSDsCα retornados pelos tomadores de deci-
são com base em 30 execuções independentes do ADEMO/D para 1ROP.
N 50
TD-Aval 5x104 105 2x105 3x105 4x105 5x105
2-ângulos 16,80 ± 4,08 12,30 ± 5,51 9,11 ± 4,96 7,74 ± 4,20 7,35 ± 3,57 7,16 ± 3,24
4-ângulos 16,70 ± 4,03 12,31 ± 5,50 9,13 ± 4,97 7,75 ± 4,20 7,35 ± 3,58 7,16 ± 3,24
Empírico 16,41 ± 4,19 12,27 ± 5,62 9,10 ± 4,95 7,74 ± 4,21 7,34 ± 3,58 7,15 ± 3,26
Energia total 16,35 ± 4,19 12,25 ± 5,60 9,05 ± 4,85 7,74 ± 4,19 7,36 ± 3,58 7,15 ± 3,27
N 100
TD-Aval 5x104 105 2x105 3x105 4x105 5x105
2-ângulos 18,42 ± 3,27 17,04 ± 4,58 12,51 ± 4,94 9,44 ± 5,27 7,95 ± 4,79 7,20 ± 4,25
4-ângulos 18,79 ± 3,14 17,06 ± 4,56 12,52 ± 4,99 9,44 ± 5,27 7,95 ± 4,79 7,20 ± 4,25
Empírico 18,87 ± 3,73 16,80 ± 4,46 12,39 ± 4,94 9,38 ± 5,24 7,85 ± 4,66 7,08 ± 4,08
Energia total 18,73 ± 3,79 16,62 ± 4,54 12,28 ± 4,97 9,27 ± 5,18 7,75 ± 4,58 7,05 ± 4,06
N 200
TD-Aval 5x104 105 2x105 3x105 4x105 5x105
2-ângulos 18,40 ± 3,95 14,26 ± 5,03 8,70 ± 4,48 7,13 ± 3,57 6,81 ± 3,57 6,73 ± 3,43
4-ângulos 18,64 ± 3,79 14,25 ± 5,02 8,71 ± 4,48 7,13 ± 3,57 6,81 ± 3,57 6,73 ± 3,43
Empírico 17,57 ± 4,48 14,23 ± 4,94 8,50 ± 4,45 6,97 ± 3,55 6,76 ± 3,58 6,62 ± 3,24
Energia total 17,60 ± 4,43 14,23 ± 4,97 8,47 ± 4,39 6,97 ± 3,51 6,79 ± 3,52 6,66 ± 3,24
N 600
TD-Aval 5x104 105 2x105 3x105 4x105 5x105
2-ângulos 16,95 ± 3,50 14,64 ± 4,46 10,51 ± 5,50 8,64 ± 4,98 7,78 ± 4,69 7,70 ± 4,70
4-ângulos 16,96 ± 3,50 14,64 ± 4,46 10,51 ± 5,50 8,44 ± 4,92 7,78 ± 4,69 7,70 ± 4,70
Empírico 17,52 ± 3,37 14,03 ± 4,83 9,35 ± 5,19 7,70 ± 4,36 7,25 ± 3,88 6,75 ± 3,52
Energia total 17,64 ± 3,45 13,97 ± 4,81 9,51 ± 5,18 7,67 ± 4,29 7,22 ± 3,86 6,74 ± 3,51
N 600-20-2
TD-Aval 5x104 105 2x105 3x105 4x105 5x105
2-ângulos 19,10 ± 3,42 18,94 ± 3,29 17,81 ± 4,13 14,93 ± 4,55 12,29 ± 4,97 10,44 ± 5,00
4-ângulos 18,85 ± 3,31 19,08 ± 3,32 17,74 ± 4,13 14,93 ± 4,55 12,29 ± 4,97 10,44 ± 5,00
Empírico 19,15 ± 3,34 19,17 ± 3,15 16,85 ± 4,02 13,99 ± 4,30 11,51 ± 5,05 9,99 ± 5,08
Energia total 19,13 ± 3,34 19,00 ± 3,21 16,88 ± 4,09 13,86 ± 4,38 11,21 ± 5,11 9,87 ± 5,02
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Tabela 74: Média e o desvio padrão dos valores de RMSDsCα retornados pelos tomadores de deci-
são com base em 30 execuções independentes do ADEMO/D para 1CTF.
N 50
TD-Aval 5x104 105 2x105 3x105 4x105 5x105
textbf2-ângulos 19,06 ± 3,63 16,25 ± 1,93 15,61 ± 1,80 15,38 ± 1,86 15,33 ± 1,86 15,22 ± 1,83
4-ângulos 18,90 ± 3,69 16,24 ± 1,93 15,61 ± 1,81 15,39 ± 1,85 15,34 ± 1,87 15,21 ± 1,82
Empírico 18,64 ± 3,53 16,30 ± 1,87 15,62 ± 1,81 15,33 ± 1,85 15,29 ± 1,86 15,17 ± 1,82
Energia total 18,42 ± 3,25 16,19 ± 1,80 15,60 ± 1,79 15,38 ± 1,85 15,32 ± 1,87 15,21 ± 1,83
N 100
TD-Aval 5x104 105 2x105 3x105 4x105 5x105
2-ângulos 22,78 ± 3,36 20,87 ± 4,48 15,76 ± 1,37 15,53 ± 1,58 15,36 ± 1,58 15,32 ± 1,53
4-ângulos 22,91 ± 3,35 20,63 ± 4,44 15,76 ± 1,37 15,54 ± 1,58 15,37 ± 1,57 15,33 ± 1,54
Empírico 23,13 ± 3,25 19,62 ± 4,29 15,80 ± 1,29 15,53 ± 1,57 15,35 ± 1,57 15,30 ± 1,52
Energia total 23,25 ± 3,19 19,89 ± 4,46 15,68 ± 1,41 15,54 ± 1,58 15,30 ± 1,52 15,32 ± 1,52
N 200
TD-Aval 5x104 105 2x105 3x105 4x105 5x105
2-ângulos 22,53 ± 3,15 18,72 ± 3,87 16,38 ± 1,68 16,20 ± 1,50 15,94 ± 1,78 15,89 ± 1,78
4-ângulos 22,37 ± 3,13 18,72 ± 3,87 16,38 ± 1,68 16,19 ± 1,49 15,95 ± 1,79 15,81 ± 1,81
Empírico 22,81 ± 3,40 18,34 ± 3,98 16,24 ± 1,66 16,14 ± 1,53 15,82 ± 1,79 15,77 ± 1,77
Energia total 22,95 ± 3,44 18,39 ± 4,08 16,42 ± 1,64 16,25 ± 1,54 15,94 ± 1,79 15,89 ± 1,78
N 600
TD-Aval 5x104 105 2x105 3x105 4x105 5x105
2-ângulos 22,99 ± 3,76 17,61 ± 3,38 16,63 ± 2,18 16,33 ± 2,03 16,26 ± 2,05 16,28 ± 1,94
4-ângulos 23,36 ± 3,88 17,59 ± 3,34 16,63 ± 2,18 16,33 ± 2,03 16,26 ± 2,05 16,28 ± 1,94
Empírico 23,14 ± 4,66 16,94 ± 2,62 16,53 ± 2,10 16,55 ± 2,23 16,44 ± 2,00 16,29 ± 1,96
Energia total 22,87 ± 4,46 16,97 ± 2,63 16,54 ± 2,16 16,56 ± 2,21 16,47 ± 2,07 16,39 ± 1,94
N 600-20-2
TD-Aval 5x104 105 2x105 3x105 4x105 5x105
2-ângulos 21,62 ± 3,68 23,03 ± 3,00 21,97 ± 4,90 17,86 ± 3,54 16,93 ± 1,94 16,65 ± 1,88
4-ângulos 21,54 ± 3,71 23,19 ± 2,90 21,97 ± 4,90 17,86 ± 3,54 16,93 ± 1,94 16,67 ± 1,89
Empírico 22,48 ± 3,68 24,02 ± 2,93 20,14 ± 3,84 17,26 ± 2,16 16,69 ± 2,02 16,71 ± 2,05
Energia total 22,34 ± 3,55 23,98 ± 3,31 19,52 ± 3,70 17,13 ± 2,19 16,73 ± 1,94 16,76 ± 1,99
188
Tabela 75: Média e o desvio padrão dos valores de RMSDsCα retornados pelos tomadores de deci-
são com base em 30 execuções independentes do ADEMO/D para 2MLT.
N 50
TD-Aval 5x104 105 2x105 3x105 4x105 5x105
2-ângulos 3,32 ± 0,56 3,42 ± 0,69 3,47 ± 0,70 3,47 ± 0,70 3,49 ± 0,71 3,46 ± 0,71
4-ângulos 3,33 ± 0,56 3,42 ± 0,68 3,47 ± 0,69 3,47 ± 0,70 3,47 ± 0,71 3,47 ± 0,71
Empírico 3,31 ± 0,58 3,41 ± 0,67 3,43 ± 0,70 3,44 ± 0,70 3,45 ± 0,71 3,45 ± 0,71
Energia total 3,33 ± 0,59 3,44 ± 0,68 3,48 ± 0,70 3,49 ± 0,71 3,48 ± 0,71 3,49 ± 0,71
N 100
TD-Aval 5x104 105 2x105 3x105 4x105 5x105
2-ângulos 3,35 ± 0,60 3,28 ± 0,52 3,24 ± 0,68 3,20 ± 0,70 3,23 ± 0,72 3,22 ± 0,73
4-ângulos 3,36 ± 0,58 3,28 ± 0,51 3,25 ± 0,68 3,21 ± 0,70 3,23 ± 0,72 3,21 ± 0,72
Empírico 3,39 ± 0,58 3,22 ± 0,62 3,25 ± 0,67 3,22 ± 0,71 3,25 ± 0,74 3,25 ± 0,74
Energia total 3,35 ± 0,56 3,21 ± 0,60 3,21 ± 0,67 3,19 ± 0,71 3,21 ± 0,73 3,21 ± 0,74
N 200
TD-Aval 5x104 105 2x105 3x105 4x105 5x105
2-ângulos 3,47 ± 0,45 3,38 ± 0,54 3,43 ± 0,60 3,45 ± 0,59 3,43 ± 0,60 3,46 ± 0,61
4-ângulos 3,47 ± 0,46 3,39 ± 0,54 3,43 ± 0,60 3,45 ± 0,59 3,43 ± 0,60 3,46 ± 0,61
Empírico 3,44 ± 0,51 3,38 ± 0,52 3,42 ± 0,56 3,46 ± 0,55 3,46 ± 0,56 3,45 ± 0,56
Energia total 3,44 ± 0,54 3,43 ± 0,56 3,44 ± 0,60 3,45 ± 0,58 3,46 ± 0,60 3,46 ± 0,60
N 600
TD-Aval 5x104 105 2x105 3x105 4x105 5x105
2-ângulos 3,32 ± 0,47 3,23 ± 0,74 3,18 ± 0,73 3,28 ± 0,88 3,16 ± 0,77 3,37 ± 0,79
4-ângulos 3,31 ± 0,47 3,23 ± 0,75 3,17 ± 0,74 3,28 ± 0,88 3,16 ± 0,77 3,37 ± 0,79
Empírico 3,29 ± 0,64 3,29 ± 0,72 3,42 ± 0,78 3,44 ± 0,81 3,43 ± 0,82 3,43 ± 0,83
Energia total 3,22 ± 0,68 3,22 ± 0,79 3,34 ± 0,85 3,36 ± 0,88 3,35 ± 0,88 3,34 ± 0,88
N 600-20-2
TD-Aval 5x104 105 2x105 3x105 4x105 5x105
2-ângulos 3,54 ± 0,64 3,40 ± 0,44 3,58 ± 0,43 3,41 ± 0,66 3,45 ± 0,68 3,33 ± 0,73
4-ângulos 3,54 ± 0,64 3,41 ± 0,45 3,54 ± 0,41 3,41 ± 0,66 3,45 ± 0,68 3,33 ± 0,73
Empírico 3,29 ± 0,57 3,40 ± 0,40 3,31 ± 0,63 3,36 ± 0,69 3,32 ± 0,76 3,23 ± 0,75
Energia total 3,44 ± 0,54 3,44 ± 0,39 3,27 ± 0,67 3,33 ± 0,70 3,27 ± 0,75 3,22 ± 0,75
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APÊNDICE H -- RESULTADOS NUMÉRICOS DO PSP COM A LITERATURA
A Tabela 76 mostra os resultados em termos de valores de energia e RMSDCα con-
seguidos pelo ADEMO/DPSP, quando comparados com os descritos em outras abordagens da
literatura. Para estas proteínas o número máximo de avaliações da função de energia foi definido
em 2 × 105 para o ADEMO/DPSP.
Tabela 76: ADEMO/DPSP em comparação com outras abordagens para as proteínas Met-
Enkephalin, 1ZDD, 1CRN, 1ROP, 1CTF e 2MLT. Células cinza escuras destacam os melhores
resultados (menores valores).
Proteína Algoritmo Energia RMSDCα Número de
(kcal mol−1) (Å) avaliações
Met-Enkephalin
ADEMO/DPSP -30,43 1,77 2,0 × 105
IPAES (CUTELLO et al., 2006, 2008) -20,56 1,74 3,5 × 105
PSAGC (LIU; TAO, 2006) -11,10 - -
NOMAD-PSP (NICOSIA; STRACQUADANIO, 2007) -30,14 1,55 2,5 × 105
SaDE/RGA (SUDHA et al., 2013) -12,43 - 2,88 × 104
1ZDD
ADEMO/DPSP -1301,38 2,14 2,0 × 105
IPAES (CUTELLO et al., 2006, 2008) -1052,09 2,27 2,5 × 105
NOMAD-PSP (NICOSIA; STRACQUADANIO, 2007) -1460,75 3,87 106
HGA (DORN et al., 2011) -983,27 3,92 -
1CRN ADEMO/DPSP 253,25 6,06 2,0 × 10
5
IPAES (CUTELLO et al., 2006, 2008) 701,25 4,43 2,5 × 105
1ROP
ADEMO/DPSP -723,40 4,48 2,0 × 105
IPAES (CUTELLO et al., 2006, 2008) -797,57 3,70 2,5 × 105
IMMALG-DIRECT (ANILE et al., 2007) -1117,25 3,59 1,3 × 105
Parallel framework of (BECERRA et al., 2010) -626,75 3,77 2,0 × 106
1CTF ADEMO/DPSP 761,86 12,74 2,0 × 10
5
IPAES (CUTELLO et al., 2006, 2008) 218,98 10,12 2,5 × 105
2MLT
ADEMO/DPSP -1,11 1,54 2,0 × 105
IPAES (CUTELLO et al., 2006, 2008) -18,25 2,01 2,5 × 105
NOMAD-PSP (NICOSIA; STRACQUADANIO, 2007) 456,93 0,99 5,0 × 105
A Figura 41 mostra a comparação entre a conformação predita escolhida pelo tomador
de decisão do ADEMO/DPSP e as conformações nativas da proteína para o conjunto de teste.
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(a) Conformações nativas e predi-
tas para a proteína Met-Enkephalin
(RMSDCα = 1.73 Å)
(b) Conformações nativas e preditas
para a proteína 1ZDD (RMSDCα = 2,14
Å).
(c) Conformações nativas e preditas
para a proteína 1CRN (RMSDCα = 6,06
Å).
(d) Conformações nativas e preditas
para a proteína 1ROP (RMSDCα = 3,83
Å).
(e) Conformações nativas e preditas
para a proteína 1CTF (RMSDCα = 11,94
Å).
(f) Conformações nativas e preditas
para a proteína 2MLT (RMSDCα = 1,54
Å).
Figura 41: Comparação entre a conformação predita escolhida pelo tomador de decisão do
ADEMO/DPSP e a conformação nativa da proteína.
191
ANEXO A -- MÉTODOS COMPUTACIONAIS PARA A PREDIÇÃO DA ESTRUTURA
DE PROTEÍNAS
Os métodos computacionais para predição da estrutura de proteínas podem ser dividi-
dos em dois grupos: os baseados em padrões, como homologia e threading, e os métodos que
fazem a predição sem a necessidade de padrões para comparação, como ab initio e de novo. O
método ab initio, utilizado neste trabalho, está descrito na Seção 2.4. Os outros métodos são
detalhados a seguir.
A.1 MÉTODO DE NOVO
Métodos de predição de estrutura de proteínas de novo tentam prever estruturas terciá-
rias de sequências de aminoácidos com base em princípios gerais que regem o dobramento de
proteínas, juntamente com tendências estatísticas das características de conformação que as es-
truturas nativas adquirem, sem o uso de modelos ou padrões explícitos. Um modelo geral para a
previsão de novo envolve a amostragem do espaço conformacional, guiado por funções de pon-
tuação (scoring functions) e outros cálculos, de tal forma que um conjunto grande de estruturas
candidatas (decoy) são geradas. Em seguida, é feita a seleção de conformações nativas destas
candidatas utilizando novamente as funções de pontuação e outras fórmulas do modelo (ZAKI;
BYSTROFF, 2008). O objetivo principal do método é identificar as sequências de aminoácidos
que se dobram em proteínas com funções desejadas.
A abordagem do problema de projeto de novo também é chamada de problema in-
verso do dobramento de proteína que exige a determinação de uma sequência de aminoácidos
compatíveis com uma dada estrutura tridimensional. De novo é o “inverso” do problema do
dobramento de proteínas, porque ele começa com a estrutura, ao invés da sequência, e verifica
todas as sequências que dobrarão em cada estrutura (FLOUDAS et al., 2005).
Segundo Xu et al. (2006b), a maioria das técnicas de novo atuais utilizam algum tipo
de componente baseado em conhecimento. Além disso, o método também utiliza simplificações
nas representações como, por exemplo, ignorar as cadeias laterais ou limitá-las, assumir que a
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ligação peptídica é planar (eliminando o ângulo ω como parâmetro), utilizar modelos baseados
em lattices, entre outras.
Um método aplicado em predições de novo é o que utiliza montagens de fragmentos
de proteínas (fragment assembly), que são pedaços de informação que podem ser pequenos e
oriundos de várias fontes. O uso de fragmentos auxilia na transferência de informação baseada
em homologia e se beneficia do pressuposto de que os fragmentos são derivados de proteínas
reais dobradas contendo assim, implicitamente, informação útil baseada em conhecimento (XU
et al., 2006b).
Técnicas de novo são muito mais intensivas computacionalmente que os métodos ba-
seados em padrões (XU et al., 2006b).
A maior limitação da metodologia de novo está relacionada à qualidade das funções de
energia, enquanto que a busca no espaço conformacional apresenta melhores resultados (XU et
al., 2006b).
A chave da predição de novo está na amostragem do espaço conformacional e na se-
leção de estruturas candidatas (decoys). Nas duas situações estão envolvidas as funções de
pontuação, cujo modelo ainda apresenta problemas (ZAKI; BYSTROFF, 2008).
Apesar dos avanços, o uso da predição de proteínas utilizando o método de novo ainda
está limitado a estruturas pequenas (150 resíduos) e topologicamente simples. É importante
destacar, entretanto, que os métodos de novo são importantes também para predição do dobra-
mento de proteínas e interações proteínas-proteínas (BUJNICKI, 2009).
A.2 MÉTODO DE HOMOLOGIA
A metodologia para modelagem por homologia (ou modelagem comparativa) é ba-
seada no entendimento de questões da evolução protêica. Proteínas que possuem sequências
similares, em geral, também têm estruturas similares. Proteínas que possuem estruturas deter-
minadas experimentalmente podem ser utilizadas em modelagem por homologias, sendo este
um método baseado em padrões.
A primeria estrutura de proteína que foi predita utilizando a modelagem por homologia
foi a α-lactalbumina (Figura 42) em 1969, por Browne e outros pesquisadores, sendo baseada
nos dados de raio X da lisozima (Figura 43) (XU et al., 2006a).
A modelagem por homologia constrói um modelo tridimensional de uma proteína de
estrutura desconhecida (sequência alvo) baseada na similaridade de sequência com proteínas de
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Figura 42: Primeira proteína predita por homologia - α-lactalbumina (PDB 1A4V).
Figura 43: Lisozima (PDB 132L).
estrutura já conhecidas (templates).
Dada uma sequência de proteína, o procedimento para modelagem por homologia con-
siste nos seguinte passos (que podem envolver alguns erros) (XU et al., 2006a):
1.Identificar homólogos de estrutura conhecida (templates), utilizando o PDB;
2.Alinhar a sequência alvo às estruturas templates;
3.Construir o modelo baseado no alinhamento;
4.Avaliar e refinar o modelo.
O primeiro passo é selecionar homólogos com estruturas conhecidas utilizando como
fonte o PDB. Se a sequência alvo tem alta identidade de sequência (>30%) para a estrutura,
a detecção da homologia é tão simples que é geralmente feita por meio de comparação da
sequência alvo com todas as sequências de estruturas no PDB. Métodos de programação di-
nâmica (extensamente abordados por Cormen e Rivest (1990)) podem ser aplicados para este
fim.
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Um software bastante popular para identificação de homólogos é o BLAST (Basic
Local Alignment Search Tool) (http://blast.ncbi.nlm.nih.gov/blast) (ALTS-
CHUL et al., 1990). O programa funciona muito bem para alinhamento de sequências com
alta similaridade, mas quando a similaridade fica bem abaixo dos 30%, o resultado de homolo-
gia com BLAST não é confiável.
Caso múltiplos homólogos sejam identificados do PDB, é preciso selecionar um ou
alguns templates mais apropriados para a construção do modelo. Em geral, considerada pri-
oritária a similaridade de sequência entre a estrutura alvo e o template. Por outro lado, gaps
(inserções ou remoções) no alinhamento têm um grave impacto na qualidade do modelo a ser
construído, devido ao fato que gaps são regiões onde nenhum template está disponível para
orientar o processo de construção do modelo. Outra questão está relacionada a inserções e re-
moções. Em geral, inserções são mais difíceis de manipular que remoções, particularmente,
há maior dificuldade com inserções que envolvem mais que 10 resíduos (o modelo inserido de
resíduos pode ser considerado um mini ab initio). Desta forma, o segundo critério é escolher
um alinhamento que tenha menos gaps e inserções curtas. Além disso, já que sequências da
mesma família, frequentemente, compartilham estrutura e função similares, templates que po-
dem ser agrupados na mesma subfamília são, em geral, favorecidos. Isto pode ser alcançado
pela construção de múltiplos alinhamentos e árvores filogenéticas (XU et al., 2006a). Caso se
saiba a função da proteína modelada, templates com função similar também devem ser priorita-
riamente considerados. Diversos outros critérios podem ser ponderados; Xu et al. (2006a) pode
ser utilizado como consulta.
Tendo o alinhamento da sequência, o próximo passo é a construção do modelo. Exis-
tem quatro métodos para construção de modelos, utilizados dependendo de como a informação
nas estruturas conhecidas é transferida para a sequência alvo: corpos rígidos, restrições espa-
ciais, matching de segmento e evolução artificial. Xu et al. (2006a) apresenta detalhamentos
sobre esses métodos.
A etapa de refinamento funciona, especialmente, para a afinação do alinhamento, loops
e cadeias laterais. Tramontano (2006) apresenta informações detalhadas sobre esta e outras
etapas do processo de homologia.
Modelagem por homologia é um método eficiente pra obtenção de informações sobre
proteínas. Comparado com o método ab initio, esta modelagem é mais precisa e confiável e
pode ser aplicada em protéinas grandes, embora não seja perfeita.
A qualidade de um modelo por homologia está diretamente relacionada à similaridade
de sequência entre a estrutura alvo e o template. Modelos altamente homólogos com identidade
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de sequência acima de 50%, os templates frequentemente possuem RMSD das estruturas em
torno de 2Å, que é comparável a uma estrutura obtida por difração de raio X de resolução média.
O grande problema que ainda afronta a predição de estrutura de proteínas por homolo-
gia é que a estrutura da proteína alvo pode diferir significativamente dos templates disponíveis
(XU et al., 2006a). Outra limitação está no fato de não ser possível estudar o processo de do-
bramento da proteína, ou seja, o caminho que a proteína percorre do seu estado de estrutura
primária até o seu estado de estrutura terciária e funcional.
A.3 MÉTODO UTILIZANDO THREADING
O termo threading (algumas vezes mencionado na literatura como alinhavamento) foi
introduzido em 1992 por David Jones, Janet Thornton e Willie Taylor (JONES et al., 1992).
Esta técnica, baseada em conhecimento (knowledge-based), é fundamentada na comparação
da proteína alvo com modelos descritivos dos enovelamentos de proteínas homólogas. Ela
utiliza, para realizar as suas predições, potenciais estatísticos derivados da análise de padrões
de enovelamento de proteínas com estruturas 3D conhecidas e armazenadas nas bases de dados
de estruturas.
Neste método, também chamado de 3D-1D, a sequência alvo é forçada a adotar cada
dobramento do domínio de uma proteína conhecida e, em cada caso, uma função é calculada
para medir a adequação da sequência para aquele dobramento em particular. A Figura 44 apre-
senta uma ilustração para a técnica. Na figura, z refere-se ao valor da sequência alvo para a
pontuação média para um conjunto de sequências aleatórias com os mesmos aminoácidos e
comprimento da sequência. Um valor alto de z indica que a sequência quase certamente adota
o dobramento (PETSKO, 2004).
A função possibilita uma medida quantitativa de quão bem a sequência assume o do-
bramento. O método se baseia na suposição de que as estruturas tridimesionais das proteínas
possuem característica que são, no mínimo, semi-quantitativamente previsíveis e que refletem
as propriedades físico-químicas das cadeias de aminoácidos nas sequências tão bem quanto as
limitações nos tipos de interações permitidas em uma cadeia polipeptídica dobrada (PETSKO,
2004).
Segundo Petsko (2004), o uso de threading tem mostrado que um alto valor da função
medida no processo, indica que a predição pode ser confiável. Por outro lado, um valor baixo da
função somente indica que um ajuste não foi encontrado e não que a sequência não pode adotar
aquele dobramento. Desta forma, nada pode ser aprendido sobre a sequência se o método falha
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Figura 44: Método de predição de estrutura de proteínas baseado em threading. Fonte: Petsko
(2004).
na busca por um dobramento. Mesmo com limitações, o método apresenta bons resultados e é
bastante utilizado na identificação de dobramentos.
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ANEXO B -- TINKER
A ferramenta Tinker pode trabalhar com diversos arquivos. Dentre os vários tipos
básicos de arquivos utilizados estão: .XYZ, .key, .int, .arc, .pdb, .seq e .prm.
Os arquivos .xyz são o tipo de arquivo básico de coordenadas cartesianas. Cada
arquivo contém uma linha de título seguido de uma linha para cada átomo na estrutura, conforme
a seguir:
22 Alanine Dipeptide // CHARMM22 C5 Minimum
1 CT3 -2.249880 -0.851680 -0.058940 27 2 4 5 6
2 C -0.786160 -1.071640 -0.041920 20 1 3 7
3 O -0.312190 -2.152570 0.279550 74 2
4 HA -2.764750 -1.780850 0.268810 1 1
5 HA -2.586730 -0.597290 -1.085860 1 1
6 HA -2.521030 -0.027170 0.633690 1 1
7 NH1 -0.025660 -0.031640 -0.391820 63 2 8 11
8 CT1 1.415230 -0.079650 -0.382260 23 7 9 12 13
9 C 1.933490 1.322610 -0.124130 20 8 10 17
10 O 1.170440 2.286690 -0.127990 74 9
11 H -0.424700 0.854010 -0.611480 3 7
12 HB 1.746460 -0.702310 0.439450 4 8
13 CT3 1.958160 -0.619200 -1.723660 27 8 14 15 16
14 HA 1.627360 0.025240 -2.565870 1 13
15 HA 3.066090 -0.674020 -1.723780 1 13
16 HA 1.559770 -1.642940 -1.895670 1 13
17 NH1 3.251530 1.467720 0.116150 63 9 18 19
18 CT3 3.834060 2.763270 0.377670 61 17 20 21 22
19 H 3.852350 0.675210 0.119160 3 17
20 HA 4.929130 2.674280 0.551220 1 18
21 HA 3.372750 3.226480 1.279840 1 18
22 HA 3.670130 3.449260 -0.484700 1 18
Cada linha contém: o número sequencial da estrutura, um símbolo ou nome atômico,
as coordendas X, Y e Z, o número do tipo do campo de força do átomo e uma lista de átomos
conectados ao átomo corrente. A maioria dos cálculos do Tinker são feitos em alguma versão
do formato .xyz.
Os arquivos .key contêm os parâmetros para os cálculos no Tinker.
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Os arquivos .int contêm uma representação das coordenadas internas da estrutura
molecular, consistindo de uma linha de título seguido de uma linha para cada átomo na estrutura,
conforme a seguir:
75 Met-Enkephalin (Tyr-Gly-Gly-Phe-Met)
1 N+ 9
2 C 1 1 1.50000
3 C 2 2 1.51000 1 110.7000
4 O 13 3 1.22000 2 122.5000 1 -23.0000 0
5 H 19 1 1.02000 2 109.5000 3 -86.0000 0
6 H 19 1 1.02000 2 109.5000 5 108.0000 1
7 H 19 1 1.02000 2 109.5000 5 108.0000 -1
8 H 17 2 1.11000 1 109.5000 3 107.9000 -1
9 C 1 2 1.54000 1 109.5000 3 107.8000 1
10 C 4 9 1.50000 2 109.5000 1 -165.0000 0
...
Cada linha contém: o número sequencial dentro da estrutura, o número do tipo do
campo de força do átomo e as coordenadas internas no formato Z-matrix.
Os arquivos .arc podem conter uma série de arquivos de coordenadas cartesianas
.xyz apensados um depois do outro.
Os arquivos .pdb contêm informações no formato PDB.
Os arquivos .seq contêm a sequência primária de um biopolímero no padrão código
de uma letra, com 50 resíduos por linha. O arquivo deste tipo é gerado automaticamente quando
um arquivo do PDB é convertido para o formato .xyz do Tinker ou usando alguns programas
(PROTEIN ou NUCLEIC) para construir a estrutura da sequência. Ele é necessário para a
conversão reversa de um arquivo do Tinker para o formato PDB.
Os arquivos .prm contêm os parâmetros de energia potencial, como uma definição da
forma funcional da energia potencial para um campo de força, além de valores para parâme-
tros de energia individual. Por exemplo, o arquivo CHARMM27.PRM contém os parâmetros de
energia e definições necessárias para uma versão específica do campo de força CHARMM.
O Tinker possui diversos programas de energia potencial, dentre os quais destacam-se
os seguintes: ANALYZE, ANNEAL, DYNAMIC e MONTE.
O programa ANALYZE fornece informação sobre uma estrutura molecular específica.
Ele solicita um nome de arquivo de estrutura (no formato .xyz) e realiza a análise desejada.
Algumas das opções que podem ser escolhidas para a saída do programa são: total de energia
do sistema, lista dos parâmetros usados para calcular as energias de interação selecionadas,
energias associadas com interações individuais específicas, entre outras.
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O programa ANNEAL executa uma computação de simulated annealing de dinâmica
molecular, utilizando arquivos de entrada .xyz.
O programa DYNAMIC executa computação de dinâmica molecular ou dinâmica esto-
cástica, utilizando arquivos de entrada .xyz.
O programa MONTE implementa o algoritmo de minimização de Monte Carlo.
O Tinker também possui uma coleção de programas auxiliares, de manipulação de es-
trutura e cálculos geométricos. Alguns deles são: NUCLEIC, PDBXYZ, PROTEIN e XYZPDB,
O programa NUCLEIC é utilizado para construção automática de estruturas de ácido
nucléico. Após a entrada interativa de uma sequência de nucleotídeos, o programa constrói
coordenadas internas e cartesianas. Comprimentos de ligações e ângulos são utilizados.
O programa PDBXYZ converte um arquivo PDB em um arquivo de coordenadas carte-
sianas .xyz do Tinker.
O programa PROTEIN constrói automaticamente estruturas de peptídeos e proteínas.
Depois da entrada interativa de uma sequência de aminoácidos (com os ângulos opcionais φ , ψ
e ω , entre outros), o programa constrói as coordenadas internas e cartesianas.
O programa XYZPDB converte um arquivo de coordenadas .xyz em um arquivo PDB.
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ANEXO C -- INSTÂNCIAS BENCHMAKS PARA OTIMIZAÇÃO MULTIOBJETIVO -
CEC-2009
Zhang et al. (2008) sugerem um conjunto de 10 instâncias (benchmarks) de teste para
problemas de otimização multiobjetivo irrestritos propostas para a competição do CEC-2009.
As definições formais apresentadas pelos autores para cada UF (Unconstrained Function - Fun-
ção Irrestrita) são mostradas a seguir.
C.1 PROBLEMA IRRESTRITO 1 (UF1)
Os dois objetivos a serem minimizados na UF1, com n = 30, são:
onde J1 = { j| j é ímpar e 2 ≤ j ≤ n} e J2 = { j| j é par e 2 ≤ j ≤ n}.
O espaço de busca é [0,1] x [−1,1]n−1.
A fronteira de Pareto é
f2 = 1−
√
f1, 0 ≤ f1 ≤ 1.
O conjunto de Pareto é
x j = sin(6pix1 +
jpi
n
), j = 2, · · · ,n, 0 ≤ x1 ≤ 1.
A fronteira e o conjunto de Pareto para a UF1 são mostrados na Figura 45.
C.2 PROBLEMA IRRESTRITO 2 (UF2)
Os dois objetivos a serem minimizados na UF2, com n = 30, são:
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Figura 45: Fronteira e conjunto de Pareto de UF1.
onde J1 = { j| j é ímpar e 2 ≤ j ≤ n} e J2 = { j| j é par e 2 ≤ j ≤ n} e
y j =
{
x j − [0,3x21cos(24pix1 +
4 jpi
n
)+0,6x1]cos(6pix1 + jpin ) j ∈ J1
x j − [0,3x21cos(24pix1 +
4 jpi
n
)+0,6x1]sin(6pix1 + jpin ) j ∈ J2
O espaço de busca é [0,1] x [−1,1]n−1.
A fronteira de Pareto é
f2 = 1−
√ f1, 0 ≤ f1 ≤ 1.
O conjunto de Pareto é
x j =
{
{0,3x21cos(24pix1 +
4 jpi
n
)+0,6x1}cos(6pix1 + jpin ) j ∈ J1
{0,3x21cos(24pix1 +
4 jpi
n
)+0,6x1}sin(6pix1 + jpin ) j ∈ J2
0 ≤ x1 ≤ 1.
A fronteira e o conjunto de Pareto para a UF2 são mostrados na Figura 46.
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Figura 46: Fronteira e conjunto de Pareto de UF2.
C.3 PROBLEMA IRRESTRITO 3 (UF3)
Os dois objetivos a serem minimizados na UF3, com n = 30, são:
onde J1 = { j| j é ímpar e 2 ≤ j ≤ n} e J2 = { j| j é par e 2 ≤ j ≤ n} e
y j = x j − x
0,5(1,0+ 3( j−2)n−2 )
1 , j = 2, · · · ,n
O espaço de busca é [0,1]n.
A fronteira de Pareto é
f2 = 1−
√
f1, 0 ≤ f1 ≤ 1.
O conjunto de Pareto é
x j = x
0,5(1,0+ 3( j−2)n−2 )
1 , j = 2, · · · ,n, 0 ≤ x1 ≤ 1.
A fronteira e o conjunto de Pareto para a UF3 são mostrados na Figura 47.
C.4 PROBLEMA IRRESTRITO 4 (UF4)
Os dois objetivos a serem minimizados na UF4, com n = 30, são:
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Figura 47: Fronteira e conjunto de Pareto de UF3.
onde J1 = { j| j é ímpar e 2 ≤ j ≤ n} e J2 = { j| j é par e 2 ≤ j ≤ n},
y j = x j − sin(6pix1 +
jpi
n
), j = 2, · · · ,n
e
h(t) = |t|
1+ e2|t|
.
O espaço de busca é [0,1] x [2,−2]n−1.
A fronteira de Pareto é
f2 = 1− f 22 , 0 ≤ f1 ≤ 1.
O conjunto de Pareto é
x j = sin(6pix1 +
jpi
n
), j = 2, · · · ,n, 0 ≤ x1 ≤ 1.
A fronteira e o conjunto de Pareto para a UF4 são mostrados na Figura 48.
C.5 PROBLEMA IRRESTRITO 5 (UF5)
Os dois objetivos a serem minimizados na UF5, com n = 30, são:
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Figura 48: Fronteira e conjunto de Pareto de UF4.
onde J1 = { j| j é ímpar e 2 ≤ j ≤ n} e J2 = { j| j é par e 2 ≤ j ≤ n}, ε > 0,
y j = x j − sin(6pix1 +
jpi
n
), j = 2, · · · ,n
e
h(t) = 2t2− cos(4pit)+1.
O espaço de busca é [0,1] x [1,−1]n−1.
A fronteira de Pareto, com 2N +1 soluções de Pareto ótimas, é(
i
2N
,1−
i
2N
)
para i = 0,1, · · · ,2N, sendo que N = 10 e ε = 0,1.
A fronteira e o conjunto de Pareto para a UF5 são mostrados na Figura 49.
C.6 PROBLEMA IRRESTRITO 6 (UF6)
Os dois objetivos a serem minimizados na UF6, com n = 30, são:
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Figura 49: Fronteira e conjunto de Pareto de UF5.
onde J1 = { j| j é ímpar e 2 ≤ j ≤ n} e J2 = { j| j é par e 2 ≤ j ≤ n} e
y j = x j − sin(6pix1 +
jpi
n
), j = 2, · · · ,n
O espaço de busca é [0,1] x [1,−1]n−1.
A fronteira de Pareto consiste em:
•um ponto isolado (0, 1); e
•N partes desconectadas.
A fronteira é
f2 = 1− f1, f1 ∈
N⋃
i−1
|
2i−1
2N
,
2i
2N
|.
sendo que N = 2.
A fronteira e o conjunto de Pareto para a UF6 são mostrados na Figura 50.
C.7 PROBLEMA IRRESTRITO 7 (UF7)
Os dois objetivos a serem minimizados na UF7, com n = 30, são:
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Figura 50: Fronteira e conjunto de Pareto de UF6.
onde J1 = { j| j é ímpar e 2 ≤ j ≤ n} e J2 = { j| j é par e 2 ≤ j ≤ n} e
y j = x j − sin(6pix1 +
jpi
n
), j = 2, · · · ,n
O espaço de busca é [0,1] x [1,−1]n−1.
A fronteira de Pareto é
f2 = 1− f1, f1 ≤ f1 ≤ 1.
O conjunto de Pareto é
x j = sin(6pix1 +
jpi
n
), j = 2, · · · ,n, 0 ≤ x1 ≤ 1.
A fronteira e o conjunto de Pareto para a UF7 são mostrados na Figura 51.
C.8 PROBLEMA IRRESTRITO 8 (UF8)
Os três objetivos a serem minimizados na UF8, com n = 30, são:
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Figura 51: Fronteira e conjunto de Pareto de UF7.
onde
J1 = { j|3 ≤ j ≤ n e j−1 é uma multiplicação de 3},
J2 = { j|3 ≤ j ≤ n e j−2 é uma multiplicação de 3},
J3 = { j|3 ≤ j ≤ n e j é uma multiplicação de 3}.
O espaço de busca é [0,1]2 x [2,−2]n−2.
A fronteira de Pareto é
f 21 + f 22 + f 33 = 1, 0 ≤ f1, f2, f3 ≤ 1.
O conjunto de Pareto é
x j = 2x2sin(2pix1 +
jpi
n
), j = 3, · · · ,n.
A fronteira e o conjunto de Pareto para a UF8 são mostrados na Figura 52.
C.9 PROBLEMA IRRESTRITO 9 (UF9)
Os três objetivos a serem minimizados na UF9, com n = 30, são:
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Figura 52: Fronteira e conjunto de Pareto de UF8.
onde
J1 = { j|3 ≤ j ≤ n e j−1 é uma multiplicação de 3},
J2 = { j|3 ≤ j ≤ n e j−2 é uma multiplicação de 3},
J3 = { j|3 ≤ j ≤ n e j é uma multiplicação de 3}.
e ε = 0,1 e ε pode tomar qualquer outro valor positivo.
O espaço de busca é [0,1]2 x [2,−2]n−2.
A fronteira de Pareto tem duas partes. A primeira parte é
0 ≤ f3 ≤ 1,
0 ≤ f1 ≤ 14(1− f3),
0 ≤ f2 = 1− f1− f3;
e a segunda parte é
0 ≤ f3 ≤ 1,
3
4(1− f3)≤ f1 ≤ 1,
0 ≤ f2 = 1− f1− f3.
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O conjunto de Pareto também é composto por duas partes desconectadas:
x1 ∈ ⌈0,0,25⌉∪⌈0,75,1⌉, 0 ≤ x2 ≤ 1,
x j = 2x2sin(2pix1 + jpin ), j = 3, · · · ,n.
A fronteira e o conjunto de Pareto para a UF9 são mostrados na Figura 53.
Figura 53: Fronteira e conjunto de Pareto de UF9.
C.10 PROBLEMA IRRESTRITO 10 (UF10)
Os três objetivos a serem minimizados na UF10, com n = 30, são:
onde
J1 = { j|3 ≤ j ≤ n e j−1 é uma multiplicação de 3},
J2 = { j|3 ≤ j ≤ n e j−2 é uma multiplicação de 3},
J3 = { j|3 ≤ j ≤ n e j é uma multiplicação de 3}.
e
y j = x j −2x2sin(2pix1 +
jpi
n
), j = 3, · · · ,n.
O espaço de busca é [0,1]2 x [2,−2]n−2.
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A fronteira de Pareto é
f 21 + f 22 + f 33 = 1, 0 ≤ f1, f2, f3 ≤ 1.;
O conjunto de Pareto é
x j = 2x2sin(2pix1 +
jpi
n
), j = 3, · · · ,n.
A fronteira e o conjunto de Pareto para a UF10 são mostrados na Figura 54.
Figura 54: Fronteira e conjunto de Pareto de UF10.
