Automatic sign language recognition (ASLR) is quite a complex task, not only for the intrinsic difficulty of automatic video information retrieval, but also because almost every sign language (SL) can be considered as an under-resourced language when it comes to language technology. Spanish sign language (SSL) is one of those under-resourced languages. Developing technology for SSL implies a number of technical challenges that must be tackled down in a structured and sequential manner.
Introduction
Sign language (SL) is one of the preferred ways of communication for hearing-impaired people and their families; indeed, often it is the only communication mechanism.
Automatic language recognition is highly developed for written and oral languages, but not for SLs [1] . In recent years, with the emerging interest in both neural networks (NNs) and graphical processing units (GPUs) and ongoing improvements in their efficiency, there has been significant advances in oral and written speech recognition. However, this is not the case for automatic SL recognition (ASLR). This is due to differences in recognition problems, and also to the lack of available images and videos tailored to the development of ASLR systems using machine-learning techniques.
Therefore, an important drawback to be solved is the lack, both in quantity and quality terms, of SL data for processing by deep learning algorithms. It is possible to find SL datasets, but their purpose is to be used as learning material for SL courses, rather than for automatic image recognition. The main drawback is that there are not enough repetitions of each gesture performed by one signer, and more signers are needed in order to ensure variability.
Many researchers have to find creative solutions to this problem. Some apply data augmentation to increase the volume of their data. Data augmentation [2] transforms the data in case of images by enlarging them, trimming them, changing the angle, altering the background and changing the illumination. Other possibilities are to artificially create hand gestures [3] or to record hand gestures with a device like Leap Motion which instead of acquiring images, captures the 3 dimensional movement of the hands and each finger [4] , [5] .
The study of SL is also constrained by its complexity. While there has been some improvement with isolated gesture recognition despite the dataset situation, there has been no advance whatsoever in continuous gesture recognition. The reason is twofold: datasets are available for isolated but not for continuous gestures, and the technology is not advanced enough to identify the latter. Nevertheless, there have been some discussions about how to proceed in continuous gesture recognition as described in [6] , [7] , [8] and [9] .
In this paper, several datasets are described in terms of their characteristics in Section 2. Section 3 reports details of an initial study of the American SL (ASL) alphabet using transfer learning and provides a set of recommendations on how to create a robust dataset. Finally, some conclusions are drawn in Section 4. Table 1 lists hand sign datasets (#1-#19) found in the literature, along with relevant information for its use in ASLR. The purposes of these datasets are different: some were designed for automatic recognition problems and others were created for pedagogical reasons. Shown are the dataset name and lexicon, along with the SL if any. Also provided is information on size and on variety in terms of number of signers, of repetitions per signer and type of data, with indications as to whether the dataset is labelled or not. The following will explain how Table  1 is organized.
Overview of existing datasets
Items #1-4 are datasets which were used in our research as training and testing material for preliminary experiments. The second column indicates the language of each dataset: items #1-11 are ASL, #12 and #13 are German SL (GSL), #14 and #15 are Spanish SL (SSL), #16 is Argentinian SL (ArSL), and #17-19 are hand gestures which do not belong to any SL. The datasets are sorted by their lexicon: from alphabets and numbers to words and sentences. All the datasets are publicly available, except for Grades Online (#14) which requires contact with the creators [10] . All the datasets are monolingual, except for SpreadTheSign (#15), which collects suggestions for signs from different SLs around the world. Some of the datasets, due to their size and/or insufficient labelling, are not completely characterized in Table 1 (indicated NA for 'not available').
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ASLR: preliminary experiments
Learning a language is a step by step process: we first learn the alphabet and numbers, then basic words (objects, adjectives, etc.), then how to relate words (subjects, verbs, adverbs, etc.) and how to contextualize them, and finally correct grammar and syntax, eventually managing to make coherent conversation. That same learning process applies to automatic speech recognition systems, in stepping up the interaction versatility with machines. And that same process ought to be applied to SL recognition systems.
We trained different NNs using some of the listed datasets in order to compare their performance. The lexicon used to train the NNs was composed of 33 ASL isolated signs: the alphabet 24 gestures and digits from 1-9. Isolated gestures were selected because they were easier to identify, as commented above. We used only one hand image as input feature to identify the isolated sign.
This experiment helped devise a proposed set of guidelines on creating a robust dataset. Also demonstrated was the usefulness of combining both depth and RGB images in datasets in our training with both types of pictures.
NN architecture
An NN was first selected for the experiment. We used the Convolutional Neural Network (CNN), a deep learning approach to object identification. A CNN is based on relating a set of features to an object definition. It is designed as a set of layers containing neurons that extract features, from specific to general as the data goes through the layers. In training the CNN, this process is repeated, with the importance given to each feature changing until the CNN is capable of recognizing all the different objects provided as inputs.
We used transfer learning to demonstrate the efficiency of using trained CNNs to recognize hand signs. Transfer learning takes advantage of NNs trained for specific applications, retraining them for another application, meaning that the features extracted for the first problem are used for the new one. This is very useful to reduce the time consumed and the images needed in training because there is no need to learn all the features from scratch.
It was selected the VGG16 CNN pre-trained on the ImageNet Database [28] . Its last layer was modified in order to serve as a classifier of 33-sign ASLR experiment. The input features consist of 224x224-pixel image of one hand. So depending on the dataset, hand segmentation and resizing have to be performed.
Data selection
In order to experiment with recording and segmentation techniques, an in-house dataset was acquired. This dataset is denoted UVIGO in further explanations and results. It consists of recordings of the 33 ASL signs of the lexicon described in Section 3. Kinect2 sensor was used acquiring both RGB and depth streams of the upper body. It was recorded by two signers over four days to ensure variable in recording environments (clothing, lighting conditions, etc.). 100 repetitions of each sign were used for training and 10 repetitions for testing.
Of the available datasets described in Section 2, two were selected for NN training and testing: Superpixel (#1), composed of alphabetical RGB images of one hand, and Fingerspelling (#2), containing both alphabetical and numerical depth pictures of one hand. 100 randomly-selected repetitions of each sign were used for training and 10 for testing.
Two further datasets were selected only as test datasets: the RGB images of Massey University dataset (#3), and the depth images of Padova Senz3D dataset (#4).
Data preprocessing
Image preprocessing in machine learning typically consists of cropping, resizing and feature extraction operations. Next we describe the preprocessing tasks needed for each dataset.
As said before, the used CNN required 224x224-pixel images as input features, so resizing had to be performed for Superpixel, Fingerspelling and Massey University datasets. Cropping (hand segmentation) is not needed for these datasets.
Regarding UVIGO dataset, hand segmentation is made using the information provided by the Kinect2 sensors. Kinect2 gives access to RGB and depth image streams, along with 25 body joint coordinates. In the RGB stream our segmentation algorithm uses 4 body joints to easily locate a hand. Then it crops a square around the detected hand. For the depth stream we use again 4 joints to locate the hand. This hand is segmented in the xy plane as the RGB images. The algorithm applies another cropping in the z axis using the depth values of the hand to set a threshold (Figure 1 ). This eliminates the background from the depth images.
Finally, we also performed a segmentation in Padova dataset. It was applied the depth stream cropping described before, but in this case instead of using the joints provided by Kinect2, we directly used the depth values to distinguish the hand from its surroundings. 
Experiments and results
The results presented in this section are accuracy scores calculated from CNN predictions. All the CNNs were trained in the same way, fixing the number of epochs to five, and with a low initial learning rate, which is divided by four every epoch. With such a reduced number of epochs, and taking advantage of the higher learning slope that characterize transfer learning, the goal was to reduce overfitting.
In a first experiment, each training dataset was separately used to train a CNN. Table 2 shows the results in terms of accuracy over the testing data.
The highest scores in Table 2 are from testing each CNN with its testing material (main diagonal). However, despite UVIGO CNN having the lower score of these three, it performed better when testing it with the #1 and #2 datatests (second row in Table 2 ). Counterwise, Fingerspelling CNN had the highest accuracy (99.61%) but the lowest accuracy values over the other datatests (fourth row in Table 2) .
UVIGO CNN (which was trained using both RGB and depth images) tested over the other datasets gave better results, which it seems that generalizes better. Therefore, it resulted that training with RGB pictures or depth pictures separately did not perform well in recognizing depth and RGB pictures, respectively.
As seen in Table 1 , #1 and #2 both have five signers unlike UVIGO which has two signers. More signers mean more variation, and therefore more generalization. However, these results seem to indicate that using RGB and depth images is as important as the number of signers. In a second experiment, the three training datasets were jointly used to train three CNNs. Table 3 summarizes results for the training of these three CNNs: "All RGB" label means a CNN trained with only RGB images from UVIGO and Superpixel datasets, "All depth" label means a CNN trained with only depth images from UVIGO and Fingerspelling datasets, and "All" label means a CNN trained with both types of images. They are also compare to Massey (#3) and Padova (#4) datasets.
It can be seen that the CNNs based on both RGB and depth images outperformed the CNNs trained with only one kind of image. All (Table 3) exceeded the 50% precision mark on external datasets. All depth also did so for depth, but only for the Padova dataset because it consists of depth images. It can be concluded that mixing depth and RGB images is an effective way to create a robust and flexible dataset to train systems for SL recognition. However, if only one type of image must be chosen, it is preferable to work with depth datasets because overall have better performance than RGB datasets This may be due to the absence of background noise which was filtered while preprocessing.
Model application
The best trained network was incorporated in a hand sign recognition application, resulting in segmentation speeds of 0.001s for RGB images and 0.007s for depth images (both hands at the same time), and a prediction time of 0.054s. The whole process was therefore performed in 0.116s.
Dataset acquisition guidelines
As mentioned, training a sign recognition NN requires significant amounts of data, with sufficient diversity in sign execution and in recording environments to ensure robustness. Considering the results, dataset acquisition guidelines are described next to meet these requirements.
It is therefore recommended to record data from at least 10 different signers and to ensure a balance between male and female and native and non-native signers. It is also recommended to spread recording sessions over several days to ensure a variety of conditions (lighting, clothes, etc.) and settings.
It is highly recommended to record RGB and depth at the same time, preferably with a resolution of at least 640x480 pixels. Depth images are useful because a more precise segmentation is possible. Another advantage is that different lightning conditions, clothes and settings do not have any influence because they are not perceived by the sensors. Nonetheless, recording sex, height and anatomical differences is important.
To train the system for each sign the same way, it is highly recommended to formalize the number of images recorded per sign, signer and recording setting. 100 images per isolated gesture and 20 videos per continuous gesture for each signer is proposed as a good compromise. For a sufficient number of signers, this represents a sufficiently large and sufficiently heterogeneous set of empirical data to avoid training the network with images too similar to each other.
Formalization also requires efficient and convenient organization and annotation. It is therefore recommended to do the following: organize the dataset in a folder tree, with a single folder per signer, and with each containing a sub-folder per sign and sub-sub-folders for each repetition of that sign; identify signer folders using an identification code, and name sign folders after the sign name; identify each image with the signer identification code, the recording date (or code), the repetition number and the sign name; and finally, if feasible, assign each recorded sign a code and use that instead of its name.
It is recommended describe files in terms of three sections: with the lexicon and the associated code; with the signer's name and respective code with information on date of birth, why they use SL and their dominant hand; and with details on the recording session, equipment used, recorder name, recording date, file name and recording conditions. Recommended is to use a spreadsheet (or CSV) because it is very easy to filter out and retrieve key statistics from the data.
Conclusions and further work
Although a few studies exist on ASLR, progress is still limited by the lack of datasets. The fact that the few available lack reliability and convenience makes the creation of new datasets mandatory in order to progress in this field.
We have described an experimental framework designed to study the reliability of existing datasets and the combination of RGB and depth data and experimentally trained CNNs. The system achieved over 50% precision for challenging datasets from both natural and artificial recording environments. This method can be used to create a complete and straightforward dataset suitable for research.
Future research will focus on improving system training to match or surpass accuracy rates for both depth and RGB images separately with all datasets included and on extending recognition to the Spanish SL. An expansion of the acquired dataset is also planned, as well as the creation of two computer applications, one for recording and another for real-time gesture recognition.
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