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Abstract
The role of the statistical model-based voice activity detector (SMVAD) is to detect speech regions from input
signals using the statistical models of noise and noisy speech. The decision rule of SMVAD is based on the
likelihood ratio test (LRT). The LRT-based decision rule may cause detection errors because of statistical properties
of noise and speech signals. In this article, we first analyze the reasons why the detection errors occur and then
propose two modified decision rules using reliable likelihood ratios (LRs). We also propose an effective weighting
scheme considering spectral characteristics of noise and speech signals. In the experiments proposed in this study,
with almost no additional computations, the proposed methods show significant performance improvement in
various noise conditions. Experimental results also show that the proposed weighting scheme provides additional
performance improvement over the two proposed SMVADs.
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1. Introduction
The purpose of a voice activity detector (VAD) is to discri-
minate between speech and non-speech regions from the
input signals in various noisy conditions. VAD techniques
have widely been used in many speech applicable fields,
such as speech recognition, speaker recognition, speech
coding, and speech enhancement as a preprocessor
because they can help us to improve the performance of
those recognition systems and enhance the channel effi-
ciency of the speech coding system. In general, most of
the conventional VAD systems assume that the statistical
property of noise is stationary over longer period than that
of speech, which makes it possible to estimate noise statis-
tics in spite of the occasional presence of speech [1]. By
comparing estimated noise and speech statistics, we can
detect speech regions from the unknown input signals.
As the demands for more accurate VADs in noisy
conditions increase, a lot of efforts have been made to
enhance the performance of VAD [2-14]. One successful
approach is the statistical model-based VAD (SMVAD)
proposed by Sohn et al. [2]. It utilizes the complex
Gaussian probability density function (PDF). More
recently, various efforts have been made to optimize
SMVAD by modifying the decision rule originally
derived from the likelihood ratio test (LRT). To decrease
detection errors at speech offset regions, Sohn et al. [3]
proposed an effective hang-over scheme based on the
hidden Markov model (HMM), and Cho and Kondoz
[4] proposed smoothed likelihood ratios (SLRs) in the
decision rule. Other approaches have involved various
statistical models for noise and noisy speech [5], and
discriminative weight training (DWT) scheme [6]. The
DWT scheme is a good approach in the name of opti-
mizing frequency weights, but it does not yet consider
temporal variations of input signal statistics because the
optimized weights can be calculated only once through
the whole training data. Also, the DWT scheme is not
very practical since the weights need to be optimized
differently in various noise conditions according to
noise types and signal-to-noise ratio levels. Another
technique is the moving-averaged decision rule over a
certain number of neighboring frames applied for per-
formance improvement of SMVAD [7]. However, to our
knowledge, it seems that there has been no study about
the reliability of likelihood ratios (LR).
* Correspondence: yjsuh@kaist.ac.kr
Department of Electrical Engineering, Korea Advanced Institute of Science
and Technology, 335 Gwahangno, Yuseong-Gu, Daejeon 305-701, Korea
Kim et al. EURASIP Journal on Advances in Signal Processing 2011, 2011:31
http://asp.eurasipjournals.com/content/2011/1/31
© 2011 Kim et al; licensee Springer. This is an Open Access article distributed under the terms of the Creative Commons Attribution
License (http://creativecommons.org/licenses/by/2.0), which permits unrestricted use, distribution, and reproduction in any medium,
provided the original work is properly cited.In this article, we analyze the problem of the LRT-based
decision rule and various properties of noise spectra in
terms of the signal power and the related SNRs. Based on
our analysis, we propose modified decision rules by select-
ing reliable LRs and a weighting scheme which can well
take into account the difference between noise and noisy
speech. The main advantage of these methods is that each
proposed method shows significant performance improve-
ment with almost no additional computational cost.
This article is organized as follows. In Section 2, we
introduce the modeling concept of noise and noisy speech
used to constitute the decision rule of SMVAD. In addi-
tion, we demonstrate estimation techniques for related
parameters such as ap r i o r iand a posteriori SNRs, noise
variance, and speech absence probability (SAP). In Section
3, we analyze the LRT-based decision rule of SMVAD and
explain overlooked phenomena produced by noise or
noisy speech. In Section 4, we propose new decision rules
by selecting reliable LRs and a weighting scheme applied
to every LR to reduce detection errors. In Section 5, we
show test environments and demonstrate the significantly
improved performance of proposed methods, compared
with the conventional SMVAD methods in various noise
conditions.
2. Statistical model-based voice activity detector
In this section, we briefly review the overall process of
SMVAD using the complex Gaussian PDF to detect
speech regions in the adverse noise environment. Basically,
the PDF used for SMVAD assumes that there is no corre-
lation between the real and imaginary parts of spectral
components.
2.1. Noise and noisy speech modeling
The SMVAD is based on two hypotheses H0 and H1
which assume the only two cases, noise or noisy speech,
respectively,
H0 - Speech absence: Y(n)=N(n)
H1 - Speech presence: Y(n)=S(n)+N(n)
where Y(n)=[ Y0(n), Y1(n),...,YM-1(n)], N(n)=[ N0(n),
N1(n),...,NM-1(n)], and S(n)=[ S0(n), S1(n),...,SM-1(n)]
represent M-dimensional discrete Fourier transform
(DFT) coefficient vectors of the input signal, noise, and
clean speech at the nth frame, respectively. In the
SMVAD, the following assumptions are given:
1. Noise is additive and its statistics is uncorrelated
with speech.
2. All DFT coefficients are independent of each
other.
3. The likelihood of Yk(n) conditioned on each
hypothesis can be modeled by the zero-mean com-
plex Gaussian PDF.
Under these assumptions, the PDFs of Y(n)c o n d i -
tioned on each hypotheses are given by
p(Y(n)|H0)
M−1 
k=0
1
πλN,k
exp

|Yk(n)|2
λN,k

(1)
p(Y(n)|H1)
M−1 
k=0
1
π(λN,k + λS,k)
exp

−
|Yk(n)|2
λN,k + λS,k

(2)
where k is the frequency bin index, and lN, k and lS, k
denote the variances of noise and speech, respectively.
2.2. Decision rule based on LRT
The decision rule of the SMVAD can be derived from
log likelihood ratios (LLRs) at every frequency bin
which is given by
 k (n) = ln

p(Yk (n)|H1)
p(Yk (n)|H0)

=
γk (n)ξk (n)
1+ξk (n)
− ln[1+ξk (n)] (3)
where ξk(n) is lS, k/lN, k representing the ap r i o r isig-
nal-to-noise ratio (SNR) and gk(n)i s| Yk(n)|
2/lN, k
denoting the a posteriori SNR. lS, k and lN, k should be
estimated and the well-known method for estimating
the ap r i o r iSNR is the decision-directed (DD) method
[15] which is given as
ˆ ξk(n)=α

Sk(n − 1)

2
ˆ λN,k(n − 1)
+( 1− α)max

ˆ γk(n) − 1.0

(4)
where a is the weighting term, e.g., 0.98,
ˆ γk (n) = |Yk (n)|2/ˆ λN,k (n) is an estimate for the short-
time power spectrum of clean speech derived from the
minimum mean square error short-time spectral ampli-
tude (MMSE-STSA) estimator [15],
ˆ γk (n) = |Yk (n)|2/ˆ λN,k (n) ,a n dˆ λN,k(n) is the estimated
noise variance which is given by [16] as
ˆ λN,k(n)=ζNˆ λN,k(n − 1) + (1 − ζN)E

|Nk(n)|2|Yk(n)

(5)
where 0 < ζN < 1 is the smoothing parameter, E[·] the
expectation operator, and |Nk(n)|
2 the noise power spec-
trum. In Equation 5, the expectation term is also given
by
E

|Nk(n)|2|Yk(n)

= E

|Nk(n)|2|Yk(n),H0

p

H0|Yk(n)
	
+
E

|Nk(n)|2|Yk(n),H1

p

H1|Yk(n)
	 (6)
Where
E

|Nk(n)|2|Yk(n),H0

=

Yk(n)

2 (7)
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
|Nk(n)|2|Yk(n),H1

=


ˆ ξk(n)
1+ˆ ξk(n)

ˆ λN,k(n)+


1
1+ˆ ξk(n)
2

Yk(n)

2 (8)
In Equation 6, p(H0|Yk(n)) is the SAP at the kth fre-
quency bin and derived from the Bayes’ rule such that
[8]
p

H0|Yk(n)
	
=
p(Yk(n)|H0)p(H0)
p(Yk(n)|H0)p(H0)+p(Yk(n)|H1)p(H1)
=
1
1+( p(H1)/p(H0))exp( k(n))
(9)
with p(H0)r e p r e s e n t i n gt h eap r i o r iprobability of
speech absence which is set to 0.2 in our case.
With the estimated parameters, the decision rule of
SMVAD is given by
φ(n)=
1
M
M−1 
k=0
ˆ  k(n)
H1
>
<
H0
n (10)
where ˆ  k(n) is the LLR utilizing ˆ ξk(n) and ˆ γk(n)
and h is the decision threshold.
3. Analysis of LRT-based decision rule
In general, the LRT-based decision rule of SMVAD
overlooks two undesirable problems. The first is that
LRs cannot always show high values even if the input
signal contains speech. Because of the basic assumption
that noise is uncorrelated with speech, the complex
Gaussian models of the input signal must satisfy the fol-
lowing condition:
λN,k + λS,k ≥ λS,k. (11)
With condition (11), the peak of p(Y(n)|H1)i sa l w a y s
lower than or equal to that of p(Y(n)|H0). Thus, p(Y(n)|
H1) cannot always larger than p(Y(n)|H0)e v e ni nt h e
case of speech presence. Therefore, an increased var-
iance does not guarantee an increased LLR values.
Figure 1 shows an example of this case with the three
complex Gaussian PDFs having different variances. In
Figure 1, the dotted line indicates the PDF only with
noise variance, and the dashed and the solid lines repre-
sent the PDFs for which the a priori SNRs are -10 and
5 dB with the given noise variance, respectively.
Figure 2 shows two LLR curves related to Figure 1
with respect to the spectral amplitude of input signals
where the dashed line indicates the LLR with the lower
ap r i o r iSNR and the solid line represents the LLR with
the higher ap r i o r iS N R ,r e s p e c t i v e l y .I nF i g u r e2 ,t h e
dashed circles show the difference between two LLRs
for a low- and high-powered spectra at the given fre-
quency bin. In the case of the left circle, there is a small
difference between the solid and the dashed lines, and
the solid line may be rather lower than the dashed line,
even though the given ap r i o r iSNRs show a substantial
difference. On the other hand, the right circle shows a
large difference between the two LLR lines.
By inspecting the two cases, it is observed that the
spectral power of input signals plays an important role
in making the decision rule have a better discriminative
property, because the conventional decision rule of the
SMVAD was the average of all LLRs. In other words,
the accuracy of the decision rule may be degraded by
the LLRs derived from low-powered input spectrum.
Figure 3 shows an example of the undesirable cases of
LLRs in a speech frame caused by both high ap r i o r i
SNR and low-spectral power. In Figure 3a, x-axis repre-
sents the frequency bin index, the solid line indicates
Figure 1 Three complex Gaussian PDFs with different
variances.
Figure 2 Two LLRs versus amplitude of input signal.
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represents the estimated noise variance. As shown in
Figure 3b, even though the a priori SNR is estimated to
be high in this speech frame, it causes low LLR values
when the input signal power is lower than the estimated
noise variance. If the LLRs shown in Figure 3c are
employed for decisions in SMVAD, this speech frame
could not be detected as a speech frame. In Figure 3c, it
is also observed that most of LLRs are close to 0 and
high LLRs are located on the most high-powered fre-
quency region. From the investigation of the first pro-
blem, it is concluded that the decision rule of SMVAD
uses LLR at every frequency bin but not all of them
contribute to a correct decision in case of the compo-
nents in the low-powered frequency region.
The second problem of SMVAD also occurs on the
low-powered frequency region of the noise. As men-
tioned in Section 1, the basic assumption on SMVAD is
that noise is stationary over a long period of time, but,
in practice, most of real noise powers tend to change
slightly frame-by-frame. To accommodate this phenom-
enon, the estimated noise variance, ˆ λN,k(n),n e e d st ob e
re-considered. Since the fixed smoothing parameter ζN
is generally chosen to be very close to 1, estimated noise
variance ˆ λN,k(n) changes very smoothly. By this effect,
estimated noise variance ˆ λN,k(n) can keep the ap r i o r i
SNR ˆ ξk(n) very low along the noise-only frames. As a
result, the LLR with estimated SNRs can be simplified
by
ˆ  k(n)=
ˆ γk(n)ˆ ξk(n)
1+ˆ ξk(n)
− ln

1+ˆ ξk(n)

≈ˆ γk(n)ˆ ξk(n), if ˆ ξk(n)   1 (12)
Because of the smoothing operation, the ap r i o r iSNR
ˆ ξk(n) can be kept low or change very smoothly over
the non-speech region. However, the ap o s t e r i o r iSNR
ˆ γk(n) and is greatly influenced by the unstable property
 
Figure 3 Example of LLR according to input signal power, noise variance, and a priori SNR in a speech frame in car noise (5dB SNR).
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iations in the noise spectrum are not so serious in terms
of the actual absolute value of noise and this phenom-
enon is good for estimating the reliable noise variance.
However, since the a posteriori SNR is the ratio of the
varying input spectrum |Yk (n)|
2 to the almost fixed
noise variance ˆ λN,k(n), the a posteriori SNRs in the low-
powered frequency regions are more difficult to be
settled on fixed low values. Figure 4 shows an example
of the transition of a posteriori SNR with two different
noise variances where y-axis means the ratio, (Noise var-
iance + Varying Range)/Noise variance, which corre-
sponds to the a posteriori SNR.
As shown in Figure 4, when the noise variance is very
small, the transition of the ap o s t e r i o r iSNR is rapidly
increased over the same varying range against the transi-
tion of the high noise variance. In the noise-only frames,
the average of LLRs has to be close to 0. However, the a
posteriori SNRs in low-powered frequency region can be
high and possibly make certain LLR values as high as
the levels in the speech frame. Using these LLRs in the
decision rule, some of these noise frames can be
detected as speech frames. Figure 5, where x-axis repre-
sents frequency bin, shows an actual case of the average
car noise spectrum and the variance of a posteriori SNR
according to the noise variance estimated on each
frame. As already mentioned, in most high-powered fre-
quency regions, the variances of a posteriori SNR are
very close to 0, which means that there are low possibi-
lities of high LLR values. In a low-powered region, on
the contrary, higher variances may be shown. In case of
(12), this effect brings about high a posteriori SNR
which causes high LLRs.
In summary, if the input signal includes the speech
signal, the LLRs in the low powered region could not be
reliable because there is no way to judge whether the
LLRs are caused by the speech signal or varying noise
spectral components. Therefore, LLRs in the high-pow-
ered region are more important to let decision rule have
an enhanced discriminative property. Figure 6 shows an
actual case that SMVAD can save a speech frame when
the decision rule of SMVAD only uses the LLRs in the
high-powered region. In Figure 6, if we average all LLRs
for decision, we could never detect the speech frame
plotted in Figure 6a. On the contrary, based on our ana-
lysis, if we select or properly weight the LLRs for the
decision rule, we can detect the speech frame because
all of LLRs in low-powered region in Figure 6b can be
excluded from the decision or reduced by the proper
weights which can attenuate the effects of unreliable
LLRs.
4. Modified decision rules
4.1. Selection of reliable LRs
By considering two undesirable phenomena analyzed in
Section 3, it is discovered that LLRs in the high-powered
frequency region are more reliable than those in the
low-powered region. However, the concept for the high-
powered region is still ambiguous for the time-varying
input frames. In case of additive noise, since the average
noise spectrum is almost fixed, the high-powered region
may also be fixed for every noise frame, but in case of
speech frames, the high-powered region can be moved
by speech signals. Therefore, we need to find the high-
powered region independently from the neighboring
frames and only consider the total power of the current
frame. Here, three assumptions for the selection of reli-
able LLRs are used:
1. The property of noise is mainly dependent on
high-powered but less varying frequency compo-
nents for which LLRs can be kept low.
2. Most of noise spectral power is concentrated on
the high-powered region, irrespective of the exis-
tence of speech component.
3. When speech component exists in the current
frame, the LLRs in the high-powered frequency
region obtained because of the speech component
may show high value.
Therefore, we propose two modified decision rules by
selecting the frequency bins with reliable LLRs on the
basis of the spectral power.A tf i r s t ,w er e o r d e rt h e
input signal vector in terms of the spectral power such
as Y
(R)(n)=[ Y
(1)(n), Y
(2)(n),...,Y
(M)(n)] where |Y
(r)(n)|
2 ≥
|Y
(s)(n)|
2 for r > s and we also define LLR vector,
ˆ  (R)(n)=[ˆ  (1)(n), ˆ  (2)(n),..., ˆ  (M)(n)] where each
element ˆ  (r)(n) is related to its corresponding Y
(r)(n).
With this vector, the first modified decision rule is
Figure 4 Transition of the a posteriori SNR with different noise
variances as noise is varied.
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Figure 6 Input signal power and LLR in car noise (5dB SNR). (a) a speech frame. (b) a noise frame.
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ˆ φHigh - power(n)=
1
NH
M 
r=M−NH+1
ˆ  (r)(n)
>H1
<H0η (13)
where NH denotes the number of LR selected by the
spectral power of frequency bins. By this decision rule,
we can only consider the LLRs related to high-power
frequency bins and NH is determined, empirically.
The second method is to compare the bin-power with
the average power in each frame. Based on this idea, the
second modified decision rule is given by
ˆ φAverage - power(n)=
1
NA
M 
r=1
f

ˆ  (r)(n), Yavg(n)

>H1
<H0η (14)
Yavg(n)=
1
M
M−1 
k=0
 Yk(n)
 2 (15)
where f[ ˆ  (r)(n),Yavg(n)] = ˆ  (r)(n) if |Y
(r)(n)|
2 ≥ Yavg
(n), and f[Λ
(r)(n), Yavg(n)] = 0 otherwise, and NA is the
number of spectral components greater than or equal to
the average power of each frame. In this method, we
assumed that the spectral power in the high-powered
region of noise is always greater than the frame average
power.
4.2. Weighting scheme considering reliability of LRs
With the analysis of LRT-based decision rule, we also
propose a weighting scheme to reflect the reliability of
each LLR. As mentioned in Section 3, since the LLRs in
the low-powered region of noise are not reliable because
of the variation of the a posteriori SNR, it is desirable to
consider more importantly the spectral powers of noisy
speech which are much higher than the noise variance.
In addition, as the noise variance becomes closer to the
highest value of the noise variances at the current
frame, the LLRs derived from the a posteriori SNRs
would be reliable. Thus, the weights applied to each
LLR are defined by
|Y(r)(n)|2 ≥ Yavg(n), (16)
where MAX[ˆ λN(n)] is equal to the highest variance of
t h ev a r i a n c ev e c t o rˆ λN(n) which is composed of
ˆ λN,k(n) sa ta l lkt hb i n s .I n( 1 6 ) ,e a c hwk(n) can reduce
the effects of the unstable a posteriori SNRs and cause
LLRs in the high-powered region to remain on their
own values or to increase. Thus, the new decision rule
with this weight is given by
ˆ φWeight(n)=
1
M
M−1 
k=0
wk(n) ˆ  k(n) (17)
5. Experiments
In the experiments, test data were composed of 60-s long
speech data from the IEEE sentence listed in Table 1 and
noise data from the AURORA database. The speech data
were spoken by three male and three female speakers
and sampled at 8 kHz. We used 20 ms frame size and 10
ms frame shift size. VAD decision was made every frame.
The test material was all hand-labeled and consisted of
67% of speech and 33% of silence frames. For these
experiments, we also used three types of noises, such as
car, babble, and street noises at 5, 10, and 15 dB SNRs,
respectively.
To compare with the proposed methods, we used four
conventional methods as baseline systems. The first
method is the typical SMVAD proposed by Sohn et al.
Table 1 List of sentences for experiments
1. The birch canoe slid on the smooth planks 16. The stray cat gave birth to kittens
2. He knew the skill of the great young actress 17. The lazy cow lay in the cool grass
3. Her purse was full of useless trash 18. The friendly gang left the drug store
4. Read verse out loud for pleasure 19. We talked of the side show in the circus
5. Wipe the grease off his dirty face 20. The set of china hit the floor with a crash
6. Men strive but seldom get rich 21. Clams are small, round, soft, and tasty
7. We find joy in the simplest things 22. The line where the edges join was clean
8. Hedge apples may stain your hands green 23. Stop whistling and watch the boys march
9. Hurdle the pit with the aid of a long pole 24. A cruise in warm waters in a sleek yacht is fun
10. The sky that morning was clear and bright blue 25. A good book informs of what we ought to know
11. He wrote down a long list of items 26. She has a smart way of wearing clothes
12. The drip of the rain made a pleasant sound 27. Bring your best compass to the third class
13. Smoke poured out of every crack 28. The club rented the rink for the fifth night
14. Hats are worn to tea and not to dinner 29. The flint sputtered and lit a pine torch
15. The clothes dried on a thin wooden rack 30. Let’s all join as we sing the last chorus
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SMVAD with the HMM hangover scheme which is spe-
cified in [3]. The third conventional method is the
DWT scheme proposed in [6]. For training and testing
of the DWT method, we used same parameters specified
in [6]. The experiment of DWT scheme was performed
w i t hs i xs e t so f1 0 - sl o n gd a t au s e df o rt e s t i n ga n dt h e
remaining data used for training by the round-robin
(b)
(a)
(c) 
Figure 7 ROC curves for car noise. (a) 5dB SNR. (b) 10dB SNR. (c) 15dB SNR.
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observation LRT (MO-LRT) proposed in [7]. For the
fourth method, we used one frame, which was experi-
mentally chosen, before and after the current frame
which is going to be determined as the speech or the
non-speech.
The proposed methods are all evaluated by receiver
operating characteristic (ROC) curves which show
(a)
(b)
(c)
Figure 8 ROC curves for babble noise. (a) 5dB SNR. (b) 10dB SNR. (c) 15dB SNR.
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and noisy speech frames in terms of the speech detec-
tion rate (SDR) and false-alarm rate (FAR) such that
SDR =
NCS
NTS
(18)
(a)
(b)
(c) 
Figure 9 ROC curves for street noise. (a) 5dB SNR. (b) 10dB SNR. (c) 15dB SNR.
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NFS
NTN
(19)
where NCS, NTS, NFS,a n dNTN denote the number of
correctly detected speech frames, total speech frames,
falsely detected speech frames in silence regions, and
total silence frames, respectively. In these experiments,
we set NH = 10 for ˆ φHigh - power(n) in (13).
In every ROC curve, HMM, DWT, MO, HP, AP, and
weight in the parenthesis denote the results from the
HMM hang-over scheme, the DWT scheme, the MO-
LRT scheme, the first proposed decision rule in (13),
the second proposed decision rule in (14), and the deci-
sion rule with the proposed weighting scheme, respec-
tively. For practical comparison of performances, we
f o c u so nS D R so ft h em e t h o d sw h e nF A Ri sl o w .W e
consider that the VAD can show a reasonable discrimi-
nating property when FAR < 0.2. In the ROC curves,
the red lines represent the results of the proposed meth-
ods and the blue lines indicate the results of the con-
ventional methods.
In the car noise environment of Figure 7, all of the
proposed methods show better performance than the
conventional methods do. In addition, the SDRs of
SMVAD(HP) and SMVAD(Weight) are at least 0.1
higher than those of SMVAD when FAR < 0.05. Espe-
cially, SMVAD(Weight) keeps the highest SDR at the
extremely low FAR.
In babble noise environment of Figure 8, every pro-
posed method also shows better performance than the
conventional methods do as in the car noise environ-
ment, but the difference is that the performance
improvement of SMVAD(HP) and (AP) are not notice-
able. However, we can also observe that the perfor-
mance improvement of SMVAD(Weight) is kept
constant as the SNR becomes higher and can be still
considered to be significant.
In street noise environment of Figure 9, SMVAD
(Weight) is effective on improving the performance of
SMVAD and shows significantly higher SDR at FAR =
0.05 with 5 dB SNR than SMVAD(HMM). In case of 10
dB SNR, the performance of SMVAD(HMM) is almost
the same as SMVAD(HP) or SMVAD(AP), but it is still
not better than that of SMVAD(Weight).
From the investigation of the experimental results, it is
observed that SMVAD(Weight) shows the highest and
the most consistent performance improvement in all
noise conditions. In addition, SMVAD(DWT) did not
show better performance than SMVAD(Weight) does
although the complexity of SMVAD(Weight) is almost
t h es a m ea st h a to fS M V A D .B yt h e s er e s u l t s ,w ec a n
conclude that the variation of input signal statistics has
a large influence on the accuracy of VAD, and if we are
not sure to know about specific noise type, it would be
better to use SMVAD(Weight) for stable performance
improvement under unexpected noise environments.
6. Conclusion
In this article, we introduced SMVAD, and analyzed the
averaged LRT-based decision rule and its undesirable
phenomena which can possibly happen in various noise
environments. To reduce the undesirable phenomena,
we proposed two types of modified decision rules based
on the selection of reliable LRs and a weighting scheme
applied to LLRs used in the decision rule. Compared
with the conventional methods, it was proved that the
proposed methods are much more robust in various
noise environments without any training procedure and
additional computational complexity. Among the pro-
posed methods, SMVAD(Weight) showed the most reli-
able performance improvement under various
conditions.
For further studies, the properties of speech and noise,
which can be applied to the weights for LLRs, are
needed to be analyzed in more details.
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