We study local analytic models for hyperbolic singularities of analytic families of real analytic vector fields. We emphasize on those cases where the normal form theorems of Poincaré and Siegel do not apply, for example for a family of saddles. We also consider the preservation of possible symmetries.
INTRODUCTION
We look for analytic models near hyperbolic singularities of families of real analytic vector fields X ε . The interesting case deals with saddles, since for sources or sinks we have the results of Poincaré [1, 2] . For families we cannot use the Siegel theorem since the condition on the small divisors is fragile. Even on the formal level (i.e. power series) the number of resonances between the eigenvalues is infinite for a family: for instance in the case of a planar saddle this comes to the density of the rationals in R. One option is to use a C k (k < ∞) normal form for the family [5] . Here we want to remain within the analytic category, and have to allow a less simplified form.
A first standard simplification is to use stable and unstable manifolds, and to 'straighten' them, i.e. to write the vector field such that these are linear subspaces. The fact that these invariant manifolds are analytic and depend analytically on the parameter will also follow from the results in this paper. The normal form we aim at will be moreover be 'as flat as desired' along these invariant manifolds if there are no low order resonances for X 0 .
This approach can already be found in [3, 11, 12] and we extend the results in [12] , on which our methods are inspired. Even though in this paper we confine ourselves to the case of a family of vector fields, we can prove similar results for a family of diffeomorphisms [7] . We shall also prove that possible symmetries are preserved in our local analytic model and by the changes of variables.
SETTINGS AND PRELIMINARIES
As we only aim local conjugacies near the singularity, we will restrict to analytic functions being convergent power series on a polydisk
We need a few facts from local analytic function theory [4] . We say that a series m∈N n a m (z) converges normally on a poly-disk D(a, R) if
converges on every compact set K ⊂ D(a, R). If f is analytic on the poly-disk D(a, R), we have
with normal convergence. This normal convergence implies that m∈N n a m (z) exists and is independent of the order of summation and that the sum is analytic if all a m are analytic.
In what follows we want to work with functions that are analytic in a variable z ∈ C p and a parameter ε ∈ C q . Equipping C p+q with the maximum-norm, the cartesian product of a poly-disk in C p with a polydisk in C q is a poly-disk in C p+q . Introducing e := (1, 1, · · · , 1) ∈ C n (with n ≥ 1) this choice of norm gives us that B(a, R) = D(a, Re) ⊂ C n . So by the normal convergence, we have for each analytic function 
