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a b s t r a c t
The Bartlett-type adjustment is a higher-order asymptotic method for improving the
chi-squared approximation to the null distributions of various test statistics. Though three
influential papers were published in 1991—Chandra andMukerjee (1991) [8], Cordeiro and
Ferrari (1991) [12] and Taniguchi (1991) [36] in alphabetical order, the only CF-approach
has been frequently applied in the literature during the last two decades, provided that
asymptotic expansion for the null distribution of a given test statistic is available. Revisiting
the CM/T-approaches developed in the absence of a nuisance parameter, this paper
suggests general adjustments for a class of test statistics that includes, in particular, the
likelihood ratio, Rao’s and Wald’s test statistics in the presence of a nuisance parameter.
© 2012 Elsevier Inc. All rights reserved.
1. Introduction
It is well known that the likelihood ratio (LR), Rao’s and Wald’s test statistics have approximately a central chi-squared
distribution with f degrees of freedom when the null hypothesis is true, where f is the number of restrictions under test.
In many cases, the null distributions of these test statistics have asymptotic expansions in powers of N−1, where N is the
sample size. The Bartlett (or Bartlett-type) adjustment is designed to make the chi-squared approximation accurate up to
order N−1. Historically, for the LR test statistic LR(N), the following fact was first exploited by Bartlett [4] in his classical test
for homogeneity of variances: ‘‘a simplemean adjustment for LR(N) throughmultiplication by a constant of the form 1+b/N
implies P (N)[(1+ b/N)LR(N) ≤ x] = Pr[χ2f ≤ x]+ o(N−1) under the null hypothesis’’. After Lawley [29], this becamewidely
known as the Bartlett correctability of LR(N). Among the vast literature, we further mention [7,19,20,25] for the theoretical
issues. Even in the case where the Bartlett factor b is unknown, the same technique can be applied by substituting a suitable
consistent estimatorb(N) for b.
Cox [13] argued that Rao’s and Wald’s test statistics are generally not Bartlett correctable (see also [34,7]). Barndorff-
Nielsen and Cox [1, p. 132] posed a question whether there is an effective general way of improving the approximations
to the null distributions of the test statistics other than the LR test statistic. Three different approaches (they are, in
alphabetical order, referred to as the CM, CF and T-approaches, respectively) leading to a better chi-squared approximation
were developed in the 1991 papers. Chandra and Mukerjee [8] and Taniguchi [36] proposed Bartlett-type adjustments
for the test statistic T (N) (they assumed that T (N) admits a stochastic expansion), on the basis of the information of score
or maximum likelihood estimator (MLE). Cordeiro and Ferrari [12] gave a polynomial transformed test statistic T CF(N) =
{1 + N−1kℓ=1 cℓ(T (N))ℓ−1}T (N) (see [21] for the corresponding monotone version), where k ∈ N and the coefficients cℓ’s
are determined according to an asymptotic expansion for the null distribution of T (N). Note that for the case k = 1, T CF(N)
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is the traditional Bartlett adjustment. Kakizawa [24] recently discussed these adjustments in a unified way. However, their
attempts [8,36,24] were restricted to the test of the simple null hypothesis.
The literature on the CF-approachwith k = 2, 3 is extensive since it allows for a nuisance parameter, that is, when the cℓ’s
involve unknown parameter, they might be replaced by suitable estimators. Since the literature review [15] till the middle
of the 1990s, several specific applications for Rao’s test statistics in univariate regression models have been considered by
Barroso et al. [2,3], Cordeiro et al. [10], Cysneiros and Cordeiro [16], Cysneiros et al. [17], Ferrari et al. [18], Lemonte and
Ferrari [30], and Uribe-Opazo et al. [38]. See also Kakizawa [22,23] and Kakizawa and Iwashita [27,28] for the normal-based
test statistics in multivariate analysis. Even in the case with censored data, Cordeiro and Colosimo [11] discussed Rao’s test
statistic in exponential regression models. Li et al. [31] and Tu et al. [37] studied Rao’s and Wald’s test statistics in the Cox
model with only one covariate.
Despite the considerable attention that has been paid to the CF-approach during the last two decades, there is relatively
little literature on the CM/T -approaches in the composite case, except that, to our best knowledge,Mukerjee [33] considered
Rao’s test statistic under the global parameter orthogonality (see [14]) in a set-up where both the parameter of interest and
the nuisance parameter are scalar. The contribution of this paper is to revisit Bartlett-type adjustments for a large class of test
statistics in a general set-upwhere both the parameter of interest and thenuisance parameter aremultidimensional,without
the assumption of the global parameter orthogonality. We give main results in Section 3. In Section 4, we also discuss how
our proposals are related toMukerjee [33] and Taniguchi [36] (see also [8,24]). In Section 5, we illustrate ourmethodology in
the special case where the parameter of interest is scalar. Concluding remarks are given in Section 6. Some technical details
are provided in the Appendix. In the next section, we begin by stating a class of test statistics under consideration here.
Although we focus on an independent and identically distributed model, we will arrive at the same conclusions even in a
non-identical or dependentmodelwhere some regularity conditions aremet for the validity in the sense of Bhattacharya and
Rao [6, Theorem 20.1] of the Edgeworth expansion of the normalized log-likelihood derivatives according to the situations
under consideration.
2. Preliminaries
2.1. Notation
Let X1, . . . ,XN be independent and identically distributed random vectors (taking values of RdX ) according to a density
f (x, θ), θ ∈ 2, where 2 is an open convex subset of Rp. We assume that the parameter θ is composed of two parts, a
parameter of interest θ(1) = (θ1, . . . , θp1)′ and a nuisance parameter θ(2) = (θp1+1, . . . , θp1+p2)′; θ = (θ′(1), θ′(2))′ ∈ 2 =
2(1)×2(2) (say), where p = p1+ p2. Based on the log-likelihoodL(N)(θ) =Ni=1 log f (Xi, θ), we want to test a composite
hypothesis θ(1) = θ(1)0 against θ(1) ≠ θ(1)0, where θ(1)0 ∈ 2(1) is specified while θ(2) ∈ 2(2) remains unspecified. Letθ(N)ML ∈ 2 be the (unrestricted) MLE of θ, and letθ(N)(2)ML ∈ Θ(2) be the restricted MLE of θ(2) under the constraint θ(1) = θ(1)0,
where we write
θ(N)ML =

θ(1)0θ(N)(2)ML

.
As usual, the Rth partial derivative of the log density log f (x, θ)with respect to θ is denoted by
ℓj1···jR(x, θ) =
∂
∂θj1
· · · ∂
∂θjR
log f (x, θ) for R ∈ N; j1, . . . , jR ∈ {1, . . . , p}.
In what follows, we sometimes write IR = j1 · · · jR for notational simplicity. We denote the cumulants of the ℓIR(X, θ)’s by
νIR1 ,...,IRv
(θ) = Cumθ [ℓIR1 (X, θ), . . . , ℓIRv (X, θ)] for v = 1, 2, 3, 4; R1, . . . , Rv ∈ {1, 2, 3, 4}
(without loss of generality, descending order R1 ≥ · · · ≥ Rv ≥ 1 on the size Ri = |IRi | is always assumed, since νIR1 ,...,IRv (θ)
is symmetric under the permutation of {IR1 , . . . , IRv }). We assume
νj1(θ) = 0, νj1j2(θ)+ νj1,j2(θ) = 0, (1)
νj1j2j3(θ)+ ⟨3⟩νj1j2,j3(θ)+ νj1,j2,j3(θ) = 0, (2)
νj1j2j3j4(θ)+ ⟨4⟩νj1j2j3,j4(θ)+ ⟨3⟩νj1j2,j3j4(θ)+ ⟨6⟩νj1j2,j3,j4(θ)+ νj1,j2,j3,j4(θ) = 0 (3)
(⟨n⟩ before a term with indices is a sum of n similar terms obtained by index permutation), so that we shall make use of
the Bartlett identities (1)–(3) to eliminate νj1j2(θ), νj1j2j3(θ) and νj1j2j3j4(θ) in subsequent calculations. Also, according to the
partition θ = (θ′(1), θ′(2))′, we stack the element νj,k(θ) = −νjk(θ) and Z (N)j (θ) = N−1/2
N
i=1 ℓj(Xi, θ) as follows:
[νj,k(θ)]j,k∈{1,...,p} =

ν(11)(θ) ν(12)(θ)
ν(21)(θ) ν(22)(θ)

, [Z (N)j (θ)]j=1,...,p =

Z(N)(1) (θ)
Z(N)(2) (θ)

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(they are referred to as the p × p Fisher information matrix ν(θ) and the p × 1 score vector Z(N)(θ), respectively). Further,
we write Z (N)IR (θ) = N−1/2
N
i=1{ℓIR(Xi, θ)− νIR(θ)}, R = 2, 3, 4.
Unless otherwise stated, we use the letters {j, k} as indices of θ that run from 1 to p, the letters {a, b} as indices of
θ(1) that run from 1 to p1 and the letters {r, s, t} as indices of θ(2) that run from p1 + 1 to p. These indices, without or
with suffixes (or primes), serve two purposes, first to denote a typical element of any R-way array [Qj1···jR ]j1,...,jR∈{1,...,p} and
second to indicate the range of a sum in the Einstein summation convention, that is, Q 1···j···Q
2
···j···, Q 1···a···Q 2···a··· and Q 1···r···Q 2···r···
mean
p
j=1 Q
1
···j···Q
2
···j···,
p1
a=1 Q 1···a···Q 2···a··· and
p
r=p1+1 Q
1···r···Q 2···r···, respectively. We denote by ν j,k(θ) the ( j, k)th element
of ν(θ)−1, where we assume that ν(θ) is nonsingular in this paper. Let [νr,s(22)(θ)]r,s∈{p1+1,...,p} be the inverse of the matrix
ν(22)(θ) = [νr,s(θ)]r,s∈{p1+1,...,p}. We denote by νa,b(11·2)(θ) the (a, b)th element of ν(11·2)(θ)−1, where
ν(11·2)(θ) = [ν(11·2)a,a′(θ)]a,a′∈{1,...,p1} = ν(11)(θ)− ν(12)(θ)ν(22)(θ)−1ν(21)(θ).
Further, we denote by Gja(θ) the ( j, a)th element of
G(θ) =

Ip1
−ν(22)(θ)−1ν(21)(θ)

,
where Ip1 is the p1 × p1 identity matrix. We note ν(11·2)(θ) = G(θ)′ν(θ)G(θ). For ease in reference, we state the following
matrix inversion: if we partition the p× p nonsingular matrixM into
M =

M(11) M(12)
M(21) M(22)

according to the partition θ = (θ′(1), θ′(2))′, we then have
M−1 =

M−1(11·2) −M−1(11·2)M(12)M−1(22)
−M−1(22)M(21)M−1(11·2) M−1(22)M(21)M−1(11·2)M(12)M−1(22) +M−1(22)

,
whereM(11·2) = M(11) −M(12)M−1(22)M(21). Thus,
G(θ)ν(11·2)(θ)−1G(θ)′ = ν(θ)−1 −

O O
O ν(22)(θ)−1

= [Bjj′(θ)]j,j′∈{1,...,p} (say). (4)
2.2. A class of (unadjusted) test statistics
We denote by P (N)θ the θ-distribution of X1, . . . ,XN . For any sequence {Y (N)}N≥1of random variables having the form
Y (N) = gN(X1, . . . ,XN), we use the pointwise notation Y (N) = o(N)θ (q, β) under P (N)θ , if P (N)θ [|Y (N)| > d(logN)β ] = o(N−q)
as N →∞ for some d > 0, q ≥ 0 and β ≥ 0.
A crucial point of the N−1-asymptotic theory in this paper is that using Bhattacharya and Ghosh’s argument [5] and
Taniguchi [35, p. 76],θ(N)ML (andθ(N)ML ) is well-defined as the local maximum point (lying in an ϵ(N)-neighborhood of the
true parameter θĎ ∈ 2; ϵ(N) ∝ N−1/2(logN)1/2) of the unrestricted (and restricted) log-likelihood with P (N)
θĎ
-probability
1−o(N−(1+δ/2)) for some δ ≥ 0. See Appendix A for details, including the stochastic expansions ofθ(N)ML andθ(N)ML . Throughout
this paper, for any (nonrandom or random) scalar or vector or matrix quantity Q (θ), we use the notationQ ,Q and Q instead
of Q (θ(N)ML ), Q (θ(N)ML ) and Q (θĎ), respectively, where
θĎ =

θ(1)0
θ
Ď
(2)

∈ 2
with θĎ(2) being the irrelevant true value of the nuisance parameter θ(2).
Now, we consider a class TN of test statistics for testing the null hypothesis θ(1) = θ(1)0 against θ(1) ≠ θ(1)0, as follows:
every test statistic T (N) = TN(X1, . . . ,XN; θ(1)0) ∈ TN admits a stochastic expansion of the form
T (N) =T (N)3rd + 1N3/2 o(N)θĎ (1+ ξ, β) for some fixed β > 0 and ξ ≥ 0 (5)
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(we emphasize thatT (N)3rd = T (N)3rd (θ(N)ML ) is also a feasible statistic), where
T (N)3rd = (Z(N)(1) )′ν−1(11·2)Z(N)(1) + 2N1/2
CG G Gb1b2b3 3
i=1
[ν−1(11·2)Z(N)(1) ]bi +CG Gb1b2,k1k2Z (N)k1k2 2
i=1
[ν−1(11·2)Z(N)(1) ]bi

+ 2
N
DG G G Gb1b2b3b4 4
i=1
[ν−1(11·2)Z(N)(1) ]bi + (DG G Gb1b2b3,k1k2Z (N)k1k2 +DG G Gb1b2b3,k1k2k3Z (N)k1k2k3) 3
i=1
[ν−1(11·2)Z(N)(1) ]bi
+ DG Gb1b2,k1k2,k3k4Z (N)k1k2Z (N)k3k4 2
i=1
[ν−1(11·2)Z(N)(1) ]bi

(6)
(hereafter, [v]i sometimes stands for the ith element vi of any vector v),
CG G Ga1a2a3(·) = Cj1j2j3(·)Gj1a1(·)Gj2a2(·)Gj3a3(·), C
G G
a1a2,k1k2
(·) = Cj1j2,k1k2(·)Gj1a1(·)Gj2a2(·)
(we adopt similar definitions for DG G G Ga1a2a3a4(·), DG G Ga1a2a3,k1k2(·), D
G G G
a1a2a3,k1k2k3
(·) and DG Ga1a2,k1k2,k3k4(·)). We notice that β , ξ ,
C-functions; Cj1j2j3(·) and Cj1j2,k1k2(·), D-functions; Dj1j2j3j4(·), Dj1j2j3,k1k2(·), Dj1j2j3,k1k2k3(·) and Dj1j2,k1k2,k3k4(·)may vary from
one test statistic in TN to another, where these C(orD)-functions are assumed to be of classC2(2) (orC1(2)). Here, without
loss of generality, we also assume that Cj1j2j3(·), Cj1j2,k1k2(·), Dj1j2j3j4(·), Dj1j2j3,k1k2(·), Dj1j2j3,k1k2k3(·) and Dj1j2,k1k2,k3k4(·) are
symmetric under permutation of {j1, j2, j3, j4} and that Dj1j2,k1k2,k3k4(·) = Dj1j2,k3k4,k1k2(·). Notice that this class TN includes,
in particular, the LR, Rao’s and Wald’s test statistics (see Appendix D).
First of all, extending Taniguchi [34] in the absence of a nuisance parameter, we elucidate, via the necessary and sufficient
condition, the Bartlett correctability members of the class TN . We write
C+G G Gb1b2b3(·) =
1
3!

{b1b2b3}
{CG G Gb1b2b3(·)+ C
G G
b1b2,k1k2
(·)ν Gk1k2,b3(·)}
= CG G Gb1b2b3(·)+
⟨3⟩
3
CG Gb1b2,k1k2(·)ν
G
k1k2,b3
(·),
D+G G G Gb1b2b3b4(·) =
1
4!

{b1b2b3b4}
{DG G G Gb1b2b3b4(·)+ D
G G G
b1b2b3,k1k2
(·)ν Gk1k2,b4(·)+ D
G G G
b1b2b3,k1k2k3
(·)ν Gk1k2k3,b4(·)
+DG Gb1b2,k1k2,k3k4(·)ν
G
k1k2,b3
(·)ν Gk3k4,b4(·)}
= DG G G Gb1b2b3b4(·)+
⟨4⟩
4
{DG G Gb1b2b3,k1k2(·)ν
G
k1k2,b4
(·)+ DG G Gb1b2b3,k1k2k3(·)ν
G
k1k2k3,b4
(·)}
+ ⟨6⟩
6
DG Gb1b2,k1k2,k3k4(·)ν
G
k1k2,b3
(·)ν Gk3k4,b4(·),
which may vary from one test statistic in TN to another, where

{b1···bv} stands for the summation over v! permutations of{b1, . . . , bv}. The meanings of these notations are apparent by rewritingZ (N)k1···kv = (Z (N)k1···kv −ν Gk1···kv ,bv+1 [ν−1(11·2)Z(N)(1) ]bv+1)+ν Gk1···kv ,bv+1 [ν−1(11·2)Z(N)(1) ]bv+1 , v = 2, 3
in (6). Also, it is customary to define
Mj1j2,j3j4(·) = νj1j2,j3j4(·)− νj1j2,j(·)ν j,j
′
(·)νj3j4,j′(·),
Nj1j2,j3,j4(·) = νj1j2,j3,j4(·)− νj1j2,j(·)ν j,j
′
(·)νj3,j4,j′(·),
corresponding to Cov(N)θ (Z
⊥(N)
j1j2
(θ), Z⊥(N)j3j4 (θ)) and N
1/2Cum(N)θ (Z
⊥(N)
j1j2
(θ), Z (N)j3 (θ), Z
(N)
j4
(θ)), where
Z⊥(N)j1···jv (θ) = Z (N)j1···jv (θ)− νj1···jv ,jv+1(θ)ν jv+1,j
′
v+1(θ)Z (N)j′
v+1
(θ).
Theorem 1. The test statistic T (N) ∈ TN is Bartlett correctable (i.e., there exists a function γ (·) such that P (N)θĎ [(1 +γ /N)T (N)
≤ x] = Pr[χ2p1 ≤ x] + o(N−1)) iff
0 ≡ νG G Gb1,b2,b3(·)+ 6C+
G G G
b1b2b3(·), b1, b2, b3 ∈ {1, . . . , p1},
0 ≡ νa1,a2(11·2)(·)νa3,a4(11·2)(·)

νG G G Ga1,a2,a3,a4(·)− {ν
G G
a1,a2,j
(·)ν j,j′(·)νG Ga3,a4,j′(·)+ 2ν
G G
a1,a3,j
(·)ν j,j′(·)νG Ga2,a4,j′(·)}
+ 24D+G G G Ga1a2a3a4(·)+ 4{C
G G
a1a2,k1k2
(·)CG Ga3a4,k3k4(·)+ 2C
G G
a1a3,k1k2
(·)CG Ga2a4,k3k4(·)}Mk1k2,k3k4(·)
+ 4{CG Ga1a2,k1k2(·)N
G G
k1k2,a3,a4
(·)+ 2CG Ga1a3,k1k2(·)N
G G
k1k2,a2,a4
(·)}

.
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Proof. It is helpful to use (B.1)–(B.4), (B.8) and (B.9) of Appendix B, as well as the null covariances
Cov(N)θ (Z
0(N)
a (θ), Z
(N)
r (θ)) = Cov(N)θ (Z⊥(N)j1···jv (θ), Z (N)k (θ)) ≡ 0, (7)
where
Z0(N)a (θ) = Z (N)a (θ)− νa,s(θ)νs,s
′
(22)(θ)Z
(N)
s′ (θ) = Gja(θ)Z (N)j (θ).
As shown in Appendix C, after some algebra, we obtain (C.1)–(C.6), depending on the C,D-functions associated with T (N) ∈
TN (we now set Γj1···jv (·) ≡ 0, v = 3, 4 in Propositions C.1 and C.2). Then, T (N) is Bartlett correctable iff β3(·) = β2(·) ≡ 0.
See Corollary C.3. Here, we note that Cordeiro and Ferrari’s Bartlett-type adjustment for T (N) ∈ TN is given by
T CF(N) =

1− 2
N
 β3
p1(p1 + 2)(p1 + 4) (T
(N))2 + β2
p1(p1 + 2) T
(N) + β1
p1

T (N).  (8)
Remark 1. It is well known (see Introduction) that the LR test statistic LR(N) = 2(L(N) − L(N)) is Bartlett correctable.
Theorem 1 indicates that Rao’s test statistic R(N) = (Z(N)(1) )′ν−1(11·2)Z(N)(1) is also Bartlett correctable if νj1,j2,j3(·) = νj1,j2,j3,j4(·) ≡
0, j1, j2, j3, j4 ∈ {1, . . . , p}.
3. Main results
Our primary goal is to propose, as the alternative to T CF(N) (see (8)), an improved test statistic of the form
T ⋆(N) = T (N) + 2
N1/2
Γb1b2b3 3
i=1
[ν−1(11·2)Z(N)(1) ]bi + 2N Γb1b2b3b4
4
i=1
[ν−1(11·2)Z(N)(1) ]bi + Γb1b2 2
i=1
[ν−1(11·2)Z(N)(1) ]bi, (9)
where functions Γb1b2b3(·)’s are of class C2(2), and functions Γb1b2(·)’s and Γb1b2b3b4(·)’s are of class C1(2). We assume
without loss of generality that for v = 2, 3, 4, Γb1···bv (·) is symmetric under permutation of {b1, . . . , bv}. It suffices to
discuss how to obtain suitable Γ -functions in (9).
Proposition 2. For every T (N) ∈ TN , there exist functions Γb1b2(·)’s, Γb1b2b3(·)’s and Γb1b2b3b4(·)’s such that P (N)θĎ [T ⋆(N) ≤ x] =
Pr[χ2p1 ≤ x] + o(N−1). Especially, a natural choice of Γb1b2b3(·)’s is given by
Γb1b2b3(·) = −
1
6
{νG G Gb1,b2,b3(·)+ 6C+
G G G
b1b2b3(·)} = Γ ◦b1b2b3(·) (say). (10)
Proof. Proposition C.2 in Appendix C indicates that P (N)
θĎ
[T ⋆(N) ≤ x] = Pr[χ2p1 ≤ x] + o(N−1) iff
κ⋆b1,b2,b3 = 0, b1, b2, b3 ∈ {1, . . . , p1}, (11)
κ⋆a1,a2,a3,a4ν
a1,a2
(11·2)ν
a3,a4
(11·2) = 0, (12)
(κ⋆a1,a2 + κ⋆a1κ⋆a2)νa1,a2(11·2) = 0. (13)
A solution of (11) with respect to [Γb1b2b3(θĎ)]b1,b2,b3∈{1,...,p1} is unique, given by (10) evaluated at θ = θĎ. But,
[Γb1b2b3b4(θĎ),Γb1b2(θĎ)]b1,b2,b3,b4∈{1,...,p1} is not uniquely determined by the requirements (12) and (13), unless p1 = 1.
With the choice of (10), any set of functions [Γb1b2b3b4(·),Γb1b2(·)]b1,b2,b3,b4∈{1,...,p1} that satisfies (12) and (13) gives rise to
an improved test statistic. 
Wenowproceed to consider two Eqs. (12) and (13) in detail. Since they are, in general, allowed to have only one unknown
in [Γb1b2b3b4(θĎ)]b1,b2,b3,b4∈{1,...,p1} and [Γb1b2(θĎ)]b1,b2∈{1,...,p1}, respectively, themost natural forms (but by nomeans the only
one, unless p1 = 1) are probably as follows:
Γb1b2b3b4(·) =
c(·)
6
⟨3⟩Ab1b2(·)Ab3b4(·), b1, b2, b3, b4 ∈ {1, . . . , p1}, (14)
Γb1b2(·) =
ρ(·)
2
Ab1b2(·), b1, b2 ∈ {1, . . . , p1}, (15)
where symmetric arrays Ab1b2(·)’s are arbitrary given in advance, being of the class C1(2), and scalar functions c(·)
and ρ(·) are of the class C1(2). In principle, it is possible to choose different matrices [1Ab1b2(·)]b1,b2∈{1,...,p1} and[2Ab1b2(·)]b1,b2∈{1,...,p1} for (14) and (15). The Bartlett-type adjustment (9) based on the forms (14) and (15) corresponds
to the adjustment of type 2 that Kakizawa [24] discussed for the test of the simple null hypothesis. Using (C.3), (C.5) and
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(C.6) of Appendix C (we set (10)), we can solve (12)–(15) with respect to c(·) and ρ(·). To describe them in closed-form, we
define
Γ ◦b1b2b3b4(·) = Γ Rb1b2b3b4(·)+ Γ CDb1b2b3b4(·), (16)
Γ ◦b1b2(·) = Γ Rb1b2(·)+ Γ CDb1b2(·), (17)
where Γ Rb1···bv (·) and Γ CDb1···bv (·), v = 2, 4; b1, b2, b3, b4 ∈ {1, . . . , p1} are given as follows:
6Γ Rb1b2b3b4(·) = −
1
4
ν
G G G G
b1,b2,b3,b4
(·)+ ⟨3⟩
4
ν
G G
b1,b2,j
(·)ν j,j′(·)νG Gb3,b4,j′(·),
6Γ CDb1b2b3b4(·) = −6D+
G G G G
b1b2b3b4(·)− ⟨3⟩C
G G
b1b2,k1k2
(·)CG Gb3b4,k3k4(·)Mk1k2,k3k4(·)−
⟨6⟩
2
CG Gb1b2,k1k2(·)N
G G
k1k2,b3,b4
(·),
2Γ Rb1b2(·) = νs,t(22)(·)
1
2
{N G Gst,b1,b2(·)+ ν
G G
s,t,b1,b2
(·)} − 1
2
νs,t,j(·)ν j,j′(·)νG Gb1,b2,j′(·)

+ νr1,r2(22) (·)νr3,r4(22) (·)

−1
2
ν
G
r1,r3,b1
(·)ν Gr2,r4,b2(·)+
1
2
ν
G
r1r3,b1
(·)ν Gr2r4,b2(·)

− 1
4
ν
r,r ′
(22)(·){ν Grr ′,b1(·)+ ν
G
r,r ′,b1(·)}{ν
G
ss′,b2(·)+ ν
G
s,s′,b2(·)}ν
s,s′
(22)(·)
+ νa3,a4(11·2)(·)
1
4
ν
G G G G
b1,b2,a3,a4
(·)− 1
4
{νG Gb1,b2,j(·)ν j,j
′
(·)νG Ga3,a4,j′(·)+ 2ν
G G
b1,a3,j
(·)ν j,j′(·)νG Gb2,a4,j′(·)}
+ 1
3
ν
G G G
b1,a3,a
(·)νa,a′(11·2)(·)νG G Gb2,a4,a′(·)

,
2Γ CDb1b2(·) = C
G G
b1b2,k1k2
(·){Mk1k2,st(·)νs,t(22)(·)+Nk1k2,j,j′(·)ν j,j
′
(·)} − 2DG Gb1b2,k1k2,k3k4(·)Mk1k2,k3k4(·)
+ νa3,a4(11·2)(·){CG Gb1b2,k1k2(·)C
G G
a3a4,k3k4
(·)+ 2CG Gb1a3,k1k2(·)C
G G
b2a4,k3k4
(·)}Mk1k2,k3k4(·)
(the quantity with superscript R corresponds to Rao’s test statistic). It is important to note that rewriting
κ⋆b1,b2 + κ⋆b1κ⋆b2 = 2{Γb1b2(θĎ)− Γ ◦b1b2(θĎ)} + 2∆⋆b1b2(θĎ) (say) , b1, b2 ∈ {1, . . . , p1} (18)
(we used (C.3)–(C.6) of Appendix C), we observe that
2∆⋆a1a2(·)νa1,a2(11·2)(·) ≡ 0 whenever (11) and (12) hold. (19)
Theorem 3. We assume that
[tr{A(θ)ν−1(11·2)(θ)}]2 + 2tr[{A(θ)ν−1(11·2)(θ)}2] ≠ 0 for all θ ∈ 2,
where A(·) = [Ab1b2(·)]b1,b2∈{1,...,p1} (there are infinitely many such symmetric matrices, for example, A(·) = 11′ (we use
the notation 1 = (1, . . . , 1)′ ∈ Rp1 ), Ip1 and νn(11·2)(·) for n = ±1,±2, . . .). For every T (N) ∈ TN , we consider the
adjustment (9) with Γ -functions (10), (14) and (15), that is,
T ⋆(N)type2 = T (N) +
2
N1/2
Γ ◦b1b2b3 3
i=1
[ν−1(11·2)Z(N)(1) ]bi + 1N

Ab1b2 2
i=1
[ν−1(11·2)Z(N)(1) ]bi
2c + Ab1b2 2
i=1
[ν−1(11·2)Z(N)(1) ]biρ
 .
Then, P (N)
θĎ
[T ⋆(N)type2 ≤ x] = Pr[χ2p1 ≤ x] + o(N−1), if c(·) = c◦A(·) and ρ(·) = ρ◦A(·), where
c◦A(·) =
6νa1,a2(11·2)(·)νa3,a4(11·2)(·)Γ ◦a1a2a3a4(·)
[tr{A(·)ν−1(11·2)(·)}]2 + 2tr[{A(·)ν−1(11·2)(·)}2]
, (20)
ρ◦A(·) =
2νa1,a2(11·2)(·)Γ ◦a1a2(·)
tr{A(·)ν−1(11·2)(·)}
. (21)
Remark 2. The basic idea behind our consideration T ⋆(N)type2 for the case A(·) = ν(11·2)(·) is a double correction being closely
related to the CF-approach [12]. That is,
T ⋆(N)type2 =

1+ 2
N

3νa1,a2(11·2)νa3,a4(11·2)Γ ◦a1a2a3a4
p1(p1 + 2) T
#(N) + νa1,a2(11·2)Γ ◦a1a2
p1

T#(N) + 1
N3/2
o(N)
θĎ
(1+ δ/2, 3/2),
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where
T#(N) = T (N) + 2
N1/2
Γ ◦b1b2b3 3
i=1
[ν−1(11·2)Z(N)(1) ]bi for T (N) ∈ TN .
In case p1 > 1, without the restriction (14) or (15), one might solve
κ⋆b1,b2,b3,b4 = 0, b1, b2, b3, b4 ∈ {1, . . . , p1} (22)
or
κ⋆b1,b2 + κ⋆b1κ⋆b2 = 0, b1, b2 ∈ {1, . . . , p1} (23)
as a sufficient condition for (12) or (13). The resulting Bartlett-type adjustment is referred to as the adjustment of type K ,
K = 0, 1, 3, compared to the adjustment of type 2 (see Theorem 3). Using (C.3), (C.5) and (C.6) of Appendix C again, these
three types can be also determined as follows: setting Γb1b2b3(·) = Γ ◦b1b2b3(·), b1, b2, b3 ∈ {1, . . . , p1},
(Type 0/type 1) solve the linear system (22)with respect to [Γb1b2b3b4(·)]b1,b2,b3,b4∈{1,...,p1} as a sufficient condition for (12),
that is, Γb1b2b3b4(·) = Γ ◦b1b2b3b4(·) as in (16), and then for type 1, solve (13) with respect to ρ(·) (we set (15)), that is, ρ(·) =
ρ◦A(·) as in (21) for type 2, whereas, for type 0, solve the linear system (23) with respect to Γ (·) = [Γb1b2(·)]b1,b2∈{1,...,p1} as
a sufficient condition for (13), that is,
Γb1b2(·) = Γ ◦b1b2(·)−∆◦b1b2(·), (24)
where∆◦b1b2(·) = ∆Rb1b2(·)+∆Cb1b2(·)with
2∆Rb1b2(·) =
1
6

−νG G Gb1,b2,a(·)νa,a
′
(11·2)(·){ν Gst,a′(·)+ ν Gs,t,a′(·)} +
⟨2⟩
2
ν
a1,a2
(11·2)(·)νG G Ga1,a2,b1(·){ν
G
st,b2
(·)+ ν Gs,t,b2(·)}

ν
s,t
(22)(·)
+ 1
36
{−νG G Gb1,b2,a(·)νa,a
′
(11·2)(·)νG G Ga′1,a′2,a′(·)+ ν
a1,a2
(11·2)(·)νG G Ga1,a2,b1(·)ν
G G G
a′1,a′2,b2
(·)}νa′1,a′2(11·2)(·),
2∆Cb1b2(·) =
1
2
{CG Gb1b2,k1k2(·)N
G G
k1k2,a,a′(·)ν
a,a′
(11·2)(·)− νa,a
′
(11·2)(·)CG Ga a′,k1k2(·)N
G G
k1k2,b1,b2
(·)},
and
(Type 3) solve (12) with respect to c(·) (we set (14)), that is, c(·) = c◦A(·) as in (20) for type 2, and then solve the linear
system (23) with respect to Γ (·) as a sufficient condition for (13), that is,
Γb1b2(·) = Γ ◦b1b2(·)−∆◦b1b2(·)−∆◦A,b1b2(·), (25)
where
2∆◦A,b1b2(·) = −6νa3,a4(11·2)(·)Γ ◦b1b2a3a4(·)+ [tr{A(·)ν−1(11·2)(·)}Ab1b2(·)+ 2Ab1a(·)νa,a
′
(11·2)(·)Ab2a′(·)]c◦A(·).
The original idea of the adjustment of type 0 is found in Chandra andMukerjee [8] (see [24]) in the absence of a nuisance
parameter. However, in view of (18) and (19), a variant of type K ; K = 0, 3 can be considered naturally, as follows: setting
Γb1b2b3(·) = Γ ◦b1b2b3(·), Γb1b2b3b4(·) =

Γ ◦b1b2b3b4(·), type 0′
c◦A(·)
6
⟨3⟩Ab1b2(·)Ab3b4(·), type 3′,
b1, b2, b3, b4 ∈ {1, . . . , p1},
we solve, in place of the linear system (23), the linear system
κ⋆b1,b2 + κ⋆b1κ⋆b2 − 2∆⋆b1b2 = 0, b1, b2 ∈ {1, . . . , p1} (26)
with respect to Γ (·) as another sufficient condition for (13), that is, Γb1b2(·) = Γ ◦b1b2(·) as in (17), which is simpler than (24)
or (25).
In summary, the six types are obtained in closed-form (see Table 1). Note that the resulting expressions for T ⋆(N)typeK ;
K = 0, 0′, 1, 2, 3, 3′ involve only two patterns, e.g., Q G G···b1b2···ν
b1,b2
(11·2) and Q
G
···b···[ν−1(11·2)z(1)]b, but, using (4), they can be,
respectively, rewritten as
Q···j1j2···

ν−1 −

O O
O ν−1(22)

j1j2
and Q···j···

ν−1

z(1)
0p2

j
.
Remark 3. WheneverMj1j2,j3j4(·) = Nj1j2,j3,j4(·) ≡ 0, j1, j2, j3, j4 ∈ {1, . . . , p}, the above-mentionedmatrix Γ (·) for type K ,
K = 0, 0′, 1, 2, 3′ is common for every T (N) ∈ TN (note that Γ CDb1b2(·) = ∆Cb1b2(·) ≡ 0, b1, b2 ∈ {1, . . . , p1}). However, such a
property does not hold for type 3 generally, since, even in that case, Γ CDb1b2b3b4(·) = −D+
G G G G
b1b2b3b4
(·).
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Table 1
On the specification of Γb1b2b3b4 (·)’s and Γb1b2 (·)’s in the adjustment T ⋆(N) with (10).
Solve (22) as a sufficient condition for (12) Solve (12) under (14)
Solve (23) as a sufficient condition for (13) Type 0; (16) and (24) Type 3; (20) and (25)
Solve (26) as a sufficient condition for (13) Type 0′; (16) and (17) Type 3′; (20) and (17)
Solve (13) under (15) Type 1; (16) and (21) Type 2; (20) and (21)
Remark 4. For the LR test statistic LR(N) = 2(L(N) − L(N)), it turns out that (12) and (13) hold for the choice Γb1b2b3(·) =
Γb1b2b3b4(·) ≡ 0. Then, the adjustment of type 1 (2) for the case A(·) = ν(11·2)(·) yields the traditional Bartlett adjustment
LR⋆(N) =

1+ ρLR
N

LR(N) + 1
N3/2
o(N)
θĎ
(1+ δ/2, 3/2),
whereas another idea of choosing A(·) ≡ γγ ′, hence the additive adjustment
ALR(N)γ = LR(N) + p1ρLR (γ ′ν−1(11·2)Z(N)(1) )2Nγ ′ν−1(11·2)γ for any γ ∈ Rp1 − {0p1},
is found in Kakizawa [25] (see also [29] for ρLR(·)). Furthermore, the other additive adjustments
ALR(N) =

LR(N) + 2
N
(Γ LRb1b2 − ∆LRb1b2) 2
i=1
[ν−1(11·2)Z(N)(1) ]bi , type 0 (3)
LR(N) + 2
N
Γ LRb1b2 2
i=1
[ν−1(11·2)Z(N)(1) ]bi , type 0′(3′)
are obtained by means of the adjustments of type K , K = 0, 0′ (3, 3′), where
2Γ LRb1b2(·) = 2Γ Rb1b2(·)+
1
2
{MG Gb1b2,st(·)νs,t(22)(·)+N
G G
b1b2,j,j′(·)ν j,j
′
(·)} −MG Gb1j,b2j′(·)ν j,j
′
(·)
+ 1
4
ν
a3,a4
(11·2)(·){MG G G Gb1b2,a3a4(·)+ 2M
G G G G
b1a3,b2a4
(·)},
2∆LRb1b2(·) = 2∆Rb1b2(·)+
1
4
{N G G G Gb1b2,a,a′(·)ν
a,a′
(11·2)(·)− νa,a
′
(11·2)(·)N GG G Ga a′,b1,b2(·)}.
4. Relation with the CM/T-approaches
In this section, we indicate how the form (9) is related to Mukerjee [33] and Taniguchi [36] (see also [8]). Since
Taniguchi [36] originally considered the problem of testing the scalar parameter in the absence of a nuisance parameter,
we employ the extended T-approach [24]. To describe it, we note that the class TN (see (5)) can be equivalently formulated
as T (N)3rd =S(N)a νa,a′(11·2)S(N)a′ + 1N3/2 o(N)θĎ (1+ δ/2, 5/2),
where
S(N)b0 = Z (N)b0 + 1N1/2
CG G Gb1b2b0 2
i=1
[ν−1(11·2)Z(N)(1) ]bi +CG Gb1b0,k1k2Z (N)k1k2 [ν−1(11·2)Z(N)(1) ]b1

+ 1
N
DG G G Gb1b2b3b0 3
i=1
[ν−1(11·2)Z(N)(1) ]bi + (DG G Gb1b2b0,k1k2Z (N)k1k2 +DG G Gb1b2b0,k1k2k3Z (N)k1k2k3) 2
i=1
[ν−1(11·2)Z(N)(1) ]bi
+ DG Gb1b0,k1k2,k3k4Z (N)k1k2Z (N)k3k4 [ν−1(11·2)Z(N)(1) ]b1

(27)
with
D
G G G G
b1b2b3b0
(·) = DG G G Gb1b2b3b0(·)−
[3]{b1b2b3b0}
6
CG G Gb1b2b (·)νb,b
′
(11·2)(·)CG G Gb3b0b′(·),
D
G G G
b1b2b0,k1k2
(·) = DG G Gb1b2b0,k1k2(·)−
[3]{b1b2b0}
3
CG G Gb1b2b (·)νb,b
′
(11·2)(·)CG Gb0b′,k1k2(·),
D
G G
b1b0,k1k2,k3k4
(·) = DG Gb1b0,k1k2,k3k4(·)−
[2]{b1b0}
4
CG Gb1b,k1k2(·)νb,b
′
(11·2)(·)CG Gb0b′,k3k4(·).
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Here, [n]{···}means a sum of n similar terms obtained by index permutation of the indices {· · ·} (when there is no free indices
other than the indicated indices {· · ·}, it may be simply denoted by ⟨n⟩).
Let Γ ET(·) = [Γ ETaa′ (·)]a,a′∈{1,...,p1} be a symmetric matrix whose elements are scalar functions of class C1(2). Let
H(·) = [Haa′(·)]a,a′∈{1,...,p1} be a symmetric matrix whose elements are scalar functions of class C3(2), such that
(∂/∂θr1) · · · (∂/∂θrv )Haa′(θ) ≡ 0. Then, we construct the adjustment in the form
T ET(N)B = (S(N))′[ν(11·2) − 2{H(θ(N)B )−H+Γ /N}]−1S(N) for T (N) ∈ TN ,
whereS(N) = (S(N)1 , . . . ,S(N)p1 )′ is given in (27), and
[θ(N)B ]j = [θ(N)ML ]j + 1N1/2 [Gν−1(11·2)Z(N)(1) ]j
+ 1
N
ν j,j′ B G Gj′b2b3 3
i=2
[ν−1(11·2)Z(N)(1) ]bi +B Gj′b2,k1k2Z (N)k1k2 [ν−1(11·2)Z(N)(1) ]b2

+ 1
N3/2
o(N)
θĎ
(1+ δ/2, 3/2),
with Bj1j2j3(·)’s and Bj1j2,k1k2(·)’s being of classC1(2).Without loss of generality, we also assume that Bj1j2j3(·) and Bj1j2,k1k2(·)
are symmetric under permutation of {j1, j2, j3}.
We state the following stochastic expansion of T ET(N)B without proof (a rigorous proof relies on (A.1), (A.7), (A.9), (B.1) and
(B.2) of Appendices A and B).
Proposition 4. In addition to the above-mentioned setting, we assume that
Ha1a2/a3(·) = Γa1a2a3(·), Ha1a2/a3a4(·) = 2Γ ETa1a2a3a4(·)− ⟨3⟩Γa1a2b(·)νb,b
′
(11·2)(·)Γa3a4b′(·),
a1, a2, a3, a4 ∈ {1, . . . , p1}, where we write Haa′/j1···jv (θ) = (∂/∂θj1) · · · (∂/∂θjv )Haa′(θ). Then,
T ET(N)B = S(N)a νa,a′(11·2)S(N)a′ + 2N1/2 Γb1b2b3
3
i=1
[ν−1(11·2)Z(N)(1) ]bi
+ 2
N
Γ ETb1b2b3b4 + 12 Γb1b2bνb,b′(11·2)Γb3b4b′ + Γb1b2bνb,b′(11·2)(BG G Gb3b4b′ + 2CG G Gb3b4b′)

4
i=1
[ν−1(11·2)Z(N)(1) ]bi
+ Γb1b2bνb,b′(11·2)(BG Gb3b′,k1k2 + 2CG Gb3b′,k1k2)Z (N)k1k2 3
i=1
[ν−1(11·2)Z(N)(1) ]bi + Γb1b2 2
i=1
[ν−1(11·2)Z(N)(1) ]bi

+ 1
N3/2
o(N)
θĎ
(1+ δ/2, 5/2). (28)
Hence, for the case Γ ETb1b2b3b4(·) = Γb1b2b3b4(·)− (⟨3⟩/6)Γb1b2b(·)νb,b
′
(11·2)(·)Γb3b4b′(·), (9) has the alternative form T ET(N)B to order
N−1, provided that Bj1j2j3(·) = −2Cj1j2j3(·) and Bj1j2,k1k2(·) = −2Cj1j2,k1k2(·), corresponding to T (N) ∈ TN .
Remark 5. Corresponding to T (N) ∈ TN , we defineθ(N)±C byθ(N)B with Bj1j2j3(·) = ±Cj1j2j3(·) and Bj1j2,k1k2(·) = ±Cj1j2,k1k2(·).
Then, in view of (28), we observe that the stochastic expansion of T ET(N)−C is identical to that of T CM(N) =SCM(N)a νa,a′(11·2)SCM(N)a′ ,
where
SCM(N)b0 =S(N)b0 + 1N1/2 Γb1b2b0
2
i=1
[ν−1(11·2)Z(N)(1) ]bi + 1N
Γ ETb1b2b3b0 3
i=1
[ν−1(11·2)Z(N)(1) ]bi + Γb1b0 [ν−1(11·2)Z(N)(1) ]b1

.
This is a variant of the perturbed form [33] for the square-root of Rao’s test in the case of p1 = p2 = 1 under the global
parameter orthogonality ν1,2(·) ≡ 0, on the basis of the original CM-approach [8] developed in the absence of a nuisance
parameter. Similarly, the stochastic expansion of T ET(N)C is identical to that of T
CM′(N) = SCM′(N)a νa,a′(11·2)SCM′(N)a′ (it is a slight
modification of T CM(N)), where
SCM′(N)b0 =S(N)b0 + 1N1/2 Γb1b2b0
2
i=1
[ν−1(11·2)S(N)]bi + 1N
Γ ETb1b2b3b0 3
i=1
[ν−1(11·2)S(N)]bi + Γb1b0 [ν−1(11·2)S(N)]b1

.
Proposition 4 (also Remark 5) does not mean a universal equivalence among these approaches, since the stochastic
expansion of T ET(N)B , depending on the choice of Bj1j2j3(·)’s and Bj1j2,k1k2(·)’s appeared inθ(N)B , is generally different from
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that of T ⋆(N) (see (9)) or T CM(N) or T CM
′(N). Thus, given arbitrary functions ∆GBb1b2b3b4(·)’s and ∆GBb1b2b3,k1k2(·)’s of class C1(2),
which are assumed to be symmetric under permutation of {b1, b2, b3, b4}, it is possible to define a general Bartlett-type
adjustment
TGB(N) = T (N) + 2
N1/2
Γb1b2b3 3
i=1
[ν−1(11·2)Z(N)(1) ]bi + 2N

(Γ GBb1b2b3b4 + ∆GBb1b2b3b4) 4
i=1
[ν−1(11·2)Z(N)(1) ]bi
+ ∆GBb1b2b3,k1k2Z (N)k1k2 3
i=1
[ν−1(11·2)Z(N)(1) ]bi + Γ GBb1b2 2
i=1
[ν−1(11·2)Z(N)(1) ]bi

. (29)
Note that the non-zero case∆GBb1b2b3b4(·) ≠ 0 or∆GBb1b2b3,k1k2(·) ≠ 0 in (29) can be treated in Section 3 as the adjustment for
the test statistic
T∆
GB(N) = T (N) + 2
N
∆GBb1b2b3b4 4
i=1
[ν−1(11·2)Z(N)(1) ]bi + ∆GBb1b2b3,k1k2Z (N)k1k2 3
i=1
[ν−1(11·2)Z(N)(1) ]bi

∈ TN .
5. The case of a scalar parameter of interest
In the special case with p1 = 1 (the six types; K = 0, 0′, 1, 2, 3, 3′ coincide with each other), we have
TGB(N) = T (N) − 1
3N1/2
 Z (N)1ν(11·2)
3
(νGGG1,1,1 + 6C+GGG1 1 1 )
+ 1
N

 Z (N)1ν(11·2)
4c◦ + 2∆GB111,k1k2
Z (N)k1k2 −νk1k2,1 Z (N)1ν(11·2)
 Z (N)1ν(11·2)
3
+
 Z (N)1ν(11·2)
2ρ◦
 (30)
for every T (N) ∈ TN and functions∆GB111,k1k2(·)’s of class C1(2), where
c◦(·) = 1
3

−1
4
ν
G G GG
1,1,1,1 (·)+
3
4
ν
G G
1,1,j(·)ν j,j
′
(·)νG G1,1,j′(·)
− 6D+GGGG1 1 1 1(·)− 3CGG1 1,k1k2(·)C
GG
1 1,k3k4
(·)Mk1k2,k3k4(·)− 3CGG1 1,k1k2(·)N
GG
k1k2,1,1
(·)

,
ρ◦(·) = νs,t(22)(·)

1
2
{N G Gst,1,1(·)+ ν G Gs,t,1,1 (·)} −
1
2
νs,t,j(·)ν j,j′(·)νG G1,1,j′(·)

+ νr1,r2(22) (·)νr3,r4(22) (·)

−1
2
ν
G
r1,r3,1
(·)ν Gr2,r4,1(·)+
1
2
ν
G
r1r3,1
(·)ν Gr2r4,1(·)

− 1
4
ν
r,r ′
(22)(·){ν Grr ′,1(·)+ ν Gr,r ′,1(·)}{ν Gss′,1 (·)+ ν Gs,s′,1(·)}νs,s
′
(22)(·)
+ 1
ν(11·2)(·)

1
4
ν
GGGG
1,1,1,1(·)−
3
4
ν
G G
1,1,j(·)ν j,j
′
(·)νG G1,1,j′(·)+
{νG G G1,1,1 (·)}2
3ν(11·2)(·)

+ CGG1 1,k1k2(·){Mk1k2,rr ′(·)νr,r
′
(22)(·)+Nk1k2,j,j′(·)ν j,j
′
(·)} − 2DGG1 1,k1k2,k3k4(·)Mk1k2,k3k4(·)
+ 3
ν(11·2)(·) C
GG
1 1,k1k2
(·)CGG1 1,k3k4(·)Mk1k2,k3k4(·).
This is a substantial extension of Chandra and Mukerjee [8] and Taniguchi [36] (see also [24]) to the test of a composite
hypothesis when the parameter of interest is scalar, which is of independent interest. Our adjustment (30) is widely
applicable, as follows:
(i) For the LR test statistic LR(N) = 2(L(N) − L(N)), we have
LRGB(N) = LR(N) + 1
N
2∆GB111,k1k2
Z (N)k1k2 −νk1k2,1 Z (N)1ν(11·2)
 Z (N)1ν(11·2)
3
+
 Z (N)1ν(11·2)
2ρLR
 .
Of course, with∆GB111,k1k2(·) ≡ 0, we have the traditional Bartlett adjustment
LR⋆(N) =

1+ ρLR
N

LR(N) + 1
N3/2
o(N)
θĎ
(1+ δ/2, 3/2).
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(ii) For Rao’s test statistic R(N) = (Z (N)1 )2/ν(11·2), we have
RGB(N) = R(N) − 1
3N1/2
 Z (N)1ν(11·2)
3νG G G1,1,1
+ 1
N

 Z (N)1ν(11·2)
4cR + 2∆GB111,k1k2
Z (N)k1k2 −νk1k2,1 Z (N)1ν(11·2)
 Z (N)1ν(11·2)
3
+
 Z (N)1ν(11·2)
2ρR
 ,
where cR(·) and ρR(·) are, respectively, obtained from c◦(·) and ρ◦(·) with the C,D-functions replaced by zero. With
∆GB111,k1k2(·) ≡ 0, the adjustment
R⋆(N) =

1− νG G G1,1,1
3N1/2ν3/2(11·2) (R(N))1/2 +
1
N
 cRν2(11·2) R(N) + ρ
Rν(11·2)

R(N)
resembles the usual Bartlett adjustment of the LR test statistic.
(iii) For a modified Rao’s test statistic MR(N) = (Z (N)1 )2/ν(11·2), we have
MRGB(N) = MR(N) + 2
3N1/2
 Z (N)1ν(11·2)
3
(3νGGG11,1 +νG GG1,1,1 )
+ 1
N

 Z (N)1ν(11·2)
4cMR◦ + 2∆GB111,k1k2
Z (N)k1k2 −νk1k2,1 Z (N)1ν(11·2)
 Z (N)1ν(11·2)
3
+
 Z (N)1ν(11·2)
2ρR
 ,
where cMR◦(·) = cR(·)+ cMR(·), with
cMR(·) = νGGGG11 1,1(·)+MGGGG11,1 1 (·)+
5
2
N
GGG G
1 1,1,1 (·)+
1
2
ν
G G G G
1, 1,1,1 (·)+
1
2
ν
GG
11,j(·)ν j,j
′
(·){2νGG11,j′(·)+ 5νG G1,1,j′(·)}
− {νGG11,j(·)+ νG Gj1,1(·)+ νG G1,1,j(·)}ν j,j
′
(·){νGG11,j′(·)+ ν G Gj′1,1(·)+ νG G1,1,j′(·)}
− 1
2
{2ν G Gj1,1 (·)+ νG G1,1,j(·)}ν j,j
′
(·){νGG11,j′(·)+ νG G1,1,j′(·)}.
(iv) For a modified Wald’s test statistic MW(N) = N(θ (N)1,ML − θ1,0)2ν(11·2), we have
MWGB(N) = MW(N) + 1
3N1/2
 Z (N)1ν(11·2)
3
(3νGG G11,1 + 2νGG G1,1,1)
+ 1
N

 Z (N)1ν(11·2)
4cMW◦ + 2∆GB111,k1k2
Z (N)k1k2 −νk1k2,1 Z (N)1ν(11·2)
 Z (N)1ν(11·2)
3
+
 Z (N)1ν(11·2)
2ρW◦
 ,
where cMW◦(·) = cR(·)+ cMW(·) and ρW◦(·) = ρR(·)+ ρW (·), with
cMW(·) = 1
3
ν
GGG G
111,1 (·)+N GGG G1 1,1,1 (·)+
1
3
ν
G G G G
1,1,1,1 (·)+ νGG11,j(·)ν j,j
′
(·)νG G1,1,j′(·)
−{ν G Gj1,1 (·)+ νG G1,1,j(·)}ν j,j
′
(·){νGG11,j′(·)+ νG G1,1,j′(·)} −
1
4
{νGG11,j(·)+ νG G1,1,j(·)}Bjj′(·){νGG11,j′(·)+ νG G1,1,j′(·)},
ρW (·) =MGG11,rr ′(·)νr,r
′
(22)(·)+N GG11,j,j′(·)ν j,j
′
(·)− 2M G Gj1,j′1(·)

ν j,j
′
(·)+ 1
2
Bjj′(·)

+ 3
ν(11·2)(·) M
GG GG
11,1 1 (·).
(v) For Wald’s test statisticW (N) = N(θ (N)1,ML − θ1,0)2ν(11·2), we have
WGB(N) = W (N) − 1
3N1/2
 Z (N)1ν(11·2)
3
(3νG G G11,1 +νG G G1,1,1 )
+ 1
N

 Z (N)1ν(11·2)
4cW◦ + 2∆GB111,k1k2
Z (N)k1k2 −νk1k2,1 Z (N)1ν(11·2)
 Z (N)1ν(11·2)
3
+
 Z (N)1ν(11·2)
2ρW◦
 ,
152 Y. Kakizawa / Journal of Multivariate Analysis 107 (2012) 141–161
where cW◦(·) = cMW◦(·)+ cW (·), with
cW (·) = −νGGG G111,1 (·)−MGG GG11,1 1 (·)−
5
2
N
GGG G
11,1,1 (·)−
1
2
ν
G G G G
1,1,1,1 (·)−
1
2
ν
GG
11,j(·)ν j,j
′
(·){2νGG11,j′(·)+ 5νG G1,1,j′(·)}
+ {νGG11,j(·)+ ν G Gj1,1 (·)+ νG G1,1,j(·)}ν j,j
′
(·){νGG11,j′(·)+ ν G Gj′1,1(·)+ νG G1,1,j′(·)}
+ 1
2
{2ν G Gj1,1 (·)+ νG G1,1,j(·)}ν j,j
′
(·){νGG11,j′(·)+ νG G1,1,j′(·)} − {νGG11,j(·)+ ν G Gj1,1 (·)+ νG G1,1,j(·)}Bjj′(·)ν G Gj′1,1(·).
Example 1. Suppose that {(X1, Y1)′, . . . , (XN , YN)′} is a random sample drawn from the density
f (x, y) = 1
ρ
exp

−βx− y
ρβ

, x, y, ρ, β > 0.
We wish to test ρ = 1 against ρ ≠ 1. That is, under the null hypothesis ρ = 1, the model reduces to Fisher’s gamma
hyperbola model [1, p. 193]. The motivation that we consider this example is that not only the unrestricted/restricted MLE
is analytically solvable as (ρ(N)ML ,β(N)ML )′ = (X Y , 1/X)′ and β(N)ML = (Y/X)1/2, but also the quantities M’s and N ’s vanish,
i.e. Mj1j2,j3j4(θ) = Nj1j2,j3,j4(θ) ≡ 0, j1, j2, j3, j4 ∈ {1, 2} for all θ = (ρ, β)′, ρ, β > 0. We then have (unadjusted) test
statistics
LR(N) = 2N{−2− log(X Y )+ 2(X Y )1/2},
R(N) = 2N{(X Y )1/2 − 1}2, MR(N) = 2N{(X Y )1/2 − 1}2(X Y )2,
W (N) = N(X Y − 1)
2
2(X Y )2
, MW(N) = N
2
(X Y − 1)2,
whose Bartlett-type adjustments (9) are given as follows:
LR⋆(N) = LR
(N)
1+ 11/(24N) +
1
N3/2
o(N)
θĎ
(1+ δ/2, 3/2) (the Bartlett adjustment),
R⋆(N) = R(N) − 4N
3
{(X Y )1/2 − 1}3 + N{(X Y )1/2 − 1}4 − 11
12
{(X Y )1/2 − 1}2
=

1− 2
1/2
3N1/2
(R(N))1/2 + 1
4N

R(N) − 11
6

R(N),
MR⋆(N) = MR(N) − 28N
3
{(X Y )1/2 − 1}3 − 11N{(X Y )1/2 − 1}4 − 11
12
{(X Y )1/2 − 1}2,
W ⋆(N) = W (N) + 14N
3
{(X Y )1/2 − 1}3 − 23N
2
{(X Y )1/2 − 1}4 − 11
12
{(X Y )1/2 − 1}2,
MW⋆(N) = MW(N) − 10N
3
{(X Y )1/2 − 1}3 + N
2
{(X Y )1/2 − 1}4 − 11
12
{(X Y )1/2 − 1}2.
6. Concluding remarks
In this paper, we considered the Bartlett-type adjustments for T (N) ∈ TN (following Appendix D, the author derived
the closed-form expressions of TGB(N)typeK ’s even in the case p1 > 1, which are similar to those in Section 5). The resulting
adjustments TGB(N)typeK ; K = 0, 0′, 1 are independent of the choice of ∆GBb1b2b3b4(·)’s, as shown in Section 5 for the simplest
case p1 = 1. It seems that the comments in the papers [8,33]; ‘‘The problem, however, becomes much more complex for
multidimensional θ . . .’’ and ‘‘we consider the situation where both θ andm are one-dimensional. . . have been completely
solved, since, in our derivation, there was no assumption regarding the global parameter orthogonality. The use of the
parameter orthogonality may be non-essential, except that ν(11·2)(·), Q G···a···(·) and Q···j···(·)ν j,j′(·)Q···j′···(·) are simplified as
ν(11)(·), Q···a···(·) and Q···a···(·)νa,a′(11)(·)Q···a′···(·) + Q···r···(·)νr,r
′
(22)(·)Q···r ′···(·), respectively, where νa,b(11)(·) is the (a, b)th element
of ν(11)(·)−1. Not surprisingly, a major emphasis in our derivation has been put on the null covariances (7), which simplifies
our algebra to some extent. We hope that the present methodology from the CM/T-approaches has an impact on possible
future researches.
The recent results in Kakizawa [26] imply that the N−1/2-local power function for any T (N) ∈ TN depends only on
C+G G Gb1b2b3(·)’s, hence the N−1/2-local power of the adjustment T#(N) (see Remark 2) is identical to that of the (unadjusted) LR
test. Further theoretical study (the author has announced some results at autumn meeting (2011) of Mathematical Society
of Japan) on the N−1-local power properties after Bartlett-type adjustments proposed in this paper is currently in progress.
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Appendix A. Assumptions and the stochastic expansion of the MLE
The following assumptions are made (some assumptions are weaker than those in [24] for the N−1-local analysis in the
absence of a nuisance parameter):
(C1) The parameter space 2 is an open convex subset of Rp. The support (⊂ RdX ) of the density f (x, θ) is independent
of θ ∈ 2, and for each R = 1, 2, 3, 4, 5 and j1, . . . , jR ∈ {1, . . . , p}, f (x, θ) has the Rth partial derivative
(∂/∂θj1) · · · (∂/∂θjR)f (x, θ).
(C2) For every θ ∈ 2, there exist δ = δθ ≥ 0, δ′ = δ′θ > 0 (δ′ > δ) and ϵ = ϵθ > 0, such that
(i)
4
R=1
p
j1···jR=1
Eθ [|ℓj1···jR(X, θ)|4+δ] <∞, (ii)
p
j1j2j3j4j5=1
Eθ

sup
∥ϑ−θ∥≤ϵ
|ℓj1j2j3j4j5(X,ϑ)|2+δ
′

<∞,
where Eθ denotes the expectation with respect to X ∼ f (·, θ) (we can choose a small ϵ > 0, such that B(θ : 2ϵ) is
contained in the parameter space2, where B(x : ρ) is the open ball of center x ∈ Rp and radius ρ > 0; although δ = 0
is enough in this paper, the case δ > 0 will be required for the local analysis).
(C3) The p × p Fisher information matrix ν(θ) satisfies infθ∈Θ λmin{ν(θ)} > 0 (i.e., ν(θ) is positive definite for all θ ∈ 2),
where λmin(M) is the smallest eigenvalue of any symmetric matrixM.
(C4) (i) The left hand side of

Ω
f (x, θ) dx = 1 can be differentiated four times under the integral sign as a function of θ,
i.e., the Bartlett identities (1)–(3) hold for all θ ∈ 2.
(ii) νIR(·); IR = j1 · · · jR, j1, . . . , jR ∈ {1, . . . , p}, are of class C5−R(2) for R = 2, 3, 4, where the differential rules
νj1j2/k(θ) = νj1j2k(θ)+ νj1j2,k(θ), νj1j2j3/k(θ) = νj1j2j3k(θ)+ νj1j2j3,k(θ),
νj1j2/kk′(θ) = νj1j2kk′(θ)+ νj1j2k,k′(θ)+ νj1j2k′,k(θ)+ νj1j2,kk′(θ)+ νj1j2,k,k′(θ)
hold for all θ ∈ 2, with νIR/k(θ) = (∂/∂θk)νIR(θ) and νIR/kk′(θ) = (∂/∂θk)(∂/∂θk′)νIR(θ), k, k′ ∈ {1, . . . , p} (the explicit
forms of other partial derivatives are unnecessary in this paper).
We notice that (C4) implies that νj1j2,j3(·) and νj1,j2,j3(·) are of class C2(2), and νj1j2j3,j4(·), νj1j2,j3j4(·), νj1j2,j3,j4(·) and
νj1,j2,j3,j4(·) are of class C1(2).
Before stating the last condition (C5), we prepare some notation: For notational simplicity, let ℓ⟨J1,J2,J3⟩(x, θ) be a
column vector which consists of (1) ℓj(x, θ), j ∈ J1 (2) ℓjj′(x, θ), [j, j′] ∈ J2 and (3) ℓjj′j′′(x, θ), [j, j′, j′′] ∈ J3, where
J1 = {1, . . . , p}, J2 = {[j, j′] : j, j′ ∈ {1, . . . , p}, j ≥ j′} and J3 = {[j, j′, j′′] : j, j′, j′′ ∈ {1, . . . , p}, j ≥ j′ ≥ j′′}. We
emphasize that the following statement [L]θĎ holds under the nonsingularity of ν(θĎ):
[L]θĎ We can choose a subvector ℓ˙(x, θ) of ℓ⟨J1,J2,J3⟩(x, θ), having m elements and containing at least p elements
ℓ1(x, θ), . . . , ℓp(x, θ); p ≤ m ≤ p+ p(p+ 1)/2+ p(p+ 1)(p+ 2)/6, such that
ℓ⟨J1,J2,J3⟩(x, θ
Ď) = Bℓ˙(x, θĎ)+ b
for someblock lower triangularmatrixB = B(θĎ) and vectorb = b(θĎ), not depending on x, where the covariance
matrix VarθĎ [ℓ˙(X, θĎ)] is nonsingular.
So, adopting the same notation Z(N)⟨J1,J2,J3⟩(θ) and Z˙
(N)(θ) as ℓ⟨J1,J2,J3⟩(x, θ) and ℓ˙(x, θ), respectively, we must take
account of the (possibly) linear dependency at θĎ;
Z(N)⟨J1,J2,J3⟩ = BZ˙(N).
The validity of asymptotic expansion for the null distribution of a certain polynomial functional of [Z (N)j1 , Z (N)j1j2 ,
Z (N)j1j2j3 ]j1,j2,j3∈{1,...,p} can be treated in terms of Z˙(N) (instead of Z(N)⟨J1,J2,J3⟩), if Cramér’s condition (C5) on ℓ˙(X, θĎ) is
additionally imposed:
(C5) lim sup∥s∥→∞ |EθĎ [exp{is′ℓ˙(X, θĎ)}]| < 1, s ∈ Rm.
It may be noted that the moderate deviation estimates of Z (N)j1···jR ’s are available. That is, suppose that (C1) and (C2-i) hold
and that νj(θ) = 0 for all θ ∈ 2, then
P (N)
θĎ

4
R=1
p
j1···jR=1
|Z (N)j1···jR | > d1(logN)1/2

= o(N−(2+δ)/2(logN)−2) = o(N−(1+δ/2)) (A.1)
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for some d1 = d1,θĎ > 0 (e.g. [6, Corollary 17.12]), with θĎ ∈ 2 being arbitrary but fixed. Further, Rosenthal’s and Markov’s
inequality yields
P (N)
θĎ
[|R(N)+ − µ+| > 1] = O(N−(2+δ′)/2) = o(N−(1+δ/2)) (A.2)
under (C2-ii), where
R(N)+ (θ) =
p
j1j2j3j4j5=1
1
N
N
i=1
sup
∥ϑ−θ∥≤ϵ
|ℓj1j2j3j4j5(Xi,ϑ)|, µ+(θ) =
p
j1j2j3j4j5=1
Eθ

sup
∥ϑ−θ∥≤ϵ
|ℓj1j2j3j4j5(X,ϑ)|

.
The following lemma is fundamental in the N−1-asymptotic theory.
Lemma A.1. Let θĎ ∈ 2 be arbitrary but fixed, where θĎ = (θ′(1)0, (θĎ(2))′)′. Suppose that (C1)–(C3) hold and that νj(θ) =
νj1j2(θ)+νj1,j2(θ) = 0 for all θ ∈ 2. Then, there exist sequences of statistics {θ(N)ML }N≥1 and {θ(N)(2)ML}N≥1 and constants d = dθĎ > 0
and d0 = d0,θĎ > 0 with d ≥ d0, such that
P (N)
θĎ

∥θ(N)ML − θĎ∥ < d (logN)1/2N1/2 ,θ(N)ML solvesZ(N) = 0p,
∥θ(N)ML − θĎ∥ < d0 (logN)1/2N1/2 ,θ(N)ML =

θ(1)0θ(N)(2)ML

solvesZ(N)(2) = 0p2 , and
both H (N) and H (N) are negative definite = 1− o(N−(1+δ/2)), (A.3)
whereH (N)(θ) = N−1[L(N)j1j2(θ)]j1,j2∈{1,...,p}. Also, suchθ(N)ML andθ(N)ML admit the stochastic expansions
[N1/2(θ(N)ML − θĎ)]j = η0(N)j + η1(N)jN1/2 + η
2(N)
j
N
+ 1
N3/2
o(N)
θĎ
(1+ δ/2, 2), (A.4)
where
η
0(N)
j = ν j,j
′
Z (N)j′ , η
1(N)
j = ν j,j
′

Z (N)j′j2 η
0(N)
j2
+ 1
2
νj′j2j3
3
i=2
η
0(N)
ji

,
η
2(N)
j = ν j,j
′

Z (N)j′j2 η
1(N)
j2
+ νj′j2j3η1(N)j2 η0(N)j3 +
1
2
Z (N)j′j2j3
3
i=2
η
0(N)
ji
+ 1
6
νj′j2j3j4
4
i=2
η
0(N)
ji

,
and
[N1/2(θ(N)ML − θĎ)]j = χ{j=r}

ρ0(N)r +
ρ
1(N)
r
N1/2
+ ρ
2(N)
r
N
+ 1
N3/2
o(N)
θĎ
(1+ δ/2, 2)

(A.5)
(the indicator function χ{·} takes on a value of 1 if the expression inside braces is true, and 0 otherwise), where
ρ0(N)r = νr,r
′
(22)Z
(N)
r ′ , ρ
1(N)
r = νr,r
′
(22)

Z (N)r ′r2ρ
0(N)
r2 +
1
2
νr ′r2r3
3
i=2
ρ0(N)ri

,
ρ2(N)r = νr,r
′
(22)

Z (N)r ′r2ρ
1(N)
r2 + νr ′r2r3ρ1(N)r2 ρ0(N)r3 +
1
2
Z (N)r ′r2r3
3
i=2
ρ0(N)ri +
1
6
νr ′r2r3r4
4
i=2
ρ0(N)ri

.
Proof. To prove (A.3), we essentially follow the proof of Bhattacharya and Ghosh [5], except for the use of (A.1) and (A.2)
(our moment condition (C2-ii) is weaker than that in [5]). The derivation of the stochastic expansion (A.4) (and (A.5)) is
standard (e.g. [35, p. 76]). 
We can connectθ(N)ML to the unrestricted MLEθ(N)ML , as follows:
Lemma A.2. Let θĎ ∈ 2 be arbitrary but fixed, where θĎ = (θ′(1)0, (θĎ(2))′)′. Suppose that (C1)–(C3) hold and that νj(θ) =
νj1j2(θ)+ νj1,j2(θ) = 0 for all θ ∈ 2 (these conditions ensure the existence of {θ(N)ML }N≥1 and {θ(N)(2)ML}N≥1 satisfying (A.3)). Under
the additional condition (C4-ii), we have
[N1/2(θ(N)ML −θ(N)ML )]j =δ0(N)j +δ1(N)jN1/2 +δ
2(N)
j
N
+ 1
N3/2
o(N)
θĎ
(1+ δ/2, 2), (A.6)
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where
δ0(N)j =
ν−1 Z(N)(1)
0p2

j
= [Gν−1(11·2)Z(N)(1) ]j,
δ1(N)j =ν j,j′
Z (N)j′j2δ0(N)j2 + 12νj′j2j3
3
i=2
δ0(N)ji

,
δ2(N)j =ν j,j′
Z (N)j′j2δ1(N)j2 +νj′j2j3δ1(N)j2 δ0(N)j3 + 12Z (N)j′j2j3
3
i=2
δ0(N)ji + 16νj′j2j3j4
4
i=2
δ0(N)ji

.
Proof. By (essentially) the same argument of (A.4) in Lemma A.1, the assertion (A.6) follows by
λmin(ν) ≥ inf
θ∈Θ λmin{ν(θ)} > 0 (see (C3)), (A.7)
R(N)+ +
4
R=3
p
j1···jR=1
|ν(N)j1···jR | = o(N)θĎ (1+ δ/2, 0) (see (A.2) and (B.1)), (A.8)
p1
a=1
|Z (N)a | + 4
R=2
p
j1···jR=1
|Z (N)j1···jR | = o(N)θĎ (1+ δ/2, 1/2) (see (B.4)–(B.7) and (A.1)).  (A.9)
Appendix B. Auxiliary lemmas
We introduce the notation B/k1···kv (θ) = (∂/∂θk1) · · · (∂/∂θkv )B(θ). The following lemmas (we omit the proofs to save
space) support not only the stochastic expansions of nonrandom functions or the normalized log-likelihood derivatives
evaluated at the restricted MLE but also the facts (A.8) and (A.9), which are used repeatedly in the proofs of Lemma A.2 and
Proposition C.1 of Appendix C (see also Appendix D).
Lemma B.1. Let θĎ ∈ 2 be arbitrary but fixed, where θĎ = (θ′(1)0, (θĎ(2))′)′. Suppose that (C1)–(C3) hold and that νj(θ) =
νj1j2(θ)+ νj1,j2(θ) = 0 for all θ ∈ 2.
(i) If B(·) is of class C1(2), then
B = B+ 1
N1/2
o(N)
θĎ
(1+ δ/2, 1/2). (B.1)
(ii) If B(·) is of class C2(2), then
B = B+ 1
N1/2
B/rρ0(N)r +
1
N
o(N)
θĎ
(1+ δ/2, 1). (B.2)
(iii) If B(·) is of class C3(2), then
B = B+ 1
N1/2
B/rρ0(N)r +
1
N

B/rρ1(N)r +
1
2
B/r1r2
2
i=1
ρ0(N)ri

+ 1
N3/2
o(N)
θĎ
(1+ δ/2, 3/2). (B.3)
Lemma B.2. Let θĎ ∈ 2 be arbitrary but fixed, where θĎ = (θ′(1)0, (θĎ(2))′)′. Suppose that (C1)–(C3) and (C4-ii) hold and that
νj(θ) = νj1j2(θ)+ νj1,j2(θ) = 0 for all θ ∈ 2. Then,
Z (N)a = Z0(N)a + 1N1/2 Z1(N)a + 1N Z2(N)a + 1N3/2 o(N)θĎ (1+ δ/2, 2), (B.4)Z (N)jj′ = Z0(N)jj′ + 1N1/2 Z1(N)jj′ + 1N o(N)θĎ (1+ δ/2, 3/2), (B.5)Z (N)jj′j′′ = Z0(N)jj′j′′ + 1N1/2 o(N)θĎ (1+ δ/2, 1), (B.6)Z (N)jj′j′′j′′′ = o(N)θĎ (1+ δ/2, 1/2), (B.7)
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where
Z0(N)a = [G′Z(N)]a, Z1(N)a = Gja

Z (N)jr2 ρ
0(N)
r2 +
1
2
νjr2r3
3
i=2
ρ0(N)ri

,
Z2(N)a = Gja

Z (N)jr2 ρ
1(N)
r2 + νjr2r3ρ1(N)r2 ρ0(N)r3 +
1
2
Z (N)jr2r3
3
i=2
ρ0(N)ri +
1
6
νjr2r3r4
4
i=2
ρ0(N)ri

,
Z0(N)jj′ = Z (N)jj′ − νjj′,r3ρ0(N)r3 ,
Z1(N)jj′ = −νjj′,r3ρ1(N)r3 + Z (N)jj′r3ρ0(N)r3 −
1
2
(2νjj′r3,r4 + νjj′,r3r4 + νjj′,r3,r4)
4
i=3
ρ0(N)ri ,
Z0(N)jj′j′′ = Z (N)jj′j′′ − νjj′j′′,r4ρ0(N)r4 .
In addition, we have
Z (N)jj′ −ν Gjj′,b[ν−1(11·2)Z(N)(1) ]b = Z⊥(N)jj′ + 1N1/2 Z+(N)jj′ + 1N o(N)θĎ (1+ δ/2, 3/2), (B.8)Z (N)jj′j′′ −ν Gjj′j′′,b[ν−1(11·2)Z(N)(1) ]b = Z⊥(N)jj′j′′ + 1N1/2 o(N)θĎ (1+ δ/2, 1), (B.9)
where
Z⊥(N)jj′ = Z (N)jj′ − νjj′,j3ν j3,j
′
3Z (N)j′3
, Z⊥(N)jj′j′′ = Z (N)jj′j′′ − νjj′j′′,j4ν j4,j
′
4Z (N)j′4
,
Z+(N)jj′ = Z1(N)jj′ − ν Gjj′,bνb,b
′
(11·2)Z
1(N)
b′ − (ν Gjj′,b/r + νjj′,kνk,k
′
ν
G
k′b/r)[ν−1(11·2)Z0(N)]bρ0(N)r .
Appendix C. Asymptotic expansion of P (N)
θĎ
[T ⋆(N) ≤ x]
Recall
∂
∂θr
ν−1(θ) = −ν−1(θ)

∂
∂θr
ν(θ)

ν−1(θ),
∂2
∂θr∂θs
ν−1(θ) = ν−1(θ)

−

∂2
∂θr∂s
ν(θ)

+ ⟨2⟩

∂
∂θr
ν(θ)

ν−1(θ)

∂
∂θs
ν(θ)

ν−1(θ).
Using (B.3), we have
νa,b(11·2) = νa,b(11·2) + 1N1/2 νG Ga′b′/rρ0(N)r νa′,a(11·2)νb′,b(11·2)
+ 1
N

ν
G G
a′b′/rρ
1(N)
r +
1
2
ν
G G
a′b′/rs + νGa′j/rν j,j
′
ν
G
b′j′/s

ρ0(N)r ρ
0(N)
s

ν
a′,a
(11·2)ν
b′,b
(11·2) +
1
N3/2
o(N)
θĎ
(1+ δ/2, 3/2).
We write
Γ C+b1b2b3(·) = C+G G Gb1b2b3(·)+ Γb1b2b3(·), Γ D+b1b2b3b4(·) = D+
G G G G
b1b2b3b4(·)+ Γb1b2b3b4(·).
The repeated use of (B.1) and (B.2) applied to Γ C+b1b2b3(·), CG Gb1b2,k1k2(·), Γ D+b1b2b3b4(·), D
G G G
b1b2b3,k1k2
(·), DGGb1b2,k1k2,k3k4ν
G
k3k4,b3
,
DG G Gb1b2b3,k1k2k3(·), D
G G
b1b2,k1k2,k3k4
(·), Γb1b2(·), together with (A.1), (B.4), (B.8) and (B.9), yields
Proposition C.1. Suppose that (C1)–(C3) and (C4-ii) hold and that νj(θ) = νj1j2(θ) + νj1,j2(θ) = 0 for all θ ∈ 2. Then, the
adjusted test statistic (9) admits the stochastic expansion
T ⋆(N) = U⋆(N)a νa,b(11·2)U⋆(N)b +
1
N3/2
o(N)
θĎ
(1+min(δ/2, ξ),max(5/2, β)) (C.1)
for T (N) ∈ TN (see (5) and (6)), where
U⋆(N)b0 = Z0(N)b0 +
1
N1/2
U⋆1(N)b0 +
1
N
U⋆2(N)b0 ,
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with
U⋆1(N)b0 = Z1(N)b0 +
1
2
ν
G G
b1b0/r
ρ0(N)r [ν−1(11·2)Z0(N)(1) ]b1 + Γ C+b1b2b0
2
i=1
[ν−1(11·2)Z0(N)(1) ]bi + CG Gb1b0,k1k2Z⊥(N)k1k2 [ν−1(11·2)Z0(N)(1) ]b1 ,
U⋆2(N)b0 = Z2(N)b0 +
1
2
ν
G G
b1b0/r
ρ0(N)r [ν−1(11·2)Z1(N)(1) ]b1 + 2Γ C+b1b2b0 [ν−1(11·2)Z0(N)(1) ]b1 [ν−1(11·2)Z1(N)(1) ]b2
+ CG Gb1b0,k1k2Z+(N)k1k2 [ν−1(11·2)Z0(N)(1) ]b1 + C
G G
b1b0,k1k2
Z⊥(N)k1k2 [ν−1(11·2)Z1(N)(1) ]b1
+ 1
2

ν
G G
b1b0/r
ρ1(N)r +

−1
4
ν
G G
b1b/r
ν
b,b′
(11·2)ν
G G
b0b′/s +
1
2
ν
G G
b1b0/rs
+ νGb1j/rν j,j
′
ν
G
b0j′/s

ρ0(N)r ρ
0(N)
s

[ν−1(11·2)Z0(N)(1) ]b1
+

2
i=1
[ν−1(11·2)Z0(N)(1) ]bi

Γ C+b1b2b0/r +
5⟨3⟩
6 Γ
C+b1b2bν
b,b′
(11·2)ν
G G
b0b′/r

+ [ν−1(11·2)Z0(N)(1) ]b1

CG Gb1b0,k1k2/r +
3⟨2⟩
4
CG Gb1b,k1k2ν
b,b′
(11·2)ν
G G
b0b′/r

Z⊥(N)k1k2

ρ0(N)r
+
3
i=1
[ν−1(11·2)Z0(N)(1) ]bi

Γ D+b1b2b3b0 −
⟨3⟩
6 Γ
C+b1b2bν
b,b′
(11·2)Γ C
+
b3b0b′

+
2
i=1
[ν−1(11·2)Z0(N)(1) ]bi

DG G Gb1b2b0,k1k2 +
2⟨3⟩
3
DG Gb1b2,k1k2,k3k4ν
G
k3k4,b0
− ⟨3⟩
3 Γ
C+b1b2bν
b,b′
(11·2)C
G G
b0b′,k1k2

Z⊥(N)k1k2
+DG G Gb1b2b0,k1k2k3Z⊥(N)k1k2k3

+

DG Gb1b0,k1k2,k3k4 −
1
2
CG Gb1b,k1k2ν
b,b′
(11·2)C
G G
b0b′,k3k4

Z⊥(N)k1k2 Z
⊥(N)
k3k4
[ν−1(11·2)Z0(N)(1) ]b1 + Γb1b0 [ν−1(11·2)Z0(N)(1) ]b1 .
Proposition C.2. Suppose that (C1)–(C5) hold. Let T (N) ∈ TN (see (5) and (6)). Then, the null distribution of the adjusted test
statistic (9) admits an asymptotic expansion
P (N)
θĎ
[T ⋆(N) ≤ x] = Gp1(x)−
2
N
1
2
(κ⋆a1,a2 + κ⋆a1κ⋆a2)νa1,a2(11·2)gp1+2(x)
+ 1
2
1
4
κ⋆a1,a2,a3,a4 + κ⋆a1κ⋆a2,a3,a4

ν
a1,a2
(11·2)ν
a3,a4
(11·2){−gp1+2(x)+ gp1+4(x)}
+ 1
72
κ⋆a1,a2,a3κ
⋆
a4,a5,a6⟨15⟩νa1,a2(11·2)νa3,a4(11·2)νa5,a6(11·2){gp1+2(x)− 2gp1+4(x)+ gp1+6(x)}

+ o(N−1), (C.2)
where Gν(x) =
 x
0 gν(y) dy, x ≥ 0, denotes the distribution function of the chi-squared distribution with ν degrees of freedom,
and κ⋆a1,...,av ’s are free of N, as follows:
E(N)
θĎ
[U⋆(N)a1 ] =
κ⋆a1
N1/2
+ o(N−1),
Cov(N)
θĎ
(U⋆(N)a1 ,U
⋆(N)
a2 ) = ν(11·2)a1,a2 +
κ⋆a1,a2
N
+ o(N−1),
Cum(N)
θĎ
(U⋆(N)a1 ,U
⋆(N)
a2 ,U
⋆(N)
a3 ) =
κ⋆a1,a2,a3
N1/2
+ o(N−1),
Cum(N)
θĎ
(U⋆(N)a1 ,U
⋆(N)
a2 ,U
⋆(N)
a3 ,U
⋆(N)
a4 ) =
κ⋆a1,a2,a3,a4
N
+ o(N−1)
(closed-form expressions for κ⋆a1 , κ
⋆
a1,a2,a3 , κ
⋆
a1,a2,a3,a4 and κ
⋆
a1,a2 are given in (C.3)–(C.6)).
Corollary C.3 (Γj1...jv (·) ≡ 0, v = 2, 3, 4). Suppose that (C1)–(C5) hold. Then, the null distribution of the test statistic T (N) ∈ TN
(see (5) and (6)) admits an asymptotic expansion
P (N)
θĎ
[T (N) ≤ x] = Gp1(x)−
2
N
{β1gp1+2(x)+ β2gp1+4(x)+ β3gp1+6(x)} + o(N−1)
(the author has obtained the closed-form expressions for β1(·), β2(·) and β3(·)).
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Proof of Proposition C.2. Notice that U⋆(N) = (U⋆(N)1 , . . . ,U⋆(N)p1 )′ admits a valid third-order Edgeworth expansion in the
sense that
sup
B∈Cp1
P (N)θĎ [U⋆(N) ∈ B] − 
B

φν(11·2)(u)+ N−1/2

κ⋆a1φ
a1
ν(11·2)(u)+
1
6
κ⋆a1,a2,a3φ
a1,a2,a3
ν(11·2) (u)

+N−1
1
2
(κ⋆a1,a2 + κ⋆a1κ⋆a2)φa1,a2ν(11·2)(u)+
 1
24
κ⋆a1,a2,a3,a4 +
1
6
κ⋆a1κ
⋆
a2,a3,a4

φa1,a2,a3,a4ν(11·2) (u)
+ 1
72
κ⋆a1,a2,a3κ
⋆
a4,a5,a6φ
a1,a2,a3,a4,a5,a6
ν(11·2) (u)

du
 = o(N−1)
(see e.g. [5]), where Cp1 is the set of all Borel measurable convex subsets of R
p1 and u = (u1, . . . , up1)′. Here,
we set φa1,...,avν(11·2) (u) = (−1)v(∂/∂ua1) · · · (∂/∂uav )φν(11·2)(u) for the density φν(11·2)(u) of p1-variate normal distribution
N(0p1 , ν(11·2)). Thus, we have
P (N)
θĎ
[(U⋆(N))′ν−1(11·2)U⋆(N) ≤ x]
= Gp1(x)+

u′ν−1
(11·2)u≤x

N−1/2

κ⋆a1φ
a1
ν(11·2)(u)+
1
6
κ⋆a1,a2,a3φ
a1,a2,a3
ν(11·2) (u)

+N−1

1
2
(κ⋆a1,a2 + κ⋆a1κ⋆a2)φa1,a2ν(11·2)(u)+

1
24
κ⋆a1,a2,a3,a4 +
1
6
κ⋆a1κ
⋆
a2,a3,a4

φa1,a2,a3,a4ν(11·2) (u)
+ 1
72
κ⋆a1,a2,a3κ
⋆
a4,a5,a6φ
a1,a2,a3,a4,a5,a6
ν(11·2) (u)

du+ o(N−1).
Computing the integrals

u′ν−1
(11·2)u≤x φ
a1,...,av
ν(11·2) (u) du, v = 1, 2, 3, 4, 6, the asymptotic expansion (C.2) then follows from
Chibisov’s lemma [9] (see also [32]), noting (C.1). 
We show the expressions of κ⋆a1,...,av , v = 1, 2, 3, 4, which have been used in the main text of this paper:
κ⋆a1 = −
1
2
(ν
G
rr ′,a1 + ν
G
r,r ′,a1)ν
r,r ′
(22) + Γ C+b1b2a1νb1,b2(11·2), (C.3)
κ⋆a1,a2,a3 = νG G Ga1,a2,a3 + 6Γ C+a1a2a3 , (C.4)
κ⋆a1,a2,a3,a4 = νG G G Ga1,a2,a3,a4 − ⟨3⟩ν
G G
a1,a2,j
ν j,j
′
ν
G G
a3,a4,j′
+ 4

6Γ D+a1a2a3a4 + ⟨3⟩CG Ga1a2,k1k2C
G G
a3a4,k3k4
Mk1k2,k3k4 +
⟨6⟩
2
CG Ga1a2,k1k2N
G G
k1k2,a3,a4

+ ⟨6⟩
2
(ν
G G G
a1,a2,b
+ 6Γ C+a1a2b)νb,b
′
(11·2)(ν
G G G
a3,a4,b′ + 2Γ C+a3a4b′), (C.5)
κ⋆a1,a2 = νs,t(22)

−1
2
(N
G G
st,a1,a2 + ν G Gs,t,a1,a2)+
1
2
νs,t,jν
j,j′νG Ga1,a2,j′

+ νr1,r2(22) νr3,r4(22)
1
2
ν Gr1,r3,a1ν
G
r2,r4,a2 −
1
2
ν Gr1r3,a1ν
G
r2r4,a2

− CG Ga1a2,k1k2(Mk1k2,stνs,t(22) +Nk1k2,j,j′ν j,j
′
)+ 2(DG Ga1a2,k1k2,k3k4Mk1k2,k3k4 + Γa1a2)
+

−1
3
ν
G G G
a1,b3,a
ν
a,a′
(11·2)ν
G G G
a2,b4,a′ + 6Γ D+a1a2b3b4
+ 1
2
(CG Ga1a2,k1k2N
G G
k1k2,b3,b4
+ CG Gb3b4,k1k2N
G G
k1k2,a1,a2
)+ ⟨2⟩CG Ga1b3,k1k2N
G G
k1k2,a2,b4

ν
b3,b4
(11·2)
+ 1
3
(ν
G G G
b1,b2,a1
ν
b1,b′1
(11·2)ν
b2,b′2
(11·2)ν
G G G
b′1,b′2,a2
+ 3⟨2⟩Γ C+b1b2a1ν
b1,b′1
(11·2)ν
b2,b′2
(11·2)ν
G G G
b′1,b′2,a2
)
− 1
2
(ν
G G G
a1,a2,b
+ 6Γ C+a1a2b)νb,b
′
(11·2)(ν
G
st,b′ + ν Gs,t,b′)νs,t(22)
+ 1
2
(CG Ga1a2,k1k2N
G G
k1k2,b,b′ν
b,b′
(11·2) − νb,b
′
(11·2)C
G G
b b′,k1k2N
G G
k1k2,a1,a2
)
+ Γ C+a1a2bνb,b
′
(11·2)(ν
G
st,b′ + ν Gs,t,b′ )νs,t(22) − Γ C+a1a2bνb,b
′
(11·2)Γ C
+
b′1b′2b′ν
b′1,b′2
(11·2). (C.6)
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Appendix D. C,D-functions for the specific test statistics in the class TN
It is obvious that Rao’s test statistic R(N) = (Z(N)(1) )′ν−1(11·2)Z(N)(1) belongs to the class TN , where the corresponding C,D-
functions are all zero. The other standard test statistics are defined by
LR(N) = 2(L(N) − L(N)),
MW(N) = N(θ(N)(1)ML − θ(1)0)′ν(11·2)(θ(N)(1)ML − θ(1)0),
MR(N) = (Z(N)(1) )′ν−1(11·2)Z(N)(1) ,
W (N) = N(θ(N)(1)ML − θ(1)0)′ν(11·2)(θ(N)(1)ML − θ(1)0).
These test statistics are shown to belong to the class TN , provided that (C1)–(C3) and (C4-ii) hold and that νj(θ) =
νj1j2(θ) + νj1,j2(θ) = 0 for all θ ∈ 2 (thus, once the respective C,D-functions are given in closed-form, all results of this
paper can be applied rigorously, if, in addition, we assume (C4-i) and (C5)). Note that in this manner, LR(N) has been adjusted
in Remark 4.
The LR test statistic
Using a Taylor expansion and (A.6)–(A.9), it is easy to see that LR(N) belongs to the class TN , having the C/D functions
Cj1j2j3(·) =
1
6
νj1j2j3(·), Cj1j2,k1k2(·) ≡
[2]{j1j2}
4
δj1k1δj2k2 ,
Dj1j2j3j4(·) =
1
24
{νj1j2j3j4(·)+ [3]{j1j2j3j4}νjj1j2(·)ν j,j
′
(·)νj′j3j4(·)},
Dj1j2j3,k1k2(·) =
[3]{j1j2j3}
6
νjj1j2(·)ν j,k1(·)δj3k2 , Dj1j2j3,k1k2k3(·) ≡
[6]{j1j2j3}
36
δj1k1δj2k2δj3k3 ,
Dj1j2,k1k2,k3k4(·) =
[2]{j1j2}
4
νk1k3(·)δj1k2δj2k4 ,
where δjk is the Kronecker delta.
A modified Wald’s test statistic
Using (A.6)–(A.9), we can see that MW(N) belongs to the class TN , having the C/D functions
Cj1j2j3(·) =
1
2
νj1j2j3(·), Cj1j2,k1k2(·) ≡
[2]{j1j2}
2
δj1k1δj2k2 ,
Dj1j2j3j4(·) =
1
6
νj1j2j3j4(·)+
[3]{j1j2j3j4}
3
νjj1j2(·)
1
2
ν j,j
′
(·)+ 1
8
Gja(·)νa,a′(11·2)(·)Gj′a′(·)

νj′j3j4(·),
Dj1j2j3,k1k2(·) =
[3]{j1j2j3}
3
νkj1j2(·)
3
2
νk,k1(·)+ 1
2
Gka(·)νa,a′(11·2)(·)Gk1a′(·)

δj3k2 ,
Dj1j2j3,k1k2k3(·) ≡
[6]{j1j2j3}
12
δj1k1δj2k2δj3k3 ,
Dj1j2,k1k2,k3k4(·) =
[2]{j1j2}
2

νk1,k3(·)+ 1
2
Gk1a(·)νa,a
′
(11·2)(·)Gk3a′(·)

δj1k2δj2k4 .
A modified Rao’s test statistic
By the same argument of (B.3), we have
νa,b(11·2) = νa,b(11·2) + 1N1/2 νGGa′b′/kδ0(N)k νa′,a(11·2)νb′,b(11·2)
+ 1
N
νGGa′b′/kδ1(N)k + 12νGGa′b′/k1k2 +νGa′j/k1ν j,j′νGb′j′/k2δ0(N)k1 δ0(N)k2 νa′,a(11·2)νb′,b(11·2)
+ 1
N3/2
o(N)
θĎ
(1+ δ/2, 3/2) (D.1)
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using (A.6)–(A.9). It follows that MR(N) belongs to the class TN , having the C/D functions
Cj1j2j3(·) =
[3]{j1j2j3}
6
νj1j2/j3(·), Cj1j2,k1k2(·) ≡ 0,
Dj1j2j3j4(·) =
[24]{j1j2j3j4}
48
1
2
νj1j2/j3j4(·)+ νjj1/j2(·)ν j,j
′
(·)νj′j3/j4(·)+
1
2
νj1j2/j(·)ν j,j
′
(·)νj′j3j4(·)

,
Dj1j2j3,k1k2(·) =
[3]{j1j2j3}
6
νj1j2/k(·)νk,k1(·)δj3k2 , Dj1j2j3,k1k2k3(·) = Dj1j2,k1k2,k3k4(·) ≡ 0.
Wald’s test statistic
We observe
ν(11·2)a,b = ν(11·2)a,b − 1N1/2 νGGa b/kδ0(N)k − 1N νGGa b/kδ1(N)k + 12νGGa b/k1k2 +νGaj/k1ν j,j′νGbj′/k2δ0(N)k1 δ0(N)k2 
+ 1
N
νGGa b′/kδ0(N)k νb′,b′′(11·2)νGGb b′′/k′δ0(N)k′ + 1N3/2 o(N)θĎ (1+ δ/2, 3/2)
= ν(11·2)a,b − 1N1/2 νGGa b/kδ0(N)k
− 1
N
νGGa b/kδ1(N)k + 12νGGa b/k1k2 +νGaj/k1ν j,j′νGbj′/k2 −νGGa b′/k1νb′,b′′(11·2)νGGb b′′/k2δ0(N)k1 δ0(N)k2 
+ 1
N3/2
o(N)
θĎ
(1+ δ/2, 3/2)
using (A.6)–(A.9) and (D.1). It follows thatW (N) belongs to the class TN , having the C/D functions
Cj1j2j3(·) = Cj1j2j3(·)

MW
− [3]{j1j2j3}
6
νj1j2/j3(·), Cj1j2,k1k2(·) = Cj1j2,k1k2(·)

MW
,
Dj1j2j3j4(·) = Dj1j2j3j4(·)

MW
− [24]{j1j2j3j4}
48
1
2
νj1j2/j3j4(·)+ νjj1/j2(·)ν j,j
′
(·)νj′j3/j4(·)
+ 1
2
νj1j2/j(·)ν j,j
′
(·)νj′j3j4(·)− νjj1/j2(·)Bjj′(·)νj′j3,j4(·)

,
Dj1j2j3,k1k2(·) = Dj1j2j3,k1k2(·)

MW
− [3]{j1j2j3}
3

νkj1/j2(·)Bkk1(·)+
1
2
νj1j2/k(·)νk,k1(·)

δj3k2 ,
Dj1j2j3,k1k2k3(·) = Dj1j2j3,k1k2k3(·)

MW
, Dj1j2,k1k2,k3k4(·) = Dj1j2,k1k2,k3k4(·)

MW
.
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