Abstract. Let S be a system of ordinary differential polynomials in indeterminates y¡,.. . ,yn and of order at most r, my¡, 1 < í < n. It was shown by J. F. Ritt that if 9H is a component of S of differential dimension 0, then the order of 1JR, is at most r, + . . . +rn. B. Greenspan improved this bound in the case that every component of S has differential dimension 0. (His work was carried out for difference equations, but is easily transferred to the differential case.) It is shown that the Greenspan bound is valid without this restriction.
0. Notation. The following conventions will be used throughout: N is the set of natural numbers including 0. Transcendence degree is denoted by t.d. and differential transcendence degree by d.t.d. Superscripts denote differentiation. %{yx, . . . ,y") is a differential polynomial ring over the ordinary differential field % of characteristic 0. Where convenient a vector notation will be used, for example, y for (yx, . . . ,yn). If 911 is a differential manifold over %, then A9H denotes the differential dimension of 911; and ord <Dlt denotes the order of 91L, that is, t.d. %(a}/%, where a is a generic point of "Dit. The notation for differential kernels follows [4] .
1. Introduction. Let S be a set of differential polynomials of %{yx, . . ., y"} which is of bounded order in each y¡. [That is, there exists r £ N such that no polynomial of S is of order greater than r in y" 1 < / < n.] This note is concerned with determining a bound for the order of S, that is, an element ¿?£Nu{-oo}, dependent only on the orders to which the y, occur in the polynomials of S, such that if 9H is a component of S of dimension 0, then ord 9H < B. (If B = -oo, this is to mean that S has no component of dimension 0.) One such bound was found by Ritt [6, p. 301] , [3, p. 194] . Let r, be the maximum of the orders of the polynomials of S in y¡, 1 < i < n. Let R(S) = 2¡_! r¡. Ritt showed that one may choose B = R(S). Greenspan [2, §7] suggested an improvement for difference polynomials which is easily transferred to the differential case. Let P G S, P ¥= 0. Then there exists h(P) G N such that /><*<p» is of order at most rt in each y" but P<A<P>+1> is not. (If P = 0, let h(p) = 0.) Let G(S) = R(S) -maxsh(P). Following Greenspan one can show that for systems S such that every component has dimension 0, one may choose B = G(S). Using the work of Lando [4] it will now be shown that one may choose B = G(S) without this restriction.
The main theorem.
Theorem. Let S E %{yx, . . . ,y"} be of bounded order in each y¡. Let 911 be a component of the manifold of S such that A 911 = 0. Then ord 9H < G(S).
Proof. Replace S by the equivalent first order system Sx, and let 9H1 be the component of Sx which corresponds to 9H. Let u = («,, ..., up) be a generic point of 91t1. u is a regular realization of the kernel 61 consisting of %(u, «') and the obvious derivation. Since 5* is a first order system, every realization of 61 annuls Sx, and it follows from [4, Corollary to Theorem I] and the fact that « is a generic point that « is a principal realization of 61. Therefore, by [ 
Remark. If all r¡ = 0, let S1 = 5, and let 61 be the kernel of length 0 consisting of %(u) and the derivation of %. It is easy to adapt the following reasoning to this case.
Let ux, . . . ,uk be those coordinates of « which correspond to inde terminates occurring only to order 0 in S. Then ux, . . . ,uk correspond to inde terminates occurring only to order 0 in S '. Evidently R(S) = p -k.
Let w = (uk+x, . . ., up). It will be shown that «,,..., uk are algebraic over %(w). Suppose this is not so. Let d denote the contraction of the derivation of 61 to a derivation from %(w) into %(w, w'). By standard theorems on extending derivations d extends to a derivation d* carrying («,, . . ., uk) to v = (o" . . . ,vk) with t.d. %(u, v, w')/%(u) > 0, and with («, v, w') specializing to («, «'). Let u* denote (v, w'). Then 61* = %(u, «*) with derivation d* is a kernel. Let z be a principal realization of 61*. Because no proper derivatives of the inde termina tes corresponding to «,,..., uk appear in the differential polynomials in S1, z is a solution of Sx. By [4, Theorem 1] there is a differential specialization of z to u over %. This specialization is not generic since « is by hypothesis differentially algebraic over % but z is not [4, Proposition 3] . This contradicts the choice of « as a generic point of a component of Sx. The claim made at the start of this paragraph is 
Let P E S. It will be shown that t.d. %(w)/% < R(S) -h(P). This will complete the proof of the theorem. From the result of the preceding paragraph, we may assume h(P) > 0; and so P =£ 0. We choose a ranking of the ^determinates. Let P0 = P, and let P¡ be the séparant of F,_,, i = 1,2,.... Choose Q = Pj, where j is such that P0,..., Pj E 7(911), Pj+X É 7(911). Let F¡ be obtained from ßw by the substitution which produces S1 from S. Since h(P) > 0, the F¡ do not involve «,,..., uk. From the construction of the F¡ it is easy to see that each F¡, 0 < i < h(P) -1, involves an indeterminate t¡ not present in any Fpj < i, and such that oFjdti E 7(911/). Since w annuls the F" 0 < / < h(P) -1, it follows that the coordinates of w corresponding to the r, are algebraically dependent over % on the remaining coordinates. Hence, t.d. %(w)/% < R(S) -h(P) as claimed.
3. The case n = card S. Let S -{Sx,.. ., Sn) and let r£ be the order of S¡ in y,-. (r¡f = 0 if y, does not appear in S¡.) Let J*(S) = max/27_i ^xo' wnere 7 runs through all permutations of (1,..., n). Let r/y = rf¡ if y, appears effectively in 5,, ru = -oo otherwise; and let J(S) = max, 2"_irIv/(0, where j runs through all permutations. Ritt [6] called /(S) the Jacobi bound after its proposer, and conjectured that it is a bound for the order, a conjecture which has not been established, and whose proof or disproof appears difficult. Lando [4, p. 133 ] distinguished J* and / as the (weak) Jacobi bound and the strong Jacobi bound respectively. (In her notation, J is the weak bound, J' the strong.) We shall be concerned hereafter with the smallest possible bounds obtainable from either the matrix (r¡¡) or the matrix (r¡j). Lando [4, §6] showed that no bound smaller than /* or / can be obtained from (rf¡) or (r») respectively.
In the discussion of the next two paragraphs it is also assumed in obtaining a bound from (/£) that one is given the additional information that no S¡ is 0. Easy modifications cover the more general case in which it is known which S¡ are 0. These reservations are needed because h(P) = 0 if P -0 so that one cannot determine a bound for G(S) as in the next paragraph.
Given (r¡j) for S we may compute G(S). Given only (rf) we cannot determine G(S), since we do not know which indeterminates are missing from which polynomials. Proceeding as if all indeterminates are present in all the polynomials of S (equivalently as if (/£) = (r,j)) we compute an estimate G*(S). Then G(S) < G*(S). Evidently G and G* are bounds obtainable from (rtJ) and (r?) respectively.
Lando [4, Theorem 3] has shown that J*(S) is a bound if all r? < 1. For arbitrary S with n = card S, let S ' be the corresponding first order system. Then n1 = card S1, where nx is the number of indeterminates in Sl, and J*(SX) is defined, and is a bound for S. We denote it by L*(S). Hence, two bounds are at present known which depend on (r¡¡), namely G*(S) and L*(S). A basic tool needed to establish both these bounds (but not the bound R(S)) is Lando There is an equivalence between J and /*. Let T denote a set of differential polynomials in %{yx, . . . ,yn). We define s¡(T), 1 < i < n, to be the set of differential polynomials obtained from those of T by replacing yP by y¥+l\j = 0, 1, .. . . Let F = [T¡, i G I}, each T¡ a set of n differential polynomials in %{y¡, ... ,y"). If F is closed under the s" 1 < / < n, then it is easy to show that / provides a bound for the orders of the T¡ if /* does.
We note, finally, two special cases. Ritt [7] proved that if either all polynomials of S are linear or card S < 2, then J(S) is a bound (and therefore, by Lando's result above, the smallest bound obtainable from (fi,)). When card S < 2, (7(5) = J(S), provided J(S) is finite, so that this result of Ritt's is generalized in part by the theorem of this paper.
4. Related problems. For older theorems on the (effective) order of systems of difference equations see [1, pp. 252-259] , [2] , and [5] . Most of the above can readily be transferred and needs no special comment. In particular, the theorem of §2 can at once be carried over to difference algebra with the effective order [1, p. 134] of 9H replacing order and initials replacing séparants. The characteristic need not be 0.
For results and conjectures concerning systems of partial differential equations see [3, pp. 194-202] and [8] .
