We apply the Poincaré inequality to study the extended Kantorovich method that was used to construct a closed-form solution for two coupled partial differential equations with mixed boundary conditions.
Introduction
Let Ω ⊂ R n be a Lipschitz domain in R n . Consider the Dirichlet space H In this paper, we will use the Poincaré inequality to study the extended Kantorovich method, see [6] . This method has been used extensively in many engineering problems, for example, readers can consult papers [4, 7, 8, 11, 12] , and the references therein. Let us start with a model problem, see [8] . For a clamped rectangular box Ω = n k=1 [−a k ,a k ], subjected to a lateral distributed load, ᏼ(x) = ᏼ(x 1 ,...,x n ), the principle of virtual displacements yields 5) where Φ is the lateral deflection which satisfies the boundary conditions, η is the flexural rigidity of the box, and
( 1.6) Since the domain Ω is a rectangular box, it is natural to assume the deflection in the form
f k x , (1. 7) it follows that when f k2 (x 2 )··· f kn (x n ) is prescribed a priori, (1.5) can be rewritten as It is known that (1.9) and (1.11) are called the Galerkin equations of the extended Kantorovich method. Now we may first choose
Then Φ 10···0 (x) = f 11 (x 1 ) f 20 (x 2 )··· f n0 (x n ) satisfies the boundary conditions
which yields
(1.15) After solving the above ODE, we can use f 11 (x 1 ) n =3 f 0 (x ) as a priori data and plug it into (1.10) to find f 21 (x 2 ). Then we obtain the function
(1.16)
Continue this process until we obtain Φ 1···1 (x) = f 11 (x 1 ) f 21 (x 2 )··· f n1 (x n ) and therefore completes the first cycle. Next, we use f 21 (x 2 )··· f n1 (x n ) as our priori data and find f 12 (x 1 ). We continue this process and expect to find a sequence of "approximate solutions." The problem reduces to investigate the convergence of this sequence. Therefore, it is crucial to analyze (1.15). Moreover, from numerical point of view, we know that this sequence converges rapidly (see [1, 2] ). Hence, it is necessary to give a rigorous mathematical proof of this method.
A convex linear functional on H
for Ω ⊂ R n a bounded Lipschitz domain. Here x = (x 1 ,...,x n ). As usual, denote 
where we have identified
(2.5)
We also set H 2 0 (Ω) to be the class of all square integrable functions such that
Because the convexity of the function L in the remaining variables, then for all ( z; X, Y ; U,
In particular, one has, with z = φ(x, y),
This implies that
Proof. We know that
If either assumption (1) or (2) holds, we can apply Green's formula to a Lipschitz domain Ω to obtain
where ∂/∂ n is the derivative in the direction normal to ∂Ω. Since either η ∈ C 1 c (Ω) or η ∈ H 2 0 (Ω), the boundary term vanishes, which proves the lemma. 
6 Poincaré inequality and Kantorovich method for all f ∈ C 2 c (R n ) and 1 < p < ∞. Here C is a constant that depends on n only. Applying this result to each φ k , we obtain
Taking the limit, we conclude that
Applying Poincaré inequality twice to the function
The reverse inequality is trivial. The proof of this lemma is therefore complete. 
by the Sobolev embedding theorem, we have
after passing to yet another subsequence if necessary. Now fix (x, y,φ kj (x, y)) ∈ R 2 × R and apply inequality (2.13), we have
Besides φ kj → φ weakly in
It follows that when taking limit
This completes the proof of the lemma. That is, we are not required to utilize the full strength of the convexity of L here.
The extended Kantorovich method
Now, we shift our focus to the extended Kantorovich method for finding an approximate solution to the minimization problem
In the sequel, we will write φ(x, y) (resp., φ k (x, y)) as f (x)g(y) (resp., f k (x)g k (y)) interchangeably as notated in Kerr and Alexander [8] . More specifically, we will study the extended Kantorovich method for the case n = 2, which has been used extensively in the analysis of stress on rectangular plates. Equivalently, we will seek for an approximate solution of the above minimization problem in the form φ(x, y) = f (x)g(y) where f ∈ H 
by approximate scalings/normalizing of the x and y variables. As in [8] , we will treat the special case ᏼ(x, y) = γ, that is, we assume that the load ᏼ(x, y) is distributed equally on a given rectangular plate.
To start the extended Kantorovich scheme, we first choose 
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. Now we may rewrite (3.3) in the following form:
where
As long as g 0 ≡ 0, as we have implicitly assumed, the Poincaré inequality implies that
for some positive constants α and β, independent of g 0 . Consequently, K(x;z;V ;W) is a strictly convex function in variable z, V , W when x is fixed. In other words, K satisfies
for all (x;z;V ;W) and (x; z; V ; W) in R 4 , and the inequality becomes equality at (x;z;V ; for all (x;z;V ;W) and (x;z + z ;V + V ;W + W ) ∈ R 4 , with equality at (x;z;V ;W) only if
and equality holds only if
Proof. Condition (3.9) means that at each x,
for all η ∈ C ∞ c (α,β) with equality only if η(x) = 0, or η (x) = 0, or η (x) = 0. Equivalently, the equality holds in (3.12) at x only if η(x)η (x) = 0 or η (x) = 0. In other words,
Integrating (3.12) gives
(3.14)
Now suppose there exists η ∈ C ∞ c (α,β) such that (3.14) is an equality. Since ᏸ is a smooth function, this equality forces (3.12) to be a pointwise equality, which implies, in view of (3.13), that β) ). This tells us that η ≡ constant and conclude that η ≡ 0 on the interval (α,β).
If
Then U is a non-empty open set which implies that there exist x 0 ∈ U and some open set
Hence, η(ξ) ≡ constant on ᏻ x0 . But this creates a contradiction because η (ξ) ≡ 0 on ᏻ x0 . Therefore,
only if η(x) ≡ 0, as desired. This completes the proof of the proposition. 1,1]) , we obtain the same conclusion by using the same arguments. 
]). This implies that

∂K ∂z
Now we search for the solution
Rewrite the above ODE in the following form:
Remark 3.4. In general when g ∈ H 2 , that is, g needs not satisfy the zero boundary conditions for function in H 2 0 , then the quantity
can take on any values. However, if g ∈ H 2 0 and g 0 ≡ 0, as proved below, this quantity is always positive.
and equality holds if and only if g ≡ 0.
Proof. Integration by parts yields
By the Cauchy-Schwartz inequality, we have Proposition 3.7. The solutions of (3.18) and (3.24) have the same form.
Proof. Using either Lemma 3.5 in case n = 1 to the above remark, we see that
Hence the characteristic polynomial associated to (3.26) has two pairs of complex conjugate roots as long as g 0 ≡ 0. Apply the same arguments to the ODE in (3.24) and the proposition is proved.
Remark 3.8. The statement in Proposition 3.7 was claimed in [8] without verification. Indeed the authors stated therein that the solutions of (3.18) and (3.24) are of the same form because of the positivity of the coefficients on the left-hand side of (3.18) and (3.24). As observed in Remark 3.4 and proved in Proposition 3.7, the positivity requirement is not sufficient. The fact that f 0 ,g 0 ∈ H 2 0 must be used to conclude this assumption.
Explicit solution for (3.26)
We now find the explicit solution for (3.26), and hence for (3.18). Let
Then from Proposition 3.7 and its proof, the 4 roots of the characteristic polynomial associated to ODE (3.26) are
Thus the homogeneous solution of (3.26) is It follows that a particular solution of (3.26) is
Thus the solution of (3.18) is 
Hence,
We know, beforehand, that there must be a unique solution. Thus (4.9) and (4.23) force c 2 = c 3 = 0. We are left to solve for c 1 and c 4 from (4.8) and (4.11). But (4.11) tells us that
Substituting (4.12) into (4.8), we have
Plugging (4.13) into (4.12), we have
Therefore, the solution f 1 (x) can be written in the form
where where
(4.18)
Now we start the next iteration by fixing g 1 (y) and solving for f 2 (x) in (3.18), and so forth. In particular, we will write
K 0n = ρ n sin κ n cos κ n + κ n sinh ρ n cosh ρ n ,
(4.20)
Similarly,
In summary, a solution φ n (x, y) in Lemma 2.3 can be written into the following form:
(4.23)
Convergence of the solutions
In order to discuss the convergence of the extended Kantorovich method, let us start with the following auxiliary lemma.
Lemma 5.1. Let φ n (x, y) = f n (x)g n (y) and ψ n (x, y) = f n+1 (x)g n (y). Then these two sequences are bounded in H 2 0 (Ω). Proof. We will verify the boundedness of {ψ n } for the arguments which is identical for the sequence {φ n }. Fix an integer n ∈ Z + and assume that g n has been determined from the extended Kantorovich scheme when n ≥ 1 or g n has been chosen a priori when n = 0.
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Then f n+1 is determined by minimizing as long as g 0 ∈ ᐆ. Consequently, Combining with the Poincaré inequality, it follows that 
This completes the proof of the corollary. Proof. Let us observe the expression of φ n (x, y) = f n (x)g n (y) in (4.23). Applying Corollary 5.3 to the constants on the right-hand side of (4.23), we can find convergent subsequences:
and {ρ nj }, {κ nj }, { ρ nj }, { κ nj }. In addition, the constants c n c n can be rewritten as c n c n = γ 2 1 −1 g n−1 (y)dx 
