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lsevier1. Introduction
In a global market and in the context of sustainability, electro-
magnetic devices must fulﬁll various requirements not only
physical and technological but also regulatory and environmen-
tal. Electromagnetic devices must be adapted closer to their
usage and the design process becomes more complex as many
engineering domains are involved [1]. The complexity is mainly
due to existence of interactions between disciplines and between
physical and/or functional subsystems. The design process is
usually a multidisciplinary task involving skillful engineers
specialized in several areas. The aim of the design process is to
generate a device with a predeﬁned set of requirements and
constraints. Traditionally, this process involved the development
Figure 1 DOE approach steps.
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expensive approach to develop new devices and can represent a
large percentage of the ﬁnal system. Reducing time and costs
have been, and still are, key issues [2].
The ﬁrst and most obvious way to reduce both time and
cost is by performing physical model simulation using a com-
puter environment in which a prototype device can be created
and tested with the same level of accuracy as can be achieved
with the physical model but with signiﬁcant reductions in time
and costs [2,3].
However, the design process using computer simulation
model involving several factors is known to be a hard task
since it usually relies on the evaluation of numerical methods,
which implies a huge computational effort [4,5]. Therefore,
many factors are screened in a sensitivity analysis to determine
which factors are the main drivers of system performance.
Hence, as the number of factors increases, the total number
of combinations increases geometrically [5,6].
The design of experiment (DOE) technique is used to iden-
tify the most inﬂuential factors (input variables) that are
mainly affecting the responses (output) [6,7]. The DOE was
ﬁrst presented by Fisher (1925) [8]. The ﬁrst users of this meth-
odology were agronomists who quickly included the interests
of the experimental designs into their work, in particular, the
possible reduction of the number of tests when many parame-
ters are to be studied. In the sixties and seventies, many inno-
vations were brought by Taguchi [8]. Like many statistical
methods, the main objective of DOE is to obtain maximum
information at minimum cost: its goal is to ﬁnd the best ratio
between beneﬁts of information and information costs [9, 10].
Speciﬁcally, in the case of DOE, it is desirable to quantify the
inﬂuence of several factors on a given phenomenon. Therefore,
it is possible to predict the behavior of a system with several
conﬁgurations and consequently, to optimize the operation
of the system. Thus, the DOE methodology offers a testing
strategy, where one of its main characteristics leads to mini-
mize the number of tests to be performed [9].
Additionally to improving accuracy and decreasing compu-
tational burden of numerical methods, it is also important to
develop the optimization procedures themselves.
The main advantages of the DOE can be summarized as:
X Decrease the number of required tests (experiments or
simulations).
X Opportunity to study large number of factors.
X Detection of possible interactions between factors.
X Easy results modeling.
X Accurate identiﬁcation of results.
Finally, it must be acknowledged that a qualiﬁed engineer
cannot be removed from the design process. He can guide
the design process. Moreover, in most design problems, there
is more than one optimal solution. Thus, the qualiﬁed engineer
chooses the suitable alternative based on factors unknown to
the virtual designer [2].2. Approach
The implementation of the DOE methodology involves
formalizing the problem as a black box, performing an exper-iment and ﬁnally identifying a practical solution to the initial
problem [6]. The approach of the DOE includes ﬁve steps as
shown in Fig. 1.
2.1. Mathematical concept
Given y the response (or output) of an experiment (or a simu-
lation) and {x1, x2, x3, . . ., xk} k factors acting on this experi-
ment where each factor has two levels of variation xi and xi+
To predict the value of y, it is approximated by an algebraic
model given by the following equation [11]:
y ¼ a0 þ a1x1 þ a2x2 þ . . .þ akxk þ . . .þ a1x1x2
þ . . . a1x1xk þ a1...kx1...k ð1Þ
aj are coefﬁcients which represent the effect of factors and their
interactions on the response of the experiment.
2.2. Full factorial design
The study of full factorial design consists of exploring all pos-
sible combinations of the factors considered in the experiment
[9]. Note that the design xk means that this experiment con-
cerns a system with k factors with x levels. The number of
experiments needed for all combinations is easy to calculate.
Usually, two values of the X’s (called levels) are used. The
use of only two levels implies that the effects are monotonic on
the response variable, but not necessarily linear [6]. For each
factor, the two levels are denoted using the ‘‘rating Yates’’
notation (named after its author) by: 1 the low level of each
factor, +1 the high level of each factor (Fig. 2). Thus, the
number of experiments carried out by a full factorial design
with 2 levels is given by:
Table 1 Fractional factorial design for 3 factors.
Test number Factor x1 Factor x2 Factor x3 = x1x2 Response y
1 1 1 +1 Y1
2 1 +1 1 Y2
3 +1 1 1 Y3
4 +1 +1 +1 Y1
Table 2 Aliases and confusions of a fractional factorial design
with four factors.
Test number Factor x1 Factor x2 Response y
1 -1 -1 1Y
2 -1 +1 2Y
3 +1 -1 3Y
4 +1 +1 4Y
(a)
(b) 
Mesh 
Factor x1
Y4
Y3Y1
Y1
Factor x2
Figure 2 Full factorial design for 2 factors and 2 levels. (a) Design Matrix, (b) Strategy of experimentation; points corresponding to
nodes in the mesh of the experimental ﬁeld.
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where k is the number of factors to be considered.
Fig. 2 shows the design matrix of a full factorial design for 2
factors and the mesh of the experimental ﬁeld where points
correspond to nodes.
The advantage of full factorial designs, is the ability to esti-
mate not only the main effects of factors, but also all their
interactions in two by two, three by three, etc., up to the inter-
action involving the k factors. However, when the number of
factors increases, the use of such design leads to a prohibitive
number of experiments or simulations to be performed.
The question to be asked is then: Is it necessary to perform
all experiments of the full factorial design to estimate the sys-
tem’s model? In other words, is it necessary to conduct a test at
each node of the mesh?
2.3. Fractional factorial design
It is not necessary to identify the effect of all interactions of the
analytical model given by Eq. (2), because the interactions of
order P2 (like x1x2x3 are usually negligible. To illustrate this
phenomenon, an analogy can be made with a Taylor series
approximation where the information given by each term de-
creases when the order increases. So, fractional factorial de-
signs can be used to estimate factors effect and interactions
that act more on the experiments with a reduced number of
experiments [12]. Taguchi Tables [9], or G. Box generators
[13] give the fractional factorial design matrix of experiments.
To illustrate fractional factorial designs let us take an exam-
ple, if the number of factors is k= 3 the design matrix of these
three factors is given by G. Box generators in a way that the
third factor is the product of the two other factors as shown
in Table 1. It is said that factor x3 and interaction x1x2 are con-
fused (Table 2), or x3 and x1x2 are aliased and there is a con-
fusion of these aliases because only their sums are reachable[12, 9]. Table 2 shows the aliases and confusions generated in
a fractional factorial design with 4 factors.
2.4. Estimation of model coefﬁcients
The value of the coefﬁcient a0 is estimated from the arithmetic
average of all observed responses and it is given by:
Figure 3 Main interface of DOET.
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n
Xn
i¼1
yi ð3Þ
where yi is the response observed for the experiment i and n is
the number of experiments.The effect of a factor xj at the level
xj+ can be calculated thus, the coefﬁcient associated with this
effect can be identiﬁed by using the following equations:
aj ¼ ej ¼ yþxj  a0 ð4Þ
and
yþxj ¼
1
nþ
Xn
i¼1
yþi ð5Þ
where yþxj is the response observed for experiment i when is at
level xjþ;nþ is the number of experiments when xj is at the level
xj+ and eaj is the effect of coefﬁcient aj.Once the coefﬁcients of
the model are calculated and the existing confusion between
these factors is identiﬁed, we can evaluate the contributions
of contrasts (the sum of confusions) and, therefore, the most
signiﬁcant factors (affecting the response) [14]. In [12] the iden-
tiﬁcation of signiﬁcant factors has been proposed by evaluat-
ing the coefﬁcients contribution (or contrasts, for fractional
designs) on the model response from the normalization of their
values compared to the sum of squared responses, such as gi-
ven in the following equations:
Caj ¼
SCEðajÞ
SCEðyÞ ½% ð6Þ
with
SCEðyÞ ¼
Xn
i¼1
ðyi  yÞ2 ð7Þ
SCEðajÞ ¼ n
s
Xs
j¼1
ðeajÞ2 ð8Þ
where S is the number of levels (equals to 2 in this case), eaj is
the effect of coefﬁcient aj, and caj is the contribution of the con-
trast associated with the coefﬁcient aj.According to [12]:
X The contribution given by (6) is deemed signiﬁcant if
Caj  5%
X The interactions of order higher than 2 are negligible.
X If a contrast is negligible, all effects composing this contrast
are negligible also.
X Two signiﬁcant factors can generate a signiﬁcant interac-
tion. On the other side, two insigniﬁcant factors do not gen-
erate signiﬁcant interactions.
3. Implementation
For an efﬁcient use of the DOE methodology, it has been
implemented in the form of interactive tool called Design of
experiments Tool (DOET) attached to the simulation model.
It is a combination of Matlab and Java. Matlab is an efﬁcient
software which puts the powerful calculation function, visual
and program designing together in an easily used development
environment. Java is a cross-platform program development
language which is created by Sun. It is the most advanced pro-
gram language and has the richest characteristic and the most
powerful functions. In DOET, Matlab is used for all calcula-
tion functions, and java is used to generate interactive User
Interfaces.The DOET receives the output from the simulation model
and automatically processes this output using the DOE tech-
nique. The DOET thus can be used interactively either to give
advice to the user conducting the simulation study, or else to
directly control simulations.
When DOET starts, the ﬁrst window that appears is shown
in Fig. 3. This is a starting point where the user can mange fac-
tors by choosing either options ‘dynamic’ or ‘static’. Dynamic
option means that this factor will be considered in the design
experiments matrix and will vary between maximum and min-
imum values. Static option means that the factor will not be
considered as a varying factor but as a constant and, therefore,
it will not be considered in the design matrix. So the user can
set factors and their values to manage the simulation. The user
can also choose from the list of ‘functions to be estimated’
which output or answer he/she wants to study. The ‘OK’ but-
ton allows running the experiments set in the design matrix. Fi-
nally, a sidebar shows the progress of the simulation.
4. Application to problem 25 of team workshop
4.1. Description
The aim of this problem is to obtain the shape of a die mold
used for producing anisotropic permanent magnet by using
the optimization method. The model can be assumed as two-
dimensional. The die mold is described by an internal circle
of radius R1 and by an external ellipse represented by L2, L3,
and L4. We must ﬁnd the values of R1, L2, L3 and L4 to obtain
a constant radial magnetic induction on ten different points
deﬁned on the arc ef, as shown in Fig. 4.
To show the efﬁciency of the Experimental Design Method
in the identiﬁcation of signiﬁcant parameters, four new param-
eters A1, A2, A3, and A4, have been added to the original prob-
lem [12]. We can identify these parameters in Fig. 4, and their
respective constraints in Table 3.
4.2. Objective function and constraints
The objective function describing this problem W is
given by
Figure 4 Model of die press with electromagnet. (a) whole view,
(b) enlarged view.
Table 3 Parameters and their constraints.
Parameter Minimum value [mm] Maximum value [mm]
R1 5.0 9.4
L2 12.6 18
L3 14.0 45.0
L4 4.0 19,0
A1 170.0 190.0
A2 70.0 90.0
A3 86.0 88.0
A4 9.5 11.0
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Xn
i1
fðBxic  BxisÞ2 þ ðByic  ByisÞ2g ð9Þ
where n= 10 is the number of speciﬁed points. The subscripts
c and s refer to the calculated and speciﬁed values, respectively.
Bxc and Byc along the line e-f are speciﬁed as follows:
Bxc ¼ 0:35 cos hðTÞ
Byc ¼ 0:35 sin hðTÞ

ð10Þ
The constraints on R1, L2, L3, L4, A1, A2, A3. and A4 are given
in Table 3.
4.3. Identiﬁcation of signiﬁcant parameters using the DOE
The aim of this section is to identify the most inﬂuential factors
on the objective function using the DOE. As explained earlier,
the use of two-level full factorial design needs 28 = 256 runs
(simulations) to evaluate the objective function. Using a 28-4
fractional factorial design will signiﬁcantly reduce the number
of runs from 256 to 16. Thus the time is reduced to around
60% of the initial time. The 28-4 design is given using Genera-
tors of G. Box as shown in Table 4 [15]. The choice of a 28-4
means that we have a 2 levels design with 8 factors where 4
of these factors are generated using the other 4 factors. So
we can write that:
The factor (5) will be generated using the product of factors
(2), (3) and (4).
The factor (6) will be generated using the product of factors
(1), (3) and (4).
The factor (7) will be generated using the product of factors
(1), (2) and (3).
The factor (8) will be generated using the product of factors
(1), (2) and (4).
The DOET allows running this problem. The design matrix
(values of the parameters used in each simulation, as well as
the values of the objective function for each conﬁguration),
is shown in Fig. 5.
The contributions of contrasts obtained are given in Fig. 6.
It shows at the left side contrasts and at the right side their
contribution or inﬂuence. As set earlier a contribution is signif-
icant if it is higher than 5%. High order interactions (higher
than 2) are considered negligible and only interactions of sig-
niﬁcant parameters are also signiﬁcant. Thus, factors
R1(14.9%), L2(25%), L4(6.2%) and interactions R1L2(33%),
R1L4(8.3%) and L2L4(6.1%) are the only signiﬁcant factors
for the objective function value.Table 4 Generators of G. Box for 8 factors.
Resolution Design name Number of tests Generators
4 28-4 16 5 =± 2, 3, 4
6 =± 1, 3, 4
7 =± 1, 2, 3
8 =± 1, 2, 4
4 28-3 32 6 =± 1, 2, 3
7 =± 1, 2, 4
8 =± 2, 3, 4, 5
5 28-2 64 7 =± 1, 2, 3, 4
8 =± 1, 2, 5, 6
Figure 5 Design matrix generated by the 28-4 fractional factorial design.
Figure 6 Contributions obtained.
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sidered. This represents a reduction of 60% of the number of
factors and consequently a signiﬁcant time and cost saving.
5. Conclusion
A screening process using the Experimental design method has
been presented and tested on problem 25 of TEAM workshop.It is well adapted to the design process, helping the designer to
stay in touch with the project and producing easily interpreted
results. Applying the Experimental Design method to electro-
magnetic devices design is a powerful and practical way to
optimize the operation. The DOE reduces signiﬁcantly the
number of factors acting on the design and optimization of
electromagnetic devices and the time consecrated to this
process.
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