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Resumen
Datos obtenidos mediante conteo surgen en diversas a´reas del conocimiento
y pueden ser modelados mediante distribuciones discretas como la Poisson o la
Binomial Negativa; sin embargo, una caracter´ıstica comu´n en algunas situaciones
experimentales es contar con muestras que contienen una cantidad de ceros que
excede la esperada para estos modelos. En este caso, se dice que el conjunto de
datos presenta un exceso de ceros y por lo tanto para realizar su ana´lisis Lambert
(1992) propone el modelo de regresio´n de Poisson con exceso de ceros (ZIP por
sus siglas en ingle´s).
En este trabajo se propone emplear este modelo como una herramienta que
permita identificar con alto valor de probabilidad, a aquellos estudiantes que se
encuentren en riesgo de convertirse en desertores tempranos de alguno de los pro-
gramas acade´micos ofertados por la Universidad del Quind´ıo, y con ello, brindar
informacio´n necesaria y efectiva a las dependencias correspondientes que permita
a la Institucio´n Educativa ajustar estrategias de intervencio´n que ayuden a dismi-
nuir los niveles de desercio´n lo que conlleva a un aumento en la tasa de graduacio´n.
En la aplicacio´n del modelo se utilizaron los datos de 288 estudiantes de la
Universidad del Quind´ıo que ingresaron a primer semestre durante el an˜o 2012 y
que abandonaron sus estudios por diversas causas y en diferentes momentos de su
formacio´n acade´mica. En este caso la variable respuesta considerada es el nu´mero
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total de materias aprobadas por cada estudiante hasta el momento de abandonar
sus estudios; debido a que muchos de ellos toman esta decisio´n al inicio del primer
semestre, se observa una cantidad de ceros mayor a la esperada.
Con base en esta informacio´n fue ajustado el modelo ZIP y una vez obtenidas
las estimaciones de los para´metros y junto con los valores de las variables obser-
vadas se calcula para cada estudiante la probabilidad de abandonar sus estudios
con cero, una, dos, ... y hasta diez materias aprobadas. Una vez obtenidas estas
probabilidades se identifica a aquellos posibles desertores tempranos a trave´s de
la ma´xima probabilidad obtenida.
Cap´ıtulo 1
Introduccio´n
1.1. Planteamiento del Problema
El abandono de un programa acade´mico a nivel universitario, impacta directa-
mente a toda la comunidad. En principio, el individuo ve trastornado su desarrollo
acade´mico lo que posteriormente conlleva a la disminucio´n de oportunidades para
ingresar a un mercado laboral el cual es cada vez ma´s competitivo, puesto que
no podra´ desenvolverse de acuerdo a las exigencias necesarias por falta de cono-
cimientos espec´ıficos. Luego esta´n los nu´cleos familiares, los cuales observan con
preocupacio´n, como las posibilidades de inclusio´n de sus seres queridos en el grupo
de profesionales que lideran la construccio´n de un nuevo pa´ıs se aleja, igual que las
posibilidades de mejorar su calidad de vida, posteriormente, las Instituciones de
Educacio´n Superior (IES) se ven afectadas, en la forma como son percibidas por
la comunidad educativa; la retencio´n de sus estudiantes y su posterior graduacio´n
dan fe del proceso exitoso de cada uno de sus programas y por otra parte se ve
afectada la sostenibilidad de los ingresos percibidos con los cuales se garantizan el
desarrollo de las actividades institucionales. Finalmente, se encuentra el Estado,
el cual hace una inversio´n en infraestructura, log´ıstica, capacitacio´n y dema´s, que
no se ve reflejada en el desarrollo y la evolucio´n de las comunidades cuando los
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estudiantes desertan del sistema educativo.
En el trabajo “La desercio´n estudiantil en la Universidad del Quind´ıo, diagno´sti-
co y estrategia de intervencio´n” realizado por el grupo de Investigacio´n y Asesor´ıa
en Estad´ıstica de la Universidad del Quind´ıo (Galvis et al., 2010), se puede evi-
denciar como en los dos primeros semestres se presenta un gran porcentaje de la
desercio´n estudiantil, y afirman que aproximadamente un 50 % de los estudiantes
que ingresan al sistema de educacio´n superior, logra obtener su t´ıtulo profesional.
Ma´s detalladamente, se tiene que alrededor de un 22 % de los estudiantes que in-
gresan, se retiran al finalizar el primer semestre y al concluir el segundo semestre,
se ha retirado aproximadamente un 30 % de estos estudiantes, lo que equivale a
un poco ma´s de la mitad de la desercio´n total por cohorte. Esta situacio´n es la que
justamente motiva este trabajo, pues si se logra disminuir esta desercio´n llamada
desercio´n temprana se tendr´ıa un aumento en la tasa de graduacio´n.
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1.2. Justificacio´n
Desde hace ya algu´n tiempo, las directrices establecidas por parte del gobierno
nacional buscan cerrar las brechas en acceso y calidad a la educacio´n superior en
todas y cada una de las regiones del territorio nacional, con el objetivo de hacer de
“Colombia la ma´s educada en el 2025”, y lograr obtener unos altos niveles
educativos que promuevan la participacio´n activa de los integrantes en el proceso
de ensen˜anza-aprendizaje y le permitan encontrar un lugar relevante dentro de la
educacio´n latinoamericana. Se busca la construccio´n de una comunidad competi-
tiva que permita el crecimiento econo´mico de la nacio´n y que teniendo como pilar
fundamental la educacio´n disminuya las situaciones de desigualdad social, para lo
cual es imprescindible tener en cuenta las necesidades actuales de los estudiantes,
de los docentes y de las IES.
Por tal motivo el gobierno nacional enmarco´ sus pol´ıticas con respecto a las
dificultades que presenta el sistema educativo nacional en el Plan Nacional de
Desarrollo 2014-2018 “Prosperidad para todos”; con las cuales busca brindar
solucio´n a las problema´ticas relacionadas con la calidad educativa, los niveles de
cobertura institucional, la ampliacio´n de cupos estudiantiles y la disminucio´n en
la desercio´n estudiantil en todos los niveles de tal forma que se fortalezcan las
condiciones que posibilitan el desarrollo social de un pa´ıs.
La informacio´n sobre los niveles desercio´n estudiantil universitaria son moni-
toreados por el Sistema para la Prevencio´n de la Desercio´n en las Instituciones
de Educacio´n Superior (SPADIES) y es presentada, entre otros, en procesos de
acreditacio´n de alta calidad de los programas acade´micos, y en consecuencia, es
de intere´s en las IES implementar proyectos de apoyo educativo que les permitan
aumentar sus tasas de retencio´n estudiantil y posterior graduacio´n.
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Un primer paso para disen˜ar una estrategia de clasificacio´n y control, que
busque la disminucio´n efectiva de la desercio´n estudiantil a nivel universitario, es
identificar los factores que la determinan. Sin embargo, el so´lo hecho de identificar
estos factores no necesariamente se convierte en una solucio´n frente al problema
pues si por ejemplo, se identifica que las mujeres o los hombres son ma´s propensos
a abandonar sus estudios, nada puede hacer la institucio´n frente a este hecho,
sin contar que no se pudieran intervenir todos los hombres o todas las mujeres.
Por eso ma´s alla´ de la identificacio´n de factores, la propuesta en este trabajo es
utilizar un modelo estad´ıstico que permita asignar a cada estudiante que ingresa
a una IES, espec´ıficamente a la Universidad del Quind´ıo, una probabilidad de
desertar tempranamente pues como fue mencionado anteriormente la desercio´n se
presenta, principalmente, en los primeros dos semestres acade´micos.
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1.3. Objetivos
1.3.1. General
Desarrollar un modelo estad´ıstico que contribuya a la identificacio´n de los
estudiantes de la Universidad del Quind´ıo que este´n en riesgo de dejar sus estudios
tempranamente por factores individuales, acade´micos y socioecono´micos.
1.3.2. Espec´ıficos
Ajustar el modelo de regresio´n de Poisson con exceso de ceros usando como
variable respuesta el nu´mero de materias aprobadas por cada estudiante
antes de desertar.
Construir una funcio´n de riesgo, con base en el modelo de regresio´n ZIP,
que cuantifique la probabilidad de desertar tempranamente que tiene un
estudiante.
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1.4. Metodolog´ıa
En este trabajo se utilizan datos obtenidos en un estudio realizado por cohorte
en la Universidad del Quind´ıo, donde se siguio´ uno a uno 288 estudiantes de
programas de metodolog´ıa presencial que ingresaron a primer semestre durante el
an˜o de 2012 y que abandonaron sus programas acade´micos por diferentes causas
y en distintos momentos. Una vez obtenidos estos datos se procede a ajustar
el modelo de regresio´n ZIP y a estimar sus para´metros a trave´s de Inferencia
Bayesiana; posterior a esto y con los valores de las variables de los estudiantes en
la muestra se calcula probabilidad de abandonar con cero, una, dos, ... y hasta
diez materias. Esta probabilidad puede considerarse una “funcio´n de riesgo” con
la que se pueden identificar desertores tempranos.
Cap´ıtulo 2
Desercio´n Universitaria en
Colombia
La desercio´n universitaria es una problema´tica que incorpora diferentes prin-
cipios (individuales, familiares, econo´micos e institucionales) por tal motivo su
estudio ha sido abordado por diferentes a´reas del conocimiento (la psicolog´ıa, la
sociolog´ıa y las ciencias econo´micas), las cuales inicialmente tratan de identificar
los factores relacionados y posteriormente determinar estrategias de intervencio´n
efectivas que disminuyan la cantidad de estudiantes que optan por no seguir en
un programa acade´mico determinado dentro de una Institucio´n Educativa.
Un enfoque desde la perspectiva psicolo´gica centra todas sus apreciaciones en
el estudiante, en donde los rasgos de personalidad son factores determinantes y
diferenciales, entre los estudiantes que culminan exitosamente su proceso acade´mi-
co y aquellos que toman la decisio´n de no proseguir con su formacio´n acade´mica,
es as´ı como Ajzen and Fishbein (1977) afirman que la decisio´n de no continuar
con el proceso de formacio´n esta´ influido de forma directa por el debilitamien-
to de las intenciones iniciales de los estudiantes as´ı como de su percepcio´n de
la vida universitaria. Attinasi (1986) establece como el cambio de contexto y la
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aceptacio´n o rechazo por parte del estudiante de las nuevas dina´micas educati-
vas implementadas determinan la decisio´n de continuar o no haciendo parte de la
comunidad educativa, la teor´ıa de “conductas de logro”propuesta por Ethington
(1990) plantea que el nivel de aspiraciones y expectativas de e´xito del estudiante
son elementos fundamentales que explican la desercio´n, de igual forma Bean and
Eaton (2001) determinan que los procesos llevados a feliz te´rmino esta´n relacio-
nados con la integracio´n acade´mica y social que tienen los estudiantes, adema´s
proponen como estrategia de intervencio´n el acompan˜amiento acade´mico y psi-
colo´gico de los estudiantes durante su primer an˜o de estudios superiores.
Por otra parte, un enfoque sociolo´gico hace referencia al estudiante como un
ser comunitario en el cual adema´s de sus convicciones personales influyen agentes
externos en la toma de sus decisiones as´ı como el entorno y el contexto que lo
rodea; Spady (1970) resalta la importancia de los factores externos al estudiante
como pueden ser la influencia familiar, las normas establecidas de comportamien-
to y las directrices establecidas por las IES. Bank et al. (1990) confirman que
a mayor interaccio´n de los estudiantes con sus docentes y sus pares acade´micos
es menor el riesgo de abandonar la Universidad, pues al afianzar estos lazos el
nivel de compromiso a su sus deberes acade´micos aumenta considerablemente y
se disminuye el riesgo de desertar.
El gobierno nacional durante los u´ltimos an˜os ha encaminado sus acciones ha-
cia los modelos costo - beneficio y a la focalizacio´n de subsidios, con los cuales
se busca que a trave´s del acompan˜amiento y de incentivos econo´micos brindados
por el Estado, el estudiante pueda culminar su formacio´n acade´mica y que las
instituciones cuenten con recursos financieros destinados al seguimiento de esta
problema´tica. El papel que juegan las IES es resaltado por Kamens (1971) quien
afirma que el nivel organizacional mostrado por las instituciones as´ı como su ta-
man˜o y la calidad de su personal, influyen en la decisio´n de los estudiantes de
9continuar en el alma ma´ter.
Finalmente el enfoque interaccionista, considera que la desercio´n estudiantil
esta´ ligada a la forma como el estudiante desarrolla sus inteligencias intraperso-
nales e interpersonales, as´ı como el reconocimiento de su quehacer dentro de una
Institucio´n, Tinto (1975) explica el proceso de permanencia del estudiante, de
acuerdo a los niveles de ajuste existentes entre el estudiante y el entorno educati-
vo que le rodea, el cual es medible mediante las experiencia acade´micas y sociales
vivenciadas, Bean and Metzner (1985) por su parte hacen una analog´ıa de la vida
acade´mica de un estudiante con los modelos de productividad en el a´mbito laboral
en el cual las variables que describen el ambiente institucional son reemplazadas
por variables propias del ambiente laboral los cuales impactan de forma positiva o
negativa tanto en las actitudes como en las decisiones tomadas por los individuos
en torno a las intenciones de abandonar la academia.
Algunos de los enfoques mencionados anteriormente as´ı como sus ma´ximos
representantes a trave´s del tiempo y los factores determinantes de la desercio´n
escolar, son resumidos en la Figura 2.1 elaborada por (Castan˜o et al., 2006) y
empleada en el libro “Desercio´n estudiantil en la educacio´n superior colombia-
na”(Ruiz et al., 2009).
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Figura 2.1: Estado del arte de los determinantes de la desercio´n. (Tomado de
Desercion estudiantil en la educacio´n superior colombiana: metodolog´ıa de segui-
miento, diagno´stico y elementos para su prevencio´n)
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La desercio´n universitaria en Colombia, como fue mencionado anteriormente
es monitoreada mediante el software SPADIES. A trave´s de este sistema se obtiene
informacio´n de la desercio´n por periodo (Figura 2.2) y por cohorte (Figura 2.3)
en los diferentes niveles de formacio´n: te´cnica, tecnolo´gica y universitaria del an˜o
2015. La desercio´n por periodo es definida como la proporcio´n de estudiantes
que no se matriculan en dos semestres consecutivos y desercio´n por cohorte es
la proporcio´n acumulada de estudiantes que ingresaron a primer semestre en un
programa acade´mico en un mismo periodo acade´mico (cohorte) y que no registran
matr´ıcula en dos o ma´s periodos consecutivos.
Figura 2.2: Desercio´n por periodo 2015 (fuente: SPADIES).
Figura 2.3: Desercio´n por cohorte 2015 (fuente: SPADIES).
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Para el an˜o 2015 el gobierno nacional ten´ıa como meta que a lo ma´s un 9, 7 %
de los estudiantes que ingresaran a la educacio´n superior en nivel universitario
se convirtieran en desertores, sin embargo, el resultado obtenido es del 9,3 % lo
cual determina un aumento significativo en la persistencia acade´mica de los estu-
diantes que logran ingresar a la universidad, as´ı mismo, los resultados obtenidos
para la desercio´n por cohorte muestra que un 46,1 % de los estudiantes que inician
su proceso acade´mico a nivel universitario no logra llevar a feliz te´rmino con sus
metas propuestas.
El departamento del Quind´ıo presenta una tasa de desercio´n por cohorte del
49,2 % la cual se encuentra por encima de la obtenida nacionalmente 46, 1 % mien-
tras que la desercio´n por periodo fue del 7,2 % que esta´ muy por debajo de la media
nacional de 9, 3 % como se puede observar en las Figuras 2.4 y 2.5.
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Figura 2.4: Desercio´n por cohorte y departamentos 2015 (fuente: SPADIES).
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Figura 2.5: Desercio´n por periodo y departamentos 2015 (fuente: SPADIES).
Cap´ıtulo 3
Modelo ZIP
En un modelo ZIP (Lambert, 1992) se tienen dos clases de ceros: los generados
por la distribucio´n Poisson que aparecen con probabilidad 1−p, y un conjunto de
ceros extra que aparecen con probabilidad p, se supone que la variable respuesta
se distribuye como la mezcla de una distribucio´n de Poisson (λ) y una distribu-
cio´n de masa puntual en cero, con probabilidad de mezcla p. Tanto a p como a
λ se les permite depender de covariables a trave´s de funciones de enlace adecuadas.
Para definir el modelo ZIP, considere el vector respuesta Y = {Y1, Y2, Y3, ..., Yn}
de tal forma que sus componentes son independientes y distribuidos de la forma
Yi ∼

0 con probabilidad pi
Poisson (λi) con probabilidad 1− pi
As´ı, la funcio´n de masa de probabilidad de Yi es
P (Yi = y | λi, pi) =

pi + (1− pi) exp(−λi) si y = 0
(1− pi) exp(−λi)λi
y
y! si y = 1, 2, ..
(3.1)
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En muchas aplicaciones pra´cticas es comu´n suponer que los para´metros pi y
λi dependen de vectores con variables explicativas xi y zi, respectivamente. En
este trabajo, se asumen los enlaces cano´nicos, es decir
log(λi) = β0 + β1x1i + ...+ βpxpi = xTi β, (3.2)
logit(pi) = log
(
pi
1− pi
)
= γ0 + γ1z1i + ...+ γqzqi = zTi γ, (3.3)
en donde tanto β como γ son para´metros desconocidos de la regresio´n de
dimensio´n p× 1 y q × 1, respectivamente. La estimacio´n de estos para´metros
puede ser realizada usando me´todos de ma´xima verosimilitud como en (Lambert,
1992) (Bo¨hning et al., 1999) (Jones et al., 2001) (Nanjundan and Raveendra Naika,
2012), sin embargo, en este trabajo sera´ utilizada la estimacio´n Bayesiana a trave´s
de Cadenas de Markov v´ıa Montecarlo (MCMC) implementado mediante software
como OpenBUGSr o WinBUGS (Ntzoufras, 2011).
Funcio´n de verosimilitud
Consideremos ahora una muestra de las observaciones (y1, x1, z1), ..., (yn, xn, zn)
de n observaciones independientes, donde cada respuesta observada se denota por
yi. En este caso, la funcio´n de verosimilitud para el vector de los para´metros
θ = (β,γ)T dada la muestra tiene la forma
L(θ) =
n∏
i=1
f(yi|θ) =
∏
yi=0
[pi + (1− pi) exp(−λi)]×
∏
yi>0
[
(1− pi)
exp(−λi) λyi
yi!
]
= L1 (θ)× L2 (θ) ,
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donde
L1 (θ) =
∏
i:yi=0
( pi + (1− pi)exp(−λi) ) (3.4)
=
∏
i:yi=0
(
exp(zTi γ)
1 + exp(zTi γ)
+ exp(− exp(x
T
i β))
1 + exp(zTi γ)
)
y (3.5)
L2 (θ) =
∏
i:yi>0
(1− pi)
exp(−λi) λyi
yi!
(3.6)
=
∏
i:yi>0
(
1
1 + exp(zTi γ)
exp(− exp(xTi β)) exp(xTi βyi)
yi!
)
. (3.7)
Las Ecuaciones (3.5) y (3.7) resultan de despejar λi y pi de las Ecuaciones (3.2)
y (3.3), respectivamente y reemplazarlas en las Ecuaciones (3.4) y (3.6)
As´ı, la funcio´n de log-verosimilitud l(θ) puede ser expresada como:
l(θ) = log (L(θ)) = log(L1(θ)) + log(L2(θ)) = l1(θ) + l2(θ) (3.8)
donde
l1(θ) =
∑
i:yi=0
log
(
exp(zTi γ) + exp(− exp(xTi β))
1 + exp(zTi γ)
)
=
∑
i:yi=0
log
(
exp(zTi γ) + exp(− exp(xTi β))
)
− ∑
i:yi=0
log
(
1 + exp(zTi γ)
)
y
l2(θ) =
∑
i:yi>0
log
 1
1 + exp(zTi γ)
exp
(
− exp(xTi β)
)
exp(xTi βyi)
yi!

=
∑
i:yi>0
(
− exp(xTi β) + xTi βyi
)
− ∑
i:yi>0
log
(
1 + exp(zTi γ)
)
− ∑
i:yi>0
log (yi!)
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3.1. Estimacio´n de los Para´metros
Un paso fundamental en el desarrollo de la metodolog´ıa Bayesiana es la asigna-
cio´n de las distribuciones a priori para los para´metros del modelo. En este trabajo
se usara´n distribuciones normales independientes, para los para´metros de la regre-
sio´n β y γ, en que β = (β1, β2, · · · , βp) y γ = (γ1, γ2, · · · , γq), espec´ıficamente se
tiene que βi ∼ N (0, 100) y γj ∼ N (0, 100), i = 1, . . . , p; j = 1, . . . , q. Por tanto,
la distribucio´n conjunta a priori puede ser escrita como
pi (θ) = pi (β) pi (γ) , (3.9)
en que
pi (β) =
p∏
i=1
(
1√
2pi
√
100
exp
( −β2i
2× 100
))
=
( 1
200pi
) p
2
exp
(−∑pi=1 β2i
200
)
y
pi (γ) =
q∏
i=1
(
1√
2pi
√
100
exp
( −γ2j
2× 100
))
=
( 1
200pi
) q
2
exp
(−∑qi=1 γ2i
200
)
Luego la ecuacio´n (3.9) puede escribirse como
pi (θ) =
( 1
200pi
) p+q
2
exp
− 1200
 p∑
i=1
β2i +
q∑
j=1
γ2j

Luego, la distribucio´n a posteriori es obtenida a trave´s de
pi (θ|y, x, z) = l (θ) pi (θ) (3.10)
la cual puede ser escrita para β y γ, respectivamente como
pi (β|y, x, z) = l1 (θ) l2 (θ) pi (β) ,
pi (γ|y, x, z) = l1 (θ) l2 (θ) pi (γ)
Teniendo en cuento lo expresado en las ecuaciones (3.8) y (3.9) se determina
que la ecuacio´n (3.10) puede escribirse como:
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pi (θ|y, x, z) =
 ∑
i:yi=0
log
(
exp(zTi γ) + exp(− exp(xTi β))
)
− ∑
i:yi=0
log
(
1 + exp(zTi γ)
)
+
(
− exp(xTi β) + xTi βyi
)
− ∑
i:yi>0
log
(
1 + exp(zTi γ)
)
− ∑
i:yi>0
log (yi!)

×
( 1
200pi
) p+q
2
exp
− 1200
 p∑
i=1
β2i +
q∑
j=1
γ2j

Debido a la forma que presenta la distribucio´n a posteriori de los para´metros
de intere´s, en este trabajo se usa un enfoque Bayesiano para estimar estos para´me-
tros. Los pasos de los algoritmos MCMC fueron implementados usando la libreria
RBugs (Ligges et al., 2010), la cual conecta a R con el software OpenBUGSr. Pa-
ra cada para´metro se generaron dos cadenas independientes cada una de taman˜o
10000, en donde las primeras 5000 se consideraron burn-in y de las siguientes
5000 (con un salto 10) se obtuvieron las estimaciones de cada uno de ellos. La
convergencia fue monitoreada a trave´s del factor de reduccio´n de escala Brooks-
Gelman-Rubin (Brooks et al., 2004), Rˆ disponible en la libreria R coda (Cowles
and Carlin, 1996).
Cap´ıtulo 4
Descripcio´n de los datos
analizados
Los datos que motivaron este trabajo provienen de un estudio de cohorte rea-
lizado en la Universidad del Quind´ıo, espec´ıficamente se obtiene informacio´n de
288 estudiantes que ingresaron a primer semestre durante el an˜o 2012 y que aban-
donaron sus estudios luego de permanecer entre uno y cuatro semestres. Estos
estudiantes no presentaron matricula en dos semestres consecutivos con lo que,
segu´n el criterio del MEN y de la Universidad del Quind´ıo, se consideran deser-
tores.
La informacio´n recolectada contiene los resultados obtenidos en las pruebas Sa-
ber 11 y en las pruebas BADyG (Bater´ıa de Aptitudes Diferenciales y Generales)
(Dı´ez and Mar´ın, 2009) (Yuste et al., 2001), estas u´ltimas son utilizadas para eva-
luar el desarrollo de algunos procesos cognitivos. Adema´s se obtuvo informacio´n
relacionada con aspectos acade´micos , familiares y econo´micos.
En la Tabla (4.1) se presentan detalladamente las variables utilizadas en el
ajuste del modelo ZIP. A continuacio´n se hace una descripcio´n de las componentes
evaluadas en las pruebas BADyG as´ı como un ana´lisis estad´ıstico de los resultados
obtenidos de la muestra obtenida.
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RESULTADOS PRUEBA SABER 11
GENERAL Promedio ponderado
A´REAS EVALUADAS
Biolog´ıa
Sociales
Filosof´ıa
F´ısica
Ingle´s
Lenguaje
Matema´ticas
Qu´ımica
PRUEBA BADyG
INTELIGENCIA GENERAL
Completar oraciones
Resolucio´n de problemas
Encajar figuras
RAZONAMIENTO LO´GICO
Relaciones analo´gicas
Series nume´ricas
Matrices lo´gicas
MEMORIA
Memoria auditiva
Memoria Visual
ATENCIO´N Atencio´n
RAPIDEZ Y EFICACIA
Rapidez
Eficacia
ASPECTOS ACADE´MICOS
Jornada
Nombre del programa
Tipo de colegio
Cantidad de materias registradas
Cantidad de materias aprobadas
ASPECTOS SOCIO-FAMILIARES
Edad
Genero
Procedencia geogra´fica
ASPECTOS SOCIO-ECONO´MICOS
Estrato
Valor de la matricula
Tabla 4.1: Factores que pueden llegar a influir en la desercio´n universitaria
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4.1. Prueba BADy-G
Durante las dos primeras semanas de clase, se les aplica a los estudiantes que
ingresan a primer semestre en la modalidad presencial, la prueba BADyG con la
que se evalu´an aspectos como la inteligencia general, la capacidad de razonamiento
lo´gico, la memoria, la atencio´n y finalmente la rapidez y la eficacia. Estos aspectos
se evalu´an a trave´s de algunos componentes detallados a continuacio´n.
Inteligencia general (IG): Esta inteligencia esta´ determinada por las capaci-
dades de razonamiento general del estudiante, as´ı como el dominio de habilidades
cognitivas como:
Completar oraciones (Sv): con la cual se observa el dominio del vocabulario
y los conocimientos previos del estudiante.
Resolucio´n de problemas(Sn): mide la rapidez en la ejecucio´n de operaciones
matema´ticas al momento de resolver problemas nume´ricos determinados.
Encajar figuras (Se): determina las habilidades espaciales de acuerdo a la
percepcio´n intuitiva o racional del entorno f´ısico y de los objetos que hay en
e´l; mediante la realizacio´n giros y encajes espaciales.
La capacidad de razonamiento lo´gico (Rl): el razonamiento es un proceso
mediante el cual partiendo de uno o ma´s juicios de valor se determina la posibilidad
o falsedad en la ocurrencia en situaciones espec´ıficas y se evalu´an mediante:
Relaciones analo´gicas(Rv): esta prueba mide el razonamiento a trave´s de las
habilidades de comprensio´n verbal, mediante la lectura critica de diferentes
textos.
Series nume´ricas (Rn): en esta prueba se evalu´a el razonamiento nume´rico, la
cual mide la capacidad de ca´lculo mental en el manejo de operaciones ba´sicas
matema´ticas as´ı como el dominio de los diferentes conjuntos nume´ricos.
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Matrices Lo´gicas (Re): mide el razonamiento espacial, mediante la resolu-
cio´n de secuencias en las cuales intervienen figuras geome´tricas.
Ademas existen sub-pruebas adicionales que miden aspectos diferenciadores de la
personalidad tales como:
Memoria: e´sta se mide a trave´s de dos pruebas:
Memoria auditiva (Ma): evalu´a la capacidad para retener informacio´n a
trave´s de un relato oral.
Memoria visual (Mv): evalu´a la distincio´n visual ortogra´fica de palabras,
que dependera´ de la retentiva a largo plazo.
Atencio´n: la capacidad de atencio´n se evalu´a mediante la rapidez en la discrimi-
nacio´n visual de gra´ficos y dibujos.
Rapidez y eficacia Son dos variables an˜adidas en esta prueba en las cuales, la
rapidez mide el tiempo empleado en contestar las seis pruebas,mientras que la
eficacia es una relacio´n entre el numero de aciertos con relacio´n a la totalidad de
las respuestas.
El promedio de los resultados obtenidos por los estudiantes desertores en estas
pruebas en general y clasificados de acuerdo al tipo de colegio de donde provienen
son resumidas en la Tabla 4.2. A partir de esta, se puede concluir que, a excepcio´n
de los resultados obtenidos por los estudiantes provenientes de colegios privados
cuando se evalu´a la Inteligencia General, estos son superados o igualados por los
resultados obtenidos por los estudiantes que provienen de colegios oficiales en el
restante de componentes evaluados.
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TIPO DE COLEGIO IG Rl Rv Rn Re Sv Sn Se Ma Mv Ra
PRIVADO 91,00 59,17 42,04 36,75 32,75 39,04 17,92 44,71 32,50 38,71 126,83
OFICIAL 81,17 59,09 43,04 40,94 36,45 44,20 21,22 51,12 32,92 44,57 101,38
TOTAL 81,99 59,09 42,95 40,59 36,14 43,77 20,95 50,59 32,88 44,08 103,50
Tabla 4.2: Resultados pruebas BADyG teniendo en cuenta el tipo de colegio de
procedencia.
Cuando se comparan los resultados de las pruebas BADyG en cada uno de los
componentes entre mujeres y hombres se observan claras diferencias siendo que,
con excepcio´n de los resultados obtenidos cuando se evalu´a la inteligencia general,
los hombres superan a las mujeres como puede ser observado en la Figura 4.1.
Figura 4.1: Resutados obtenidos en la prueba BADyG teniendo en cuenta el ge´ne-
ro.
A partir de la muestra analizada se tiene tambie´n que el promedio obtenido
en las pruebas Saber 11 es de 51, 5 de 100 posibles con una desviacio´n esta´ndar
de 6, 97. No se observan claras diferencias entre el promedio obtenido por mujeres
y hombres 51, 41 y 51, 54, respectivamente, aunque la variacio´n en las mujeres es
menor como se puede observar en la Tabla 4.3.
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PROM BIOLOGI´A C.SOCIALES FILOSOFI´A FI´SICA INGLE´S LENGUAJE MATEMA´TICAS QUI´MICA
Media F. 51,41 51,62 49,62 48,19 48,66 45,87 53,57 53,03 49,18
SD 6,62 8,43 7,51 10,66 8,90 10,11 7,86 12,16 7,17
Media M. 51,54 50,91 48,56 45,70 50,99 46,02 51,29 55,09 47,76
SD 7,11 8,99 9,40 9,96 9,14 8,02 8,95 10,09 7,74
Media 51,50 51,10 48,85 46,37 50,36 45,98 51,91 54,53 48,14
SD 6,97 8,83 8,93 10,20 9,12 8,62 8,71 10,70 7,60
Tabla 4.3: Resultados en las pruebas Saber 11 general y discriminado por sexo y
a´rea. SD es la desviacio´n esta´ndar.
En la Figura 4.2 se comparan los resultados obtenidos por los estudiantes de-
sertores en las pruebas Saber 11 provenientes de instituciones oficiales y privadas.
En esta figura se puede observar que a excepcio´n del comportamiento obtenido
en f´ısica, los estudiantes que proven´ıan de colegios privados obtuvieron un mayor
puntaje que aquellos que lo hac´ıan de colegios oficiales. En la Figura 4.3 se resu-
men otras variables analizadas; se puede decir por ejemplo que el 91, 66 % de los
desertores de la Universidad provienen de instituciones educativas oficiales mien-
tras que so´lo el 8, 34 % provienen de instituciones privadas, lo cual evidencia las
diferencias en la preparacio´n y adaptacio´n a entornos acade´micos de mayor rigor.
Figura 4.2: Comparacio´n del comportamiento de algunas variables por tipo de
institucio´n.
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Figura 4.3: Distribucio´n de los estudiantes desertores segu´n la jornada, el genero,
el tipo de colegio y la procedencia geogra´fica.
Otras variables analizadas permiten concluir que el 72, 9 % de los estudiantes
desertores son hombres entre 19 y 38 an˜os con una edad promedio que no supera
los 23 an˜os, en su mayor´ıa pertenecientes al departamento del Quind´ıo y a pro-
gramas diurnos.
El 58, 7 % de los estudiantes desertores son provenientes de la facultad de Inge-
nier´ıa, seguidos de la facultad de Ciencias Ba´sicas y Tecnolo´gicas 24, 3 % y luego
se encuentran los provenientes de facultad de Educacio´n 12, 8 %. Tambie´n se tiene
que el valor pagado por concepto de matricula de 264 de los 288 estudiantes con-
siderados como desertores tempranos no supera el salario mı´nimo legal vigente;
teniendo en cuenta que el colegio del cual provienen determina el valor a pagar;
el 91, 66 % pertenecen al sector oficial.
En te´rminos del nu´mero de materias registradas y aprobadas por los estudian-
tes desertores se puede decir que en promedio registraron 9 materias durante su
permanencia en el programa acade´mico, de las cuales en promedio aprobaron 4.
Tambie´n se puede decir que el nu´mero ma´ximo de materias registradas por un
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estudiante durante su estad´ıa en la Universidad fue de 22, de las cuales aprobo´ 14
de ellas, mientras que el mı´nimo de materias registradas fue de 2 retira´ndose con
so´lo una de ellas aprobada.
4.2. Variables explicativas de la desercio´n em-
pleadas en el modelo
La desercio´n universitaria tiene mu´ltiples causas enmarcadas en factores indi-
viduales, econo´micos , acade´micos e institucionales y por eso debe ser analizada
desde diferentes enfoques que posibiliten la deteccio´n de los elementos determinan-
tes as´ı como su posible tratamiento, sin embargo, las variables a tener en cuenta
dentro de cada grupo de factores, dependen de la informacio´n disponible en las
fuentes de informacio´n.
Para la implementacio´n del modelo de regresio´n ZIP expresado en la Ecua-
cio´n (3.1) se tienen en cuenta los resultados obtenidos por los estudiantes en las
pruebas Saber 11 en general y en las a´reas de ciencias sociales, ingle´s, lenguaje y
matema´ticas, tambie´n se tienen los resultados con respecto a la inteligencia ge-
neral la cual sintetiza las seis pruebas ba´sicas evaluadas a trave´s de las pruebas
BADyG, as´ı como el valor obtenido en la memoria del relato oral y la memoria
visual ortogra´fica, los cuales brindan informacio´n del desarrollo cognitivo e inte-
lectual actual de cada estudiante.
Otros factores que se utilizaron son la edad y el ge´nero. Tambie´n se incluyo´ el
valor de la matr´ıcula, el cual puede ser pensado como determinante de la decisio´n
de dar por terminado el proceso acade´mico de un estudiante sin la culminacio´n
del programa acade´mico al cual pertenece. Finalmente pero no menos importantes
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esta´n los factores acade´micos propios de la Institucio´n Educativa reflejados en la
Jornada (diurna o nocturna), el nu´mero de materias registradas por semestre y el
tipo de colegio en el cual el estudiante termino´ sus estudios de educacio´n media
que puede ser diurna o nocturna.
Cap´ıtulo 5
Aplicacio´n del modelo ZIP
En la aplicacio´n del modelo ZIP se considera como variable respuesta el nu´me-
ro de materias aprobadas. Debido a la naturaleza de esta variable (conteo) podr´ıa
ser ajustado un modelo de regresio´n de Poisson, sin embargo, como puede ser
observado en la Figura 5.1, se presenta un exceso de ceros, lo que hace no reco-
mendable el uso de este modelo y justifica el uso del modelo de regresio´n ZIP.
Figura 5.1: Cantidad de materias aprobadas antes de tomar la desicio´n de aban-
donar los estudios universitarios.
29
30 CAPI´TULO 5. APLICACIO´N DEL MODELO ZIP
En la Tabla 5.1 se puede observar que de 217 estudiantes (obtenido como
la suma de los totales de las primeras dos columnas) que desertaron en primer y
segundo semestre, 164 (obtenido como la suma de los totales de las primeras cinco
filas) lo hicieron teniendo aprobadas, como ma´ximo, 4 materias. Luego es posible
concluir que el nu´mero de materias aprobadas efectivamente puede ser visto como
un indicador de desercio´n temprana.
Semestre
Y 1◦ 2◦ 3◦ 4◦ Total
0 58 1 0 0 59
1 22 2 0 0 24
2 15 6 0 0 21
3 16 7 3 0 26
4 20 11 3 0 34
5 14 9 3 0 26
6 4 7 10 0 21
7 0 11 8 1 20
8 0 5 7 3 15
9 0 7 1 4 12
≥ 10 0 2 16 12 30
Total 149 68 51 20 288
Tabla 5.1: Nu´mero de materias aprobadas en los cuatro primeros semestres por
los estudiantes considerados como desertores.
Con la informacio´n recolectada con respecto a los los aspectos socio-econo´mi-
cos, socio-familiares, acade´micos y los resultados obtenidos en las pruebas saber
11 y las BADyG, se procede a ajustar el modelo de regresio´n ZIP presentado en la
Ecuacio´n (3.1) en donde se asume como variable respuesta Yi al nu´mero de mate-
rias aprobadas por el i-e´simo estudiante en el momento de abandonar el programa
acade´mico; y donde los para´metros pi y λi son modelados a trave´s de
logλi = xTi β ,
logitpi = zTi γ,
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en que xTi = zTi =(1, memoria auditivai, memoria visuali, inteligencia generali,
total de materias registradasi, jornadai, generoi, edadi, valor de la matriculai,
promedio ponderado saber 11i, puntaje en socialesi, puntaje en inglesi, puntaje
en lenguajei, puntaje en matema´ticasi, tipo de colegioi). El uno es utilizado para
acomodar el intercepto y βT = (β1, β2, · · · , β15) y γT = (γ1, γ2, · · · , γ15).
Las estimaciones de los para´metros del modelo ZIP as´ı como sus correspon-
dientes desviaciones esta´ndar son presentados en la Tabla 5.2.
Para´metro Estimacio´n SD Para´metro Estimacio´n SD
Intercepto 0,450 0,337 Intercepto -3,645 5,061
Memoria auditiva -0,027 0,046 Memoria auditiva -0,253 0,336
Memoria visual 0,021 0,046 Memoria visual 0,626 0,345
Inteligencia general 0,050 0,042 Inteligencia general -0,149 0,301
Materias registradas 0,464 0,029 Materias registradas -2,151 0,469
Jornada* 1,377 0,298 Jornada* -1.678 3,506
Genero* -0,394 0,402 Genero 2,141 2,106
Edad 0,057 0,03 Edad 0,026 0,243
Valor de la matr´ıcula 0,019 0,034 Valor de la matr´ıcula -0,755 0,664
Promedio Saber 11 0,045 0,059 Promedio Saber 11 -0,072 0,301
Prueba de Sociales 0,052 0,04 Prueba de Sociales 0,347 0,305
Prueba de Ingle´s 0,014 0,034 Prueba de Ingle´s -0,421 0,316
Prueba de Lenguaje 0,038 0,037 Prueba de Lenguaje -0,153 0,279
Prueba de Matema´ticas -0,062 0,048 Prueba de Matema´ticas -0,371 0,363
Tipo de colegio 0,122 0,151 Tipo de colegio -2,040 10,65
Tabla 5.2: Estimaciones y desviaciones esta´ndar (SD) de los para´metros en el
modelo de regresio´n ZIP que modelan la media (columna izquierda) y los que
modelan el exceso de ceros (columna derecha). Las variables significativas aparecen
con *.
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Una vez estimado el vector de para´metros β y γ es posible calcular la pro-
babilidad estimada de que un estudiante abandone su programa acade´mico con
cero, uno, dos, ... y hasta diez materias aprobadas usando el modelo (3.1) de la
siguiente forma
P̂(Yi = 0) = p̂i + (1− p̂i) exp(−λ̂i)
P̂(Yi = 1) = (1− p̂i) λ̂i exp(−λ̂i)1!
P̂(Yi = 2) = (1− p̂i) λ̂
2
i exp(−λ̂i)
2!
...
P ̂(Yi = 10) = (1− p̂i) λ̂
10
i exp(−λ̂i)
10! ,
Donde λ̂i = exp (β̂1 + β̂2 memoria auditivai + · · ·+ β̂15 tipo de colegioi)
y p̂i =
exp(ai)
1 + exp(ai)
con ai = γ̂1 + γ̂2 memoria auditivai + · · ·+ γ̂15 tipo de
colegioi, en que los valores β̂k y γ̂k con k = 1, 2, ..., 15 son presentados en la Tabla
5.2.
La ma´xima probabilidad estimada indicara´ cua´l es el nu´mero de materias
aprobadas con el que desertara´ el estudiante, por lo tanto, si e´ste tiene una alta
probabilidad de desertar al trascurrir 4 o menos materias aprobadas, podr´ıa ser
identificado como un desertor temprano.
Con el propo´sito de evaluar el modelo se hace el ca´lculo de su poder predictivo,
esto es la capacidad que tiene para predecir que´ estudiantes abandonara´n tem-
pranamente sus estudios basados en el nu´mero de materias aprobadas, el cual se
compara con los valores observados. Estos resultados son presentados en la Tabla
5.3
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Semestre
Y 1◦ 2◦ 3◦ 4◦ Total
0 96 2 0 0 98
2 18 0 0 0 18
3 33 15 0 0 48
4 2 19 4 0 25
5 0 18 7 0 25
6 0 8 14 1 23
7 0 4 6 1 11
8 0 1 10 2 13
9 0 1 6 3 10
10 0 0 4 13 17
Total 149 68 51 20 288
Tabla 5.3: Nu´mero de materias aprobadas antes de retirarse, estimadas a trave´s
del modelo de regresio´n ZIP.
En esta tabla se observa que de los 98 estudiantes identificados a trave´s del
modelo como aquellos que abandonar´ıan sus estudios con 0 materias aprobadas,
96 desertaron efectivamente en primer semestre mientras que los 2 restantes lo
hicieron en el segundo semestre; as´ı mismo, se puede observar que de los 18 estu-
diantes que fueron identificados por el modelo como aquellos que abandonar´ıan sus
estudios con 2 materias aprobadas, todos desertaron en primer semestre. Adema´s,
tambie´n es importante notar en esta tabla que el modelo estima con ma´s de 10
materias aprobadas aquellos estudiantes que abandonan sus estudios universita-
rios en tercer semestre o ma´s.
En forma general, en este trabajo se considera que un estudiante desertara´
tempranamente cuando, a trave´s del modelo ZIP, se estime que aprobara´ 4 o me-
nos materias antes de retirarse de la universidad y usando este criterio es posible
detectar el 100 % de los estudiantes que abandonara´n sus estudios en primer se-
mestre y una gran parte de los que lo hara´n en segundo semestre. As´ı que es
posible concluir que el modelo ZIP puede ser utilizado como una herramienta es-
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tad´ıstica que permite identificar estudiantes que tienen alta chance de abandonar
tempranamente sus estudios universitarios y una vez identificados, las institucio-
nes de educacio´n superior deber´ıan implementar estrategias que conlleven a que
estos estudiantes obtengan un t´ıtulo profesional y as´ı lograr impactar no so´lo su
calidad de vida sino tambie´n la de su entorno familiar.
Cap´ıtulo 6
Estudio de Simulacio´n
Para analizar el efecto que sobre los coeficientes de la regresio´n tiene el exce-
so de ceros en un modelo de regresio´n de Poisson se realizaron dos estudios de
simulacio´n en los cuales se evaluaron el Error Cuadra´tico Medio (ECM), el sesgo
relativo absoluto (SR) y el porcentaje de cobertura (CP) del verdadero valor del
para´metro.
En el primer caso se generaron 100 muestras para diferentes valores de n de una
distribucio´n de Poisson con una media λi modelada a trave´s de λi = exp β1 + β2Xi
donde β1 = β2 = 2 y la variable Xi fue generada a partir de una distribucio´n Uni-
forme(0,1) y n tomo´ los valores 50, 100, 150 y 200 indicando diferentes taman˜os
de muestras.
El siguiente paso consistio´ en ubicar los ceros utilizando una distribucio´n Uni-
forme (0,1) y una distribucio´n de Bernoulli con para´metro pi de la siguiente
manera. Se calcula pi a trave´s de pi =
exp (γ1 + γ2Zi)
1 + exp (γ1 + γ2Zi)
, donde γ1 = −1, γ2 = 1
y Zi se genero´ a partir de una distribucio´n Normal(0,2). Si el valor de la uniforme
generada es menor o igual que pi entonces se ubica un cero en el i-e´simo valor
generado inicialmente con distribucio´n de Poisson, en caso contrario el valor ge-
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nerado no es cambiado.
Como fue mencionado anteriormente se generaron 100 conjuntos de datos pa-
ra cada valor de n y fueron ajustados los modelos ZIP y Poisson. En este caso
θ = {β1, β2, γ1, γ2} y θs un elemento de θ y se calculo´ ECM(θs) = 1100
100∑
i=1
(θˆis−θs)2,
SR= 1100
100∑
i=1
∣∣∣∣∣∣ θˆisθs − 1
∣∣∣∣∣∣ y finalmente el Porcentaje de cobertura calculado como el por-
centaje de veces en el que el verdadero valor del para´metro pertenec´ıa al intervalo
del 95 % de credibilidad.
Los resultados obtenidos a trave´s de este estudio de simulacio´n son presenta-
dos en la Figura 6.1 y la Tabla 6.1.
Figura 6.1: Sesgo relativo absoluto, Error cuadra´tico medio y porcentaje de co-
bertura para β1 y β2 despue´s de ajustar los modelos ZIP (l´ınea negra) y Poisson
(l´ınea gris)
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Sesgo relativo absoluto Error cuadra´tico medio Porcentaje de cobertura
n=50 n=100 n=150 n=200 n=50 n=100 n=150 n=200 n=50 n=100 n=150 n=200
ZIP β1 0,004 0,004 0,000 0,005 0,007 0,005 0,004 0,003 0,940 0,950 0,927 0,901
β2 0,000 0,002 0,001 0,004 0,012 0,010 0,008 0,006 0,960 0,960 0,909 0,911
γ1 0,205 0,091 0,002 0,007 0,297 0,104 0,058 0,043 0,940 0,990 0,964 0,950
γ1 0,251 0,122 0,052 0,020 0,222 0,073 0,050 0,022 0,940 0,921 0,918 0,960
Poisson β1 0,208 0,181 0,140 0,180 0,201 0,160 0,090 0,140 0,040 0,099 0,060 0,000
β2 0,021 0,096 0,140 0,055 0,080 0,129 0,112 0,041 0,600 0,475 0,280 0,485
Tabla 6.1: SR, ECM y CP para β1, β2 , γ1 y γ2 despue´s de ajustar los modelos
ZIP y Poisson.
Los valores obtenidos para β1 y β2 con respecto al sesgo en el modelo ZIP esta´n
muy cercanos a cero para todas muestras tomadas, la diferencia es significativa
con respecto a los obtenidos para los mismos para´metros por el modelo de Poisson.
Las predicciones realizadas por el modelo ZIP cuentan con una mayor preci-
sio´n, ya que el ECM de β1 y β2 son considerablemente cercanos a cero para todas
las muestras tomadas que van desde n=50 hasta n=200, en comparacio´n con los
valores obtenidos por el modelo ZIP. Esto evidencia la importancia de tener en
cuenta la cantidad de observaciones con valor cero presentes en los datos al mo-
mento de realizar una inferencia sobre estos.
En el segundo estudio de simulacio´n , el para´metro pi se considera constante
para todo i. Espec´ıficamente se consideraron los valores p = 0, 2 y p = 0, 3 si-
guiendo el esquema anteriormente descrito. Posteriormente, fueron ajustados los
modelos ZIP y Poisson. Los resultados obtenidos con p = 0,2 se observan en la
Figura 6.2 (parte superior) y en la parte inferior se presentan los resultados ob-
tenidos con p = 0, 3. Los resultados obtenidos tambie´n se presentan en las Tablas
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6.2 y 6.3.
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Sesgo relativo absoluto Error cuadra´tico medio Porcentaje de cobertura
n=50 n=100 n=150 n=200 n=50 n=100 n=150 n=200 n=50 n=100 n=150 n=200
ZIP β1 0,001 0,006 0,002 0,002 0,007 0,003 0,002 0,002 0,960 0,960 0,990 0,933
β2 0,004 0,009 0,000 0,003 0,017 0,005 0,004 0,004 0,92 0,99 0,99 0,94
p 0,049 0,031 0,049 0,006 0,003 0,002 0,001 0,001 0,940 0,930 0,920 0,973
Poisson β1 0,124 0,104 0,110 0,110 0,087 0,057 0,087 0,055 0,310 0,220 0,090 0,047
β2 0,014 0,018 0,006 0,003 0,091 0,037 0,091 0,021 0,600 0,650 0,660 0,593
Tabla 6.2: Sesgo relativo absoluto, ECM y CP para β1 y β2 despue´s de ajustar los
modelos ZIP y Poisson con p =0,2.
Sesgo relativo absoluto Error cuadra´tico medio Porcentaje de cobertura
n=50 n=100 n=150 n=200 n=50 n=100 n=150 n=200 n=50 n=100 n=150 n=200
ZIP β1 0,003 0,001 0,004 0,003 0,007 0,003 0,003 0,003 0,970 0,960 0,950 0,940
β2 0,006 0,001 0,005 0,003 0,015 0,008 0,007 0,005 0,97 0,95 0,95 0,96
p 0,019 0,003 0,019 0,006 0,004 0,002 0,001 0,001 0,930 0,970 0,960 0,920
Poisson β1 0,165 0,176 0,182 0,172 0,168 0,146 0,168 0,130 0,320 0,070 0,010 0,000
β2 0,033 0,010 0,001 0,021 0,172 0,076 0,172 0,040 0,500 0,500 0,630 0,550
Tabla 6.3: Sesgo relativo absoluto, ECM y CP para β1 y β2 despue´s de ajustar los
modelos ZIP y Poisson con p = 0,3
El porcentaje de cobertura de los para´metros β1 y β2 en las simulaciones rea-
lizadas para el modelo de Poisson no superan el 70 %, mientras que los resultados
para el modelo ZIP nunca esta´n por debajo del del 90 %.
Como se puede observar en los estudios de simulacio´n realizados en ese trabajo
y mediante los resultados presentados en las Figuras 6.1, 6.2 y en las Tablas 6.1
y 6.3 se puede concluir que el modelo ZIP supera al modelo de Poison cuando se
compara el sesgo relativo absoluto, el ECM y finalmente el porcentaje de cobertura
cuando la presencia de observaciones con valor cero excede la esperada por el
modelo de Poisson.
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Figura 6.2: Sesgo relativo absoluto, Error cuadra´tico medio y porcentaje de co-
bertura para β1 y β2 despue´s de ajustar los modelos ZIP (l´ınea negra) y Poisson
(l´ınea gris) con p = 0,2 (figura superior) y con p = 0,3 (figura inferior).
Cap´ıtulo 7
Conclusiones y Recomendaciones
La desercio´n universitaria constituye un gran problema para el sistema edu-
cativo y para la comunidad en general, puesto que incide de manera directa
en el desarrollo social, econo´mico y pol´ıtico de una nacio´n que desea amino-
rar las brechas de desigualdad social.
La desercio´n universitaria es un problema multicausal que puede ser visto
como una respuesta a diferentes factores personales, sociales, econo´micos o
acade´micos (Galvis et al., 2014) y su ana´lisis puede ser direccionado desde
diferentes enfoques para definir la variable respuesta lo que dar´ıa origen a
una diversidad de ana´lisis estad´ısticos; en este trabajo se utiliza el nu´mero
de materias aprobadas por un estudiante como un indicador de desercio´n
temprana y su ana´lisis se hace a trave´s del modelo ZIP.
El modelo ZIP, como fue mostrado en este trabajo, puede utilizarse para
identificar posibles desertores tempranos y esta informacio´n puede servir de
apoyo a la administracio´n de la Universidad para dirigir adecuadamente las
estrategias de intervencio´n, tanto acade´micas como econo´micas de las que
se dispone y as´ı evitar que muchos estudiantes abandonen sus estudios de
educacio´n superior y logren su objetivo de obtener un t´ıtulo profesional.
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La funcio´n de riesgo construida con base en el modelo ZIP puede ser utilizada
como una herramienta estad´ıstica que permite identificar a los estudiantes
que corren mayor riesgo de abandonar tempranamente sus estudios univer-
sitarios y una vez identificados, las IES podr´ıan implementar estrategias
asertivas que contribuyan a aumentar la tasa de graduacio´n.
En la literatura han sido utilizados diferentes modelos para el ana´lisis de la
desercio´n tales como modelos de regresio´n mixtos (Little, 1995) el modelo
probit (Montmarquette et al., 2001), modelos de ana´lisis de sobrevivencia
(Ligges et al., 2010), el modelo log´ıstico multinomial (Stratton et al., 2008),
ecuaciones estructurales (Khan et al., 2013) redes neuronales (Siri, 2015),
te´cnicas de miner´ıa de datos (Torres et al., 2016), entre otros; sin embargo,
no se tiene conocimiento del uso de modelos de regresio´n ZIP en el estudio
de la desercio´n.
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Ape´ndice A
Co´digo BUGS para implementar
el modelo ZIP
Co´digo BUGS para implementar el modelo ZIP usando covariables
para modelar p
model
{
Cte<-10
for(j in 1:n)
{
zeros[j] <- 0
zeros[j] ˜ dpois(zeros.means[j])
zeros.means[j] <- -lPoisInf[j]+Cte
lPoisInf[j] <- log(p[j]*equals(Y[j],0)+(1-p[j])*fdPois[j])
fdPois[j] <- exp(-lambda[j]+Y[j]*log(lambda[j])-loggam(Y[j]+1))
log(lambda[j]) <- beta[1]+beta[2]*x[j,1]
logit(p1[j]) <- gamma[1]+gamma[2]*x[j,2]
p[j] <- max(0.00001,min(0.9999,p1[j]))
}
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Priors of parameters beta and gamma
for (i in 1:2)
{
beta[i] ˜ dnorm(0,0.001)
alpha[i] ˜ dnorm(0,0.001)
}
}
Co´digo BUGS para implementar el modelo ZIP usando p constante
model
{
Cte<-10
for(j in 1:n)
{
zeros[j] <- 0
zeros[j] ˜ dpois(zeros.means[j])
zeros.means[j] <- -lPoisInf[j]+Cte
lPoisInf[j] <- log(p*equals(Y[j],0)+(1-p)
fdPois[j] <- exp(-lambda[j]+Y[j]*log(lambda[j])-loggam(Y[j]+1))
log(lambda[j]) <- beta[1]+beta[2]*x[j,1]
}
Priors of parameters beta and p
p ˜ dunif(0,1)
for (i in 1:2)
{
beta[i] ˜ dnorm(0,0.001)
}
}
Ape´ndice B
Inferencia Bayesiana
A diferencia de la inferencia frecuentista en la cual los valores de probabilidad
se entienden como la frecuencia relativa de ocurrencia de un suceso a largo plazo,
la inferencia Bayesiana supone que las cantidades desconocidas (para´metros) son
variables aleatorias en vez de constantes, y que los datos, una vez observados,
son fijos en vez de aleatorios. Por esta razo´n la estimacio´n realizada mediante un
enfoque Bayesiano no consiste en encontrar estimadores puntuales de los para´me-
tros de intere´s, si no en encontrar una distribucio´n de probabilidad completa para
dichos para´metros.
El proceso de estimacio´n de un vector de para´metros o para´metro θ ∈ Θ, desde
una perspectiva bayesiana se basa en la distribucio´n a posteriori de θ denotada
por pi(θ|y), donde Y T = (Y1, . . . , Yn) esta´ conformado por n variables aleatorias
independientes cada una de ellas con funcio´n de densidad de probabilidad (fdp)
f(y|θ). Una distribucio´n a posteriori pi(θ|y) es obtenida a partir del Teorema de
Bayes combinando una funcio´n de verosimilitud L(θ|y) dada por
n∏
i=1
f(Yi|θ) y
una distribucio´n a priori pi(θ) asignada a los para´metros. Esto permite resumir el
conocimiento previo y la evidencia recolectada en una distribucio´n de probabilidad
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denotada por
pi(θ|y) = L(θ|y)pi(θ)
f(y) , (B.1)
en que f(y) es la fdp marginal de y, que se obtiene como
∫
Θ
L(θ|y)pi(θ)dθ y que
se conoce como constante de normalizacio´n.
Un estimador de θ es obtenido por medio de una caracter´ıstica de la distribu-
cio´n a poteriori como la media o la mediana. Estas caracter´ısticas son llamadas,
respectivamente, como media o mediana a poteriori.
Una vez obtenida la distribucio´n a poteriori de θ se constituye la base de la
inferencia Bayesiana y es posible utilizar me´todos computacionales como me´todos
Monte Carlo basados en cadenas de Markov (MCMC), generan muestras de esta
distribucio´n sin necesidad de simular directamente de dicha distribucio´n.
Estos me´todos se basan en la construccio´n de una cadena de Markov ergo´dica,
aperiodica e irreducible cuya distribucio´n estacionaria es la distribucio´n de intere´s.
Por lo tanto, despue´s de un nu´mero de iteraciones, los valores generados en un
resultado de muestra en la distribucio´n deseada.
Los me´todos MCMC ma´s comunes son el muestreador de Gibbs y el algoritmo
Metropolis-Hastings, los cuales se explican brevemente a continuacio´n.
Algoritmo Metropolis-Hastings
Este algoritmo fue propuesto inicialmente por Nicholas Metropolis y extendido
por W. Keith Hasting. Metropilis propuso y empleo´ este algoritmo por primera vez
para el caso espec´ıfico de la distribucio´n de Boltzmann (Metropolis et al., 1953).
Posteriormente Hasting presento´ una versio´n para casos ma´s generales (Hastings,
1970), este algoritmo se ha utilizado ampliamente en f´ısica, sin embargo, era po-
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co conocido por los estad´ısticos hasta hace poco. Los trabajos de (Mu¨ller, 1991)
y (Tierney, 1994) fueron fundamentales para exponer el valor de este algoritmo
y estimular el intere´s de los estad´ısticos en su uso. A trave´s de este algoritmo,
es posible generar muestras de una distribucio´n de probabilidad necesitando u´ni-
camente f.d.p. de intere´s pi(θ|y) , lo que representa una ventaja en el caso de
la estad´ıstica bayesiana ya que a menudo calcular la constante de normalizacio´n
puede ser en una tarea dif´ıcil.
Este algoritmo utiliza una distribucio´n a partir de la cual es fa´cil generar
muestras llamada Kernel de transicio´n, denotada por r(·|·). Kernel de transicio´n
es pi(θ|y) Es la distribucio´n estacionaria de la cadena de Markov generada. En la
descripcio´n del algoritmo, supongamos θ Es un escalar. El algoritmo esta deter-
minado por los siguiente pasos:
1. Determinar un valor inicial para θ, denotado por θ(0).
2. En la k-e´sima iteracio´n, se genera un nuevo valor θ∗ a partir de r(θ(k−1)|·, y)
3. Este valor se acepta con probabilidad α(θ(k−1), θ∗) dada por
min
{
1, pi(θ
∗|y)r(θ∗|y, θ(k−1))
pi(θk−1|y)r(θ(k−1)|y, θ∗)
}
.
Generando una variable aleatoria (v.a.) U con una distribucio´n uniforme
(0, 1), el nuevo valor es aceptado si U < α, esto es θ(j) = θ∗ de lo contrario
θ(j) = θ(j−1).
4. Repetir los pasos 2 e 3 para k = 1, 2, . . .
Como en el muestreador de Gibbs, el proceso comienza con un valor arbitrario,
y luego de ser iterado un nu´mero de veces y despue´s de un burn-in, e genera la
distribucio´n de las observaciones sobre la distribucio´n de intere´s. En este caso, el
kernel de transicio´n r genera un valor (candidato) que sera´ aceptada en funcio´n
del valor de α.
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El muestreador de Gibbs propuesto por Geman and Geman (1984) es uno
de los me´todos MCMC ma´s conocidos; por medio de e´ste se generan muestras
aleatorias de la distribucio´n de intere´s de forma indirecta mediante el siguiente
algoritmo.
Suponiendo la distribucio´n condicional θi|y, θ(−i), i = 1, . . . , l, el algoritmo
puede ser implementado mediante los siguientes pasos:
1. Determinar valores iniciales para los componentes de θ, denotado por θ(0) =
(θ(0)1 , . . . , θ
(0)
l ).
2. Generar la k-e´sima iteracio´n como sigue
* θ(k)1 ∼ θ(k)1 |θ(k−1)(−1) .
* θ(k)2 ∼ θ(k)2 |y, θ(k)1 , θ(k−1)3 , . . . , θ(k−1)l .
* θ(k)3 ∼ θ(k)3 |y, θ(k)1 , θ(k)2 , θ(k−1)4 , . . . , θ(k−1)l .
...
* θ(k)l ∼ θ(1)l |y, θ(k)(−l).
3. Repetir para k = 1, 2, . . . .
El proceso comienza con un valor arbitrario, el cual se itera un nu´mero de veces y
despue´s de un burn-in, se generan observaciones de la distribucio´n de intere´s, una
de las ventajas ma´s importantes de este algoritmo es que todas las simulaciones
son aceptadas, y en cada transicio´n se obtiene un punto diferente de la cadena.
Otros detalles del muestreador de Gibbs se pueden encontrar en (Gelfand and
Smith, 1990) y (Casella and George, 1992), entre otros.
