Mobile robots should possess accurate self-localization capabilities in order to be successfully deployed in their environment. A solution to this challenge may be derived from visual odometry (VO), which is responsible for estimating the robot's pose by analysing a sequence of images. The present paper proposes an accurate, computationally-efficient VO algorithm relying solely on stereo vision images as inputs. The contribution of this work is twofold. Firstly, it suggests a non-iterative outlier detection technique capable of efficiently discarding the outliers of matched features. Secondly, it introduces a hierarchical motion estimation approach that produces refinements to the global position and orientation for each successive step. Moreover, for each subordinate module of the proposed VO algorithm, custom non-iterative solutions have been adopted. The accuracy of the proposed system has been evaluated and compared with competent VO methods along DGPS-assessed benchmark routes. Experimental results of relevance to rough terrain routes, including both simulated and real outdoors data, exhibit remarkable accuracy, with positioning errors lower than 2%.
Introduction
Mobile robots require highly sophisticated and accurate algorithms to achieve accurate location estimations while moving in unknown environments and possessing no prior knowledge of the scene or the robot's motion [1] . Visual odometry (VO) algorithms are able to provide a solution in this respect, and the development of such effective algorithms has become an active research topic as a result. Compared to standard wheel odometry, VO encapsulates a number of advantages, such as the elimination of errors due to wheel slippage in estimating the camera position and the ability to obtain 3D motion estimations even with non-planar surfaces (where wheel odometry alone can only achieve 2D path estimation). Consequently, VO has become a prerequisite for many practical requirements of robotics technology, such as obstacle avoidance, simultaneous localization and mapping, and even in path-planning. It is only in applications where external disturbances of the camera do not allow for a VO solution that researchers investigate other odometry solutions, such as inertial-based solutions [2, 3] . The majority of VO algorithms utilize feature tracking to estimate the relative incremental motion between successive frames with sufficient spatial overlap. The estimation of the path followed is actually based on the summation of smaller, independent motion estimates. However, incremental egomotion estimation typically involves a certain amount of drift, which grows with the distance travelled, leading to accumulated pose errors as a result. In recent years, sophisticated methods have provided more efficient solutions, resulting in accurate localization systems. As described in [4] , the trajectory of a robot can be refined by a computationally intensive iterative optimization technique known as sparse bundle adjustment. The computation time of this method increases with the number of images, and therefore it is only applicable to robots with augmented computational resources. Another method for increasing the efficacy of VO algorithms is loopclosure, as reported in [5] . This relies on the hypothesis that a robot following an arbitrary route will eventually return to a previously visited area, and thus a database containing the salient points of every visited scene should be retained. Once a query image is matched with an image in the database, refinements to the covered path of the robot are applied. This approximation is very efficient when robots operate in indoor environments; however, in the domain of field robotics, where long distances need to be covered, the probability of passing through the same area twice will be low. Moreover, the size of the database grows continuously, resulting in an increased computational burden every time a new query image appears in the field of view (FoV) of the robot. Other approaches in this domain address the issue of the occurrence of cumulative errors in the pose of the robot by integrating information derived from both the onboard visual system and the global positioning system (GPS) [6] . Although the resulting VO framework enjoys more accurate estimations of the trajectory, when the robot operates in outdoor environments, it suffers from uncertain motion estimations in places with poor GPS reception.
The proposed VO algorithm was developed within the SPARTAN (Sparing Robotics Technologies for Autonomous Navigation) project, funded by the European Space Agency (ESA). This project focuses on the hardware implementation of computer vision algorithms suitable for planetary exploration rovers that exhibit limited computational resources, as described in [7] . Therefore, the present paper discusses in detail the developed localization algorithm as part of the SPARTAN vision system, which has been integrated and tested on a custom-made robotic platform. More precisely, this paper also extends the early work presented in [8] by thoroughly presenting the theoretical background of the statistical outlier detection algorithm, by providing a relationship between the robot's velocity and the camera's frame rate (aiming to regulate the outlier detection procedure), and by assessing the proposed algorithm with numerous simulated and real world datasets.
It is apparent that the adopted solution should avoid computationally demanding strategies and aim at the development of an algorithm able to operate in real time, even in robots with limited computational resources. Emphasis was placed on developing custom, non-iterative solutions at each step of the proposed algorithm's execution-the ultimate goal being to achieve solutions implementable for the hardware. The first step in the proposed VO method consists of the detection of the salient landmarks between successive images. We use the Speed-Up Robust Features (SURF) feature detector and matcher [9] , which ensures great repeatability and speed in the detection of the features between two consecutive frames with significant spatial overlap. A depth estimate of these features is then obtained by means of an enhanced stereo correspondence algorithm. Our solution is a rapidly executed local stereo algorithm embodying a bidirectional consistency check. The next step consists of a non-iterative outlier detection methodology able to discard both the mismatches between the features and the inserted errors due to the 3D reconstruction procedure. A hierarchical motion estimation technique, which produces robust estimations for the movement of the robot is then adopted, thus providing refinements to the robot's global position and orientation every time a new frame arrives. The resulting overall algorithm requires modest computational effort and can thus be exploited in applications where hardware implementation becomes a necessity. The subordinate modules of the introduced VO algorithm are summarized in Fig. 1 .
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The subordinate modules of the introduced VO algorithm are summarized in Fig. 1 . In a nutshell, the contributions of this paper can be summarized as:
The introduction of a non-iterative outlier detection
technique suitable for real-time robot applications.
2. The presentation of a hierarchical motion estimation method producing robust orientation and position estimations while providing refinements to the robot's trajectory at every single step.
3. The design of the subordinate modules of the proposed In a nutshell, the contributions of this paper can be summarized as:
1. The introduction of a non-iterative outlier detection technique suitable for real-time robot applications.
2.
The presentation of a hierarchical motion estimation method producing robust orientation and position estimations while providing refinements to the robot's trajectory at every single step.
3.
The design of the subordinate modules of the proposed VO algorithm in order to maintain the overall computational payload as low as possible.
The rest of the paper is organized as follows: the related work is outlined in Sec. 2; the adopted feature detection and matching technique are presented in Sec. 3.1, while the stereo correspondence algorithm with the 3D reconstruction routines is demonstrated in Sec. 3.2. Sec. 3.3 introduces the outlier detection method and Sec. 3.4 describes the hierarchical motion estimation methodology. In Sec. 4, the experimental validation is presented, followed by the discussion in Sec. 5.
Visual Odometry Methods
Recent decades have seen the application of VO methods to a significant number of implementations involving both real-time and offline approaches. Due to the fact that several alternative robotic architectures have been proposed, any attempt to provide a categorization of VO algorithms faces various difficulties. A common separating line among existing techniques is that involving vision, i.e., robots bearing either monocular or stereo vision systems. With regards to systems involving monocular vision, successful results for long-range routes have been presented, exploiting both perspective and omnidirectional cameras, as described in [10, 11] and [12] . However, it is well known that a moving calibrated camera observing a scene can recover the camera geometry and motion only up to a certain scale factor [13] . Due to this fact, VO algorithms implemented for stereo vision exhibit more stable behaviour [14] and, as a result, they have been preferred in the majority of the research conducted in the area [15] . In a stereo VO system, correspondences among points of interest appearing in a stereo rig are computed first in order to produce a disparity map, and then, by exploiting this depth information, 3D points are triangulated and fed into a module to estimate 3D motion [16] .
VO frameworks can also be categorized according to the landmark detection method used. For example, in [17] , the author adopts the feature tracking-based technique, while in [18] the optical flow method, which is based on local neighbourhood correlation, is utilized. In contrast with the dense optical flow technique, the utilization of a feature tracking method leads to less computationally demanding motion estimation tasks. Moreover, the success of the solely vision-based localization algorithms is, to a large extent, due to the development of robust feature detection and description methods. The most common feature detector is the Harris corner detector [19] , while more recently developed feature detection methods,, such as SIFT [20] , SURF [9] and even CenSurE [21] involve both feature detection and description practices. The mismatches within the tracked features, which result from either erroneous estimations of the feature detection algorithms or poor estimations of the depth during the 3D reconstruction, lead to cumulative errors when employed in an incremental motion estimation. Such limitations have led to multiple outlier detection techniques which aim to cope with this problem [22] . In the work presented in [23] , the authors make use of the RANSAC algorithm [24] in a least-square motion estimation routine for the detection of the outliers. This technique has since been adopted in many localization algorithms, such as those described in [25] and [26] . An alternative approach to detecting and removing outliers in such a localization system is that described in [27] , where only the salient points possessing a high confidence in the disparity space are retained, thus avoiding the introduction of noise due to mismatches in the stereo correspondence routine.
VO algorithms can be further categorized according to the means utilized in estimating robot motion. The majority of the developed monocular VO techniques rely on the theory of structure from motion (SFM)-the beginnings of which are traced in [28] . Methods exploiting SFM theory calculateusually under a restriction of error -the relative position and orientation of a set of frames relying on the matched salient points of the respective scenes [29, 30] . In addition, VO algorithms are usually accompanied by a refinement step that results in small corrections to the estimated robot trajectory. One of the most common techniques used is referred to as sparse bundle adjustment. According to this framework, location estimations can become more accurate by retaining a portion of any recent features in an iterative structure [31] , thereby making the need for increased computational resources imperative. A rather different approach -also leading to localization refinements -is that based on location recognition, i.e., loop-closure detection. This technique relies on content-based retrieval practices, in order to refine the robot's position estimation when features of a new frame are matched with those already existing in the database [5] . For a more comprehensive and in-depth literature survey of the VO algorithms that have been developed, the reader may refer to [32] .
Algorithm Description
In this section, the overall description of the proposed methodology is presented. It provides details of the 2D feature detection and matching routine, the 3D vision algorithm and the intermediate filtering steps, the outlier detection and discarding routine, the motion estimation as well as the one-step position refinement of the front end of the proposed algorithm. A detailed schematic depiction of the VO single-frame incremental update is provided in Fig. 2 .
Feature Detection and Matching
One of the most common traits among the VO algorithms is that they employ a feature detection methodology which in effect detects the salient points of an image. The most popular such methodologies employed in the localization problem are the SIFT, SURF and Harris corner detectors. The first two detectors are supplemented by their own description and matching algorithms. The Harris corner detection algorithm is a detector only, locating the corners of a scene; a common procedure to match such points with the corresponding points in successive images involves correlating the local neighbourhoods around the detected corners. Among the potential detectors that can be used in the localization algorithms [33] , the proposed system here employs SURF, which comprises a scale and rotation invariant detector and a descriptor. This attribute ensures robustness in the motion estimation when the robot's movement involves large motions around or along the optical axis. Moreover, the main reason moving us to choose the SURF algorithm lies in its potential to achieve high repeatability, distinctiveness and robustness, while revealing high computational efficiency, thus allowing significantly faster computation times at the same time. SURF provides a list containing the image coordinates of N matched features in two images. When two consecutive left-reference images of the stereo rig corresponding to the times t and t+1, respectively, are fed into the SURF algorithm, the number N of the features that result depends on a specific threshold. Fig. 3 depicts the SURF features matched across two frames, overlaid on the first one. More analytically, two different scenarios are tested in the same set of successive images: one with a strict SURF threshold and the other with a more tolerant one. Note that in Fig.  3(a) , where the threshold is exacting, no mismatches occur, as compared with Fig. 3(b) where the threshold is loose and, as a consequence, several mismatches can be found. In the proposed VO algorithm, a very stringent threshold is utilized, ensuring that the algorithm returns features that are robust enough, thus decreasing the occurrence of mismatches. ding to the e majority ely on the innings of methodology is presented. It provides details of the 2D feature detection and matching routine, the 3D vision algorithm and the intermediate filtering steps, the outlier detection and discarding routine, the motion estimation as well as the one-step position refinement of the front end of the proposed algorithm. A detailed schematic depiction of the VO single-frame incremental update is provided in Fig. 2 . Schematic representation of the VO single-frame incremental update approach.
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3D Vision Module
The next step in the proposed algorithm comprises the 3D reconstruction module, in which the 2D points previously extracted are now transformed into 3D points, i.e., the image coordinates are converted into a world coordinate system. This procedure comprises two different steps: the first one is the depth estimation of the scene utilizing a stereo correspondence algorithm such that every salient point obtains a disparity value, while the second one is the triangulation of the 3D 
The next step in the proposed algorithm comprises the 3D reconstruction module, in which the 2D points previously extracted are now transformed into 3D points, i.e., the image coordinates are converted into a world coordinate system. This procedure comprises two different steps: the first one is the depth estimation of the scene utilizing a stereo correspondence algorithm such that every salient point obtains a disparity value, while the second one is the triangulation of the 3D points, taking advantage of the previously estimated disparity values. The calculated 3D points correspond to the salient landmarks of the scene expressed in world coordinates.
Stereo Algorithm
Depth estimation constitutes the cornerstone of VO algorithms. The third dimension, i.e., the depth of the depicted objects, can be obtained either by stereo vision setups, structured light devices, RGB-D cameras, 3D laser scanners or time-of-flight sensors, etc. By calculating the depth of the depicted objects and given the geometry of the vision system, a 3D point cloud of the scene can be computed easily. However, in the domain of field robotics, the utilization of stereo vision systems for depth perception seems to be the most reliable solution, since the aforementioned devices are sensitive owing to different illumination conditions. Therefore, for the proposed VO algorithm, we assume a stereo rig and, in order to avoid the aforementioned drawbacks, a specially designed stereo correspondence algorithm is employed [34] . The efficiency of the stereo algorithm was extensively tested both in simulated and in real-world navigation instances, as with the example depicted in Fig. 4 . Under this method, the initially captured images are processed in order to extract the edges in the depicted scene, and the output of the edge detection procedure is then superimposed onto the initial ones, providing them with the most striking features and textured surfaces. The matching cost aggregation step consists of a sophisticated Gaussian-weighted sum of absolute differences (SAD). Moreover, the disparity selection step is a simple winner-takes-all choice, as the absence of any iteratively updated selection process significantly reduces the computational payload of the overall algorithm. The final step comprises a bidirectional consistency check where the selected disparity values are only approved if they are consistent, irrespective of which image is the reference and which is the target, resulting to the rejection of false correspondences. Furthermore, the precision of the final disparity values is set at a quarter pixel level as a result of a parabola curve-fitting procedure. edge detection procedure is then superimposed onto the initial ones, providing them with the most striking features and textured surfaces. The matching cost aggregation step consists of a sophisticated Gaussian-weighted sum of absolute differences (SAD). Moreover, the disparity selection step is a simple winner-takes-all choice, as the absence of any iteratively updated selection process significantly reduces the computational payload of the overall algorithm. The final step comprises a bidirectional consistency check where the selected disparity values are only approved if they are consistent, irrespective of which image is the reference and which is the target, resulting to the rejection of false correspondences. Furthermore, the precision of the final disparity values is set at a quarter pixel level as a result of a parabola curve-fitting procedure. Building upon this stereo algorithm, the proposed method utilizes the same algorithmic process; however, it calculates the disparity values alone for the pixels that correspond to the detected feature points in the image plane (instead of all the pixels in the scene). The advantage of this method is the reduced computational burden for www.intechopen.com Building upon this stereo algorithm, the proposed method utilizes the same algorithmic process; however, it calculates the disparity values alone for the pixels that correspond to the detected feature points in the image plane (instead of all the pixels in the scene). The advantage of this method is the reduced computational burden for the stereo algorithm, resulting in a very sparse disparity map and computing reliable disparity values for the points of interest only. Consequently, this method is able to provide depth estimations for the most prominent points in a scene, retaining a frame rate suitable for real-time robotics applications.
3D Reconstruction
Making use of the depth information calculated as the disparity, the positions of the detected features onto the image plane are then expressed in 3D world coordinates. More specifically, pixels expressed in camera coordinates (x c ,y c ,disp(x c ,y c )) with respect to the stereo geometry are transformed into 3D points (x,y,z). The XY plane coincides with the image plane while the Z axis denotes the depth of the scene. The relation between the world coordinates of a point P(x,y,z) and the coordinates on the image plane (x c ,y c ,disp(x,y)) is expressed by the pin-hole model and the stereo setup as
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where z is the depth value of a feature depicted in (x c ,y c ), b is the stereo camera's baseline, f the focal length of the lenses expressed in pixels, and disp(x c ,y c ) is the corresponding pixel's disparity value. In Eq. 1, x and y denote the abscissa and the ordinate in 3D world coordinates, corresponding to the (x c ,y c ) pixels in the image plane, respectively.
At this stage, it should be mentioned that the accuracy of the 3D reconstruction module is of great importance to the VO algorithm. The aforementioned 3D transformation strongly depends on the accuracy of the stereo process (i.e., any erroneous estimations of the depth will lead to incoherent estimations of the 3D coordinates of the features).
The accuracy of the resulting disparity map depends on the range resolution, which is the minimal change in range that the stereo vision system can differentiate [35] . The function that calculates the range l (in metres) within which the resolution is better than or equal to a desired value s (in metres) is as follows
where b is the baseline in metres, w is the horizontal image resolution in pixels, F is the camera's FoV in radians and c is the disparity accuracy in pixels. In general, the resolution deteriorates with distance and, therefore, the resolution accuracy decreases for the objects located far from the stereo camera. Apparently, the further a salient point is from the camera, the more erroneous the resulting depth estimations will be. In order to avoid the inclusion of erroneously estimated 3D points in the motion estimation step, a couple of different alternatives can be used. The first one involves the omission of those features corresponding to pixels with a disparity value smaller than a predefined threshold, depending on the range resolution that the current stereo geometry provides. The second alternative involves the adoption of a specific architecture for the stereo camera placement, whereby the latter should be tilted at a certain angle, ensuring that the 3D reconstructed features fall within the optimal disparity range [36] . Such an approach has been adopted during the construction of our robotic platform -the localization stereo camera is a Bumblebee2, placed 30 cm above the ground with a tilt of 31.55°. The existence of a tilted setup limits the largest observed distance, and as a result improves the obtained accuracy. However, the proposed methodology does not depend on a specific value of the tilt angle and can operate with any other value instead.
Outliers Detection
The feature detection, matching and 3D reconstruction modules result in several hundred pairs of features for two arbitrarily chosen consecutive frames. However, these matched features can include quite a few outliers, arising due to two different reasons: one stems from erroneous estimations of the depth values during the stereo correspondence procedure (thus inheriting errors from the 3D reconstruction module), while the other is due to the feature matching algorithm itself (i.e., SURF), which introduces mismatches as described in Sec. 3.1. As a result, an outlier detection and removal step on the matched features prior to the motion estimation procedure needs to be applied. The outlier detection method described in this work is specifically designed to exploit the dense sampling of the imaging device while the robot is in motion, thus allowing real-time robot navigation. Let us assume that the robot observes a specific point t P in 3D space as shown in Fig. 5 , such as t P = x t ,y t ,z t T . At time t + 1, the robot undergoes a specific motion with rotation t +1 t R and translation
, and the corresponding point t P is next observed as t +1 P = x t +1 ,y t +1 ,z t +1 T . The transformation from point t P to t +1 P is given as follows [37] : architecture for the stereo camera placement, whereby the latter should be tilted at a certain angle, ensuring that the 3D reconstructed features fall within the optimal disparity range [36] . Such an approach has been adopted during the construction of our robotic platform -the localization stereo camera is a Bumblebee2, placed 30 cm above the ground with a tilt of 31.55 o . The existence of a tilted setup limits the largest observed distance, and as a result improves the obtained accuracy. However, the proposed methodology does not depend on a specific value of the tilt angle and can operate with any other value instead. The feature detection, matching and 3D reconstruction modules result in several hundred pairs of features for two arbitrarily chosen consecutive frames. However, these matched features can include quite a few outliers, arising due to two different reasons: one stems from erroneous estimations of the depth values during the stereo correspondence procedure (thus inheriting errors from the 3D reconstruction module), while the other is due to the feature matching algorithm itself (i.e., SURF), which introduces mismatches as described in Sec. 3.1. As a result, an outlier detection and removal step on the matched features prior to the motion estimation procedure needs to be applied. The outlier detection method described in this work is specifically designed to exploit the dense sampling of the imaging device while the robot is in motion, thus allowing real-time robot navigation. Let us assume that the robot observes a specific point t P in 3D space as shown in Fig. 5 , such as t P = [x t , y t , z t ] T . At time t + 1, the robot undergoes a specific motion with rotation t t+1 R and translation t t+1 T = [T x , T y , T z ] T , and the corresponding point t P is next observed as t+1 P = [x t+1 , y t+1 , z t+1 ] T . The transformation from point t P to t+1 P is given as follows [37] :
Substituting the rotation and translation matrices in the previous equation, the following equation system is obtained,
x t =x t+1 cos α cos β+ 
where α, β and γ are the X − Y − Z fixed angles (roll, pitch and yaw, respectively).
For cases where the stereo camera acquires images at a high frame rate while the robot moves at regular speed, the changes in the pose of the robot for two consequent observations at times t to t + 1 can be considered to be negligible. We may therefore safely assume in Eq. 5 that α → 0, β → 0 and γ → 0. Applying these simplifications (i.e., considering only small angular and translational variations during successive frames) and by dividing Eq. 4a and Eq. 4c by x t and z t , respectively, we obtain the following, where ε 1 and ε 2 are two small deviation factors along the x and z directions, respectively. Considering that the robot moves slightly between the resulting frames, the majority of the observed features will have displacements quite close to zero, while the displacement that corresponds to the outliers will be erroneously estimated as ε 1 or ε 2 for the direction under consideration. Thus, the fractions described in Eq. 5 are related to the transition rates in the X and Z axes, respectively, and can be utilized for the detection of the outliers. The outliers are defined as numeric values in any dataset which have an unusually high deviation from either the statistical mean or the median value [38] . Thus, a margin around the region where these rates are close to the median rate value of all the matches can be established, denoting the inlier space. Consequently, all the rates that correspond to the matched features are comput-
, where N corresponds to the number of the matched features. A classical approach to screen the outliers is to use the standard deviation method, where the intervals determining the inliers region are typically set to equal ± three standard deviations (σ). Such an approach, according to Chebyshev's theorem, retains 88.89% of the dataset, rejecting all extreme values in a particular set of observations [39] . To increase the confidence level of the proposed method, we set a stricter margin of ± 2 σ, and the framework to discard the outliers is as follows:
In Eqs. 5, L z and L x correspond to the median value of the transition rate calculated for all the matched features on the Z and X axes, respectively. In a set of matched features N , if any fall outside the set margins of Eqs. 5, they are considered to be an outlier and hence discarded. Examples of this procedure are illustrated in Fig. 6 and Fig. 7 . Fig. 6 corresponds to a case in which the robot moves straight ahead without any rotation about its vertical axis. More specifically, Fig. 6 (a) presents the feature matches on the XZ plane for two successive frames. Note that the majority of the features possess a specific displacement, with the exception of few matches showing greater displacements.
The latter correspond to erroneous estimations of the depth by the stereo algorithm, leading to outliers, and they are excluded by the statistical filter defined by Eqs. 5. In Fig.  6(b) , the median value of the transition in the Z and X axes is denoted by the blue line, while the inlier region corresponding to the 2σ limit is set by the green lines. All the observation points outside this region comprise the outliers and are thus discarded. In Fig. 7 , the robot undergoes a small rotation about its vertical axis as indicated by the matched features in Fig. 7(a) . In this case, the existence of outliers is also noticeable. As shown in Fig. 7(b) , the Z axis outliers outnumber those on the X axis, suggesting that even though those features have been correctly matched by the SURF algorithm -as denoted by their ordinates alignment -they still suffer from erroneous estimations in their abscissa component (i.e., the depth axis Z ) and are therefore also discarded as outliers.
It becomes obvious that the efficiency of the proposed framework in detecting the outliers is greatly affected by the displacement of the robot between two feature measurements (i.e., two successive frames), requiring the robot's motion to be as smooth as possible. In such cases, there is a great deal of overlap between successive frames and the numerous available common features to be extracted. However, in applications where the speed of the robot is substantial, the distances travelled by the robot between successive frames can increase significantly. In such cases, the majority of the matched features will lie in the background of the scene, where the range resolution of the depth estimation is diminished (see Sec. 3.2.1), resulting in increased outlier numbers due to inaccurate depth estimations. This phenomenon can be counterbalanced by increasing the frame rate of the stereo camera, although this leads to increased data sampling notwithstanding the realtime frame rate restrictions in the operation of the VO algorithm. Hence, a need arises to determine a function that is able to relate the robot's linear velocity with the stereo camera's frame rate. The linear velocity is derived by differentiating Eq. 3 giving Eq. 7, Assuming small angular differentiations β, the rotation matrix t t+1 R can be safely substituted by the identity matrix I. In the next step, according to [37] , Ω × t+1 P can be replaced by the product S · t+1 P, where S is the skew matrix above the angular velocity. The latter is expressed as t t+1 Ω = [0, ω y , 0] T , due to the fact that only the XZ plane is examined. Since we consider two consecutive frames d t+1 t = 1/r, where r is the frame rate of the imaging equipment, the rotational velocity ω y is given as follows:
Substituting Eq. 10 into Eq. 9 and applying the requisite transformations, it can be shown that the robot's velocity can be expressed as a linear function encompassing the frame rate as follows:
Eq. 11 shows that there is indeed a linear relationship between the linear velocity of the mobile robot and the feature sampling rate. Therefore, in order to retain the efficiency of the proposed outlier detection method when the robot moves at higher velocities, the frame rate should be increased accordingly and, moreover, it should be ensured that the entire procedure is followed within the same circle. The efficiency of the proposed outlier detection method increases significantly when the robot's position change within successive frames is not significant.
Incremental Motion Estimation
The motion estimation module comprises the calculation of a transformation that maps the matched 3D reconstructed features between two successive time instances. In this module, only those correspondences that have passed the outlier detection procedure are utilized. Let us consider the resulting two 3D point clouds that correspond to times t and t + 1. The local coordinates' feature position vectors t+1 P on the reference image of the stereo pair at time t + 1 are related to the position vectors t P in the reference image of the corresponding stereo pair at time t according to Eq. 3. Ideally, three perfectly matched features should be sufficient to compute t t+1 T and t t+1 R. However, in practice with situations likely to give rise to errors, several independent 3D points are needed for the efficacious calculation of t t+1 T and t t+1 R, and which should minimize the following least squares Assuming small angular differentiations β, the rotation matrix t t+1 R can be safely substituted by the identity matrix I. In the next step, according to [37] , Ω × t+1 P can be replaced by the product S · t+1 P, where S is the skew matrix above the angular velocity. The latter is expressed as t t+1 Ω = [0, ω y , 0] T , due to the fact that only the XZ plane is examined. Since we consider two consecutive frames d t+1 t = 1/r, where r is the frame rate of the imaging equipment, the rotational velocity ω y is given as follows:
The motion estimation module comprises the calculation of a transformation that maps the matched 3D reconstructed features between two successive time instances. In this module, only those correspondences that have passed the outlier detection procedure are utilized. Let us consider the resulting two 3D point clouds that correspond to times t and t + 1. The local coordinates' feature position vectors t+1 P on the reference image of the stereo pair at time t + 1 are related to the position vectors t P in the reference image of the corresponding stereo pair at time t according to Eq. 3. Ideally, three perfectly matched features should be sufficient to compute t t+1 T and t t+1 R. However, in practice with situations likely to give rise to errors, several independent 3D points are needed for the efficacious calculation of t t+1 T and t t+1 R, and which should minimize the following least squares 
where t +1 t V P is the robot's velocity in the interval of two consecutive time steps t and t + 1. The expansion of Eq. 7 is given as follows:
( )
By using the expansion described in [37] , the term
P), where the operator × denotes the vector cross product. Therefore, Eq. 8 becomes:
Assuming small angular differentiations β, the rotation matrix t +1 t R can be safely substituted by the identity matrix I . In the next step, according to [37] , Ω× t +1 P can be replaced by the product S ⋅ t +1 P, where S is the skew matrix above the angular velocity. The latter is expressed as Substituting Eq. 10 into Eq. 9 and applying the requisite transformations, it can be shown that the robot's velocity can be expressed as a linear function encompassing the frame rate as follows:
The motion estimation module comprises the calculation of a transformation that maps the matched 3D reconstructed features between two successive time instances. In this (12) where N is the number of features used.
Additionally, the issues of computing t +1 t T and t +1 t R are dealt separately, since t +1 t T which minimizes the previous equation is:
In Eq. 13, t P and t +1 P are the centroids of each group of points P t and t +1 P, respectively:
Thus, the first step in this motion estimation procedure is to find the rotation matrix t +1 t R that minimizes the error function [40] ,
where
are the deviations with respect to the centroids. The rotation angle β is estimated by minimizing Eq. 15 using a full search scheme with examined orientation values within the range − π / 4,π / 4 with 0.01° steps. The output of this procedure comprises the instantaneous rotation angles forming the rotation matrices t +1 t R, which correspond to the rotations of the robot between successive frames. Therefore, the rotation angle corresponding to the global displacement of the rover at time t is then estimated by adding all the previous estimated rotations. The global translation of the robot is computed next by means of Eq. 13. The contribution of the outlier detection method is presented in Fig. 8 . The motion estimation module has been applied to a simulated dataset (described in detail in Section 4.1) related to a straight route on a planar surface. This route consists of 650 successive frames and, therefore, the rotation angle of the stereo camera within successive frames is zero. More specifically, in Fig. 8 (a) the rotation estimations refer to the proposed VO algorithm with -as well without -the inclusion of the outlier detection procedure. For the case where the outliers are detected and removed, the rotation estimations show smaller variations as compared with the inclusion of the outliers in the motion estimation. Furthermore, if no outlier detection is applied, the maximum error in the rotation angle is about 2.5°, leading to increased cumulative error in the motion estimation. On the other hand, in the case where the outlier detection method is made use of, the maximum rotation error is less than 0.35°, leading to smaller cumulative error.
The mean error together with the standard deviation for the examined sequence of frames is summarized in Table 1 . It can be seen that the mean values for the two separate cases are close to each other; however, the standard deviation in the case where the motion estimation makes use of the outliers detection method is decreased, leading to more accurate location estimations as the cumulative error increases more slowly with time. 
One-step Position Refinement
The position refinement module provides corrections to the location estimations of the robot. The purpose of this module is to improve the estimations that come from the motion estimation procedure, suppressing the computational cost at low levels. The proposed methodology provides refinements to the initially estimated 3D rotational angles. This correction is embodied in the accumulated rotation (i.e., from the starting point up to the current point). The position refinement procedure takes place in each successive frame and is applied to the already estimated rotational variables.
The output of the motion estimation is a rotation t +1 t R and translation t +1 t T matrix, comprising the transformation of the features at time t that conform best to the features at time t + 1. These transformation matrices are applied to the feature points t P, resulting in a new set of the estimated points t +1 P est . In the ideal case, with a perfect first-motion estimation, the points t +1 P est should exactly coincide with the points t +1 P. However, this rarely happens, and therefore the motion estimation module is applied once more between the points P est t +1
and P t +1
. In this way, a transformation of points P est t +1
that best conform to the points P t +1 is determined. The output of this procedure is a vector n, providing correction to the rotation angles for the robot's orientation. Consequently, the vector n = n α ,n β ,n γ comprises the angular corrections in the 3D space, ensuring that the final refinement leads to more accurate 3D location estimations for the robot displacement. The corrections n are added in the cumulative rotation estimations, and as such we obtain , refined B and refined Γ comprise the refined rotational angles from the starting point up to the current point corresponding to the roll, pitch and yaw angles, respectively.
The contribution of the position refinement module is illustrated in Fig. 8(b) . It can be seen that, compared to the case where the outlier detection module is made use of refinement procedure provides more accurate location estimations. Therefore, in this work, the trajectory of the robot is computed hierarchically, first calculating an initial transformation between the 3D point clouds of two successive frames, and then applying this transformation in the first 3D point cloud with the aim of producing refinements to the location estimations.
Experimental Validation
The performance of the proposed VO algorithm has been evaluated with simulated as well as real-world data. The simulated data were generated by 3D Studio Max, while the real-world data consist of two robot acquired-trajectories; the first one was recorded using the prototypes platform described in this work, and the second one is a part of the New College dataset. During these experiments, the proposed outlier detection procedure is compared with the RANSAC-Homography outlier detection procedure. Initially, this technique was utilized by [10] for the robot's motion estimation based solely on visual input, whereas a more sophisticated aspect -for the detection of the independent motion in a given scene -has been described in [41] . Besides the outlier detection methodology proposed in this work, RANSAC-Homography has also been made use of and, as a result, two variants of the proposed VO algorithm are obtained and compared. The implementation and the parameterization of the RANSAC-Homography technique is based on the framework that has been described analytically in [42] .
The proposed VO algorithm is designed as a lightweight solution to be employed in applications where few computational resources are available, such as in the case of space exploration. The novel part of this algorithm is the outlier detection routine, which is a single-frame operating tool that efficiently reduces the cumulative errors during the robot's successive motion estimates.
Therefore, concerning the experimental comparison, we felt that it would be reasonable to compare our algorithm with a well-established methodology that also operates in each frame and does not retain the inliers for later optimization during the robot's perambulation. The RANSAC-Homography outlier detection method is a widely employed technique and can be taken as a benchmark for evaluating the accuracy of the proposed method. Given a set of computed salient features in the scene -which are matched considering a proximity measurement and a similarity measurement -the steps for this outlier detection method can be summarized as follows:
1. A random sample of four correspondences is selected and the homography H is computed.
The
Euclidean distance for each putative correspondence is calculated.
3. The number of the inliers which are consistent with the homography H and which have Euclidean distances smaller than a predefined threshold are computed.
4. The steps 1 − 3 are repeated K times, where K is determined adaptively, and where the homography transformation that is satisfied by the majority of the features is detected.
5. The features that satisfy the homography detected in step 4 are considered as inliers and the rest of them are discarded as outliers.
In this experimental procedure, the parameters of the RANSAC-Homography outlier detection technique have been carefully selected under the RANSAC method to perform optimally. First of all, a strict Euclidean distance threshold for the consideration of the inliers has been selected to be constantly 0.05 m, within the normalized range of [0, 1]m. The reason for this selection is mainly to counterbalance as much as possible the discretization of the disparity image space, with the aim of capturing the transformations stemming from correspondences several metres away from the stereo camera. The number of iterations K was determined adaptively and the iterations cease when the number of the remaining outliers is greater than 30, thus ensuring robustness in the estimation of the transformation. However, in order to avoid the noisy cases where the algorithm converges too quickly (less than 100 iterations), the experiment is repeated by randomly permuting the order of correspondences" and the RANSAC is initialized again. Although RANSAC performs very well when applied to data with few outliers, it regularly fails to find an optimal model when the number of inliers is less than 50% of the utilized data. This is the case where the robot performs quick turns and where the correctly matched features decrease in number, alone, the variations in the rotation angle for a straight route are even lower. As indicated in Table 1 , the mean error in the rotation angle for the straight route is close to zero, and the standard deviation is lower than with the other two cases. The utilization of the outlier detection module is crucial for the performance of the motion estimation procedure, while the position refinement procedure provides more accurate location estimations. Therefore, in this work, the trajectory of the robot is computed hierarchically, first calculating an initial transformation between the 3D point clouds of two successive frames, and then applying this transformation in the first 3D point cloud with the aim of producing refinements to the location estimations.
Experimental Validation
The performance of the proposed VO algorithm has been evaluated with simulated as well as real-world data. The simulated data were generated by 3D Studio Max, while the real-world data consist of two robot acquired-trajectories; the first one was recorded using the prototypes platform described in this work, and the second one is a part of the New College dataset. During these experiments, the proposed outlier detection procedure is compared with the RANSAC-Homography outlier detection procedure. Initially, this technique was utilized by [10] for the robot's motion estimation based solely on visual input, whereas a more sophisticated aspect -for the detection of the independent motion in a given scene -has been described in [41] . Besides the outlier detection methodology proposed in this work, RANSAC-Homography has also been made use of and, as a result, two variants of the proposed VO algorithm are obtained and compared. The implementation and the parameterization of the RANSAC-Homography technique is based on the framework that has been described analytically in [42] . The proposed VO algorithm is designed as a lightweight solution to be employed in applications where few computational resources are available, such as in the case of space exploration. The novel part of this algorithm is the outlier detection routine, which is a single-frame operating tool that efficiently reduces the cumulative errors during the robot's successive motion estimates. Therefore, concerning the experimental comparison, we felt that it would be reasonable to compare our algorithm with a well-established methodology that also operates in each frame and does not retain the inliers for later optimization during the robot's perambulation. The RANSAC-Homography outlier detection method is a widely employed technique and can be taken as a benchmark for evaluating the accuracy of the proposed method. Given a set of computed salient features in the scene -which are matched considering a proximity measurement and a similarity measurement -the steps for this outlier detection method can be summarized as follows:
1.
A random sample of four correspondences is selected and the homography H is computed.
The Euclidean distance for each putative correspondence is calculated.
4.
The steps 1-3 are repeated K times, where K is determined adaptively, and where the homography transformation that is satisfied by the majority of the features is detected.
5.
The features that satisfy the homography detected in step 4 are considered as inliers and the rest of them are discarded as outliers.
In this experimental procedure, the parameters of the RANSAC-Homography outlier detection technique have been carefully selected under the RANSAC method to perform optimally. First of all, a strict Euclidean distance threshold for the consideration of the inliers has been selected to be constantly 0.05 m, within the normalized range of [0, 1]m. The reason for this selection is mainly to counterbalance as much as possible the discretization of the disparity image space, with the aim of capturing the transformations stemming from correspondences several metres away from the stereo camera. The number of iterations K was determined adaptively and the iterations cease when the number of the remaining outliers is greater than 30, thus ensuring robustness in the estimation of the transformation. However, in order to avoid the noisy cases where the algorithm converges too quickly (less than 100 iterations), the experiment is repeated by randomly permuting the order of correspondences,, and the RAN-SAC is initialized again. Although RANSAC performs very well when applied to data with few outliers, it regularly fails to find an optimal model when the number of inliers is less than 50% of the utilized data. This is the case where the robot performs quick turns and where the correctly matched features decrease in number, while noise due to blurred images is also introduced. On the other hand, the proposed method depends on fewer parameters and it does not seek an sufficient subset of inliers to converge on an optimal model, although it discards the outliers separately and then the remaining features are utilized to compute the transformation.
Obviously, the computational burden of the RANSAC method increases with the number of iterations K , while the estimation of the homography H at every step also constitutes a demanding procedure. On the other hand, the outlier detection method proposed in the present paper consists of a simple statistical filtering procedure with the computational cost depending only on the number of detected feature pairs in two successive frames.
Simulated Data
Simulated dataset #1. This dataset consists of 3,200 stereo pair frames corresponding to a 100 m route and was created using the 3DS-Max software. The camera was placed 30 cm above the ground and tilted by 31.55°, as dictated by the geometry of the vision system of the ESA ExoMars rover. The relative translation between the successive frames was constant and approximately 3 cm. The surface of the rendered images comprises a rocky and uneven environment, as depicted in Fig. 9 . This simulated route can be considered as modestly challenging for a VO algorithm, as it mostly consists of straight paths with minor turns. Additionally, the dataset is accompanied by a very accurately measured ground-truth route. With this dataset, the performance of both the proposed VO algorithm and the version using the RANSAC-Homography outlier detection procedure is evaluated. Fig. 10(a) depicts the 2D position estimates against the ground-truth, while Fig. 10(b) presents the estimated positions for the method used as a benchmark. The total positioning accuracy of the proposed algorithm is 0.62 m for a 100 m route, while that of the benchmark is 2.15 m for the same route. The accuracy is evaluated on the basis of the Euclidean distance and includes the 3D displacements of the stereo camera. Moreover, the accuracy of the examined methods can be further analysed by examining the rotation estimations among all the successive frames,, as presented in Fig. 10(c) . Fig. 10 (c) depicts the instantaneous rotation estimations for all the frames of the route against the ground-truth values. It should be noted that the VO framework that includes the RANSAC-Homography outlier detection method introduces more instabilities, as compared with that proposed here. Moreover, a full examination of the real potential of a VO algorithm also makes it necessary to examine the continuous deviation of the algorithm from the ground-truth. Fig.  10(d) presents the deviation of the compared VO algorithms against the ground-truth along the entire route. It is seen that the currently proposed method outperforms that based on the RANSAC-Homography outlier detection procedure, with its estimated trajectory being constantly closer to the ground-truth. Furthermore, the cumulative error denoted by the area under the curves in Fig. 10(d) is seen to be greater for the benchmark method (also shown by the increased deviation distances, from the groundtruth, as the robot moves away from the starting point).
Simulated dataset #2. This dataset was also created using the 3DS-Max software and consists of 1,836 stereo pair frames corresponding to a 110 m route. The architecture of the stereo geometry was different in this dataset as the camera was placed one metre above the ground with a tilt of 35°. However, in this dataset, the sampling rate was sparser and the relative displacement between the successive frames was constant at approximately 6 cm. Fig. 11 presents the uneven and rocky environment depicted on the rendered images. In contrast with the previous route, the current one constitutes a greater challenge for the VO algorithm as it consists of a series of continuous turns instead of straight lines. This dataset is also accompanied by a very accurately measured ground-truth. The performance of the examined VO algorithm was also tested with this dataset and is presented in Fig. 12(a) andFig 12(b) . The accuracy in terms of the 3D positioning of the proposed VO algorithm is better than 0.49 m for the 110 m route, whereas at the same time the accuracy of the benchmark method is no better than 1.30 m. The accuracies of the two compared methods are further analysed by examining the rotation estimations for all the successive frames as presented in Fig.  12(c) , which depicts the instantaneous rotation estimations for all the frames of the route against the ground-truth values. As in the simulated dataset #1, the VO framework, which includes the RANSAC-Homography method, introduces errors in the estimations of the rotation angles as a result of inadequate outlier detection. On the other hand, the rotation angles resulting from the current proposed VO framework are shown to be closer to the ground-truth. Finally, Fig. 12(d) presents the continuous deviation from the ground-truth, with the magnitude of the area under each curve being a measure of the cumulative error in the motion estimation, and thus revealing the better performance of the proposed method versus the benchmark method.
Outdoors Data
Robot-acquired dataset. The accuracy of the VO algorithm has been examined for real-world data and -specificallyfor an 11 m sequence acquired during the field deployment of our robot platform using the localization stereo camera, i.e., Bumblebee2. It consists of a rocky and sandy environment near the premises of Democritus University of Thrace, Xanthi, Greece, and it has been acquired under low lighting conditions with a low elevation angle of the sun. The consists of a simple statistical filtering procedure with the computational cost depending only on the number of detected feature pairs in two successive frames. Simulated dataset #1. This dataset consists of 3,200 stereo pair frames corresponding to a 100 m route and was created using the 3DS-Max software. The camera was placed 30 cm above the ground and tilted by 31.55 o , as dictated by the geometry of the vision system of the ESA ExoMars rover. The relative translation between the successive frames was constant and approximately 3 cm. The surface of the rendered images comprises a rocky and uneven environment, as depicted in Fig. 9 . This simulated route can be considered as modestly challenging for a VO algorithm, as it mostly consists of straight paths with minor turns. Additionally, the dataset is accompanied by a very accurately measured ground-truth route. With this dataset, the performance of both the proposed VO algorithm and the version using the RANSAC-Homography outlier detection procedure is evaluated. Fig. 10(a) depicts the 2D position estimates against the ground-truth, while Fig. 10(b) presents the estimated positions for the method used as a benchmark. The total positioning accuracy of the proposed algorithm is 0.62 m for a 100 m route, while that of the benchmark is 2.15 m for the same route. The accuracy is evaluated on the basis of the Euclidean distance and includes the 3D displacements of the stereo camera. Moreover, the accuracy of the examined methods can be further analysed by examining the rotation estimations among all the successive frames" as presented in Fig. 10(c) . Fig. 10 (c) depicts the instantaneous rotation estimations for all the frames of the route against the ground-truth values. It should be noted that the VO framework that includes the RANSAC-Homography outlier detection method introduces more instabilities, as compared with that proposed here. Moreover, a full examination of the real potential of a VO algorithm also the robot moves away from Simulated dataset #2. This d the 3DS-Max software and frames corresponding to a 1 of the stereo geometry wa the camera was placed one a tilt of 35 o . However, in rate was sparser and the re the successive frames was cm. Fig. 11 presents the un depicted on the rendered i previous route, the curren challenge for the VO algori of continuous turns instead is also accompanied by a ground-truth. The perform algorithm was also tested presented in Fig. 12(a) and terms of the 3D positioning o is better than 0.49 m for the same time the accuracy of better than 1.30 m. The acc methods are further analyse estimations for all the suc in Fig. 12 (c), which depict estimations for all the fram ground-truth values. As in VO framework, which inclu method, introduces errors in angles as a result of inade the other hand, the rotatio current proposed VO frame to the ground-truth. Fina continuous deviation from magnitude of the area unde of the cumulative error in th revealing the better perform versus the benchmark metho
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Outdoors Data
Robot-acquired dataset. The has been examined for real-w for an 11 m sequence acquire of our robot platform using t i.e., Bumblebee2. It cons environment near the premi of Thrace, Xanthi, Greece, an low lighting conditions wi the sun. The gathered im with the relative translatio gathered images cover a route of 11 m with the relative translation among successive frames being approximately 0.10m. As a result, the dataset consists of 116 consequent stereo pairs accompanied by ground-truth measurements acquired by a DGPS, namely the Promark 500 Magellan DGPS (see Fig. 14 ). In the current experiment, the performance of the proposed algorithm and the benchmark algorithm are evaluated. Fig. 14 depicts the 2D position estimates of the currently proposed VO method, with remarkable accuracy for the entire route. The VO algorithm making use of the RANSAC-Homography outlier detection procedure (Fig. 14(b) ) is seen to achieve less accurate results, which become worse towards the last part of the route, exhibiting increased cumulative errors. More precisely, the proposed VO method achieved almost 20cm positioning accuracy across the 11 m route, i.e., a positioning error as low as 2% (Fig. 14(a) ). One the other hand, the benchmark method achieved 1.8m positioning accuracy for the same route, i.e., a positioning error of 16.3% (Fig. 14(b) ). Although the orientation ground-truth data were not taken in for this experiment, it can be clearly seen in Fig. 14(a) that the robot's estimated trajectory follows precisely the displacement ground-truth derived from the DGPS data. Moreover, the continuous deviation -expressed as the being approximately 0.10m. As a result, the dataset consists of 116 consequent stereo pairs accompanied by ground-truth measurements acquired by a DGPS, namely the Promark 500 Magellan DGPS (see Fig. 14 ). In the current experiment, the performance of the proposed algorithm and the benchmark algorithm are evaluated. Fig. 14 depicts the 2D position estimates of the currently proposed VO method, with remarkable accuracy for the entire route. The VO algorithm making use of the RANSAC-Homography outlier detection procedure ( Fig. 14(b) ) is seen to achieve less accurate results, which become worse towards the last part of the route, exhibiting increased cumulative errors. More precisely, the proposed VO method achieved almost 20cm positioning accuracy across the 11 m route, i.e., a positioning error as low as 2% ( Fig. 14(a) ). One the other hand, the benchmark method achieved 1.8m positioning accuracy for the same route, i.e., a positioning error of 16.3% (Fig. 14(b) ). Although the orientation ground-truth data were not taken in for this experiment, it can be clearly seen in Fig. 14(a) that the robot's estimated trajectory follows precisely the displacement ground-truth derived from the DGPS data. Moreover, the continuous deviation -expressed as the Euclidean distance from the ground-truth at each estimated position -is also depicted in Figure 14 (c), revealing that the utilized method retains constantly a deviation of less than 20cm, in contrast with the benchmark method where the cumulative error increases almost exponentially after the first 70 frames.
The New College dataset. The performance of the proposed VO algorithm has been evaluated further with a publicly available, real outdoors dataset, namely the "New College Dataset", [43] , provided to the vision research community by the Oxford Mobile Robotics Group. The robotic platform used for the acquisition of these data was a two-wheeled Segway RMP200 base, equipped with a Bumblebee2 stereo camera. The stereo camera was placed around 1 m above the ground and tilted by approximately being approximately 0.10m. As a result, the dataset consists of 116 consequent stereo pairs accompanied by ground-truth measurements acquired by a DGPS, namely the Promark 500 Magellan DGPS (see Fig. 14 ). In the current experiment, the performance of the proposed algorithm and the benchmark algorithm are evaluated. Fig. 14 depicts the 2D position estimates of the currently proposed VO method, with remarkable accuracy for the entire route. The VO algorithm making use of the RANSAC-Homography outlier detection procedure ( Fig. 14(b) ) is seen to achieve less accurate results, which become worse towards the last part of the route, exhibiting increased cumulative errors. More precisely, the proposed VO method achieved almost 20cm positioning accuracy across the 11 m route, i.e., a p ( Fig. 14(a) ). One the other h achieved 1.8m positioning a i.e., a positioning error of 1 the orientation ground-truth this experiment, it can be that the robot's estimated the displacement ground-tru data. Moreover, the contin as the Euclidean distance fr estimated position -is als revealing that the utilized a deviation of less than 2 benchmark method where th almost exponentially after th
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proposed VO algorithm has b publicly available, real outdo College Dataset", [43] , prov community by the Oxford M robotic platform used for the a two-wheeled Segway RM Bumblebee2 stereo camera. T around 1 m above the ground 13 o . The frame rate of the c Euclidean distance from the ground-truth at each estimated position -is also depicted in Figure 14 (c), revealing that the utilized method retains constantly a deviation of less than 20cm, in contrast with the benchmark method where the cumulative error increases almost exponentially after the first 70 frames.
The New College dataset. The performance of the proposed VO algorithm has been evaluated further with a publicly available, real outdoors dataset, namely the "New College Dataset", [43] , provided to the vision research community by the Oxford Mobile Robotics Group. The robotic platform used for the acquisition of these data was a two-wheeled Segway RMP200 base, equipped with a Bumblebee2 stereo camera. The stereo camera was placed around 1 m above the ground and tilted by approximately 13°. The frame rate of the camera was 20 Hz, providing grey-scale images with a resolution of 512×384 pixels, similar to those depicted in Fig. 15 . This dataset is split into three different epochs, with epoch B comprising a route across uneven terrain with lot of rolling between successive frames -which in some cases were even dark -being selected for the evaluation of the proposed VO algorithm. Furthermore, this dataset consists of 9,000 frames corresponding to a 647 m route, and includes both smooth and sharp turns about the vertical axis of the robot. In addition, a person pushing a cart showed up during the run, al- Experimental validation with the robot-acquired outdoor dataset: a) the left reference image of a stereo pair, b) the right reference image of a stereo pair, and c) the prototype robot equipped with a differential global positioning system (DGPS) system during its deployment in the field.
grey-scale images with a resolution of 512×384 pixels, similar to those depicted in Fig. 15 . This dataset is split into three different epochs, with epoch B comprising a route across uneven terrain with lot of rolling between successive frames -which in some cases were even dark -being selected for the evaluation of the proposed VO algorithm. Furthermore, this dataset consists of 9,000 frames corresponding to a 647 m route, and includes both smooth and sharp turns about the vertical axis of the robot. In addition, a person pushing a cart showed up during the run, although this had no bearing on the accuracy of the proposed algorithm, as any matched feature was rejected as an outlier. The ground-truth was measured by a DGPS. In Fig. 15(c) , the aerial image of the route under consideration is illustrated with the ground-truth superimposed on it. In this experiment, the performance of the proposed algorithm and the benchmark algorithm were evaluated. Fig. 16(a) depicts the 2D position estimates of the currently proposed VO method, with consistent accuracy for almost the entire route being apparent. The VO algorithm making use of the RANSAC-Homography outlier detection procedure (Fig. 16(b) ) is also seen to achieve credible results for up to about the middle of the route followed, although with increasingly inaccurate estimates due to increasing cumulative error. More specifically, the proposed VO method achieved 7.08 m positioning accuracy across a 647 m route (i.e., a positioning error as low as 1.1%), while the competing method could only achieve 13.60 m positioning accuracy corresponding to a positioning error of 2.1%. The discrepancy in the accuracy between the two methods considered can be explained by reference to Fig.16(c) , where it can be seen that the instantaneous errors introduced in the rotation angles for the benchmark method are greater than 4 o . Even if the two algorithms had only 1 m divergence along a 647 m route -which could well be considered negligible -the diagram in Fig. 16(d) reveals that the continuous deviation from the ground-truth is quite different for the two methods. The proposed Experimental validation with the robot-acquired outdoor dataset: a) the left reference image of a stereo pair, b) the right reference image of a stereo pair, and c) the prototype robot equipped with a differential global positioning system (DGPS) system during its deployment in the field.
grey-scale images with a resolution of 512×384 pixels, similar to those depicted in Fig. 15 . This dataset is split into three different epochs, with epoch B comprising a route across uneven terrain with lot of rolling between successive frames -which in some cases were even dark -being selected for the evaluation of the proposed VO algorithm. Furthermore, this dataset consists of 9,000 frames corresponding to a 647 m route, and includes both smooth and sharp turns about the vertical axis of the robot. In addition, a person pushing a cart showed up during the run, although this had no bearing on the accuracy of the proposed algorithm, as any matched feature was rejected as an outlier. The ground-truth was measured by a DG of the route under con ground-truth superimp the performance of th benchmark algorithm w the 2D position estimat method, with consisten route being apparent. of the RANSAC-Homog (Fig. 16(b) ) is also see up to about the middle with increasingly inacc cumulative error. Mo method achieved 7.08 647 m route (i.e., a po while the competing m positioning accuracy co of 2.1%. The discrepa two methods considere to Fig.16(c) , where it ca errors introduced in the method are greater than only 1 m divergence alon be considered negligible that the continuous de quite different for the Figure 13 . Experimental validation with the robot-acquired outdoor dataset: a) the left reference image of a stereo pair, b) the right reference image of a stereo pair, and c) the prototype robot equipped with a differential global positioning system (DGPS) system during its deployment in the field though this had no bearing on the accuracy of the proposed algorithm, as any matched feature was rejected as an outlier. The ground-truth was measured by a DGPS. In Fig.  15(c) , the aerial image of the route under consideration is illustrated with the ground-truth superimposed on it. In this experiment, the performance of the proposed algorithm and the benchmark algorithm were evaluated. Fig.  16(a) depicts the 2D position estimates of the currently proposed VO method, with consistent accuracy for almost the entire route being apparent. The VO algorithm making use of the RANSAC-Homography outlier detection procedure ( Fig. 16(b) ) is also seen to achieve credible results for up to about the middle of the route followed, although with increasingly inaccurate estimates due to increasing cumulative error. More specifically, the proposed VO method achieved 7.08 m positioning accuracy across a 647 m route (i.e., a positioning error as low as 1.1%), while the competing method could only achieve 13.60 m positioning accuracy corresponding to a positioning error of 2.1%. The discrepancy in the accuracy between the two methods considered can be explained by reference to Fig.16(c) , where it can be seen that the instantaneous errors introduced in the rotation angles for the benchmark method are greater than 4°. Even if the two algorithms had only 1 m divergence along a 647 m route -which could well be considered negligible -the diagram in Fig. 16(d) reveals that the continuous deviation from the ground-truth is quite different for the two methods. The proposed algorithm exhibits robust behaviour during the entire travelled route and the cumulative error -compared with that of the benchmark method -is smaller, as indicated by the areas under the curves in Fig. 16(d) . The behaviour of the two error-curves is too irregular to see a clear-cut pattern. A reasonable conclusion would be to say that the error for RANSAC-Homography and the proposed method grows linearly. However, in the RANSAC-Homography method, after the first 5,000 frames, the cumulative error seems to increase with a higher gradient while the error in the proposed methodology evolves more smoothly, thus revealing its superiority.
The Atacama Desert dataset. The performance of the proposed VO algorithm has been evaluated further with a publicly available real outdoor dataset, namely the "Atacama Desert Dataset". This image sequence comprises an additional dataset which was acquired in the Atacama Desert in Chile [44] and includes data from a 6 km route of highly representative Martian terrain [45] . This dataset is accompanied by sparse DGPS ground-truth measurements, while a reference stereo pair of images is illustrated in Fig. 17 .
A subset of this dataset (approximately 96.5 m with a 6 cm distance between successive frames) was selected, where the DGPS data were dense enough, to be used in this work. In particular, we have evaluated our system on the part of this dataset that is accompanied with consistent groundtruth data. The subset considered consists of 1,530 frames corresponding to a 96.5 m route. Although the robot motion is calculated for every frame, the accuracy could be computed only on those frames for which DGPS measurements were available. Figure 18(a) shows that the estimated trajectory closely follows the DGPS ground-truth and performs better than the VO making use of the RANSAC- algorithm exhibits robust behaviour during the entire travelled route and the cumulative error -compared with that of the benchmark method -is smaller, as indicated by the areas under the curves in Fig. 16(d) . The behaviour of the two error-curves is too irregular to see a clear-cut pattern. A reasonable conclusion would be to say that the error for RANSAC-Homography and the proposed method grows linearly. However, in the RANSAC-Homography method, after the first 5,000 frames, the cumulative error seems to increase with a higher gradient while the error in the proposed methodology evolves more smoothly, thus revealing its superiority.
A subset of this dataset (approximately 96.5 m with a 6 cm distance between successive frames) was selected, where the DGPS data were dense enough, to be used in this work. In particular, we have evaluated our system on the part of this dataset that is accompanied with consistent ground-truth data. The subset considered consists of 1,530 frames corresponding to a 96.5 m route. Although the robot motion is calculated for every frame, the accuracy could be computed only on those frames for which DGPS measurements were available. Figure 18 (a) shows that the estimated trajectory closely follows the DGPS ground-truth and performs better than the VO making use of the RANSAC-Homography outlier detection procedure (see Fig. 18(b) ). Specifically, the proposed method achieved a 2.2% positioning error, which is better than the 4.6% that the benchmark method achieved. The superiority of the proposed outlier detection algorithm is also exhibited in Fig. 18(c) , where the deviations in terms of the Euclidean distance from the ground-truth for every single frame are illustrated for both the examined methods. It should also been mentioned that representative videos that exhibit the performance of our algorithm are available at [46] .
Additional Comparisons
Processing Times: To further evaluate the performance of the proposed outliers detection algorithm and prove its suitability to be used on low-computational resources setups, such as those utilized in space exploration, we conducted an additional experiment regarding the processing times.
Specifically, we assessed the computational time required for the outliers detection procedure -which represents the great novelty of the proposed work -and compared it with the Ransac outlier detection methodology. For each frame of the sequence, the processing time required to compute the inliers was measured and averaged across all the frames of the sequence, while the variance of the processing times was also computed. The same experiment was performed both for the proposed outliers detection technique and for the Ransac method and repeated across all the datasets utilized in the above-mentioned experimental procedure. The results are exhibited in Fig. 19(a) , where it can be seen that the proposed method computes the inliers in each scene almost twice as fast as the Ransac methodology, with indicative statistical significance. Additionally, it should be noted that both algorithms were tested using the same parameterization setup for all the examined datasets and that the experiments were conducted on the same PC. Homography outlier detection procedure (see Fig. 18(b) ). Specifically, the proposed method achieved a 2.2% positioning error, which is better than the 4.6% that the benchmark method achieved. The superiority of the proposed outlier detection algorithm is also exhibited in Fig. 18(c) , where the deviations in terms of the Euclidean distance from the ground-truth for every single frame are illustrated for both the examined methods. It should also been mentioned that representative videos that exhibit the performance of our algorithm are available at [46] .
Processing Times: To further evaluate the performance of the proposed outliers detection algorithm and prove its suitability to be used on low-computational resources in this work compared with the Ransac methodology. By observing the above-mentioned experimental procedure, where the trajectories are directly evaluated, it is expected that the the number of the inliers retained at each frame in the proposed method will be decreased when compared with the benchmark method. This logical assumption is proved by the additional experimental results shown in Fig. 19(b) , where the averaged number of retained inliers for all the sequences regarding both the examined methods is illustrated. It is proved in all the datasets that the proposed method retains fewer inliers when compared with the Ransac methodology, with important statistical significance. These findings further explain the differences in the cumulative errors of the two methods and justifies the superiority of the proposed VO algorithm with respect to the benchmark methodology.
Discussion
In this work, a computationally efficient stereo VO algorithm was presented. The algorithm is made up of a number of custom-tailored, non-resource consuming modules in order to keep the level of the computational burden low. In the first step, the salient features of the images are detected using the SURF algorithm. The scene's depth information is then acquired by exploiting a stereo correspondence method appropriate to robot applications, followed by the 3D reconstruction of any detected points by means of triangulation. In the next step, a novel statistical-based, non-iterative outlier detection technique was applied in order to discard the outlier features. The retained features were then utilized by the motion estimation module, which is responsible for the calculation of the robot's angular rotation and linear translation in each individual step. For a single step, a position refinement technique is then used at each frame to correct the global orientation of the robot. Due to its simplicity, the localization procedure can be applied in high-frame rate camera systems, ensuring at the same time that rapid robot movements will introduce no faults in in this work compared with the Ransac methodology. By observing the above-mentioned experimental procedure, where the trajectories are directly evaluated, it is expected that the the number of the inliers retained at each frame in the proposed method will be decreased when compared with the benchmark method. This logical assumption is proved by the additional experimental results shown in Fig. 19(b) , where the averaged number of retained inliers for all the sequences regarding both the examined methods is illustrated. It is proved in all the datasets that the proposed method retains fewer inliers when compared with the Ransac methodology, with important statistical the superiority of the propos to the benchmark methodolo
In this work, a computa algorithm was presented. of a number of custom-tailo modules in order to keep th burden low. In the first the images are detected usi scene's depth information is a stereo correspondence m applications, followed by t detected points by means of t a novel statistical-based, n technique was applied in features. The retained fea the motion estimation mod the calculation of the robot' translation in each individu position refinement techniqu to correct the global orienta simplicity, the localization setups, such as those utilized in space exploration, we conducted an additional experiment regarding the processing times. Specifically, we assessed the computational time required for the outliers detection procedure -which represents the great novelty of the proposed work -and compared it with the Ransac outlier detection methodology. For each frame of the sequence, the processing time required to compute the inliers was measured and averaged across all the frames of the sequence, while the variance of the processing times was also computed. The same experiment was performed both for the proposed outliers detection technique and for the Ransac method and repeated across all the datasets utilized in the abovementioned experimental procedure. The results are exhibited in Fig. 19(a) , where it can be seen that the proposed method computes the inliers in each scene almost twice as fast as the Ransac methodology, with indicative statistical significance. Additionally, it should be noted that both algorithms were tested using the same parameterization setup for all the examined datasets and that the experiments were conducted on the same PC.
Outlier Detection: An additional experiment that proves the efficiency of the proposed method comprises the qualitative comparison of the number of outliers discarded in this work compared with the Ransac methodology. By observing the above-mentioned experimental procedure, where the trajectories are directly evaluated, it is expected that the the number of the inliers retained at each frame in the proposed method will be decreased when compared with the benchmark method. This logical assumption is proved by the additional experimental results shown in Fig. 19(b) , where the averaged number of retained inliers for all the sequences regarding both the examined methods is illustrated. It is proved in all the datasets that the proposed method retains fewer inliers when compared with the Ransac methodology, with important statistical significance. These findings further explain the differences in the cumulative errors of the two methods and justifies the superiority of the proposed VO algorithm with respect to the benchmark methodology. Figure 19 . a) The averaged computational time needed for each frame evaluated on both methodologies for all five of the examined datasets; b) the averaged number of inliers retained in frames evaluated by both methodologies for all five of the examined datasets. Note that in both experiments the variance is provided besides the mean value to illustrate any indicative statistical significance of our findings.
its pose computation. This suggests that at very high sampling rates, the proposed outlier detection technique can efficiently discard the outliers. Figure 19 . a) The averaged computational time needed for each frame evaluated on both methodologies for all five of the examined datasets; b) the averaged number of inliers retained in frames evaluated by both methodologies for all five of the examined datasets. Note that in both experiments the variance is provided besides the mean value to illustrate any indicative statistical significance of our findings. Figure 19 . a) The averaged computational time needed for each frame evaluated on both methodologies for all five of the examined datasets; b) the averaged number of inliers retained in frames evaluated by both methodologies for all five of the examined datasets. Note that in both experiments the variance is provided besides the mean value to illustrate any indicative statistical significance of our findings.
its pose computation. This suggests that at very high sampling rates, the proposed outlier detection technique can efficiently discard the outliers. The ability of the introduced outlier detection method to operate efficiently is based on the fact that feature tracking only takes place between salient points with reliable depth estimations. The proposed framework can effectively remove outliers introduced by moving objects, thus maintaining robust behaviour even in cases where people or any other observed object moves. Yet in order to produce a statistically strong set of features, the camera needs to be tilted such that a considerable portion of the stereo pair lies bellow the horizon level.
The proposed VO algorithm was evaluated by means of both simulated and real outdoors data.
It was also compared with a VO framework which makes use of a well known outlier detection technique, viz. RANSAC-Homography. The proposed algorithm achieved great accuracy, i.e., approximately a 1% total positioning error distance from the ground-truth,while the aforementioned RANSAC-Homography method was used as a benchmark. Moreover, the continuously varying deviation from the ground-truth is maintained at low levels, suggesting that the proposed VO method maintains its accuracy with long range routes, which can even contain uneven surroundings. Furthermore, the currently proposed VO algorithm was implemented and tested on a custom-made robot platform exhibiting remarkable accuracy during its evaluation using real world outdoor data.
www.intechopen.com : Stereo-based Visual Odometry for Autonomous Robot Navigation 15 Figure 18 . Experimental validation with the Atacama Desert dataset: a) trajectory estimation of the proposed VO algorithm superimposed on the ground-truth; b) trajectory estimation of the VO algorithm inclusive of the RANSAC-Homography method superimposed on the ground-truth; and c) the deviations in terms of the Euclidean distance from the ground-truth for every single frame for the two examined methods. Note that in d) the area under each curve is a measure of the cumulative error for each different approach.
In this work, a computationally efficient stereo VO algorithm was presented. The algorithm is made up of a number of custom-tailored, non-resource consuming modules in order to keep the level of the computational burden low. In the first step, the salient features of the images are detected using the SURF algorithm. The scene's depth information is then acquired by exploiting a stereo correspondence method appropriate to robot applications, followed by the 3D reconstruction of any detected points by means of triangulation. In the next step, a novel statistical-based, non-iterative outlier detection technique was applied in order to discard the outlier features. The retained features were then utilized by the motion estimation module, which is responsible for the calculation of the robot's angular rotation and linear translation in each individual step. For a single step, a position refinement technique is then used at each frame to correct the global orientation of the robot. Due to its simplicity, the localization procedure can be applied in high-frame rate camera systems, ensuring at the same time that rapid robot movements will introduce no faults in its pose computation. This suggests that at very high sampling rates, the proposed outlier detection technique can efficiently discard the outliers. The ability of the introduced outlier detection method to operate efficiently is based on the fact that feature tracking only takes place between salient points with reliable depth estimations. The proposed framework can effectively remove outliers introduced by moving objects, thus maintaining robust behaviour even in cases where people or any other observed object moves. Yet in order to produce a statistically strong set of features, the camera needs to be tilted such that a considerable portion of the stereo pair lies bellow the horizon level.
The proposed VO algorithm was evaluated by means of both simulated and real outdoors data. It was also compared with a VO framework which makes use of a well known outlier detection technique, viz. RANSAC-Homography. The proposed algorithm achieved great accuracy, i.e., approximately a 1% total positioning error distance from the ground-truth,while the aforementioned RAN-SAC-Homography method was used as a benchmark. Moreover, the continuously varying deviation from the ground-truth is maintained at low levels, suggesting that the proposed VO method maintains its accuracy with long range routes, which can even contain uneven surroundings. Furthermore, the currently proposed VO algorithm was implemented and tested on a custom-made robot platform exhibiting remarkable accuracy during its evaluation using real world outdoor data.
