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ČECH COVER OF THE COMPLEMENT OF THE DISCRIMINANT
VARIETY.
PART II: DEFORMATIONS OF GAUSS-SKIZZE
N.C. COMBE
Abstract. The configuration space of n marked points on the complex plane is considered.
We investigate a decomposition of this space by so-called Gauss-skizze i.e. a class of graphs
being forests, introduced by Gauss. It is proved that this decomposition is a semi-algebraic
topological stratification. It also forms a cell decomposition of the configuration space of n
marked points. Moreover, we prove that classical tools from deformation theory, ruled by
a Maurer–Cartan equation, can be used only locally for Gauss-skizze. We prove that the
deformation of the Gauss-skizze is governed by a Hamilton–Jacobi differential equation. This
gives developments concerning Saito’s Frobenius manifold. Finally, a Gauss-skizze operad is
introduced. It is an enriched Fulton–MacPherson operad, topologically equivalent to the little
2-disc operad.
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1. Introduction
The consideration of so-called configuration spaces of points on the complex (or real) line,
emerged from the interest of physicists in Conformal Field theory. A configuration space Confn(C)
of n marked points on the complex plane is:
Confn(C) = {(x1, ..., xn) ∈ Cn|xi 6= xj}.
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This complex space can be identified with the space of degree n complex monic polynomials in
one variable and with distinct roots. In this paper, we decompose it using so-called Gauss-skizze,
i.e. a set of curves, properly embedded in the complex plane which are the inverse images of the
real and imaginary axis under a complex polynomial in degree n, in one variable.
The Gauss-skizze object was first introduced by C. F. Gauss in [23], as a tool to prove the
fundamental theorem of algebra. Recently in 2007, it was rediscovered by J. L. Martin, D. Savitt,
and T. Singer in [50], a few years later (in 2011) by F. Bergeron [4]. More recently, in 2016, E.
Ghys in his "singular mathematical promenade" reinvestigated this tool [34, 35]. Finally, in [2]
N. A’Campo suggested to use the Gauss-skizze in a different flavour. In [4] and later in [2], it
was conjectured in both papers that the Gauss-skizze decomposition forms a cell decomposition
of the space of complex degree n polynomials, with distinct roots such as depicted above.
This paper, presents the Gauss-skizze in a categorical language, which is completely different
from the approach of [4] and [2]. There exist important similarities between this Gauss-Skizze
and the Grothendieck dessins d’enfant [32]. A detailed study concerning the Gauss-Skizze can be
found in the author’s former works [10, 11] and have been a source of inspiration for the creation
of Dessins de vieillard in [12].
In this article, first of all, we prove that the decomposition in Gauss-skizze of the compact-
ified space Confn(C) forms a topological stratification. Moreover, we prove that this topolog-
ical stratification is a cell decomposition. We use the compactification introduced by Fulton–
MacPherson [21]. This step prepares the ground for deeper investigations, concerning perverse
sheafs in the flavour of Goresky–MacPherson’s approach in [29, 30] and [31].
Secondly, we study algebraic-geometric properties of this stratification, namely small defor-
mations of the Gauss-skizze, in the sense of Grothendieck–Mumford–Schlessinger [33, 60], using
the approach developed in [37] and [36]. Classical deformation theory (for Algebraic geometry)
is based on the works of Kodaira–Spencer [44], and Kuranishi [45] on small deformations of
complex manifolds. It was formalised by Grothendieck [33] in a functorial language, along with
Schlessinger [60] and Artin [1].
The idea is that, with infinitesimal deformations of a geometric object, we can associate a
deformation functor of Artin rings F : Art → Set. The modern approach to the study of
deformation functors, associated with geometric objects, consists in using a differential graded
Lie algebra (DGLA) or, in general, using L∞-algebras. Once we have a differential graded Lie
algebra L, we can define the associated deformation functor DefL : Art → Set, using the
solutions of the Maurer–Cartan equation, up to gauge equivalence.
In this article, it is shown that in the Gauss-skizze context, Maurer–Cartan equations rule only
local deformations. We remedy to this situation, by using a totally different approach, known as
the level set method [63]. Applying the level set method to Gauss-skizze produces a non local
deformation.
In particular, we prove that a deformation of the Gauss-skizze is governed by a (linear) dif-
ferential equation of Hamilton–Jacobi type. Roughly speaking, the original question behind the
level set method is as follows. Given an n-dimensional euclidean space, and an interface of
codimension 1 lying within this space, and bounding a multiply connected open region Ω, the
problem is to analyze and compute its subsequent motion under some vector field v, depending
on many parameters.
Thirdly, we introduce a topological Gauss-skizze operad, namedGaSOp. TheGaSOp operad
is homotopically equivalent to the little disc operad [8]. The advantage of GaSOp, is that it
produces a refined version of the Fulton–MacPherson operad [21]. As a corollary, we have
that it defines a refined semi-algebraic stratification of the Fulton–MacPherson decomposition.
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Considering this configuration space as a space of polynomials, our decomposition gives also
information concerning critical values and critical points of polynomials of high degree.
In fact, this proposal contributes to giving a considerable amount of details about the Frobe-
nius manifold, introduced by K. Saito in the context of unfolding isolated singularities, [49, 58].
The Gauss-skizze gives a cell decomposition of this Frobenius manifold. We show that a
differential equation of Hamilton–Jacobi type governs extremal paths on this Frobenius manifold.
The stepping stone towards the construction of this new GaSOp is to use the categorical
language introduced in [27, 28, 46, 61, 62] for configuration spaces of marked points in the
Euclidean space.
This approach establishes a more explicit bridge between the geometric results found for the
real locus of the moduli spaceM0,n(R) [14, 13, 19, 39] and in the complex versionM0,n(C) (see
for example [41, 42, 15, 21]).
The plan of this paper is as follows. Section 1, we introduce graphs from a categorical point of
view. Namely, we introduce conceptual graphs, and use the Borisov–Manin formalism to define
ghost morphisms. We recall facts concerning cosimplicial and semicosimplicial models and the
relation to the Fulton–MacPherson operad.
In sections 2 and 3, we introduce the Gauss-skizze stratification. Namely, the Gauss-skizze
and their properties. We show that the set of (conceptual) n-Gauss-graphs forms a poset.
Section 4, contains the proof that the Gauss-skizze decomposition form a semi-algebraic strat-
ification. We present this decomposition in relation to the Frobenius manifolds, and prove that
we have a cell decomposition.
Section 5, we study the algebraic-geometric properties of the Gauss-skizze stratification and
their deformations. We study the local deformations using classical tools from deformation
theory.
For a non-local deformation we proceed as follows. Consider an open region Ω ∈ R2. We
prove that the deformations of Gauss-skizze are governed by a differential equation of type:
∂Φ(x, t)
∂t
+ v∇Φ(x, t) = 0,
where v is a vector field, and the level set function Φ(x, t) is a real function in R2 × R+ having
the following properties:
• Φ(x, t) < 0 for x ∈ Ω,
• Φ(x, t) > 0 for x ∈ Ω
c
,
• Φ(x, t) = 0 for x ∈ ∂Ω.
The method used here is borrowed from the level set method.
Section 6, we study the properties of the Gauss-skizze in a categorical framework and prove
that it is a topological stratification. Finally, we construct the Gauss-skizze operad, using the
cosimplicial setting defined in section 2. We prove that it gives a refined semi-algebraic decom-
position, compared to the classical Fulton–MacPherson decomposition.
2. Conceptual graphs, (semi)cosimplical spaces and Fulton–MacPherson operad
Let Set be the category of sets (in a finite universe). Objects of a category C are denoted
Ob(C).
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2.1. Category of conceptual graphs. We work in the category of conceptual graphs CoGr.
The objects in this category and their morphisms are defined below.
Definition 1 (Conceptual graphs). A conceptual graph G consists of the following quadruple
G = (E(G), V (G); ∂G : E(G)→ V (G)× (G), iG : VG →֒ E(G)),
where E(G) is the set of edges of G, V (G) is the set of vertices of G, V (G)× V (G) is the set of
unordered pairs of vertices of G, ∂G is the incidence map from the set of edges to the unordered
pairs of vertices, iG is the inclusion map of the vertex set into the edge set. The interior of the
edges is the set given by E(G) \ iG(V (G)).
Whenever it is clear which graph is considered, we write E and V instead of E(G) resp. V (G).
We comment on this definition, before introducing the morphisms between graphs. This
definition will be slightly modified in the flavour of the terminology of [49], whenever needed.
The missing ingredient in the above definition is the notion of flags Fl. This finite set is deeply
related to the set of vertices V throughout the map δ : Fl → V and the involution j : Fl → Fl
where j2 = id defines edges: two element orbits of j form the set of edges, whereas one-element
orbits form the set of tails.
For the reader who is unfamiliar with this terminology, it is convenient to think of those graphs
in terms of their geometric realisations. For each vertex v ∈ V , put Fl = δ−1(v) and consider
the topological space star of v consisting of semi-intervals having one common boundary point.
Take the union of all stars and replace every two-element orbit of j by a segment joining the
respective vertices so that these two flags become half-edges of the edge. A graph is connected
whenever its geometric realisation is also.
The morphisms between those graphs are as follows.
Definition 2. A graph (homo)morphism f : G→ H of conceptual graphs G to H is given by a
morphism fE : E(G) → E(H) such that the restriction fV = fP |V (G) to V preserves incidence
relations. In particular, ∂H(fE(e)) is formed by the pair of vertices (fV (x), fV (y)), whenever
∂G(e) is given by (x, y) ∈ V (G)×V (G), for e ∈ E(G). In other words, we have fE ◦iG = iH ◦fV .
Note that the morphisms here are not strict i.e. edges of a graph G are not necessarily mapped
to an edge of the graph H . In particular, this allows to naturally map G to a graph obtained by
contraction of edges.
Definition 3. A finite sequence of vertices v0, ..., vn, n ∈ N∗ such that there exists ei ∈ E(G)
verifying ∂G(ei) = (vi−1, vi) is called a path in G .
A variant of this category of conceptual graphs CoGr is the category of decorated conceptual
graphs DCoGr.
Definition 4. We call a graph G decorated if there exists a map from the set E(G) to a finite
set (of colors and/or orientations).
Category of trees. We restrict our attention to the subcategoryDTrCoGr of DCoGr, where
the objects (graphs) verify the following properties:
(1) There exists at most one edge for a pair of vertices.
(2) Graphs are loopless i.e.: for any vertex v ∈ V (G) there exists no edge e such that ∂G(e)
is given by the pair (v, v) ∈ V (G) × V (G). In other words, we restrict our attention to
those graphs having an injective incidence map iG.
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(3) Graphs are acyclic i.e. for any n ∈ N∗ and path on a finite set of vertices v0, ..., vn, there
exists no edge en ∈ E(G) satisfying ∂G(en) = (vn, v0).
(4) The graph is decorated.
Definition 5. Graphs verifying the above property are called trees.
We state the well known result that:
Lemma 1. The category of trees TrCoGr endowed with the disjoint union operation ⊔ form a
symmetric monoidal category.
A disjoint union of trees will be called a forest.
Ghost graphs and ghost morphisms. Here we will use the terminology introduced by
Borisov–Manin [6], and also used in the context of Feynman categories in [40].
We enrich the previous graph morphism definition for (TrCoGr,⊔) as follows. Let G be an
object in (TrCoGr,⊔). Consider in G two adjacent trees T1 and T2. We choose a pair of edges
(or a pair of nodes which are of valency greater than 1) e1 and e2 (resp. v1 and v2), respectively
in T1 and T2 in such a way that an edge, connecting the interiors of the edges e1 and e2 (resp.
the vertexes v1 and v2), can be artificially added.
Definition 6. Inserting an artificial edge to a given graph, such as described above, is called a
ghost morphism and results in a ghost graph.
Applying the contracting morphism operation to the ghost edge (morphism defined earlier in
definition 6), results in retracting the ghost edge to a point. This operation merges both trees
T1 and T2 into one new tree H .
Proposition 1. The composition of a ghost operation with a classical morphism of graphs is a
well defined morphism in (TrCoGr,⊔).
Proof. We rely mainly on the exposition of Kaufmann–Ward on Feynman categories in [40] and
the Borisov–Manin formalism [6]. 
Remark 1. These new morphisms are also valid for (DTrCoGr,⊔), with the condition that
the ghost morphism is applied only for edges decorated by the same color. Respectively, we ask
that the vertices v1 and v2 are incident to a set of edges which are both decorated by the same
set of colors.
Category of rooted trees. In the category of trees, we distinguish a class of trees called rooted
trees. A rooted tree T is a non-empty, connected oriented graph without loops (oriented or not)
and with a root.
Edges of rooted trees are classified into two classes.
1) The external edges: those edges, bounded by one inner vertex.
2) The Internal edges: all the other edges (i.e. those bounded by inner vertices at both ends)
Any rooted tree has a unique outgoing external edge, called the output or the root of
the tree and several ingoing external edges, called inputs or leaves of the tree.
Let RT denote the category of rooted trees. Consider T and T ′ two trees in Ob(RT). By a
morphism from T to T ′ we understand a continuous surjective map f : T → T ′ with the following
properties:
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(1) f takes each vertex to a vertex and each edge into an edge or a vertex.
(2) f preserves the orientation (if trees are oriented).
(3) The inverse image of any point of T ′ under f is a connected subtree in T .
Both the collection of leaves in a rooted tree and the collections of edges with a given terminal
vertex are ordered, using the clockwise orientation of the plane.
2.2. Fulton–MacPherson operad and Little disc operad. A classical (May) operad P is
an algebra consisting of a collection of objects {P(n)}n≥1 in C, such that the symmetric group
Sr acts on P(r), composition maps:
◦i : P(k)× P(l)→ P(k + l − 1),
and a unit morphism η : 1 → P(1), satisfying equivariance, unit, associativity axioms ([51],
see [22] for a more modern exposition).
According to [6], an operad can be seen also a functor from the symmetric monoidal category
(RT,⊔) of labeled graphs (the rooted trees) to a symmetric monoidal category (G,⊗), which
is called the ground category. For any tree T , we associate the object P(T ) = ⊗v∈TP(In(v)),
where In(v) is the set of input edges of a vertex v.
Given a rooted tree T and a set of marked inputs, the composition of T ′ with T is done by
graphting the output of T ′ with the i-th input of T . The unit element is the rooted tree with
no leaves. Given two trees T and T ′, we have a functorial isomorphism between P(T ◦i T ′) and
P(T )⊗ P(T ′).
The operad that we investigate here is the Fulton–MacPherson operad [21],[25], where the
collection of objects {Confn(Rd)}n∈N are configuration spaces of n marked points on Rd. Our
attention is restricted to R2.
The Fulton–MacPherson operad and the little disc operad, introduced by Boardman and
Vogt [8, 9], are homotopy equivalent (see [59], Prop.4.9). The Fulton–MacPherson compactifi-
cation of the configuration space of ordered n-tuples of points in the Cartesian space/Euclidean
space Rd is the topological closure of the image of:
FMn(Rd) := i(Emb([n],Rd)/(Rd ⋊R>0)
where i is a continuous function from the ordered configuration space into the Cartesian
product of (d − 1)-spheres and intervals: (S1)n(n−1) × [0,∞)n(n−1)(n−2). This construction will
be more precisely exposed in the section 2.4. The group of translation and scale transformation
Rd ⋊R>0 acts canonically on Rd.
The symmetric group Sn acts canonically on FMn(Rd) and so Fulton–MacPherson compact-
ifications of the configuration space of points Confn(Rd) is given by
Confn(R
d) = FMn(R
d)/Sn.
We now describe little disc operadt briefly below.
Consider a unit disc D in C and let O(n) be a topological space.
O(n) =
{(
z1 . . . zn
r1 . . . rn
)
∈
(
Dn
Rn+
)
| the discs riD + zi are disjoint subsets of D
}
.
The symmetric group Sn acts on CP
n by permuting the discs. The product operation in this
operad is defined by glueing disks.
If
a =
(
z1 . . . zk
r1 . . . rk
)
and bi =
(
wi1 . . . w
i
ni
si1 . . . s
i
ni
)
,
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then, the final output of the product operation is:(
r1w
1
1 + z1 . . . r1w
1
n1
+ z1 . . . rkwk1 + z1 rkw
k
nk
+ zk
r1s
1
1 . . . r1s
1
n1
. . . rks
k
1 rks
k
nk
)
.
The map from the topological spaces O(n) to the configuration space Confk(C) defined by(
z1 . . . zk
r1 . . . rk
)
→ (z1, . . . , zk)
is a homotopy equivalence.
The relation between the little disc operad and the Fulton–Macpherson operad is stated in
the following proposition.
Proposition 2 ([46], Prop. 5.6 and [59]). The Fulton–MacPherson operad FMn(Rd) is weakly
equivalent in the model structure on operads with respect to the classical model structure on
topological spaces, to the little d-disk operad.
2.3. Cosimplical and semicosimplical models. One can investigate those configuration
spaces using cosimplicial models. We borrow the cosimplicial model which has been constructed
for the space of long knots R →֒ Rd, for d ≥ 4 (presented in [61, 62, 46]) and apply it to the
more specific case of configurations spaces with marked points on the complex plane.
We briefly recall some general facts about cosimplicial and semicosimplicial models. For more
details we recommend [5] and [7].
Let ∆• be the a category of finite ordinal numbers, whose objects are finite ordinal sets
[n] = {0, 1, ..., n}, n ∈ N; morphisms are order-preserving injective maps among them. Every
morphism in ∆•, different from the identity, is a finite composition of coface morphisms:
(1) ∂k : [i− 1]→ [i], ∂k(p) =
{
p if p < k
p+ 1 if k ≤ p
for k = 0, . . . , i
Relations about compositions are ∂l∂k = ∂k+1∂l , for every l ≤ k.
Given a categoryC, a cosimplicial object C• in C is a functor from ∆• toC. If S is a nonempty
finite totally ordered set then CS will denote the value of C• at S, except that we write Cm
instead of C [m]. The collection of objects Cn ∈ C for n ≥ 0, are endowed with coface maps
di : Cn → Cn+1 for 1 ≤ i ≤ n and codegeneracy maps sj : Cn+1 → Cn, 1 ≤ j ≤ n, satisfying
the usual cosimplicial identities ( [7] p. 267). To a cosimplicial object over Cop, corresponds a
cosimplical object over C.
By simplicial category, is meant a category C enriched over a category S, and we write
hom(X,Y ) ∈ S for the mapping space of X,Y ∈ C. By a simplicial model category, we mean a
model category C which is also a simplicial category satisfying axioms:
(1) the object X ⊗K and hom(K,X) exist for each X ∈ C and each finite K ∈ S.
(2) If i : A→ B ∈ C is a cofibration and p : X → Y ∈ Cis a fibration , then the map
(i, p) : hom(B,X)→ hom(A,X)×hom(A,Y ) hom(B, Y ),
is a fibration, which is trivial if either i or p are trivial.
As is mentioned in [5], when C is a model category, there is an induced model category structure
on the category of cosimplicial objects over C.
A semicosimplicial object in a category C is a covariant functor B∆ : ∆• → C(see [18, 65]).
In other words, we can say that a semicosimplicial object B∆ is a diagram in C such that:
B0 −→−→ B1
−→−→−→ B2
−→−→−→−→
. . .
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where each Bi is in C, and, for each i > 0, there exist i + 1 morphisms ∂k : Bi−1 → Bi,
k = 0, ..., i, such that ∂l∂k = ∂k+1∂l, for any l ≤ k.
This definition is used as follows. Let X be a smooth variety, defined over an algebraically
closed field of characteristic 0. Consider an affine open cover U = {Ui} of X , and Θ a sheaf of
Lie algebras on X .
Then, we can define the Čech semicosimplicial Lie algebra Θ(U) as the semicosimplicial Lie
algebra:
Θ(U) :
∏
i
Θ(Ui) −→−→
∏
i<j
Θ(Uij)
−→−→−→
∏
i<j<k
Θ(Uijk)
−→−→−→−→
. . .
where the coface maps are defined as follows:
∂k :
∏
i0<···<ih−1
Θ(Ui0...ih−1)→
∏
i0<···<ih
Θ(Ui0...ih)
and are given by
∂k(x) = xi0...ˆik...ih|Ui0...ih
, for k = 0, ..., h.
2.4. Cosimplical model for configuration spaces and operads. The definition of operads
is used in the cosimplical setting. Recall the ◦i operations ◦i : P(n) ◦ P(m) → P(n +m − 1),
which provide a basic set of morphisms for an operad. following section 3 of [52], we have the
following adapted definition of operads.
Definition 7 (section 3 of [52]). Given an operad P with multiplication ◦, let µ denote the
morphism 1C → P(2). We define the coface maps di : P(n)→ P(n+ 1) by
(2) di =


1C ◦ P(n)
µ◦id
−−−→ P(n)(2) ◦ P(n)
◦0−→ P(n+ 1) if i = 0
P(n) ◦ 1C
id◦µ
−−−→ P(n) ◦ P(2)P(n+ 1)
◦i−→ P(n+ 1) if 0 < i < n+ 1
1C ◦ P(n)
µ◦id
−−−→ P(2) ◦ P(n)P(n+ 1)
◦n+1
−−−→ P(n+ 1) if i = n+ 1
The codegeneracy map si is defined as P(ri), where ri : Tn → Tn−1 contracts the i-th leaf of
the tree Tn. Let P
• be the cosimplicial object in C whose n-th entry is P(n) and whose coface
and codegeneracy maps are given by di and si above.
The maps di and si satisfy cosimplicial identities.
We discuss the details of the construction of the little disc operad in the flavour of [46] and [62]
and sketch the construction.
Consider M to be the 2-dimensional disc (with non-empty boundary). The n-th entry of the
considered cosimplicial model is given by the Cartesian product Mn. Now, fix two unit tangent
vectors α ∈ UTM (resp. β ∈ UTM), located on the boundary of M , pointing inward (resp.
outward).
We consider the configurations spaces of marked points onM , denoted Confn(M). Elements of
UTM—the unit tangent bundle to M—are denoted by ξ = (x,−→v ), with x ∈M and −→v ∈ UTxM
with ||−→v || = 1.
We consider the configuration space Confn+2(M), consisting of (n+ 2)-tuples,
ξ0 = (x0,
−→v 0), ξ1 = (x1,
−→v 1), . . . , ξn+1 = (xn+1,
−→v n+1)) ∈ (UTM)n+2
such that ξ0 = α, ξn+1 = β and xi 6= xj . We will work in the framework of the Fulton–
MacPherson compactification Confn+2(M).
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The idea of the construction is that elements of Conf(M) consist of some “virtual” configura-
tions, where the marked points xi and xj may be equal—in which case, some extra data serves to
distinguish two points infinitesimally close—as explained in the definitions 4.1 and 4.12 of [61]).
The following crucial step concerns the construction of the doubling maps, for this cosimplicial
model. Let 0 ≤ i ≤ q:
(3) di : Confq−1(M)→ Confq(M)
(ξ0, ..., ξi, ..., ξq) 7→ (ξ0, .., ξi, ξ′i, ...., ξq),
where ξ′ = (x′i,
−→v i) with xi = x′i, but infinitesimally x
′
i − xi =
−→v i.
The forgetting maps are defined as follows:
(4) sj : Confq(M)→ Confq−1(M),
(ξ0, ..., ξi, ..., ξq) 7→ (ξ0, ..., ξˆi, ..., ξq),
where ξˆi means that this point is “forgotten”.
Remark 2. As was pointed out in [61] (definition 6), by defining forgetting maps sj and di
as cofaces, certain cosimplicial identities are not satisfied. To remedy, it is possible to replace
Confq(M) by a homotopy equivalent quotient, for which the induced map satisfy the cosimplicial
identities. This latter space is denoted by C′〈[M,∂]〉. The cosimplicial space is given by
X•{C
′〈[M,∂]〉, di, sj}q≥0.
To have the cosimplicial model, two important tools are introduced: the so-called maps θ and
δ. Let S ∈ Fin be a finite set of points. Let x˜ be a given configuration.
(1) Take two (distinct) elements a and b in S:
θa,b : ConfS(M)→ S1
θa,b : x˜ 7→
x˜(b)− x˜(a)
||x˜(b)− x˜(a)||
.
This map gives the direction between vectors given two points of the configuration x.
(2) For three distinct elements a, b, c in S, we define their relative distance map:
δa,b,c : ConfS(M)→ [0,+∞)
x˜ 7→
||x˜(a)− x˜(b)||
||x˜(a)− x˜(c)||
.
For three different points a, b, c in S and x ∈ ConfS we adopt the notation:
x˜(a) ∼= x˜(b) rel x˜(c),
if their relative distance is zero.
Remark 3. Note that up to translations and dilatation, any configuration can be recovered from
the direction θ and the relative distances δa,b,c.
Proposition 3. Let x˜ be a given point in the Fulton–MacPherson compactified configuration
space. We have the following equivalent conditions:
• x˜ lies in the boundary of the configurations space,
• (if and only if) there exist three points a, b, c in S, such that a and b are relatively close,
with respect to c. This is denoted by x˜(a) ∼= x˜(b) rel x˜(c).
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2.5. Weak partitions and totally ordered sets. For the operadic composition operation, on
the configuration space, it is necessary to introduce weak partitions. We follow some notions
depicted in [46].
Fix two objects: a finite set S ∈ Fin; a weak partition v˜ : S → Q, where Q is a linearly
ordered finite set. A linearly ordered set (or a totally ordered set) is a pair (L,≤), where L is a
set and ≤ is a reflexive, transitive, and antisymmetric relation on L, such for any pair x, y ∈ L
we have x ≤ y or y ≤ x. We write x < y when x ≤ y and x 6= y.
A weak partition of a finite set S is a map v˜ : S → Q between two objects of Fin, where for
a given p ∈ Q, the preimages v˜−1(p) are elements of the partition. Note that it is not required
that v˜ is surjective: some of the elements v˜−1(p) are allowed to be empty.
Concerning terminology, in case v˜ is not surjective, the weak partition is degenerate. Oth-
erwise, it is non-degenerate. We will simply say “partition” instead of a non-degenerate weak
partition. The (weak) partition v˜ is ordered if its codomain Q is equipped with a linear order.
The undiscrete partition is the partition v˜ : S → {1} whose only element is S.
We adopt the following notations:
(5) Q∗ = {0} ⋆ Q,AQ = v˜−1(p), and A0 = Q.
Given two disjoint linearly ordered sets (L1,≤1) and (L2,≤2) their ordered sum is the linearly
ordered set L1 ⋆L2 := (L1 ∪L2,≤) such that the restriction of ≤ to Li is the given order ≤i and
such that x1 ≤ x2 when x1 ∈ L1 and x2 ∈ L2. More generally, if {Lp}p∈Q is a family of linearly
ordered sets, indexed by a linearly ordered set Q, its ordered sum ⋆p∈QLp is the disjoint union
⊔p∈QLp equipped with linear order ≤, whose restriction to each Lp is the given order on that
set such that x < y when x ∈ Lp and y ∈ Lq with p < q in Q.
We have:
(6)
∏
p∈Q∗
ConfAp = ConfQ ×
∏
p∈Q
Confv˜−1(p),
which defines the operad structure:
Φv˜ :
∏
p∈Q∗
ConfAp → ConfA.
As a more intuitive explanation, the configuration x = Φv˜((xp)p∈Q∗) is obtained by proceeding
by a replacement, the p-th component x0(p) of the configuration x0 ∈ ConfQ, for any point
p ∈ Q, by the configuration xp ∈ ConfAQ made infinitesimal, see previous section and section
5.2 of [46] for more details. The case of inserting two points—being infinitesimally close—enter
the description from [46], where the cosimplicial space is defined.
3. Gauss-skizze stratification
3.1. Embedded graphs arising from complex polynomials.
Terminology and conventions. The geometric realisation of a tree is a connected contractible
1-complex with at least one edge. We will call vertices of valency 1 leaves. A forest is a disjoint
union of trees. An embedded forest is a subset of the plane which is the image of a proper
embedding of a forest minus leaves, to the plane. The notation Card(V ) stands for the cardinality
of the set V . The notation val(v), where v ∈ V , indicates the valency of the vertex v i.e. how
many edges are incident to the vertex v. By tails we mean the union of a vertex and the set of
half-segments incident to it.
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Level curves and Gauss-skizze. It is known by [17] that if u(x, y) is a harmonic polynomial
in two variables, of degree n, then the level curve {(x, y) ∈ R : u(x, y) = 0} is an embedded
forest. This comes from the fact that the existence of a cycle contradicts the maximum principle.
All vertices of the forest, except for the leaves, have even valencies. Moreover, there are exactly
2n leaves.
Definition 8. Color in blue (resp. red) the embedded forest given by the level set {(x, y) ∈ R :
ReP (x, y) = 0} (resp. {(x, y) ∈ R : ImP (x, y) = 0}). A B-pattern (resp. R-pattern) is the level
set {(x, y) ∈ R : ReP (x, y) = 0} (resp. {(x, y) ∈ R : ImP (x, y) = 0}). The space of B-patterns
(resp. BPn-patterns) for degree n polynomials is denoted by BPn (resp. RPn). If colors are
ignored, we refer to the space of patterns associated to degree n polynomials as Pn.
Definition 9.
• A Gauss-skizze is a bi-colored embedded forest, being the inverse image under the poly-
nomial P of the real and imaginary axis. The space of Gauss-skizze (for the space of
degree n polynomials) is denoted by GSn.
• A Gauss-graph is an object of the conceptual category of decorated planar forests cor-
responding to a given Gauss-skizze, and coding its combinatorial data. The space of
n-Gauss-graphs is denoted by GGn.
The properties of Gauss-skizze’s are such that:
• P−1(R) (resp.P−1(iR)) gives a system of n red blue (resp. red) curves, properly embed-
ded in C.
• The curves are oriented, and each red curve intersects a unique blue curve, once.
• The asymptotic directions are 2kpi4n , where k ∈ {0, ..., 4n− 1}.
• The roots of the polynomial are at the intersections of red and blue curves. The set of
roots is denoted Vroots.
• The critical points z0 of P verifying Re(P )(z0) = 0 (resp. Im(P )(z0) = 0) such that their
associated critical values P (z0) are imaginary numbers (resp. real) are at the intersection
of curves of one color. The set of those critical points is denotedVcrit.
Remark 4. For simplicity, we have added a coloring to the complementary regions to the em-
bedded planar graph, instead of defining an orientation of the curves. Both approaches are
equivalent in the context of those planar graphs.
We color the regions of C \ R ∪ ıR in the colors A,B,C,D, where A is the color of the
rightmost quadrant in the upper-half plane and the other colors of the other regions B,C,D
follow respectively in counterclockwise order. We can label the regions in the complementary
part of the drawing by A,B,C,D: each region being the inverse image of a quadrant of the
complex plane. This tool gives more information about the Gauss-skizze:
• since, the roots of the polynomial are given by the intersection of a red and a blue
curve, the adjacent 2-faces are respectively colored A,B,C,D in the counterclockwise
orientation.
• Critical points of real (imaginary) critical values lie at the intersection of curves of one
color. The adjacent 2-faces are colored A,D,A,D,A,D, or B,C,B,C,B. For curves of
the opposite color we have: either A,B,A,B,A, or C,D,C,D,C,D.
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Gauss-graphs. Formally and explicitly, Gauss-graphs verify the following definition.
Definition 10. The n-Gauss-graph σn is a decorated planar forest in (TrCoGr,⊔), defined by
a sextuple of sets and maps:
(Vσ = Vroots ∪ Vcrit ∪ {∗}, Eσ, Fσ, ∂1, ∂2, n),
where:
• Vσ are vertices; 0 ≤ Card(Vroots) ≤ n and 0 ≤ Card(Vcrit) ≤ n− 1.
• Eσ are (colored) edges,
• Fσ are (colored) 2-cells,
• the map ∂1 : Fσ → Vσ , ∂2 : Fσ → Eσ are the boundary maps.
We call this graph decorated since, two additional (coloring) maps exist:
Eσ → {R,B}
e 7→ eR (resp. eB)
Fσ → {A,B,C,D}
f 7→ A (resp.B,C,D.)
Precisely, the rules of the coloring are given below:
• For any eR ∈ E, ∂
−1
1 (eR) is {A,D} or {B,C}.
• For any eB ∈ E, ∂
−1
1 (eB) is {A,B} or {C,D}.
• For any v1 ∈ Vroots, ∂
−1
1 (v1) = {A,B,C,D}, val(v1) = 4k, k ∈ N
∗.
• There exist 4n leaves.
• For any v2 ∈ Vcrit, such that v2 6∈ Vroots, we have: ∂
−1
1 (v2) = {B,C} or {A,D}, if edges
incident to v2 are colored R.
• ∂−11 (v2) = {A,B} or {C,D}, if edges incident to v2 are colored B.
• For any v2 ∈ Vcrit, such that v2 6∈ Vroots: 4 ≤ val(v2) ≤ 2n.
We call those graphs generic if Vcrit is empty. Tails of the vertices in Vroots are formed from 4k
half-segments of alternating colors. Tails for vertices of Vcrit are formed from 2m half-segments,
where m ≥ 2, and those half-edges are decorated by one fixed color.
The relation between patterns and Gauss-skizze can be summarized in the following diagram.
Lemma 2. Let ⊔ : RPn × BPn → Pn be a disjoint union operation on the space of patterns
(i.e. a superimposition of patterns) associated to the space of degree n polynomials.
BPn BPn
⊔
RPn RPn
GSn
h
Then, h is an injection.
Proof. Indeed, not all combinations of R-patterns with B-patterns give a Gauss-skizze. The
reason is that the Cauchy–Riemann equations must be satisfied and that the resulting graph
must contain no cycles (it is a forest). 
The geometric realisation |σn| of a Gauss-graph σn refers to a Gauss-skizze, i.e. a pre-image
of C under a polynomial, where the 4n leaves are glued at infinity. When the context is clear
instead of referring to degree n Gauss-graphs, we will simply refer to Gauss graphs.
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Morphisms between Gauss-graphs. Let us consider σ and τ two forests in (TrCoGr,⊔),
with the same number of leaves. Degeneration morphisms (i.e. morphisms which are not strict
morphisms) are done on the graphs (and therefore their geometric realisations), using so-called
Whitehead moves (WH moves).
Definition 11. A contracting WhiteheadmoveWH−, in a graph in (TrCoGr,⊔) or (DTrCoGr,⊔)
is a composition of a ghost morphism with a contracting morphism on a forest (or tree).
There are three cases to discuss.
(1) Case 1: Partial contraction on a forest.
• STEP [Ghost graph]: Add a k-gon within a 2-cell in the set Fσ, such that each
vertex is mapped onto the interior of an edge, lying ins the boundary of Fσ. Edges
are of the same color.
• STEP [Contraction morphism]: The k-gon is shrinked to one vertex.
(2) Case 2: Partial contraction on a tree. This is the case where we consider two vertices in
Vcrit. There is no ghost graph. The edge connecting these two vertices is shrinked onto
one vertex.
(3) Case 3: Total contraction (only for Gauss-graphs). Here, the ghost graph is such that
the vertices of this k-gon coincide with the inner nodes of Vroots lying in the boundary
of Fσ. The k-gon is then shrinked to one vertex.
Definition 12. An expanding Whitehead move WH+, is the inverse procedure of a con-
tracting WH− move.
There is a strong relationship between the Gauss-skizze and the Gauss-graphs.
Theorem 1. There is a bijection between the set of Gauss-skizze and the set of Gauss-graphs.
The proof of this theorem is due to Theorem 1.1 [2].
4. Topological stratification of Confn(C) and Saito’s Frobenius manifold
A poset (partially ordered set) is a set S endowed with a binary relation ≺ which is reflexive,
transitive and anti-symmetric.
Definition 13. Consider graphs being forests. Let σ ≺ τ whenever τ can be obtained from σ by
a sequence of repeated contracting Whitehead moves i.e. when τ is incident to σ. We call the
union σ = {τ : σ ≺ τ} the combinatorial closure of σ.
Lemma 3. The set of n-Gauss graphs GGn endowed with the relation  forms a partially ordered
set.
Proof. The relation is clearly reflexive. If σ ≺ τ , then τ is obtained from a sequence of contracting
WH− moves from σ. In particular, it is impossible that σ ≺ τ implies τ ≺ σ. So anti-reflexivity
holds. As for transitivity, if σ ≺ τ and τ ≺ µ then, τ is obtained from σ by contracting WH−
moves. Similarly, µ is obtained from τ by contracting WH− moves. So, we have σ ≺ µ. 
Let P˜ denote the full subcategory of the category of all small categories consisting of posets.
Here the posets are viewed as categories in the standard way, i.e., with elements being the objects
(Gauss-graphs) and order-relations (′ ≺′) being morphisms.
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4.1. Stratification of Confn(C). Let Top denote the category of topological spaces and con-
tinuous maps.
We build the stratification of the space X = Confn(C).
Definition 14. Let (S,≺), be a partially ordered set. A stratification of a topological space X is
a locally finite collection of disjoint, locally closed subsets of X called strata Xα ⊂ X such that
(1) X = ∪α∈SXα and
(2) Xα ∩Xβ 6= ∅ ⇐⇒ Xα ⊂ Xβ ⇐⇒ α = β ∧ α ≺ β
The boundary condition can be reformulated as follows: the closure of a stratum is a union
of strata. A different interpretation of this would be to define a stratification as a filtration
∅ = X−1 ⊂ X(0) ⊂ · · · ⊂ X(n−1) ⊂ X(n) = X,
where the X(κ) are closed, and where by defining X(κ) := X(κ) \X(κ−1), we have X(κ) = X(κ).
A set is semi-algebraic if it can be written as a a boolean combination of polynomial equations
and polynomial inequalities with real coefficients. A stratification of a set is semi-algebraic
whenever it is decomposed into a union of semi-algebraic sets.
Proposition 4. The Gauss-skizze decomposition of Confn(C) is a semi-algebraic stratification.
Proof. Indeed, the stratification is indexed by the union of the following semi-algebraic sets:
{(z1, ..., zi) ∈ Ci : ReP (zi) = 0, P ′(zi) = 0} and {(w1, ..., wk) ∈ Ck : ImP (zi) = 0, P ′(wk)}.

4.2. Frobenius manifolds. We start with reminding some basic notation and facts from [49].
Let us recall that an affine flat structure on the (super)manifold M is a subsheaf T fM ⊂ TM of
linear spaces of pairwise (super)commuting vector fields, such that TM = OM ⊗ T
f
M. Sections
of T fM are called flat vector fields.
A Frobenius manifold is a quadruple (M, T fM, g, A), whereM is a supermanifold in one of the
(classical) categories; g is a flat Riemannian metric compatible with the structure T fM; A is an
even symmetric tensor A : S3(TM)→ OM.
This data must satisfy the following conditions :
• Potentiality of A. There exists a function Φ verifying, for any flat vector fields X,Y, Z:
(7) A(X,Y, Z) = (XY Z)Φ.
• Associativity. The symmetric tensor A together with the flat Riemannian metric g, define
a unique symmetric multiplication ◦ : TM ⊗ TM → TM such that :
(8) A(X,Y, Z) = g(X ◦ Y, Z) = g(X,Y ◦ Z).
This multiplication must be associative.
In the analytic case, an affine flat structure can be described by a complete atlas whose
transition functions are affine linear, one can find local coordinates xa such that ea = ∂∂xa = ∂a
are commuting sets of linear independent vector fields. In flat local coordinates, the equation 7,
becomes Aabc = ∂a∂b∂cΦ and equation 8, is rewritten as:
∂a ◦ ∂b =
∑
c
Acab∂c,
where Acab :=
∑
eAabeg
ec, (gab) := (gab)−1.
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M is called semisimple if an isomorphism of the sheaves of OM-algebras:
(TM, ◦)→ (OnM, componentwise multiplication)
exists everywhere, locally.
The semisimplicity of the Frobenius manifold implies that, in the local basis (e1, ..., en) of TM,
the multiplication takes the form:
(
∑
fiei) ◦ (
∑
gjej) =
∑
figiei,
and in particular
ei ◦ ej = δijej .
In the dual basis, the metric ( g(ei, ek) = δikgii) is diagonal, and A also.
Moreover, we can introduce a local function (metric potential) η, defined up to addition of a
constant, such that: gii = eiη.
4.3. The space of polynomials. The space of complex polynomials is an example of semisim-
ple Frobenius manifolds of arbitrary dimension (the construction is due to Dubrovin [16] and
Saito [58]). Consider the n-dimensional affine space An with coordinate functions a1, ..., an. We
identify the space An with the space of degree n+1 polynomials P (z) = zn+1+a1zn−1+ · · ·+an.
Let
π : A˜n → An
be a covering space of degree n! whose fiber over a point P (z) consists of the total orderings of
the roots of P ′(z). In other words, A˜n supports functions ρ1, ..., ρn such that:
π∗(P ′(z)) = (n+ 1)
n∏
i=1
(z − ρi);
π∗(ai) = (−1)i+1
n+ 1
n− i
σi+1(ρ1, ..., ρn), i = 1, ..., n− 1
and σ1(ρ1, ..., ρn) = ρ1 + ...+ ρn = 0. We will omit π∗ in the notation of lifted functions.
Let M⊂ A˜n be the open dense subspace in which :
(1) ∀i, P ′′(zi) 6= 0 that is ρi 6= ρj for i 6= j.
(2) ui := P (ρi) form local coordinates at any point.
M is a semisimple Frobenius manifold with the following structure data:
(1) The n-tuple (ui), generate the canonical coordinates, the basis is given by ei = ∂∂ui , and
the dual basis is generated by (dui).
(2) Flat metric
g =
∑ (dui)2
P ′′(ρi)
with metric potential
η =
a1
n+ 1
=
1
n− 1
∑
i<j
ρiρj =
1
2(n− 1)
∑
ρ2i .
Theorem 2. The Saito semisimple Frobenius manifold, has a cell decomposition, induced from
the Gauss-skizze.
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Proof. Let A˜n be the space of critical points of the space of polynomials of degree n. Let
m1, . . . ,mk be a set of natural numbers, summing to n− 1. We define e(m1, . . . ,mk) the subset
of A˜n consisting of points ρ1, ..., ρn−1 such that they lie on k pairwise distinct lines. On every
line, the critical points collide (and thus are at the intersection of red or blue curves). On every
i-th line, there existmi critical points (not all distinct). Let us suppose that the i-th line contains
ji different sets of collided points. Let j1 + ...+ jk = q
We define the space Wr as the space of rows (w1, ..., wr) where wi ∈ R ∪ {∞} and w1 ≤
w2 ≤ · · · ≤ wr. It is clear that the space Wr is isomorphic to an r-dimensional cube. The space
e(m1, . . . ,mk) is a cell of dimension q + k. The characteristic mapping f : Iq+k → A˜n is given
by the formula f : Iq+k =Wk ×Wj1 × . . .Wjk → A˜
n.
The characteristic map f maps homeomorphically the interior of the cube : Iq+k on e(m1, . . . ,mk).

4.4. Topological stratification.
Definition 15. Let X be a topological space equipped with a stratification S˜, and let n =
max{dimS |S ∈ S˜}. The stratification S˜ is called a topological stratification if it satisfies the
following condition: for any point x in a stratum of dimension i with i < n, there exists a distin-
guished neighborhood N of x in X, a compact Hausdorff space L with an n− i− 1 dimensional
topological stratification
L = Ln−i−1 ⊃ · · · ⊃ L1 ⊃ L0 ⊃ L−1 = ∅
and a homeomorphism
φ : Ri × cone◦(L)→ N,
which takes Ri × cone◦(Lj) → N ∩ Xi+j+1. The symbol cone◦(Lj) denotes the open cone,
L× [0, 1)/(l, 0) ∼ (l′, 0) for all l, l′ ∈ L.
Let S be the stratification of Confn(C). A stratum in Confn(C) is a connected component
formed from all degree n polynomials, such that their Gauss-skizzes are all isomorphic to a
geometric realisation of a Gauss-graph σ. A stratum (or connected component) of Confn(C) is
denoted Aσ ⊂ Confn(C), where σ ∈ GGn. In particular, we have
Aσ = ∪σ≺τAτ ,
which leads to the following statement.
Lemma 4. The functor from the category P˜ to the category (S,⊂) is fully faithful.
Proof. The union σ = {τ : σ ≺ τ} corresponds bijectively to Aσ = ∪σ≺τAτ . In particular, for
any σ ≺ τ there exists a unique Aσ and a unique Aτ such that Aτ ⊂ Aσ. 
Corollary 1. There is an isomorphism of categories P˜ and (S,⊂).
Proposition 5. Consider the poset P˜ . Then, there exists one unique lower bound.
Proof. The proof is by induction. One can easily verify that the poset of 2-Gauss-graphs endowed
with ≺ order relation, has a unique upper bound: it is a tree T1, with 8 leaves (of alternating
color) and which contains one unique inner node of valency 8. Consider the poset of 3-Gauss-
graphs and consider those graphs containing T1 as a subgraph.
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Applying a contraction WH− move onto the inner node of T1 and onto the inner node of the
remaining tree, we have a new tree with 12 leaves and a unique inner node of valency 12. It is
impossible to apply again a WH− onto the new tree. Therefore, it is a unique upper bound.
Suppose that for the poset of n-Gauss-graphs endowed with ≺ order relation, there exists a
unique upper bound, being a tree T1 with 4n leaves (of alternating color), and containing one
unique inner node (of valency 4n).
Let us show that for the poset of (n + 1)-Gauss-graphs, there exists a unique upper bound
too. Consider the (n+1)-Gauss-graphs containing the tree T1 and an extra tree T2. The tree T2
has four leaves of alternating colors, and one inner node.
Apply the WH− contraction operation (or a composition of two contraction morphisms), so
that the inner nodes of T1 and T2 give a new tree, with 4(n+ 1) leaves and one (unique) inner
node. Applying again a WH− move is impossible. Therefore, this new tree is the ()unique)
upper bound. 
Corollary 2. Consider the stratification by Gauss-graphs. Then, there exist a unique upper
bound.
Lemma 5. Let us consider the functor mapping the poset P˜ to the geometric realisation of the
simplicial complex, whose vertices are the elements of P˜ and whose simplices correspond to finite
chains (totally ordered subsets) of P˜ . Then, this geometric realisation is contractible.
Proof. Since, by proposition 5 there exists one unique upper bound, it is a classical result that
the geometric realisation of the simplicial complex corresponding to P˜ is contractible (see [64],
p.8). 
5. Deformations, Maurer–Cartan equations. New perspectives
In this section we deform Gauss-skizze. We present first the classical approach, which consists
in using deformation theory, and we show that this can be used only locally in the context of the
Gauss-skizze.
Informally speaking, the aim of deformation theory is to study structures of a given type,
existing on an object up to some ’equivalence’. Deformations are ruled by the so-called Maurer–
Cartan equations and by differentially graded Lie algebras (DGLA).
Since we investigate the deformation problems on the space of Gauss-skizze, therefore we work
on the field R and will give the explicit DGLA.
For a global study of the deformations of these curves, it is necessary to use a complementary
viewpoint, which is ruled by Hamilton–Jacobi equations. This will be shown in the second part
of this section.
5.1. Deformations, Maurer–Cartan equations. Classical deformation theory for algebraic-
geometry is based on the work of Kodaira–Spencer [44] and Kuranishi [45] on small deforma-
tions of complex manifolds. It was formalised by Grothendieck in the language of algebraic
schemes [33].
The idea by Grothendieck [33], M. Schlessinger [60] and M. Artin [1] is that, an infinitesimal
deformation of an algebraic object X over a field k is a local deformation of X parametrized by
an algebra R in the category Art of Artinian rings.
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Le DefX(R) be the set of equivalence classes of local deformations of X , parametrized by R.
Then, the assignment R 7→ DefX(R) defines the functor:
DefX : Art→ Set
called the classical deformation functor.
The classical formalism of Grothendieck–Mumford–Schlessinger of infinitesimal deformation
theory lead to the following mantra:
Deformation problem←→ Deformation functor/groupoid
P. Deligne formulated the following philosophy: ”In characteristic 0, any deformation problem
is controlled by DGLA (Differentially Graded Lie Algebra)." This was proven in the last years
using homotopic algebra, and higher categories (categories of models and ∞-categories see [48]
and [56]).
This result had as a result that once a DGLA L is given, one can define the associated
deformation functor DefL : Art → Set, using the solutions of the Maurer–Cartan equation up
to gauge equivalence. More precisely:
Definition 16 ([37], Definition 1.6). Let L be a DGLA. Then, the Maurer–Cartan functor
associated with L is the functor
MCL : Art→ Set,
MCL(A) = {x ∈ L1 ⊗mA|dx+
1
2
[x, x] = 0},
where mA is the maximal ideal for A ∈ Art.
The deformation functor DefL associated with a DGLA L is given by the quotient ofMCL(A)
by the the group:
DefL =
{x ∈ L1 ⊗mA|dx+ 12 [x, x] = 0}
exp(L0 ⊗mA)
Since we are interested in the field of real numbers, we use the construction of the DGLA,
given in [37] for the deformation. The big picture is as follows. For X a smooth variety, defined
over field of real numbers, define the tangent sheaf ΘX . Given, Z ⊂ X be a closed subscheme,
define ΘX(−logZ) to be the sheaf of tangent vectors to X , being tangent to Z. The inclusion of
sheaves of Lie algebras is Ξ : ΘX(−logZ) →֒ ΘX .
Let U be an affine open cover ofX . We can associate a Čech cosimplicial Lie algebra by putting
ΘX(U). This is defined by introducing a sequence of Lie algebras {gk =
∏
i0<···<ik
ΘX(Ui0...ik)}
and maps among them. In particular, g0 =
∏
iΘX(Ui) and each ΘX(Ui) control infinitesimal
deformations of the open set Ui, whereas maps control the gluing of deformations.
The main point of the construction is that there exists a semicosimplicial differential graded
Lie algebra, g = {gk}k, with g0 controlling the deformations of each open set of the cover.
Associating to ΘX(−logZ) and ΘX , the Čech semicosimplicial Lie algebras ΘX(−logZ)(U)
and ΘX(U), respectively, this leads to introducing a bisemicosimplicial 1 Lie algebra, given by:
Ξ∗ : ΘX(−logZ)(U)→ ΘX(U).
1Let ∆• be the category defined in 2.3. An object in a category C is a bisemicosimplicial object is a covariant
functor ∆• ×∆• → C
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It is now sufficient to find a differential graded Lie algebra, by using the Thom–Whitney
construction, giving the DGLA Tot∗TW (Ξ
∗) (see [37] for more). This algebra controls the defor-
mations of the closed subscheme Z.
5.2. Deformation of Gauss-skizze. In the following paragraphs, we remedy to the Gauss-
skizze deformation problem by adopting a complementary point of view on deformation problems.
The classical method of investigating deformation problems in algebraic-geometry fails to work
for the study of all deformations of Gauss-skizze. The only case when this operating mode is
possible concerns polynomials of type zn − c, where c ∈ C. We expose an example for degree 2
polynomials of type z2 − c.
Example 1. Take the complex polynomial P (z) = z2 + a0, where a0 is a real number. In real
variables, the polynomial P is splitted into (x2 − y2 + a0) + ı2xy. We focus on the harmonic
polynomial given by the imaginary part and its patterns.
Consider the R-algebra A = R[x, y]/(xy). It can be deformed to At = R[x, y]/(xy − t), for
any value t 6= 0 of the parameter t in R. The family {At : t ∈ R} of commutative R-algebras can
be considered as a family of deformations of the commutative R-algebra A = A0.
Concerning A0, the pattern in BPn is a pair of two lines, coinciding with the real and imag-
inary axis and intersecting at the origin. The deformed patterns at At give a hyperbola, i.e. a
pair of smooth curves. Combinatorially we have proceeded to an expanding WH+ move.
This example illustrates the notion of local deformations of the patterns and of the alge-
bra behind. Let R = R[[t]] be the formal power series ring on one variable. Then, AR =
R[x, y][[t]]/(xy − t) is a local deformation of A parametrized by R. Indeed, AR is R-flat with
isomorphism R ⊗ Ar → A induced by the map AR → A given by t → 0. Similar investigations
can be lead for s (x2 − y2 + a0).
Somehow, the problem of deforming the Gauss-skizze of more general polynomials fails to
be algebraically explicit with this method. Indeed, let us consider the coordinate ring A =
R[x, y]/(ReP (x, y)). This polynomial has a given number of critical points of P lying on
ReP (x, y) = 0 and corresponds to a given pattern. The aim is to locally deform the origi-
nal structure, by adding new critical points or smoothing those already pre-existing. It is clear
that an explicit parametrization R here is not possible.
Theorem 3. Let C be a pattern in BPn (or RPn) and consider one connected component in
C. Then, there exists an explicit germ corresponding to it and an explicit local deformation
parametrized by an object of Art.
Before we prove the theorem, let us recall a statement by Kas & Schlessinger from [38].
For V0 ⊂ Cn an analytic variety of dimension n − p. Kas and Schlessinger give an analytic
construction for a versal deformation of its germ at 0, for the case where V0 has an isolated
singularity at 0, and V0 is a local complete intersection at 0.
Theorem (Kas & Schlessinger, [38]). The family π˙ : (V, 0) → (Cl, 0) is a versal deformation
of the germ (V0, 0); that is, any flat deformation Ψ : (W, 0) → (S, 0) of (V0, 0) is induced from
π˙(V, 0)→ (Cl, 0) by a map ϕ : (S, 0)→ (Cl, 0).
Proof. Consider a connected component in C. It is an embedded tree in R2. Components of the
complement of the embedded tree are called regions. All faces are simply connected, unbounded
regions.
In the following, we mimic the method developed in [17] (in the proof of theorem 3). An
indexing is added to the tree, i.e. a prescription of positive numbers to the edges, such that: for
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each face, the sum of these numbers over all edges on the boundary of this face equals to 2π
times the degree of the face. It can be shown that for every forest there exists an indexing. In
the special case that there are no vertices the indexing is unique and the index of each edge is
2π.
Let us apply the following well known construction. Let e = [v0,∞) be an edge, whose one
extremity is ∞ and let us choose a point v˜ in the interior of this edge. We replace in e the part
[v˜,∞) by an odd number of edges, that we denote e1, ..., 22k+1 and whose extremities are v˜ and
∞. Now, by this construction the edge e is replaced by e0 = [v0, v˜] and e1, ..., 22k+1 (where it is
supposed that e0, ..., 22k+1 are labeled in a natural cyclic order around v).
If the label of e is κ, then in the new tree, we index e0 by 12κ and the remaining edges by
1
2κ
and 2π − 12κ alternatively. Using this, we define the length of a path in the forest as the sum of
the indexes of edges in this path.
To this new construction, an orientation is added to the set of edges. Supposing that the set
of edges e0, ..., 22k+1 attached to the vertex v˜ are labeled in a natural cyclic order, for any pair ej
and ej+1 one edge is oriented towards v˜, the other one is oriented in the other direction. There
are exactly two ways of putting an orientation. This induces orientation on the boundaries of
each face having common boundary with this tree. So, we obtain orientation of all other trees
which intersect the boundary of these faces. Continuing this procedure we orient the edges of
the whole forest, and in particular the boundaries of all faces.
Now we construct a ramified covering from the forest to the real line R and we equip R with
the spherical metric 2|dκ|/(1 + |κ|2). The length of R is thus 2π. The real line has a natural
orientation from −∞ to ∞. Each edge of the forest is then mapped homeomorphically and
respecting the orientation (that is increasing with respect to the orientations of the edge and
of the real line) onto an interval of R. All leaves are mapped to ∞. Such a continuous map
is uniquely defined for fixed indexes and orientations on the edges. It is a ramified covering
(ramified at the vertices).
Since this gives an explicit algebraic curve germ A0 with isolated singularity, we can apply
easily the Theorem 5.2 developed by in Kas and Schlessingerand in [38], and the statement in
Fox [20].This locally deforms the germ A0 into AR. This deformation is parametrized by an
algebra R.

Corollary 3. Let C be a pattern. Consider one connected component in C being a tree with
non-empty set of inner nodes. An expanding WH+ move applied to an inner node amounts to
making a versal deformation of the germ associated to this inner node.
This result is straightforward from [38] and the exposition in [20].
5.3. New approach. To overcome the problem, highlighted above, we propose a complementary
approach, to the classical Maurer–Cartan perspective. We have the following diagram:
GSn GGn
T
pi
ρ
where T , isomorphic to the affine space R2n, which is parametrizing GSn, and π is a proper flat
morphism, ρ is an isomorphism.
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A path in the space of degree n complex polynomials, in one variable is denoted by P (z, t),
where t ∈ [0, 1]. Similarly, a path on the space of patterns will be denoted by ReP (x, t) = 0
(resp. ImP (x, t) = 0). This is equivalent to writing P−1(R, t) respectively P−1(ıR, t).
Any point in the fiber of π is a Gauss-skizze i.e. a pair of level curves given by ReP (x, t) = 0
and ImP (x, t) = 0), where P is a given complex polynomial, its coefficients lying in T . Consider
a pair of distinct fibers. Since the space of polynomial is connected, there always exists a path
from one fibre to the other one.
Definition 17. A deformation of a Gauss-skizze is trivial whenever the deformed Gauss-skizze
is isomorphic (in the graph sense) to the initial one. We say that a deformation of a Gauss-skizze
is a non-trivial small deformation whenever it is not trivial.
Theorem 4. A deformation of any Gauss skizze obeys to the following differential equation:
(9)
∂
∂t
Φ(x, t) + v∇Φ(x, t) = 0,
where Φ is given by Φ = P−1(R, t) or Φ = P−1(ıR, t), for a given complex polynomial P , t ∈ [0, 1]
and v is a vector field.
Proof. This follows from the level curves method (chapter 1 in [63]) and by applying the Cauchy–
Riemann equations to ReP and ImP . 
6. Groupoids of Gauss-skizze and their deformations
Let P˜ (resp. ˜˙P ) be the poset (GGn,) of Gauss-graphs (or forests in (TrCoGr,⊔), having an
even number of leaves and nodes of even valency) and endowed with order relation . This poset
is viewed as a category in the standard way, i.e., with elements being the objects (Gauss-graphs
or forests) and order-relations ′ ≺′ being morphisms. Let furthermore Top denote the category
of topological spaces and continuous maps.
Let us introduce the functor from the category P˜ to the category of topological spaces A :
P˜ → Top, giving the following construction.
(1) A fiber, at a given point P ∈ Aσ ⊂ T , is a Gauss-skizze.
(2) For a given graph (Gauss graph or forest such as described above), there exists a stratum
Aσ of T in Top, such that any element P ∈ Aσ is associated to a Gauss-skizze (or
pattern) of combinatorial type σ.
(3) Confn(C) is partitioned by the (disjoint) union of all Aσ. The closure of any stratum
Aσ is the union of all strata Aτ such that σ ≺ τ in the sense of the definition 11 and the
discussion following it.
(4) If σ ∈ Ob(GGn) and A(σ) = Aσ, we will call σ a family with base Aσ, or a Aσ-family.
Proposition 6. The triple formed by the category (GGn,≺), the category (T ,⊂) and the functor
A : (GGn,≺)→ (T ,⊂) forms a groupoid.
Proof. According to [49] (chap.5, section 3.2) in order to form a groupoid, the data must satisfy
one of the following conditions:
(1) First, for any base Aσ ∈ Top, any morphism of families over Aσ inducing identity on
Aσ must be an isomorphism.
(2) For any arrow ψ : Aσ1 → Aσ2 , between the basis and any family σ2 over the target Aσ2 ,
there must exist a Aσ1 -family σ1 and a morphism σ1 → σ2 lifting ψ.
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Let us apply condition 2 to our context. We have morphisms φ : σ1 → σ2 and ψ : Aσ1 → Aσ2
such that ψ induces an isomorphism of graphs σ1 → ψ∗(σ2). Equivalently the diagram
(10)
σ1 σ2
Aσ1 Aσ2
φ
ψ
is Cartesian and induces the bijection of two families of labeled sections. 
Consider σ an element of GGn (an object of P˜ ) and the fiber of GGn over the stratum Aσ,
which is A(σ). If σ, τ ∈ P , σ ≤ τ , we use A(σ → τ) to denote the continuous map associated to
the order relation σ ≺ τ (a morphism in P˜ ).
In particular, we have the following commutative diagram:
σ τ
Aσ Aτ

ψ
Theorem 5. Let σ, τ ∈ Ob(F) such that σ ≺ τ . The continuous map A(σ → τ) is a deformation
retract of Aσ onto Aτ .
Proof. Let I = [0, 1] be an interval in R. For a morphism ψ : Aσ → Aτ , the mapping cylinder is
the quotient space of the disjoint union (Aσ×I)⊔Aτ obtained by identifying each (x, 1) ∈ Aσ×I
with ψ(x) ∈ Aτ .
A mapping cylinder Mψ produces a deformation retract to the subspace Aτ , by sliding each
point (x, t) along the segment {x} × I ⊂Mφ to the endpoint ψ(x) ∈ Aτ .
We explicitly construct the deformation retract operation. Take a fiber of A(σ), i.e. a Gauss-
skizze parametrized by the topological space Aσ. The continuous map defining A(σ → τ) is
given by the path in the space of degree n polynomials ReP (x, t) = 0 (resp. ImP (x, t) = 0),
where t ∈ [0, 1]. For simplicity, we consider only one level curve, for instance P−1(R) (resp.
P−1(ıR)).
The deformation retract is constructed by convecting the ReP (x, t) = 0 (resp. ImP (x, t) = 0)
curves with the vector field v. This is given by the equation 9 of the type
∂
∂t
Φ(x, t) + v∇Φ(x, t) = 0,
where Φ(x, t) = P−1(R, t) (resp.Φ(x, t) = P−1(ıR, t)).
We construct the deformation such that at t = 1, there exists an extra set of points {ρ′i}i∈J ,
J ∈ Ob(Fin) verifying ∇ReP (ρ′i, 1) = 0, resp. ∇ImP (ρ
′
i, 1) = 0. In other words, we have that
ReP (ρ′i, 1) = 0 and P
′(ρ′i, 1) = 0, respectively ImP (ρ
′
i, 1) = 0 and P
′(ρ′i, 1) = 0.
This is a deformation retract of σ onto τ , since we have constructed a local cone defined by
[0, 1]×{P−1(R, t)}, with apex given at t = 1, located at the point where the curves have shrinked
together. Using the cartesian diagram 10 it follows that we have a deformation retract of Aσ
onto Aτ . 
Theorem 6. The stratification of Confn(C) by Gauss-skizze forms a topological stratification.
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Proof. Consider a point x of a stratum of dimension k > 0. By theorem 3, for a given tree T1 in
σ (which contains more than one edge) we have shown that there exists a versal deformation of
the germ corresponding to that tree, which smoothens the critical point(s). Locally, for U in a
neighborhood of x and in Confn(C) this procedure is equivalent to having U ∼= C ×R , where C
is a topological space of dimension n− k.
Let us show that C is a cone over a "link" L of dimension n − k − 1, and such that Y
is a topologically stratified space with strata coinciding with those of X such as depicted in
definition 15. Consider all the trees in σ, which are not T1, i.e. σ \ T1. We can consider it as a
new graph. By proposition 5 for m-Gauss-graphs, there exists a unique maximal upper bound
in the poset (GGn,). This maximal upper bound is a Gauss-graph constituted from one tree
with 4m leaves of alternating colors, and with one unique inner node. Using theorem 3 this
corresponds to a complex germ, which can be explicitly given as (zn−k, 0).
Using Milnor’s cone theorem (Chap. 4 [53]), the intersection of a ball with this germ (such
that the center of the ball coincides with the critical point), is topologically equivalent to a cone
over the link L of the germ (the link being the intersection of the boundary of the ball with the
germ). Following the stratification rule given by the Gauss-graphs, L inherits the Gauss-graphs’
stratification. 
6.1. Gauss-skizze operad. We propose here to enrich the Fulton–MacPherson operad, by con-
sidering it through the angle of the Gauss-skizze. In particular, every object Confn(C) has
a topological stratification by Gauss-graphs. We will use the tools from section 2.5 to con-
struct the composition operation. The advantage of considering this, is that it gives a refined
(semi-algebraic) topological decomposition for Confn(C). Each object of P• is stratified by the
Gauss-skizze.
Definition 18. GaSop is the collection of objects {V(S)|S ∈ Fin}, where V(S) is the stratified
space Confn(C) in n-Gauss-graphs and where Card(S) = n.
Theorem 7. GaSop forms a topological (symmetric) operad.
Proof. Most of the properties of GaSop are inherited from the pre-exiting Fulton–MacPherson
operad. What remains to discuss concerns the composition operation, with the Gauss-skizze
tool. We rely on the cosimplicial construction of section 2.5 and in particular definition 7.
Let Q be the linear set, defined in section 2.5. Consider a point in ConfQ i.e. corresponding
to a set of marked points plane on R2. Here, with GaSop there exists an additional piece of
information: the topological realisation of a Gauss graph σn0 . The inner vertices of this graph,
lying in Vroots, coincide with the marked points of configurations space.
Let us consider a weak partition v˜ : S → Q, and determine v˜−1(p), for all p ∈ Q. The cardi-
nality of v˜−1(p) gives the multiplicity of the p-th point in the Fulton–MacPherson compactified
space ConfQ.
Going back to the topological realisation of a graph σn0 , we will modify it according to the
construction presented in 2.5. Add to this p-th point new edges, so that 4|v˜−1(p)| is the new
valency of p. Colors/orientations of edges incident to p alternate. This new embedded graph
is a Gauss-skizze. Note that this operation is well-defined and defines uniquely a polynomial
with multiple roots and therefore corresponds to a unique configuration of points. Applying an
expanding WH+ move to p, splitting p into v˜−1(p) new inner nodes. This splitting can be such
that all trees are disjoint or, trees can be connected. 
Corollary 4. The topological operad GaSop is weakly equivalent in the model structure on
operads with respect to the classical model structure on topological spaces, to the little 2-disk
operad.
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