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Abstract
It is shown that central elements in G. Letzter’s quantum group
analogs of symmetric pairs lead to solutions of the reflection equation.
This clarifies the relation between Letzter’s approach to quantum sym-
metric pairs and the approach taken by M. Noumi, T. Sugitani, and
M. Dijkhuizen.
We develop general tools to show that a Noumi-Sugitani-Dijkhuizen
type construction of quantum symmetric pairs can be performed pre-
serving spherical representations from the classical situation. These
tools apply to the symmetric pair FII and to all symmetric pairs
which correspond to an automorphism of the underlying Dynkin dia-
gram. Hence Noumi-Sugitani-Dijkhuizen type constructions with de-
sirable properties are possible for various symmetric pairs for excep-
tional Lie algebras.
1 Introduction
The reflection equation with spectral parameter first appeared in I. V. Chered-
nik’s work on factorizing scattering on the half line [Che84]. The present pa-
per is devoted to the reflection equation without spectral parameter [KSS93]
and its relation to quantum group analogs of symmetric pairs.
Let θ be an involutive automorphism of a complex semisimple Lie algebra
g and let gθ denote the fixed Lie subalgebra. The pair (g, gθ) is a classical
(infinitesimal) symmetric pair.
∗Supported by the German Research Foundation (DFG)
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In a series of papers [Nou96], [NS95], [Dij96], [DN98], [DS99], and ref-
erences therein, analogs of U(gθ) inside the simply connected quantum uni-
versal enveloping algebra Uˇq(g) were constructed for all classical symmetric
pairs. The constructions were done case by case and depend on solutions of
the reflection equation. The solutions of the reflection equation were given
explicitly.
Taking a unifying approach, G. Letzter classified all maximal left coideal
subalgebras Bˇ ⊆ Uˇq(g) which specialize to U(g
θ) as q goes to 1 [Let02].
These coideal subalgebras can be given explicitly in terms of generators and
relations [Let03]. However, the reflection equation does not appear in this
construction. In [Let99, Section 6] it was shown that the coideal subalgebras
constructed via solutions of the reflection equation are contained in Letzter’s
coideal subalgebras. The proof depends on the abstract characterization of
quantum symmetric pairs.
In the present paper we consider the converse problem: Let Bˇ ⊆ Uˇq(g)
be one of Letzter’s coideal subalgebras.
1) Is there a solution of the reflection equation canonically associated to Bˇ
which can be used for a Noumi-Sugitani-Dijkhuizen type construction of a
subcoideal L ⊆ Bˇ ?
In order to replace Bˇ by L when looking at invariants, we moreover ask the
following question:
2) Let V be a type one representation of Uˇq(g). Does the space of L-invariant
elements in V coincide with the subspace of Bˇ-invariant elements ?
In this paper question 1) is answered in the affirmative. It is shown that
suitable elements in the center Z(Bˇ) lead to solutions of the reflection equa-
tion. The main ingredient in the argument is an isomorphism between the
q-deformed coordinate ring Rq[G] and the locally finite part of Uˇq(g). This
isomorphism is given by l-functionals and is the inverse of Caldero’s isomor-
phism [Cal93] given by the Rosso form. The center Z(Bˇ) is calculated in
[KL] where it is shown that the desired central elements exist. The knowl-
edge of the center together with a suitable notion of minimal weight leads to
solutions of the reflection equation also for exceptional Lie algebras.
The main motivation for question 1) is to gain a better understanding of
the ring of invariants Rq[G]
Bˇ = {x ∈ Rq[G] | bx = ε(b)x ∀b ∈ Bˇ}. For the
quantum symmetric pairs of classical type the solution of the reflection equa-
tion was used to obtain sets of generators of Rq[G]
Bˇ [Nou96], [DN98]. It is
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planned to investigate a similar construction for general quantum symmetric
pairs.
An affirmative answer to Question 2) on the other hand would show
that all results about zonal spherical functions and Macdonald polynomials
[Let03], [Let04] also hold for the coideal L. In the present paper this is proved
for the symmetric pair FII. We also formulate a generalization of Question
2) where L is replaced by the left coideal generated by any nontrivial element
of the basis of the center Z(Bˇ) determined in [KL]. This generalization is
proved for all symmetric pairs which correspond to automorphisms of the
underlying Dynkin diagram.
The paper is organized as follows. In Section 2 we fix notations and recall
general facts about the universal r-form for Rq[G]. These facts are used to
show that l-functionals give an isomorphism between Rq[G] and the locally
finite part of Uq(g).
In Section 3.1 it is shown how suitable central elements of a coideal sub-
algebra of Uˇq(g) lead to solutions of the reflection equation. This result is
applied to Letzter’s family of quantum symmetric pairs in 3.5. To this end
Letzter’s construction of quantum symmetric pair coideal subalgebras and
properties of their center are recalled in Sections 3.2 and 3.3, respectively.
Moreover, in 3.4 a natural notion of minimal weights is introduced. A precise
formulation of Question 2) above is given in Section 3.5 as Conjecture 1 and
a formulation of its generalization is given as Conjecture 2.
In this paper, following [Let02] we consider left coideal subalgebras and
the right adjoint action. In 3.7 the reflection equation obtained here is trans-
lated into the setting of right coideal subalgebras reproducing precisely the
reflection equation [Dij96, (5.5)], [DS99, (6.4)].
In Section 4 we develop general results about the left coideal generated
by a nontrivial element of the basis of Z(Bˇ). These results allow us to
prove Conjecture 1 for the symmetric pair of type FII. Section 5 is devoted
to symmetric pairs which correspond to an automorphism of the underlying
Dynkin diagram. In this case weight considerations and a suitable projection
map allow us to recover all generators of Bˇ inside the coideal generated by
an element of the basis of Z(Bˇ). This proves Conjecture 2 in this special
case.
The author is very grateful to Gail Letzter for encouragement and many
instructive discussions about quantum symmetric pairs. He also wishes to
thank Jasper Stokman for his interest and helpful comments.
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2 Quantum groups
We write C, Z, and N0 to denote the complex numbers, the integers, and the
nonnegative integers, respectively.
2.1 Notations
Let g be a finite dimensional complex semisimple Lie algebra of rank n and
h ⊆ g a fixed Cartan subalgebra. Let ∆ ⊆ h∗ denote the root system
associated with (g, h). Choose an ordered basis π = {α1, . . . , αn} of simple
roots for ∆ and let ∆+ (resp. ∆−) be the set of positive (resp. negative) roots
with respect to π. Identify h with its dual via the Killing form. The induced
nondegenerate symmetric bilinear form on h∗ is denoted by (·, ·). We write
Q(π) for the root lattice and P (π) for the weight lattice associated to the
root system ∆. Let ωi ∈ h
∗, i = 1, . . . , n be the fundamental weights with
respect to π and P+(π) denote the set of dominant weights, i. e. the N0-span
of {ωi | i = 1, . . . , n}. Let ≤ denote the standard partial ordering on h
∗. In
particular, µ ≤ γ if and only if γ − µ ∈ N0π. Finally, let W denote the
Weyl group associated to the root system ∆ and let w0 ∈ W be the longest
element in W with respect to π.
2.2 Uˇq(g) and Rq[G]
Let C = C(q1/N ) denote the field of rational functions in one variable q1/N
where N is sufficiently large such that (λ, µ) ∈ 1
N
Z for all λ, µ ∈ P (π). We
consider here the simply connected quantum universal enveloping algebra
Uˇq(g) as the C-algebra generated by elements {xi, yi, τ(λ) | i = 1, . . . , n, λ ∈
P (π)} and relations as given for instance in [Jos95, Section 3.2.9]. As usual
we will write ti = τ(αi). For α ∈ Q(π) and any subset M ⊆ Uˇq(g) let
Mα := {u ∈M | τ(λ)uτ(−λ) = q
(λ,α)u for all λ ∈ P (π)} (1)
denote the set of elements of weight α in M . The algebra Uˇq(g) has a Hopf
algebra structure with counit ε, coproduct ∆, and antipode σ as in [Jos95,
Section 3.2.9]. In particular the coproduct satisfies
∆xi =ti ⊗ xi + xi ⊗ 1, ∆yi = 1⊗ yi + yi ⊗ t
−1
i , ∆ti = ti ⊗ ti. (2)
4
Recall that σ2 is a Hopf algebra automorphism of Uq(g) and that
σ2(a) = τ(−2ρ)aτ(2ρ) (3)
where ρ = 1
2
∑
α∈∆+ α is half the sum of all positive roots of g.
As usual let Uq(n
+), Uq(n
−), G+, and G− denote the subalgebras of Uˇq(g)
generated by the sets {xi | i = 1, . . . , n}, {yi | i = 1, . . . , n}, {xit
−1
i | i =
1, . . . , n}, and {yiti | i = 1, . . . , n}, respectively. Let moreover Uˇq(b
+) and
Uˇq(b
−) denote the subalgebras of Uˇq(g) generated by the sets {xi, τ(λ) | i =
1, . . . , n, λ ∈ P (π)} and {yi, τ(λ) | i = 1, . . . , n, λ ∈ P (π)}, respectively. We
write Tˇ for the multiplicative group generated by τ(λ), λ ∈ P (π), and Uˇ0
for the subalgebra of Uˇq(g) generated by Tˇ . The algebra Uˇq(g) admits a
triangular decomposition. More precisely, the multiplication map induces an
isomorphism
Uq(n
−)⊗ Uˇ0 ⊗ Uq(n
+)→ Uˇq(g).
The same holds if one or both of Uq(n
−) and Uq(n
+) are replaced by G− and
G+, respectively.
Note that Uq(n
+), Uq(n
−), G+, and G− are direct sums of their weight
spaces. Using this decomposition into weight spaces and the triangular de-
composition one can define projections
πα,β : Uˇq(g) ∼= Uq(n
−)⊗ Uˇ0 ⊗G+ → Uq(n
−)α ⊗ Uˇ
0 ⊗G+β (4)
for all α, β ∈ Q(π). Moreover, define
πα : Uˇq(g)→ Uˇq(g)α (5)
to be the projection onto the weight space of weight α ∈ Q(π).
The following notation is used in Sections 3.2 and 5. For any multiindex
I = (i1, . . . , im), 1 ≤ ij ≤ n, define yI = yi1 · · · yim and xI = xi1 · · ·xim . Set
wt(I) = αi1 + · · ·+αim . Let I be a set of multiindices such that {yI | I ∈ I}
is a basis of Uq(n
−).
For µ ∈ P+(π) let V (µ) denote the uniquely determined finite dimensional
simple left Uˇq(g)-module of highest weight µ. More explicitly, there exists a
highest weight vector vµ ∈ V (µ) \ {0} such that
xivµ = 0, τ(λ)vµ = q
(µ,λ)vµ ∀ i = 1, . . . , n and λ ∈ P (π). (6)
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For any weight vector v ∈ V (µ) we will write wt(v) to denote its weight. We
consider the dual space V (µ)∗ always with its natural right Uˇq(g)-module
structure defined by v∗u(v) = v∗(uv) for all v∗ ∈ V (µ)∗, v ∈ V (µ), and
u ∈ Uˇq(g). We call an element v
∗ of the right Uˇq(g)-module V (µ)
∗ a weight
vector of weight ν ∈ P (π) if v∗τ(λ) = q(ν,λ)v∗ for all λ ∈ P (π). Moreover, we
write V (µ)∗ν to denote the space spanned by all weight vectors of weight ν in
V (µ)∗.
The q-deformed coordinate ring Rq[G] is defined [Jos95, 9.1.1] to be the
subspace of the linear dual Uq(g)
∗ spanned by the matrix coefficients of the
finite dimensional irreducible representations V (µ), µ ∈ P+(π). For v ∈
V (µ), v∗ ∈ V (µ)∗ the matrix coefficient cµv∗,v ∈ Uq(g)
∗ is defined by
cµv∗,v(X) = v
∗(Xv).
The linear span of matrix coefficients of V (µ) will be denoted by CV (µ).
Counit, antipode, and coproduct of Rq[G] will also be denoted by ε, σ, and∆,
respectively. Recall that Rq[G] is a Uˇq(g)-bimodule, with bimodule structure
defined by (uav)(x) = a(vxu) for all a ∈ Rq[G], u, v, x ∈ Uˇq(g).
Let H be a coalgebra with coproduct ∆. We will frequently make use of
Sweedler notation in the form ∆h = h(1) ⊗ h(2). Moreover, we write H
cop
to denote the coalgebra with the opposite coproduct ∆coph = h(2) ⊗ h(1).
Similarly, for any algebra A we write Aop to denote the algebra with the
opposite product.
2.3 The universal r-form for Rq[G]
The existence of the Rosso form for Uq(g) is reflected in the fact that Rq[G]
is a coquasitriangular Hopf algebra. Recall (e.g. [KS97, chapter 10]) that a
coquasitriangular bialgebra over C is a bialgebra A over C equipped with a
convolution invertible skew-pairing r : A⊗ A→ C such that
mAop = r ∗mA ∗ r¯.
Here mA : A⊗A→ A denotes the multiplication map of the algebra A, the
symbol ∗ denotes the convolution product and r¯ is the convolution inverse of
r. If (A, r) is a coquasitriangular bialgebra then r is called a universal r-form
for A. We quickly review the construction of the universal r-form for Rq[G]
along the lines of [Gai95], [Jos95] in our notational conventions.
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Let Rq[B
+] and Rq[B
−] denote the restriction of Rq[G] ⊆ Uˇq(g)
∗
to Uˇq(b
+)
and Uˇq(b
−), respectively. The Hopf algebra structure of Rq[G] induces Hopf
algebra structures on Rq[B
+] and Rq[B
−]. Let Ψ+ : Rq[G] → Rq[B
+] and
Ψ− : Rq[G]→ Rq[B
−] denote the canonical projections.
By [Tan92, Section 2] there exists a unique skew-pairing ϕ : Uˇq(b
−) ×
Uˇq(b
+)→ C such that
ϕ(yi, xj) = −δij/(q
(αi,αi)/2 − q−(αi,αi)/2)
ϕ(τ(λ), τ(µ)) = q−(λ,µ).
By [Jos95, 9.2.11, 9.2.12] the pairing ϕ can be used to define Hopf algebra
isomorphisms
Φ− : Uˇq(b
+)
op
→ Rq[B
−], x 7→ ϕ(·, x)
Φ+ : Uˇq(b
−)
cop
→ Rq[B
+], y 7→ ϕ(y, ·).
The universal r-form for Rq[G] is defined to be the composition of maps
r : Rq[G]⊗Rq[G]
Ψ+⊗Ψ−
−→ Rq[B
+]⊗Rq[B
−]
(Φ+)−1⊗(Φ−)−1
−→ Uˇq(b
−)⊗ Uˇq(b
+)
ϕ
−→ C.
By [Gai95, 2.2.3], [Jos95, 9.4.7] the map r is a universal r-form for Rq[G]. For
the purpose of the present paper the following properties of r are relevant.
Proposition 1 Let λ, µ ∈ P+(π) and let {vi} ⊆ V (λ) and {wj} ⊆ V (µ) be
weight bases with dual bases {v∗i } ⊆ V (λ)
∗ and {w∗j} ⊆ V (µ)
∗, respectively.
Then the following properties hold.
i) r(cλv∗
i
,vi′
, cµw∗j ,wj′ ) 6= 0 =⇒ wt(vi) ≥ wt(vi
′) and wt(wj) ≤ wt(wj′).
ii) r(cλv∗
i
,vi′
, cµw∗j ,wj′ ) 6= 0 =⇒ wt(vi)− wt(vi
′) = wt(wj′)− wt(wj).
iii) r(cλv∗i ,vi, c
µ
w∗j ,wj
) = ϕ(τ(wt(vi)), τ(wt(wj))) = q
−(wt(vi),wt(wj)).
iv) r(σ(a), σ(b)) = r(a, b).
Proof: Property i) follows from the fact that r factors over Rq[B
+]⊗Rq[B
−].
Property ii) follows from the properties of ϕ [Tan92, Lemma 2.1.3]. To verify
property iii) note that
Φ+(τ(−wt(vi))) = c
λ
v∗
i
,vi
∣∣
Rq[B+]
,
Φ−(τ(−wt(wj))) = c
µ
w∗j ,wj
∣∣
Rq[B−]
.
The last statement follows from [Tan92, Lemma 2.1.2]. 
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2.4 The locally finite part
Any Hopf algebra H with antipode σ acts on itself from the left and the right
by the left and right adjoint action, respectively. Using Sweedler notation
these actions are given explicitly as follows
adl(h)u = h(1)uσ(h(2)), adr(h)u = σ(h(1))uh(2), u, h ∈ H.
The right locally finite part is defined by
Fr(H) = {h ∈ H | dim((adrH)h) <∞}.
Similarly, the left locally finite part Fl(H) is defined using the left ad-
joint action adl instead of adr. Note that for u, x ∈ H on has (adru)x =
σ((adl(σ
−1(u))σ−1(x)) and therefore
Fr(H) = σ(Fl(H)). (7)
It was shown in [JL94, Thm. 4.10], [Cal93] that the locally finite part of
Uˇq(g) can be written explicitly as
Fl(Uˇq(g)) =
⊕
µ∈P+(pi)
(adlUˇq(g))τ(−2µ).
By (7) this implies
Fr(Uˇq(g)) =
⊕
µ∈P+(pi)
(adrUˇq(g))τ(2µ).
The following observation will be frequently used in Section 4. For any Hopf
algebra H the right adjoint action is compatible with the coproduct in the
following sense
∆(adrb)C =(adrb(2))C(1) ⊗ σ(b(1))C(2)b(3) for all b, C ∈ H (8)
In particular in view of (2) one obtains for the generators xi, yi of Uˇq(g) the
relations
∆(adrxi)C =(adrxi)C(1) ⊗ t
−1
i C(2) + (adrti)C(1) ⊗ t
−1
i C(2)xi
− C(1) ⊗ t
−1
i xiC(2), (9)
∆(adryi)C =(adryi)C(1) ⊗ C(2)t
−1
i + C(1) ⊗ C(2)yi
− (adrt
−1
i )C(1) ⊗ yitiC(2)t
−1
i . (10)
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for all C ∈ Uˇq(g).
Remark: For H = Uˇq(g) it was proved explicitly [JL95, 5.3], [Jos95, 7.1.6],
[Let02, Thm. 5.1] that Fl(H) is a left coideal ofH . However, this result holds
for any Hopf algebra H . It can be proved analogously to [HK03, Lemma 5].
2.5 l-functionals
We now apply the theory of l-functionals (e.g. [KS97, 10.1.3]) to the coqua-
sitriangular Hopf algebra Rq[G]. This will lead to an isomorphism between
the matrix coefficients CV (µ) and the corresponding component of the locally
finite part.
Using the universal r-form one defines l-functionals in the dual Hopf al-
gebra Rq[G]
◦ by
l+(a) := r(·, a), l−(a) := r(σ(a), ·),
l(a) := l−(σ−1(a(1)))l
+(a(2)) = r(a(1), ·)r(·, a(2)),
l˜(a) := l+(a(1))l
−(σ−1(a(2))) = r(·, a(1))r(a(2), ·)
for a ∈ Rq[G]. Note that by definition
l+(a) = (Φ−)−1 ◦Ψ−(a) ∈ Uˇq(b
+),
l−(a) = (Φ+)−1 ◦Ψ+(σ(a)) ∈ Uˇq(b
−)
and therefore l(a), l˜(a) ∈ Uˇq(g) and
r(a, b) = l+(b)(a) = ϕ(l−(σ−1(a)), l+(b)).
Using the fact that the universal r-form is a skew-pairing one can determine
the coproduct of the l-functionals. One obtains [KS97, 10.1.3, Prop. 11]
∆l+(a) = l+(a(1))⊗ l
+(a(2)), ∆l
−(a) = l−(a(1))⊗ l
−(a(2)),
∆l(a) = l(a(2))⊗ l
−(σ−1(a(1)))l
+(a(3)) = l(a(2))⊗ σ(l
−(a(1)))l
+(a(3)), (11)
∆l˜(a) = l+(a(1))l
−(σ−1(a(3)))⊗ l˜(a(2)) = l
+(a(1))σ(l
−(a(3)))⊗ l˜(a(2)).
The l-functionals l and l˜ are compatible with the right and left adjoint action,
respectively, in the following way [KS97, 10.1.3, Prop. 11]
adr(u)(l(a)) = (a(1)σ(a(3)))(u) l(a(2)) (12)
adl(u)(l˜(a)) = (σ(a(1))a(3))(u) l˜(a(2)). (13)
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These formulas imply in particular that for all a ∈ Rq[G]
l(a) ∈ Fr(Uˇq(g)), l˜(a) ∈ Fl(Uˇq(g)).
The following proposition is a generalization of a result proved for sl(r+1) and
sp(2r) in [HS98, Lemma 4.7]. The proof given here is significantly simpler.
Proposition 2 For any µ ∈ P+(π) the l-functionals l and l˜ define isomor-
phisms of vector spaces
l : CV (µ) → (adrUˇq(g))τ(−2w0µ), l˜ : C
V (µ) → (adlUˇq(g))τ(−2µ) (14)
Moreover, l and l˜ are compatible with the right and left adjoint action, re-
spectively, in the following way
l(σ(u(2))au(1)) = (adru)l(a), l˜(u(2)aσ(u(1))) = (adlu)l˜(a), (15)
for all u ∈ Uˇq(g), a ∈ Rq[G].
Proof: Formulas (15) follow immediately from (12) and (13).
For any dominant integral weight µ ∈ P+(π) let vw0µ ∈ V (µ) denote a
lowest weight vector and let v∗w0µ ∈ V (µ)
∗ be a lowest weight vector in the
dual right Uˇq(g)-module such that v
∗
w0µ(vw0µ) = 1. In Uˇq(g) using Proposition
1 one verifies
τ(−2w0µ) = l(c
µ
v∗w0µ,vw0µ
). (16)
To shorten notation define c := cµv∗w0µ,vw0µ
and define a right action a˜dr of
Uˇq(g) on Rq[G] by
(a˜dru)a = σ(u(2))au(1).
Then by (15) and (16) the map l maps (a˜drUˇq(g))c onto the right Uˇq(g)-
module (adr(Uˇq(g)))(τ(−2w0µ)). Moreover, by [JL94, Thm. 3.5] one has
dim((adrUˇq(g))τ(−2w0µ)) = dim(End(V (µ))) = dim(C
V (µ))
and therefore (a˜drUˇq(g))c = C
V (µ) and l|CV (µ) is also injective. This proves
the first isomorphism in (14). The second isomorphism is obtained analo-
gously. 
Remark: P. Caldero showed that the Rosso form induces an isomorphism
(adlUˇq(g))τ(−2µ) → C
V (µ) [Cal93]. Using the properties of l˜ and of the
Rosso form one can verify that l˜ is the inverse of this isomorphism.
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3 Reflection equation for quantum symmet-
ric pairs
3.1 Coideal subalgebras and a reflection equation
Let B ⊆ Uˇq(g) be a left coideal subalgebra with center Z(B). In the previous
section we saw that (adrUˇq(g))τ(−2w0µ) is spanned by l-functionals. This
can now be used to show that any element in Z(B) ∩ (adrUˇq(g))τ(−2w0µ)
gives rise to a solution of the reflection equation.
For any µ ∈ P+(π) let N = dimV (µ) and let {v1, . . . , vN} be a basis of
V (µ) with dual basis {v∗1, . . . , v
∗
N}. To shorten notation define c
i
j := c
µ
v∗i ,vj
for
i, j = 1, . . . , N and
Rijkl := r(c
i
k, c
j
l ).
By Proposition 2 any element C ∈ (adrUˇq(g))τ(−2w0µ) can be written in
the form
C =
∑
i,j
J ji l(c
i
j) (17)
for some coefficients J ji ∈ C.
Proposition 3 Given µ ∈ P+(π), a left coideal subalgebra B ⊆ Uˇq(g) and
an element
C ∈ Z(B) ∩ (adrUˇq(g))τ(−2w0µ).
Then the matrix J = (J ji )i,j=1,...,N defined by (17) satisfies the reflection
equation
J1R˜J2R = R21J2R˜21J1 (18)
where R˜ijkl = r(c
i
k, σ(c
j
l )), the lower index 21 denotes conjugation with the
twist P : v ⊗ w 7→ w ⊗ v, and J1
ij
kl = δjlJ
i
k, J2
ij
kl = δikJ
j
l .
Proof: As ∆B ⊆ Uˇq(g)⊗ B relation (11) implies∑
i,j
σ(l−(cim))J
j
i l
+(cnj )− J
n
m ∈ B
+, for all m,n = 1, . . . , N,
11
where B+ = B ∩ ker(ε). By the adr(B)-invariance of C this implies
adr
(∑
i
Jni σ(l
−(cim))− σ
−1(l+(cni ))J
i
m
)
(C) = 0.
Using relation (12) one obtains∑
a,b,i,j,k,l
[
Jni r(c
i
l, σ(c
b
j))J
j
kr(c
l
m, c
k
a)− r(c
b
j, c
n
l )J
j
kr(c
k
a, σ(c
l
i))J
i
m
]
l(cab ) = 0
for all m,n = 1, . . . , N . As l is injective and the cab are linearly independent
this yields the desired formula. 
Remark: Formula (18) coincides with the reflection equation [Dij96, Equa-
tion (5.5)] up to replacing R˜ by R−1. In Section 3.7 we will see how to obtain
[Dij96, Equation (5.5)] by a suitable translation from left to right coideal
subalgebras.
3.2 Quantum symmetric pairs
We now wish to apply the above observation to the family of quantum sym-
metric pairs constructed and investigated by Gail Letzter in a series of pa-
pers [Let99], [Let02], [Let03]. Hence we first recall the construction and some
properties of quantum symmetric pairs.
Let θ : g → g be an involutive Lie algebra automorphism, i.e. θ2 =
id, which is maximally split with respect to h and the chosen triangular
decomposition of g in the sense of [Let02, Section 7]. Then θ induces an
involution Θ of the root system ∆ of g and thus an automorphism of h∗.
Define πΘ = {αi ∈ π |Θ(αi) = αi}. Let p be the permutation of {1, . . . , n}
such that
Θ(αi) ∈ −αp(i) + ZπΘ for all αi /∈ πΘ (19)
and p(i) = i if αi ∈ πΘ.
Let M ⊆ Uˇq(g) denote the Hopf subalgebra generated by xi, yi, t
±1
i for
αi ∈ πΘ. Define a multiplicative subgroup T
′
Θ ⊆ Uˇq(g) by
T ′Θ = {τ(λ) | λ ∈ P (π) andΘ(λ) = λ}.
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By definition the subalgebra Bˇ ⊆ Uˇq(g) is generated byM, T
′
Θ, and elements
Bi for αi ∈ π \ πΘ defined by
Bi = yiti + di θ˜(yi)ti + si ti (20)
for suitable di, si ∈ C, di 6= 0, and where
θ˜(yi) = (adrxim) . . . (adrxi1)(t
−1
p(i)xp(i))
for suitable αi1 , . . . , αim ∈ πΘ. For more details, in particular for the choice
of di, si, and αi1 , . . . , αim consult [Let02, Section 7]. For the purpose of the
present paper it suffices to know that θ˜(yi) is (adrM
+)-invariant.
Set Bi = yiti for αi ∈ πΘ and set M
+ = M ∩ Uq(n
+). Recall the
definition of I given in Section 2.2. Given a multiindex I = (i1, . . . , im)
in I, set BI = Bi1 · · ·Bim . By [Let02, Section 7], we have a direct sum
decomposition
Bˇ = ⊕I∈IBIM
+T ′Θ. (21)
It is sometimes convenient to replace the generators {Bi |αi ∈ π \ πΘ} by
a different set of generators {Ci |αi ∈ π \ πΘ} obtained by interchanging yiti
and xi. More precisely, the new set of generators is obtained via the following
map. By [Let03, Theorem 3.1], [Let, (1.22)] there exists an C-linear algebra
antiautomorphism κBˇ of Uˇq(g) defined by
κBˇ(xi) = cBiyiti, κBˇ(yi) = c
−1
Bi
t−1i xi, κBˇ(τ(λ)) = τ(λ)
for suitable nonzero cBi ∈ C, such that
κBˇ(Bˇ) = Bˇ.
Note that in the above references κBˇ is defined to be conjugate linear in
order to obtain a ∗-structure on Bˇ. However, linearity suffices for the present
purposes. Note moreover, that by definition the antipode and the coproduct
of Uˇq(g) satisfy
κBˇ(σ(u)) = σ
−1(κBˇ(u)), ∆(κBˇ(u)) = (κBˇ ⊗ κBˇ)∆(u) (22)
for all u ∈ Uˇq(g). In particular, one gets
κBˇ((adru)C) = (adr(σ
−1 ◦ κBˇ(u)))κBˇ(C) (23)
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for all u, C ∈ Uˇq(g), and hence
κBˇ
(
(adrUˇq(g))τ(2µ)
)
= (adrUˇq(g))τ(2µ) (24)
for all µ ∈ P+(π).
The subalgebra generated byM and T ′Θ of Bˇ is invariant under κBˇ. Hence
Bˇ is also generated by M, T ′Θ, and elements Ci = cBiκBˇ(Bi) for αi ∈ π \ πΘ.
Note that (23) implies
Ci = xi + cBiditiκBˇ(θ˜(yi)) + cBisiti
= xi + (−1)
md′i(adryi1) · · · (adryim)yp(i) + s
′
iti
for suitable d′i, c
′
i ∈ C, d
′
i 6= 0. Formula (23) also implies that κBˇ(θ˜(yi)) is
(adrM
−)-invariant because θ˜(yi) is (adrM
+)-invariant.
3.3 The center of quantum symmetric pair coideal sub-
algebras
In order to apply Proposition 3 to quantum symmetric pairs we recall some
results of [KL] on the center Z(Bˇ) of the coideal subalgebras Bˇ ⊆ Uˇq(g).
Let W (πΘ) ⊆ W denote the subgroup generated by the simple reflections
corresponding to the simple roots in πΘ. Note thatW (πΘ) is the Weyl group
corresponding to the root system generated by πΘ. Let w
′
0 ∈ W (πΘ) denote
the longest element in W (πΘ). As shown in [KL, Theorem 8.5] the center
Z(Bˇ) of Bˇ has a basis {dµ |µ ∈ PZ(Bˇ)} indexed by the set
PZ(Bˇ) = {µ ∈ P
+(π) |Θ(µ) = µ+ w0µ− w
′
0µ}.
The set PZ(Bˇ) is explicitly determined in [KL, Proposition 9.1]. Note that
PZ(Bˇ) = −w0PZ(Bˇ). By [KL, Theorem 8.3] the central elements dµ for µ ∈
PZ(Bˇ) satisfy
dµ ∈ Y
µ +
∑
γ<2µ˜
Uˇq(g)−γ (25)
where Y µ ∈ (adrUˇq(g))τ(2µ) is a highest weight vector with respect to the
right adjoint action of spherical weight 2µ˜ = µ−Θ(µ).
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The center Z(Bˇ) is invariant under the algebra antiautomorphism κBˇ.
Recall also from [KL, Theorem 8.3] that
dµ ∈ vµ +
∑
ν<µ
(adrUˇq(g))τ(2ν) (26)
for some nonzero vµ ∈ (adrUˇq(g))τ(2µ) which is uniquely determined up to
scalar multiplication. From (24) and the fact that {dµ |µ ∈ PZ(Bˇ)} is a basis
of Z(Bˇ) one obtains
κBˇ(dµ) ∈ aµvµ +
∑
ν<µ
(adrUˇq(g))τ(2ν) (27)
for some aµ ∈ C \ {0}. As κ
2
Bˇ
= id one even gets aµ ∈ {−1, 1}. Hence,
replacing dµ by (dµ + aµκBˇ(dµ))/2 we may assume that
κBˇ(dµ) = aµdµ. (28)
Define Xµ = aµκBˇ(Y
µ). Then by (23) the element Xµ ∈ (adrUˇq(g))τ(2µ) is
a lowest weight vector of weight −2µ˜ with respect to the right adjoint action.
Hence (25) and (28) imply
dµ ∈ X
µ +
∑
γ<2µ˜
Uˇq(g)γ . (29)
3.4 Minimal weights in PZ(Bˇ)
By Proposition 3 one can find solutions of the reflection equation via elements
in Z(Bˇ)∩ (adrUˇq(g))τ(−2w0µ). The following notion of minimality will lead
to the desired central elements. Note that this definition is slightly more
general than the definition of minimality in say [Hum72, Exercise 13.13].
Definition 1 Let g be simple. A nonzero weight µ ∈ P+(π) is called minimal
if it satisfies the following property: If ν ∈ P+(π) and ν < µ then ν = 0.
Note that µ ∈ P+(π) is minimal if and only if −w0µ is minimal. As shown
in [KL, Corollary 8.4] it follows immediately from (26) that for minimal
µ ∈ PZ(Bˇ) we may assume
dµ ∈ (adrUˇq(g))τ(2µ). (30)
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In Tables 1 and 2 we have listed all minimal weights and all minimal weights
in PZ(Bˇ) using the labeling of simple roots of [Hum72, 11.4]. Symmetric
pairs are labeled as in [Ara62, 5.11]. Following [Let03, Section 7], however,
the parameter p occurring in Araki’s list will be denoted by r, and as before
n = rank(g). Table 1 is obtained by inspection from the table in [Hum72,
p. 69] and Table 2 then follows from [KL, Proposition 9.1].
An ω1, . . . , ωn, ω1+ωn E7 ω1, ω2
Bn ω1, ωn E8 ω8
Cn ω1, ω2 F4 ω4
Dn ω1, ω2, ωn−1, ωn G2 ω1
E6 ω1, ω2, ω6
Table 1: Minimal weights in P+(π)
AI, AII ω1 + ωn
AIII, AIV ω1, . . . , ωn, ω1+ωn
Bn ω1, ωn
Cn ω1, ω2
(DI, case 1), r even ω1, ω2, ωn−1, ωn
(DI, case 1), DII, r odd ω1, ω2
(DI, case 2,3), (DIII, case 1), n even ω1, ω2, ωn−1, ωn
(DI, case 2,3), (DIII, case 1), n odd ω1, ω2
(DIII, case 2) ω1, ω2, ωn−1, ωn
EI, EIV ω2
EII, EIII ω1, ω2, ω6
E7 ω1, ω2
E8 ω8
F4 ω4
G2 ω1
Table 2: Minimal weights in PZ(Bˇ)
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3.5 Invariants
Assume now that µ ∈ PZ(Bˇ) and let Lµ ⊆ Uˇq(g) denote the left coideal
generated by the central element d−w0µ. As Bˇ ⊆ Uˇq(g) is a left coideal one
has Lµ ⊆ Bˇ. If µ ∈ PZ(Bˇ) is minimal then (30) holds also with µ replaced
by −w0µ. In this case let again J denote the N × N -matrix defined by
dµ =
∑
i,j J
j
i l(c
i
j). By Proposition 3 the matrix J is a solution of the reflection
equation (18). Let L+ and L− denote the N ×N matrix with entries l+(cij)
and l−(cij), respectively. By construction Lµ is the linear span of the matrix
entries of σ(L−)tJ t(L+)t. Up to conventional changes explained in Section
3.7 the coideal Lµ is of the type considered by M. Noumi, T. Sugitani, and
M. Dijkhuizen.
For any left Uˇq(g)-module M and any subset L ⊆ Uˇq(g) define M
L =
{m ∈ M | am = ε(a)m ∀a ∈ L}. We conjecture that Lµ is big enough in the
following sense.
Conjecture 1 Assume that g is simple and that µ ∈ PZ(Bˇ) is minimal. Then
V (ν)Bˇ = V (ν)Lµ for all ν ∈ P+(π).
For the classical symmetric pairs and a suitable choice of a minimal µ ∈
P+(π) the coideals Lµ have been explicitly constructed. In this case the claim
of the conjecture holds by [NS95, Theorem 1] and [Let02, Theorem 7.7]. In
Section 4 we will obtain general results aiming at a proof of Conjecture 1.
Although the general case remains open these results are strong enough to
verify Conjecture 1 for the symmetric pair FII.
To obtain solutions of the reflection equation via Proposition 3 it is neces-
sary that dµ satisfies (30) and hence it is natural to assume that µ is minimal.
However, one could ask if Conjecture 1 also holds for not necessarily minimal
µ ∈ PZ(Bˇ). This also allows us to consider irreducible symmetric pairs (g, g
θ)
with not necessarily simple g.
Conjecture 2 Assume that (g, gθ) is irreducible and that µ ∈ PZ(Bˇ). Then
V (ν)Bˇ = V (ν)Lµ for all ν ∈ P+(π).
In Section 5 the claim of Conjecture 2 is verified for all quantum symmetric
pairs with πΘ = ∅. In particular, Conjecture 2 is seen to hold in the case
where g = g′ ⊕ g′ for some simple g′ and θ interchanges the two isomorphic
components.
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Remark: M. Noumi constructed quantum symmetric pairs of type AI and
AII using the R-matrix in the vector representation V (ω1) and a reflection
equation [Nou96, (2.7)] different from (18) and (35). However, ω1 /∈ PZ(Bˇ)
for AI and AII. The construction in 3.1 only yields a solution of the reflection
equation for the R-matrix of V (ω1 + ωn). Conjectures 1 and 2 claim that
with respect to its invariants the coideal constructed here is equivalent to
the coideal constructed by Noumi. Noumi’s reflection equation occurs for
all classical symmetric pairs apart from AIII [NS95]. However, for g of type
B, C, or D the vector representation V (ω1) is self dual and hence Noumi’s
reflection equation can be translated into (18) in these cases.
In view of the above remarks it is one of the conceptual insights of the
present paper that Noumi-Sugitani-Dijkhuizen type constructions can be per-
formed with one and the same reflection equation uniformly for all symmetric
pairs.
3.6 First properties of Lµ
The following two observations will be frequently used in Sections 4 and 5.
Lemma 1 For any µ ∈ PZ(Bˇ) the left coideal Lµ is (adlM)-invariant.
Proof: For b ∈M∩ ker(ε) and C ∈ Z(Bˇ) one has analogously to (8)
0 = ∆((adlb)C) = b(1)C(1)σ(b(3))⊗ (adlb(2))C(2).
In particular for b = xi, αi ∈ πΘ, and C = d−w0µ one obtains
C(1) ⊗ (adlxi)C(2) = t
−1
i (xiC(1) − C(1)xi)⊗ C(2) ∈ Uˇq(g)⊗ Lµ.
Hence Lµ is (adlxi)-invariant. Similarly one obtains that Lµ is (adlyi)-
invariant and (adlti)-invariant if αi ∈ πΘ. 
Lemma 2 For any µ ∈ PZ(Bˇ) the left coideal Lµ is invariant under the
algebra antiautomorphism κBˇ.
Proof: This follows from (28) and the second formula of (22). 
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3.7 Left versus right
In this section the result from 3.1 is translated into the setting of right coideal
subalgebras. This reproduces the reflection equation [Dij96, (5.5)]. The
results of the present section are not relevant for the rest of the paper.
Using the antipode of Uˇq(g) there are two ways to turn a left Uˇq(g)-module
V into a right Uˇq(g)-module. One can define a right action on V by
v ⊳+ u := σ(u)v ∀ u ∈ Uˇq(g), v ∈ V (31)
or by
v ⊳− u := σ
−1(u)v ∀ u ∈ Uˇq(g), v ∈ V. (32)
We will denote the vectorspace V endowed with the right module structures
(31) and (32) by V +r and V
−
r , respectively. For finite dimensional V the right
Uˇq(g)-modules V
+
r and V
−
r are isomorphic, however, the isomorphism is not
given by the identity map of the underlying vectorspace V .
This little observation explains why the reflection equation (18) slightly
differs from the reflection equation [Dij96, (5.5)]. To be more precise, note
that by (15) the map
V (λ)∗ ⊗ V (λ)+r → (adrUˇq(g))(τ(2λ)), v
∗
i ⊗ vj 7→ l(c
i
j) (33)
is an isomorphism of right Uˇq(g)-modules. For any N × N -matrix J let
BJ ⊆ Uˇq(g) denote the left coideal subalgebra generated by the matrix entries
of
σ(L−)tJ t(L+)t.
With this notation the proof of Proposition 3 also proves the following gen-
eralization of a right version of [Nou96, Prop. 2.3], [DS99, Prop. 6.5].
Proposition 4 For any N ×N-matrix J the element∑
i,j
J ji v
∗
i ⊗ vj ∈ V (λ)
∗ ⊗ V (λ)+r
is BJ -invariant if and only if J satisfies the reflection equation (18).
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Proof: In view of the isomorphism (33) all that needs to be checked is
that
∑
i,j J
j
i l(c
i
j) is (adrBJ)-invariant if and only if J satisfies (18). This has
indeed been verified in the proof of Proposition 3. 
To obtain the reflection equation from [Dij96, (5.5)], [DS99, (6.4)] one
has to write the invariant element as an element in V (λ)∗ ⊗ V (λ)−r . Note
that there is an isomorphism of right Uˇq(g)-modules given by
η−+ : V (λ)
−
r → V (λ)
+
r , vν 7→ q
(λ−ν,2ρ)vν (34)
where vν ∈ V (λ)ν denotes a weight vector of weight ν in the left Uˇq(g)-
module V (λ) and ρ = 1
2
∑
α∈∆+ α. Indeed, by (3) for any homogeneous
element a ∈ Uˇq(g)µ on has
vλ ⊳− a = σ
−1(a)vλ = q
(µ,2ρ)σ(a)vλ = q
(µ,2ρ)vλ ⊳+ a
and therefore
η−+(vλ ⊳− a) = q
(−µ,2ρ)σ−1(a)vλ = vλ ⊳+ a.
For any N × N -matrix J˜ define B˜J˜ := BJ where J
j
i := q
(λ−wt(vj),2ρ)J˜ ji . The
following proposition states that exchange of left and right by means of the
antipode σ transforms the situation considered here precisely into the situa-
tion considered in [DS99] for the special case of Grassmannians.
Proposition 5 For any N ×N-matrix J˜ the element
C :=
∑
i,j
J˜ ji v
∗
i ⊗ vj ∈ V (λ)
∗ ⊗ V (λ)−r
is B˜J˜ -invariant if and only if J˜ satisfies the reflection equation
J˜1R
−1J˜2R = R21J˜2R
−1
21 J˜1. (35)
Moreover, let BD
J˜
⊆ Uˇq(g) denote the right coideal subalgebra generated by
the coefficients of the N ×N-matrix σ(L+)J˜L−. Then B˜J˜ = σ(B
D
J˜
).
Proof: Note that
(id⊗ η−+)
(∑
i,j
J˜ ji v
∗
i ⊗ vj
)
=
∑
i,j
J ji v
∗
i ⊗ vj ∈ V (λ)
∗ ⊗ V (λ)+r
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where J ji = q
(λ−wt(vj),2ρ)J˜ ji . Thus by Proposition 4 the element C is B˜J˜ -
invariant if and only if J satisfies the reflection equation (18). Thus C is
B˜J˜ -invariant if and only if J˜ satisfies∑
i,j,k,l
q(λ−wtvn,2ρ)J˜ni r(c
i
l, σ(c
b
j))q
(λ−wtvj ,2ρ)J˜ jkr(c
l
m, c
k
a)
− r(cbj, c
n
l )q
(λ−wtvj ,2ρ)J˜ jkr(c
k
a, σ(c
l
i))q
(λ−wtvi,2ρ)J˜ im = 0 (36)
for all a, b,m, n. Note that (3) implies
q(λ−wtvj ,2ρ)cij = q
(λ−wtvi,2ρ)σ−2(cij). (37)
Using (37) relation (36) is seen to be equivalent to∑
i,j,k,l
q(λ−wtvn,2ρ)q(λ−wtvb,2ρ)J˜ni r(c
i
l, σ
−1(cbj))J˜
j
kr(c
l
m, c
k
a)
− q(λ−wtvn,2ρ)q(λ−wtvb,2ρ)r(σ−2(cbj), σ
−2(cnl ))J˜
j
kr(c
k
a, σ
−1(cli))J˜
i
m = 0
for all a, b,m, n. Using Proposition 1 iv) one verifies that the above equation
is equivalent to∑
i,j,k,l
J˜ni r(σ(c
i
l), (c
b
j))J˜
j
kr(c
l
m, c
k
a)− r(c
b
j, c
n
l )J˜
j
kr(σ(c
k
a), c
l
i)J˜
i
m = 0
for all a, b,m, n. This is just the desired equation (35) written explicitly.
To verify the second statement, note that (37) implies∑
i,j
σ(l−(cim))J
j
i l
+(cnj ) =
∑
i,j
σ(l−(cim))J˜
j
i σ
2(l+(cnj ))q
(λ−wtvn,2ρ)
= σ
(∑
i,j
σ(l+(cnj ))J˜
j
i l
−(cim)
)
q(λ−wtvn,2ρ). 
4 Towards a proof of Conjecture 1
Throughout this section we assume the g is simple. The proof of the stronger
Conjecture 2 in the case g = g′ ⊕ g′ is contained in Section 5.
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4.1 Coproduct of central elements
Recall the definition of the projection maps πα,β and πα for α, β ∈ Q(π) from
Section 2.2. By the following Lemma the coproduct of the central element
dµ for µ ∈ PZ(Bˇ) can be in part read off the element Y
µ defined by (25).
Lemma 3 Let µ ∈ PZ(Bˇ) and α, β ∈ Q(π). Then
(π−(µ−w0µ−α),β ⊗ id)∆(dµ) ∈(π−(µ−w0µ−α),β ⊗ πµ−w′0µ−α−β)∆(Y
µ)
+
∑
η<w′0µ−µ+α+β
Uq(n
−)
−(µ−w0µ−α)
Uˇ0G+β ⊗ Uˇq(g)−η.
Proof: Recall from (25) that dµ ∈ Y
µ +
∑
γ<2µ˜ Uˇq(g)−γ and Y
µ ∈ Uˇq(g)−2µ˜.
Note moreover that ∆Uˇq(g)ν ⊆
∑
ζ+ξ=ν Uˇq(g)ζ ⊗ Uˇq(g)ξ. Hence using 2µ˜ =
w′0µ− w0µ one obtains
(π−(µ−w0µ−α),β ⊗ id)∆(Y
µ) = (π−(µ−w0µ−α),β ⊗ πµ−w′0µ−α−β)∆(Y
µ)
(π−(µ−w0µ−α),β ⊗ id)∆(Uˇq(g)−γ) ⊆
∑
η<w′0µ−µ+α+β
Uq(n
−)
−(µ−w0µ−α)
Uˇ0G+β ⊗ Uˇq(g)−η
for any γ < 2µ˜. 
4.2 Finding one generator Bi in Lµ
Recall that for any µ ∈ PZ(Bˇ) the symbol Lµ denotes the left coideal generated
by the central element d−w0µ ∈ Z(Bˇ).
Proposition 6 Let µ ∈ PZ(Bˇ) such that (µ, αj) = 0 for all αj ∈ πΘ and
2(µ, αi)/(αi, αi) = 1 for some αi /∈ πΘ. Then Biτ(−Θ(µ)−µ) ∈ Lµ and
Ciτ(−Θ(µ)−µ) ∈ Lµ.
Proof: Consider the central element d−w0µ which lies in (adrUˇq(g))τ(−2w0µ)
up to terms of lower filter degree, and its highest weight component Y −w0µ.
Note that (µ, αj) = 0 for all αj ∈ πΘ implies w
′
0µ = µ. Hence, using µ ∈
PZ(Bˇ), one obtains Θ(w0µ) = µ and thus
−2w˜0µ = −w0µ−Θ(−w0µ) = µ− w0µ. (38)
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By [JL94, 4.8] there is an isomorphism of right Uq(n
−)-modules
(adrUq(n
−))τ(−2w0µ) ∼= V (µ)
∗, (adru)τ(−2w0µ) 7→ v
∗
w0µ
u (39)
where u ∈ Uq(n
−) and v∗w0µ ∈ V (µ)
∗ is nonzero on the lowest weight vector
vw0µ and vanishes on all other weight vectors of V (µ). The isomorphism (39)
implies that
Y −w0µ = (adryi)(adrY˜ )τ(−2w0µ)
for some Y˜ ∈ Uq(n
−)
−(µ−w0µ−αi)
. Moreover, using 2(µ, αi)/(αi, αi) = 1 and
the isomorphism (39) one sees that the weight space with respect to the left
adjoint action ((adrUq(n
−))τ(−2w0µ))−(µ−w0µ−2αi) is empty. Hence, by (10)
one obtains
(π−(µ−w0µ−αi),0 ⊗ π−αi)∆(Y
−w0µ)
=(adrY˜ )τ(−2w0µ)⊗ [τ(−w0µ−µ+αi)yi − q
−(αi,µ−w0µ−αi)yiτ(−w0µ−µ+αi)]
=(1− q(αi,αi))(adrY˜ )τ(−2w0µ)⊗ τ(−w0µ−µ+αi)yi
=(q−(αi,αi) − 1)(adrY˜ )τ(−2w0µ)⊗ τ(−µ−Θ(µ))yiti
Lemma 3 for α = αi, β = 0 and the coideal property for Lµ now imply that
Lµ ∩
(
yitiτ(−Θ(µ)− µ) +
∑
η<αi
Uˇq(g)−η
)
6= 0.
Hence by (21) there exists m ∈ MT ′Θ such that Biτ(−Θ(µ)−µ) +m ∈ Lµ.
Using the coideal property again one obtains Biτ(−Θ(µ)−µ) ∈ Lµ. The
relation Ciτ(−Θ(µ)−µ) ∈ Lµ now follows from Lemma 2. 
4.3 Finding generators xj, yj ∈ LµT ′Θ ∩M
Proposition 7 Let µ ∈ PZ(Bˇ) and αi ∈ π \ πΘ and τ(λ) ∈ T
′
Θ. Assume that
Biτ(λ) ∈ Lµ and (αi, αj) 6= 0 for some αj ∈ πΘ. Then xjτ(λ+αi+Θ(αi)) ∈
Lµ and yjtjτ(λ+ αi +Θ(αi)) ∈ Lµ.
Proof: Consult the list [Ara62, 5.11] of irreducible symmetric pairs for simple
g and note that (αi, αj) 6= 0 implies
2(αi, αj)/(αj, αj) = −1 (40)
unless the symmetric pair is of one of the following types:
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1. (CII, case 2) and i = n, j = n− 1.
2. BI/BII and r = i = n− 1, j = n.
In case 1. by [Let03, Section 7] one has Bn = yntn + [(adrx
2
n−1)t
−1
n xn]tn.
Hence, using (8) and the relation (αn, αn−1) = −(αn−1, αn−1) one computes
(παn−1+αn ⊗ id)∆Bn = (q
2(αn−1,αn−1) − 1)[(adrxn−1)t
−1
n xn]tn ⊗ t
−2
n−1xn−1.
The coideal property of Lµ now implies
xn−1τ(λ+ αn +Θ(αn)) = xn−1τ(λ− 2αn−1) ∈ Lµ.
The relation yn−1tn−1τ(λ + αn + Θ(αn)) ∈ Lµ follows from Lemma 2. In-
terchanging n and n − 1 one obtains the claim of the Lemma in the case 2.
Hence from now on we may assume (40) to hold.
Note that t−1p(i)xp(i) generates a finite dimensional adr(M)-module V (M, i)
of lowest weight Θ(αi) with respect to the right adjoint action. The relation
(40) implies that
V (M, i)−Θ(αi)−2αj = {0}. (41)
and that there exists X˜ ∈M+ such that
Bi = yiti + c
(
(adrxj)(adrX˜)(t
−1
p(i)xp(i))
)
ti + siti.
Using (9), (41), and the abbreviation t = τ(Θ(αi) + αj) one obtains
(π−Θ(αi)−αj ⊗ id)(Biτ(λ))
=[(adrX˜)t
−1
p(i)xp(i)]tiτ(λ)⊗ [σ(xj)t− q
(αj ,Θ(αi)+αj)tσ(xj)]tiτ(λ)
=− [(adrX˜)t
−1
p(i)xp(i)]tiτ(λ)⊗ t
−1
j xjttiτ(λ)(1− q
2(αj ,Θ(αi)+αj)).
Note that (40) implies (αj ,Θ(αi) + αj) = (αj, αi + αj) = −(αj , αi) 6= 0.
Hence the coideal property of Lµ implies xjτ(λ + αi + Θ(αi)) ∈ Lµ. The
relation yjtjτ(λ + αi +Θ(αi)) ∈ Lµ now follows from Lemma 2. 
24
4.4 Obtaining M-invariance
By [Let02, (7.5)] for any αi ∈ π \ πΘ one can write
Θ(αi) + αp(i) =
∑
αj∈piΘ
nijαj
for some uniquely determined nonpositive integers nij . Define a subset of πΘ
by
πΘ,i = {αj ∈ πΘ |nij 6= 0}
and letMi denote the subalgebra ofM generated by {xj, yj, tj , t
−1
j |αj∈πΘ,i}.
Proposition 8 Let µ ∈ PZ(Bˇ) and αi ∈ π \ πΘ and τ(λ) ∈ T
′
Θ. Assume that
Biτ(λ) ∈ Lµ. Then
V (ν)Lµ ⊆ V (ν)Mi
for any ν ∈ P+(π).
Proof: Assume αm ∈ πΘ,i. There exist uniquely determined pairwise distinct
simple roots αi = αi0, αi1 , . . . , αik = αm such that (αij , αij′ ) 6= 0 if and only if
|j− j′| = 1. For any v ∈ V (ν)Lµ we prove xmv = 0 = ymv by induction on k.
Proposition 7 implies xi1τ(λ+αi+Θ(αi)) ∈ Lµ and yi1ti1τ(λ+αi+Θ(αi)) ∈
Lµ, and hence the claim holds for k = 1. Moreover, by Lemma 1 one has
adl(xikxik−1 . . . xi2)xi1τ(λ+ αi +Θ(αi)) ∈ Lµ. (42)
By induction hypothesis v is invariant under xi1 , . . . , xik−1 . Hence (42) implies
xi1xi2 . . . xik−1xikv = 0. (43)
Moreover, as the αij are pairwise distinct and v is invariant under yi1 one
obtains
yi1xi1 . . . xik−1xikv = 0. (44)
Relations (43), (44) and the induction hypothesis imply
xi2 . . . xik−1xikv = ti1xi2 . . . xik−1xikv = q
(αi1 ,αi2 )xi2 . . . xik−1xikv
and hence xi2 . . . xik−1xikv = 0. Repeating the above argument one obtains
xikv = 0. The relation yikv = 0 is obtained in a similar manner. 
25
4.5 The example FII
We apply the results of the previous subsections to prove Conjecture 1 for
the quantum symmetric pair of type FII. Let µ = ω4 be the only minimal
weight in PZ(Bˇ), see Table 2. Note that Θ(ω4) = −ω4 and hence Proposition 6
implies B4, C4 ∈ Lµ. By Proposition 8 one obtains the claim of Conjecture 1.
Note that we have not proved that xi, yi ∈ LµT
′
Θ for i = 1, 2. However,
Proposition 7 implies that x3, y3t3 ∈ Lµτ(α1 + 2α2 + 3α3).
Remark: Note that in Propositions 6, 7, and 8 we have not assumed that µ ∈
PZ(Bˇ) is minimal. However, the assumption 2(µ, αi) = (αi, αi) of Proposition
6 doesn’t hold for general µ ∈ PZ(Bˇ). In general the assumption (µ, αj) = 0
for all αj ∈ πΘ doesn’t even hold for all minimal µ ∈ PZ(Bˇ). This is the
reason why our arguments are not yet good enough to prove Conjectures 1
and 2 in general.
5 The proof of Conjecture 2 for πΘ = ∅
Let as before L−w0µ denote the left coideal generated by the central element
dµ. For any αi ∈ π we want to show that there exists t ∈ T
′
Θ such that
Bit ∈ L−w0µ. For any multiindex I recall the notation xI , yI from Section
2.2.
5.1 One dimensional weight spaces of V (µ)∗
Fix µ ∈ P+(π) and let Iµ denote a set of multiindices, including the empty
multiindex I0 = (), such that {v
∗
µxI | I ∈ Iµ} is a basis of V (µ)
∗. Here
v∗µ ∈ V (µ)
∗ is defined by v∗µ(vµ) = 1 and v
∗
µ(v) = 0 for all v ∈ V (µ) of weight
unequal µ. In short, v∗µ is a highest weight vector of the right Uˇq(g)-module
V (µ)∗. Note that {v∗−µyI | I ∈ Iµ} is a basis of V (−w0µ)
∗ where v∗−µ denotes
a lowest weight vector of V (−w0µ)
∗. In general, given µ ∈ P+(π), there are
many possible choices for Iµ. However, certain multiindices always have to
be contained, as expressed by the following Lemma.
Lemma 4 Let µ ∈ P+(π) and let I = (i1, . . . , ik) be a multiindex with the
following properties:
1) (µ, αir) 6= 0 if and only if r = 1.
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2) (αir , αis) 6= 0 if and only if |r−s| = 1.
Then I ∈ Iµ. Furthermore, the multiindices Il := (i1, . . . , il) for 1 ≤ l ≤ k
satisfy the relations
dim(V (µ)∗µ−wt(Il)) = 1 = dim(V (−w0µ)
∗
−µ+wt(Il)
). (45)
If moreover µ ∈ PZ(Bˇ) then
dim(V (µ)∗Θ(µ−wt(Il))) = 1. (46)
for all l = 1, . . . , k.
Proof: Recall [Jos95, Proposition 4.2.8 (iii)] that the right module V (µ)∗ is
generated by the highest weight vector v∗µ and relations
v∗µyi = 0, v
∗
µx
2(µi,αi)/(αi,αi)+1
i = 0, v
∗
µti = q
(µ,αi)v∗µ.
Using this presentation the first statement of the lemma and the left hand
side of (45) are proved by induction on k. The right hand side of (45) follows
from the fact that there is a nondegenerate pairing of Uˇq(g)-modules between
V (µ) and V (−w0µ).
Recall [Let02, Section 7] that Θ = −w′0d where d is a diagram automor-
phism. Hence for any µ ∈ P+(π) one has Θ(w′0w0µ) ∈ P
+(π). To verify (46)
note moreover that w′0(µ − Θ(µ)) = µ − Θ(µ) for all µ ∈ P
+(π) and hence
Θ(w′0w0µ) = µ if µ ∈ PZ(Bˇ). Hence it suffices to show that
dim(V (µ)∗ν) = dim(V (Θ(w
′
0w0µ))
∗
Θ(ν)) (47)
for all µ ∈ P+(π) and ν ∈ P (π). Moreover, it suffices to verify (47) in the
classical situation. By slight abuse of notation we denote the irreducible left
g-module of highest weight µ also by V (µ). To verify (47) note that the
vectorspace V (µ) with the g-module structure defined by g · v = θ(g)v is
isomorphic to V (Θ(w′0w0µ)). Indeed, the weight vector vw′0w0µ ∈ V (µ) of
weight w′0w0µ for the old g-module structure is the highest weight vector for
the new g-module structure · and it is of weight Θ(w′0w0µ). 
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5.2 A weight estimate
Before making use of the above Lemma we take another close look at the
structure of the central element dµ. Recall (26) and write vµ ∈ (adrUˇq(g))τ(2µ)
in the form
vµ =
∑
I,J∈Iµ
aIJ(adrxI)(adryJ)τ(2µ). (48)
Lemma 5 Assume πΘ = ∅ and µ ∈ PZ(Bˇ). Then the following relation holds
vµ ∈
∑
−Θ(ζ)+ξ≤2µ˜
(adrUq(n
+)ζ)(adrUq(n
−)
−ξ)τ(2µ). (49)
In particular, the coefficients aIJ in (48) vanish if wt(J)−Θ(wt(I)) 6≤ 2µ˜.
Proof: The relation dµ ∈
∑
ν≤2µ˜ Uˇq(g)−ν together with dµ ∈ Bˇ =
∑
BJT
′
Θ
implies dµ ∈
∑
wt(J)≤2µ˜BJT
′
Θ. Hence, using the explicit form (20) of the
generators Bi, one obtains dµ ∈
∑
−Θ(ζ)+ξ≤2µ˜ Uq(n
+)ζ TˇUq(n
−)
−ξ which by
[KL, Lemma 2.2] and (26) implies (49). 
5.3 Yet another projection
In the proof of the following lemma and subsequent arguments we will make
use of a projection
πIJ : (adrUˇq(g))τ(2µ)→ C(adrxI)(adryJ)τ(2µ)
onto the space spanned by (adrxI)(adryJ)τ(2µ). More precisely, for any
element a =
∑
I′,J ′∈Iµ
aI′J ′(adrxI′)(adryJ ′)τ(2µ) of (adrUˇq(g))τ(2µ) and any
I, J ∈ Iµ we define πIJ(a) = aIJ(adrxI)(adryJ)τ(2µ). Note that the formulas
(9) and (10) imply that
∆((adrxI)(adryJ)τ(2µ)) ⊆
∑
wt(I′)≤wt(I)
wt(J ′)≤wt(J)
C(adrxI′)(adryJ ′)τ(2µ))⊗ Uˇq(g). (50)
We now show that there are sufficiently many nonvanishing coefficients
for which the bound of Lemma 5 is attained. We use the notation of Lemma
4 and assume that µ ∈ PZ(Bˇ). By (46) for any Il, l=1, . . . , k, there exists a
uniquely determined I l ∈ Iµ such that µ−wt(I l) = Θ(µ−wt(Il)). Note that
by definition wt(Il)−Θ(wt(I l)) = 2µ˜.
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Lemma 6 Assume πΘ = ∅ and µ ∈ PZ(Bˇ) and let I = (i1, . . . , ik) be a
multiindex satisfying 1) and 2) of Lemma 4. For any l=1, . . . , k the coefficient
aIlIl in (48) does not vanish.
Proof: We proceed by induction on l. Note that for the empty multiindex
I0 = () relation (29) implies aI0I0 6= 0. Assume now that aIl−1Il−1 6= 0 for
some l. Recall that by definition Bi = yiti + t
−1
p(i)xp(i)ti + siti for any αi ∈ π.
We will use the relation
(adrBil)vµ = silvµ (51)
to show that aIlIl 6= 0. Recall the definition of the coefficients aIJ in (48)
and note that
(adryiltil)(vµ) ∈ (adrtil)
∑
I,J∈Iµ
aIJ(adrxI)(adryil)(adryJ)τ(2µ) +
⋂
wt(J)−Θ(wt(I))
=2µ˜+αil
ker(πIJ)
⊆
∑
wt(J)−Θ(wt(I))
=2µ˜+αil
a′IJ(adrxI)(adryJ)τ(2µ) +
⋂
wt(J)−Θ(wt(I))
=2µ˜+αil
ker(πIJ) (52)
for some a′IJ ∈ C. Note moreover that in view of conditions 1) and 2) of
Lemma 4 the assumption aIl−1Il−1 6= 0 implies a
′
Il−1Il
6= 0. Similarly one
calculates
(adrt
−1
p(i)xp(i)ti)(vµ)
∑
I,J∈Iµ
aIJ(adrt
−1
p(i)xp(i)ti)(adrxI)(adryJ)τ(2µ)
=
∑
I,J∈Iµ
a′′IJ(adrxI)(adryJ)τ(2µ) (53)
for some a′′IJ ∈ C. Note here, that a
′′
Il−1Il
6= 0 if and only if aIlIl 6= 0. Finally
by Lemma 5 both vµ and (adrti)(vµ) are contained in⋂
wt(J)−Θ(wt(I))
=2µ˜+αil
ker(πIJ)
In view of (51) the relations (52) and (53) imply that a′
Il−1Il
= −a′′
Il−1Il
. Now
aIlIl 6= 0 follows from the properties of a
′
Il−1Il
and a′′
Il−1Il
noted above. 
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5.4 Finding Bi ∈ L−2w0µT
′
Θ
We are now in a position to prove that for any µ ∈ PZ(Bˇ) the right coideal
L−2w0µ contains sufficiently many generators of Bˇ.
Proposition 9 Assume that πΘ = ∅ and µ ∈ PZ(Bˇ). Then for any αi ∈ π
there exists t(i) ∈ T ′Θ such that Bit(i) ∈ L−2w0µ.
Proof: As πΘ = ∅ we can choose I = (i1, . . . , ik) with ik = i such that
assumptions 1) and 2) of Lemma 4 hold. Note that wt(Ik−1)−Θ(wt(Ik)) =
2µ˜−αi. In view of (48) and Lemma 5 the relation (50) implies
(πIkIk−1 ⊗ id)∆(vµ) ∈ (πIkIk−1 ⊗ id)∆(πIkIk(vµ))
+ (adrxIk)(adryIk−1)τ(2µ)⊗
∑
ν>−αi
Uˇq(g)ν . (54)
Using formulas (9) and (10) and assumptions 1) and 2) of Lemma 4 again
one obtains
(πIkIk−1 ⊗ id)∆(πIkIk(vµ))
= aIkIk(adrxIk)(adryIk−1)τ(2µ)⊗ τ(−wt(Ik))(tyi−q
−ayit) (55)
where a := (αi, αi1+ · · ·+αik−1) and t := τ(2µ−αi1−· · ·−αik−1). Note that
if (µ, αi) 6= 0 then by construction k = 1 and hence a = 0 and t = τ(2µ). If
on the other hand (µ, αi) = 0 then a = (αi, αik−1) 6= 0. One obtains
tyi − q
−ayit =
{
(q−(2µ,αi)−1)yiτ(2µ) if (µ, αi) 6= 0,
(qa−q−a)yit if (µ, αi) = 0.
(56)
In any case, (54), (55), (56), and Lemma 6 imply that there exists
b ∈ L−w0µ ∩ (yitτ(−wt(Ik)) +
∑
ν≥0
Uˇq(g)ν)
Hence Bit(i)+m ∈ L−w0µ for somem ∈ CT
′
Θ and t(i) = τ(2µ−wt(Ik)−wt(Ik)).
Note that the relation wt(Ik)−Θ(wt(Ik)) = 2µ˜ implies t(i) = τ(µ−wt(Ik)+
Θ(µ−wt(Ik))) ∈ T
′
Θ. Applying the coideal property of L−w0µ to the element
Bit(i) +m one obtains Bit(i) ∈ L−w0µ. 
Corollary 1 If πΘ = ∅ then Conjecture 2 holds.
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Proof: By the above Proposition the coideal Lµ contains elements Bit(i) for
all αi ∈ π and some t(i) ∈ T
′
Θ. If ε(Bi) = 0 then any element in V (ν)
Lµ
is also invariant under Bi. Note that ε(Bi) = 0 holds for all αi such that
Θ(αi) = −αp(i) 6= −αi. By [Let03, Theorem 7.1(iii)] one has
BiBp(i) −Bp(i)Bi =
tit
−1
p(i) − t
−1
i tp(i)
q(αi,αi)/2 − q−(αi,αi)/2
and hence Bi, Bp(i), tit
−1
p(i), and t
−1
i tp(i) generate a subalgebra isomorphic to
Uq(sl2). Therefore invariance under Bi and Bp(i) implies invariance under
tit
−1
p(i). Hence V (ν)
Lµ ⊆ V (ν)T
′
Θ . Proposition 9 now implies that any element
in V (ν)Lµ is also invariant under all Bi. 
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