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1. Introduction 
In this paper we prove some monotonicity results for the function T(x + h)/T(x + 1) with the 
usual notation for the gamma function, where x > 0 and X > 0 is independent of x. 
As a consequence of this monotonicity some new asymptotic inequalities for the function are 
obtained. 
Inequalities for T( x + A)/T( x + 1) have been investigated by many authors. Recently Kershaw 
[2] and the first author [3] have found inequalities of the type 
[X+cY(X)]h-l< r,‘,x,;;; <[x + p(x)]^-’ (14 
where a(X) and p(X) are functions of X according to the range of the variable x. 
In view of the interest of (1.1) we continue here our investigations on the properties of 
T(x + X)/T(x + l), so that the present paper can be considered a natural sequel to the papers 
mentioned above. 
As Kershaw informed us in several private communications, the method employed in [2] and 
[3] and that here we resume, is useful also in many other contexts such as hypergeometric 
function and incomplete gamma function. Following the suggestion by Kershaw we take the 
occasion to establish some new monotonicity results and inequalities for the complementary 
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error function. It will be clear to the reader that the method used here is suggestive of further 
new results. 
2. Inequalities for the ratio T( x + A) /r( x + 1) 
Our starting point is the asymptotic formula [l, p. 2571 
r(z+a) =Zo-b 
qz + b) 
1 + (a-b)(a+b-l) 
22 
+ (a-b)(u-h-l)[3(a+b-1)2-a+b-1] +o(z_3) 
242 2 
3 
Z-+W. 
Setting z = x, a = A, b = 1 in (2.1) we find 
lyx+A) 
z-(x + 1) 
_ xx-l 1 - P - Y 
i i x x2’ 
x+00 
where 
p= w-v 
2 ’ 
y = p 0 - 2)(3X - 1) 
12 . 
For x > 0 let f(x) be defined by 
f(x) = 
r(x + A) x3-X 
Qx+l) x2-/3x-y 
(2.2) 
(2.3) 
where A, p and y are independent of x. 
Formula (2.1’) shows that 
lim f(x) = 1; 
X’oo 
thus if we can show that f(x) ultimately increases (decreases) to 1 for x + 00 we can conclude 
that f(x) -c 1 (f(x) > 1) for x 2 x,,(X). 
To obtain monotonicity results for f(x) we investigate the sign of the logarithmic derivative of 
f(x) 
g(x) = s =~(x+x)-~(x+l)+~- 
2x - p 
X x2-/3x-y 
where, as usual, \1, (z) indicates the logarithmic derivative of r(z). In order 
> 0 in (2.4) we make the restriction 
x>ff= 
P+di=G 
2 
for 0 < h < l1 -6m or 1 < X < 2 
(24 
to have x2--x-y 
where (Y is a positive number < i. 
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Consider the difference 
Sk + 1) - g(x) 
X(h - 1)(X - 2)(h - 3) = 
576x(X + 1)(x + h)(x2 - Px - Y,[ (x + 112 - P(x + 1) - u] 
A(% A) (2.5) 
where 
A(x, A)=144A(X-1)x2+2b(h)x+X(3X-l)c(X) 
and 
b(h) = 27h4 - 42X3 + 101h2 - 54X - 8, 
c(h) = 3h4 - lOA + 21h2 - 14X + 24. 
From (2.5) we have that g(x) ultimately increases for 0 < X < 2 and X > 3. Therefore log f(x) is 
convex and tends to zero. This shows that log f(x) ultimately decreases to zero or that there 
exists a x0( A) such that for x > x0(h), f(x) > 1, this leading to the inequality 
r(x + A) 
qx + 1) >x”-3(x2-px-y), o<x<2, h>3 (2.6) 
which is the first desired result. 
For 2 < X < 3 a similar argument shows that there exists xA( h) such that for xA( h) such that 
for x > x;(X) 
r(x + A) 
r(x + 1) 
<x”-3(x2-px-y), 2<x<3 (2.7) 
where p and y are defined by (2.2). 
For example when A = 2.5 we can assume x,(A) = 0 and (2.7) gives 
x1,2 r(x + 2.5) 2 15 65 
r(x + 1) 
<x +gx+m. 
Asymptotic formula (2.1) enables us to obtain a new lower bound for the ratio T(x + X)/T(x 
+ 1). To this end we set z = x, a = 1, b = X in (2.1) and repeat the method used now to obtained 
the bounds (2.6) and (2.7). 
We have to consider the function 
where p is the same as (2.2) and 
y* = p (A + 1)W - 2) 
12 * 
As in the previous cases we must suppose x2 + px - y * > 0 and to this end we require 
x>ff*= -p+F-=F for’<h<l 
2 3 > 
where (Y* is a positive number < A. 
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Let g*(x) be defined by 
g*(x) = ;1og f*(x). 
Then 
g*(x + 1) -g*(x) 
A( h + 1)(1 - A) = 
576x(x+l)(x+X)(x2+j3x-~*)[(x+l)2+j3(x+1)-~*] 
x4*(x, A) (2.8) 
where 
and 
A*(x, A) = 144X(X - 1)(X + 2)x2 - 2b*(X)x +h(A + 1)(3X - 2)c*(A) 
b*(h) = 27A5 - 12X4 - 139A2 + 52A + 48, 
c*(X) = 3A4 - 2X3 - 15X2 + 14h + 24. 
From (2.8) we obtain that there exists a xg*( A) such that for x > xg*( A), 
z-yx + A) Xh+l 
T(x+ 1) ’ x2+/3x-y*’ x > 0. (2.9) 
It is clear that (2.9) is asymptotically equivalent to (2.6), however (2.9) is valid for any positive 
X and not only for some particular intervals. 
Now we confine ourselves to the case 0 -C X < 1 and study in detail the lower bounds (2.6) and 
(2.9). To really use such inequalities we need to know the values x0( A) and xg*( A). 
By straightforward calculations we find the following results: 
(i) for 0 -C h < 0.77, x,(h) < 1. Thus we can use inequality (2.6) for any x 2 1; 
(ii) for 0.77 < X < 0.9 we get x0( A) < 3 and (2.6) is valid for x > 3; 
(iii) 0.9 < X < 1, x,(h) < l/3(1 - A) and we can apply (2.6) for x >, l/3(1 - A). 
Similar considerations can be drawn for the bound (2.9) leading to the following conclusions: 
(i) 0 <A< :, x>O; 
(ii) $ d X < 0.88, x > 1; 
(iii) 0.88 < X < 0.95, x & 3; 
(iv) 0.95 < A -C 1, x > l/8(1 - A). 
Moreover we observe that a comparison between (2.6) and (2.9) shows 
stringent than (2.9) for : < h < 1, while for 0 c h < +(2.9) is more precise. 
We conclude tl$s section observing that using the functional relation 
formula (2.7) gives an upper bound for r( x + X)/T( x + 1) in the case 0 < A 
The result is 
rb + A) < Xh-l x2 + px + y’ 
r(x + 1) (x + h)(x + h + 1) ’ 
x>o 
that (2.6) is more 
r( x + 1) = xT( x), 
-=C 1. 
(2.10) 
where 
p’ = 0 + 1)(X + 2) ,X(3h + 5) 
2 ’ Y’=P 12 . 
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5. Numerical estimations 
We have tested the bounds (2.6), (2.9) and (2.10) in the cases x = 5, x = 10 and for h = 0 
(0.05) 1. Table 1 corresponds to x = 10. In the first column there are the values of A and in the 
others the exact value of r( x + X)/I’(x + 1) and the approximate values given by (2.6), (2.9) 
and (2.10) with the respective absolute errors multiplied times 106. 
In the Fig. 1, ei, e2 and e3 indicate the opposite of the common logarithm of the relative 
errors in the bounds examined. As it is known in this way we have the number of the correct 
digits for every approximation. 
Table 1 
0.1 0.12531987 0.12531975 0.13 0.12531981 0.06 0.1253210 1.1 
0.2 0.15721424 0.15721380 0.44 0.15721400 0.24 0.1572174 3.2 
0.3 0.19742909 0.19742824 0.85 0.19742853 0.56 0.1974357 6.6 
0.4 0.24818367 0.24818242 1.25 0.24818265 1.02 0.2481954 11.7 
0.5 0.31230114 0.31229962 1.52 0.31229962 1.52 0.3123199 18.8 
0.6 0.39337602 0.39337447 1.55 0.39337409 1.93 0.3934034 27.4 
0.7 0.49598878 0.49598748 1.30 0.49598675 2.03 0.4960249 36.1 
0.8 0.62598116 0.62598035 0.80 0.62597956 1.60 0.6260222 41.0 
0.9 0.79080971 0.79080946 0.25 0.79080904 0.67 0.7908438 34.1 
I t I I I II I A I I ? 
1 .10 20 30 .LO .50 .60 70 .80 .90 LO " 
Fig. 1. k =lO. 
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6 I 
1 
Fig. 2. X = 0.25. 
Finally we have studied the quantities quoted in Fig. 1, but now for fixed X = 0.25 and 
changing X. The conclusions are illustrated in Fig. 2. 
4. Inequalities for complementary error function 
The complementary error function is defined by 
2 O” 
erfc z = - 
=i/2 e s 
Pt2 dt 
z 
Inequalities for this function can be obtained by the property that for 0 < x < cc the error term 
in the asymptotic expansion 
does not exceed the first neglected term in series in absolute value and has the same sign [4, p. 
671. 
Here we prove some monotonicity properties for erfc z and as a consequence of these we 
establish new inequalities for this function. 
The main result of this section is the following: 
Theorem 4.1. Let h(x) be defined by 
h(x) = eX*[me-t2 dt +p(x), 
where e-“>(x) -+ 0 as x + 00. Suppose that 
p’(x) - 2xp(x) - 1> 0. 
Then h(x) -C 0. If inequality (4.2) is reversed, then h(x) > 0. 
(4.1) 
(4.2) 
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Proof. From (4.1) we have 
h’(x) = 2x eXz 
J 
me-‘2 dt+p’(x)-1=2xh(x)-2xp(x)+p’(x)-1 
X 
or equivalently 
h’(x) - 2x/z(x) =p’(x) - 2xp(x) - 1. 
In view of (4.2) the right-hand side is > 0, hence h’(x) - 2x/z(x) > 0 which gives that e-“h( x) 
increases. But ePX2h(x) + 0, therefore ePxz h(x) and h(x) are negative. The proof of Theorem 
4.1 is complete. 0 
Now, we study some particular cases of Theorem 4.1. 
(1) p(x) = -l/(x + CX). With this choice of p(x) we get 
p’(x) - 2xp(x) - 1 = 1 
2x X2 -cr2+1 
(x + a)’ +( x + Cx) 
-l= 
(x+(w)2 . 
(la) (Y = 1 a h(x) < 0, i.e., 
J 
00 
e-l2 dt -C eCx2/(x + l), x > 0. 
(lb) (Y =i *h(x) < 0 for x > 6, i.e., 
J 
00 
ePf2 dt -C ePx2/(x + 2), x > 6. 
(2) p(xjx= A/x. In this case we have 
p’(x) - 2xp(x) - 1 = (-A - 2Ax2 - x2)/x2. 
(2a)A = - : = h(x) -c 0, i.e., 
J 
00 
e -I2 dt < eCx2/2x, x > 0. 
x 
(2b) A = - : = h(x) > 0 for x > 1, i.e., 
J 
00 
e -” dt > eeX2/3x. 
X 
Thus we get 
epx2/3x c Lmept2 dt c evx2/2x 
where the lower bound has been proved only for x > 1. 
(3) p(x) = -l/x + A/(x + a)2. We find 
p’(x) - 2xp(x) - 1 = 
(x + CX)3(1 +x2) - 2Ax2[1 +x(x + a)] 
X2(X + CY)’ 
(4.3) 
(3a) A = 1, (Y = 0 = [p’(x) - 2xp(x) - l] x5=x2(1 +x2)(x- 2) >O for x> 2 or, equiv- 
alently, h(x) -c 0 this leading to 
J 
00 
e -“dt<e-x 
X 
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(3b) A = 1, (Y= -l=Q’(x)- 2xp(x)-1]x2(x-1)3=x5-5x4+6x3-6x2+3x- l>O 
for x > 3.8. This gives 
/ 
00 
x 
eP’2dt<eP‘;[t - ,x:l)2], x>3.8. 
From (4.3) we find that for every (Y E R there is a value x0 such that p’(x) - 2xp( x) - 1 > 0 
for x > x0. 
(4) p(x) = -1/2x + l/x*, p’(x) - 2xp(x) - 1 =(x - 4 - 4x2)/2x3 < 0 Vx E R. This gives 
Clearly this result is interesting for x > 2 because for 0 < x G 2 the lower bound is negative and 
the inequality is trivial. Thus we can complete (4.4) in the following way 
(5) The next two choices of p(x) are suggested by the asymptotic expansion of erfc x. 
(5a) p(x) = -1/2x + 1/4x*(x + cu), cx > 0. We have 
P’(X) 
Let 
X *= 
- 2xp(x) - l= 
2ax* - (3 - 2a2)x - 2fI 
4x3(x + cX)* . 
3 - 2a2 + \ji(3 - 2a2)* + 16a2 
h(x) < 0 if x > x* and by (4.1) 
J 
co 
- 12 < e-Xz 
i 
1 1 
e 
X 2x i 4x2(x+(Y) . 
This inequality becomes more stringent when (Y is small; since x * - 3/2a when (II + 0, given 
x > 0 we can choose a = 3/2x. 
(5b) p(x) = -1/2x + 1/4x3 - 3/8x4(x + CX), (Y > 0. We have 
p’(x> _ 2xp(x) _ 1 = - 3[2ax2 - (5 - 2a2)x - 4 . 
8x5(x+cx)* 
Let 
* _ 5 - 2a2 + (5 - 2a*)* + 32x2 
x - 
4cr > 
h(x) > 0 if x > x* and by (4.1) 
1 1 3 
e --X2 --- 
2x 4x3 + 8x4(x+ a) 
-I* dt. 
As in the case before, the inequality improves when (Y is small. Since x * - 5/2a, (Y + 0, it is 
suitable to choose cr = 5/2x, x fixed. 
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