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Convex mappings from a locally convex space X into F’ = F U { +a~} are 
considered, where F is an ordered topological vector space and So0 an arbitrary 
greatest element adjoined to F. In view of applications to the polarity theory of 
convex operators, the possibility is investigated of representing a convex mapping 
taking values in F’ as a supremum of continuous afflne mappings. 
INTRODUCTION 
The study of conjugate convex functions is a central part of convex 
analysis. Whereas the Legendre transform of a differentiable function is 
defined under strong regularity assumptions, and is usually defined only 
locally, the conjugate convex function f * of a function f is defined whatever 
f may be, and has useful properties. Moreover, as is well known, f * is 
connected with the subdifferential of f through Fenchel’s equality. As a 
matter of fact, it turns out that the usual rules of subdifferential calculus may 
be derived from the study of the duality correspondence between f and f * 
(e.g., P. J. Laurent [ 191, L. McLinden [22], J. J. Moreau [25], and R. T. 
Rockafellar [ 33, 341). 
During the last years, many authors have studied convex operators, i.e., 
convex mappings with values in an ordered topological vector space 
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(0.t.v.s.). Among them, we can quote, for instance, K. H. Elster and R. 
Nehse [9], A. D. Ioffe and V. L. Levin [ 131, S. S. Kutateladze [ 16, 171, C. 
Raffin [31], A. M. Rubinov [36], M. Valadier [42], and J. Zowe [45, 461. 
The purpose of the present paper is to extend the usual conjugacy 
correspondence to convex operators with values in F’ = F U (+a ) or 
F= F’ U {-co }, where F is an 0.t.v.s. to which an arbitrary greatest element 
fco (resp. smallest element --a) is adjoined (so that contraints can enter 
the picture). 
An important preliminary question is the open problem of giving an 
intrinsic description of the set of mappings f : X+ F’ that are upper 
envelopes of afline continuous mappings (see A. M. Rubinov [36, p. 12 1 I). 
For that purpose we use a concept of lower semicontinuity slightly 
different from the one introduced in [27], which was studied in a more 
general frame in (261. 
Our general result in Section 2B is derived from the sandwich theorem [3, 
40, 471, and relies on the strong hypothesis that the interior of the positive 
cone F, of F is nonempty. 
In Section 2A we state more special results which use continuity 
assumptions in one way or another, but do not need this strong hypothesis 
that widely limits the applications we have in view. 
Finally, Section 3 is devoted to the conjugacy correspondence. 
Most results contained in this paper were announced in a note [29] by the 
second and third authors. 
1. PRELIMINARIES 
Throughout the following, X denotes a Hausdorff locally convex space 
(l.c.s.), and F denotes an ordered topological vector space (o.t.v.s.), i.e., a 
topological vector space provided with the (pre) order induced by a closed 
convex cone F, containing the origin and not reduced to it. F, is supposed 
to be pointed, i.e., F, n (-F+)= {O), only when we deal with supremum or 
infimum. 
We adjoin to F a greatest element +co and a smallest element --co, 
respectively, and we set F=FU{-oo,+co}, F’=FU{+co} and 
F;=F+U{too}. 
We extend to F the addition and the scalar multiplication of F by setting 
(+00)+x=+00, for every x E F 
(--co)tx=--00, for every x E FU {-co}, 
and for o = +oo or -co, rw = w for t > 0, 0 . o = 0, to = --w for t < 0. 
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Accordingly with the general definition of a supremum, we set 
sup A = +co for a nonvoid subset A of F if +co is the lowest element of F 
which majorizes every a E A. 
Let us recall that F is said to be order complete if every nonempty subset 
bounded below has an infimum. The only finite-dimensional cones for which 
F is order complete are those with linearly independent generators [30]. In 
an infinite-dimensional setting, all dual Banach lattices, for instance, are 
order complete. 
We often require F to be normal, i.e., there exists a basis of 
neighbourhoods V of the origin in F such that 
V= (V-F+)f’(V+F+). 
This is not a severe restriction as the usual examples of 0.t.v.s. are normal 
(R’, Z,(Z), L&Y, g,,u), p E [ 1, +co], C(T) with T a compacturn). 
We say that F is Daniel1 if every decreasing net in F with a lower bound 
converges. IR’, Z,(Z), p E [ 1, +co], L&K r,p)p E ] 1, +a0 [, and more 
generally every 1.c.s. ordered by a cone with a compact base is for instance, 
Daniell. 
F is said to be Dini if every decreasing net with an inlimum converges to 
that infimum. All Daniel1 spaces are Dini, but the converse is false since 
C([O, 11) is a Dini subspace of Z,([O, 11) and is not Daniell. 
For more details about o.t.v.s., the reader is referred to [ 14, 15, 30, 371. 
A stronger definition of supremum will also be useful: we write 
isosup A = +co, if for each b E F, there exists a E A with a > b. Obviously, 
when isosup A = + co, then sup A = + co, but the converse may be false. 
This definition can be characterized through the following lemma, when F 
is a normed vector space ordered by a normal positive cone F, with 
nonempty interior int F,. Then, by [30, Proposition 3.7.11, for each 
e E int F,, the topology is given by the order-unit seminorm ]/ ]) 
corresponding to e and defined by 
]]x]]=Inf{J>O] -ke<x<le). 
Then we can “measure the positivity” of each y E F by setting 
As seen in [23], we also have ]] yl], = Sup{A > 0 1 y > Ae). 
LEMMA 1.1. Let (zi)icl be an arbitrary family in F. Then, 
isosup(z,) = +co, 
ial 
z3 ~i~(llzill,)= +C0’ 
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Proof Suppose isosup,&,) = +co. Then in particular, for each positive 
real number 1, there exists i E I with zi > Le. Hence, ]Izil]+ > A and therefore 
s”P(llzill+) = +O”* 
Conversely, suppose that sup(l)zJ+) = +c.o. Then for each it E N, there 
exists i E I with )]zi]]+ > n; hence zi > ne. We conclude the proof by noticing 
that for each b E F, there exists n E N with b < ne as the order interval 
[-e, e] is absorbing. I 
A mapping f : X-1 F is said to be convex if the inequality 
f@,x + AY) <&f(x) + &f(Y) (1.1) 
holds for every nonnegative real number II,, AZ with A, + 1, = 1, and all 
X,YEX. 
If (1.1) holds for every nonnegative real I,and I,, f is said to be sublinear. 
Thus sublinear mappings are convex mappings f that are positively 
homogeneous: 
for every A > 0, x E X. 
As usual we denote by L(X, F) the real vector space of continuous linear 
mappings between X and F, and by A(X, F) the set of aflne continuous 
mappings g, i.e., g = T + c with <T, c) E L(X, F) x F. We set X’ = L(X, R). 
The subdzjk-ential off : X -+ F at a E X, denoted by 8f (a), is the set of all 
T E L(X, F) such that f(x) > f (a) + T(x - a) for every x E X (see [2, 3 1, 
36, 38, 42, 43, 451). 
For a mappingf:X-+F, domf={xEX(f(x)EFU{-co}} denotes the 
(efictiue) domain of f, and A(f) = { g E A(X, F) I g <f }. The set S(f) = 
A(f) n L(X, F) is called the support set off, and is especially useful when f 
is sublinear: then S(J) = af (0). 
T(X, F) stands for the set of mappings f : X + F, which are the supremum 
of a family of affine continuous mappings: 
fET(X,F)of=supA(f). 
We recall that f: X-+ F is proper, if f is not identically +co, and f never 
takes the value -co. We denote by r,(X, F) the set of proper mappings in 
r(X, F). 
Let f map X into I? Let us introduces two concepts of lower semicon- 
tinuity for f, which are slightly less restrictive than the one introduced in [26, 
27, 381 (and equivalent o it, iff does not take the value +co). 
DEFINITION 1.2. A mapping f: X-+ F is said to be iso-1.s.c. at a E X, if 
the relation Hf : X--f F given by Hxx) = { y E F ( y <f(x)} is 1.s.c. at a (in 
the usual sense of Berge, Kuratowski and others). 
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It is easily seen that f is always iso-1.s.c. at a iff(a) = --co. However, if 
f(a) # -co this amounts to: 
for each b E F with b <f(a) and each neighbourhood V of the origin in F, 
there exists a neighbourhood U of a in X withy(U) c b + V+ F’; . 
This concept of lower-semicontinuity is stronger than the following one 
that is preserved by suprema, as seen in Proposition 1.4 below. 
DEFINITION 1.3. A mapping f: X-+ F is said to be 1.s.c. at a E domJ; if 
the relation E,: X3 F defined by E,(x) = { y E F 1 y >f(x)} is uniformity 
upper-semicontinuous ( ee, for instance, Gwinner [ 1 l]), i.e.: 
For each neighbourhood V of the origin in F, there exists a neighbourhood 
U of a in X with E,(x) c Eka) + V for each x E U. 
If f(u) = +co, f is said to be I.s.c. at a, if for each b E F and each 
neighbourhood V of the origin in F there exists a neighbourhood U of a in X 
with E,(x) n (b f V) = 4 for each x E U. 
It is easily seen that these two definitions are equivalent iff(a) # +co or if 
(F,F+)=P,R+). 
Let us quote some properties about 1,s.~. (resp. iso-1.s.c.) mappings that 
will be used later on. 
PROPOSITION 1.4. (a) Any kc. (resp. iso-kc.) mapping f: X-+ F has 
a closed epigraph G ’ (f) := { (x, y) E X x F 1 y > f (x)} ; 
(b) If the image space is a topological lattice, then the supremum and 
the infimum of a finite family of 1.s.c. (resp. iso-1.s.c.) mappings is 1.s.c. (resp. 
iso-1.s.c.); 
(c) Suppose moreover F is Dini. Then any supremum of I.s.c. 
mappings is 1.s.c. whereas any iso-supremum of iso-1.s.c. mappings is iso-1.s.c. 
ProoJ (a) It suffices to give the proof for 1.s.c. mappings. Let (a, b) E 
XX F\G+(f), and suppose first f(u) E F. Since F, is closed and 
b E F”\(f@) + F, >, we can find a symmetric neighbourhood W of the origin 
in F with 
(b+ W+ W)n(f(a)+F+)=#, 
so that (b+ W)n(f(u)+ W+F+)=$ 
If U is a neighbourhood of a such that f(U) Cf (a) + W + F:; , we get 
(UX (b+ w>)nG+Cf)=qi Hence (a, b)&cl(G+(f)). 
Suppose now that f (a) = +co (the case f (a) = -co is excluded). Take any 
neighbourhood V of the origin in F, and find a neighbourhood U of a in X 
with E,(x) n (b + V) = Q for each x E U. Then, G’(f) n (U x (b + V)) = 4 
and again (a, b) & cl(G+(f)). 
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(b) follows when f takes finite values as in [26], and from the 
definition of 1.s.c. (resp. iso-1.s.c.) at infinity in the other cases, since 
f(u) = 00 ifffi(a) = co for some i E I. 
(c) If supi,,J;:(a) =f(a) E FU {-co }, the result can also be derived 
from 1261. 
NOW, let (fi)i,l be a family of 1.s.c. mappings with f(a) = 
supiE,fi(u) = +ao. If someJi(u) = +co, we can find for each b E F and each 
neighbourhood V of the origin in F a neighbourhood U of zero in X with 
f,(u+x)&b+ V-F+ for any x E U. 
Hencef(u+x)&b+V-F+foranyxEU. 
If each.&(a) is finite, we pick k withf,(u) & b - F, . We select as before a 
neighbourhood U with 
f& + W cfda) + V + F, 3 
where V is a neighbourhood of zero such that 
(b-F+)n(f,(u)+ V- V)=qL 
Since f,Ju + U) n (b - V - F, ) = 4, one hasf(u+U)n(b+ V-F+)=q4, 
andf is 1.s.c. at u. 
The proof of the last assertion with an isosupremum is easy and left to the 
reader. 1 
2. CHARACTERIZATION OF THE SET l-(X, F) 
The present section is devoted to the problem of characterizing the 
elements of T(X, F). When F = R, the following well-known result holds: 
r(X, R) is the set of 1.s.c. convex functions on X with values in n, which are 
identically -co or never take the value --oo (see, for instance, [8, 19, 25, 
351). 
We begin by deriving special instances from known results. 
A. Some Particular Cases 
A Banach space X is said to be a Minkowski differentiability space 
(M.D.S. in short), if every continuous sublinear functional on X is Gateaux- 
differentiable on a dense subset of X. 
For X to be an M.D.S., it suffices that X admits an equivalent norm whose 
dual is strictly convex. 
Let us recall that a Banach space X is weakly compactly generated 
(W.C.G. in short), if it is generated by a weakly compact subset K, that is, X 
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is the closed linear span of K. The class of W.C.G. spaces includes in 
particular all separable spaces, all reflexive spaces and L,(T, g,p) with p 
a-finite. Since every closed subspace of a W.C.G. is an M.D.S., this gives a 
large class of M.D.% spaces. The reader is refered to [ 181 for proofs of these 
and other related assertions. 
THEOREM 2.1. Let X be a t.v.s., and let (F, F,) be an 0.t.v.s. If one of 
the following conditions holds, then T(X, F) contains the set of convex 
continuous mappings from X into F. 
(a) F is normal and order complete; 
(b) F is a locally convex space endowed with its weak topology 
a(F, F’), F, is a normal Daniel1 cone with a base and W is a M.D.S. 
Proof In each case 3f (x) is nonempty for each x E X. In case (a) this 
follows from Theorem 6 of Valadier [42]. In case (b) this follows from a 
result stated by the first author in [2]. Indeed, for any subgradient u E af (a), 
set g(x) = f (a) + u(x - a). 
Then g(a) = f (a) and g in an affine continuous minorant of J 1 
This theorem extends a first version announced in [28], and based on 
Zowe’s results (44, 451, which required that X be W.C.G. and that F, have 
a weakly compact base. It is easy to verify that any such cone satisfies the 
preceding condition of Theorem 2.1, as do also all Banach lattices 
L,(T, a, p) with p > 1 and p a-finite. However, in [2] an example is given of 
a normal Daniel1 ordering cone in the space 1,(N) that is neither order 
complete nor has a weakly compact base. 
Moreover, let us notice that even in L, or in Zowe’s case the result is 
potentially stronger, since we can also deduce the Gateaux-differentiability of 
f on a dense subset of X along the way [2]. 
THEOREM 2.2. Let X be a t.v.s., and let (F, F,) be an 0.t.v.s. Suppose 
f : X + F’ is a convex mapping with a closed epigraph and is continuous on 
the interior of its domain supposed to be nonempty. Then f E T(X, F), 
provided one of the conditions (a) or (b) of Theorem 2.1 holds. 
Proof (1) Let a E int(dom f). It follows from the proof above that 
8f (a) is nonvoid and that f(a) = sup { g(a) 1 g E A (f )}. 
(2) We consider now the case a E cl(domf)\int(domf). We choose 
a, E int(domf), and we define a, :=a+2-“(a,-a) for nEN, so that 
a,, E int(dom f). As f is subdifferentiable at a, by case (l), we choose 
u, E af (a,) and we define g, E A(f) by 
g,(x) := u,b - a,> +f (a,). 
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Now we set b, := 2f(a,) -f(a,-,) = 2f(a,) -f(2a, - a), and we verify 
that b, < g,(a) since u,(u - a,) >f(u,) -f(2u, - a). 
It sufftces to show that any b E F, such that b > g,(a) for each n E N, 
satisfies b >/f(u) (there is no such element if a @ domf). 
As 2f(a,) <<S@,- ,) + b, we get 
&I-@,) + .** +f@,- I) + Y&J Gf@,> + nb (n 2 2), 
and therefore 
(n + l>f(u + (n + 11-l (a, -a))<f(a,)+ ..* +f(%-,) +2f(%) 
Gf(a,) + nb, 
since f is convex and u,+...+a,_,+2u,=(nt l)u+(u,-0). As 
f has a closed epigraph, and 
(u,b)= lim(u+(n+l)-‘(a,-u),(n+l))‘f(a,)+n(ntl))’b), 
n-m 
we get b >,f(u). 
(3) Finally, we consider the case a @ cl(domf). We use the Hahn- 
Banach theorem to choose h E X’ and r E R with 
h(a) > r and h(x) < r for each x E domj 
According to (I), we can find g, E A(f). Let c E F be arbitrary, and set 
d = c -g,,(a). Suppose there exists p E F+\(O) with p > d. Then, define the 
mapping g E A(X, F) by setting g(x) := g,,(x) + (h(u) - r)-’ (h(x) - r)p. 
For each x E domf, we have h(x) < r; hence g(x) <g,(x) <f(x). Thus 
gE A(f), and the reiation g(u) =g,,(u) +p> c yields isosup (k(u) / 
k EA(f)} = too. Now, if we cannot take PE F+\{O} with p> d, then we 
can pick p E F+\(O) with p 4 d. (This can be done, since 0 fp < d implies 
d =p +p’ with p’ E F,, and d < 2p +p’ =pI E F+\{O}.) 
We define g E A(f) as above, and we still have g(u) = c + (p - d). Hence 
g(u) $ c, and the set {g(u) ] g E A(f)} has no upper bound. Therefore, 
sup{g(o)/gEA(S)]=+aJ. I 
Remark 2.3. The last result still holds if besides the continuity 
assumption off on domf and condition (a) or (b) f is I.s.c. or iso-l.s.c., since 
according to Proposition 1.4, f has in this case a closed epigraph. 
Remark 2.4. Observe that when F, is generating, (3) above shows that 
one has actually constructed an isosup. 
Remark 2.5. As the ordering cone is normal, it suffices that $ be 
continuous somewhere on int(domf). This assertion proved in [38] differs 
slightly from [42, Section 91. 
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The range of the preceding result is broaded by the two following 
propositions. The first one extends assertion 7 of [ 13, Section 11. 
PROPOSITION 2.6. Suppose X is a barreled I.c.s., while F is a normal 
0.t.v.s. satisfying the following condition: 
(H) For each neighbourhood V of 0 in F there exists a closed convex 
neighbourhood W of-F+ with W c V-F, , W-F, c W. 
Then any I.s.c. (resp. iso-kc.) convex mapping f : X -+ F’ with closed domain 
is continuous on the interior of its domain. 
Note that (H) is satisfied under one of the following assumptions: 
(a) F, has a nonempty interior (F is therefore normable [30]). 
(b) F+ is locally compact and F is normable: it suffices to take 
W = B -F+ , where B is a closed convex and bounded neighbourhood of 0 
contained in V, then, B -F+ is closed by a result of J. Dieudonnt [6]. 
(c) F is a locally convex topological vector lattice: take W = 
( y E F/y’ E V’} where V’ is a closed, convex order-convex neighbourhood 
of 0 contained in V. 
(d) F is a locally convex metrizable 0.t.v.s.: if V contains a ball with 
center 0 and radius r, take W := (x: d(x,-I;,) <p} with p E (0, r). 
Proof Let a E int(domf ). Without loss of generality, we may assume 
a = 0, f(a) = 0. Let V be an order-convex neighbourhood of 0 in F, and set 
U =f -l(W) where W is chosen according to (H). It is easy to show that U 
is convex as f and W are convex and W-F, c W. Moreover U is 
absorbing: for each x E X we can find r > 0 with rx E domS, and s E (0, 1) 
with sf (rx) E W, so that f (rsx) E sf (rx) -F+ c W and rsx E U. As f is 1.s.c. 
(resp. iso-l.s.c.), and W’ = F\ W verities W’ + F, c W’, the complement of 
U in dom f is open. Hence U is a barrel, hence a neighbourhood of 0. 
If U’ is a neighbourhood of 0 in X with f (U’) c V + F, , we get 
f(UnU’)c Wn(V+F+)c(V-F+)n(V+F+)= V. 
Hence f is continuous at 0. 1 
The second one is derived from Borwein [4] and Ursescu [41]. (See also 
Robinson [32] and Duong Tuy [7] for the Banach space case.) 
PROPOSITION 2.7. Let f : X -+ F’ be a convex mapping with a closed 
epigraph. Then f is upper semicontinuous at every internal point of its 
effective domain, provided the following condition holds: 
X is barreled, while F is a complete metrizable ordered locally convex 
space. 
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If furthermore F, is a normal cone, then f is continuous throughout the 
core of its domain. 
Proof The epigraph off is just the graph of the closed convex relation 
Ef : X-+ F defined above by E,(x) = { y E F 1 f(x) < y}, and core(dom f) is 
equal to core( {x E X 1 Exx) # 0)). 
Also, according to Theorem 5.5 of [4] or Theorem 1 of [41], E, is 1.s.c. 
throughout core(dom f ). Consequently, for each xO E core(dom f) and each 
neighbourhood V of zero in F, one can find a symmetric neighbourhood U of 
the origin in X with 
w + x0) n (f (x0) + V) f 0 for each u E U. 
In particular, f (x, + U) c f (x0) + V - F, , and f is U.S.C. at x, as claimed. 
If F, is normal we use the convexity off to get 
f (x, + u) E 2f (x,,) -f (x,, - u) + F, Cf (x0) - V + F, 
for each u E U. 
Hence, 
f(x,+ U)Cf(x,)+(V-F+)n(V+F+). 
As the right member is an element of a neighbourhood base off (x,), f is 
continuous at xO. I 
B. A General Condition 
We observe that the only element in T(X, F) which takes the value -co is 
the constant mapping with value -co (the supremum of the empty set in 
A(X, F)). Correspondingly, it can be shown, using [ 19, Section 6, 6.1.91, that 
any 1.s.c. convex operator f: X-t F which takes the value --co, has no finite 
value. Hence we restrict our attention to convex operators with values in 
F’ = Fu {+a}. 
THEOREM 2.8. Let X be a locally convex space, and let F be an order 
complete 0.t.v.s. with a normal ordering cone F, supposed to be with 
nonempty interior. Then every iso-1.s.c. convex maping f : X -+ F’ is the 
isosupremum of the afBne continuous mappings it majorizes. Hence 
f E I(X, F). 
Proof We may suppose dom f nonempty, and we consider the two cases 
(i) a E cl(dom f) and (ii) a & cl(dom f ). 
(i) In the first case, let e E int(F+) and let z E F with z <f(a). Since 
f is iso-1.s.c. at a, we can find a convex set U around a with 
f(U)cz-e+F;. (1) 
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Then according to (I), the mapping g : X-1 F’ defined by 
g(x) = e - z if xEU 
g(x) = +a, else 
satisfies f+ g > 0. We also notice that domf- dom g is absorbent; indeed 
since a E cl(domf), there exists some U, E U at which f is finite and g is 
continuous. Hence, the sandwich theorem (Theorem 1.3 of [40], for 
instance) provides an afftne continuous operator h with 
f>h and h(u) > z - e for every x E U. 
Thus, z - e < sup{h(a) 1 h E A(f)}. As F, is closed, in case a E domf this 
yields f(a) = sup{h(a) ] h E A(f)}, while if u 65 domf one may use 
z = (n + 1) e to derive isosup{h(a) ] h E A(f)} = +CQ. 
(ii) If a 6G cl(domf), we may proceed as in the last part of Theorem 
2.2 to conclude by using the fact that A(f) is nonempty by (i). 1 
Remark 2.9. The assumption that F is order complete turns out to be 
essential since in [20,29] examples are given of continuous sublinear 
operators (with F = g(T), T a compact space) which majorize no 
continuous linear operators. 
By using Proposition 1.4 above, we can easily derive a converse of the 
preceding theorem. 
PROPOSITION 2.10. Zf F is a topological vector lattice with the Dini 
property, then every f E r(X, F) is 1.s.c.; moreover f is iso-1.s.c. if it is the 
isosupremum of A (f ). 
3. APPLICATIONS TO POLARITY THEORY 
Let us notice that when we identify the set A(X, F) with the set 
L(X, F) x F through the mappings 
g ++ (g - g(O), -g(O)), (T,c)N T-c 
we have (T, c) E A(f ), iff c > SupXcX{ T(x) -f(x)}. 
Thus, A(f) considered as a subset of L(X, F) X F appears to be the 
epigraph of the mapping f * : L(X, F) + P defined by 
f*(T)= -f(x)). 
This mapping, introduced when F = R by S. Mandelbrojt and used exten- 
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sively by W. Fenchel, R. T. Rockafellar and J. J. Moreau among many 
others, is the polar or the conjugate mapping off: It is an important ool of 
convex analysis and convex optimization. 
In the vectorial frame several authors (particularly C. Raffin [3 11, 
M. Valadier [42], K. H. Elster and R. Nehse [9], J. Zowe [45, 461 and also 
S. S. Kutateladze [ 16, 171) used this conjugation. 
It results from the definition off* that Fenchel’s inequality holds: 
for every (x, T> E X X L(X, F). 
Let us also note that the equality 
shows the interest of introducing a conjugate mapping in connection with 
minimization problems. 
Remark 3.1. As is easily seen,fE r,,(X, F) iff f* is proper. 
The following result is an easy consequence of Proposition 1.4. 
PROPOSITION 3.2. For every f: X+ F, f * E r(L(X, F), F); moreover, if 
F is a topological vector lattice with the Dini property, f * is 1s.~. on 
L,(X, F) (L(X, F) endowed with the topology of simple convergence (weak 
topology if F = IF?)). 
DEFINITION 3.3. For f : X -+ F, the bipolar f * * defined by f * * = (f *)* 
maps L(L(X, F), F) into i? 
The following lemma allows us to identify X with a subspace of 
L,(L,(X, F), F), and therefore to compare f * * Ix with J: 
LEMMA 3.4. When X is a I.s.c., and F is a nontrivial 0.t.v.s. (F # {0}), 
the mapping j : X -+ L,(L,(X, F), F) defined by j(x)(T) = T(x) is linear 
continuous and injective. 
Proof It is easy to check that j is linear and continuous. Let x0 E x\{O}. 
Using the Hahn-Banach theorem, we can find f E X’ with f (x0) = 1. Thus, 
for y, # 0 fixed in F, the maping T E L(X, F) defined as T(x) = f (x) y,, for 
each x E X satisfies j(x,)(7’) = T(x,) = y, # 0. Therefore, j(x,) # 0, and j is 
injective. 1 
The following proposition is closely related to Theorem 1 of J. Zowe [46] 
and extends well-known scalar results. 
PROPOSITION 3.5. Assume X is a I.c.s., and F is an order complete 
0.t.v.s. with positive cone F, # (O}. 
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Then for every mapping f: X-+ F’, f* * Ix <f, and if f * is proper 
dom(f* *) c &Y(domf). 
Moreover f * * lx =f, ifff belongs to I(X, F). 
Proof The first statement follows from Fenchel’s inequality. Let 
a E Xjco (dom f ). The Hahn-Banach theorem gives h E X’ with 
x;d”opmf h(x)= _ sup h(x) < h(u) - 1. 
xccodomf 
We choose b in F+\{O} and we define v E L(X, F) by 
v(x) = h(x) b. 
We choose u E domf * and we observe that for each t > 0 
f *(u + to) = x$yJ44 + tv(x) -f(x)) 
<f*(u) + t syfmfv(x) <f*(u) + t(G) - b). 
Hence, 
f**(a) > (u + tv, a) -f *(u + tv) > u(u) -f “(u) + tb. 
Therefore a & dom f * *. 
Let us notice that f * * Ix = f if f = +co or f = -co, and therefore we can 
suppose f is proper. 
Then the rest of the proposition follows from the equality 
f * *(x> = $lf* (T(x) -f”(T)) 
=Sup{T(x)-cl(T,c)~A(X,F),c~f*(T)} 
=Sup{T(x)-cl (T,c)EA(f)}. I 
The following corollary extends Zowe’s results [46] and summarizes the 
preceding sections. 
COROLLARY 3.6. Let f be a convex mapping from a I.c.s. X to F. Then 
f * * Ix =f, provided one of the following conditions holds: 
is ,;;; c !F’ F+) 
is order complete, F, is a normal cone with interior and f 
. . ., 
(b) X is barreled, (F, F, ) is an order complete normed o.t.v.s., F, is 
a locully compact cone and f is I.s.c. with a closed domain; 
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(c) X is barreled, (F, F,) is a normal order complete locally convex 
topological vector lattice and f is 1s.~. with a closed domain; 
(d) X is barreled while (F, F,) is a complete metrizable, normal and 
order complete 0.1.c.s.; 
(e) more generally, F is a normal order complete o.t.v.s., and f has a 
closed epigraph and is continuous throughout the interior of its domain 
supposed to be nonempty. 
COROLLARY 3.7. The conjugacy operation ?t : f + f * is an anti-isotone 
injection from r(X, F) into T(L,(X, F), F), with the left inverse mapping ~5 
given by 
Remark 3.8. When F = iR, 6 is also a right inverse of rr, but the result is 
false in general as shown by the following example. 
We take X = R and F = R*; L(IR, R*) and j(lR) can be identified respec- 
tively, with R* and the set of all homotheties in R*, and therefore 
L(L(IR, R2), R*) = L(IR2, R*) and j(R) are distinct. (For instance, 
BE L(IR*, I?*) defined by @a,, u2) = (u2, u,) does not belong to j(R).) 
If we identify x E R with the homothetie u + XU, and if we consider 8 as a 
mapping from L(lR, R*) into R2, we observe that 
Therefore G(t9) = 0* IIR = +co’, thus n(G(8)) = -co # 0. 1 
Remark 3.9. A more symmetric duality theory can be given along the 
lines of J. J. Moreau [25]. The appropriate frame consists in two 1.c.s. spaces 
X and Y paired by a continuous bilinear mapping (x, y) -+ (x, y) from X X Y 
into F. We suppose (x, y) = 0 for every x E X (resp. y E Y) implies y = 0 
(resp. x = 0). Then T(X, Y; F) denotes the set of mappings f: X -+ F which 
are the supremum of a family g, = (., y) - c,, y E Yf c Y, cy E F of affine 
mappings associated with the pairing ( , ). A similar definition holds for 
r(Y, X, F). Then the formula 
f*(Y)= ~~((X:Y:-fw 
defines a conjugate mapping f * : Y -+ F for each f : X-t F. 
Then we have f * * = f for each f E T(X, Y, F) (or each f E I’( Y, X, F)). 
But the characterization of T(X, Y; F) is not obvious when Y is not L(X, F). 
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