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       Abstract 
The natural 238U, 232Th and 40K radioactive content of vineyard soil was measured with 
an in-situ gamma-ray detector. The activity concentrations measured with the in-situ 
detector are normalized using the laboratory-determined activity concentrations of 
several samples from the vineyard site.  
 
To determine the activity concentration of a particular soil sample, the gamma-ray 
photopeak detection efficiencies are required. In this work, the detection efficiencies 
were derived for each soil sample using gamma-ray photopeaks associated with the 
radionuclides of 238U and 232Th present in the sample, and the 40K, 1460.8 keV gamma-
ray peak, from KCl salt.  
 
The systematic effects related to the gamma ray photopeaks used, the sample moisture 
and sealing, sample volume or filling height, and sample density, were determined and 
applied in order to obtain the accurate sample activity concentrations. Assessment of the 
effect of using specific gamma photopeaks on the activity concentrations was done to 
confirm that the gamma-ray photopeaks highly prone to coincidence summing were 
omitted from the efficiency analysis. The effect of sample moisture and sealing suggested 
that in order to optimize the accuracy of each radioactivity measurement each sample 
must be oven dried and then hermitically sealed. The effect of volume or filling height 
variations of 0.47 % per mm between the sample and KCl standard was derived and this 
figure was incorporated into the uncertainty in each of the sample activity concentrations. 
The effect of density variations of less than 5 %, for sample densities ranging from 0.7 
g.cm-3 to 1.6 g.cm-3, was determined and incorporated in the efficiency analysis and 
activity concentration uncertainties. After taking into account all these systematic effects, 
the soil sample activity concentration uncertainty was found to be no more than 10.4 % at 
the 95 % confidence level. 
Keywords: natural activity concentration, soils, systematic effects 
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Chapter 1 
 
Introduction 
 
 
The Physics department at the University of the Western Cape in collaboration with the 
Environmental Radioactivity Laboratory (ERL) at iThemba LABS has embarked on 
research in the field of environmental radioactivity. The research is conducted in the area 
of radiation protection (radon and related source term studies) and applications to mining 
and agriculture. All these studies involve the measurement of the activity concentration in 
the sediment or soil using gamma-ray spectrometry. 
The activity concentrations are often measured using a sensitive Multi Element Detector 
system for Underwater Sediment Activity (MEDUSA). In order to interpret the data 
collected with the MEDUSA system, the measurement data sets have to be normalized or 
converted to the specific activity of radionuclides present at the site where the 
measurement was made. The specific activity is obtained by collecting several soil 
samples on the site, and measuring the samples in the ERL using a High Purity 
Germanium (HPGe) detector.  
In view of the centrality of the HPGe measurements to environmental radioactivity 
research, it is important to know the manner in which the determined activity 
concentration depends on various factors (e.g. the gamma photopeaks used, sample 
moisture and sealing, sample volume, density and effective atomic number ). 
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1.1 Objective of study 
 
The systematic effects (the gamma photopeaks used, sample moisture and sealing, 
sample volume, and density) on the laboratory derived activity concentrations, that are 
studied to improve the accuracy of the normalization of the in-situ derived activity 
concentrations, are illustrated with reference to measurements that have been done on a 
vineyard in the Western Cape. The aim of these vineyard measurements is to assess the 
potential of using radiometry to partially characterize the terroir and to infer interventions 
to improve grape quality (and by extension wine quality) [Mod05]. 
 
To determine the activity concentrations in the soil sample measured with the HPGe 
detector, the associated absolute full-energy peak (FEP) detection efficiency response is 
required. In this study, this response was measured for each soil sample using gamma-ray 
peaks associated with the decay of 238U and 232Th present in the sample, and the 1460.8 
keV  40K photopeak  from KCl-based mixtures [Cro99].  
 
The relative efficiency method uses gamma photopeaks from the uranium and thorium 
decay chain radionuclides, which may emit two or more photons in sequence within the 
HPGe detector resolving time. To enhance the accuracy of the derived vineyard sample 
activity concentration, this effect of coincidence summing in the uranium and thorium 
radionuclide decay on the sample activity concentration must be studied. 
 
The relative efficiency method also makes use of several photopeaks from radionuclides 
in the uranium and thorium decay chain. The final uranium and thorium activity 
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concentration are then weighted averages of the activity concentrations of the 
radionuclides in the uranium and thorium decay chain, respectively. Improving the 
accuracy of the weighted means requires the radionuclide activity concentrations in the 
decay series (especially uranium) to be the same. This is called radioactive secular 
equilibrium. Secular equilibrium is achieved and enhanced by drying and hermitically 
sealing each soil sample for ~ 21 days [Cle94]. The drying and sealing are important, 
because only when radioactive secular equilibrium is attained in the sample, can the 
sample be measured in the HPGe detector system, the detection efficiencies be derived 
using the relative efficiency method, and the accurate activity concentrations be 
calculated. 
 
Since KCl standards are used in the relative efficiency method the effect of matching the 
volume of the vineyard sample to that of the KCl standard cannot be overlooked [Cro99, 
Deb89]. In order to get an estimate of the uncertainty in the sample activity concentration 
due to volume (or height) variations, the efficiency as a function of filling height must be 
measured. The sample volume effect study is important to account for the fill height 
differences between the KCl standards and the vineyard soil samples. 
 
Since the vineyard sample and the KCl used in the relative efficiency method have 
different densities the effect of differences in self-attenuation of gamma rays on the 
measured - sample activity concentrations cannot be ignored [Sim97]. Density effects are 
important in the analysis of soil samples by gamma-ray spectrometry, and if neglected 
will result in rather high activity concentration uncertainties [Deb89, Sim97]. To achieve 
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reliable sample activity concentrations with the relative efficiency method the corrections 
for self-attenuation effects must be applied.  
 
 
 
1.4 Outline of study 
 
The study of the radiometry of soils forms a constituent part of our understanding of the 
application of radiometric methods in South Africa. To achieve accurate activity 
concentrations with the MEDUSA in-situ gamma ray spectrometry system, the derived 
HPGe laboratory activities are used to normalize the in-situ results. This requires a sound 
understanding of the accuracy and precision associated with the HPGe measurements. 
This study will therefore focus on finding the dependence of the derived HPGe activity 
concentrations on: 
1. the choice of gamma photopeaks used, 
2. sample moisture and sealing, 
3. sample volume, and  
4. sample density.  
In Chapter 2 the natural radionuclides and some background relating to gamma-ray 
spectrometry are discussed. The methods used to measure the in-situ vineyard soil 
activity concentrations, derive their laboratory activities and the methods used to study 
the activity dependency on the systematic effects are described in Chapter 3. In Chapter 4 
the way in which the data was analyzed is discussed, and in Chapter 5 the results are 
presented. Finally the summary and outlook are presented in Chapter 6.  
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Chapter 2 
 
Natural radioactivity and measurements of soil  
In this chapter the natural radionuclides are introduced and the measurement of natural 
radioactivity in soil is discussed. 
2.1 Natural radioactivity 
 
In nature, most elements are stable and only a few naturally occurring radionuclides with 
long half-lives compared with the age of the earth and their decay products are present. 
The natural radionuclides important to this study and their half-lives are given in Table 
2.1. The radioactive nuclides: 238U, 232Th, and 40K are present in rocks that condensed 
with the earth that was formed about 4500 million years ago [Kra88]. These nuclides 
decay by α and β decay, decreasing the proton number and the mass number, until a 
lighter, stable nucleus is reached. In α decay the nucleus emits an α particle (a 4He 
nucleus), whereas in β decay one of the protons or neutrons is turned into the other and a 
β particle (an electron or positron) is emitted along with a neutrino. Radioactive γ 
emission often follows α and β decays since these decays will often lead to excited states 
in the daughter nucleus. When an excited state decays to a lower excited state or to the 
ground state, a photon of γ radiation is emitted.  
Table 2.1:  Half -life time of 238U, 232Th and 40K taken from [Fir96]. 
 
Natural Radionuclide Half Life (y) 
238U (4.468 ± 0.003)·109
232Th  (1.405 ± 0.006)·1010
40K (1.277 ± 0.008)·109
                                                                           
 
 
 5
The series of α and β decays and γ emissions that lead from the radioactive nuclide to  
stable nuclei for each of the natural radionuclides are shown in Figs. 2.1 - 2.3. Each decay 
chain involves the emission of alphas (vertical lines), betas (diagonal lines), and gammas 
(grey boxes) in competing modes. The intensity of the competing modes are specified in 
small boxes.  
 In the 238U decay series, radon (222Rn) is the only radionuclide found in the gaseous state. 
Radon can therefore diffuse through the soil and escape from it. If no radon escapes the 
222Rn decay products (the gamma ray emitting 214Pb and 214Bi radionuclides) are in 
radioactive secular equilibrium with 226Ra, and the decay products can be used 
immediately to estimate the 238U activity concentration [Cle94]. 
2.1.1 Half-lives 
The half-life of a radionuclide is the time required for half the radioactive nuclei, in a 
sample of the radionuclide isotope, to undergo radioactive decay.  
The potassium found in soil is an isotopic mixture of  39K,  40K, and 41K containing 
0.0117 ± 0.0001 % 40K  [Fir96]. This implies that 1g of potassium contains  
 ·10 0.01)·(1.17 atoms.mol 6.022·10 · 
ol39.9640g.m
g1 4-123 -
1 ±⎟⎟⎠
⎞
⎜⎜⎝
⎛
− = (1.760 ± 0.015)·10
18  
40K atoms. It is well known that 40K emits 31β rays.sec-1.gram-1 in the transition 
 40K                 β           40Ca and 3.4γ rays. sec-1.gram-1 in the electron capture (EC) transitions  
40K         γ                40Ar [Eva55] and every EC transition has an intensity (or branching ratio) 
of 10.67 ± 0.13 % [Fir96]. In the transition of 40K to 40Ar,  there are emitted (1.930 ± 
0.017)·10-18 γ rays.sec.1.atom-1. But the probability for this to occur is 0.1067 ± 0.0013. 
The most probable number of γ rays emitted sec-1 atom-1 by 40K in this transition is 
therefore (2.059 ± 0.031)·10-19. Similarly the most probable number of β rays emitted  
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sec-1 atom-1 in the decay of 40K to 40Ca is (1.760 ± 0.015) ·10-17. Since the decay constant 
λ is the probability that 40K atoms will disintegrate per second, we must have that λγ = 
(2.059 ± 0.031)·10-19 and λβ = (1.760 ± 0.015) ·10-17, but in total λ = λβ + λγ , and the half 
life t1/2 = 
λ
0.693 . This implies that t1/2 = (1.229 ± 0.013)·109 years, the half-life of 40K. 
This value is the same as the value quoted in Table 2.1.   
2.1.2 Natural radioactivity units 
In the radioactive decay law the number of nuclei that disintegrate per unit time is given 
by the activity, in Becquerel (Bq), where 1Bq corresponds to one nuclear transformation 
per second. Since any soil sample could have a different mass in a different sample 
holder, it is desirable to relate the activity of a given radionuclide to the mass of the 
radioactive sample. In this thesis this quantity is referred to as the activity concentration 
and has unit Bq/kg. In chemical analyses of vineyard soils the units of concentration are 
the traditional units, milligram per kilogram (mg/kg), parts per hundred (%), or parts per 
million (ppm) of the natural radionuclide (e.g. 40K) [Nuw01, Pom01]. The relationship 
between the traditional units and the natural activity concentrations unit (Bq/kg) are given 
below. 
The uranium found in soil is an isotopic mixture of 235U and 238U containing 99.275 ± 
0.006 % of 238U [Fir96]. This implies that 1g of uranium contains 
  0.006)·10·(99.275 atoms.mol 6.022·10 · 
ol238.051g.m
g1 2-23 1-
1 ±⎟⎟⎠
⎞
⎜⎜⎝
⎛
− = (2.510 ± 0.015)·10
21  
238U radionuclide atoms (N). The time for half of the 238U atoms to decay is t1/2 = (4.468 ± 
0.005) ·109 [Fir96], and the 238U decay constant 
 t
0.693
λ
1/2
= = 4.92·10-18 s-1. The activity, 
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 λ N of 1 g 238U is then equivalent to (1.235 ± 0.001)·104 Bq. This means that there is an 
activity of 12.35 ± 0.01 Bq in 1 mg of 238U. For any radionuclide, 1 ppm equates to 
1mg/kg. This implies that soil containing 1ppm 238U corresponds to 12.35 ± 0.01 Bq/kg 
238U. Similarly, it can be shown that soil containing  1ppm 232Th corresponds to 4.06 ± 
0.02 Bq/kg 232Th, and soil containing 1% 40K corresponds to 303 ± 2 Bq/kg 40K.    
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Figure 2.1: The 238U decay chain. The grey boxes represents the gamma emitting nuclei  
       [Fir96]. 
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Figure 2.2: The 232Th decay chain. The grey boxes represents the gamma emitting nuclei  
                   [Fir96]. 
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Figure 2.3: The 40K decay chain. The grey box represents the gamma emitting nuclide 
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2.2 Natural radioactivity measurements 
 
A factor adding to the complexity of measuring natural radioactivity is that the decay 
series of  238U and 232Th are characterized approximately by an initial part dominated by 
α decay and a part dominated by β decay and γ emission [Hen01]. 
Alpha spectrometry 
The quantification of natural radioactivity by alpha spectrometry usually includes a series 
of sample preparation steps. To investigate the alpha-emitters of the natural occurring 
uranium and thorium decay products of soil samples requires: 
1. Chemical separation of the radionuclide of interest from the bulk soil matrix;      
      Determination of the uranium daughter, 226Ra requires that the soil samples      
      (usually 1-10 grams)  be decomposed by fusion with lithium metaborate and the 
      melt be dissolved in a solution containing sulfates and HNO3. The dissolution      
      then results in a fine suspension of radium sulfates [Boj02].  
2. Purification by the elimination of other interferants;  
      Further purification is done by chromatography and the interfering elements are      
      eluted with diluted H2SO4 followed by concentrated HCl. 
      3.   Mounting onto suitable substrates for counting;  
            The sample is then electrodeposited on silver discs, and is ready to be counted 
            on the alpha spectrometer [Boj02]. 
 One of the advantages of quantifying natural radioactivity by alpha spectrometry is that 
typical measurement accuracies of 5% and better are obtained [Sck04].  
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Liquid scintillation counting 
The scintillation counter is a radiation detector that is triggered by a flash of light 
(scintillation) produced when ionizing radiation travels across certain substances.  In the 
liquid scintillation counting method the beta particle, emitted in the uranium, thorium and 
potassium decay chains (Figs. 2.1 – 2.3) in the sample excites the solvent molecule which 
in turn transfers the energy to the solute. The energy emission of the solute (the light 
photon) is then converted into an electrical signal by a photocathode and photomultiplier 
tube that is translated into a voltage pulse. The uranium progeny, such as radium in soils 
can be quantified by liquid scintillation counting [Kim01]. Radium is usually separated 
from the samples as Ba(Ra)SO4 , co-precipitated by adding ammonium sulfate to the soil. 
The radioactive solvent, Ba(Ra)SO4 precipitate, are then further purified with EDTA 
solution and the scintillation gel, Instagel, is used as solute. The liquid scintillation 
measurement values of 226Ra in the soil samples of the liquid scintillation study were 
found to be accurate to within 12 %  [Kim01]. 
One of the advantages of quantifying natural radioactivity by liquid scintillation counting 
is that typical counting efficiencies of the order of 100 % are obtained [Sck04].  
One disadvantage of using alpha spectrometry and liquid scintillation counting for 
quantifying the natural radioactivity of soils is that these methods usually requires 
radiochemical separation of the sample, making them sample-destructive techniques. In 
contrast, the gamma spectrometry method used for this thesis is a non-destructive 
technique making use only of the natural radiation emitted by the soil and thus requires 
no radiochemical separation of the soil sample.  
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2.3 Gamma-ray spectrometry 
 
The interpretation of the features of a measured gamma-ray spectrum requires an 
understanding of the interaction of gamma-rays with matter. The interaction of gamma 
radiation with matter plays an important role in gamma radiation measurements [Kno89].  
2.3.1 Interaction of gamma-rays with matter 
When gamma-rays penetrate matter, they interact primarily with atoms via three 
processes, namely photoelectric absorption, Compton scattering and pair production. 
These processes, in the relevant energy range of the gamma-ray studies of natural 
radioactivity, 100 keV < Eγ < 3 MeV, account for some of the characteristics of a gamma-
ray spectrum [Deb88].  
In the photoelectric absorption process the gamma-ray undergoes an interaction with a 
matrix atom in which the gamma-ray completely disappears. At the same time, an 
energetic photoelectron is ejected from one of the atom’s bound shells. For gamma-rays 
of sufficient energy, the most probable origin of the photoelectron is from the most 
tightly bound (K) shell of the atom. The photoelectron ejected has energy 
                                                          Ee = Eγ - Eb                                                    
where Eb is  the binding energy of the photoelectron in its original shell. For the gamma- 
rays relevant to this study (energies > 100 keV), the photoelectron carries off the major 
part of the original photon energy. The probability of photoelectric absorption per unit 
path length (cm) is proportional to the cross section (τ) per nucleus in barns (10-24 cm2). 
An approximation [Gil95] of  τ over all ranges of Eγ and Z is   
                                        τ  ≅  constant × Zn / Eγ3                       
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where n varies between 3 and 5. The strong dependence of the photoelectric absorption 
probability on the atomic number, Z of the absorber is a primary reason for the usage of 
high – Z materials (such as lead) for gamma-ray shields, while the strong dependence on 
photon energy is the reason why this effect is dominant at low energies (< 100 keV). 
In the Compton scattering process the incoming gamma-ray is deflected with respect to 
its original direction, due to an elastic collision with an electron. The gamma-ray 
transfers a portion of its energy to the electron, initially at rest, known as the recoil 
electron. Because all angles of scattering are possible, the energy transferred to the 
electron can vary from zero to a large fraction of the gamma-ray energy. After scattering, 
the secondary photon can be absorbed by photoelectric absorption or scattered again by 
the Compton scattering process. The Compton scattering cross section (σ) per nucleus 
can be approximated [Deb88] by 
                                                            σ  ≅   constant × Eγ-1                           
The fact that σ is independent of the atomic number Z, indicates that, contrary to the 
photo-electric effect, Compton scattering is more or less independent of the medium 
[Cro99, Deb89, Fel92]. The Compton scattering cross section inverse dependence on the 
photon energy compared to that of τ indicates that Compton scattering is dominant at 
higher energies (0.5 - 5 MeV) as seen in Fig. 2.4. Fig. 2.5 is a realistic representation of 
the gamma-ray spectrum of a mono-energetic gamma source, 40K. All events that deposit 
their full energy in the detector, that is events that undergo photoelectric absorption show 
up as a peak (number of counts) in the gamma spectrum: the photopeak (1). Events that 
interact via Compton scattering, show up as the Compton continuum (2) and the 
Compton edge (3).            
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Figure 2.4:    The three gamma-ray interaction processes and their regions of dominance 
                     [Kra88]. In sand samples (mainly SiO2 with Zeff  = 12, broken line with Zeff     
                     defined on page 18) the natural gamma-rays mainly undergo Compton 
                     scattering [Bos01]. 
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Figure 2.5:   Measured gamma-ray spectrum of a mono-energetic 40K source. The number 
                    1-denotes the 40K photopeak at 1461 keV, 2-denotes the Compton  
                    continuum, and 3 - denotes the Compton edge.   
 
A photopeak due to the photoelectric absorption and Compton scattered events in the 
detector (releasing their full energy by multiple scattering), a Compton continuum and 
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Compton edge constitute the gamma spectrum of Fig. 2.5. The continuum consists of 
Compton scattered photons that come from interactions involving partial photon energy 
loss in the detecting medium. The Compton edge refers to the region of the spectrum that 
represents the maximum energy loss by the incident photon through Compton scattering. 
It is a broad asymmetric peak corresponding to the maximum energy that a gamma-ray 
photon can transfer to a free electron in a single scattering event. 
In the process of pair production the incoming gamma-ray photon interacts with the 
Coulomb field of a nucleus so that a positron-electron pair is created. All the energy 
carried in by the gamma-ray, of energy above 1.02 MeV that is required to create the 
pair, goes into kinetic energy shared by the positron and electron. When the energy of the 
positron is reduced it meets an electron and the two will annihilate, releasing two 511 
keV annihilation photons. One or both of the photons may escape the detector and 
therefore the annihilation peak can be found in the gamma-ray spectrum at an energy 
equivalent to the position of the photopeak minus the energy carried away by one (or 
both) of the annihilation photons.  
The cross section of pair production varies approximately as the square of the absorber 
atomic number. The threshold for pair production is 1.02 MeV, but it becomes dominant 
only in the energy range > 5 MeV for soil samples where Zeff  (defined on page 18) can be 
taken as taken < 20 (Fig. 2.4).  
2.3.2 Gamma-ray attenuation 
 
In industrial applications gamma-rays are used to determine the material thickness from 
the relationship involving the incoming and outgoing radiation [Dem03]. The 
determination is based on the fact that mainly the photoelectric and Compton scattering 
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processes remove gamma-rays from the incoming radiation. The measure of the reduction 
in the gamma intensity caused by an absorber is given by the attenuation coefficient. The 
ratio of the attenuation coefficient to the density of the absorber is given by the mass 
attenuation coefficient. The mass attenuation coefficient μm in terms of the photoelectric 
and Compton cross sections (τ  and σ ) for natural radioactivity [Gil95] is  
                                                          
A
N
μ Am =  (τ + σ)                                
where NA is Avogadro’s number and A is the average atomic mass of the absorbing 
material. The mass attenuation coefficient μm of a compound or mixture of elements can 
be calculated from 
∑=
i
μiwμ imm  
where the wi factor and  represent the weight fraction and mass attenuation of 
element i in the compound or mixture. The mass attenuation coefficient decreases with 
increasing photon energy (Fig. 2.6), which means that high-energy gammas have a larger 
possibility to pass through the material than low energy gammas. 
imμ
The effective atomic number Zeff  is characteristic of a compound or mixture of elements. 
The effective atomic numbers are calculated by taking into account the photoelectric 
absorption dependency on the atomic number Z [Boy03]. In the energy range 0.1 – 3.0 
MeV an approximate expression for Zeff  is given [Bos01] by 
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where m = 3.2 and Zi represents the atomic number of element i. For example, Zeff of 
water (H2O), evaluated in this way is 7.5, and of sand (SiO2), Zeff is 11.7.  
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Figure 2.6:   Mass attenuation coefficient as a function of the gamma-ray energy (0.1 –   
                    3.0 MeV) for SiO2 (Zeff = 12), water (Zeff = 7), and other compounds. The 
                    data were taken from [Hub95]. 
 
 
2.3.3 Attenuation corrections 
 
In a 1 litre sample, gamma photon attenuation may occur within the source material itself. 
This is called self-attenuation.                              
  
                                            
                                               γ     γ  γ                                                                                                                                                      
                                                                   t                                             
 
                    
 
 Figure 2.7:  Gamma-rays (γs) from the nucleus of the sample material in a sample holder  
                    are emitted and then absorbed or scattered by the sample material of 
                    thickness  t. 
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Consider a plane of thickness t in a voluminous source of density ρ with a homogenous 
distribution of attenuating material (Fig. 2.7). Let the trajectories of all photons detected 
(N) be normal to the plane surface. The fraction of photons theoretically detected 
[Deb89] is then   
ρtμ
e1dxe
t
1
N 
N
m
ρtμt
0
ρxμ
0
m
m
−
− −== ∫  
 
where  is the mass attenuation coefficient which depend on the incident energy. The 
fraction of photons theoretically detected is termed the self-transmission factor F. The 
self-attenuation correction C
mμ
a is given by the ratio of the self-transmission factor of the 
sample relative to that of the reference standard,  
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The self-attenuation corrections can be used to estimate the effect of self-attenuation due 
to sample density variations on the activities measured in the 1 litre Marinelli geometry 
[Bos01, Deb88, Deb89, Sim92, Van00]. 
 
2.3.4 Coincidence summing  
 
In the 238U and 232Th decay chain spectrum there are peaks originating from gamma 
transitions in cascade [Ocz01]. For nuclides emitting two or more photons in sequence, 
within the detector resolving or shaping time of ~ 6μs (for the laboratory detector of this 
study), coincidence summing (CS) may occur. The most important result of coincidence 
summing is the loss of counts from the photopeak (summing-out). Coincidence summing 
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may also increase the counts (summing-in) of some peaks whose energy corresponds to 
the sum of the two lower energy peaks [Kno89]. 
Coincidence summing is geometry dependent. For a point source 12 cm from the end cap 
of a HPGe detector of 45 % relative efficiency, activity concentrations requiring no 
adjustments to account for the coincidence summing effects are obtained [Gil95]. For an 
extended source, like a soil sample in the Marinelli holder, coincidence-summing effects 
were found to be non-negligible [Cro99, Deb89, Gar01, Van00]. For example, in the 
232Th series the intense gamma-rays of 228Ac, (911 and 969 keV), come from a level that 
is significantly populated from other levels [Fir96], the implication being that 
coincidence summing corrections due to cascades with other photons may be significant 
[Gar01]. The principle for the calculation of the correction factor for coincidence 
summing is illustrated considering a simplified part of the 228Ac decay scheme taken 
from Firestone 1996 [Fir96]. 
In Fig. 2.8 the beta decay of 228Ac to one of two excited states followed by the emission 
of the three gamma-rays are shown.   
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Figure 2.8:   Simplified part of the level scheme of the 228Ac  radionuclide in the 232Th 
                    decay series [Fir96]. The gamma-ray branching % are given in brackets.   
 
Given a source of activity concentration A (Bq/kg), then in the absence of CS, the count 
in a specific gamma γ photopeak will be 
                                                              nγ  = Iγ Aεγ                                               
 
where Iγ is the gamma-ray branching (emission probability) and εγ  is the detection 
efficiency of a specific γ. 
In the absence of CS the count in the 911 keV peak is then 
                                                             n911,0  = 27 % A ε911                             (1) 
 
From Fig. 2.8 it is clear that the 911 keV gamma is followed by the 338 keV gamma, and 
the difference in the life time of the states is 0.12 ns (< 6μs). It could then happen that 
both of the gamma–rays are detected leading, to a single gamma photon pulse 
corresponding to an apparent energy different from that of either of the original gamma 
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photon pulses. The resulting loss in the 911 keV peak counts is then due to summing out. 
Let the probability of the 338 keV gamma peak counts be equal to the total efficiency  
εt 338 . The total efficiency is the ratio of the number of gamma-rays emitted by the source 
to the number of counts detected anywhere in the spectrum. This takes into account the 
full-energy peak and all incomplete absorptions represented by the Compton continuum. 
Then in the presence of CS the 911 keV peak count is 
            n911  = 27 % A ε911 – 27 % A ε911 εt 338  = 27 % A ε911(1- εt 338)     (2) 
 
From equations (1) and (2) we derive the 911 keV peak count, correction factor 
 
                                                      C911  = 
911
911,0
n
 n
 = )338t ε -(1
 1                      
 
For the 338 keV gamma the situation is slightly different in that not all gamma-rays 
emanating from the intermediate energy level are a consequence of the de-excitation from 
the higher level. A proportion is preceded immediately by the β- decay so it cannot 
contribute to summing, and 
%11
%27  of the 338 keV gammas are preceded by the 911 keV 
gammas.  In the presence of CS events the count in the 338 keV peak is then 
 
                                           n338  = 11 % A ε338 – 27 % A ε338 εt 911                   
 
In the absence of CS the count in the 338 keV peak n338,0 (defined similar to that in 
equation (1)) are used to find  the 338 keV peak correction factor,  
                                               C338  = 
338
338,0
n
 n
 = 
 ) 911t ε11
27 -(1
 1                       
The correction of the 969 keV peak in the decay scheme is of another type. Here, 
summing of the 911 keV and 338 keV gammas leads to additional events in this peak 
when both deposit all of their energy in the detector. This count increase in the 969 keV 
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peak is due to summing in and occurs with the probability 27 % ε911 ε338.  The observed 
peak count rate is then  
                                                n969  = 16 % A ε969 + 27 % A ε338 ε 911          
 
The correction factor for the 969 keV peak count is then  
 
                                                C969  = 
969
969,0
n
 n
 = 
 )+
969
338911
16ε
εε 27(1
 1                
 
It is worth stressing here that the 228Ac decay scheme is much more complex than that 
given in Fig. 2.8. More realistic formulae should then also take into account summing 
with (for example) K and L-shell X rays. The coincidence summing corrections are 
usually calculated using a simulation method, such as a Monte Carlo simulation code 
[Cro99, Gar01]. The above stated formulae are the basis of the simulation method 
[Deb88, Gil95]. 
 
Coincidence summing is not count rate dependent, but geometry dependent and the 
corrections are significant for large volume geometry measurements [Deb88, Gil95]. The 
magnitude of the coincidence summing effect increases with the detection efficiency 
[Gar01]. The coincidence summing problem becomes more significant the larger the 
detector [Deb89]. The coincidence summing corrections have no dependency on sample 
density [Van00]. 
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Chapter 3 
 
Experimental methods 
As mentioned in chapter 1, the aim of this study is to find the vineyard sample activity 
concentration dependency on the systematic effects, for the purpose of assessing the 
accuracy of the factor used to normalize the in-situ vineyard measurements. In this 
chapter the following are discussed: the vineyard site, the MEDUSA in-situ detector, the 
HPGe laboratory detector and the methods used to find its dependency on the systematic 
effects. 
 
3.1 In-situ measurements 
 
3.1.1 The vineyard  
 
The idea was to do radiometric surveys of the surface soil of the Simonsig wine farm in 
the Western Cape, as a first step to assess the potential of radiometry to partially 
characterize terroir [Jos04, Mer01]. Simonsig wine farm is located at altitudes varying 
between 144 m and 177 m in the rolling hills northwest of Stellenbosch (Fig. 3.1). 
 
Figure 3.1: Location of Simonsig wine farm (red rectangle) in the Western Cape 
                   [Saf04]. 
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The vineyard surveyed is a 12 hectare rectangular area, that is 600 m long and 200 m 
wide, and contains 64 rows of vines 3 m apart (Fig. 3.2).  
 
      Figure 3.2:  Picture of the vineyard with vine spacing of 3 m. 
 
3.1.2 The MEDUSA detector technology   
 
In the early 1970s, a team from the British Geological Survey developed a towed NaI 
based detector system to measure the gamma radiation on the sea floor. To protect the 
system from abrasion and snagging in the marine environment, the detector and lower 
part of the cable were inserted into a plastic hose (Fig. 3.3). The appearance of the towed 
assembly led it to being termed the “eel” [Jon01]. In the beginning of the 1990s, the eel 
system was further developed to map sea floors by a team from the Kernfysisch 
Versneller Instituut, in the Netherlands [Dem97]. This detector system has a high 
counting efficiency suitable for underwater measurements and was therefore termed the 
Multi Element Detector system for Underwater Sediment Activity, (MEDUSA). 
 
  
                                                Towing and signal cable 
                                                                  Detector inside hose       
 
  Figure 3.3: Towing configuration of the sea bed gamma-ray detector system [Med01]. 
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The MEDUSA detector system consists of improved hardware and software part. In the 
hardware part, the BGO (bismuth germanate, Bi4Ge3O12) scintillator crystal was used 
rather than the NaI crystal. BGO has a density of  7.1 g.cm-3, whereas NaI has a density 
of 3.7 g.cm-3. This reason coupled with the fact that BGO has a higher atomic number 
(ZBi = 83) than NaI (ZI = 53) give BGO based detectors higher chances of detecting 
photons, higher chances of absorption of all the incident photon energy and hence higher 
(photoelectric effect 4th power Z dependency: (83/53)4 = 6 times better) gamma ray 
counting efficiency than NaI based detectors. In contrast, BGO detectors are expensive, 
have a reduced energy resolution, and a larger temperature gain drift than NaI detectors. 
In fact, the temperature drift of BGO is the main reason why on-land measurements with 
BGO based detectors are not straightforward [Leo87].   
 
The MEDUSA detector was further developed for easy usage in on-land applications, by 
replacing the BGO crystal with the CsI(Na) crystal. The CsI(Na) based MEDUSA can also 
be used for underwater work, but is easier to use in on-land applications such as 
agricultural research, compared to the usage of the BGO-based MEDUSA where the site 
temperature detector-signal must be taken into consideration. The temperature 
dependency is given in Fig. 3.1.2. It is clear that the CsI(Na) detector shows a distinct 
maximum in detector signal, whereas the BGO detector shows an increase in intensity 
with decreasing temperature. This makes the CsI(Na) based MEDUSA more suitable for 
on-land applications. 
 27
 
Figure 3.1.2: CsI(Na) and BGO based detector signal strength as a function of 
                        temperature. The signal refers to the number of photons detected per 
                        gamma energy [Leo87]. 
 
 
The MEDUSA detector system set-up 
 
The set-up of the MEDUSA system used in this study can be adjusted for a specific 
experiment, but consists in general of a CsI(Na) cylindrical crystal of length 15 cm and 
diameter 7 cm in an aluminum casing.  
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Figure 3.1.2.1: Schematic diagram of the CsI(Na) based MEDUSA detector. 
 
 
The watertight case is sealed with stainless steel end caps, and on the electronics side an 
armoured coaxial cable is led through the sealing. Gamma rays are detected by means of 
a scintillation system consisting of a CsI(Na) crystal, a photo-multiplier tube (PMT), a 
Cockcroft Walton high-voltage generator (HVG) spectroscopic amplifier (Amp) and a 
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temperature sensor (AD590). Other sensors included in the system are a microphone 
(used mainly in underwater surveys) that records the sound of friction between the 
detector casing and the survey surface area, a pressure sensor (absolute measuring 
range: 0 – 60 bar) to measure the water depth. The output of the amplifier is sent to a 
telemetry board where pulse height associated with the gamma-ray signal, along with 
signals from the temperature, microphone and pressure sensors are digitized. The detector 
count rate, temperature, friction sound and pressure data are transmitted to an Aladin 
interface box from the telemetry board, via the armoured cable. Power and detector 
setting information are transmitted from an Aladin box to the detector.  This Aladin box 
is controlled from the laptop computer by means of a computer program called MEDUSA 
Data Logger (MDL). MDL forms part of a suite of proprietary software developed by 
MEDUSA Explorations BV to acquire and analyse MEDUSA-type data [Jos03].  
Full Spectrum Analysis 
 
The radioactivity concentrations are determined from the MEDUSA measured gamma-ray 
spectra by means of the Full Spectrum Analysis (FSA) method [Hen01]. The FSA 
method is based on the assumption that the measured count rate Y at energy i (Yi), is the 
sum of the contributions from the individual nuclides (238U, 232Th, and 40K) plus a 
background contribution. The contribution of the individual nuclides consists of the 
standard spectrum (Xi, the expected response of the detector when exposed via a 
particular geometry to soil containing an activity concentration of 1 Bq.kg-1) multiplied 
with the activity concentration C of the nuclide j (Cj), 
Yi = ∑ Xji Cj + background                                        
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The background spectrum used in this study was a MEDUSA measurement made from a 
boat in Theewaterskloof dam, southeast of Stellenbosch (Fig. 3.1). The activity 
concentrations are then the quantities that follow from a least-squares fit of the total 
spectrum (see Fig. 3.1.2.2) to the measured one. 
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Figure 3.1.2.2:   Simulated standard spectra for 238U, 232Th, and 40K of the CsI(Na) 
                          MEDUSA detector in a specific geometry. The total γ-ray spectrum  
                          consists of the sum of the  238U, 232Th, and 40K standard spectra [Hen01]. 
 
The standard spectra are detector and geometry dependent and are determined in the 
laboratory, or modeled [Hen01, Koo00]. The standard spectra for the CsI(Na) based 
MEDUSA simulated in a specific geometry are given in Fig. 3.1.2.2.  
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3.1.3 Deployment of the MEDUSA system 
 
Mounting of the MEDUSA system 
 
The MEDUSA detector was mounted on a rack 0.6 m off the ground on the front of a 4 × 4 
vehicle equipped with a Garmin 76 Global Positioning System (GPS) receiver. The GPS 
receiver is used to precisely determine the latitude and longitude of each acquired 
gamma-ray spectrum.  A picture showing how the MEDUSA detector was mounted on the 
4 × 4 vehicle is given in Fig. 3.1.3. In the 4 × 4 vehicle canopy area, the power supply, 
Aladin electronic contol unit and the laptop computer were firmly fixed. 
 
    
 
   
 
 
 
 
 
 
 
 
 
 
 
Figure 3.1.3: Photograph showing how the MEDUSA detector was mounted on the 4 x 4 
                      vehicle used for the in-situ gamma ray mapping. 
 
3.1.4 MEDUSA data acquisition 
 
On 27 November 2002 the radioactivity of the 12 ha Simonsig vineyard soil was 
measured along every 4th row of the vineyard, and on 17 December 2003 the soil was 
measured along every 7th row of the vineyard. The vineyard in both surveys was 
traversed in a grid-like pattern at a speed of ~ 7.2 km.h-1 (2 m.s-1), while location data 
from the GPS signal receiver and γ-ray spectra (0 – 3 MeV) were recorded onto a laptop 
computer every 1 second and 2 seconds, respectively. The in-situ mapping took 3.1 hrs in 
2002 and 2.6 hours in 2003. The MEDUSA parameters are given in Table 3.1.4. 
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Table 3.1.4: MEDUSA survey parameters in the vineyard and the survey total time in 
                        2002 and 2003. 
 
MEDUSA 2002 2003 
Surveyed Every 4th row Every 7th row 
Speed Traversed (m.s-1) 2  2  
Mean CsI(Na) Temp.(°C) 46.4 42.5 
Total  Survey Time (hrs) 3.1  2.6  
 
In Table 3.1.4 the CsI(Na) crystal temperature averaged over the entire survey is given. 
Using the temperature signal dependency for CsI(Na) (Fig. 3.1.2) it is expected for the  
CsI(Na) crystal to have an optimal signal at temperatures 42 - 46°C. Thus in both in 2002 
and 2003, the measurements with the MEDUSA detector based on the CsI(Na) crystal 
were done with the CsI(Na) crystal signal performing at its optimum. 
 
3.1.5 Sampling 
 
Where the assessment of the measurements revealed an area of high activity, a 36 minute 
MEDUSA stationary measurement was made, after which ~ 4 kg of the top layer of soil 
[Mil94, Spe04] directly under the detector were placed into a plastic bag and transported 
to the laboratory. The MEDUSA detector placed ~ 0.6 m above the vineyard soil surface 
detects photons originating from a fairly large area extending beyond the area of interest 
directly under the detector. Thus, to find the measured in-situ soil activity concentration 
directly beneath the MEDUSA detector, the measured MEDUSA activity concentrations 
must be multiplied with a normalization factor. The normalization factor is the ratio of 
the activity concentration of the sample determined in the laboratory, to the activity 
concentration of the stationary 36 minute MEDUSA measurement. Two other samples 
(SS02 and SS03) were also taken from the vineyard surface soil for verification of the 
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normalization factor. The sample locations on the vineyard traversed are given in Fig. 
3.1.5. 
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Sample Code Longitude Latitude 
1 SS01 18º49.22’E 33º51.80’S
2 SS02 18º49.15’E 33º51.72’S
3 SS03 18º49.39’E 33º51.94’S
Figure 3.1.5: Sampling locations on the vineyard. Sample point 1, SS01 is from the area 
where the activities are high, and was used for the normalization, while 
sample point 2, SS02 and 3, SS03 were taken as a cross-check of the 
normalization. 
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3.2 Laboratory measurements 
 
3.2.1 Germanium detectors 
 
To achieve the accurate activity concentrations of the samples for the purpose of 
normalizing the MEDUSA data (as discussed in section 3.1.5), the samples must be 
measured in the laboratory with the high-resolution germanium detector. Germanium 
detectors are in general operated in the laboratory since their use requires cooling to 
liquid nitrogen temperatures. These detectors rely on a common series of steps in the 
detection and measurement process. The operation of Germanium detectors involves:  
1. the conversion of the photon energy to kinetic energy of electrons by the  
    interactions described in section 2.3, 
2. the production of electron-ion pairs, electron-hole pairs and   
3. the collection and measurement of the charge carrier in the de-excitation of the 
    molecular states. 
The Ge(Li) detector 
 
Ge(Li) semiconductor detectors became available in 1962. An electric field applied 
across a Ge crystal results in an electric current based on the presence of holes (acceptor 
impurities) and electrons (donor impurities), and the statistical variations in this current 
represent a noise level above which the pulses for photon interactions must be detected. If 
Ge were used as a semiconductor detector material in the past, the noise level from the 
presence of acceptor impurities would totally mask the pulses from any photon. To 
reduce this steady state current to an acceptable level, it was necessary to create an 
intrinsic region within the crystal, devoid of free charge carriers. This was done by 
drifting lithium ions onto germanium material. This led to the name Ge(Li) detectors. In 
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Ge(Li) detectors, the lithium will continue to drift significantly at room temperature; 
therefore, the detector must be kept cold (usually 77 K) at all times, even during shipping 
[Deb88, Kno89].  
The HPGe detector 
Much greater operational convenience is afforded by the high-purity germanium, HPGe 
detectors that became available in the early 1980s. Whereas Ge(Li) detectors must be 
continuously maintained at low temperature, HPGe detectors can be allowed to warm to 
room temperatures between use. HPGe provides alternative to creating an intrinsic region 
in Ge, because it has a much lower net impurity concentration than Ge. It is for this 
reason that detectors manufactured from this ultrapure germanium are called high-purity 
germanium, HPGe detectors [Deb88, Kno89].  
 
3.2.2 The HPGe detector system   
 
The detector employed in this study is a GC-4520 p type Canberra manufactured HPGe 
detector. This detector has a HPGe crystal of diameter 62.5 mm and length of 59.9 mm. 
The HPGe crystal is upward facing and mounted in a vertical dipstick liquid nitrogen 
cryostat. At 1.33 MeV it has a 45% efficiency relative to a 3′ × 3′ NaI (Tl) detector (45% 
relative efficiency) and a full-width-at-half maximum (FWHM) resolution of 2.1 keV. 
The FWHM resolution of the HPGe is the width of the 1332.5 keV photopeak from 60Co 
decay. During the manufacturing of HPGe detectors, Canberra measures the number of 
counts in the 1332.5 keV  peak of 60Co, then at half the photopeak counts the width of the 
1332.5 keV peak or full-width-at-half maximum, FWHM resolution is found. This 
FWHM resolution of the ERL HPGe was checked by measuring the 1332.5 keV peak of  
60Co in a liquid source and finding the FWHM from the Oxwin program. The Oxford 
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WIN-MCA (Oxwin) is a multi channel analyzer, and is manufactured by American 
Nuclear Systems, Inc. The FWHM of the 1332.5 keV peak of a  60Co source measured 
with the ERL HPGe was found to be very close to 2 keV (Fig. 3.2.1). 
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  Figure 3.2.1:    Full width at half maximum (FWHM) resolution of the HPGe detector    
                     [Sed03]. The FWHM data points were found from Oxwin97 analysis 
   [Oxf97] of a measured liquid standard source. The FWHM of the 1332.5    
   keV peak of 60Co are plotted in red. 
 
The HPGe detector is housed within a lead castle (see Fig. 3.2.3) that provides a low 
background of ~ 2 counts per second (cps) (measured with 1 litre tap water in the 
Marinelli holder). The lead shield provides 100 mm coverage all the way round with only 
a small gap around the collar portion built around the dipstick. To shield the detector 
from the lead x-rays, the lead is lined with 2 mm of Cu.  
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Figure 3.2.2: Schematic diagram of the detector and its electronic setup. 
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A schematic diagram of the detection system assembled at iThemba LABS, is shown in 
Fig. 3.2.2. The germanium crystal converts the gamma ray energy into an electronic 
signal. The electronic signal generated by the HPGe detector crystal is, at this stage, a 
minute voltage pulse that is magnified through the use of a preamplifier. The first stage 
of the preamplifier is the Field Effect Transistor (FET). The FET provides the mechanism 
by which the voltage pulse is separated from the bias voltage. Because of this, the FET is 
the critical component of the preamplifier. From the FET, the pulse is amplified by other 
preamplifier components and its shape is modified by the linear amplifier. 
The FET functions most efficiently at very low temperature. In particular, reduced 
temperatures decrease extraneous signals, especially thermal noise, and thus increase the 
signal-to-noise ratio.  This is important since the pulse is a very weak signal. The low 
temperature of the FET also improves resolution.  
The liquid nitrogen has more effects on the system. The detector crystal and FET are 
operated in a vacuum and small amounts of moisture, which may leak into the system, 
could contaminate the crystal and short out the FET. The extreme cold of the liquid 
nitrogen causes any moisture in the system to freeze harmlessly to the Dewar. This helps 
to maintain the vacuum and is termed ‘cryogenic pumping’. Great care must be taken that 
the liquid nitrogen supply is continually maintained. If the system warms up, the 
preamplifier with its high bias voltage will short out and the semiconductor detector may 
be damaged. The output of the preamplifier is an electronic signal, which occurs, in 
discrete pulses, with the strength of the pulses corresponding to the energy of the 
individual gamma rays. At this point, the pulse is an analog signal, which would be 
measurable only by using an analog device.  
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The pulses from the amplifier are processed by a computer system termed a multi channel 
analyzer (MCA). In the first stage of the MCA, the signal is converted to digital form by 
an analog-to-digital (ADC) converter. In the ADC, the electronic pulse charges a 
capacitor, which discharges at a constant rate, with more time, required for large (higher 
nuclear energy) pulses than for small (lower energy) pulses. A rapidly oscillating crystal 
clock measures the amount of time required for the capacitor to discharge. The number of 
pulses produced by the clock during each discharge is recorded by a counter or scalar, 
and is representative of a particular gamma energy level. Because the scalar output (that 
is, the ADC output) is a series of specific numbers, the signal is then said to be digitized. 
The ADC signal is stored in the memory of the MCA. The digital pulses are counted in 
specific channels of the MCA according to the amplitude of the electronic pulse, which 
reaches the ADC. The OxfordWin-MCA sofware, used for the data acquisition and 
analysis, consists of 8191 individual channels storing digital values. Each channel records 
the number of pulses of a given pulse energy. Once the ADC has begun to analyze a 
pulse, the input to the ADC is closed, and a closely following pulse will be rejected. The 
period of inactivity is called dead – time. 
In the OxfordWin-MCA window, the live time, which is the real time corrected for the 
dead time (1-2 % in this study), is given and used in the data analysis. Before the analysis 
and data acquisition is started the relationship between the channel number of the MCA 
card and the gamma-ray photopeak energy is established.  
Once the energy calibration is done the region of interests are loaded and the photopeak 
counts are obtained as the result of the algorithm in the Oxwin97 software [Oxf97].  
 
 38
  
 
 
 
       
 
 
 
 
 
 
 
                                                                                 
 
 
 
5
43
2 
1 
 
Figure 3.2.3: Experimental setup for the high-resolution HPGe detector system. 
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3.2.3 HPGe photopeak detection efficiency 
 
The number of full-energy peak counts detected by the HPGe to that emitted by the 
source is termed the HPGe photopeak efficiency [Kno89]. The HPGe photopeak 
efficiency was obtained using the ~ 1 litre (60Co, 137Cs and 152Eu) liquid standard source 
[Sed03]. Fig. 3.2.4 shows the photopeak efficiencies lying on the linear trend in a log 
efficiency-log energy display. 
The efficiency of the HPGe detector can then be described in a 1st order approximation 
by a linear interpolation curve in the log-log display with associated uncertainties being 
no more than 5 % [Cro99, Deb88, Deb89, Fel92]. For the p GC-4520 HPGe the 
photopeak efficiency above the energy E =130 keV can  be approximated by  
                                                             εγ = a0  E  
a1
 
Here E = Eγ / E0 and E0 = 1 keV, the parameters a0 and a1 are dimensionless with a0 > 0, 
a1 < 0 so that the dimensionless efficiency εγ decreases with increasing energy E.  Taking 
the natural logarithm (ln) of the efficiency equation gives                                                                        
ln εγ = ln a0 + a1 ln E 
This is consistent with the plotted efficiencies in Fig. 3.2.4. This linear equation is 
however only valid above E = 130 keV, because below 130 keV the efficiency is 
expected to fall due to absorption in the detector cap and dead layers [Gil95]. 
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Figure 3.2.4:  Photopeak efficiencies of the HPGe detector in the close geometry setup 
[Sed03]. The maximum uncertainty is 4 %, and reflects the uncertainty in 
the counts and the certified activity. 
 
 
In a sand sample (~1.6 g.cm-3) the self-attenuation of photons is different to that in a 
liquid sample (~1.0 g.cm-3), thus the use of the efficiencies in Fig. 3.2.4 of the liquid 
standard requires that a correction for self-attenuation, based on the sample densities be 
applied [Van01]. Although the efficiencies of Fig. 3.2.4 are valid for 60Co, 137Cs and 
152Eu analysis in the same geometry, the points have no relevance to 238U and 232Th 
nuclides. This is because the gammas rays in the 238U and 232Th series have their own, 
different, coincidence summing problems [Gil95]. 
 
In this study the HPGe efficiency for each soil sample is obtained using the natural 
radionuclides in the sample, and KCl salt requiring no special radiological handling 
precautions [Cro99]. This approach is based on the assumptions that 
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1. there is a linear relationship between the efficiency and energy on a log-log plot, 
2. there is uniform activity distribution throughout the samples, and  
3. there is radioactive secular equilibrium throughout the 238U and 232Th decay chain.  
 
For each sample two relative efficiency curves are generated, one based on gamma 
photopeaks from 238U radionuclide and the other based on gamma photopeaks from 238U 
and 232Th radionuclides. The relative efficiencies are determined using the equation: ln εγ 
=  ln a0 + a1 ln E  where
γI
C
ε γ=  , Cγ is the number of counts in  a gamma photopeak, and Iγ  
is the gamma branching ratio. The resultant relative efficiencies are then normalized at 
1460.8 keV to the absolute efficiency of the single gamma emitter, 40K from a KCl 
source. 
 
3.2.4 Sample preparation 
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Figure 3.2.5: Cross sectional view and dimensions of the polypropylene Marinelli 
holder used in this study. The filling height (cm) of each of the KCl 
volumes (cm3) is given on the right. 
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To optimize the detection efficiency in measuring soil samples the largest quantity of 
sample needs to be closely presented to the active volume of the detector. In order to 
achieve this Marinelli holders are used to measure the soil samples [Deb89]. The 
Marinelli holder was designed by L.D. Marinelli in the early 1940s and first used in 1943 
mainly for biological applications [Oak99]. The Marinelli holder used in this study is a 
1litre polypropylene beaker made by AEC-Amersham (Model 133N) with an annular 
bottom that slides over the HPGe crystal. The cross sectional view of the Marinelli and 
associated dimensions used are given in Fig. 3.2.5. 
 
The vineyard soil samples collected were each from a specific location given in Fig. 
3.1.5. A picture of a sample taken in the vineyard is shown in Fig. 3.2.6 (a). 
    
            (a)                                  (b)                               (c)                              (d) 
Figure 3.2.6: Pictures of the vineyard soil from the sample holder to the measuring 
                      holder.     
 
The soil samples were transported to the laboratory where they were sieved through a 
mesh (2 - mm diameter holes) to remove unwanted organic materials, stones and lumps 
(Fig. 3.2.6 a). The soils were then oven dried in the EcoTherms LABOTEC oven, 
overnight at 105 ˚C, weighed and placed into the polypropylene Marinelli holders. The 
use of a polypropylene Marinelli holder minimizes the attenuation of the sample gamma 
rays by the holder [Wil80].   No grinding which could promote the release of radon was 
performed. Copper lids of ~ 2 mm thickness were placed on top of each of the soils inside 
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the Marinelli (Fig 3.2.6 b) and hermitically sealed with Bostik® silicone bath sealant (Fig 
3.2.6 c). Each of the Marinelli lids were then fitted and hermitically sealed with the 
silicone (Fig 3.2.6 d). Each sample was sealed in order to prevent radon, 222Rn  in the 
uranium decay chain from escaping the soil and as a result achieve radioactive secular 
equilibrium between radon parent and radon daughter radionuclides.  
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Figure 3.2.7: Build up of radon in the sealed SS01 vineyard sample. Plotted are the 
                        activity concentration ratio of the 214Pb activity concentration (Rn) to that 
                        of 226Ra (Ra) are plotted at different times.   The uncertainties ranged from  
                        9.7 % to 10.2 %. 
 
Secular equilibrium in the uranium decay chain ensures that the decay rate (or 
radioactivity) of the gaseous radon parent, 226Ra and the radon daughters, 214Pb and 214Bi 
are the same.  Since radon is the only gaseous nuclide in the uranium series, secular 
equilibrium makes possible the usage of the uranium daughters, 214Pb and 214Bi 
radionuclide gamma photopeaks to determine the uranium activity concentration.  The 
build-up of the radon daughters in the sealed vineyard sample was monitored at daily 
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intervals. In Fig. 3.2.7 the ratio of the 214Pb activity concentration (Rn) to that of 226Ra 
(Ra) are plotted at different times.  After a day of sealing the sample radon daughters was 
about 13 %  different to the expected radium activity concentration value, compared to 
the 14 % disequilibrium activity concentration value found by Maleka [Mal01]. The 
radon daughter reaches a fairly constant value after about 10 days. It is standard practice 
to seal the soil sample for 21 days [Cle94].  Each of the sealed samples was then stored in 
the laboratory for 21 days before it was measured on the HPGe system.  
 
The HPGe sample measurement live-time as well as the measured sample physical 
properties are given in Table 3.1.5.  The soil moisture content s (%) was measured using 
the relation [Ben99], 
s (%) =  100 x (sample wet weight – sample dry weight) / sample wet weight  
Since all the samples had a low moisture content <15 % (see Table 3.1.5), the effect of 
soil moisture content on the uranium activity concentration uncertainties was therefore 
assumed to be negligible [Ben99]. The effect of the moisture content on the activities was 
studied using a clay sample and no significant difference was found between the wet clay 
and dried clay activity concentrations [Jos03].  
Table 3.1.5:  Moisture content, mass and measurement live time of the samples. 
Sample Moisture % Mass (g) Live-time (s)
SS01 2.24 1206.21 35957.02 
SS02 0.84 1318.94 35974.15 
SS03 0.87 1272.24 35975.08 
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3.2.5 Volume effect experiments 
 
Filling the Marinelli holder with 1 litre KCl (measured using a calibrated volumetric 
flask) results in a filling height about 2 mm different to the 1 litre mark. The KCl volume 
height dimensions of the Marinelli sample holder are given in Fig. 3.2.5. In determining 
the accurate radioactivity concentration of soils the effect of filling height should not be 
ignored [Abb01, Cro99, Deb89]. To account for the fill height, h, differences between the 
KCl standards and the vineyard soil samples, the efficiency as a function of h is 
determined. For this purpose seven 100 cm3 volume aliquots of the KCl salt (from 
univAR® Saarchem with > 99% chemical assay) were transferred to the Marinelli holder 
and the height of the KCl in the holder was measured. Each of the aliquots was measured 
on the HPGe and with the mass of the KCl aliquots known, the efficiency as function of h 
was calculated. 
3.2.6 Density effect experiments 
 
The densities of the vineyard samples studied were at most 7 % different to the 1.29 
g.cm-3 KCl salt [Pot00] used in the relative efficiency method of this study. This density 
difference makes the sample self-attenuation of gamma photons in the sample different to 
that in the KCl salt.  In determining the accurate radioactivity of soils the effect of density 
should not be ignored [Cro99, Deb89, Sim97, Tas96].   
To account for the density, ρ, differences between the KCl standard and vineyard soil 
samples, the efficiency as a function of ρ was determined. For this purpose KCl based 
standards were prepared by thoroughly mixing a known mass of KCl with several 
matrices. The matrices used were inactive organic and natural materials.  The organics 
were stearic acid powder and soluble starch, while the natural materials were gypsum, 
 46
quartz sand and zircon sand. The matrices span the density range (0.7 – 2.0 g.cm-3) and 
required no special radiological handling precautions. Each of the standards were 
carefully transferred to a Marinelli holder, measured on the HPGe, and with the mass of 
the KCl added known, the efficiency as a function of ρ was determined. 
 
Effective atomic number (Zeff ) effect experiments 
For stearic acid the effective atomic number, Zeff  = 5.9, for starch powder Zeff = 6.9, for 
gypsum Zeff  = 13.7, for quartz sand Zeff =11.9, and for potassium chloride salt Zeff = 18.1. 
The effective atomic number of the materials used were all < 20 (typical of soils) and the 
most probable interaction at the natural gamma energies are then all Compton scattering 
(Fig. 2.4). The effective atomic number difference between the sample and standards is 
then assumed to be negligible. To check on the effect of Zeff (or validate the assumption 
that the Zeff effect is negligible) it will be necessary to prepare standards of KCl and 
matrices of Zeff higher than 20, but of similar densities than some of the standards 
prepared for the density effect study. For the vineyard samples the Zeff   are taken to be 
less than 20, and since the materials used to prepare the density standards each have an 
Zeff < 20, experiments regarding the Zeff  were not performed.  
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Chapter 4 
 
Analyses 
In this chapter the analyses of the in-situ and laboratory data are discussed. 
 
4.1 MEDUSA data  
 
Overview of the MEDUSA software 
 
For the vineyard site the MEDUSA Data Logger (MDL) is the software used to acquire 
the radioactivity counts, temperature, friction sound and pressure after every second, and 
create a spectrum after every 2 seconds. Fig. 4.1 is a flow chart showing the various 
MEDUSA software components used to produce the in-situ activity concentration maps. 
 
   MDL   (MEDUSA Data Logger) 
MDS    (MEDUSA Data Synchronizer) 
           MPA    (MEDUSA Post Analysis) 
Activity Concentration Maps 
Figure 4.1 MEDUSA analysis flow chart used for creating activity concentration maps. 
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 The MEDUSA Data Synchronizer (MDS) is the software used to map the total counts (C), 
latitude (L), longitude (M) and altitude (A) recorded after every one second up to the last 
second of the total time (see Table 3.1.4), onto the spectrum Sp2 that is acquired after 
every two seconds (Sp2) up to the last second of the total time. The MDS creates a one-
to-one correspondence between each of the acquired two-second spectra and the 
associated auxiliary data measured after every second. 
The following equations show algebraically how the auxiliary data D are synchronized. 
Spectra = { D             Sp2, D =  C1, C2,…,Cn   L1, L2,…,Ln   M1, M2,…,Mn   A1, A2,…,An} 
Here C1, denotes the counts acquired after the 1st  second, C2 denote the counts acquired 
after the 2nd second and Cn denotes the counts after the nth second. The same hold for the 
latitudes (Ln), longitudes (Mn) and altitudes (An).     
In this study the average MDS function is chosen in order to obtain the average counts, 
longitude, latitude and altitude after every two seconds up to the last second of the 
survey. These averages are then said to be synchronized onto each two-second spectra. 
 
The MEDUSA Post Analysis (MPA) is the software used in the final step to obtain the in-
situ radioactivity concentration maps (Fig. 4.1). In the MPA there are options such as the 
analyze all data option; where spectra each acquired over every 2 second interval are 
analyzed with the FSA method described in section 3.1.2, the running average option; 
where an average of a specified number of 2 second spectra are propagated throughout 
the FSA method, the sum and analyze option; where a specified number of 2 second 
spectra are averaged and then analyzed with the FSA method. When the sum and analyze 
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option are used to analyse the vineyard data, maps of poor spatial resolution of the 
surface natural radioactivity concentrations is obtained. The running average option  
over-smoothes the data. The analyse all records option gives better spatial resolution and 
optimal smoothing of the surface radioactivity, and was therefore used to produce all the 
radioactivity maps of this study.  
The activity concentration maps produced in the MEDUSA software window have the 
north direction pointing downwards, and there are abnormal spacings from the removal 
of unphysical data (negative activities etc.) from the plotted data set (Fig 4.2). To remedy 
the situation, the Surfer 8 [Gol02] interpolation software is used to produce the surface 
maps.  
 
 
Vineyard soil total counts in 2003 
 
Figure 4.2: A MEDUSA total count (counts per second) map showing the empty rows 
that represents the rows of the vineyard not traversed during the survey 
with the MEDUSA. 
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The most important step in creating a surface map with the Surfer 8 software is to create 
a grid-based map from an XYZ data file (Fig. 4.3). A grid is a regular, rectangular array 
of values. The grid method parameters control the interpolation procedures. Different 
gridding methods provide different interpretations of the data because each method 
calculates grid node values using a different algorithm. 
 
The difference between the gridding methods is in the mathematical algorithms used to 
compute the weights during grid node interpolation. For example the natural neighbour 
gridding algorithm generates good maps of data sets containing dense data in some areas 
and sparse data in other areas.  
 
 
XYZ Data File 
 
  
   Grid File 
 
 
Surface Map 
 
 
Figure 4.3:   Flow chart used to create the activity concentration surface maps. 
 
For the uniformly spaced vineyard data set the Kriging gridding algorithm was used. 
The kriging gridding algorithm incorporates four essential details [Gol02]: 
 
1. When computing the interpolation weights, the algorithm considers the 7 cm 
average distance spacing between each measurement  (between each 2s spectra) 
in the interpolation to allow for de-clustering. 
2. The assumption that there is a linear variation in the observable is used because in 
general the vineyard surface natural radioactivity concentration varied very 
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uniformly with space (Fig 4.2). The algorithm adjusted the interpolation weights 
accordingly. 
3. The computing algorithm considers the trustworthiness of the data. In the  
      MEDUSA Post Analysis all the negative and zero total counts and natural activity 
      concentration data points were filtered out.  The activity data set plotted in 
      Surfer8  were then taken as trustworthy and hence the algorithm made certain that 
      the interpolated surface went through each and every MEDUSA measurement 
      value. 
4. The algorithm considers the natural anisotropy. The natural anisotropy can be 
understood by considering radioactivity  measurements made at a river. At the     
      mouth of a river the coarse material settles out fastest, while the finer material 
      takes longer to settle. The closer one is to the shoreline the coarser the sediments 
      and the similar the radiometric signal, while further from the shoreline are finer 
      sediments that are expected to give a similar, but different to the coarser, sediment  
      radiometric signal [Wij02]. When interpolating a point, a reading 1 km away but  
      in a direction parallel to the shoreline is more likely to be similar to the value at     
            the interpolation point than an equidistant reading in a direction perpendicular to  
            the shoreline. Anisotropy can be adjusted to take these trends into account when 
            interpolating.  For the interpolation of the measured vineyard where no trends 
            were expected in the data the anisotropy was set to zero, in order to take into 
            account the absence of trends. 
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4.2 HPGe data  
 
In order to set activity concentrations obtained with the MEDUSA system, onto an 
absolute activity concentration scale, the accurate HPGe activity concentrations of the 
samples present at the site must be determined. The radioactivity concentration of a soil 
sample A (Bq/kg) is determined using the relationship 
γ
γ
×××= εmT
C
A
γ
 I
   (1) 
where Cγ is the measured number of gamma photopeak counts corrected for the 
background contribution (Appendix B), T is counting live time in seconds, m is the 
sample mass in kg,  Iγ is gamma branching ratio, and εγ is the gamma photopeak 
efficiency determined using the relative efficiency method. 
Efficiency 
 
In gamma spectrometry with germanium detectors the relationship between the detector 
gamma photopeak efficiency εγ and the gamma photopeak energy E in a certain energy 
range can be described by the power function [Deb88] 
                                                 εγ = a0  E  
a1                             (2) 
 
Here E = Eγ / E0 and E0 = 1 keV, the parameters a0 and a1 are dimensionless with a0 > 0, 
a1 < 0 so that the dimensionless efficiency εγ decreases with increasing energy E.  
Using the additive logarithm rule we can express the logarithm of the efficiency as a 
function of the logarithm of the energy  
                                          log εγ = a1 log E + log a0                   (3)  
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Equation (3) is the standard form of a linear equation implying that the uncertainty in the 
efficiency must be a function of the uncertainty in the gradient, a1 as well as a function of 
the uncertainty in the vertical intercept parameter, a0.  
But for any linear equation a change in the slope causes a change in the vertical intercept. 
Thus parameters a1 and a0 are correlated, with correlation coefficient, ρ . The 
parameters being correlated implies that their uncertainties must also be correlated, so let 
their common variances or covariance be cov(
a0,a1
a0 , a1). The relationship between the 
parameter covariances and correlation coefficient is given by 
                  cov(a0 , a1)= ρa0,a1 σa0 σa1                    (4)
Here σa0 and σa1   are the uncertainty in the parameters a0 and a1, respectively. 
The efficiency uncertainty  is then a function of σγεσ a0, σa1 and cov(a0 , a1). Appendix C 
gives the more precise efficiency uncertainty relation 
                           = γεσ ( )2a10
0
2
0
a lnEσ)a,cov(a
a
lnE2 
a
σ
1
0 ++⎟⎟⎠
⎞
⎜⎜⎝
⎛εγ          (5) 
 Application of equation (5) shows that the covariance term, cov(a0 , a1)  is always a 
negative quantity. 
 
Activity concentrations 
Radioactivity is a stochastic process. The quantitative operation commonly applied to a 
set of deduced radioactivity concentration values ai  (photopeak energy i = 1, 2, ….., n) is 
to derive a mean value and an estimate of its uncertainty. If the activity concentration 
values to be averaged have no uncertainties, the arithmetic mean 
                ∑
=
=
n
1i
ian
1A            (6) 
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is calculated. If the values to be averaged  have uncertainties (  is a function of 
the counting, branching, filling height and efficiency uncertainty) the weighted mean 
ia ia δ ia δ
     ⎟⎟⎠
⎞
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i
w a δ
1
a δ
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A             (7) 
is calculated. 
The weighted mean can be quoted as a value within a certain confidence interval. For 
example a 95% confidence interval will be 
                                         ⎟⎠
⎞⎜⎝
⎛±
n
s96.1A w                                             (8) 
here s uncertainty in the weighted mean. The internal uncertainty in the weighted mean is  
            
∑
=
= n
1i
2
i
int
a δ
1
1s                  (9) 
The external uncertainty in the weighted mean is  
                   int
2
Rext sχs =                      (10) 
where the reduced chi squared value  
∑
=
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−=
n
1i
2
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2
wi2
R a δ
)A(a
1n
1
χ                     (11) 
is close to 1 for a good quality fit.  A reduced chi squared value much different from 
unity means that there is the possibility that either the data cannot be represented by the 
chosen analytical function, or that the uncertainties have been improperly determined.  
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From equation (9) it can be concluded that the internal uncertainty is the value expected 
from the assigned uncertainties. The internal uncertainty then does not depend on how 
well the data points agree, i.e. it does not depend on the reduced chi squared. In contrast, 
the external uncertainty defined by equation (10) does include the reduced chi squared 
value defined in equation (11). The larger of the internal and the external uncertainty 
should be quoted as the uncertainty in the weighted mean [Deb88]. 
 
 
4.2.1 HPGe photopeak efficiency. 
 
The HPGe photopeak efficiency for each soil sample in the Marinelli geometry is 
obtained using the natural radionuclide progeny photopeaks (Figs. 4.4 – 4.6 parent nuclei 
indicated by colours and daughter radionuclei by arrows) in the sample and KCl salt 
[Cro99]. This approach makes use of many lines from each soil sample so that a 
comparison is of higher statistical quality. For each sample two relative efficiency curves 
are generated, one based on gamma photopeaks of radionuclides in the 238U decay chain 
and the other based on that in the 238U (herein referred to as uranium) and 232Th (thorium) 
decay chain. The relative efficiency at a particular gamma energy are the ratio of 
photopeak counts to the gamma branching relative to that of the 352 keV photopeak in 
the 238U chain, and the 338 keV photopeak in the 232Th chain, respectively. The 352 keV 
peak is used since it requires no or negligible coincidence summing correction [Gar01, 
Pap03]. The 338 keV peak is used, because it is so close to the 352 keV that their 
efficiencies can be assumed to be similar. The relative efficiencies are then fitted using 
the power equation,     
εγ = a0  E  
a1     
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The first set of parameters (the power a1 of the energy E and its multiplier a0) is obtained 
from the fit using only the measured uranium photopeak counts and associated gamma 
branching. These parameters, together with the relative thorium efficiencies are then used 
to determine the average factor needed to join the thorium efficiencies to the uranium 
relative efficiency curve. The uranium and normalized thorium efficiencies are then fitted 
with the power equation to obtain the final set of parameters. The final set of parameters 
is then used to calculate the relative efficiency at the 1461 keV photopeak of 40K in the 
sample. The 40K relative efficiency value is then scaled to match the absolute efficiency 
value from KCl salt in the constant Marinelli geometry. The scaling factor is then used to 
obtain the absolute detection efficiencies of the gamma ray photopeaks originating from 
radionuclides in the 238U and 232Th decay chains. 
 
4.2.2 Gamma photopeaks 
The relative efficiency curves were constructed using gamma photopeak energies in the 
uranium and thorium decay chain that were abundant enough (branching Iγ > 3 %) to be 
detected. Figs. 4.4 – 4.6 shows the radionuclide photopeaks (arrows) and their 
corresponding parent nuclide (colours) used in this study. The gamma branchings 
relevant to this study as seen in the compilation of Firestone 1986 [Fir86] are in general 
higher by at most 9 % than that in the compilation of Firestone 1996 [Fir96]. To avoid 
underestimates in the weighted mean activity concentrations the latest Firestone 
branchings [Fir96] were used.  
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Figure 4.5 Gamma ray spectrum (1 - 2 MeV) of the SS01 vineyard soil sample. 
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Figure 4.6 Gamma ray spectrum (2 - 3 MeV) of the SS01 vineyard soil sample. 
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4.2.2.1 Uranium  
In 238U decay series the 226Ra-186.1 keV photopeak counts C(226Ra) are recorded in the 
same peak as the 235U-185.7 keV photopeak counts C( 235U). In Appendix E it is shown 
that the fraction of the 186 keV peak ascribed to the 226Ra 186.1 keV photopeak, a, is 
related to the ratio 
Ra)C(
U)C(
226
235
 by 
Ra)C(
U)C(
226
235
= 
a
a−1      (1) 
If we rearrange equation (1) in section 4.2 the net counts C in the 235U peak relative to 
that in the 226Ra peak is given by 
a
a−==×=××××
××××= 174.0
I
I
046.0
εImTA
εImTA
Ra)C(
U)C(
Raγ
Uγ
RaRaγRa
UUγU
226
235
226
235
226226226
235235235
             (2) 
The 235U peak and the 226Ra peak are both in the same sample of mass m and in the same 
spectrum of live-time T, and since both counts are recorded in the same peak the 
efficiencies are assumed to be identical. Thus all the variables except the specific 
activities A and gamma branching Iγ (where Iγ235U =3.50(5) % and Iγ226Ra = 57(5)%) cancel. 
The specific activity of a radionuclide is the activity per unit mass of a sample that 
contains only the nuclide of interest that is unmixed with any other radionuclide. The 
specific activity of each of the radionuclides was calculated using the atomic masses 
[Kra88], natural abundances and half-live times of the radionuclides [Fir96]. The activity 
ratio was calculated and found to be 0.046, consistent with that found by [Mil04, Mur88, 
Pap03], and the second equality of equation (2) thus follows. Using the Firestone 1996, 
[Fir96] gamma branchings, the branching ratio is calculated and the third equality of 
equation (2) follows. The fourth equality follows if we substitute equation (1) into 
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equation (2). Solving for a gives 57(1) % of the peak content ascribed to the 226Ra-186.1 
keV peak, while the remaining 43(1) % is ascribed to the 235U-185.7 keV. The 226Ra-
186.1 keV counts used in the analysis is corrected for the 43(1) % contribution from the 
235U-185.7 peak counts.  
In the 238U decay chain the 214Pb-351.9 keV photopeak counts are recorded in the same 
peak as the 211Bi-351.1 keV gamma photopeak counts in the 235U chain. Using the 
relevant information from Firestone [Fir96] in a similar equation to equation (2), a count 
contribution of 96.78(12) % was found to be ascribed to the 351.9 keV photopeak counts 
used in the analysis.  
The 934.0 keV - 934.1 keV doublet branching % were obtained by the arithmetic sum of 
the individual energies’ branching % making up the doublet, since both these gammas are 
from the 214Bi radionuclide in the 238U decay chain. 
The effective energies E for any doublet (x and y) were obtained using the relation 
 
                                                      Eγ = f (Ex) + (1 – f ) Ey                      (3)                          
 
where the factor f is given by the doublet branching % ratio. The 185.7 - 186.1 keV 
doublet effective energy was calculated to be 185.7 keV, the 351.1 keV – 351.9 keV 
doublet effective energy was calculated to be 351.6 keV, and the 934.0 keV - 934.1 keV 
doublet effective energy was calculated to be 934.0 keV. The effective energies and 
branching ratios are given in Table 4.2. 
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Table 4.2 Branchings of gammas Iγ [Fir96] from radionuclei in the 238U decay chain. 
The branching uncertainties are given in brackets. Entries marked # are 
energy peaks consisting of doublets.  
 
238U chain             
                   Eγ (keV)              Iγ (%) 
226Ra 186# 6.17(16) 
295 18.5 (3) 214Pb 
 352# 37.0(5) 
609 44.8(5) 
934# 3.08(5) 
1120 14.8(2) 
1238 5.86(8) 
1378 3.92(8) 
1765 15.4(2) 
214Bi 
 
2204 4.86(9) 
  
4.2.2.2 Uranium coincidence summing 
 
When two gammas are detected at the same time, the resulting peak is the sum peak of 
the two gammas detected in coincidence (coincidence summing) [Deb88]. The 609.3 keV 
and 1120.3 keV lines suffers from coincidence summing-out effects, since they are 
emitted in cascade with a large number of photons [Gar01].  
Table 4.2.1 The sensitivity analysis of the absolute 238U activity concentrations (in the 
SS01, SS02, and SS03 samples) to the coincidence summing prone gamma 
rays Eγ.  
  
 238U (Bq/kg) 
Analysis Eγ (keV) SS01 SS02 SS03 
Include 609 & 1120 47.6 33.7 34.0 
Exclude 609 54.0 37.5 39.5 
Exclude 1120 54.6 36.9 37.7 
Exclude 609 & 1120 55.6 38.1 38.5 
 
The effect of omitting the high coincidence summing probability 609.3 keV and the 
1120.3 keV lines in the analysis of samples: SS01, SS02 and SS03 are given in Table 
4.2.1. Including the high summing probability energy photopeaks in the analysis gives 
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higher final relative efficiency values, and hence lower activity concentrations. If the 609 
keV and 1120 keV photopeaks are used in the analysis a 17%, 13% and 13% 
underestimated weighted mean SS01, SS02 and SS03 uranium activity concentration are 
obtained, respectively.  
This activity concentration underestimation is expected since the 609 keV and 1120 keV 
suffers summing out [Gar01] such that including the 609 keV and 1120 keV photopeaks 
in the analysis brings the uranium activity concentration average down.  For the SS02 and 
SS03 sample this underestimation is mainly due to the exclusion of the 609 keV 
photopeak of three times the gamma branching of the 1120 keV photopeak (Table 4.2). 
To remove the risk of underestimating the uranium activity concentration the high 
summing probability uranium gamma photopeaks, the 609 keV and 1120 keV photopeaks 
are omitted in the analysis. 
4.2.2.3 Radon build-up 
 
An underestimated uranium activity can also be the result of radon escaping from the 
Marinelli sample-measuring holder. If radon escapes the Marinelli through the 
polypropylene material then the activities of the radon progeny 214Bi and 214Pb are 
expected to be lower than the activity of the radon parent, radium. Consequently the 
usage of the progeny will result in a uranium value that is too low. 
The effect of radon escape through the polypropylene Marinelli walls was assessed and is 
described below. The radium, 226Ra half-life of 1600 years is much greater than the 3.82 
day half-life of radon, 222 Rn. 226Ra should therefore decay at essentially a constant rate in 
a hermitically sealed Marinelli and the 222Rn should then build up to the 226Ra secular 
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equilibrium value. The equation governing the build-up of the 222Rn  (inferred by the 
214Pb/ 214Bi activities) to its secular equilibrium value is given by 
                                ⎟⎟⎠
⎞
⎜⎜⎝
⎛ −= − 3.82
t 0.693
RaRn e1 AA                                     (4) 
where t is the time in days and 3.82 days is the half-life time of 222Rn. 
The 226Ra activity concentration (ARa) calculated from the 186 keV photopeak and the 
222Rn activity concentration (ARn) inferred from the 214Bi photopeak activity of the sealed 
vineyard sample were measured at daily intervals. The in-growth of the radon Rn(Bi), as 
well as the fluctuations in the radium Ra activity of the SS01 vineyard sample is shown in 
Fig. 4.2.1. 
Using the weighted mean radium activity and the associated uncertainties (counting: 8-11 
%, branching 3 %, and the efficiency 0.8 % (ignoring the covariance) the reduced χ2 
value of 1.79 was found. The reduced χ2  value suggests that the uncertainties are too 
high. A possible reason for this might be that the radium content of the vineyard samples 
is so low that relative uncertainties in the measured radium photopeak counts becomes 
very big. The expected radon build up curve using the 226Ra activity concentration 
averaged over the 10th day activity value to the 25th day activity value (denoted by 
Rn(Ra)), and that using the average 214Bi activity concentration (denoted by Rn(Bi) in 
Fig. 4.2.1) set to ARa in equation (4), are given in Fig. 4.2.2. Usage of the 226Ra average 
gives a lower build up curve, that grows on constantly (8 % lower) after 22 days. This 
implies that in secular equilibrium there are 8 % more radon daughters than radium 
parent, contrary to what is expected if radon was leaking through the Marinelli walls. 
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This is systematically not possible, the inconsistency is probably due to the usage of the 
summing prone 226Ra peak in estimating the uranium activities.  
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Figure 4.2.1  Build-up curve of radon Rn(Ra) and the actual radium Rn(Bi) activity 
concentration in a vineyard sample.  
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Fig. 4.2.2  Estimated radon build up curves using the radium activity concentration 
averaged over the sample 10th day to the 25th day activity, Rn (Ra), and that 
using the average Bi activity concentration, Rn(Bi).  
 
The radium - 186 keV peak efficiency is close to the 130 keV knee on the linear log  
energy - log efficiency plot [Gil92]. It might be possible that the 186 keV photopeak 
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efficiency value is so close to the knee, that the value falls outside the linear region and 
therefore the radium activity concentration cannot be estimated accurately enough with 
the relative efficiency approach of this study. This is because the relative efficiency 
method is based on the linear log energy-log efficiency assumption. The other possible 
reason for the low radium activity concentration can be that the 185.7 keV suffers 
summing out [Gar01] and therefore the radium 186.1 keV photopeak that is recorded in 
the same peak also suffers coincidence-summing out.  
The relative efficiency curves of the uranium radionuclide progeny photopeaks with and 
without the 186 keV photopeak in the analysis for the SS01, SS02 and SS03 samples are 
given in Figs. 4.2.3 - 4.2.5.  In Figs. 4.2.3 – 4.2.5 the 238U radionuclide photopeaks 
denote the photopeaks of radionuclides in the U238 decay chain (see Fig 2.1). For the 
SS01 and SS03 samples the efficiency curve in the energy range < 934.1 keV with the 
186 keV peak in the analysis is higher than that without the 186 keV photopeak. The 
weighted mean uranium activities (Table 4.2.2) in the SS01 and SS03 samples are then 
consequently 3.4 % and 2.6 % lower with the 186 keV peak included in the analysis, 
respectively. The weighted mean uranium activities for the SS02  is 2.7 % higher with the 
186 keV peak included in the analysis, because of the resulting lower uranium efficiency 
curve (Fig. 4.2.4). A possible reason for the inconsistency in the SS02 uranium efficiency 
curve with the 186 keV peak in the analysis is because the 186 keV peak has a much 
lower count rate (and is therefore more uncertain) than that in the SS01 and SS02 sample. 
Consequently, a lower uranium relative efficiency curve are fitted with the 186 keV 
photopeak included in the data set resulting in a higher weighted mean uranium activity.  
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Table 4.2.2:  The sensitivity analysis of the absolute 238U activity concentrations (in the 
SS01, SS02, and SS03 samples) to the186 keV coincidence summing prone 
gamma-ray. 
  
  Weighted Mean 238U (Bq/kg) 
Analysis Eγ (keV) SS01        SS02 SS03 
Include 186 55.6 38.1 38.5 
Exclude 186 57.5 37.1 39.5 
 
 
 
 
To avoid the uncertainty about whether the 186 keV photopeak should be used in the 
relative efficiency method of this study, and to reduce the risk of underestimating the 
weighted mean uranium activity concentration, the 186 keV photopeak is omitted from 
the analysis. 
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Figure 4.2.3 Relative efficiency curve of the 238U radionuclide photopeaks with (green)  
                        and without (black) the radium 186.1 keV peak of the SS01 sample. 
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 Figure 4.2.4 Relative efficiency curve of the 238U radionuclide photopeaks with (green)  
                        and without (black) the radium 186.1 keV peak of the SS02 sample.  
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Figure 4.2.5 Relative efficiency curve of the 238U radionuclide photopeaks with (green) 
                        and without (black) the radium 186.1 keV peak of the SS03 sample.  
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4.2.2.4 Thorium  
In the thorium gamma spectrum the 228Ac-239 keV and the 208Tl-1588 keV peaks are 
closely spaced with other peaks and this makes it virtually impossible to draw in a 
symmetrical region of interests (ROI) around the 239 keV and 1588 keV, respectively.  
Asymmetrical ROI results in the loss of the sample photopeak counts when the 
background correction is applied. One way to deal with this problem is to use a peak 
fitting routine. To avoid this problem in the analysis the peaks at 239 keV and the 1588 
keV are omitted. 
The 208Tl - 965 keV and 208Tl - 969 keV peaks are also extremely closely spaced, but 
since they are both from the thallium radionuclide in the thorium series their effective 
branching is taken as the arithmetic sum of the individual emissions comprising the 
doublet. The effective energy of this doublet used in the analysis was calculated to be 
967.7 keV using equation 3 in section 4.2.2.1. 
The 209 keV and 270 keV peaks are the low branching % gammas emitted by the 228Ac 
radionuclide (Table 4.3) that precedes the gaseous radon (thoron) nuclide in the thorium 
decay chain given in Fig. 2.2. The radon daughter had a higher activity than the parent in 
the case of uranium Fig. 4.2.2. Thus to avoid possible underestimates in the thorium 
activity especially from the low intensity 209 keV and 270 keV 228Ac photopeaks the 
usage of these emissions are omitted in the analysis. The 212Pb - 300 keV peak is a low 
intensity peak (branching = 3.28 %) and due to the usage of the much more intense 239 
keV peak (branching = 43.3(35) %) in the 200 – 300 keV energy range, the 300 keV 
photopeak is omitted in the analysis. 
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The 510.8 keV – 208Tl peak is expected to be found 0.2 keV away from 511 keV peak 
associated with the annihilation processes (section 2.3.1). However at 511 keV the 
resolution of the HPGe is about 1.8 keV (Fig. 3.2.1). So it can be claimed that the 510.8 
keV and the 511 keV are irresolvable and hence the use of the 510.8 keV have a 
probability of giving an inaccurate estimate of the 208Tl peak counts and hence an 
inaccurate 208Tl activity concentration estimation. 
Table 4.3: Branchings of gammas Iγ  [Fir96] from radionuclei in the 232Th decay chain. 
The branching uncertainties are given in brackets. Entries marked * are 
energy peaks consisting of doublets.  
 
232Th chain 
                   Eγ (keV)                 Iγ (%) 
209  3.88(11) 228Ac 
 270 3.43(8) 
  239*   43.3(35) 212Pb 
 300       3.28 
228Ac 338 11.3(3) 
  511*   8.19(11) 208Tl 
 583      30.3(3) 
212Bi 727 6.58(5) 
228Ac 795  4.34(11) 
208Tl  860      4.47 
911 26.6(7) 
965*   5.11(13) 
969* 16.2(3) 
1459*  0.79(3) 
228Ac 
 
1588*   3.27(11) 
208Tl        2614       35.9 
 
4.2.2.5 Thorium coincidence summing 
The most intense gamma rays of 228Ac, the 911.2 keV and 969.0 keV gammas, come 
from a level significantly populated from other levels (Fig. 2.8), the implication being 
that coincidence summing effects due to cascades with other photons may be significant 
[Fir96]. For the 208Tl, one of the most intense emissions appears at 583.3 keV, the 
associated coincidence-summing correction is therefore expected to be especially 
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significant, particularly since it is always followed by an emission of 2614.5 keV [Fir96]. 
Regarding the 212Bi radionuclide, its most intense emission is at 727 keV, with 
corrections possibly being necessary in order to take account of the coincidence with 
gamma rays from higher energy levels [Fir96, Gar01]. The effect of omitting in the 
analysis the high coincidence summing probability thorium radionuclide photopeaks is 
given in Table 4.3.1. Omitting all the high coincidence summing probability thorium 
photopeaks in the SS01, SS02 and SS03 sample analysis results in a weighted mean 
thorium activity that is 11.2 %, 4.0 % and 5.7 %, respectively higher than the analyses 
with the high thorium radionuclide summing probability peaks. This activity 
underestimation is due mainly to the inclusion of the high branching (Iγ > 30 %, Table 
4.3) 583.3 keV and the 2614.4 keV photopeaks. 
Table 4.3.1: The sensitivity analysis of the absolute 232Th activity concentrations (in the 
SS01, SS02, and SS03 samples) to the coincidence summing prone gamma 
rays Eγ. 
 
 Weighted Mean 232Th (Bq/kg) 
Analysis Eγ (keV) SS01 SS02 SS03 
Include 583, 727, 911, 969, 2614 90.4 39.6 38.6 
Exclude 583 95.2 42.6 41.2 
Exclude 727 91.0 39.8 38.8 
Exclude 911 89.9 38.9 38.4 
Exclude 969 90.1 39.5 38.1 
Exclude 2614 92.6 40.7 40.0 
Exclude 583, 727, 911, 969, 2614 100.5 41.2 40.8 
 
 
Thorium standard 
The thorium ore bought from the IAEA was half a litre of off - white, 0.57 g.cm-3 fine 
powder, and has certified uranium, thorium and potassium mass contents of 6.26 ± 0.42  
μg.g-1, 802 ± 16 μg.g-1 and 0.02 ± 0.01 % respectively. Uncertainties are quoted at the 
95% confidence level. The specific mass of the thorium in this ore is known precisely 
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(certified), hence the associated thorium activity is the best estimate for that expected 
from any radioactivity measurement [Van04]. 
Some of this thorium ore was diluted with stearic acid grains of very low natural activity 
concentration to a volume that fills the entire 1 litre Marinelli holder. The thorium ore 
and stearic acid masses and volumes used are given in Table 4.3.2. After diluting and 
homogenization (by physically thoroughly shaking the Marinelli holder), the Marinelli 
holder filled with the thorium standard was counted on the HPGe for about 8 hrs. The 
standard were then analyzed with the relative efficiency method (REF-method) of this 
study. The relative efficiencies obtained were normalized using the KCl density 
dependent curve. 
Table 4.3.2 The thorium are, stearic acid mass and volume used to prepare the thorium 
standard. The uncertainty in the mass and volume is  < 0.5 %. 
  
 232Th Ore Stearic Acid 232Th + Stearic 
Mass (g) 104.83 575.51 680.34 
Volume (cm-3) 79.4 953.3 1032.7 
 
The results of the analysis and also the ratios between the certified values and REF values 
are given in Table 4.3.3. The uncertainties in the REF-values comprise uncertainties from 
the branchings, efficiency (ignoring the covariance) and counting statistics. The latter 
uncertainty in the case of uranium is large e.g. for the 214Pb - 295 keV peak the counting 
uncertainty is 23 %. A possible reason for this figure is that the thorium-ore used only 
contained 0.0626 (42) % uranium. This 0.0626 (42) % uranium content of the ore 
corresponds to 1.16(4) Bq/kg, which is lower than the ~ 2 Bq/kg HPGe detection limit. 
As a result the REF uranium uncertainty amounts to 10.5 %, compared to the 3.36 % 
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certified uncertainty. In the case of potassium the situation is a bit different in the sense 
that the REF uncertainty amounts to 21 %, compared to the 50 % certified uncertainty.   
In Appendix F, the activity concentrations obtained using the method of this study is 
compared to the certified activity concentration of an IAEA reference soil sample 
containing > 2Bq.kg -1 uranium, thorium and potassium. 
Table 4.3.3: Comparison between activity concentrations calculated using REF-method 
and certified activities of the thorium + stearic acid standard.  
 
 Energy (keV) 
REF 
(Bq/kg) 
Certified 
(Bq/kg) REF/Certified 
238U 295 10.3± 2.2 11.9 ± 0.4 0.87± 2.0 
 352 11.9 ± 1.4 1.0 ± 0.1 
Weighted Average 11.4 ± 1.2 
 
0.96 ± 0.11 
 
232Th 338 462.8 ± 15.8 500.30 ± 5.38 0.92 ± 0.02 
583 432.3 ± 8.9 0.86 ± 0.04 
727 518.6 ± 18.3 1.04 ± 0.04 
795 458.0 ± 20.3 0.92 ± 0.04 
860 460.3 ± 22.1 0.92 ± 0.03 
911 496.9 ± 16.3 0.99 ± 0.03 
968 473.0 ± 18.5 0.95 ± 0.02 
 
2614 445.9 ± 10.2 0.89 ± 0.03 
Weighted Average 460.3 ± 9.8 
 
0.92 ± 0.02 
 
40K 40.4 ±  8.4 0.935 ± 0.467 43.2 ± 23.4 
 
The thorium activity values of the REF-method correspond to the certified values within 
approximately 20 %. This is consistent with the results found by van der Graaf [Van00]. 
The summing effects are not influenced by the density of the sample [Van00]. 
Consequently, the ratios calculated for each energy peak in the thorium series can be used 
as a crude estimate of the correction to the REF-values of any sample for coincidence 
summing in this specific Marinelli geometry. 
The coincidence summing correction to the average thorium activity is due mainly to the 
583 keV and 2614 keV summing corrections of more than 10 %. This is consistent with 
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the thorium sensitivity analysis results that show that the 583 keV and 2614 keV 
photopeaks is the main contributors to the coincidence summing effect. Thus to minimize 
the intrusion of coincidence summing, the 583 keV and 2614.4 keV photopeaks are 
omitted in the analysis. 
 
4.2.2.6 Potassium  
 
In the thorium decay chain the 228Ac-1459.1 keV peak cannot be resolved from the 40K 
single gamma emission at 1460.8 keV. The magnitude of this effect may be represented 
by the ratio r of the count rate C in the 1459.1 keV and 1460.8 keV gamma rays, 
(1460.8)A
(1459.1)A  0.0748
C(1460.8)
C(1459.1)r
K
Th==    (5) 
the constant 0.0748 is the ratio of the 1459.1 keV and 1460.8 keV branching ratios, 
respectively [Fir96], and A denotes the activity concentration.   
For samples of high thorium and low potassium activity (such as the thorium standard 
discussed in section 4.2.2.5, monazite samples and zircon sand) neglecting the 40K 
doublet effect results in an underestimated radio-nuclide 40K peak efficiency) 
overestimated 40K activity. Using the certified activity concentration in the thorium 
standard 232Th = 500.30(538) Bq/kg and the certified potassium in the standard, 40K = 
0.935(467) Bq/kg, the ratio r for the thorium standard was calculated. The ratio r = 40.02 
was found, indicating that for this standard (40.02)-1 = 2.50 % of the 1459.1 keV counts is 
from the 40K 1460.8 keV counts.   
For samples of low thorium and high potassium activity, typical of the vineyard and clay 
samples neglecting the 40K ‘doublet’ effect results in a (overestimated radio-nuclide 40K 
peak efficiency) underestimated 40K concentration. The magnitude of this underestimate 
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depends on the ratio of the 232Th and 40K activity concentration. For the SS01 sample it 
was estimated, using equation (13), that the contribution of the 232Th 1459.2 keV to the 
1460.8 keV-40K photopeak activity is no more than 3.14 %. For the SS02 and SS03 
samples the thorium contribution to the potassium peak was found to be no more than 
1.81 % and 1.91 %, respectively. 
 
 
 
4.3 Volume Effect 
 
To account for volume differences between the vineyard sample and the KCl sample 
mixtures used in the relative efficiency method of this study the effect of volume 
differences must be quantified. To quantify the effect requires the 40K activity in the 1 kg 
KCl salt. This is described below.  
Naturally occurring potassium contains 40K at an atomic abundance of 0.0117(1) %  
[Fir96] and the isotope 40K is radioactive with a half-life of 1.277(8) × 109 years [Fir96]. 
Using the atomic weight of KCl [Kra88] and Avogadro’s number of nuclei per mole 
[Kra88], the activity concentration of 40K is calculated and reported as A  = 16525 Bq/kg. 
In 1 kg KCl there is a 40K activity of 16525 Bq, and hence the 40K activity of any mass 
amount of KCl can be determined.  
For each mass fraction (volume aliquot) the HPGe measured background corrected 40K 
photopeak counts are used in conjunction with equation (1) in section 4.2 to determine 
the 40K efficiency at a particular KCl volume.  
4.4 Density effect 
The idea was to prepare KCl standards that span the density range (1 - 1.4 g.cm-3) typical 
of the vineyard soils of this study (Table 3.1.5). To achieve this, inactive organic and 
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natural materials were used. The organics were stearic acid grains and starch powder, 
while the natural materials were gypsum and quartz sand. Details on the materials used 
are given in Table 4.4. 
Table 4.4:   Materials considered in the density efficiency effect study. The grain size 
                   given is a crude estimate measured using the vernier calipers. 
 
Material Formula Estimated Grain size (μm) 
Density 
(g.cm-3) Chemicals 
Stearic acid CH3(CH2 )16COOH  0.0025 0.49 1.0% I2
Starch (C6H10O5)20 powder 0.68  
Gypsum CaSO4 . 2
1 H2O powder 0.79  
Quartz Sand SiO2  0.0020 1.67  
Zircon Sand ZrSiO4 0.0021 1.58 238U > 232Th > 40K 
Potassium 
Chloride KCl  0.0022 1.29 
Ba: 0.001%, Br: 0.01%, NO3 & 
Cl:0.003%, Pb:0.0005%, 0.005%, I: 
0.002%, Fe: 0.0003%, N: 0.001%,  
PO4:0.0005%, Na: 0.005%, SO4: 
0.01%, Mg: 0.0005%. 
 
All the materials except the potassium chloride material were measured on the HPGe to 
confirm the very low 238U, 232Th, and 40K activity concentrations. Except for the sand 
materials, the thorium content of the materials was so low that the correction to the 1461 
keV peak for the thorium 1459 keV contribution was negligible. All the materials were 
then thoroughly mixed with mass aliquots of KCl.  The material and KCl mass used in 
the analysis are given in Table 4.4.1. 
Table 4.4.1: Masses of the materials and KCl used in the density effect study.  
 
Standard Stearic + K Starch + K Gypsum + K Quartz + K 
Mass composition (g)     
Stearic acid 577.42    
Starch  802.85   
Gypsum   863.67  
Quartz sand    1403.94 
KCl 81.0 61.01 75.13 197.01 
Total Mass in 1 litre holder 658.42 863.86 938.80 1600.95 
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After thoroughly mixing the KCl with the materials, each standard was divided into three 
equal mass fractions, and each fraction was counted on the HPGe, in order to check on 
the degree of activity homogeneity. The uncertainty due to weight loss in the transferring 
the mass fractions (especially important with the starch and gypsum fractions) to the 
various Marinelli holders ranged from 1- 8 %. The counting statistics (formally defined in 
section 4.2) for each of the mass fractions are given in Table 4.4.2. The mass fractions 
was found to all have counting uncertainty per weighted mean counts ≤ 0.05. The 
mixtures were then sufficiently homogenous according to the Dutch protocol for 
preparing standards [Van00].  
Table 4.4.2: Counting statistics of the average mass fractions (averaged over the three 
                      fractions) used for the activity homogeneity checks. The statistics are 
                     defined in section 4.2. 
 
Counts Stearic + K Starch + K Gypsum + K Quartz + K 
      Mean m (cps/kg) 2.55 1.47 1.68 2.44 
      Weight m(cps/kg) 2.55 1.47 1.68 2.44 
χr2 1.00 11.41 0.40 5.46 
sint 0.03 0.02 0.02 0.02 
sext 0.03 0.08 0.01 0.05 
sext/m 0.01 0.05 0.01 0.02 
sext/Wm 0.01 0.05 0.01 0.02 
 
After the homogeneity checks, each of the fractions were transferred into their separate 
original Marinelli holder. The diluted 40K activities due to the mixing of KCl with the 
materials are given in Table 4.4.3. The absolute 40K full energy peak efficiency (at 1461 
keV) of each of the standards was calculated using equation (1) in section 4.2 with the 
counts corrected for the 40K contribution from the materials used. 
Table 4.4.3: Diluted 40K activity concentration in each of the KCl based  mixtures. 
 
Standard Stearic + K Starch + K Gypsum + K Quartz + K 
40K (Bq/g) 1.99 ± 0.02 1.14 ± 0.02 1.29 ± 0.01 1.99 ± 0.01 
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Chapter 5 
 
 
 
Results and Discussion 
 
In this chapter the key results of the study are presented and discussed. 
 
 
5.1 Gamma ray branchings 
 
The gamma ray branchings of Firestone [Fir96] described in the analysis of the previous 
chapter, are used to determine the photopeak efficiencies and the activity concentrations. 
The gamma ray branching % of the gamma photopeaks from the radionuclides in the 238U 
and 232Th decay chain, and 40K radionuclide used are given in Table 5.1. 
 
Table 5.1:   Branchings of gammas Iγ  [Fir96] from radionuclei in the 238U and 232Th  
decay chain and 40K. The branching uncertainties are given in brackets.  
 
238U chain                    
                         Eγ (keV)            Iγ (%) 
295 18.5 (3) 
214Pb 
 352 37.0(5) 
934 3.08(5) 
1238 5.86(8) 
1378 3.92(8) 
1765 15.4(2) 
214Bi 
 
2204 4.86(9) 
 232Th chain        
                           Eγ (keV)            Iγ (%)       
228Ac 338 11.3(3) 
212Bi 727 6.58(5) 
228Ac 795   4.34(11) 
208Tl 860      4.47 
911 
 
 
 
 
 
 
 
 
 
 
 
     26.6(7) 
965  5.11(13) 
    228Ac 
 
969      16.2(3) 
40K 1461      10.7(1) 
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5.2 Relative HPGe photopeak detection efficiencies  
 
The relative efficiencies ε at a specific energy E is the sample photopeak counts per 
gamma branching at that energy. The relative efficiencies are fitted using the power 
function 
εγ = a0  E  
a1 
The parameters of the power fit, a0 and a1 as well as the factor used to scale the relative 
efficiency curve to match the absolute efficiency at 1461 keV for each of the vineyard 
samples are given in Table 5.2. 
Table 5.2:   Fit parameters of the relative efficiency function for each sample. 
 
Sample a0 a1 ρa0a1 cov(a0 , a1) Scaling factor 
      
SS01 63.58 ± 3.56 -0.71 ± 0.03 -0.9957177 -0.12236 0.0242 
      
SS02 63.99 ± 4.64 -0.71 ± 0.04 -0.9957162 -0.20649 0.0239 
      
SS03 62.27 ± 4.91  -0.70 ± 0.05 -0.9956964 -0.23557 0.0230 
  
 
The covariance of the fit parameters, cov (a0, a1) was calculated using relation (4) in 
section 4.2. The correlation coefficient ρa0a1 was calculated using the Physica high 
performance language for scientific computing [Chu94]. The curve fitting engine of 
Physica utilizes a least square minimization routine (of negligible residuals) to iteratively 
generate a list of the parameter a0 and a list of the parameter b0. The correlation 
coefficient is then obtained using the generated parameter values. The Physica iteration 
results, and the absolute correlation coefficients for each of the samples in Table 5.2 are 
given in Appendix D. 
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The scaling factor of Table 5.2 is obtained by dividing the absolute 1461 keV 40K 
efficiency (obtained from the 40K efficiency density curve) by the 1461 keV 40K relative 
efficiency (obtained from the sample uranium and thorium radionuclide photopeak 
efficiencies power fit). For each sample the scaling factor by convention of its name is 
used to scale the relative efficiency curve, and as a result set the relative efficiency onto 
an absolute scale. The relative efficiencies of the SS01, SS02, and SS03 sample uranium 
and thorium radionuclide photopeak efficiencies are plotted in Figs. 5.1 - 5.3.  In Figs 5.1 
– 5.3 the radionuclide photopeak efficiencies denote the radionuclides  
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Figure 5.1:   Relative efficiencies of the SS01 sample 238U and 232Th radionuclide peaks.   
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Figure 5.2:   Relative efficiencies of the SS02 sample 238U and 232Th radionuclide peaks. 
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Figure 5.3:   Relative efficiencies of the SS03 sample 238U and 232Th radionuclide peaks.   
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5.3 Coincidence summing 
 
When measuring natural radioactivity in the Marinelli geometry the question of 
coincidence summing cannot be overlooked [Cro04, Gil95]. The gamma ray photopeaks 
from the radionuclides in the uranium decay series, of high coincidence summing 
probability; the 609 keV and 1120 keV photopeaks are omitted from the analysis. The 
parameters of the uranium radionuclide efficiency fit are used to determine the weighted 
average factor needed to join the thorium efficiencies onto the uranium efficiency curve. 
The relative uranium and thorium fit is then a constrained fit, in the sense that the 
thorium relative efficiencies are forced onto the uranium efficiency curve.  
The relative efficiency fit for the SS01, SS02 and SS03 samples are shown in Figs. 5.1 - 
5.3. The effect of the constrained relative efficiency fit is twofold. Firstly, the constrained 
relative efficiency curve minimises the intrusion of coincidence summing of gamma 
energies from radionuclides in the thorium decay chain. The constrained relative 
efficiency curve ascertains the coincidence summing correction to the photopeak counts 
and the correction to the efficiency at a particular energy are not similar. So in calculating 
the activity that proportional to the photopeak count-efficiency ratio (see relation (1) in 
section 4.2), the coincidence summing effect does not cancel out, even though the 
coincidence summing corrections to the efficiencies are minimised. The coincidence 
summing corrections to the photopeak counts (especially important for the thorium 
radionuclide photopeaks (Table 4.3.3)) is an issue. The activity concentration that is a 
function of the photopeak counts (section 4.2, equation (1)) means that the coincidence 
summing uncertainty (introduced by summing-in or summing-out) does bring down the 
confidence of the derived activity concentrations. This argument is one of the raison 
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d'êtres for the derivation of the accurate coincidence summing corrections.  This work is 
however beyond the scope of this work. 
 
5.4 Volume effect 
The effect of sample filling height is illustrated by measuring the 40K 1461 keV 
photopeak efficiency at various KCl volume aliquots. The detection efficiencies of the 
1461 keV photopeak  
of  40K in the various KCl volume aliquots are shown in Fig. 5.4.  
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Figure 5.4: Detection efficiency of the 40K - 1461 keV photopeak as a function of KCl 
volume in the Marinelli holder. The efficiency uncertainties are given by 
the vertical bars while the volume uncertainty estimate are indicated by 
the horizontal bars. 
 
In the KCl range < 400 cm3 the 40K efficiency increases nearly linearly with KCl volume, 
while in the KCl range > 400 cm3 the 40K efficiency decreases nearly linearly with KCl 
volume. The volume of 400 cm3 corresponds to a height of 6.2 cm measured from the 
bottom of the 7.9 cm Marinelli borehole. The results then suggests that the centre of the 
HPGe crystal is about 1.7 cm from the borehole top end and not in the centre of the 
borehole [Cro05] as assumed in the Debertin and Jianping efficiency model [Deb89]. 
 82
In transferring soil into the Marinelli holder the effect of insufficient reproducibility of 
the filling height of the standards should not be ignored [Cro99, Deb89]. There will  
always be a systematic uncertainty associated with sample or standard filling height. The 
40K efficiency in the KCl range > 400 cm3 was used to estimate the systematic 
uncertainty associated with the filling height. The details regarding the KCl volume 
aliquots used for the filling height estimate are given in Table 5.3. 
 
Table 5.3: 40K-1461 keV photopeak detection efficiencies at various KCl volume heights 
in the Marinelli holder. The uncertainties comprises counting statistics and uncertainty in 
40K activity values. The uncertainty in the volume measurement are approximately 1%. 
 
KCl Height (cm) 
 
KCl Volume (cm3) 
 
KCl Mass (g)  Efficiency  (· 103) 
6.2 400 ± 3 492.25 11.85 ± 0.15 
7.9 500 ± 4 589.83 11.76 ± 0.15 
8.3 600 ± 5 766.51 11.51 ± 0.14 
9.2 700 ± 6 870.39 11.08 ± 0.14 
9.7 800 ± 7 995.18 10.68 ± 0.13 
10.5 900 ± 8 1122.41   9.86 ± 0.13 
11.2 1000 ± 9 1274.14   9.38 ± 0.12 
 
The values are plotted in Figure 5.4. The efficiency was found to decrease approximately 
linearly (in the KCl range > 400 cm3) with Marinelli filling height on average by about 
4.7 % per cm (Fig. 3.2.5). This figure is consistent with that found by Croft and 
Hutchinson [Cro99], and Debertin and Jianping [Deb89]. The figure is not expected to 
vary appreciably with photon energy (for E > 130 keV) and is used as an estimate for the 
uncertainty of an activity measurement due to filling height variations. 
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5.5 Density effect 
 
The relative efficiency parameters of each sample in Table 5.2 are used in the efficiency 
function to find the relative efficiency at the 1461 keV photopeak of 40K. The relative 
efficiencies (shown in Figs. 5.1 - 5.3) are then scaled to match the absolute 40K photopeak 
detection efficiency at 1461 keV. The standard mixtures are used to find the 40K - 1461 
keV photopeak detection efficiency at a volume and density matching that of the sample. 
This efficiency is referred to as the absolute 40K - 1461 keV photopeak detection 
efficiency. 
The absolute 40K - 1461 keV photopeak detection for each sample is obtained from 
interpolating the 40K density-dependent efficiency curve. KCl salt (1.29 g.cm-3, tapped 
and poured average [Pot00]) was diluted with various materials spanning the vineyard 
soil density range. The KCl salt mixture with the zircon heavy mineral sand of about 
twice the salt density gave a 40K efficiency that was too high. A possible reason might be 
that with the handling the standard after the preparation, the heavy zircon grains worked 
their way to the bottom of the Marinelli bottom, obviating the effect of dilution. Based on 
this fact the zircon mixture was discarded from the density efficiency data set.  
The material can also work its way to the Marinelli bottom if the standard porosity is not 
minimized. This minimization is achieved if the material grain size is as close as possible 
to the KCl grain size (Appendix A). The homogenous grain size distribution improves the 
packing of the grains.  
For each of the KCl standard mixtures the 1461 keV 40K photopeak efficiency % 
difference from that of the 0.66 g.cm-3 stearic + KCl standard (the 40K relative efficiency 
%) was determined. The 40K relative efficiencies % are plotted in Fig. 5.5. 
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Figure 5.5: The 40K - 1461keV photopeak detection efficiency relative to the 
                        efficiency value at 0.66 g.cm-3. The full circles denote that obtained in this 
                        work, while the open circles denote that obtain from work of Croft and  
                        Hutchinson [Cro99], and the open triangles denote that from work of van 
                        der Graaf [Van00]. 
 
In Fig. 5.5 the 40K relative efficiency % is seen to increase directly proportional to the 
KCl standard density. This is in agreement with the theory that postulates that the self-
attenuation of gamma photons increases with increasing sample density. The high density 
1.60 g.cm-3 quartz + KCl standard is expected to have a 40K efficiency much lower than 
the 0.86 g.cm-3 starch + KCl standard. Consequently, the difference in 40K efficiency 
between the 1.60 g.cm-3 standard and the 0.66 g.cm-3 standard will be greater than the 
efficiency difference between the 0.86 g.cm-3 standard and the 0.66 g.cm-3 standard. 
 
In Fig. 5.5 the 40K relative efficiencies % of van der Graaf [Van00] in the Marinelli 
geometry are  also seen to increase with the KCl based standard density, but at a much 
lower rate than the 40K relative efficiencies % of this study and that published by Croft 
and Hutchinson [Cro99]. In the work of van der Graaf the 1461 keV 40K efficiencies are 
determined using materials and K2SO4 standards of various densities. The 1461 keV 40K 
density efficiency curve is then obtained by fitting the best function to the efficiency data 
that includes the 0.66 g.cm-3 40K efficiency that is 1.1 % lower, than that of the 0.99 
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g.cm-3 standard. The Van der Graaf  parameters of the best fit were then used to 
determine the 1461 keV 40K efficiency at the KCl standard density values of this study 
(Fig. 5.5). A possible reason for the low 1461 keV 40K efficiencies is that the fitting 
parameters used are erroneous as it was obtained using the 0.66 g.cm-3 stearic + K2SO4  
standard of underestimated 1461 keV 40K photopeak efficiency. 
 
In Fig. 5.5 the 40K relative efficiency % of the 0.86 g.cm-3 starch + KCl standard and the  
0.94 g.cm-3 gypsum + KCl standard are slightly  higher (≤ 0.14%) than that obtained 
using the published parameters of Croft and Hutchinson [Cro99]. The quartz + KCl 1.60 
g.cm-3 40K relative efficiencies % standard are 0.29 % lower than the 40K relative 
efficiency % of Croft and Hutchinson in the Marinelli geometry. A possible reason for 
the 1.60 g.cm-3 quartz + KCl standard 40K relative efficiency % being lower (and not 
higher as in the case of the starch + KCl and gypsum + KCl standards) than that of Croft 
and Hutchinson, is that some of the heavy quartz sand grains might have worked their 
way to the bottom of the Marinelli holder with the handling, reducing the 1461 keV 40K 
photopeak counts expected, and therefore the 1461 keV 40K photopeak efficiency. The 
40K relative efficiency % at 1.60 g.cm-3 is < 10 % lower than that of Croft, and were 
therefore not discarded from the data set used to construct the 40K density dependent 
efficiency curve. 
 
 
Efficiency calculation 
The calculated 40K, 1461 keV peak efficiency for a given sample εs is related to the 
efficiency of a 1litre KCl standard ε KCl in the same geometry by  
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εs = Ca ε KCl, 
where Ca is the self-attenuation correction. The correction Ca is due to differences in self-
attenuation between the KCl standard of density ρ KCl and sample of density ρs. The self-
attenuation correction Ca is defined as 
Ca = Fs / FKCl 
 
where Fs and FKCl are the self-transmission factor of the sample and  KCl standard, 
respectively. Ca >1 if the sample density is less than that of KCl and Ca <1 if the sample 
density is more than that of KCl.  The self-transmission factor is the ratio between the 
number of photons theoretically detected to that in the absence of self-attenuation, as 
derived in chapter 2. For a sample of density ρ with homogenously distributed activity in 
the Marinelli re-entrant sample holder and an average mean photon path length t, the self- 
transmission factor is 
F(μρt) = (1 - e - μρt)/ μρt, 
 
Here t is taken as the geometrical sample thickness and is calculated using the Marinelli 
dimensions given in Fig. 3.2.5 [Bos03, Sim92]. The geometrical sample thickness as 
calculated by Sima [Sim92] is a function of the Marinelli inner and outer radius and the 
corresponding heights as well as the solid angle subtended by the detector. Using the 
Sima [Sim92] model the thickness was calculated to be t = 3.49 cm for the 1 liter AEC-
Amersham 133 N Marinelli holder used in this study. 
The mass attenuation coefficient μ differs with photon energy E and effective atomic 
number Zeff of the attenuating material. The value of the mass attenuation coefficient at 
1461 keV for each of the materials were determined by interpolating the fit of the 
equation μ = A E B [Van00, Van04]. This equation was fitted to each of the mass 
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attenuation curves given in Fig. 2.6. The effective atomic number Zeff, densities, the 
parameters A and B, the value of the mass attenuation coefficient μ at 1461 keV and the 
calculated correction factor Ca at 1461 keV of each of the materials are given in Table 
5.4. 
Table 5.4: Effective atomic number Zeff, density (g.cm-3), mass attenuation at 1461 keV, 
μ1461keV (cm2. g -1), mass attenuation power fit parameters A and B, and the 
40K-1461 keV peak correction factor Ca.  
 
Material Zeff Density A B μ 1461keV Ca
Stearic 5.9 0.60 1.6262 -0.4577 0.05791 1.05426 
Starch 6.9 0.80 1.5253 -0.4565 0.05479 1.03839 
Gypsum 13.7 1.06 1.5617 -0.4649 0.05277 1.01722 
Quartz 11.9 1.83 1.3852 -0.4572 0.04951 0.95992 
KCl 18.1 1.29 1.601 -0.4722 0.05129 1 
 
The mass attenuation correction factor for the stearic, starch and the gypsum materials are 
more than unity because their densities are less than that of the KCl material (Table 5.4). 
The transmission factor of these materials is then more than that in KCl, and 
consequently the self-attenuation factor for these materials are more than unity. The 1461 
- 40K efficiencies based on the corrections factors at the different standard densities are 
plotted in Fig. 5.6. 
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Figure 5.6:    The 40K - 1461 keV photopeak detection efficiencies at various densities  
                     calculated  using the attenuation correction factors (open squares) and that 
                     obtained from experiments (full squares).  
 
Fig. 5.6 shows that the calculated 1461 keV 40K efficiency for the 0.66 g.cm-3 and 0.86 
g.cm-3 standards both differs to the experimental values by 8 %. The 0.94 g.cm-3 and 1.60 
g.cm-3 standards differ from the experimental values by 7 % and 3 %, respectively. The 
efficiencies are given in Table 5.5. From a physical point of view the calculated and 
experimental values at each density are expected to differ by a constant factor [Bos01, 
Bos03]. The factor difference of the 0.94 g.cm-3 gypsum + KCl mixture and the 1.60 
g.cm-3 quartz sand + KCl mixture might be because the less dense gypsum has a higher 
Zeff  (13.7) than the Zeff (11.9) of quartz. This theoretical efficiency calculation are then 
suggested to somehow incorporate the Zeff   effect. 
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Table 5.5: Experimental and calculated 40K -1461 keV photopeak detection efficiencies ε  
Density (g.cm-3) Experimental  ε1461keV (· 103) Calculated ε1461keV (· 103) 
0.66 9.15 ± 0.16 9.91 
0.86 9.00 ± 0.18 9.76 
0.94 8.97 ± 0.19 9.56 
1.60 8.76 ± 0.15 9.02 
 
 The accurate experimental 40K - 1461 keV photopeak detection efficiency values are 
plotted in Fig. 5.7. The error bars include the uncertainty in the calculated activity (0.8 
%), the counting uncertainty (0.7 - 1.4 %), and the 1460.8 keV gamma branching 
uncertainty (1.2 %). Combining the relative contributions in a quadrature sum [Kno89], 
the final 40K efficiency uncertainty amounted to 1.7 - 2.0 %. The coefficient of 
determination r2 that compares the estimated or fitted and actual efficiencies without 
taking the efficiency uncertainties into account was 0.96 for a linear fit, and 0.99 for a 
power fit. The 40K - 1461 keV photopeak detection efficiency power fit is then a better fit 
based on the r2 value.   
In order to achieve the absolute 1461 keV 40K efficiency value used to scale the relative 
238U and 232Th radionuclide photopeak efficiencies the simple power law relationship was 
fitted to the experimental 1461 keV 40K efficiencies. The power law is given by 
                                                        Ε1461keV  = a ρ 
b   
                    
 where ε 1461keV  is the 40K detection efficiency, ρ is the sample density (g.cm-3), a = 
0.008954 ± 0.000002 cm3.g –1 , b = -0.04788 ± 0.00248. 
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Figure 5.7:   The 40K - 1461 keV photopeak detection efficiencies as a function of 
density.  
 
 
 
5.6 Absolute HPGe photopeak detection efficiencies 
 
The 1461 keV 40K efficiency curve (Fig. 5.7) is interpolated to find the absolute 1461 
keV photopeak efficiency. The parameters a0 and a1 given in Table 5.2 are used to 
estimate the relative 1461 keV photopeak efficiency. The ratio of the absolute to relative 
1461 keV photopeak efficiency is used to scale the relative uranium and thorium 
photopeak efficiency curves of Figs. 5.1 – 5.3. The absolute efficiencies of the uranium 
and thorium photopeaks and the potassium peak of the SS01, SS02, and SS03 samples 
are plotted in Figs. 5.8 - 5.10. The efficiency uncertainty for the SS01 sample ranged 
from 2 % – 5 % across the SS01, SS02, SS03 samples and all their uranium, thorium and 
potassium activity concentrations. 
The uncertainties for the low-energy gamma ray photopeak efficiency for all three 
samples are lower than that at the high-energy gamma ray photopeaks.  
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Figure 5.8:  Efficiencies of the SS01 sample 238U , 232Th and 40K radionuclide peaks.  
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Figure 5.9: Efficiencies of sample SS02 238U, 232Th and 40K radionuclide peaks.   
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Figure 5.10: Efficiencies of sample SS03 238U, 232Th and 40K radionuclide peaks.   
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5.7 Sample activity concentrations and uncertainty budgets 
Using the absolute photopeak efficiencies the activity concentration in each of the 
vineyard samples was determined. The SS01, SS02 and SS03 sample uranium, thorium 
and potassium activity concentrations and associated statistics (formally defined in 
section 4.2) are given in Table 5.6.   
Table 5.6:    The 238U, 232Th, and 40K radionuclide photopeak activity concentrations 
                    (Bq/kg) and the associated statistics of the vineyard samples. 
 
 Vineyard Sample 
Decay  Nuclide Eγ (keV)       SS01 SS02 SS03 
295 56.8 ± 2.1 37.6 ± 1.6 38.4 ± 1.6 214Pb 
 352 57.4 ± 2.0 37.3 ± 1.4 39.5 ± 1.4 
934 52.9 ± 7.2 43.1 ± 5.3 51.7 ± 5.6 
1238 58.3 ± 6.0 31.0 ± 4.1 40.1 ± 4.8 
1378 68.6 ± 7.0 44.0 ± 5.3 45.1 ± 5.4 
1765 58.3 ± 3.0 34.8 ± 2.3 40.3 ± 2.2 
238U 
214Bi 
2204 54.9 ± 6.5 38.0 ± 4.8 34.7 ± 5.0 
    
Mean activity concentration:     A 58.2 38.0 41.4 
Weighted mean activity conc.:   Aw 57.5 37.1 39.6 
Internal uncertainty:                  sint 1.22 0.88 0.89 
Reduced Chi squared:                χr2 0.57 1.07 1.24 
External uncertainty:                  sext 0.92 0.91 0.99 
 
 
228Ac 
 
338 106.2 ± 5.5 41.2 ± 3.3 41.8 ± 3.3 
212Bi 727 89.3 ± 7.4 44.9 ± 4.9 44.2 ± 3.9 
228Ac 795 91.1 ± 7.4 38.9 ± 4.9 42.7 ± 4.1 
208Tl 860   96 ± 10 44.5 ± 4.9 37.4 ± 4.9 
911 98.8 ± 4.3 42.6 ± 2.2 42.2 ± 2.1 
232Th      
228Ac 
969 98.0 ± 5.2 42.7 ± 2.8 45.0 ± 2.8 
 
Mean activity concentration:     A 96.6 42.5 42.2 
Weighted mean activity conc.:   Aw 98.0 42.4 42.7 
Internal uncertainty:                  sint 2.42 1.35 1.29 
Reduced Chi squared:                χr2 0.91 0.23 0.43 
External uncertainty:                  sext 2.31 0.65 0.85 
 
40K 1461 233 ± 10 175 ± 9 165 ± 8 
 
 
 93
Activity concentration budget 
The activity uncertainty consists of the counting uncertainty that ranged from 1.4 % 
(SS01 238U (214Pb ) - 352 keV)  to 13 % (SS01 238U (214Bi ) - 934 keV), the branching 
ratio uncertainty ranging from 0.08% (232Th (208Tl) - 860keV) to  (232Th (228Ac) - 969keV) 
3.3 %, the efficiency uncertainty that ranged from 3 % (SS01 238U( 214Pb) - 295 keV)  to  
4.7 % (SS02 238U (214Bi ) - 2204 keV) and the 0.47 % filling height uncertainty. The 
photopeak energy uncertainty (0.06 % [Fir96]), dead time uncertainty (<2%) and mass 
uncertainty (~0.02 %) are negligible. Combining the uncertainties in the quadrature 
method [Kno89] results in a maximum activity concentration uncertainty allowance of 
14.4% (SS01 238U (214Bi ) – 2204 keV). 
 
5.8 Normalised MEDUSA activity concentrations 
 
The in-situ activity concentrations measured with the MEDUSA system is normalized 
using the HPGe derived sample activity concentrations. The HPGe derived SS01 sample 
activity concentration and the long stationary MEDUSA measurement at the location of 
SS01 was used to normalize the vineyard in-situ activity concentration maps. The FSA fit 
of the 2002 MEDUSA long measurement at the location where sample SS01 were taken 
are shown in Fig. 5.11.  
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Figure 5.11: Measured 2002 MEDUSA spectra (blue points), best fit (red curve) and the  
background fit (green curve) to the data derived from a full spectrum 
analysis procedure. The data are from a 36 minute stationary measurement 
at sample point SS01. 
 
The data statistics (defined in section 4.2) associated with the stationary MEDUSA 
measurement are given in Table 5.7. 
 
Table 5.7:   Activity concentration statistics of the MEDUSA detector stationary on the 
                   SSO1 sample point for 35 minutes.  
 
Statistic Total Counts 
(cps) 
238U 
(Bq/kg) 
232Th 
(Bq/kg) 
40K 
(Bq/kg) 
Mean x 522.0 42.96 180.49 274 
Weighted Mean xw 521.45 42.63 179.75 254 
Internal uncertainty sint 0.51 0.79 0.65 4 
External uncertainty sext 0.53 0.69 0.60 4 
Reduced Chi squared  χr2 1.11 0.79 0.87 0.94 
 
The weighted mean is defined as the average assigning less weight to the more uncertain 
data points. The weighted mean xw in Table 5.7 is a more realistic estimate of the in-situ 
activity concentrations and was therefore used in conjunction with the SS01 sample 
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laboratory activity concentration in Table 5.6 to find the normalization factors (Table 
5.8). 
 
Table 5.8:    238U, 232Th, 40K normalization factors (Laboratory Activity/MEDUSA 
                       Activity).  
  
238U 232Th 40K 
1.35 ± 0.03 0.55 ± 0.02 0.92 ± 0.04 
 
The normalization factors are all strictly less than unity, except for the uranium 
normalization factor.  The uranium normalization factor of greater than unity means that 
the SS01 sample analysis results in a higher uranium activity concentration than the in-
situ measurement at the location where SS01 were taken. A possible reason for this is that 
the MEDUSA detector only measures the surface (top ~30 cm) radioactivity, while the 
taking of a sample usually results in the inclusion of the soil slightly beneath the surface 
where the uranium activity concentration is expected to be higher [Mil94, Spe04]. 
 
The normalization factors of Table 5.8 were then applied to each of the MEDUSA activity 
measurements of 2002 (4253 spectra) and to that in 2003  (3808 spectra). The artificial 
data (the negatives and zeros) in  2003 and in 2002 that were in both surveys ~ 6 % were 
removed from the data set used for interpolation with the Surfer program. The results are 
given in Figs. 5.12 - 5.19.    
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Figure 5.12: Vineyard surface radioactivity (total counts, TC) on 27 November 2002. 
                        1, 2, and 3 show the SS01, SS02, and SS03 sample positions, respectively. 
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Figure 5.13: Vineyard surface 238U activity concentrations on 27 November 2002. 
                        1, 2, and 3 give the SS01, SS02, and SS03 sample positions, respectively. 
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Figure 5.14: Vineyard surface 232Th activity concentrations on 27 November 2002. 
                        1, 2, and 3 give the SS01, SS02, and SS03 sample positions, respectively. 
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Figure 5.15: Vineyard surface 40K activity concentrations on 27 November 2002 
                        1, 2, and 3 give the SS01, SS02, and SS03 sample positions, respectively. 
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Figure 5.16: Vineyard surface radioactivity (total counts, TC) on 17 December 2003. 
                        1, 2, and 3 give the SS01, SS02, and SS03 sample positions, respectively. 
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Figure 5.17: Vineyard surface 238U activity concentrations on 17 December 2003. 
                        1, 2, and 3 give the SS01, SS02, and SS03 sample positions, respectively. 
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Figure 5.18: Vineyard surface 232Th activity concentrations on 17 December 2003. 
                        1, 2, and 3 give the SS01, SS02, and SS03 sample positions, respectively. 
 
 K (Bq/kg) 
Longitude 
18º49.15’ 18º49.2’ 18º49.25’ 18º49.3’ 18º49.35’ 18º49.4’
   33º51.95’
     33º51.9’
   33º51.85’
33º51.8’
   33º51.75’
33º51.7’
1
2 
3
40 
90 
140 
190 
240 
290 
340 
390 
La
tit
ud
e 
 
 
Figure 5.19: Vineyard surface 40K activity concentrations on 17 December 2003.  
                        1, 2, and 3 give the SS01, SS02, and SS03 sample positions, respectively. 
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The average activity concentrations of the vineyard in 2002 and 2003 were then 
compared to the world average concentration. The results are given in  Table 5.9  
and Table 5.10, respectively. 
Table 5.9:   Vineyard activity concentrations in 2002 and world average activity 
                   concentrations.  
 
Activity concentrations (Bq/kg) 238U  232Th 238U + 232Th       40K 
Vineyard average 51.2 43.7 94.9 186 
World average  [Tyk95] 25 25 25 370 
 
 
The vineyard uranium and thorium activity concentration in 2002 is about four times 
higher than the world average uranium and thorium activity concentration, while the 
vineyard potassium activity concentration in 2002 is about half that of the world average 
[Tyk95]. 
Table 5.10:   Vineyard activity concentrations in 2003 and world average activity 
                     concentrations.  
 
Activity concentrations (Bq/kg) 238U  232Th 238U + 232Th 40K 
Vineyard average 46.6 36.2 82.8 170 
World average  [Tyk95] 25 25 25 370 
 
The vineyard uranium and thorium activity concentration in 2003 is about three times 
higher than the world average uranium and thorium activity concentration, while the 
vineyard potassium activity concentration in 2003 is less than half that of the world 
average [Tyk95]. 
Using the locations of the samples collected (Fig. 3.1.5) the normalized 2002 in-situ 
activity concentrations at the sample points on the map of Figs. 5.12 – 5.19 were 
determined. The normalized activity concentrations are given in Table 5.11. 
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Table 5.11:  In-situ normalized activity concentration (Bq/kg) values at the SS01, SS02 
                    and SS03 sample points. 
 
Sample 238U 232Th 40K 
SS01 55.7 78.5 225.3 
SS02 50.3 30.6 186.2 
SS03 58.7 32.2 142.8 
 
Table 5.12:  Laboratory activity concentration (Bq/kg) values of the SS01, SS02 and 
                    SS03 samples. 
 
Sample 238U 232Th 40K 
SS01 57.5 98.0 233.2 
SS02 37.1 42.4 175.2 
SS03 39.7 42.7 164.5 
 
The ratio of the normalized in-situ activity concentrations (Table 5.11) to that from the 
laboratory measurements of the samples (Table 5.12) were determined. The activity 
concentration ratios are given in Table 5.13. 
 
Table 5.13: Normalised in-situ to laboratory activity concentration ratios values at the 
                   SS01, SS02 and SS03 sample points. 
 
Sample Point 238U 232Th 40K 
SS01 1.0 0.8 1.0 
SS02 1.4 0.7 1.1 
SS03 1.5 0.8 0.9 
 
40The K activity concentration ratios (normalized in-situ / laboratory) are all equal to 
unity to within ±10 %. The maximum uncertainty acceptable in natural radioactivity 
studies is ±10 % [Deb89]. The 40K activity concentration ratio of Table 5.13 then implies 
that the normalized 40K activity concentrations maps are correct within the 10 % 
uncertainty allowance. The 238U ratio for the SS01 sample point is unity as expected 
because the SS01 sample activity concentration was used to normalize the in-situ 
measured activity concentrations. The 238U ratio for the SS02 and SS03 samples deviates 
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from the expected unity value by no more than 50 %. A possible reason for this deviation 
is that with the in-situ measurements the soil in the view of detector is disturbed as the 
vehicle moved on which the MEDUSA detector was mounted (see Fig. 3.1.3). The 
uranium activity concentration in a log of disturbed soil differs from that in the same log 
of undisturbed soil. The uranium ratios that are at most 50 % more than expected then 
means that the detector collected uranium data from disturbed soil where radon diffused 
more easily, and hence the uranium data collected resulted in 50 % higher in-situ uranium 
activity concentration values. The thorium ratios for all the samples are all less than unity 
by at most 30 %. This means that the in-situ derived activity concentrations are lower 
than that found in the laboratory derived activity concentrations. The thorium 
radionuclide gamma coincidence summing correction to the laboratory measurements are 
expected to be at most in the order of 20 %. It might be true, that when the coincidence 
summing corrections are derived and applied that the laboratory derived thorium 
photopeak activity concentrations will in effect result in a lower weighted mean thorium 
activity concentration, and hence the thorium in-situ to laboratory activity concentration 
ratio will be closer to unity and the normalized thorium in-situ activity concentration 
maps will be correct.   
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Chapter 6 
 
 
Summary and Outlook 
 
In this chapter the main results of this study are summarized and the way forward is 
discussed. 
 
6.1 Summary 
 
Omitting the 609 keV and 1120 keV uranium photopeaks of high coincidence summing 
probability from the analyses reduces the effect of coincidence summing on the uranium 
and hence thorium radionuclide photopeak detection efficiencies. Comparing each of the 
thorium photopeak activities to the certified activity of the thorium standard showed that 
all the thorium photopeaks except the 727 keV photopeak suffers from coincidence 
summing out. This is inconsistent with the results of the photopeak gamma coincidence 
summing in and coincidence summing out results published by Garcia-Talavera, et al. 
[Gar01]. The thorium activity comparison is then useful for only estimating the relative 
thorium photopeak coincidence summing effects. The absolute coincidence summing 
effects, or coincidence summing corrections require a calculation that utilizes a 
formalism to describe the decay schemes in a Monte Carlo code [Gar01].    
   
The filling height between the sample and standards differs at the mm level. The 1.29 
g.cm-3 KCl salt volume aliquots were used to find the filling height variation estimate of 
0.47 % per mm. This figure is not expected to vary appreciably with photon energy and is 
used as an estimate for the uncertainty of the sample activity measurement due to filling 
height variations. The study of the sample filling height variation at several other 
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densities is sufficient to comment on the robustness of the 0.47 % per mm sample filling 
height estimate found in this study.    
 
The effect of the density on the efficiency at 1460.8 keV was found to be < 5 %, for a 
density range of 0.7 g.cm-3 – 1.6 g.cm-3 that spans the vineyard sample density of this 
study.  Drawback of using the KCl-material mixtures for the study of the effect of the 
density on efficiency is the influence of the storage conditions on:   
1. the materials especially the starch as it might be subject to biological degradation,  
2. the KCl salt as it is a hygroscopic material   
The usage of a sand sample spiked with certified 238U, 232Th and 40K (this standard is 
available from the IAEA) in conjunction with the attenuation correction factors to derive 
the density effect will not present the above problems. The standard approach does 
however call for a sound understanding of the effective atomic number effect. 
 
 
The photopeak activity concentration in the vineyard sample derived with the HPGe 
system carries an uncertainty  < 14 % after considering all the systematic effects of this 
study. Moreover, the HPGe derived overall activity concentration uncertainty after taking 
into account all the systematic effects does not exceed 1.6 – 2.6 % for uranium and 
thorium and 10.4 % for potassium at the 95 % confidence level. The activity at a specific 
sample site derived with the MEDUSA system has a systematic uncertainty of no more 
than 2.0 %. The normalization (Laboratory/MEDUSA) uncertainty of this study based on 
the HPGe and MEDUSA uncertainty was found to be no more than 5%. The overall 
uncertainty for all the activity concentration measurements of this study can then be taken 
as  ± 10 %. 
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6.2 Outlook 
The effect of coincidence summing on the derived activity concentrations must be studied  
in conjunction with the level scheme of the radionuclides of interest (Fig. 2.8) and a 
simulation code [Dam05, Gar01]. Quantifying the summing effect will therefore require a 
mathematical model. To validate the model, methods requiring no coincidence summing 
corrections, such as the Full Spectrum Analysis method [Hen01, Map05] should be 
utilized.  To check on the uncertainty introduced by the analytical methods and to obtain 
an idea of the applicability of the coincidence summing corrections, the model results can 
be compared to the ISOCS commercial software [Cro05] that is presently used to 
estimate the coincidence summing corrections in various geometries. 
Measuring the activity concentrations of several volume aliquots, of certain materials, of 
densities different to the 1.29 g.cm-3 KCl used in this study, should be done to obtain the 
effect of the volume density combination on the efficiency. 
The density parameterization given in this study is limited in the sense that it can only be 
used to interpolate with samples of densities between 0.70 – 1.60 g.cm-3. If a marine clay 
[Jos03] or zircon sand sample of density > 2.0 g.cm-3 is analyzed the effect of the 
effective atomic number [Mud88] does play a role. To remove the risk of the Zeff effect 
on the density correction and consequently the derived activity concentrations, it is 
recommended that the parameterization derived in this work be used only for 
interpolation i.e, to estimate the density correction for samples in the density range 0.70 – 
1.60 g.cm-3 with Zeff < 20. 
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For underwater measurements where marine clay and zircon samples are usually found 
the density parameterization must be derived in the frame of the effective atomic number 
effect. 
As soon as all the above problems are thoroughly studied, only then should the 
Environmental Radioactivity Laboratory be in a position to estimate the activity 
concentrations of both on-land (such as vineyards) and underwater (such as underwater 
clay beds) samples with uncertainties lying strictly below 5 %. 
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Appendix A 
Bulk and solid density relation to sample porosity  
Suppose a soil sample has a bulk density Mbulk = Msolid + Mair. From a physical 
viewpoint we have that Mair <<< Msolid so that the Mbulk ≅  Msolid. Transferring a 
volume V of the soil to the Marinelli holder gives a resultant volume V = Vsolid + Vair. 
If we let 
V
 V     ε air=
ε
V
Vor air=  then V
V
V
VV
1 solidairsolid =+=  + ε. This means that 
ε1
V
Vsolid −=  and 
ε-1
VV solid= is the entire soil volume in the Marinelli. Since the HPGe 
detector is sensitive to a certain mass Mbulk per unit volume V, we have that 
solid
bulkbulk
V
M
 ε-1
V
M = . The bulk mass Mbulk being equavalent to Msolid then implies that 
solid
solidbulk
V
M ε-1
V
M = . Define the bulk density , the solid density , and the 
porosity ε  as 
bulk
ρ
solid
ρ 
V
Mbulk ,
solid
solid
V
M , and . 
V
Vair  respectively. The relationship between the soil 
bulk density and solid density in terms of the sample porosity are then 
. This equation means that a high porosity material (ε close to 
unity) like a very course gravel sample of similar grain sizes, will have a bulk density 
very further from the theoretical or solid density, than a low porosity (ε close to zero) 
material, like fine marine clay. The densities of the vineyard samples were obtained 
by measuring the mass of a 1liter Marinelli filled entirely with the sample. The 
densities measured in this way are then all bulk densities, but because each sample 
had a similar grain size distribution, especially after oven drying, the porosity effect 
on the bulk and solid density difference for the vineyard samples were negligible.  
( )
solidbulk
ρ ε-1ρ =
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Appendix B 
Background spectrum, 1 liter water in the Marinelli measured for 125519.16s. 
The daughter radio nuclei peaks are shown by the arrows, and the parent nuclei 
are shown by the colours. 
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   Figure B1: Gamma ray spectrum (0 -1 MeV) of 1 litre water in the Marinelli holder.  
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Figure B2: Gamma ray spectrum (1 - 2 MeV) of 1 litre water in the Marinelli holder. 
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Figure B3: Gamma ray spectrum (2 - 3 MeV) of 1 litre water in the Marinelli holder. 
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Appendix C 
Efficiency curve uncertainty 
In gamma spectrometry with germanium detectors the relationship between the 
detector efficiency ε and the photopeak energy E in a certain energy range is 
described by the power function [Deb88] 
 
                                                 εγ = a  E  
b                             (1C) 
 
Here E = Eγ / E0 and E0 = 1 keV to ensure the parameters a and b are dimensionless 
(the efficiency unit) and a, b ∈  ℜ  with a > 0, b < 0 so that εγ decreases continuously 
with increasing E. 
For the function εγ of the variables a, b, and E, εγ (a, b, E) the differentials da, db,  
and dE ∈  + ℜ i.e. the differentials are any positive value. The total differential of  
εγ (a, b, E) [Ste98] is 
 
d εγ = dEE
ε
db
b
ε
da
a
ε
∂
∂+∂
∂+∂
∂ γγγ      (2C) 
 
where for example 
a
ε
∂
∂ γ  is the partial derivative of εγ with respect to a. 
The variance of εγ, var (εγ) is the mean (denoted by <>) squared deviation or 
differential of εγ, d εγ [Deb88, Smi91] i.e. 
 
   var (εγ) = < (d εγ)2 >                  (3C) 
 
Substituting the differential equation (2C) into variance equation (3C) gives 
 
                        var (εγ) = 
2
dE
E
ε
db
b
ε
da
a
ε
⎟⎟⎠
⎞
⎜⎜⎝
⎛
∂
∂+∂
∂+∂
∂ γγγ              (4C) 
 
The positive square root of the variance is defined as the standard deviation σ 
[Smi91]. The standard deviation of εγ is  
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σ εγ = )εvar( γ      (5C) 
 
and the relative standard deviation of ε is 
 
γ
γ
ε
σε = 
2ε γ
γ )(εvar .                 (6C) 
 
Substituting equation (4C) into equation (5C) gives the differential equation 
                     
γ
γ
ε
σε = 
2
dE
E
ε
ε
1db
b
ε
ε
1da
a
ε
ε
1
⎟⎟⎠
⎞
⎜⎜⎝
⎛
∂
∂+∂
∂+∂
∂ γ
γ
γ
γ
γ
γ
(7C) 
 
If = γ ε bE a  then the partial derivatives [Ste98] are 
    
                                         
a
ε
∂
∂ γ   = bE  
a
ε
ε
1
∂
∂⇒ γ
γ
 = 
a
1  , 
 
b
ε
∂
∂ γ   = lnEbaE  
b
ε
ε
1
∂
∂⇒ γ
γ
 = lnEand 
 
                                         
E
ε
∂
∂ γ   = 1-babE
b
ε
ε
1
∂
∂⇒ γ
γ
 = 
E
b . 
 
 Substituting each of the partial derivative terms into equation (7C) and expanding the  
  result using the binomial series gives 
                
γ
γ
ε
σε = 
2
dE
E
bdblnE da
a
1 ⎟⎠
⎞⎜⎝
⎛ +⋅+  
 
                      = ⎜⎝
⎛ >⋅<+>⋅<+>< dEda
aE
bdbda
a
lnE(da)
a
1 2
2  
                      + >⋅<+><+>⋅< dEdb
E
blnE(db)(lnE)dadb
a
lnE 22  
                      + 
1/2
2
2
(dE)
E
bdbdE
E
blnEdadE
aE
b
⎟⎟⎠
⎞><⎟⎠
⎞⎜⎝
⎛+>⋅<+>⋅< .   (8C) 
 
The variables a and E are independently determined, and are therefore uncorrelated. 
The common variance or covariance of a and E is then   
cov (a, E)  = >⋅< dEda = >⋅< dadE = 0. Similarly, 
                              cov (b, E)  = >⋅< dEdb = >⋅< dbdE = 0. 
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Substituting each of these covariance terms into equation (8C) gives 
γ
γ
ε
σε  = 
2/1
2
2
222
2 (dE)E
b(db)(lnE)dbda
a
lnE2(da)
a
1
⎟⎟⎠
⎞
⎜⎜⎝
⎛ ><⎟⎠
⎞⎜⎝
⎛+><+>⋅<+><  
Applying the definition of the variance, equation (3C) and the covariance [Smi91] 
gives 
γ
γ
ε
σε = 
2/12
2
2 var(E)E
bvar(b)(lnE)b)cov(a,
a
lnE2 
a
(a)var 
⎟⎟⎠
⎞
⎜⎜⎝
⎛ ⎟⎠
⎞⎜⎝
⎛+++ , 
but the variance is the squared standard deviation according to equation (5C), then 
                     
γ
γ
ε
σε  = ( ) 2E2b
2
a
E
σblnEσb)cov(a,
a
lnE2 
a
σ ⎟⎠
⎞⎜⎝
⎛+++⎟⎠
⎞⎜⎝
⎛  
The maximum relative standard deviation in the photopeak energies relevant to this 
study is 
E
σE = 0.06 % [Fir96]. Since –1< b < 0 the term b
E
σE < 0.06 %. The energy 
relative standard deviation term is then so small relative to the contributions of the 
other terms that it can be ignored. The relative standard deviation in the photopeak 
efficiency εγ is then 
γ
γ
ε
σε = ( )2b
2
a lnEσb)cov(a,
a
lnE2 
a
σ ++⎟⎠
⎞⎜⎝
⎛  .             (9C) 
Now a and b are correlated, i.e. the covariance value exists, so let a =  a0 and b = a1. 
The uncertainty in the photopeak efficiency is then εσ
    =   γεσ ε γ ( )2a10
0
2
0
a lnEσ)a,cov(a
a
lnE2 
a
σ
1
0 ++⎟⎟⎠
⎞
⎜⎜⎝
⎛
              (10C) 
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Appendix D 
The Physica correlation coefficient calculation 
 
SS01 results 
 
PHYSICA:@angelo-eff-s1.pcm 
 Iter#      C          D         Residual    Step Size 
     1     1.00       1.00      2.072E+03   1.00 
     2    0.432     -0.708      4.173E-09   1.00 
     3    0.432     -0.708      4.173E-09   1.00 
 number of degrees of freedom = 12 
 total CHISQ = 4.17253582D-09 
 sqrt( CHISQ/point ) = 1.7263785D-05 
 CHISQ/(degrees of freedom) = 3.47711319D-10 
 confidence level = 100% 
 
PARAMETER            VALUE               E1             E2 
 C                   0.43184               3.0654        5.71608E-05 
 D                  -0.70764              0.45127        8.41487E-06 
 
Covariance matrix for FIT 
            C      D 
 C        9.397 
 D       -1.378  0.204 
Type the <RETURN> key to continue 
PHYSICA: 
 Iter#      A          B         Residual    Step Size 
     1     1.50      0.700      1.619E-06   1.00 
     2     1.54      0.707      5.861E-11   1.00 
 number of degrees of freedom = 12 
 total CHISQ = 4.78662988D-13 
 sqrt( CHISQ/point ) = 1.84905958D-07 
 CHISQ/(degrees of freedom) = 3.98885823D-14 
 confidence level = 100% 
 
PARAMETER            VALUE               E1             E2 
 A                    1.5401               287.57        5.74337E-05 
 B                   0.70764               29.829        5.95756E-06 
 
 Correlation matrix for FIT: CHISQ=   4.7866D-13 
            A      B 
 A        1.000 
 B        0.996  1.000 
PHYSICA:=fit$corr(1,2) 
9.95717707D-01 
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Sample SS02 results 
 
Iter#      C          D         Residual    Step Size 
     1     1.00       1.00      2.073E+03   1.00 
     2    0.424     -0.707      2.155E-05   1.00 
     3    0.424     -0.707      2.155E-05   1.00 
 number of degrees of freedom = 12 
 total CHISQ = 2.15451113D-05 
 sqrt( CHISQ/point ) = 1.2405388D-03 
 CHISQ/(degrees of freedom) = 1.79542594D-06 
 confidence level = 100% 
 
PARAMETER            VALUE               E1             E2 
 C                   0.42444               3.0654        4.10745E-03 
 D                  -0.70716              0.45127        6.04674E-04 
 
Covariance matrix for FIT 
            C      D 
 C        9.397 
 D       -1.378  0.204 
Type the <RETURN> key to continue 
PHYSICA: 
 Iter#      A          B         Residual    Step Size 
     1     1.50      0.700      2.327E-06   1.00 
     2     1.52      0.707      3.414E-09   1.00 
     3     1.53      0.707      3.230E-09   1.00 
     4     1.53      0.707      3.230E-09   1.00 
 number of degrees of freedom = 12 
 total CHISQ = 3.23048786D-09 
 sqrt( CHISQ/point ) = 1.5190429D-05 
 CHISQ/(degrees of freedom) = 2.69207322D-10 
 confidence level = 100% 
 
PARAMETER            VALUE               E1             E2 
 A                    1.5255               286.38        4.69885E-03 
 B                   0.70683               29.955        4.91480E-04 
 
 Correlation matrix for FIT: CHISQ=   3.2305D-09 
            A      B 
 A        1.000 
 B        0.996  1.000 
 
PHYSICA:=fit$corr(1,2) 
9.95716219D-01
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Sample SS03 results 
 
Iter#      C          D         Residual    Step Size 
     1     1.00       1.00      2.074E+03   1.00 
     2    0.361     -0.698      9.608E-09   1.00 
     3    0.361     -0.698      9.608E-09   1.00 
 number of degrees of freedom = 12 
 total CHISQ = 9.60752969D-09 
 sqrt( CHISQ/point ) = 2.61964143D-05 
 CHISQ/(degrees of freedom) = 8.00627474D-10 
 confidence level = 100% 
 
PARAMETER            VALUE               E1             E2 
 C                   0.36108               3.0654        8.67369E-05 
 D                  -0.69828              0.45127        1.27689E-05 
 
Covariance matrix for FIT 
            C      D 
 C        9.397 
 D       -1.378  0.204 
Type the <RETURN> key to continue 
PHYSICA: 
 Iter#      A          B         Residual    Step Size 
     1     1.50      0.700      3.828E-06   1.00 
     2     1.43      0.698      5.720E-10   1.00 
     3     1.43      0.698      8.826E-13   1.00 
 number of degrees of freedom = 12 
 total CHISQ = 8.82555936D-13 
 sqrt( CHISQ/point ) = 2.51077099D-07 
 CHISQ/(degrees of freedom) = 7.3546328D-14 
 confidence level = 100% 
 
PARAMETER            VALUE               E1             E2 
 A                    1.4348               270.85        7.34521E-05 
 B                   0.69827               30.092        8.16079E-06 
 
 Correlation matrix for FIT: CHISQ=   8.8256D-13 
            A      B 
 A        1.000 
 B        0.996  1.000 
 
PHYSICA:=fit$corr(1,2) 
9.95696412D-01 
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Appendix E 
Correction to the 186 keV doublet photopeak for the 186.1 keV 226Ra 
contribution   
 
In 238U decay series the 226Ra-186.1 keV photopeak count C(226Ra), is recorded in the 
same peak as the 235U-185.7 keV photopeak counts C(235U). The 186.1 keV 
photopeak count fraction δC(226Ra) and the 185.7 keV photopeak count fraction 
δC(235U), ignoring the coincidence summing effects [Gar01], is then  related by  
1 =  δC(226Ra)  +  δC(235U)    (1E) 
In this study the 226Ra -186.1 keV photons are of interest so we set δC(226Ra) = a  
Substituting a into equation (1D) gives 
1 =  a  +  δC(235U)     (2E) 
but  
                           δC(235U) = δC(226Ra) 
Ra)C(
U)C(
226
235
    or   
δC(235U) = a 
Ra)C(
U)C(
226
235
   (3E) 
Substituting equation (3D) into equation (2D) gives 
1 =  a  +  a 
Ra)C(
U)C(
226
235
     (4E) 
Rearranging equation (4D) gives 
Ra)C(
U)C(
226
235
= 
a
a1−      (5E) 
This equation gives the relation between the ratio of the 226Ra-186.1 keV photopeak 
counts C(226Ra) and  the 235U-185.7 keV photopeak counts C(235U), and the fraction 
of the 186.0 keV peak counts ascribed to the 226Ra 186.1 keV photopeak, a = 
δC(226Ra). 
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Appendix F 
Comparison between activity concentrations calculated using the efficiency 
method of this study and certified activity concentrations of an  IAEA  
soil sample. 
 
 
The soil sample bought from the IAEA was top soil from a depth of 20 cm obtained 
from a farm in Russia in 1990. The material was air dried and milled to give a grain 
size less than 0.3 mm. The sample has certified uranium, thorium and potassium 
contents of 24.4 ± 5.4 Bq.kg-1, 20.5 ± 1.4 Bq.kg-1 and 424 ± 8 Bq.kg-1, respectively 
[IAE00]. Uncertainties in the certified values are quoted at the 95 % confidence level. 
Table E1 gives the mass of the IAEA soil sample and the ERL HPGe measurement 
live time. 
Table F1:  IAEA soil sample mass in the 1 liter Marinelli holder and the ERL HPGe 
                 measurement live time. The uncertainty in the mass is <0.5 %, while the 
                 uncertainty in the live time is 1.0% 
 
Mass (g) Measurement live-time (s) 
1502.63 56988.62 
 
The sample activity concentrations were then calculated using the relative efficiency 
(REF) method of this study. In the uranium and thorium series, the gamma 
photopeaks (compare the photopeaks in Table 5.1 and Table E2) of counting 
uncertainty more than 20 % were not utilized to determine the photopeak efficiencies 
and hence the activity concentration of these photopeaks were not used to determine 
the weighted mean uranium or thorium activity concentrations. The activity 
concentrations and its ratio to the IAEA certified uranium, thorium and potassium are 
given in Table F2.   
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Table F2:  Comparison between activity concentrations calculated using REF  
                  method and certified activity concentrations of the IAEA soil sample. 
 
 Energy (keV) 
REF 
(Bq/kg) 
Certified 
(Bq/kg) REF/Certified 
295 17.3 ± 2.5 0.7 ± 0.1 214Pb 
352 15.4 ± 1.8 0.6 ± 0.1 
214Bi 1765 18.8 ± 0.9 0.7 ± 0.1 
Weighted Mean 238U 18.0± 0.9 
    24.4 ± 2.7 
0.7 ± 0.1 
 
228Ac 338 25.3 ± 4.0 1.2 ± 0.2 
        212Bi 727 17.5 ± 2.9 0.9 ± 0.1 
        208Tl 860 21.0 ± 2.6 1.0 ± 0.1 
911 19.2 ± 1.0 0.9 ± 0.1         228Ac 
 968 21.0 ± 1.6 0.9 ± 0.1 
Weighted Mean 232Th  19.8 ± 0.8 
20.5 ± 0.7 
1.0 ± 0.1 
 
40K 40.4 ±  8.4 42 ±  4 1.0 ± 0.1 
 
In radioactive secular equilibrium the gamma emitting 226Ra radionuclide activity is 
equal to the 214Pb and 214Bi radionuclide activity, respectively. Provided we have 
radioactive secular equilibrium, any or even all of the three radionuclides (226Ra, 214Pb 
or 214Bi) can then be used to give an accurate estimate of the 238U. In the IAEA 
certification the quoted 238U activity concentration is 22 % higher than the quoted 
226Ra activity concentration. The hypothesis is that the standard uranium 
radionuclides were not in radioactive secular equilibrium when the IAEA certified the 
standard. Thus quantifying the uranium by gamma-spectrometry for this standard 
immediately after the IAEA certification cannot be done accurately using the 226Ra 
radionuclide, because it is not in radioactive secular equilibrium with 238U. 
Furthermore, since the 214Pb and 214Bi are progeny radionuclides of 226Ra in the 238U 
decay chain, it must be true that the 214Pb and 214Bi radionuclides can also not be used 
here to estimate the 238U activity concentration. Since the REF method uses the 214Pb 
and 214Bi radionuclide photopeaks, it can be concluded that because the uranium 
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radionuclides were not in radioactive secular equilibrium when the gamma 
spectrometry was done, the weighted mean uranium REF values in Table F2 differs 
by 30 % to the IAEA certified uranium value. 
The thorium and potassium REF weighted mean thorium and potassium activity 
concentrations, corresponds to the IAEA certified values to within ± 10 %.   
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