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Abstract—An incremental/online state dynamic learning
method is proposed for identification of the nonlinear Gaussian
state space models. The method embeds the stochastic variational
sparse Gaussian process as the probabilistc state dynamic model
inside a particle filter framework. Model updating is done at
measurement sample rate using stochastic gradient descent based
optimisation implemented in the state estimation filtering loop.
The performance of the proposed method is compared with state-
of-the-art Gussian process based batch learning methods. Finally,
it is shown that the state estimation performance significantly
improves due to the online learning of state dynamics.
Index Terms—system identification, incremental learning, on-
line learning, Gaussian process, particle filter, state space model.
I. INTRODUCTION
BAyesian filtering (BF) is the most widespread techniquefor state estimation in science and engineering. It has
been used in many diverse fields including but not limited
to signal processing, computer vision, control, robotic and
economy. BF requires that the dynamics of the state of
the system be known up to some tolerable uncertainty. The
fundamental difficulty of BF is to find a correct stochastic
process model of the dynamics of the system. Failing to
specify a correct and justifiable model will severely impacts
the performance of BF and puts it in the risk of undetectable
arbitrarily large error.
Linear dynamic model is the commonly used classical
model. In this case, Kalman Filter provides efficient and
fast solution for BF. However, in the majority of real world
applications, the dynamics are nonlinear. Moreover, in the
linear models the parameters has to carefully be chosen [1]
as well. Particle filtering (PF) is the most flexible form of
the BF based on sequential Monte-Carlo that can be applied
on nonlinear non-Gaussian dynamic models. Having a correct
model in the PF is even more crucial as the PF highly relies
on the state dynamic model for sampling process. Filtering
under dynamic model uncertainity has been studied in [2], [3]
for linear dynamic systems, [4]–[7] for parametric state space
models.
In this paper, an incremental/online nonparametric method
is proposed for learning nonlinear dynamics in state space
model. The Gaussian Process (GP) regression is used here for
learning the nonlinear function that models the state dynamic.
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Incremental model updating is achieved using the stochastic
variational inference of GP. The model updating is integrated
inside a PF loop. The proposed method is particularly useful
when the measurement data is received in sequence and there
is no training data available for learning. Furthermore, when a
large number of data is available, it is only practical to process
data in sequences or small batches due to the computational
resource constraints. One immediate application of learned
model is for BF state estimation. This is shown in this
paper, where the performance of the PF used in the proposed
framework increases gradually since it uses the incrementally
learned model for sampling process. However, the learned
model can also be used for classification and abnormality
detection purposes [8], [9]. Simulating similar data is another
application of the learned model which can be used for state
prediction as well.
The paper is organized as follows: Section II defines the
nonlinear state space model. In Section III the proposed incre-
mental model identification algorithm is presented. In Section
IV the performance of the proposed technique is analysed
and compared with the state-of-the-art. Finally, Section V
concludes the paper.
II. NONLINEAR STATE SPACE MODEL
The state space model (SSM) of a dynamic system is defined
using three random processes:
x0 ∼ p0(x0)
xt|xt−1 ∼ pf (xt|xt−1)
zt|xt ∼ pg(zt|xt),
(1)
where xt and zt are the state and measurement vectors at
time t, p0 is the initial state probability distribution function
(PDF), pf is a conditional probability density function (CPDF)
representing the dynamics of the state and pg is a CPDF
representing the measurement process. In a Gaussian nonlinear
system the above CPDFs are constructed by:
xt =f(xt−1) + ωt
zt =g(xt) + νt,
(2)
where f and g are nonlinear functions and ωt and νt are zero-
mean white Gaussian noises. Conventional state estimation
problem considers estimating the posterior of state sequence
{x0, · · · ,xt} given the measurement sequence {z1, · · · , zt}
while all other parameters of the system are known. In BF
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Fig. 1: Simplified diagram of incremental dynamic model
identification.
this is achieved by recursively calculating the filtered state
posterior:
p(xt|xt−1, · · · ,x0, zt, · · · , z1) ∝
pf (xt|xt−1)pg(zt|xt)p(xt−1|xt−2, · · · ,x0, zt−1, · · · , z1).
(3)
This paper deals with the state estimation problem when
the dynamic model f is unknown. The goal is to estimate
jointly the state sequence and f from measurement sequence.
However, the presented technique can be used for estimating g
while f is known. Note that when both f and g are unknown
the problem is highly ill-posed and can only be attempted with
sensible constraints.
III. INCREMENTAL MODEL IDENTIFICATION
Fig. 1 shows a simplified diagram of the proposed incremen-
tal identification problem. At the instance t the measurement
zt is received. The block Tracker uses the measurement and
the current estimate of the state dynamic model to produce
a joint posterior distribution of the current state xt and the
previous state xt−1. The posterior is then fed to Learning
block that uses it for updating the estimate of the state dynamic
model.
Due to the nonlinear settings of the problem, the conven-
tional Sequential Importance Resampling (SIR) PF [10] is used
here as Tracker. In this case then posterior p(xt,xt−1|z1:t) is
given as a set of N weighted particles {x(i)t ,x(i)t−1, ω(i)}Ni=1
with ω(i) denotes the weight of ith particle. Note that, for
the PF algorithm it is only necessary to keep the particle of
the current state. However as xt and xt−1 are domain and
codomain of the function f , it is necessary to jointly estimate
both which are then used in Learning block. This is achieved
by simply keeping particles of previous t− 1 iteration in the
memory. That makes x(i)t the filtered state particle and the
x
(i)
t−1 the one-step-lag smoothed state particle.
The Learning process incrementally updates the probability
model p at each step and provides the updated model to the PF.
Stochastic-Variational Sparse Gaussian Process (SVSGP) [11]
is used here as Learning mechanism. Gaussian Process [12]
model is a well established Bayesian nonparametric function
regression technique. Its ability for capturing and propagating
uncertainties from the training samples to the posterior regres-
sion model makes it perfectly fit in the Bayesian framework.
A. Stochastic Variational Gaussian Process
A Gaussian Process (GP) defines a probability distribution
over functions f : X → R such that the marginal distribu-
tion of vectorized function values Γ = [f(x1), · · · , f(xN )]T
over any finite subset {x1, · · · ,xN} ⊂ X be a multivariate
Gaussian [12]. A GP, denoted f(x) ∼ GP (f¯(x), k(x,x′)),
is characterized by a mean function f¯(x) and a covariance
function k(x,x′) that encodes covariance of two values, f(x)
and f(x′).
The GP has widely been applied in Bayesian nonlinear,
nonparametric regression problems. Consider training data
set D = {X,y} consists of noisy function values y =
[y1, · · · , yn]T at the set of points X = {x1, · · · ,xN}, where
yi = f(xi) + e and e is a white Gaussian noise. The
GP regression considers estimating the values of function
f∗ = [f(x∗1), · · · , f(x∗M )]T at a set of new points X∗ =
{x∗1, · · · ,x∗M} where f(x) has a GP prior. The posterior
p(f∗|y) is a Gaussian with mean vector:
KMN [KNN + σI]
−1y. (4)
and covariance matrix
KMM −KMN [KNN + σI]−1KNM . (5)
where KMM , KMN , KNN and KNM are covariance ma-
trices whose elements are k(x∗i ,x
∗
j ), k(x
∗
i ,xj), k(xi,xj)
and k(xi,x∗j ) respectively. The covariance function and the
noise variance control the poster GP. These hyper-parameters
are optimized by maximizing the training data marginal log
likelihood.
log p(y) = logN (f¯ , σ2I + KNN ). (6)
The inference in the standard GP has O(N2) memory
demand and O(N3) time complexity. Sparse variational GP
[13] reduces complexity by approximating the data set using
a variational distribution q(u) = N (m,S) representing the
function values over set of inducing points Z = {z1, · · · , zL}
that maximize the variational lower-bound of (6):
p(y|Z) > logN (f¯ , σ2I + KNLK−1LLKLN ) , L (7)
This way the memory and complexity of the inference task
will reduce to O(NM) and O(NM2). This can still be
prohibitive for Big Data problem where N is large. Stochastic
Variational Sparse Gaussian Process (SVSGP) [11] proposes
another lower bound:
L ≥ L′ ,
N∑
i=1
{
logN (yi|f¯i + kTi K−1LLm, σ)−
k˜i,i
2σ
− tr(SΛi)
2
}
−DKL(q(u)||p(u)).
(8)
where ki is the ith column of KLN , Λi = σ−1K−1LLkik
T
i K
−1
LL
and k˜i,i is the ith diagonal of KNN −KNLK−1LLKLN . The
difference between L and L′ is that in the latter the variational
distribution parameters are explicit while in the former they are
analytically optimized out. However, L′ is written as N terms
corresponding to each training data pair. This is the necessary
condition for the objective function of stochastic gradient de-
scent (SGD) optimization. The SGD uses approximate gradient
from mini-batch in each iteration of gradient descent instead
of full gradient calculated on the whole dataset.
The training of SVSGP is done by taking steps in the
direction of approximate gradient in each iteration. Since the
3approximate gradient is calculated on a subset of training data
it is possible to use this in online learning. In online learning
the training data is received one by one or in small batches
from a supposedly infinite length process.
B. Domain Variable Uncertainty in GP
The standard GP regression assumes training inputs domain
are noiseless. This is not the case here as the output of the
PF is an estimated joint distribution pˆ(xt,xt−1) of codomain-
domain variables of the GP. domain variable uncertainty in
GP has been addressed in [14] for special case of Gaussian
i.i.d noise. However, this is not applicable in the problem of
this paper as the joint distribution may take any form in the
nonlinear dynamics.
A trivial solution is to use particle pairs {x(i)t ,x(i)t−1}Ni=1
as data mini-batches for SVSGP training. However, as the
SVGP values all the training data the same and the weights are
ignored, this solution is highly inefficient. Alternatively, one
may approximate the distribution pˆ(xt,xt−1) =
∑
ωiδ(xt −
x
(i)
t ,xt−1 − x(i)t−1) with a uniformly weighted particle distri-
bution qˆ(xt,xt−1) = 1N
∑
δ(xt − x˜(i)t ,xt−1 − x˜(i)t−1) and use
the equally weighted particles set {x˜(i)t , x˜(i)t−1} as mini-batches
for GP training. qˆ can be optimized by minimizing the KL
divergence:
KL(pˆ||qˆ) =
∑
ω(i) log
Nω(i)
ηi
(9)
subject to
∑
ηi = N and ηi ∈ N, where ηi is the number of
elements in {(x˜(j)t , x˜(j)t−1)}Nj=1 that are equal to (x(i)t ,x(i)t−1).
It is easy to verify that the ηi that solves (9) have to be
approximately proportional to ω(i). In fact, solving for qˆ is
exactly equivalent to resampling process in the PF for particle
degeneracy mitigation [10].
Resampling replicates particles with larger weights and
removes low weight particles. Using resampled particles for
GP training artificially incorporates their weights since the
contribution of each particle get multiplied proportional to its
weights due to the summation in GP objective function (8).
C. The Algorithm
Algorithm 1 shows one iteration of the proposed method.
σˆt, θˆt, mˆt and Sˆt denote estimated dynamic noise variance,
parameter of GP kernel, mean of q and covariance of q
respectively after tth measurement. The gradient descend step
GD(· · · ) is done by in the standard way.
Algorithm 1 An iteration of incremental model identification
Input: zt, {x(i)t−1,x(i)t−2, ω(i)}Ni=1, σˆt−1, θˆt−1, mˆt−1, Sˆt−1
Output: {x(i)t ,x(i)t−1, ω(i)}Ni=1, σˆt, θˆt, mˆt, Sˆt
1) Optionally resample {x(i)t−1,x(i)t−2, ω(i)}Ni=1 to avoid de-
generacy.
2) Sample x(i)t ∼ pˆf (xt|x(i)t−1) for i = 1, · · · , N .
3) Let ω(i) = ω(i)pg(zt|x(i)t ) for i = 1, · · · , N .
4) Resample {x(i)t ,x(i)t−1, ω(i)}Ni=1 to {x˜(j)t , x˜(j)t−1}Nj=1 to
minimize (9).
5) Calculate L′ for {x˜(j)t , x˜(j)t−1}Nj=1 from (8).
6) Calculate gradient ∇L′ = [ ∂L′∂σˆt−1 , ∂L
′
θˆt−1
, ∂L
′
mˆt−1
, ∂L
′
Sˆt−1
] for
{x˜(j)t , x˜(j)t−1}Nj=1 [11].
7) Calculate new parameters using gradient descend:
σˆt, θˆt, mˆt, Sˆt ← GD(L′,∇L′, σˆt−1, θˆt−1, mˆt−1, Sˆt−1)
IV. EVALUATION
A. Comparison
The performance of the proposed method is compared with
GP-SSM [15] and GP-NARX [16] which are both GP-based.
Unlike proposed method, these two methods are batch based
that is working on full training data. It should be noted
that [15] also proposes a stochastic variational inference and
discusses possible online application, but it is left without
elaboration. The same evaluation setup in [15] is used here for
comparison. The algorithms applied on the samples of a non-
linear dynamic model defined by p(xt|xt−1) = N (f(xt−1), 1)
and p(zt|xt) = N (xt, 1) where
f(x) =
{
x+ 1 x < 4,
−4x+ 21 x ≥ 4. (10)
Table I compares the performances of the proposed method
with the state-of-the-art. The methods are trained with a
sequence of 500 samples then they are tested with another
sequence of 104 samples. The Mate`rn kernel is used for all
GP based algorithms. Fig. 2 shows the test function and the
function learned by the proposed method. The performance
metrics are the Mean Squared Error (MSE) between the
test samples and the predictions and the Mean Log Like-
lihood (MLL) of the test samples given the trained model
p(xtestt |xtestt−1). As the Table I shows, despite the proposed
method is incremental/online, its performance is comparable
to the state-of-the-art. GP-SSM. The MSE is slightly higher
than the GP-SSM while the MLL is improved a little.
TABLE I: Learning performance comparison
Method Test MSE Test MLL
Proposed (incremental) 1.17 −1.56
SSM-GP (batch) 1.15 −1.61
GP-NARX (batch) 1.46 −1.90
B. Performance
The incremental learning performance of proposed method
is evaluated using simulated nonlinear dynamic models given
as
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Fig. 2: The test function and the output of the GP trained with
proposed algorithm.
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Fig. 3: Some samples of simulated dynamic models (a) and
trajectories (b) used for evaluation
p(xt|xt−1) = N (f(xt−1), 10−2) and p(zt|xt) =
N (xt, 10−3) where
f(x) = x+

b1−b0
a1−a0 (x− a0) a0 ≤ x < a1
...
...
bn−bn−1
an−an−1 (x− an−1) an−1 ≤ x < an
(11)
with (ai − ai−1) ∼ U(0.08, 0.15), (bi − bi−1) ∼ N (0, 10−3)
and n = 20. Unlike (10), (11) generates smooth trajectories
which are more realistic as systems are usually constrained
by energy. 50 random functions are generated from (11) by
sampling ai and bi. Five samples of such function are shown
in Fig. 3a. Using each random function 50 trajectories are
simulated with p(x0) = U(0, 1). The models are producing
diverse trajectory shapes. Fig. 3b shows sample trajectories
generated by the highlighted function in Fig. 3a.
The proposed method is applied on each of the 50 models
separately. The trajectories of the model are sequentially fed
into the algorithm. The range of measurement is assumed to
be [0, 1]. If the trajectory goes beyond the scope, it is truncated
and no further processing is applied on that. The tracking
performance of the PF is recorded for every trajectory in
terms of the MSE between the ground truth trajectory and
the estimation by PF, i.e. MSE i = 10 log
∑
(xˆit − xit)2/T
for ith trajectory. It is expected that over the time the tracker
performance improves as the algorithm updates the learned
dynamic model with each measurement. Fig 4 shows the scat-
ter plot and the KNN average (red line) of MSE i versus the
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Fig. 4: Tracker MSE with respect to number of received
measurements.
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Fig. 5: Ground-truth function likelihood with respect to num-
ber of received measurements.
total number of measurements in all the trajectories received
before i, i.e. #Mi =
∑i−1
j=1 |{zj0, · · · }|. It is clear from Fig.
4 that by incrementally learning the true dynamic model the
performance of PF significantly improved over 25dB.
Let Li = p([f(x∗1), · · · f(x∗N )]|θi) be the likelihood of the
ground truth function evaluated on sample point x∗1, · · · , x∗N
given the learned GP model θi up to processing of ith trajec-
tory. The Li is a relative indication of the closeness of the
learned function to the ground truth function. It is used for
evaluating the quality of the incremental learning algorithm
with N = 104 and x∗1, · · · , x∗N uniformly distributed over
[0, 1]. Fig 5 shows the scatter plot of Li versus #Mi as well as
the KNN average of the values. The empirical convergence of
the proposed method is relatively fast. It averagely converges
with less than 2000 measurement as shown by Fig. 5.
V. CONCLUSION
A sparse Gaussian process based incremental nonparametric
system identification method for nonlinear state space models
is proposed in this paper. The method is able to update an
estimate of the with every measurements from the system.
The grid inducing point positioning of the proposed method
is particularly limits its usage in high dimensions since lots
of the inducing points will placed in the regions the may
not visited by any data. Another limitation of the proposed
method is that due to the underlaying assumption that the
dynamics can be model by function. This will fail when the
dynamics is multi modal, i.e. depending on some latent effects
the dynamic model changes. In future these limitations have
to be addressed.
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