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Let K be an infinite integral domain and Mn(K) be the algebra of all n×n
matrices over K. This thesis aims for the following goals:
• Find a basis for the Z-graded identities of Mn(K);
• Find a basis for the Zn-graded identities of Mn(K);
• Find a basis for the graded identities for elementary grading in Mn(K)
when the neutral component and diagonal components coincide;
• Describe the matrix units-graded identities of Mn(K);
• Describe the Zp-graded central polynomials of Mp(K) when p is a prime
number;
• Describe the Z-graded central polynomials of Mn(K).
Except for the fourth item, all results listed above have known version when K
is an infinite field; see [2],[3],[8], and [38].
Let K be a finite field of characteristic p > 2 and let E be the unitary
Grassmann algebra generated by an infinite dimensional vector space V over K.
In the second part of this thesis, we found a basis of the Z2-graded polynomial
identities for any non-trivial Z2-grading such that a basis of V is homogeneous
in this grading.
vResumo
Sejam K um domı´nio de integridade infinito e Mn(K) a a´lgebra das matrizes
n× n sobre K. Os objetivos da primeira parte desta tese sera˜o:
• Encontrar uma base para as identidades Z-graduadas de Mn(K);
• Encontrar uma base para as identidades Zn-graduadas de Mn(K);
• Encontrar uma base para as identidades graduadas de Mn(K) com uma
graduac¸a˜o elementar cuja componente neutra coincide com a suba´lgebra
das matrizes diagonais;
• Descrever as identidades graduadas de Mn(K) equipada com uma gra-
duac¸a˜o induzida das matrizes elementares;
• Descrever os polinoˆmios centrais Zp-graduados de Mp(K) quando p e´ um
nu´mero primo;
• Descrever os polinoˆmios centrais Z-graduados de Mn(K).
Com excec¸a˜o do quarto item, todos os resultados listados acima teˆm verso˜es
conhecidas quando K e´ um corpo infinito; veja: [2],[3],[8] e [38].
Sejam K um corpo finito de caracter´ıstica p > 2 e E a a´lgebra de Grass-
mann unita´ria gerada por um espac¸o vetorial de dimensa˜o infinita V sobre K.
Na segunda parte desta tese, no´s descreveremos as identidades polinomiais Z2-
graduadas de E para qualquer graduac¸a˜o em que uma base de V e´ homogeˆnea
com relac¸a˜o a essa graduac¸a˜o.
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Introduc¸a˜o
Ao longo deste texto, K denotara´ um domı´nio de integridade de carac-
ter´ıstica charK e cardinalidade |K|.
Os K-mo´dulos sera˜o K-mo´dulos a` esquerda e as a´lgebras (associativas) sera˜o
sobre K (K-a´lgebras). G indicara´ um grupo arbitra´rio e e o seu elemento
neutro. O grupo de permutac¸o˜es de {1, . . . , n} sera´ denotado por Sn e Hn ⊂ Sn
o subgrupo gerado pelo ciclo (1 . . . n). O sinal de uma permutac¸a˜o σ ∈ Sn sera´
denotado por sgn(σ).
A a´lgebra das matrizes n× n sobre K sera´ denotada por Mn(K) e
Eij ∈ Mn(K) denotara´ a matriz elementar que possui 1 na posic¸a˜o (ij) e 0
nas demais. A a´lgebra de Grassmann unita´ria gerada por {e1, . . . , en, . . . }
sera´ atribu´ıda por E e a a´lgebra livre unita´ria livremente gerada por X =
{x1, . . . , xn, . . . } sera´ denotada por K〈X〉.
O comutador de x1 com x2 sera´ denotado por [x1, x2] := x1x2 − x2x1. In-
dutivamente, o comutador de x1, x2, x3, . . . , xn e´ definido por [x1, . . . , xn] :=
[[x1, . . . , xn−1], xn].
Um ideal bilateral (respectivamente um K-submo´dulo) I ⊂ K〈X〉 e´ dito
um T -ideal (respectivamente um T -espac¸o) quando este e´ fechado sob todos os
endomorfismos de K〈X〉.
Seja S = {fi(x1, . . . , xn) ∈ K〈X〉|i ∈ I} um conjunto de polinoˆmios. O
T -ideal gerado por S, o qual denota-se por 〈S〉T , e´ o K-mo´dulo gerado pelos
seguintes elementos:
g(φ(fi))h,
em que fi ∈ S; g, h ∈ K〈X〉 e φ e´ um endomorfismo de K〈X〉. O T -espac¸o
gerado por S, o qual denota-se por 〈S〉T , e´ o K-mo´dulo gerado pelos seguintes
elementos:
φ(fi),
em que fi ∈ S e φ e´ um endomorfismo de K〈X〉.
Um polinoˆmio f(x1, . . . , xn) ∈ K〈X〉 e´ dito uma identidade polinomial or-
dina´ria de uma K-a´lgebra A quando f(a1, . . . , an) = 0 para quaisquer a1, . . . ,
an ∈ A. Um polinoˆmio f(x1, · · · , xn) e´ dito um polinoˆmio central ordina´rio
de A quando o termo independente de f e´ nulo e [f, xn+1] e´ uma identidade
polinomial ordina´ria desta a´lgebra; quando f na˜o e´ uma identidade polinomial
de A, diz-se que f e´ um polinoˆmio central ordina´rio na˜o trivial de A.
O polinoˆmio x1x2 − x2x1 e´ uma identidade de uma K-a´lgebra comutativa;
o polinoˆmio xq1 − x1 e´ uma identidade de um corpo finito com q elementos; o
polinoˆmio [x1, x2]
2 e´ um polinoˆmio central de M2(K).
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Dada uma K-a´lgebra A, na˜o e´ dif´ıcil ver que o conjunto das identidades
polinomiais (respectivamente polinoˆmios centrais) dela, T (A) (respectivamente
C(A)), e´ um T -ideal (respectivamente um T -espac¸o). Reciprocamente, pode se
provar que se I e´ um T -ideal, enta˜o I = T (K〈X〉I ). Um conjunto S ⊂ K〈X〉
e´ uma base para as identidades (respectivamente polinoˆmios centrais) de A
quando T (A) = 〈S〉T (respectivamente C(A) = 〈S〉T ). Quando uma a´lgebra A
admite um conjunto finito S, tal que T (A) = 〈S〉T , dizemos que as identidades
de A teˆm a propriedade de base finita. Caso contra´rio, dizemos que elas na˜o
teˆm a propriedade de base finita.
Specht (1950,[39]) conjecturou que as identidades de toda K-a´lgebra, em que
K e´ um corpo de caracter´ıstica zero, teˆm a propriedade de base finita.
A conjectura de Specht foi um dos propulsores da teoria das a´lgebras com
identidades polinomiais. Na tentativa de resolveˆ-la, a base de identidades de
algumas a´lgebras sobre um corpo de caracter´ıstica zero foi determinada, com
destaque para a a´lgebra de Grassmann unita´ria de dimensa˜o infinita e a a´lgebra
de matrizes 2×2. Razmyslov (1972, [34]) descreveu uma base para as identidades
de M2(K) com nove polinoˆmios e no ano seguinte, Regev e Krakowski (1973,
[31]) mostraram que:
T (E) = 〈[x1, x2, x3]〉T .
Ja´ no in´ıcio da de´cada de 1980, Drensky (1981,[15]) obteve uma base minimal
para as identidades de M2(K), a saber:
T (M2(K)) = 〈[[x1, x2]2, x1],
∑
σ∈S4 sgn(σ)xσ(1). . . . .xσ(4)〉T .
Quase 40 anos depois da pergunta feita por Specht, A. Kemer (1987,[29])
respondeu afirmativamente a conjectura desse autor. Uma ferramenta impor-
tante usada por Kemer foi as a´lgebras graduadas. Apo´s o trabalho de Kemer,
as atenc¸o˜es se voltaram para uma outra questa˜o: seria a conjectura de Spe-
cht verdadeira para corpos de caracter´ıstica positiva? Em 1999 apareceram os
primeiros contra-exemplos para esta pergunta (veja [6], [24] e [37]).
Mesmo apo´s o trabalho de Kemer, o interesse pelo estudo das identidades
de matrizes e da a´lgebra de Grassmann continuou.
Giambruno e Koshlukov (2001,[22]) apresentaram uma base para as identida-
des da a´lgebra de Grassmann sobre um corpo infinito de charK = p > 2. A base
obtida por estes dois algebristas foi a mesma descrita por Regev e Krakowski.
Bekh-Ochir e S. Rankin (2011, [5]) descreveram uma base para as identidades
da a´lgebra de Grassmann sobre um corpo K de charK = p > 2 e com |K| = q
elementos. Esse base e´ composta de dois polinoˆmios, um deles era o polinoˆmio
[x1, x2, x3] e o outro estava relacionado com o fato do corpo ser finito: x
pq
1 −xp1.
Koshlukov (2001,[30]) descreveu uma base para as identidades (base com-
posta de quatro identidades) de M2(K) quando K e´ um corpo infinito de
charK > 2. Quando K e´ um corpo infinito de charK = 2, a descric¸a˜o de
T (M2(K)) ainda e´ uma questa˜o na˜o resolvida. Ainda na˜o se sabe, se T (M2(K))
admite, ou na˜o, uma base finita.
Outro fato que merece considerac¸a˜o e´ sobre T (Mn(K)) quando n ≥ 3.
Pelo resultado de Kemer, que demonstrou a conjectura de Specht, sabe-se que
T (Mn(K)) admite uma base finita quando K e´ um corpo de charK = 0. En-
tretanto, mesmo com as te´cnicas atuais, ainda na˜o e´ poss´ıvel descrever comple-
tamente as identidades de Mn(K).
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Uma K-a´lgebra A e´ dita G-graduada quando existem K-submo´dulos
{Ag}g∈G, tais que:




3) Se |G| > 1, Ah ∩ (
∑
g∈G−{h}Ag) = {0} para todo h ∈ G;
4) Ag.Ah ⊂ Ag.h para quaisquer g, h ∈ G.
Quando as propriedades 1),2) e 3) sa˜o satisfeitas, escrevemos A =
⊕
g∈GAg.
A decomposic¸a˜o (Ag)g∈G e´ dita uma G-graduac¸a˜o em A. Esta graduac¸a˜o e´ cha-
mada trivial quando Ae = A. Um elemento a ∈ A e´ dito homogeˆneo quando
a ∈ ⋃g∈GAg. Quando a 6= 0 ∈ Ag, dizemos que a e´ um elemento homogeˆneo
de G-grau g; notaremos o G-grau de a por α(a) = g. Um ideal bilateral (repec-
tivamente K-submo´dulo) I e´ chamado um ideal bilateral G-graduado (respec-
tivamente K-mo´dulo G-graduado) quando I = ⊕g∈G(I ∩Ag).
O suporte de A, com respeito a G-graduac¸a˜o {Ag}g∈G, e´ o seguinte subcon-
junto de G:
SuppG(A) = {g ∈ G|Ag 6= {0}}.
Consideremos uma famı´lia {Xg|g ∈ G} de conjuntos enumera´veis dois a
dois disjuntos e X =
⋃
g∈GXg. Uma varia´vel x ∈ Xg e´ definida como tendo
G-grau g, o G-grau de 1 e´ definido por e e o G-grau de um monoˆmio m =
xi1 . . . xil e´ definido por α(m) = α(xi1). . . . .α(xil). Deste modo, K〈X〉 e´ uma
a´lgebra G-graduada. Um endomorfismo φ de K〈X〉 e´ chamado G-graduado
(ou simplesmente graduado) quando φ(K〈X〉g) ⊂ K〈X〉g para todo g ∈ G.
Um ideal bilateral graduado (repectivamente um K-submo´dulo) I ⊂ K〈X〉 e´
chamado um TG-ideal (respectivamente um TG-espac¸o) quando φ(I) ⊂ I para
todo endomorfismo G-graduado φ de K〈X〉. Um polinoˆmio f(x1, . . . , xm) e´
dito uma identidade G-graduada de A quando f(a1, . . . , am) = 0 para todo
ai ∈ Aα(xi), i = 1, . . . ,m. Um polinoˆmio f(x1, . . . , xm) e´ dito um polinoˆmio
central de A quando o seu termo independente e´ nulo e [f, xn+1] (xn+1 ∈ X) e´
uma identidade G-graduada dessa.
O conjunto das identidades (respectivamente polinoˆmios centrais) de A sera´
denotado por TG(A) (respectivamente CG(A)). Como no caso ordina´rio, na˜o e´
dif´ıcil ver que TG(A) (respectivamente CG(A)) e´ um TG-ideal (respectivamente
um TG-espac¸o).
Sejam G um grupo e g = (g1, . . . , gn) ∈ Gn uma n-upla de elementos de G.
Uma graduac¸a˜o em Mn(K) e´ dita elementar quando existe uma n-upla g, tal
que para quaisquer i, j ∈ {1, . . . , n}, a matriz Eij ∈ (Mn(K))g−1i gj (neste caso,
dizemos que Mn(K) esta´ equipada com a graduac¸a˜o elementar induzida por g).
Ale´m disto, nesta situac¸a˜o, Mn(K)e coincide com a suba´lgebra das matrizes
diagonais se, e somente se, os elementos de g sa˜o distintos.
Dois exemplos importantes deste tipo de graduac¸a˜o sa˜o:
• Zn-graduac¸a˜o canoˆnica de Mn(K): G = Zn e g = (1, . . . , n);
• Z-graduac¸a˜o canoˆnica de Mn(K): G = Z e g = (1, . . . , n).
INTRODUC¸A˜O x
Nesta introduc¸a˜o, Mn(K) estara´ graduada por Z, ou Zn, apenas de modo
canoˆnico.
Di Vincenzo (1992,[14]) descreveu as identidades Z2-graduadas das matrizes
M2(K) quandoK e´ um corpo de caracter´ıstica zero. Anos mais tarde, no final da
de´cada de 1990, Vasilovsky descreveu as identidades Z-graduadas (1998,[41]) e
Zn-graduadas (1999,[40]) de Mn(K). Drensky e Bahturin (2002,[4]) estenderam
o resultado de Vasilovsky para o caso em que Mn(K) esta´ munida de uma
graduac¸a˜o elementar induzida por g (na situac¸a˜o em que os seus termos sa˜o
distintos). Esses treˆs u´ltimos trabalhos sa˜o inovadores, pois sa˜o va´lidos para
matrizes quadradas de ordem arbitra´ria e na˜o simplesmente para matrizes dois
por dois.
Se´rgio Azevedo (2003,[2],[3]) apresentou dois trabalhos estendendo os resul-
tados de Vasilovsky ([40],[41]) e Diogo Silva (2013,[38]) os resultados de Drensky
e Bahturin quando K e´ corpo infinito. Uma ferramenta importante, utilizada
por Se´rgio e Diogo nos seus trabalhos, foi a a´lgebra das matrizes gene´ricas. O
modelo gene´rico proposto por Diogo sera´ visto na primeira metade deste traba-
lho.
Em 1957, Kaplansky ([27]) apresentou uma se´rie de problemas em teoria
dos ane´is. Um desses problemas era sobre a existeˆncia de polinoˆmios centrais
na˜o triviais para Mn(K) quando n ≥ 3 e K e´ um corpo. As duas primeiras
respostas afirmativas a esta pergunta foram dadas por Formanek (1972, [21]) e
Razmyslov (1973, [35]).
Outro problema interessante e´ a descric¸a˜o dos polinoˆmios centrais deMn(K).
Okhitin (1988, [33]) descreveu os polinoˆmios centrais de M2(K) quando K e´
um corpo de caracter´ıstica zero. Colombo e Koshlukov (2004, [12]) estenderam,
parcialmente, o resultado de Okhitin [33] para corpos infinitos de charK 6= 2.
Com relac¸a˜o aos polinoˆmios centrais graduados de Mn(K), a principal con-
tribuic¸a˜o foi dada por Branda˜o Ju´nior (2008, [8]), que descreveu os polinoˆmios
centrais Z-graduados de Mn(K) quando K e´ um corpo infinito, os polinoˆmios
centrais Zp-graduados de Mp(K), quando charK = p > 2 e os polinoˆmios cen-
trais Zn-graduados de Mn(K) quando charK - n.
Recentemente, Aljadeff e Karasik (2013, [1]) descreveram os polinoˆmios cen-
trais G-graduados de Mn(K) (G um grupo de ordem n e K um corpo de carac-
ter´ıstica zero) quando ela esta´ munida de uma graduac¸a˜o elementar cuja com-
ponente neutra coincide com a suba´lgebra das matrizes diagonais. De forma in-
dependente, Fonseca (2013, [20]) descreveu os polinoˆmios centrais G-graduados
de Mn(K) (K um corpo de caracter´ıstica zero) na mesma situac¸a˜o anterior, mas
com G arbitra´rio.
Branda˜o Ju´nior e et alli (2009, [7]) seguiram outra ana´lise no trabalho de-
les; la´ foram descritos as identidades e os polinoˆmios centrais Z2-graduados de
M2(K) quando K e´ um domı´nio de integridade infinito. Este trabalho motivou
uma pergunta interessante: seria poss´ıvel estender os resultados de Vasilovsky,
Drensky, Bahturin e Branda˜o Ju´nior para um domı´nio de integridade infinito?
Seja K um corpo de charK 6= 2. E´ conhecido que uma K-a´lgebra A admite
uma Z2-graduac¸a˜o na˜o trivial se, e somente se, existe uma automorfismo de A
de ordem 2.
Consideremos os seguintes automorfismos de E de ordem 2:{
φ0 : E → E
ei 7→ −ei, i = 1, 2, . . . , n, . . .
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 φ∞ : E → Eei 7→ ei, se i e´ par
ei 7→ −ei, se i e´ ı´mpar φk
∗ : E → E
ei 7→ −ei, i = 1, . . . , k
ei 7→ ei, i = k + 1, . . . , φk : E → Eei 7→ ei, i = 1, . . . , k
ei 7→ −ei, i = k + 1, . . . ,
Cada um desses quatro automorfismos induz uma Z2-graduac¸a˜o na˜o trivial
em E:
• Induzida por φ0: Ecan. Nessa graduac¸a˜o, {e1, . . . , en, . . . } ⊂ (Ecan)1;
• Induzida por φ∞: E∞. Nessa graduac¸a˜o, {e2, . . . , e2n, . . . } ⊂ (E∞)0 e
{e1, e3, . . . , e2n+1, . . . } ⊂ (E∞)1;
• Induzida por φk∗ : Ek∗ . Nessa graduac¸a˜o, {e1, . . . , ek} ⊂ (Ek∗)1 e
{ek+1, ek+2, . . . , } ⊂ (Ek∗)0;
• Induzida por φk: Ek. Nessa graduac¸a˜o, {e1, . . . , ek} ⊂ (Ek)0 e
{ek+1, ek+2, . . . , } ⊂ (Ek)1.
Nos u´ltimos quinze anos, houve importantes trabalhos descrevendo as iden-
tidades graduadas da a´lgebra de Grassmann.
Giambruno, Mishchenko e Zaicev (2001,[22]) descreveram as identidades Z2-
graduadas de E (sobre um corpo de caracter´ıstica zero) munida da graduac¸a˜o
induzida por φ0. Anos mais tarde, Di Vincenzo e da Silva (2009,[13]) descreve-
ram as identidades Z2-graduadas de E (sobre um corpo de caracter´ıstica zero)
quando ela esta´ munida de uma graduac¸a˜o induzida por φk, ou por φ∞, ou por
φk∗ .
Centrone (2011,[10]) descreveu as identidades Z2-graduadas de E, sobre um
corpo infinito K de charK = p > 2, com uma graduac¸a˜o induzida por φ0, ou
φ∞, ou φk∗ , ou φk.
Ate´ o trabalho de Centrone, nada foi feito no sentido de descrever as identi-
dades Z2-graduadas de E quando ela esta´ sobre um corpo finito K de charK =
p > 2.
Nos trabalhos de Centrone [10] e da Silva-Di Vincenzo [13], a hipo´tese do
corpo ser infinito e´ importante. Quando K e´ infinito, e´ conhecido o seguinte
resultado: se A e´ uma a´lgebra unita´ria Z2-graduada sobre K, enta˜o T2(A) e´ con-
sequeˆncia de seus polinoˆmios Y -pro´prios. Esses polinoˆmios foram usados nos
trabalhos deles para descrever as identidades graduadas da a´lgebra de Grass-
mann.
Esta tese esta´ dividida em duas partes: a primeira parte e´ formada pelos
resultados sobre a´lgebras matriciais e a segunda parte pelo resultado sobre a
a´lgebra de Grassmann. O artigo com os resultados da primeira parte foi sub-
metido a` revista Communications in Algebra [18] e da segunda parte a` revista
Finite Fields and their Applications [19].
Abaixo, sera´ listado os resultados referentes a` primeira parte.
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Teorema 2.27. Seja K um domı´nio de integridade infinito. As identidades Z-
graduadas de Mn(K) (Mn(K) equipada com sua Z-graduac¸a˜o canoˆnica) seguem
de:
• x1x2 − x2x1 quando α(x1) = α(x2) = 0;
• x1x2x3 − x3x2x1 quando α(x1) = α(x3) = −α(x2) 6= 0;
• x1 quando |α(x1)| ≥ n.
Teorema 2.29. Seja K um domı´nio de integridade infinito. As identidades
polinomiais Zn-graduadas de Mn(K) (Mn(K) equipada com sua Zn-graduac¸a˜o
canoˆnica) seguem de:
• x1x2 − x2x1 quando α(x1) = α(x2) = 0;
• x1x2x3 − x3x2x1 quando α(x1) = α(x3) = −α(x2) 6= 0.
Definic¸a˜o. Sejam K um domı´nio de integridade infinito, G um grupo e g =
(g1, . . . , gn) ∈ Gn uma n-upla de elementos distintos de G. Consideremos
Mn(K) munida da graduac¸a˜o elementar induzida por g. Um monoˆmio m =
xi1 . . . xil ∈ K〈X〉 e´ dito do Tipo 1 quando o G-grau de qualquer uma das suas
subpalavras e´ um elemento de SuppG(Mn(K)).
No pro´ximo teorema, tem-se: s = |SuppG(Mn(K))|. λ representa o nu´mero
[s+ 1][(s+ 1)(
∑s
i=1(s− 1)i) + 1].
Teorema 2.38. Sejam K um domı´nio de integridade infinito, G um grupo
arbitra´rio e g = (g1, . . . , gn) ∈ Gn uma n-upla de elementos distintos de G.
Consideremos Mn(K) equipada da graduac¸a˜o elementar induzida por g. As
identidades graduadas de Mn(K) seguem de:
• x1x2 − x2x1 quando α(x1) = α(x2) = e;
• x1x2x3 − x3x2x1 quando α(x1) = α(x3) = (α(x2))−1 6= e;
• x1 quando Mn(K)α(x1) = {0};
• Identidades monomiais multilineares do Tipo 1 cujo grau e´ menor ou igual aλ.
Veja, agora, algumas informac¸o˜es te´cnicas.
Definic¸a˜o. Uma sequeˆncia (γ1, . . . , γn) de elementos de Zn e´ chamada uma
sequeˆncia completa quando as seguintes condic¸o˜es sa˜o satisfeitas:
γ1 + · · ·+ γn = 0;
{γ1, γ1 + γ2, . . . , γ1 + · · ·+ γn} = Zn.
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O conceito de sequeˆncia completa foi introduzido por Branda˜o Ju´nior em
sua tese de doutorado (definic¸a˜o 3.2, pa´gina 40, de [9]).
Definic¸a˜o. Sejam p > 2 um nu´mero primo e l ∈ p̂− 1. Denotamos por V1 o
conjunto formado pelos seguintes monoˆmios:
xp1 . . . x
p
l , em que {α(x1), · · · , α(xl)} ⊂ Zp − {0}.







em que α(x1) = α(x2) = 1.
Teorema 2.64. Sejam K um domı´nio de integridade infinito e p um nu´mero
primo. Os polinoˆmios centrais Zp-graduados de Mp(K) (Mp(K) equipada com
sua Zp-graduac¸a˜o canoˆnica) seguem de:
• z1(x1x2 − x2x1)z2 quando α(x1) = α(x2) = 0;
• z1(x1x2x3 − x3x2x1)z2 quando α(x1) = α(x3) = −α(x2) 6= 0;




xσ(1) . . . xσ(p), em que (α(x1), . . . , α(xp)) e´ uma sequeˆncia completa de Zp.
Ale´m disso, z1, z2 ∈
⋃
i∈Zp Xi.
Teorema 2.68. Seja K um domı´nio de integridade infinito. Os polinoˆmios cen-
trais Z-graduados de Mn(K) (Mn(K) equipada com sua Z-graduac¸a˜o canoˆnica)
seguem de:
• z1(x1x2 − x2x1)z2 quando α(x1) = α(x2) = 0;
• z1(x1x2x3 − x3x2x1)z2 quando α(x1) = α(x3) = −α(x2) 6= 0;




xσ(1) . . . xσ(n), em que (α(x1), . . . , α(xn)) e´ uma sequeˆncia completa de Zn.
Ale´m disso, z1, z2 ∈
⋃
i∈ZXi. No u´ltimo polinoˆmio listado acima, assumimos
que |α(xi)| < n para todo i ∈ n̂.
Na segunda parte desta tese, sera˜o apresentados os seguintes teoremas refe-
rentes a` a´lgebra de Grassmann.
Para simplificar, Y = {y1, . . . , yn, . . . } denotara´ as varia´veis pares e Z =
{z1, . . . , zn, . . . } denotara´ as varia´veis ı´mpares.
Teorema 3.34. Seja K um corpo finito de charK = p > 2 com |K| = q
elementos. As identidades Z2-graduadas de E (com graduac¸a˜o induzida por φ0)
seguem de:
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[y1, y2], [y1, z2], z1z2 + z2z1 e y
pq
1 − yp1 .
Teorema 3.35. Seja K um corpo finito de charK = p > 2 com |K| = q
elementos. As identidades Z2-graduadas de E (com graduac¸a˜o induzida por
φ∞) seguem de:




1 − yp1 .
Teorema 3.41. Seja K um corpo de charK = p > 2 e com |K| = q elementos.
As identidades Z2-graduadas de E (com graduac¸a˜o induzida por φk∗) seguem
de:




1 − yp1 .
Sejam T = (i1, . . . , il) e T
′ = (j1, . . . , jt) duas sequeˆncias estritamente cres-
centes,tais que t e´ par, l + t = m, e m̂ = {i1, . . . , il, j1, . . . , jt}. Considere os
polinoˆmios: fT (z1, . . . , zm) = zi1 . . . zil [zj1 , zj2 ] . . . [zjt−1 , zjt ]; gm(z1, . . . , zm) =∑
|T | e´ par
(−2)−|T |2 fT (z1, . . . , zm) para m ≥ 2 e g1(z) = z.
Teorema 3.59. Seja K um corpo de charK = p > 2 com |K| = q elementos.
As identidades Z2-graduadas de E (com graduac¸a˜o induzida por φk) seguem de:
• [y1, y2] . . . [yk, yk+1] quando k e´ ı´mpar;
• [y1, y2] . . . [yk−1, yk][yk+1, x] quando k e´ par e x ∈ X − {y1, . . . , yk+1};
• [x1, x2, x3];
• gk−l+2(z1, . . . , zk−l+2)[y1, y2] . . . [yl−1, yl] quando 0 ≤ l ≤ k e l e´ um
nu´mero par;
• gk−l+2(z1, . . . , zk−l+2)[zk−l+3, y1][y2, y3] . . . [yl−1, yl] quando 1 ≤ l ≤ k e l
e´ um nu´mero ı´mpar ;
• [gk−l+2(z1, . . . , zk−l+2), y1] . . . [yl−1, yl] quando 1 ≤ l ≤ k e l e´ um nu´mero
ı´mpar;
• zp1 ;
• ypq1 − yp1 .
1Cap´ıtulo 1
Preliminares
Neste cap´ıtulo, apresentaremos alguns fatos conhecidos de mo´dulos e a´lgebras,
identidades e identidades graduadas.
Assumiremos que sa˜o conhecidos fatos ba´sicos de a´lgebra linear (definic¸a˜o
de espac¸o vetorial, definic¸a˜o de base de um espac¸o vetorial e dimensa˜o de espac¸o
vetorial; veja por exemplo [25] e [26]); de teoria dos ane´is (definic¸a˜o e propri-
edades ba´sicas de um anel, subanel, domı´nio de integridade e corpo, anel de
polinoˆmios em uma indeterminada e com coeficientes em um anel, ideal de um
anel e anel quociente, corpo de frac¸o˜es de um domı´nio de integridade e corpos
finitos); teoria dos grupos (definic¸a˜o e propriedades ba´sicas de um grupo, sub-
grupo, grupo abeliano, conceito de grupo sime´trico e de grupo abeliano livre)
[veja por exemplo [25] e [26]].
Ao longo deste texto, K sera´ um domı´nio de integridade e 1K (ou 1) o
seu elemento neutro multiplicativo, G um grupo e e o seu elemento neutro.
A cardinalidade de um conjunto S sera´ simbolizada por |S|. Denotaremos a
a´lgebra das matrizes n × n sobre K por Mn(K) e por Eij ∈ Mn(K) a matriz
ba´sica cuja entrada na posic¸a˜o (ij) e´ 1 e as entradas nas demais sa˜o nulas.
Denotaremos o conjunto dos inteiros na˜o negativos por N, n̂ = {1, . . . , n} e o
anel dos polinoˆmios (com coeficientes em K) nas indeterminadas x1, . . . , xm por
K[x1, . . . , xm].
1.1 K-mo´dulos e K-a´lgebras
Definic¸a˜o 1.1. Um grupo abeliano M e´ dito um K-mo´dulo a` esquerda quando
existe uma aplicac¸a˜o:
µ : K ×M →M
(k,m) 7→ k.m
que goza das seguintes propriedades para todos k1, k2 ∈ K e m,m1,m2 ∈M :
• (k1 + k2).m = k1.m+ k2.m;
• k1.(m1 +m2) = k1.m1 + k1.m2;
• k1.k2(m1) = k1.(k2.m1);
• 1K .m = m.
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Daqui para frente, o termo K-mo´dulo denominara´ um K-mo´dulo a` esquerda.
Definic¸a˜o 1.2. Sejam M um K-mo´dulo e S ⊂ M um conjunto na˜o vazio. O
K-mo´dulo gerado por S e´ definido como:
spanK{S} := {k1m1 + · · ·+ knmn|k1, . . . , kn ∈ K;m1, . . . ,mn ∈ S}
Definic¸a˜o 1.3. Uma K-a´lgebra (linear) A e´ um K-mo´dulo provido de uma
multiplicac¸a˜o . : A×A→ A com as seguintes propriedades:
• A terna (A,+, .) e´ um anel;
• α(x.y) = (αx)y = x(αy) para quaisquer α ∈ K e x, y ∈ A.
Dizemos que um K-mo´dulo S ⊂ A e´ uma suba´lgebra quando (S,+, .) e´ uma
K-a´lgebra. Um K-mo´dulo I ⊂ A e´ dito um ideal (bilateral) quando I e´ uma
suba´lgebra e a.x, x.a ∈ I para quaisquer a ∈ A e x ∈ I. A e´ dita unita´ria
(respectivamente comutativa ou associativa) quando (A,+, .) e´ um anel unita´rio
(respectivamente um anel comutativo ou um anel associativo).
Definic¸a˜o 1.4. Seja A uma K-a´lgebra. Dizemos que B = {bl|l ∈ I} ⊂ A e´
uma base linear para A (como K-mo´dulo) quando as seguintes condic¸o˜es sa˜o
satisfeitas:
1) A = spanK{B};
2) Para qualquer {bi1 , . . . , bin} ⊂ B,
∑n
j=1 λij bij = 0 implicar que λi1 = . . . =
λin = 0.
Tais K-mo´dulos sa˜o denominados K-mo´dulos livres.
Definic¸a˜o 1.5. Sejam A e B duas K-a´lgebras. Uma aplicac¸a˜o φ : A → B e´
dita um homomorfismo (de K-a´lgebras) quando:
• φ(x+ y) = φ(x) + φ(y) para quaisquer x, y ∈ A;
• φ(r.x) = rφ(x) para quaisquer r ∈ K e x ∈ A;
• φ(x.y) = φ(x)φ(y) para quaisquer x, y ∈ A;
• Caso A e B sejam K-a´lgebras unita´rias, adicionamos a condic¸a˜o φ(1A1) =
1A2 .
Observac¸a˜o 1.6. Quando A = B, dizemos que φ e´ um endomorfismo de A.
Um endomorfismo bijetivo de A e´ chamado automorfismo de A. Dizemos que
A e B sa˜o isomorfas quando existe um homomorfismo ρ : A→ B bijetivo.
Um exemplo de homomorfismo e´ a projec¸a˜o canoˆnica de Z em Zn:{
pi : Z→ Zn
a 7→ a, em que a e´ o resto da divisa˜o de a por n
Nesta tese, a menos que se diga algo ao contra´rio, todas as a´lgebras associ-
ativas sera˜o unita´rias.
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Exemplo 1.7 (A´lgebra associativa livre e comutadores).
Seja X = {x1, . . . , xn, . . . } um conjunto enumera´vel de varia´veis. A a´lgebra
de polinoˆmios nas varia´veis associativas (na˜o comutativas) de X (a qual deno-
tamos por K〈X〉) e´ denominada de a´lgebra associativa livre (livremente gerada
por X). Esta a´lgebra possui a seguinte propriedade universal: para toda K-
a´lgebra associativa B, qualquer aplicac¸a˜o α : X → B pode ser estendida a um
u´nico homomorfismo α : K〈X〉 → B.
Denotaremos por Comut(X) := {[xi1 , · · · , xin ] : n ≥ 2, xij ∈ X}.
Dizemos que f ∈ K〈X〉 e´ um polinoˆmio com termo independente nulo
quando f(0) = 0.
Definic¸a˜o 1.8. Um polinoˆmio f(x1, . . . , xn) ∈ K〈X〉 (com termo independente
nulo) e´ dito multi-homogeˆneo quando cada uma das suas varia´veis aparece o
mesmo nu´mero de vezes em todos os seus monoˆmios. Dizemos que f (com
termo independente nulo) e´ um polinoˆmio multilinear quando cada uma das
suas varia´veis aparece uma u´nica vez em todos os seus monoˆmios.
Definic¸a˜o 1.9. Sejam A um K-a´lgebra e S ⊂ A um subconjunto na˜o vazio.
A suba´lgebra gerada por S (denotamos por 〈S〉) e´ o K-mo´dulo gerado pelos
elementos da forma:
((((ai1 .ai2).ai3) . . . ).ain), em que ai1 , . . . , ain ∈ S e n ≥ 1.
Exemplo 1.10 (A´lgebra de Grassmann de dimensa˜o infinita). Sejam K um
corpo de charK 6= 2 e V um K-espac¸o vetorial com base {e1, . . . , en, . . . }. A
a´lgebra de Grassmann de dimensa˜o infinita (unita´ria) gerada por {e1, . . . , en, . . . }
e´ definida por:
E := 〈1E , e1, . . . , en, . . . |eiej = −ejei〉.
O conjunto B = {ei1 . . . . .eik |i1 < · · · < ik; k ≥ 0} e´ uma base linear para E.
A a´lgebra de Grassmann de dimensa˜o infinita (na˜o unita´ria) e´ definida por:
E∗ := 〈e1, . . . , en, . . . |eiej = −ejei〉.
Definic¸a˜o 1.11. Seja K um corpo. Uma K-a´lgebra linear (A,+, .) e´ dita uma
a´lgebra de Lie quando as seguintes propriedades sa˜o satisfeitas para quaisquer
a, b, c ∈ A:
• (Anticomutatividade) a.a = 0;
• (Identidade de Jacobi) (a.b).c+ (b.c).a+ (c.a).b = 0.
Exemplo 1.12. Sejam K um corpo e (A,+, .) uma K-a´lgebra associativa. A
a´lgebra linear (A(−),+, [, ]) com a operac¸a˜o:
[a, b] := a.b− b.a para todos a, b ∈ A
e´ uma a´lgebra de Lie. Denominamo-la como a´lgebra de Lie associada a` A.
Exemplo 1.13. Sejam K um corpo e X = {x1, x2, . . . , xn, . . . } um conjunto
enumera´vel de varia´veis. A a´lgebra de Lie LK(X) ⊃ X chama-se a´lgebra de
Lie livre, com conjunto de geradores livres X, se para cada a´lgebra de Lie L,
qualquer aplicac¸a˜o α : X → L pode ser estendida a um u´nico homomorfismo
α : LK(X)→ L.
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Definic¸a˜o 1.14. Sejam K um corpo e L uma K-a´lgebra de Lie. Dizemos
que A(−) e´ uma envolvente de L quando existe um homomorfismo injetivo φ :
L→ A(−). Uma a´lgebra associativa U(L) e´ chamada uma envolvente universal
de L quando U(L)(−) e´ uma a´lgebra envolvente de L e a seguinte propriedade
universal e´ satisfeita: para toda a´lgebra associativa B, qualquer homomorfismo
de a´lgebras de Lie φ : L→ B(−) pode ser estendido a um u´nico homomorfismo
de a´lgebras associativas φ : U(L)→ B.
Teorema 1.15 (Teorema de Poincare´-Birkhoff-Witt). Seja K um corpo. Toda
K-a´lgebra de Lie (L,+, ∗) com uma base ordenada {ei|i ∈ I} possui uma
envolvente universal (a qual e´ u´nica a menos de isomorfismo). Ale´m disso,
B := {ei1 . . . eik |i1 ≤ · · · ≤ ik, ik ∈ I, k = 0, 1, 2, . . . } e´ uma base para U(L).
Demonstrac¸a˜o. Para uma demonstrac¸a˜o, citamos, por exemplo, Teorema 1.3.2,
pa´ginas 11-14, de [16].
Teorema 1.16 (Teorema de Witt). Seja K um corpo. A suba´lgebra L(X)
gerada por X ⊂ K〈X〉(−) e´ isomorfa a LK(X). Ale´m disso, U(L(X)) = K〈X〉.
Demonstrac¸a˜o. Para uma demonstrac¸a˜o, citamos, por exemplo, Teorema 1.3.5,
pa´gina 14, de [16].
1.2 A´lgebras graduadas
Dizemos que uma K-a´lgebra A e´ G-graduada quando existem subconjuntos
{Ag}g∈G, tais que:




3) Se |G| > 1, Ah ∩ (
∑
g∈G−{h}Ag) = {0} para todo h ∈ G;
4) Ag.Ah ⊂ Ag.h para quaisquer g, h ∈ G.
Quando as condic¸o˜es 1),2) e 3) sa˜o satisfeitas, escrevemos A =
⊕
g∈GAg.
Dizemos que {Ag}g∈G forma uma G-graduac¸a˜o em A. A G-graduac¸a˜o {Ag}g∈G
e´ trivial quando Ae = A. Um elemento a ∈ ∪g∈GAg e´ chamado de homogeˆneo.
Quando a 6= 0 ∈ Ag, dizemos que ele e´ um elemento homogeˆneo de G-grau g e
denotamos o seu G-grau por α(a) = g. Uma suba´lgebra (respectivamente um
ideal) B ⊂ A e´ G-graduada quando B = ⊕g∈G(Ag ∩B).
Um homomorfismo entre duas a´lgebras G-graduadas φ : A→ B e´ chamado
G-graduado quando φ(Ag) ⊂ Bg para todo g ∈ G.
Fixemos uma G-graduac¸a˜o em A. O suporte de A, com respeito a esta
G-graduac¸a˜o, e o qual denotamos por SuppG(A), e´ o seguinte subconjunto de
G:
SuppG(A) := {g ∈ G|Ag 6= {0}}.
CAPI´TULO 1. PRELIMINARES 5
1.2.1 A´lgebra de matrizes e graduac¸o˜es elementares
A a´lgebra de matrizes Mn(K) pode ser graduada por Zn (Zn-graduac¸a˜o
canoˆnica) e por Z (Z-graduac¸a˜o canoˆnica) como segue:
(Mn(K))l := spanK{Eij |j − i = l}.
(Mn(K))l =: spanK{Eij |j − i = l} quando |l| < n;
(Mn(K))l := {0} quando |l| ≥ n.
Definic¸a˜o 1.17. Uma G-graduac¸a˜o em Mn(K) e´ dita elementar quando existe
uma n-upla g = (g1, . . . , gm) ∈ Gn, tal que para quaisquer i, j ∈ {1, . . . , n}, a
matriz Eij ∈ (Mn(K))g−1i gj . Neste caso, dizemos que Mn(K) esta´ equipada com
a graduac¸a˜o elementar induzida por g.
QuandoMn(K) esta´ equipada com a graduac¸a˜o induzida por uma n-upla g =
(g1, . . . , gn), Mn(K)e = spanK{E11, . . . , Enn} (Mn(K)e coincide a suba´lgebra
das matrizes diagonais) se, e somente se, g tem elementos distintos.
Notemos que a Z-graduac¸a˜o canoˆnica (respectivamente a Zn-graduac¸a˜o
canoˆnica) e´ a graduac¸a˜o elementar induzida por (1, . . . , n) (respectivamente a
graduac¸a˜o elementar induzida por (1, . . . , n)).
Nesta tese, consideraremos (apenas) Mn(K) equipada com a graduac¸a˜o ele-
mentar induzida por g = (g1, . . . , gn) ∈ Gn, em que g e´ uma n-upla de elementos
distintos de G. Ale´m disto, Mn(K) sera´ graduada por Z e por Zn somente do
modo canoˆnico.
1.2.2 A´lgebra de Grassmann e Z2-graduac¸o˜es
Nesta sec¸a˜o, descreveremos as Z2-graduac¸o˜es (na˜o trivial) de E (a menos
de isomorfismo Z2-graduado) na situac¸a˜o em que {e1, . . . , en, . . . } e´ homogeˆneo
com relac¸a˜o a ela.
Lema 1.18. Seja K um corpo de charK 6= 2. Uma a´lgebra A possui uma
Z2-graduac¸a˜o na˜o trivial se, e so´ se, existe um automorfismo de A de ordem 2.
Demonstrac¸a˜o. Inicialmente, suponhamos que exista um automorfismo de A
de ordem 2. Consideremos, enta˜o, um automorfismo φ : A → A de ordem
2. Percebamos que a = 2−1(a + φ(a)) + 2−1(a − φ(a)) e {a ∈ A|2−1(a +
φ(a)) = 2−1(a − φ(a))} = {0}. Sendo assim, na˜o e´ dif´ıcil verificarmos que
({2−1(a+φ(a))|a ∈ A}, {2−1(a−φ(a))|a ∈ A}) e´ uma Z2-graduac¸a˜o na˜o trivial
em A.
Por outro lado, suponhamos que A possua uma Z2-graduac¸a˜o na˜o trivial
(A0, A1). Afirmamos, enta˜o, que a aplicac¸a˜o:
φ : A→ A
a0 + a1 7→ a0 − a1
e´ um automorfismo de A de ordem 2. De fato, notemos que φ tem ordem 2.
Ale´m disso, φ e´ bijetiva, pois φ(a0 − a1) = a0 + a1 e A0 ∩A1 = {0}.
Apresentaremos, agora, quatro automorfismos de ordem 2 de E:{
φ0 : E → E
ei 7→ −ei, i = 1, 2, . . . , n, . . .
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 φ∞ : E → Eei 7→ ei, se i e´ par
ei 7→ −ei, se i e´ ı´mpar φk
∗ : E → E
ei 7→ −ei, i = 1, . . . , k
ei 7→ ei, i = k + 1, . . . , φk : E → Eei 7→ ei, i = 1, . . . , k
ei 7→ −ei, i = k + 1, . . . ,
Cada um desses quatro automorfismos induz uma Z2-graduac¸a˜o na˜o trivial
em E:
• Induzida por φ0: Ecan ou (E0). Nessa graduac¸a˜o, V ⊂ (Ecan)1;
• Induzida por φ∞: E∞. Nessa graduac¸a˜o, {e2, . . . , e2n, . . . } ⊂ (E∞)0 e
{e1, e3, . . . , e2n+1, . . . } ⊂ (E∞)1;
• Induzida por φk∗ : Ek∗ . Nessa graduac¸a˜o, {e1, . . . , ek} ⊂ (Ek∗)1 e
{ek+1, ek+2, . . . , } ⊂ (Ek∗)0;
• Induzida por φk: Ek. Nessa graduac¸a˜o, {e1, . . . , ek} ⊂ (Ek)0 e
{ek+1, ek+2, . . . , } ⊂ (Ek)1.
Nesta tese, a a´lgebra de Grassmann estara´ munida de uma Z2-graduac¸a˜o
induzida por um dos quatro automorfismos citados.
1.3 Identidades polinomiais e polinoˆmios cen-
trais
Definic¸a˜o 1.19. Um polinoˆmio f(x1, . . . , xn) ∈ K〈X〉 e´ chamado uma identi-
dade polinomial (ordina´ria) de uma K-a´lgebra A quando:
f(a1, . . . , an) = 0 para quaisquer a1, . . . , an ∈ A.
Sa˜o exemplos de a´lgebras com identidades polinomiais:
• Uma K-a´lgebra comutativa, pois satisfaz a identidade x1x2 − x2x1;
• Um corpo finito K com q elementos, pois satisfaz a identidade xq1 − x1;
• A a´lgebra de Grassmann, pois satisfaz o polinoˆmio [x1, x2, x3];
• A a´lgebra M2(K), pois satisfaz o polinoˆmio [[x1, x2]2, x3].
Definic¸a˜o 1.20. Um ideal I ⊂ K〈X〉 e´ dito um T -ideal quando φ(I) ⊂ I para
todo φ ∈ End(K〈X〉).
Definic¸a˜o 1.21. Seja S = {fi, i ∈ J} ⊂ K〈X〉 (J e´ um conjunto de ı´ndices)
na˜o vazio. O T -ideal gerado por S e´ definido por:
〈S〉T := spanK{gφ(fi)h|φ ∈ End(K〈X〉); fi ∈ S; g, h ∈ K〈X〉}.
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Dizemos que g e´ uma consequeˆncia (ou que segue) de S quando g ∈ 〈S〉T .
Denotamos o conjunto das identidades de uma K-a´lgebra A por T (A). No-
temos que T (A) e´ um T -ideal.
Definic¸a˜o 1.22. Um polinoˆmio f(x1, . . . , xn) ∈ K〈X〉 (com termo indepen-
dente nulo) e´ chamado um polinoˆmio central (ordina´rio) de uma K-a´lgebra A
quando:
fxn+1 − xn+1f ∈ T (A).
O conjunto formado pelos polinoˆmios centrais de A e´ denotado por C(A). Di-
zemos que f ∈ C(A) e´ um polinoˆmio central na˜o trivial de A quando f /∈ T (A).
Vejamos alguns exemplos.
• x1 e´ um polinoˆmio central de uma a´lgebra comutativa;
• [x1, x2]2 e´ um polinoˆmio central na˜o trivial de M2(K);
• [x1, x2] e´ um polinoˆmio central na˜o trivial de E.
Dada uma K-a´lgebra A, na˜o e´ dif´ıcil ver que C(A) e´ um K-mo´dulo fechado
sob todos os endomorfismos de K〈X〉.
Definic¸a˜o 1.23. Os K-mo´dulos de K〈X〉 fechados sob todos os endomorfismos
sa˜o denominados de T -espac¸os. O T -espac¸o gerado por S = {fi, i ∈ J} ⊂ K〈X〉
(J e´ um conjunto de ı´ndices) e´ definido por:
〈S〉T := spanK{φ(fi)|φ ∈ End(K〈X〉); fi ∈ S}.
Dizemos que g e´ uma consequeˆncia (ou que segue) de S quando g ∈ 〈S〉T .
Como podemos notar, se A e´ uma K-a´lgebra, enta˜o C(A) e´ T -espac¸o. Ale´m
disso, na˜o e´ dif´ıcil verificarmos que C(A) e´ uma suba´lgebra.
Existam exemplos de T -espac¸os que na˜o suba´lgebras (veja Exemplo 1.45, de
[9]).
1.4 Identidades polinomiais graduadas e polinoˆ-
mios centrais graduados
Sejam G um grupo, Xg = {xg1, . . . , xgn, . . . } (g ∈ G) e X =
⋃
g∈GXg uma
colec¸a˜o de varia´veis associativas, tais que Xg ∩Xh = {} quando g 6= h. Dizemos
que x ∈ X tem G-grau g quando x ∈ Xg. Definimos o G-grau de 1 por e e de
um monoˆmio m = xi1 . . . xin por α(m) := α(xi1) . . . α(xin). Com isto, temos
que K〈X〉 e´ uma K-a´lgebra G-graduada cujas componentes homogeˆneas sa˜o:
K〈X〉g := spanK{m e´ um monoˆmio de K〈X〉;α(m) = g} se g 6= e
K〈X〉e := spanK{m e´ um monoˆmio de K〈X〉;α(m) = e}+ spanK{1}.
Um endomorfismo φ de K〈X〉 e´ chamado G-graduado quando φ(K〈X〉g)
esta´ contido em K〈X〉g para todo g ∈ G.
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Definic¸a˜o 1.24. Seja A uma K-a´lgebra G-graduada. Um polinoˆmio G-graduado
f(x1, . . . , xn) e´ dito uma identidade G-graduada de A quando:
f(a1, . . . , an) = 0 para quaisquer a1 ∈ Aα(x1), . . . , an ∈ Aα(xn).
Notemos que se A e´ uma a´lgebra G-graduada, enta˜o o conjunto das iden-
tidades polinomiais graduadas de A (respectivamente polinoˆmios centrais G-
graduados de A), o qual denotamos por TG(A) (respectivamente CG(A)), e´
um ideal graduado (respectivamente K-submo´dulo) fechado sob todos os endo-
morfismos graduados de K〈X〉. Ideais graduados de K〈X〉 (respectivamente
K-submo´dulos de K〈X〉) fechado sob todos os endomorfismos graduados de
K〈X〉 sa˜o denominados de TG-ideais (respectivamente TG-espac¸os). TG-ideais
ou TG-espac¸os gerados por um conjunto de polinoˆmios graduados S = {fi, i ∈
J} ⊂ K〈X〉, em que J e´ um conjunto de ı´ndices sa˜o definidos de modo ana´logo
a`queles apresentados na u´ltima sec¸a˜o. A u´nica alterac¸a˜o e´ que, neste caso,
iremos substituir endomorfismos por endomorfismos graduados.
Definic¸a˜o 1.25. Seja A uma K-a´lgebra G-graduada. Um polinoˆmio G-graduado
f(x1, . . . , xn) (com termo independente nulo) e´ dito um polinoˆmio central G-
graduado de A quando:
fxn+1 − xn+1f ∈ TG(A), xn+1 ∈ X.
Exemplo 1.26. Sa˜o exemplos de identidades Z2-graduadas de M2(K):
x1x2 − x2x1 quando α(x1) = α(x2) = 0;
x1x2x3 = x3x2x1 quando α(x1) = α(x2) = α(x3) = 1.




2, com α(x1) = α(x2) = 1, sa˜o polinoˆmios centrais
Z2-graduados (na˜o triviais) de M2(K).
Exemplo 1.27. Sa˜o exemplos de identidades Z2-graduadas da a´lgebra de Gras-
smann (com graduac¸a˜o induzida por φ0):
x1x2 − x2x1 quando α(x1) = α(x2) = 0;
x1x2 − x2x1 quando α(x1) = 1 α(x2) = 0;
x1x2 + x2x1 quando α(x1) = α(x2) = 1.
O polinoˆmio x1, com α(x1) = 0, e´ um polinoˆmio central na˜o trivial para Ecan.
Por u´ltimo, enunciaremos dois fatos bem conhecidos:
Proposic¸a˜o 1.28. Sejam A uma K-a´lgebra G-graduada com uma base linear B
(formada por elementos homogeˆneos) e f(x1, . . . , xn) um polinoˆmio multilinear.
Enta˜o f ∈ TG(A) se, e somente se,
f(a1, . . . , an) = 0 para quaisquer a1 ∈ Aα(x1) ∩B, . . . , Aα(xn) ∩B.
Proposic¸a˜o 1.29. Sejam A uma a´lgebra G-graduada com uma base linear B
(formada por elementos homogeˆneos) e f(x1, . . . , xn) um polinoˆmio multilinear.
Enta˜o f ∈ CG(A) se, e somente se,
f(a1, . . . , an).an+1 − an+1.f(a1, . . . , an) = 0 para quaisquer
a1 ∈ Aα(x1) ∩B, . . . , an ∈ Aα(xn) ∩B e an+1 ∈ (
⋃
g Ag) ∩B.
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1.5 Matrizes gene´ricas
Nesta sec¸a˜o, K sera´ um domı´nio de integridade infinito fixo e Frac(K) o
seu corpo de frac¸o˜es.
Sejam Y(p,q) = {y1,(p,q), y2,(p,q), . . . , yn,(p,q), . . . } um conjunto enumera´vel de
varia´veis comutativas, Y =
⋃
(p,q)∈n̂×n̂ Y(p,q) e Mn(Ω) a a´lgebra de matrizes
sobre Ω = K[Y ].




(p,q)∈n̂×n̂ yi,(p,q)Epq, i ∈ N− {0}.
A suba´lgebra de Mn(Ω) (a qual denotamos por R) gerada pelas matrizes gene´ricas
e´ denominada de a´lgebra das matrizes gene´ricas.
Observac¸a˜o 1.31. A a´lgebra das matrizes gene´ricas goza da seguinte proprie-
dade universal: qualquer aplicac¸a˜o φ :
⋃∞
i=1{Ai} → Mn(K) pode ser estendida
a um u´nico homomorfismo φ : R→Mn(K).
Proposic¸a˜o 1.32. Se f(x1, . . . , xm) ∈ T (R), enta˜o f ∈ T (Mn(K)).
Demonstrac¸a˜o. SejamB1, · · · , Bm ∈Mn(K). Provaremos que f(B1, · · · , Bm) =
0. Para isto, consideremos a seguinte aplicac¸a˜o: φ :
⋃∞
i=1{Ai} →Mn(K)
Ai 7→ Bi, i = 1, . . . ,m
Ai 7→ 0, i = m+ 1, . . .
Pela propriedade universal da a´lgebra das matrizes gene´ricas, φ pode ser
estendida a um u´nico homomorfismo φ : R → Mn(K). Da´ı, segue que 0 =
φ(f(x1, . . . , xm)) = f(B1, . . . , Bm) como desejado.
Lema 1.33. Se f(x1) ∈ K[x1] um polinoˆmio na˜o nulo, enta˜o existe α1 ∈ K,
tal que f(α1) 6= 0.
Demonstrac¸a˜o. Por hipo´tese, K e´ um domı´nio de integridade infinito. Supo-
nhamos, por absurdo, que f(α) = 0 para todo α ∈ K. Sendo assim, existe uma
sequeˆncia {αi} elementos de K distintos, tal que f se anula nela. Ora, vendo f
como um polinoˆmio com coeficientes em Frac(K), ter´ıamos que (x−αi) | f para
todo elemento da sequeˆncia {αi}, o que implica que f = 0; contradic¸a˜o.
Mais geralmente, por um argumento indutivo no nu´mero de varia´veis de f ,
temos:
Lema 1.34. Seja f(x1, . . . , xm) ∈ K[x1, . . . , xm] um polinoˆmio na˜o nulo. Exis-
tem α1, . . . , αm ∈ K, tais que f(α1, . . . , αm) 6= 0.
Exemplo 1.35. Notemos que, se K e´ um anel infinito arbitra´rio, podem existir
polinoˆmios em uma indeterminada com infinitas ra´ızes. Tomemos, por exemplo,
o anel infinito Z4[x] e o anel de polinoˆmios Z4[x][y]. O polinoˆmio y2 tem uma
infinidade de ra´ızes, das quais citamos: 2x, 2x2, . . . , 2xn, . . . .
Proposic¸a˜o 1.36. Se f ∈ T (Mn(K)), enta˜o f ∈ T (R). Consequentemente
T (Mn(K)) = T (R).
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Demonstrac¸a˜o. Suponhamos, por absurdo, que exista um polinoˆmio nas varia´veis
x1, . . . , xm f(x1, . . . , xm) ∈ T (Mn(K))− T (R). Desta forma, existira˜o matrizes
gene´ricas A1, . . . , Am ∈ R, tais que f(A1, . . . , Am) 6= 0.
Isto implica que a matriz f(A1, . . . , Am) tem uma posic¸a˜o (ij) cuja entrada
e´ na˜o nula. Para simplificar, suponhamos que essa entrada seja g(y1, . . . , yr).
Com base no Lema 1.34, existem α1, . . . , αr ∈ K, tais que g(α1, . . . , αr) 6= 0.
Desta forma, a partir de uma aplicac¸a˜o conveniente φ :
⋃∞
i=1{Ai} 7→ Mn(K),
temos que Eiiφ(f(A1, . . . , Am))Ejj = g(α1, . . . , αr).Eij 6= {0}.
Ora, mas isto e´ uma contradic¸a˜o, pois f ∈ T (Mn(K)).
Corola´rio 1.37. C(R) = C(Mn(K)).
As Proposic¸o˜es 1.32 e 1.36 sa˜o bem conhecidas. Um dos matema´ticos res-
ponsa´veis pela divulgac¸a˜o da a´lgebra das matrizes gene´ricas e de suas aplicac¸o˜es
foi o matema´tico italiano Claudio Procesi. Em seu livro intitulado Rings with
Polynomial Identities [32], podemos encontrar a demonstrac¸a˜o dessas duas pro-





2.1 O modelo gene´rico de Silva
Neste cap´ıtulo, K denotara´ um domı´nio de integridade infinito fixo. O nosso
propo´sito nesta sec¸a˜o sera´ apresentar o modelo gene´rico de Silva que foi descrito
em [38].
Para cada h ∈ G, seja Yh = {ykh,i|1 ≤ k ≤ n; i ≥ 1} uma famı´lia enumera´vel
de varia´veis comutativas e seja Mn(Ω) a a´lgebra formada pelas matrizes n× n
sobre Ω = K[Y ], em que Y =
⋃
h∈G Yh. Esta a´lgebra pode, de modo similar
a` Mn(K), ser equipada a graduac¸a˜o elementar induzida por g = (g1, . . . , gn).
Em outras palavras, Mn(Ω) (Ω e´ um domı´nio de integridade infinito) esta´ equi-
pada com a graduac¸a˜o elementar induzida por g quando Eij ∈ Mn(Ω)g−1i gj .
Denotaremos por Gn o conjunto {g1, . . . , gn}.
Definic¸a˜o 2.1. Seja h um elemento de G. O conjunto de todos os ı´ndices k ∈ n̂,
tais que gkh ∈ Gn e´ denotado por Lh. O ı´ndice determinado por gsk2 := gkh e´
definido como sk2 .
Definic¸a˜o 2.2. Seja h = (h1, . . . , hm) ∈ Gm. Definimos por Lh (o conjunto de
todos ı´ndices associados com a m-upla (h1, . . . , hm)) o subconjunto de n̂ cujos
elementos satisfazem a propriedade:
gkh1 . . . hi ∈ Gn, para todo i ∈ m̂.
Associada a h, definimos, de forma indutiva, a sequeˆncia (sk1 , . . . , s
k
m+1)
(sequeˆncia associada a h determinada por k) por:
1)sk1 = k;
2)skl : gskl = gkh1 . . . hl−1 ∀ l ∈ {2, . . . ,m+ 1}.
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A suba´lgebra G-graduada de Mn(Ω) gerada pelas matrizes gene´ricas e´ chamada
de a´lgebra das matrizes gene´ricas. Denotaremos esta a´lgebra por R.
Definic¸a˜o 2.3. Seja m = xi1 . . . xil ∈ K〈X〉. Denotamos por h(m) a l-upla
(α(xi1), . . . , α(xil)) ∈ Gl.
O pro´ximo lema e´ um importante resultado computacional. Sua prova e´ uma
consequeˆncia imediata da ta´bua de multiplicac¸a˜o das matrizes elementares.
Lema 2.4. (Silva. Lema 3.5, de[38]) Se L e´ o conjunto dos ı´ndices associados
a q-upla (h1, . . . , hq) de G
q e sk = (s
k
1 , . . . , s
k
q+1) denota a sequeˆncia associada
a L determinada por k ∈ L, enta˜o:





k∈L wkEsk1 ,skq+1 ,










Definic¸a˜o 2.5. Sejam f(x1, . . . , xn) um polinoˆmio e as matrizes gene´ricas
A1 ∈ Rα(x1), . . . , An ∈ Rα(xn). Denotaremos por f(A1, . . . , An) o resultado
da substituic¸a˜o pelas matrizes gene´ricas correspondentes.
A prova do pro´ximo lema e´ similar a` da Proposic¸a˜o 1.36.
Lema 2.6. Seja K um domı´nio de integridade infinito. Enta˜o:
TG(Mn(K)) = TG(R).
Corola´rio 2.7. (Silva. Corola´rio 3.7, de [38]) Sejam m1,m2 ∈ K〈X〉 dois
monoˆmios, tais que h(m1) = h(m2). Enta˜o m1 ∈ TG(Mn(K)) se, e so´ se,
m2 ∈ TG(Mn(K)).
Demonstrac¸a˜o. Por hipo´tese, h(m1) = h(m2). Logo, pelo Lema 2.4, segue que
m1 ∈ TG(R) se, e somente se, m2 ∈ TG(R).
Aplicando o Lema 2.6, obtemos o resultado.
Outra consequeˆncia imediata do Lema 2.6 e´ o seguinte lema:
Lema 2.8. Seja K um domı´nio de integridade infinito. Enta˜o CG(Mn(K)) e´
igual a CG(R).
Lema 2.9. Seja K um domı´nio de integridade infinito. Se f ∈ TG(Mn(K)),
enta˜o todas as componentes multi-homogeˆneas de f pertencem a TG(Mn(K)).
Demonstrac¸a˜o. Seja f(x1, . . . , xm) uma identidade G-graduada de Mn(K). Es-
crevamos f como a soma de suas diferentes componentes multi-homogeˆneas:
f(x1, . . . , xm) =
l∑
i=1
fi(x1, . . . , xm). (2.1)
Podemos supor, sem perda de generalidade, que os monoˆmios de cada po-
linoˆmio fi(i = 1, . . . , l) na˜o sa˜o identidades graduadas de Mn(K).
Se l = 1, a prova e´ o´bvia. Suponhamos que l ≥ 2 e consideremos k1, k2 ∈ l̂.
Suponhamos que, na posic¸a˜o (p, q) ∈ n̂ × n̂, as matrizes fk1(A1, . . . , Am) e
fk2(A1, . . . , Am) tenham uma entrada na˜o nula.











i=1 γiNi os polinoˆmios que aparecem
na posic¸a˜o (p, q) de fk1 e fk2 , respectivamente. As letras gregas denotam ele-
mentos de K − {0} e as letras latinas sa˜o monoˆmios. Notemos que Mi 6= Nj
para todos i ∈ l̂1 e j ∈ l̂2. Deste fato, segue que f ∈ TG(R) se, e so´ se,
fi ∈ TG(R) para todo i ∈ l̂. Logo, todas as componentes multi-homogeˆneas de
f sa˜o identidades de Mn(K).
Adaptando a prova do Lema 2.9, podemos demonstrar o seguinte resultado:
Lema 2.10. Seja f um polinoˆmio central G-graduado de Mn(K). Enta˜o todas
as componentes multi-homogeˆneas de f sa˜o elementos de CG(Mn(K)).
Uma importante consequeˆncia da prova do Lema 2.9 e´ a seguinte:
Lema 2.11. Sejam m(x1, . . . , xq) = xi1 . . . xir e n(x1, . . . , xq) dois monoˆmios,
tais que as matrizes n(A1, . . . , Aq) e m(A1, . . . , Aq) teˆm, em alguma posic¸a˜o, a
mesma entrada na˜o nula. Enta˜o:
m− n
e´ um polinoˆmio multi-homogeˆneo.
2.2 Algumas identidades graduadas de Mn(K) e
monoˆmios do Tipo 1
Algumas identidades graduadas de Mn(K) sera˜o descritas no pro´ximo lema.
Lema 2.12. Sejam K um domı´nio de integridade infinito, G um grupo e
g = (g1, . . . , gn) ∈ Gn uma n-upla de elementos distintos. Sa˜o identidades
G-graduadas de Mn(K):
x1x2 − x2x1 quando α(x1) = α(x2) = e; (2.2)
x1x2x3 − x3x2x1 quando α(x1) = α(x3) = (α(x2))−1 6= e; (2.3)
x1 quando Mn(K)α(x1) = {0}. (2.4)
Demonstrac¸a˜o. De acordo com a hipo´tese, (g1, . . . , gn) ∈ Gn e´ uma n-upla de
elementos distintos. Dessa forma, a componente neutra deMn(K) corresponde a`
suba´lgebra das matrizes diagonais. Da´ı, conclu´ımos que o polinoˆmio x1x2−x2x1,
em que α(x1) = α(x2) = e, e´ uma identidade polinomial graduada de Mn(K).
Notemos que o segundo polinoˆmio e´ multilinear. Assim, basta avalia´-lo em
matrizes elementares. Suponhamos, sem perda de generalidade, que
Mn(K)α(x1),Mn(K)α(x2) 6= {0}. Sejam Ei1j1 ∈Mn(K)α(x1), Ei2j2 ∈Mn(K)α(x2),
Ei3j3 ∈Mn(K)α(x3) e consideremos o produto Ei1j1Ei2j2Ei3j3 .
Se Ei1j1Ei2j2Ei3j3 6= 0, enta˜o j1 = i2 e j2 = i3. Ale´m disso, Ei1j1Ei2j2Ei3j3 =
Ei1j3 ∈ Mn(K)α(x1). Por hipo´tese, α(x1) = α(x2)−1 = α(x3). Logo j2 =
i1 = i3 e i2 = j3 porque Mn(K)e e´ a suba´lgebra das matrizes diagonais.
Logo Ei3j3Ei2j2Ei1j1 = Ei1j3 = Ei1j1Ei2j2Ei3j3 . Suponhamos, agora, que
Ei1j1Ei2j2Ei3j3 e´ a matriz nula. Provaremos que Ei3j3Ei2j2Ei1j1 tambe´m e´
a matriz nula. Suponhamos, por contradic¸a˜o, que o u´ltimo produto de matri-
zes elementares e´ na˜o nulo. Repetindo as ideias do u´ltimo caso, ter´ıamos que
Ei1j1Ei2j2Ei3j3 = Ei3j1 o que e´ uma contradic¸a˜o.
A terceira identidade e´ imediata.
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Notemos que a identidade x3x2x1 = x1x2x3, α(x1) = α(x2) = α(x3) = e, e´
uma consequeˆncia de (2.2). Ale´m disso, quando Mn(K)α(x1) ou Mn(K)α(x2) =
{0}, temos que essa identidade e´ consequeˆncia da terceira identidade listada
acima.
Definic¸a˜o 2.13. Denotaremos o TG-ideal gerado pelas identidades (1), (2), (3)
por J e o TG-ideal gerado pelas identidades (1), (2) por J1.
Quando n = 1, temos que as identidades de M1(K) ∼= K seguem de x1x2 =
x2x1 (α(x1) = α(x2) = e) e x1 = 0, M1(K)α(x1) = {0}. Desta forma, daqui
para frente, suporemos que n ≥ 2.
Definic¸a˜o 2.14. Seja m = xi1 . . . xiq . Um monoˆmio G-graduado n ∈ K〈X〉 e´
chamado uma subpalavra de m quando existem j ∈ {0, 1, . . . , q} e l ∈ N, tais
que j + l ≤ q e:
n = xij . . . xij+l .
Ale´m disso, o monoˆmio n e´ chamado uma subpalavra pro´pria de m quando n e´
uma subpalavra de m e n 6= m.
Definic¸a˜o 2.15. Seja m = xi1 . . . xil . Este monoˆmio e´ dito do Tipo 1 quando
o G-grau de cada uma das suas subpalavras e´ um elemento de SuppG(Mn(K)).
Exemplo 2.16 (Exemplo 4.7, de [4]). Consideremos o grupo abeliano livre
G gerado por g1, . . . , g6 e g = (g1, g1g4, g1g4g5, g2, g2g5, g2g5g6, g3, g3g4g5g6) ∈
G8. A a´lgebra M8(K), munida de uma graduac¸a˜o elementar induzida por g,
possui uma identidade monomial do Tipo 1, a saber x1x2, em que α(x1) = g4
e α(x2) = g5g6. De fato, notemos que M8(K)g4 = spanK{E12}, M8(K)g5g6 =
spanK{E46} e M8(K)g4g5g6 = spanK{E78}. Com isto, temos que α(x1), α(x2),
α(x1x2) ∈ SuppG(M8(K)). Por outro lado, x1x2 ∈ TG(M8(K)), pois E12.E46 =
0.
Lema 2.17. Sejam m um monoˆmio multilinear do Tipo 1 e m o monoˆmio ob-
tido de m pelo descarte das suas varia´veis de G-grau e. Enta˜o m ∈ TG(Mn(K))
se, e somente se, m ∈ TG(Mn(K)).
Demonstrac¸a˜o. De in´ıcio, notemos que
∑n
i=1Eii ∈ Mn(K)e. Sendo assim, e´
claro que se m ∈ TG(Mn(K)), enta˜o m ∈ TG(Mn(K)). Reciprocamente, note-
mos que existe um homomorfismo G-graduado φ de K〈X〉, tal que φ(m) = m.
Assim, se m ∈ TG(Mn(K)), temos que m ∈ TG(Mn(K)).
Lema 2.18. Seja m = xi1 . . . xil ∈ TG(Mn(K)). Se m na˜o e´ um monoˆmio do
Tipo 1, enta˜o m e´ consequeˆncia de uma identidade do seguinte tipo:
x1 = 0 em que Mn(K)α(x1) = {0}.
Como m na˜o e´ um monoˆmio do Tipo 1, existe uma subpalavra n de m, tal que
α(n) /∈ SuppG(Mn(K)). Assim, Mn(K)α(n) = 0 e n e´ consequeˆncia de uma
identidade do tipo x1 com Mn(K)α(x1) = {0}; da´ı, conclu´ımos que m tambe´m
o e´.
Definic¸a˜o 2.19. Sejam m = xi1 . . . xiq e k, l ∈ Z, tais que 1 ≤ k ≤ l ≤ q.
Definimos o monoˆmio obtido de m pelo descarte das k − 1 primeiras varia´veis
e pelas u´ltimas q − l varia´veis por m[k,l].
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O lema a seguir sera´ usado para demonstrar o primeiro lema da pro´xima
sec¸a˜o.
Lema 2.20. (Silva. Lema 4.5, de [38]) Sejam M(x1, . . . , xq) e N(x1, . . . , xq)
dois monoˆmios de K〈X〉 que comec¸am com a mesma varia´vel. Sejam m(x1, . . . , xq)
e n(x1, . . . , xq) dois monoˆmios obtidos de M e N (respectivamente) pelo des-
carte da primeira varia´vel. Se existem matrizes A1, . . . , Aq, tais que as matrizes
M(A1, . . . , Aq) e N(A1, . . . , Aq) teˆm, na mesma posic¸a˜o, a mesma entrada na˜o
nula, enta˜o as matrizes m(A1, . . . , Aq) e n(A1, . . . , Aq) tambe´m teˆm, na mesma
posic¸a˜o, a mesma entrada na˜o nula.
Demonstrac¸a˜o. E´ uma consequeˆncia imediata do Lema 2.4.
2.3 Dois lemas te´cnicos
O pro´ximo lema segue algumas ideias de (Lema 6, [2]), (Lema 5, [3]) e (Lema
4, [40]). Em (Lema 4.6,[38]), ha´ uma prova do lema abaixo. Contudo, a pro´xima
prova e´ original.
Lema 2.21. Sejam m(x1, . . . , xq) e n(x1, . . . , xq) dois monoˆmios, tais que as
matrizes n(A1, . . . , Aq) e m(A1, . . . , Aq) teˆm, em alguma posic¸a˜o, a mesma en-
trada na˜o nula. Enta˜o:
m(x1, x2, . . . , xq) ≡ n(x1, x2, . . . , xq) mod J1 (respectivamente mod J).
Demonstrac¸a˜o. Seja m = xi1 . . . xir . De acordo com o Lema 2.11, m− n e´ um
polinoˆmio multi-homogeˆneo. Sejam m1 e n1 dois monoˆmios multilineares com
as mesmas varia´veis, tais que h(m1) = h(m) e h(n1) = h(n). Para provarmos o
Lema, e´ suficiente verificarmos que:
m1 ≡ n1 mod J1.
Suponhamos que m1 = x1 . . . xr. Sendo assim, existe σ ∈ Sr, tal que n1 =
xσ(1) . . . xσ(r).
Por hipo´tese, existe uma posic¸a˜o (i, j) ∈ n̂× n̂, tal que:
E1im1(A1, . . . , Aq)Ej1 = E1in1(A1, . . . , Aq)Ej1 6= 0.
Suponhamos que, na posic¸a˜o (i, j), a entrada de m1(A1, . . . , Aq) seja o monoˆmio
yq1α(x1),1 . . . y
qr
α(xr),r
, em que q2, . . . , qr ∈ n̂ e q1 = i. Logo:
Eq1sq1α(x1)










Dessa forma, existem matrizes elementares Ei1j1 ∈Mn(K)α(x1), . . . ,
Eirjr ∈Mn(K)α(xr) com a seguinte propriedade:
Ei1j1 . . . Eirjr = Eiσ(1)jσ(1) . . . Eiσ(r)jσ(r) 6= 0.
Da´ı, segue que: i1 = iσ(1), jr = jσ(r) e α(m1) = α(n1) = g
−1
i gj .
Nos pro´ximos passos, no´s usaremos induc¸a˜o em r, o grau dos monoˆmios n1
e m1.
Se r = 1, a prova e´ o´bvia. A prova sera´ feita por induc¸a˜o em r.
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Caso 1: Suponhamos que σ(1) = 1. Neste caso, os monoˆmios m1 e n1 comec¸am
com a mesma varia´vel. Sejam m2 e n2 dois monoˆmios obtidos de m1 e
n1, respectivamente, pelo descarte da primeira varia´vel. Pelo Lema 2.20,
segue-se que m2(A1, . . . , Aq) e n2(A1, . . . , Aq) teˆm na mesma posic¸a˜o a
mesma entrada na˜o nula. Por hipo´tese de induc¸a˜o, temos que m2 ≡ n2
mo´dulo J1. Consequentemente, m1 ≡ n1 mo´dulo J1.
Caso 2: Suponhamos que σ(1) > 1 e seja t o menor inteiro positivo, tal que
σ−1(t + 1) < σ−1(1) ≤ σ−1(t). Definamos por k1 := σ−1(t + 1), k2 :=
σ−1(1) e k3 = σ−1(t). Notemos que σ(k1) = t + 1, σ(k2) = 1, σ(k3) = t,
iσ(c+1) = jσ(c) e ic+1 = jc para todo c ∈ r̂ − 1. E´ claro que:














































Desta forma, pelas identidades (2.2) e (2.3), conclu´ımos que:
n1 ≡ n[k2,k3]1 n[k1,k2−1]1 n[1,k1−1]1 n[k3+1,r]1 mod J1.
Portanto n1 e´ congruente com um monoˆmio m2 que comec¸a com a mesma
varia´vel de m1. Assim:
E1im2(A1, . . . , Aq)Ej1 = E1in1(A1, . . . , Aq)Ej1 6= 0.
Com base no primeiro caso, temos que m2 ≡ m1 mod J1. Assim, m1 ≡
n1 mod J1.
O pro´ximo lema usara´ um argumento que foi aplicado nos artigos (U´ltimo
teorema, [40]), (U´ltimo teorema, [2]), (U´ltimo teorema, [3]) e (Teorema 5.3,
[38]).
Lema 2.22. Seja K um domı´nio de integridade infinito. Sejam G um grupo e
g = (g1, . . . , gn) ∈ Gn uma n-upla de elementos distintos de G. Consideremos
Mn(K) equipada da graduac¸a˜o elementar induzida por g. Se Mn(K) na˜o satisfaz
uma identidade monomial do Tipo 1, enta˜o:
TG(Mn(K)) = J .
Demonstrac¸a˜o. Suponhamos, por contradic¸a˜o, que exista um polinoˆmio nas
varia´veis x1, . . . , xt f(x1, . . . , xt) =
∑l
i=1 λimi ∈ TG(Mn(K)) − J , em que
λi ∈ K−{0} e mi e´ um monoˆmio. De acordo com o Lema 2.9, no´s podemos su-
por que f e´ um polinoˆmio multi-homogeˆneo. Ale´m disso, podemos admitir que
cada mi na˜o e´ consequeˆncia de (2.4) , isto porque, se g +m ∈ TG(Mn(K))− J
e´ um polinoˆmio multi-homogeˆneo, em que m e´ uma identidade monomial que e´
consequeˆncia de (2.4), enta˜o g ∈ TG(Mn(K))−J . O inteiro l pode ser escolhido
como o menor inteiro do seguinte conjunto:
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B = {q ∈ N|∑qi=1 γini(x1, . . . , xt) ∈ TG(Mn(K))− J ; γi ∈ K − {0}
para todo i ∈ q̂}.
Como f ∈ TG(Mn(K)), enta˜o:
f(A1, . . . , At) = 0.
Notemos que mi(A1, . . . , At) 6= 0 i ∈ {1, . . . , l}, porque Mn(K) na˜o satisfaz
uma identidade monomial do Tipo 1. Assim, conclu´ımos que l ≥ 2.
Como f(A1, . . . , At) = 0, temos que:
−λ1m1(A1, . . . , At) =
∑l
i=2 λimi(A1, . . . , At).
Assim, existe k ∈ {2, . . . , l}, tal que m1(A1, . . . , At) e mk(A1, . . . , At) teˆm,
em alguma posic¸a˜o, a mesma entrada na˜o nula. Assim, pelo Lema 2.21, segue
que m1 ≡ mk mod J . Na˜o e´ dif´ıcil vermos que h = f + λk(m1 − mk) =
(λ1 + λk)m1 + · · ·+ λk−1mk−1 + λk+1mk+1 + · · ·+ λlml ∈ TG(Mn(K))− J .
Ora, mas l e´ o menor inteiro positivo do conjunto B; contradic¸a˜o.
2.4 Identidades Z-graduadas de Mn(K)
Nesta sec¸a˜o, iremos descrever as identidades Z-graduadas de Mn(K) equi-
pada com sua Z-graduac¸a˜o canoˆnica. Como ja´ foi comentado no cap´ıtulo ante-
rior, esta e´ a graduac¸a˜o elementar induzida pela n-upla (1, 2, . . . , n) ∈ Zn. O
suporte dessa graduac¸a˜o e´ o conjunto {a ∈ Z||a| < n}.
Na prova dos cinco pro´ximos lemas, usaremos algumas ideias de [41].
Lema 2.23. Seja m = x1 . . . xl um monoˆmio multilinear do Tipo 1, tal que
|α(m)| = n− 1. Enta˜o m /∈ TZ(Mn(K)).
Demonstrac¸a˜o. A prova sera´ dividida em dois casos.
Caso 1: Suponhamos que α(m) = n−1. Notemos que α(x1)+· · ·+α(xl) = n−1.
Como m e´ um monoˆmio do Tipo 1, segue que 0 ≤ α(x1) + · · · + α(xr)
e´ menor ou igual a n − 1, r = 1, . . . , l. Consideremos as seguintes ma-
trizes elementares: E1,α(x1)+1 ∈ Mn(K)α(x1), Eα(x1)+1,α(x1)+α(x2)+1 ∈
Mn(K)α(x2), . . . , E1+α(x1)+···+α(xl−1),n ∈ Mn(K)α(xl). Portanto, o pro-
duto dessas matrizes elementares E1,α(x1)+1. . . . .E1+α(x1)+···+α(xl−1),n =
E1n.
Caso 2: Suponhamos que α(m) = −n+ 1. Notemos que α(x1) + · · ·+ α(xl) =
−n + 1. Como m e´ um monoˆmio do Tipo 1, segue que −n + 1 e´ menor
ou igual α(x1) + · · · + α(xr) ≤ 0, r = 1, . . . , l. Consideremos as seguintes
matrizes elementares: En,α(x1)+n ∈Mn(K)α(x1), Eα(x1)+n,α(x1)+α(x2)+n ∈
Mn(K)α(x2), . . . , En+α(x1)+···+α(xl−1),1 ∈Mn(K)α(xl). Portanto,
En,α(x1)+n. . . . .En+α(x1)+···+α(xl−1),1 = En1.
Lema 2.24. Seja m = x1 . . . xixi+1 . . . xl um monoˆmio multilinear do Tipo 1
que conte´m uma subpalavra pro´pria de Z-grau −n + 1 ou n − 1. Enta˜o m na˜o
pertence a TZ(Mn(K)).
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Demonstrac¸a˜o. Com efeito, suporemos, sem perda de generalidade, que
α(x1 . . . xi) = n− 1. De acordo com o Lema 2.23, existem matrizes elementares
El1k1 ∈Mn(K)α(x1), . . . , Eliki ∈Mn(K)α(xi), tais que:
El1k1 . . . Eliki = E1n.
Visto que m e´ um monoˆmio do Tipo 1, temos que −n+1 ≤ α(xi+r . . . xi+r) ≤ 0
para r = 1, . . . , l − i. Ale´m disto:
E1k1 . . . ElinEn,α(xi+1)+n.En+α(xi+1),n+α(xi+1)+α(xi+2). · · · .
En+α(xi+1)+···+α(xl−1),n+α(xi+1)+···+α(xl−1)+α(xl) 6= 0.
Lema 2.25. Seja Ekl ∈ Mn(K) uma matriz elementar de Z-grau j. Enta˜o
Ekl ∈Mn+1(K) tambe´m tem Z-grau j.
Lema 2.26. Se m = x1 . . . xl e´ um monoˆmio multilinear do Tipo 1, enta˜o
m /∈ TZ(Mn(K)).
Demonstrac¸a˜o. Podemos supor, sem perda de generalidade, que m na˜o tem
varia´veis de Z-grau 0.
Se |α(m)| = n − 1 ou m tem uma subpalavra pro´pria de Z-grau n − 1 ou
−n+ 1, a prova segue dos Lemas 2.23 e 2.24. Suponhamos, por induc¸a˜o, que o
resultado seja va´lido para Ml(K) com l = n−1 e m na˜o possua uma subpalavra
m̂, tal que |α(m̂)| = n− 1.
Pela hipo´tese de induc¸a˜o, existem matrizes elementares Ei1j1 ∈Mn−1(K)α(x1),
. . . , Eiljl ∈Mn−1(K)α(xl) (1 ≤ i1, . . . , il, j1, . . . , jl ≤ n− 1), tais que:
Ei1j1 . . . Eiljl = Ei1jl .
Aplicando o Lema 2.25, segue o resultado.
Teorema 2.27. Seja K um domı´nio de integridade infinito. As identidades Z-
graduadas de Mn(K) (Mn(K) equipada com sua Z-graduac¸a˜o canoˆnica) seguem
de:
• x1x2 − x2x1 quando α(x1) = α(x2) = 0;
• x1x2x3 − x3x2x1 quando α(x1) = α(x3) = −α(x2) 6= 0;
• x1 quando |α(x1)| ≥ n.
Demonstrac¸a˜o. A princ´ıpio, lembremos que:
SuppZ(Mn(K)) = {−n+ 1, . . . , 0, . . . , n− 1}.
De acordo com o Lema 2.22, e´ suficiente provarmos que Mn(K) na˜o satisfaz
uma identidade monomial do Tipo 1. Suponhamos, por absurdo, que exista
uma identidade monomial do Tipo 1 m = xi1 . . . xil ∈ TG(Mn(K)). Seja m1
um monoˆmio multilinear tal que h(m1) = h(m). Pelo Corola´rio 2.7, temos que
m ∈ TZ(Mn(K)) se, e so´ se, m1 ∈ TG(Mn(K)).
Por outro lado, com base no Lema 2.26, Mn(K) na˜o satisfaz uma identidade
(monomial) multilinear do Tipo 1 o que e´ um absurdo.
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2.5 Identidades Zn-graduadas de Mn(K)
Nesta sec¸a˜o, descreveremos as identidades Zn-graduadas de Mn(K) quando
esta a´lgebra esta´ munida de sua Zn-graduac¸a˜o canoˆnica. Lembremos que essa e´ a
graduac¸a˜o elementar induzida pela n-upla (1, . . . , n) ∈ (Zn)n e que pi : Z→ Zn
denota a projec¸a˜o canoˆnica de Z em Zn. Observemos que o suporte dessa
graduac¸a˜o e´ o conjunto Zn.
Lema 2.28. Se m = x1 . . . xl e´ um monoˆmio multilinear, enta˜o m /∈ TZn(Mn(K)).
Demonstrac¸a˜o. Seja m = x1 . . . xl um monoˆmio multilinear. Se l = 1, a prova
e´ o´bvia, porque existe uma matriz elementar Ei1j1 ∈ (Mn(K))α(x1).
Suponhamos, por induc¸a˜o, que o resultado seja va´lido para k = l− 1. Logo,
existem matrizes elementares Ei2j2 ∈ (Mn(K))α(x2), . . . , Eiljl ∈ (Mn(K))α(xl)
e:
Ei2j2 . . . Eiljl = Ei2jl .
Para finalizar, notemos que Epi−1(i2−α(x1))∩n̂,i2 ∈Mn(K)α(x1) e:
Epi−1(i2−α(x1))∩n̂,i2Ei2j2 . . . Eiljl = Epi−1(i2−α(x1))∩n̂,jl .
Teorema 2.29. Seja K um domı´nio de integridade infinito. As identidades
Zn-graduadas de Mn(K) (Mn(K) equipada com sua Zn-graduac¸a˜o canoˆnica)
seguem de:
• x1x2 − x2x1 quando α(x1) = α(x2) = 0;
• x1x2x3 − x3x2x1 quando α(x1) = α(x3) = −α(x2) 6= 0.
Demonstrac¸a˜o. Sabemos que Mn(K) na˜o possui uma identidade monomial mul-
tilinear (Lema 2.28). Pelo Corola´rio 2.7, temos que m na˜o possui uma identidade
monomial.
E´ claro que J1 ⊂ TZn(Mn(K)). Suponhamos, por contradic¸a˜o, que J1  
TZn(Mn(K)). Desta forma, existe um polinoˆmio multi-homogeˆneo f(x1, . . . , xt) =∑l
i=1 λimi ∈ TZn(Mn(K))−J1 (em quel ≥ 2). Podemos supor que l e´ o menor
elemento do conjunto definido abaixo:
B = {q ∈ N|∑qi=1 γini(x1, . . . , xt) ∈ TZn(Mn(K))− J1; γi ∈ K − {0}
para todo i ∈ q̂}.
Ja´ que f ∈ TZn(Mn(K)), temos que f(A1, . . . , At) = 0, e assim, existe um
monoˆmio mi (i > 1), tal que mi(A1, . . . , At) e m1(A1, . . . , At) teˆm numa mesma
posic¸a˜o, a mesma entrada na˜o nula. Logo, pelo Lema 2.21, mi ≡ m1 mod J1.
Notemos que g = f − λi(mi −m1) ∈ TZn(Mn(K)) − J1. Mas g tem menos
de l somandos, o que e´ uma contradic¸a˜o.
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2.6 Caracterizac¸a˜o das identidades monomiais
do Tipo 1 de Mn(K)
Nesta sec¸a˜o, Mn(K) estara´ munida de uma graduac¸a˜o elementar em que a
componente neutra coincide com a suba´lgebra das matrizes diagonais.
Denotaremos por s = |SuppG(Mn(K))| e λ = [s+1][(s+1)(
∑s
i=1(s−1)i)+1].
Definic¸a˜o 2.30. Denotamos por S o conjunto das sequeˆncias de elementos
de SuppG(Mn(K)) cujo comprimento e´ menor ou igual a s. Denotamos por
A = {(g1, . . . , gn) ∈ S|g1. . . . .gn = e}.
Notemos que |S| = ∑si=1 si.
Definic¸a˜o 2.31. Dizemos que um monoˆmio m = xi1 . . . xil e´ do Tipo 2 quando
existem k ∈ N− {0}, p1, p2 ∈ l̂, tais que 1 ≤ p1 < p1 + k < p2 < p2 + k ≤ l e:
• α(xip1 . . . xip1+k) = α(xip1+k+1 . . . xip2−1) = α(xip2 . . . xip2+k) = e;
• h(xip1 . . . xip1+k) = h(xip2 . . . xip2+k).
Definic¸a˜o 2.32. Um monoˆmio m = xi1 . . . xil e´ chamado do Tipo-3 quando
este na˜o tem uma subpalavra pro´pria (na˜o vazia) de G-grau e. Caso contra´rio,
dizemos que m e´ um monoˆmio de Tipo-4.
Corola´rio 2.33. Seja m = xi1 . . . xil um monoˆmio do Tipo 1 sem varia´veis de
G-grau e. Se l > s, enta˜o m e´ um monoˆmio do Tipo 4.
Demonstrac¸a˜o. Seja β(t) := α(m[1,t]) uma func¸a˜o definida em l̂. Por hipo´tese,
l > s. Consequentemente, pelo Princ´ıpio da Casa dos Pombos, existem
1 ≤ t1 < t2 ≤ l, tais que β(t1) = β(t2). Notemos que t1 + 1 < t2, porque m na˜o
tem varia´veis de G-grau e. Assim m[t1+1,t2] satisfaz a tese do corola´rio.
Lema 2.34. Seja S um multiconjunto formado por elementos de ̂(
∑s
i=1(s− 1)i).
Se |S| ≥ (s+ 1)(∑si=1(s− 1)i) + 1, enta˜o existe i ∈ ̂(∑si=1(s− 1)i) que ocorre,
pelo menos, s+ 2 vezes em S.
Demonstrac¸a˜o. Este lema e´ uma consequeˆncia imediata do Princ´ıpio da Casa
dos Pombos.
Lema 2.35. Seja m um monoˆmio multilinear do Tipo 1 sem varia´veis de G-
grau e. Se o grau de m e´ maior ou igual a [s + 1][(s + 1)(
∑s
i=1(s − 1)i) + 1],
enta˜o este monoˆmio e´ do Tipo 2.
Demonstrac¸a˜o. Seja m um monoˆmio multilinear do Tipo 1 sem varia´veis de
G-grau e e cujo grau ordina´rio e´ maior ou igual a (s + 1)2(
∑s
i=1 s
i) + (s + 1).







[s+2,2(s+1)], . . . ,ma = m
[(a−1)(s+1)+1,a.(s+1)].
De acordo com o Corola´rio 2.33, para cadami, existe pelo menos uma subpalavra
(na˜o vazia) de G-grau e e com grau menor ou igual a s.
Seja γ : {m1, . . . ,ma} → A uma relac¸a˜o com a seguinte regra:
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(g1, · · · , gn) ∈ γ(mi) se, e so´ se, existe uma subpalavra de mi de grau n, mi,1,
tal que h(mi,1) = (g1, · · · , gn).
Pelo Lema 2.34, existem subpalavras (na˜o vazias)mi1,1, . . . ,mis+2,1 pertencentes
a {γ(mi1), . . . , γ(mia)} de mi1 , . . . ,mis+2 respectivamente, tais que:
i1 < · · · < is+2 e h(mi1,1) = · · · = h(mis+2,1).
Por uma aplicac¸a˜o conveniente do princ´ıpio da casa dos pombos, existem j, k ∈
{1, . . . , s + 2} com j < k, tais que a subpalavra de m (mij ,ik,1), entre mij ,1 e
mik,1, tem G-grau e. Isto demonstra que mij ,1mij ,ik,1mik,1 e´ um monoˆmio do
Tipo 2. Logo, m tambe´m e´ um monoˆmio do Tipo 2.
Definic¸a˜o 2.36. Sejam G um grupo e g = (g1, . . . , gn) ∈ Gn uma n-upla de
elementos distintos de G. Consideremos Mn(K) equipada com a graduac¸a˜o
elementar induzida por g. Denotamos por U o TG-ideal gerado pelas seguintes
identidades de Mn(K):
• x1x2 − x2x1 quando α(x1) = α(x2) = e;
• x1x2x3 − x3x2x1 quando α(x1) = α(x3) = (α(x2))−1 6= e;
• x1 quando Mn(K)α(x1) = {0};
• Identidades monomiais multilineares do Tipo 1 cujo grau e´ menor ou igual a λ (4).
O pro´ximo lema usara´ alguns argumentos de (Proposic¸a˜o 4.2, [4]).
Lema 2.37. Seja m = x1 . . . xq um monoˆmio multilinear de K〈X〉, em que
q ≥ λ + 1. Se m e´ uma identidade monomial do Tipo 1 de Mn(K), enta˜o m
e´ consequeˆncia das identidades multilineares do Tipo 1 cujo grau e´ menor ou
igual a λ.
Demonstrac¸a˜o. Seja m = x1 . . . xq uma identidade multilinear do Tipo 1 de
Mn(K), tal que q ≥ λ + 1. Podemos supor, sem perda de generalidade, que
α(xi) 6= e para todo i ∈ q̂ (pelo Lema 2.17). Suponhamos que q = λ + 1. De
acordo com o Lema 2.35, existem p1, p2, a ∈ N, tais que:
1 ≤ p1 < p1 + a < p2 < p2 + a ≤ q;
α(xp1 . . . xp1+a) = α(xp1+a+1 . . . xp2−1) = α(xp2 . . . xp2+a) = e;
h(xp1 . . . xp1+a) = h(xp2 . . . xp2+a).
Se xp1 . . . xp2+a e´ uma identidade monomial graduada de Mn(K), enta˜o m
pertence a 〈xp1 . . . xp2+a〉TG . Sendo assim, podemos supor que xp1 . . . xp2+a na˜o
pertence a TG(Mn(K)).
Consideremos o monoˆmio m̂ = m[1,p1−1]m[p1+a+1,q]. Se m̂ e´ uma identidade
monomial de Mn(K), enta˜o m e´ consequeˆncia de m̂ que e´ um monoˆmio do Tipo
1.
Suponhamos, por contradic¸a˜o, que m̂ na˜o e´ uma identidade polinomial gra-
duada de Mn(K). Assumamos, sem perda de generalidade, que p1 + a + 1
e´ menor que p2 e q ≥ p2 + a + 1. Dessa forma, existira˜o matrizes elemen-
tares El1k1 ∈ Mn(K)α(x1), . . . , Elp1−1kp1−1 ∈ Mn(K)α(xp1−1), Elp1+a+1kp1+a+1 ∈
Mn(K)α(xp1+a+1), . . . , Elp2+akp2+a ∈Mn(K)α(xp2 ), . . . , Elqkq ∈Mn(K)α(xq), tais
que:
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El1k1 . · · · .Elp1−1kp1−1 .Elp1+a+1kp1+a+1 . · · · .Elqkq 6= 0.
Notemos que kp1−1 = lp1+a+1 = kp2−1 = lp2 = kp2+a.
Consideremos a seguinte substituic¸a˜o em m:
xi = Eliki ∀ i ∈ q̂ − {p1, . . . , p1 + a} ;
xlp1+jkp1+j = Elp2+jkp2+j ∀ j ∈ {0, 1, . . . , a}.
E´ claro que (Elp2kp2 . · · · .Elp2+akp2+a)2 = (Elp2kp2 . · · ·Elp2+akp2+a) = Elp2 lp2 .
Sendo assim, temos que
(El1kp1−1).(Elp2 lp2 ).(Elp1+a+1kp1+a+1 . · · · .Elp2−1kp2−1).(Elp2 lp2 ).(Elp2+a+1kq ) =
El1k1 . · · · .Elp1−1kp1−1 .Elp1+a+1kp1+a+1 . · · · .Elqkq .
Contudo, pela u´ltima igualdade reca´ımos em uma contradic¸a˜o, porque que m ∈
TG(Mn(K)).
Por induc¸a˜o em q, conclu´ımos o resultado.
Lema 2.38. Sejam G um grupo e g = (g1, . . . , gn) uma n-upla de elementos
distintos de G. Consideremos Mn(K) munida da graduac¸a˜o elementar induzida
por g. Se m e´ uma identidade monomial do Tipo 1 para Mn(K), enta˜o m e´
consequeˆncia de (4).
Demonstrac¸a˜o. Este fato e´ consequeˆncia imediata do Corola´rio 2.7 e do Lema
2.37.
Teorema 2.39. Sejam K um domı´nio de integridade infinito, G um grupo e
g = (g1, . . . , gn) uma n-upla de elementos distintos de G. Consideremos Mn(K)
equipada com a graduac¸a˜o elementar induzida por g. As identidades graduadas
de Mn(K) seguem de:
• x1x2 − x2x1 quando α(x1) = α(x2) = e;
• x1x2x3 − x3x2x1 quando α(x1) = α(x3) = (α(x2))−1 6= e;
• x1 quando Mn(K)α(x1) = {0}.
• Identidades monomiais multilineares do Tipo 1 cujo grau e´ menor ou igual a λ.
Demonstrac¸a˜o. Suponhamos, por contradic¸a˜o, que TG(Mn(K)) ) U , em que
U foi apresentado na Definic¸a˜o 2.36. Desta forma, existe um polinoˆmio multi-
homogeˆneo f(x1, . . . , xm) =
∑l
i=1 λimi ∈ TG(Mn(K)) − U . Pelo Lema 2.38,
temos que todas as identidades monomiais de Mn(K) esta˜o contidas em U .
Desta forma, podemos assumir que cada mi na˜o e´ uma identidade monomial.
Podemos supor que l ≥ 2 e´ o menor inteiro do ana´logo do conjunto B que foi
definido na demonstrac¸a˜o do Lema 2.22.
Mimetizando os argumentos da parte final da prova do Lema 2.22, segue o
resultado.
CAPI´TULO 2. IDENTIDADES DE MATRIZES 23
2.7 Identidades MEn-graduadas de Mn(K)
Lembremos que um semigrupo (SG, .) e´ um conjunto na˜o vazio munido de
uma operac¸a˜o “.′′ associativa.
A a´lgebra Mn(K) e´ graduada naturalmente por MEn, o semigrupo das
matrizes elementares de classe n.
Definic¸a˜o 2.40. O semigrupo das matrizes elementares de classe n,
MEn = {(i, j) ∈ n̂× n̂} ∪ {0}, e´ definido pela seguinte ta´bua de multiplicac¸a˜o:
• 0.(i, j) = (i, j).0 = 0;
• (i, j)(k, l) = (i, l) quando j = k;
• (i, j)(k, l) = 0 quando j 6= k.
Definic¸a˜o 2.41. Denotaremos por K〈X〉+ a a´lgebra associativa livre MEn-
graduada na˜o unita´ria gerada livremente por X. Denotaremos as varia´veis de
MEn-grau 0 e (i, j) dadas por x0, xij , yij , zij, respectivamente.
O pro´ximo lema e´ uma consequeˆncia imediata da tabela de multiplicac¸a˜o de
matrizes elementares:
Lema 2.42. Os seguintes polinoˆmios sa˜o identidades MEn-graduadas de Mn(K):
xjjyjj − yjjxjj em que j ∈ n̂; (2.5)
xijyjizij − zijyjixij em que 1 ≤ i, j ≤ n i 6= j; (2.6)
x0. (2.7)
O pro´ximo teorema foi uma contribuic¸a˜o de Bahturin e Drensky.
Teorema 2.43. (Bahturin e Drensky. Teorema 4.9, de [4]) Seja K um corpo
de caracter´ıstica zero. Enta˜o as identidades MEn-graduadas de Mn(K) seguem
de:
xjjyjj − yjjxjj em que j ∈ n̂;
xijyjizij − zijyjixij em que 1 ≤ i, j ≤ n; i 6= j
x0.
Nesta sec¸a˜o, no´s estenderemos este resultado para domı´nios de integridade
infinitos. Denotaremos por JMEn o TMEn -ideal gerado por (2.5), (2.6) e (2.7).
Sejam h ∈ MEn − {0} e Wh = {w(1)h , . . . , w(n)h , . . . } um conjunto infinito
de varia´veis comutativas. Sejam W =
⋃
h∈MEn−{0}Wh e Ω = K[W ] o anel de
polinoˆmios nas indeterminadas de W . A a´lgebra Mn(Ω), assim como Mn(K),
pode ser graduada por MEn de forma natural.
Definic¸a˜o 2.44. Uma matriz gene´rica de Mn(Ω) de MEn-grau (i, j) e´ um





(i,j)Eij, em que 1 ≤ i, j ≤ n e k ∈ {1, 2, . . . , n, . . . , }.
A suba´lgebra MEn-graduada gerada pelas matrizes gene´ricas de Mn(Ω) e´ cha-
mada de a´lgebra das matrizes gene´ricas e a denotamos por R.
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A seguir, listaremos alguns resultados que sa˜o, respectivamente, verso˜es si-
milares dos Lemas 2.6, 2.9, 2.20 e 2.21.
• Seja K um domı´nio de integridade infinito. Enta˜o TMEn(Mn(K)) =
TMEn(R).
• TMEn(Mn(K)) e´ um TMEn -ideal multi-homogeˆneo.
• Sejam M(x1, . . . , xq) e N(x1, . . . , xq) dois monoˆmios de K〈X〉+ que come-
c¸am com a mesma varia´vel e sejam m(x1, . . . , xq), n(x1, . . . , xq) dois monoˆ-
mios obtidos deM eN (respectivamente) pelo descarte da primeira varia´vel.
Se existem matrizes gene´ricasA
(1)
(i1j1)













, . . . , A
(q)
(iqjq)
) teˆm, em uma mesma posic¸a˜o, a mesma entrada
na˜o nula, enta˜o as matrizes m(A
(1)
(i1j1)










tambe´m teˆm, na mesma posic¸a˜o, a mesma entrada na˜o nula.







, . . . , A
(kq)
(iq,jq)
) teˆm, em alguma posic¸a˜o, uma mesma entrada
na˜o nula, enta˜o M1 ≡M2 mod JMEn .
A prova do pro´ximo lema e´ imediata.
Lema 2.45. Seja m ∈ K〈X〉+ uma identidade monomial MEn-graduada de
Mn(K). Enta˜o m e´ consequeˆncia da identidade x0.
Teorema 2.46. Seja K um domı´nio de integridade infinito. Enta˜o as identi-
dades MEn-graduadas de Mn(K) seguem de:
• xjjyjj − yjjxjj em que j ∈ n̂;
• xijyjizij − zijyjixij em que 1 ≤ i, j ≤ n i 6= j;
• x0.
Demonstrac¸a˜o. Suponhamos, por contradic¸a˜o, que JMEn  TMEn(Mn(K)).
Assim, existe um polinoˆmio multi-homogeˆneo f(x1, . . . , xt) =∑l
i=1 λimi ∈ TMEn(Mn(K)) − JMEn . Podemos supor que cada mi na˜o e´ con-
sequeˆncia de (2.8) e, ale´m disso, escolher l o menor poss´ıvel. Haja vista que
f ∈ TMEn(Mn(K)), temos que f(A1, . . . , At) = 0. Portanto−λ1m1(A1, . . . , At) =∑l
i=2 λimi(A1, . . . , At).
Da´ı, conclu´ımos que existe um monoˆmio mj , com j ∈ {2, . . . , l}, tal que
m1(A1, . . . , At) e mj(A1, . . . , At) teˆm, em uma mesma posic¸a˜o, a mesma entrada
na˜o nula.
Mimetizando os argumentos da parte final da prova do Lema 2.22, segue o
resultado.
2.8 Polinoˆmios Centrais Zp-graduados de Mp(K)
Nesta sec¸a˜o, p denotara´ um nu´mero primo. O nosso objetivo sera´ descrever
os polinoˆmios centrais Zp-graduados de Mp(K) equipada com sua Zp-graduac¸a˜o
canoˆnica. Nesta sec¸a˜o, usaremos algumas ideias dos artigos [8] e [18].
Relembremos que Hn e´ o subrgrupo gerado pelo ciclo (1 . . . n) ∈ Sn.
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Definic¸a˜o 2.47. Uma sequeˆncia (γ1, . . . , γn) de elementos de Zn e´ chamada
uma sequeˆncia completa quando as seguintes condic¸o˜es sa˜o satisfeitas:
γ1 + · · ·+ γn = 0;
{γ1, γ1 + γ2, . . . , γ1 + · · ·+ γn} = Zn.
Lema 2.48. Uma sequeˆncia (γ1, . . . , γn) ⊂ (Zn)n e´ uma sequeˆncia completa de
Zn se, e somente se as seguintes condic¸o˜es sa˜o satisfeitas:
1. γ1 + · · ·+ γn = 0;
2. Existem matrizes elementares Ei1j1 ∈ Mn(K)γ1 , . . . , Einjn ∈ Mn(K)γn ,
tais que
il+1 = jl para todo l ∈ n̂− 1 e n̂ = {i1, . . . , in}.
Demonstrac¸a˜o. Basta provarmos que a condic¸a˜o 2) e´ equivalente a {γ1, γ1 +
γ2, . . . , γ1 + · · ·+ γn} = Zn.
Inicialmente, notemos que i1 = jn. Consequentemente:
{−i1 + j1,−i1 + j2, . . . ,−i1 + jn} = Zn.
Por outro lado, seja (h1, . . . , hn) uma sequeˆncia completa de Zn. Notemos
que hi 6= e para todo i ∈ n̂. Ale´m disso, se 1 ≤ i < j ≤ n, enta˜o hi + · · ·+ hj 6=
e. Sejam Ei1j1 ∈ h1, . . . , Einjn ∈ hn matrizes elementares de Mn(K). Enta˜o
Ei1j1 . . . . .Einjn ∈ Mn(K)e − {0} se, e so´ se, i1 = jn, jl = il+1 ∀ l ∈ n̂− 1 e
n̂ = {i1, . . . , in}.
Lema 2.49. (Branda˜o Ju´nior. Proposic¸a˜o 1, de [8]) O polinoˆmio Zn-graduado∑
σ∈Hn xσ(1) . . . xσ(n),
em que (α(x1), . . . , α(xn)) e´ uma sequeˆncia completa, e´ um polinoˆmio central
na˜o trivial de Mn(K).
Demonstrac¸a˜o. Como f e´ um polinoˆmio multilinear, basta calcula´-lo em matri-
zes elementares. De acordo com a hipo´tese, (α(x1), . . . , α(xn)) e´ uma sequeˆncia
completa de Zn. Assim, pelo Lema 2.48, existem Ei1j1 ∈Mn(K)α(x1), . . . , Einjn ∈
Mn(K)α(xn), tais que:
f(Ei1j1 , . . . , Einjn) =
∑n
i=1Eii.
Por outro lado, se Ei1j1 . . . Einjn = 0, em que Ei1j1 ∈Mn(K)α(x1), . . . , Einjn ∈
Mn(K)α(xn), enta˜o Eiσ(1)jσ(1) . . . Eiσ(n)jσ(n) = 0 para todo σ ∈ Hn.
Sendo assim, f(Ei1j1 , . . . , Einjn) =
∑n
i=1Eii ou f(Ei1j1 , . . . , Einjn) = 0.
O resultado abaixo foi provado por Branda˜o Ju´nior (veja Lema 7, de [8])
Contudo, a prova a seguir e´ original.
Lema 2.50. Seja m = x1 . . . xq ∈ K〈X〉, tal que α(m) = 0 e α(xi) = hi para todo i
pertencente a q̂. Seja y
sk1
h1,1
. . . y
skq
hq,q
uma entrada na˜o nula de m(A1, . . . , Aq). Se
existe uma subsequeˆncia (ski1 , . . . , s
k
in
) ⊂ (sk1 , . . . , skq ), em que 1 ≤ i1 < · · · <
in ≤ q e {ski1 , . . . , skin} = n̂, enta˜o existem monoˆmios m1, . . . ,mn ∈ K〈X〉, tais
que (α(m1), . . . , α(mn)) e´ uma sequeˆncia completa de Zn e m = m1m2 . . .mn.
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Demonstrac¸a˜o. De fato, existem matrizes elementares Ej1l1 ∈Mn(K)α(x1), . . . ,
Ejqlq ∈Mn(K)α(xq), tais que:
Ej1l1 . . . Ejqlq = Ej1lq ,
em que jt = s
k
it
para todo t ∈ q̂. Notemos que j1 = lq, porque m ∈ K〈X〉0. E´
claro que q ≥ n, pois n̂ = {ski1 , · · · , skin}.




t ∈ {1, 2, . . . , n}.
Consideremos:
mi = xi, i = 1, . . . , n− 1;
mn = xn . . . xq.
Notemos que:
Ej1l1Ej2l2 . . . Ejnlq = Ej1lq .
Logo, {j1, . . . , jn} = n̂, lt = jt+1 para todo t ∈ n̂− 1 e j1 = lq.
Consequentemente, pelo Lema 2.48, segue que m1, . . . ,mn satisfazem a tese
desse lema.
Observac¸a˜o 2.51. No enunciado do Lema 2.50, m e´ um monoˆmio multilinear.
Se m fosse um monoˆmio arbitra´rio, bastaria tomar um monoˆmio multilinear m,
tal que h(m) = h(m) e aplicarmos o Lema 2.50 a esse monoˆmio multilinear.
Pelo Lema 2.50, existem monoˆmios m1, . . . ,mn, tais que m = m1. . . . .mn e
(α(m1), . . . , α(mn)) e´ uma sequeˆncia completa de Zn. Desse fato, conclu´ımos
que existem monoˆmios m1, . . . ,mn, tais que m = m1. . . . .mn e (α(m1), . . . , α(mn))
e´ uma sequeˆncia completa de Zn.
Definic¸a˜o 2.52. Sejam G = Zn, j ∈ Zn, g = (1, 2, . . . , n) e ykh,i ∈ Yh. Daqui
para frente, convencionaremos que:
yjh,i := y
k
h,i quando k = pi
−1(j) ∩ n̂.
Lema 2.53. Sejam p > 2 um primo e x1 ∈ K〈X〉, tais que α(x1) 6= 0. Enta˜o
xp1 ∈ CZp(Mp(K)).



























. . . y
j+(p−1)α(x1)
α(x1),1
para todo i, j ∈ p̂, porque o grupo gerado por α(x1) e´ Zp. Portanto xp1 e´ um
polinoˆmio central na˜o trivial de Mp(K).
Definic¸a˜o 2.54. Sejam p > 2 um nu´mero primo e l ∈ p̂− 1. Denotamos por
V1 o conjunto formado pelos seguintes monoˆmios:
xp1 . . . x
p
l , em que {α(x1), · · · , α(xl)} ⊂ Zp − {0}.
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em que α(x1) = α(x2) = 1.
O resultado abaixo foi provado por Branda˜o Ju´nior (veja Lema 8, de [8]).
Entretanto, a pro´xima prova e´ original.
Lema 2.55. Sejam p > 2 um nu´mero primo e l ∈ p̂− 1. Se m = xp1 . . . xpl ∈ V1,
enta˜o m ∈ CZp(Mp(K)).
Demonstrac¸a˜o. Inicialmente, notemos que CZp(Mp(K)) e´ uma suba´lgebra de
K〈X〉. Sendo assim, pelo Lema 2.53, temos que os monoˆmios citados na hipo´tese
sa˜o monoˆmios centrais Zp-graduados de Mp(K).




2, em que α(x1) = α(x2) = 1,
sa˜o monoˆmios centrais (na˜o triviais) Z2-graduados de M2(K).
Definic¸a˜o 2.56. Sejam B1 = {a1, . . . , ai} ⊂ Zn e j ∈ Zn. Definimos:
B1 + j := {a1 + j, . . . , ai + j}.
Lema 2.57. Sejam p um nu´mero primo e A = {a1, . . . , al}  Zp. Enta˜o:
A+ i 6= A+ j
para quaisquer i, j ∈ Zp distintos.
Demonstrac¸a˜o. Suponhamos que existam i, j ∈ Zp distintos, tais que:
A = A+ (j − i).
Desta maneira, existe uma permutac¸a˜o σ ∈ Sl, tal que:
(a1 + (j − i), . . . , al + (j − i)) = (aσ(1), . . . , aσ(l)).
Conclu´ımos assim que aσ(t) − at = j − i ∀ t ∈ l̂.
Consequentemente, para todo n ∈ N e t ∈ {1, . . . , l}, temos que aσn+1(t) −
aσn(t) = j − i, o que implica que aσn(t) = at + n(j − i).
Sendo assim, para todo t ∈ l̂, temos que aσp(t) = at.
Desta forma, a ordem de σ e´ p. Isto e´ uma contradic¸a˜o, porque p - l!.
Lema 2.58. Sejam z1, z2, z3 ∈ K〈X〉1. Enta˜o
• z21z22z23 = (z1z3z2)2 mod TZ2(M2(K)).




3 ≡ z21z23z22 mod TZ2(M2(K))
devido a` identidade x1x2 = x2x1 , α(x1) = α(x2) = 0. Aplicando a identi-
dade x1x2x3 = x3x2x1, α(x1) = −α(x2) = α(x3) 6= 0, temos que z21z22z23 ≡
(z1z3z2)
2 mod TZ2(M2(K)).
Lema 2.59. Sejam p > 2 um nu´mero primo e x1, x2 ∈ K〈X〉i, em que i 6= 0.
Enta˜o (x1x2)
p ≡ xp2xp1 mod TZp(Mp(K)).
Demonstrac¸a˜o. Sejam A1 ∈ Rα(x1) e A2 ∈ Rα(x2) duas matrizes gene´ricas.




1) teˆm entradas na˜o nulas.

























































p ≡ xp2xp1 mod TZp(Mp(K)) como requerido.
Lema 2.60. Sejam x1, . . . , xn ∈ K〈X〉1 e m = x2.k11 . . . x2.knn , tal que k1, . . . , kn
pertencentes a N−{0}. Existe m1 ∈ 〈V1〉TZ2 , tal que m−m1 ≡ 0 mod TZ2(M2(K)).
Demonstrac¸a˜o. Basta aplicarmos o Lema 2.58.
Lema 2.61. Sejam p > 2 um nu´mero primo e x1, . . . , xn ∈ K〈X〉i, i 6= 0.
Consideremos m = xp.k11 . . . x
p.kn
n , em que k1, . . . , kn ∈ N − {0}. Enta˜o existe
m1 ∈ 〈V1〉TZp , tal que m−m1 ≡ 0 mod TZp(Mp(K)).
Demonstrac¸a˜o. Basta aplicarmos o Lema 2.59.
Lema 2.62. Seja m = xi1 . . . xir ∈ CZp(Mp(K)). Enta˜o existe m1 ∈ 〈V1〉TZp ,
tal que m−m1 ≡ 0 mod TZp(Mp(K)).
Demonstrac¸a˜o. Notemos que pelo menos uma varia´vel de m tem Zp-grau di-


















para quaisquer i, j ∈ p̂.
Sejam xl1 , . . . , xlq todas as varia´veis distintas de m e ki o grau de m com
respeito a` varia´vel xli . Notemos que, para cada i ∈ q̂, ki e´ um mu´ltiplo de p.
Para obtermos esta conclusa˜o, basta analisarmos a Equac¸a˜o 2.8 e os ı´ndices das
























Ha´ dois casos a considerar:
Caso 1: α(xli) 6= 0 para todo i ∈ q̂. Consideremos o monoˆmio xk1l1 . . . x
kq
lq
e as matrizes gene´ricas Al1 ∈ Rα(xl1 ), . . . , Alq ∈ Rα(xlq ). Notemos que
Ak1l1 . . . A
kq
lq
e m(Al1 , . . . , Alq ) teˆm, na posic¸a˜o (1, 1), a mesma entrada na˜o




Aplicando o Lema 2.60 ou o Lema 2.61, conclu´ımos o resultado.
Caso 2: Existe i ∈ q̂ ,tal que α(xli) = 0. Suponhamos que todas as varia´veis











. . . x
klq
lq
. Notemos quem1(Al1 , . . . , Alq )
e m(Ai1 , . . . , Air ) teˆm na posic¸a˜o (1, 1) a mesma entrada na˜o nula. Mi-
metizando os argumentos do u´ltimo caso, conclu´ımos o resultado.
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Lema 2.63. Seja m = xi1 . . . xiq ∈ K〈X〉0 − (CZp(Mp(K)))∩ (K〈X〉0). Enta˜o
todas as entradas (na diagonal) da matriz m(A1, . . . , Aq) sa˜o na˜o nulas e dis-
tintas.
Demonstrac¸a˜o. De acordo com o Lema 2.4:









Isto demonstra que (A1. . . . .Aq)eii 6= 0 ∀ i ∈ p̂.
A ana´lise do caso p = 2 e´ imediata. Daqui em diante, suporemos que p > 2.
Pela hipo´tese, xi1 . . . xiq ∈ K〈X〉0 − CZp(Mp(K)) ∩ K〈X〉0. Sendo assim,
existem 1 ≤ k < j ≤ p, tais que:
ykα(xi1 ),1
. . . y
k+α(xi1 )+···+α(xiq−1 )
α(xiq ),q




Desta forma, a seguinte condic¸a˜o e´ satisfeita:
Existem j1 < · · · < jl ∈ q̂, em que xij1 = · · · = xijl e xit 6= xij1



















Sendo assim, os multiconjuntos:
A1 := {α(xi1) + · · ·+ α(xij1−1), . . . , α(xi1) + · · ·+ α(xijl−1)};
A2 := {k2−k1 +α(xi1) + · · ·+α(xij1−1), . . . , k2−k1 +α(xi1) + · · ·+α(xijl−1)}
sa˜o distintos.
Definamos:
a1 = α(xi1) + · · ·+ α(xij1−1) e b1 = k2 − k1 + α(xi1) + · · ·+ α(xij1−1);
Para r > 1:
ar = ar−1 + α(xijr−1 ) + · · ·+ α(xijr−1) para todo r ∈ {2, . . . , l};
br = br−1 + α(xijr−1 ) + · · ·+ α(xijr−1) para todo r ∈ {2, . . . , l}.
Sejam aλ1 , . . . , aλs todos os elementos distintos de {a1, . . . , al}. Claramente,
{bλ1 , . . . , bλs} sa˜o os elementos distintos de {b1, . . . , bl}. Denotemos por n(ai)
(respectivamente n(bi)) o nu´mero de vezes que o elemento ai aparece no multi-









· · · yq2+α(xi1 )+···+α(xijl−1 )α(xijl ),ijl
para quaisquer q1, q2 ∈ Zp distintos.
Caso 1: s = 1.
Neste caso, a prova e´ imediata.
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Caso 2: s > 1 e n(aλ1) = · · · = n(aλs).
De acordo com a expressa˜o (E.1), e´ claro que s < p. Por outro lado,
segue do Lema 2.57 que {aλ1 + i, . . . , aλs + i} 6= {aλ1 + j, . . . , aλs + j} para
quaisquer i, j ∈ Zp distintos.
Caso 3: s > 1 e existem dois inteiros positivos l1, l2 ∈ ŝ, tais que n(aλl1 ) 6=
n(aλl2 ).
Sejam aλk1 , . . . , aλkr todos os elementos distintos de {aλ1 , . . . , aλs},
tais que n(aλk1 ) = · · · = n(aλkr ) = n(aλl1 ). Pelo Lema 2.57, e´ claro que
os conjuntos {aλk1 + i, . . . , aλkr + i} e {aλk1 + j, . . . , aλkr + j} sa˜o distintos
para quaisquer i, j ∈ p̂ distintos.
Desses treˆs passos, segue que:
Ekk(Ai1 . . . Aiq ) 6= Ell(A1 . . . Aq)
para quaisquer k, l ∈ p̂ distintos.
O pro´ximo teorema usara´ substancialmente a ideia da prova do Teorema 6
de [8].
Teorema 2.64. Sejam K um domı´nio de integridade infinito e p um nu´mero
primo. Os polinoˆmios centrais Zp-graduados de Mp(K) (Mp(K) equipada com
sua Zp-graduac¸a˜o canoˆnica) seguem de:
• z1(x1x2 − x2x1)z2 quando α(x1) = α(x2) = 0;
• z1(x1x2x3 − x3x2x1)z2 quando α(x1) = α(x3) = −α(x2) 6= 0;




xσ(1) . . . xσ(p), em que (α(x1), . . . , α(xp)) e´ uma sequeˆncia completa de Zp.
Ale´m disso, z1, z2 ∈
⋃
i∈Zp Xi.
Demonstrac¸a˜o. Seja W o TZp -espac¸o gerado pelos quatro tipo de polinoˆmios
centrais supracitados. Notemos que TZp(Mp(K)) j W j CZp(Mp(K)). Prova-
remos que CZp(Mp(K)) ⊂W .
Seja f(x1, . . . , xq) =
∑l
i=1 λimi ∈ CZp(Mp(K)) − TZp(Mp(K)). Pelo Lema
2.10, no´s podemos assumir que f e´ um polinoˆmio multi-homogeˆneo. Ale´m disso,
podemos supor que mi − mj /∈ TZp(Mp(K)) e cada mi /∈ CZp(Mp(K)) (vide
Lema 2.62).
Podemos supor, sem perda de generalidade, que α(m1) = · · · = α(ml) = 0.
Sejam A1 ∈ Rα(x1), . . . , Aq ∈ Rα(xq) matrizes gene´ricas. De acordo com a
hipo´tese:
f(A1, . . . , Aq) = diag(F1, . . . , Fp)
em que F1 = · · · = Fp 6= 0.
Com base no Lema 2.63, temos que todas as entradas da diagonal da matriz
mj(A1, . . . , Aq) sa˜o na˜o nulas e distintas. Pelo Lema 2.21, sempre que i 6= j,
as matrizes mi(A1, . . . , Aq) e mj(A1, . . . , Aq) na˜o teˆm, numa mesma posic¸a˜o, a
mesma entrada na˜o nula.
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Reordenando os ı´ndices, se necessa´rio, conclu´ımos que existem
1 ≤ i1 < · · · < ip ≤ l, tais que λi1 = · · · = λip 6= 0 e E11mi1(A1, . . . , Aq)E11 =
E1l2mil2 (A1, . . . , Aq)El21 para todo l2 ∈ p̂− {1}.
Suponhamos que mi1 = xj1 . . . xjs e a entrada na posic¸a˜o (1, 1) da ma-
triz mi1(A1, . . . , Aq) seja y
a1
α(xj1 ),j1
. . . yasα(xjs ),js
. Notemos que {a1, . . . , as} ⊃ p̂.
Deste modo, de acordo com o Lema 2.50, existem monoˆmios r1, . . . , rp ∈ K〈X〉,
tais que mi1 = r1 . . . rp, em que (α(r1), . . . , α(rp)) e´ uma sequeˆncia completa de
Zp.
Para cada j ∈ p̂, existe uma u´nica permutac¸a˜o σ ∈ Hp, tal que as matrizes:
mij (A1, . . . , Aq) e rσ(1) . . . rσ(p)(A1, . . . , Aq)
teˆm, na posic¸a˜o (1, 1), a mesma entrada na˜o nula. Logo, pelo Lema 2.21:
mij ≡ rσ(1) . . . rσ(p) mod TZp(Mp(K)).
Ademais, pelo Lema 2.49, temos que:
g(x1, . . . , xr) = λi1(
∑
σ∈Hp rσ(1) . . . rσ(p)) ∈W .
E´ claro que f − g ∈ CZp(Mp(K)). Ale´m disso, mo´dulo TZp(Mp(K)), temos
que f − g ≡ f − λi1(mi1 +mi2 + · · ·+mip).
Se l − p = 0, temos que f ∈ W . Caso 1 ≤ l − p ≤ p − 1, repetimos o
argumento para f − g. Conclu´ıremos que f − g e´ um polinoˆmio central trivial,
isto e´, f − g ∈ TZp(Mp(K))).
Por outro lado, quando l−p ≥ p, repetimos mais uma vez o argumento para
f − g. Por um processo indutivo em l, obtemos o resultado.
2.9 Polinoˆmios Centrais Z-graduados de Mn(K)
Nesta sec¸a˜o, descreveremos os polinoˆmios centrais Z-graduados de Mn(K)
(Mn(K) equipada com sua Z-graduac¸a˜o canoˆnica). Adotaremos um roteiro pa-
recido com o da sec¸a˜o anterior. Ao lado do enunciado de cada um dos resultados
abaixo, inseriremos o t´ıtulo do resultado equivalente.




. . . . .A
α(xim )
im
e´ uma matriz na˜o nula, enta˜o todas as expresso˜es
polinomiais na˜o nulas dessa matriz (na diagonal) sa˜o distintas.
Demonstrac¸a˜o. Se apenas uma posic¸a˜o em Ai1 . . . . .Aim tem uma entrada na˜o
nula, a prova e´ o´bvia. Suponhamos que existam, pelo menos, duas posic¸o˜es
(k1, k1), (k2, k2) ∈ n̂× n̂, tais que:
E1k1(Ai1 . . . Aim)Ek11, E1k2(Ai1 . . . Aim)Ek21 6= 0.
Provaremos que:
E1k1(Ai1 . . . Aim)Ek11 6= E1k2(Ai1 . . . Aim)Ek21.
Suponhamos por contradic¸a˜o que:
E1k1(Ai1 . . . Aim)Ek11 = E1k2(Ai1 . . . Aim)Ek21.
Dessa forma, existem j1 < · · · < jl no conjunto m̂, tais que xij1 = · · · = xijl ,
xik 6= xj1 quando k /∈ {j1, · · · , jl} e:




















• A = {0 + · · ·+ α(xij1−1), . . . , 0 + · · ·+ α(xij1−1) + · · ·+ α(xijl−1)};
• B = {k1 + · · ·+ α(xij1−1), . . . , k1 + · · ·+ α(xij1−1) + · · ·+ α(xijl−1)};
• C = {k2 + · · ·+ α(xij1−1), . . . , k2 + · · ·+ α(xij1−1) + · · ·+ α(xijl−1)}.
Seja a o menor elemento do multiconjunto A. De acordo com a hipo´tese, B = C.
Entretanto, o mı´nimo de B e´ a+ k1 e o mı´nimo de C e´ a+ k2; absurdo.
Os dois pro´ximos lemas sa˜o provados de forma similar aos Lemas 2.49 e 2.50
respectivamente.
Lema 2.66 (Similar ao Lema 2.49). O polinoˆmio∑
σ∈Hn xσ(1) . . . xσ(n),
em que (α(x1), . . . , α(xn)) e´ uma sequeˆncia completa de Zn e |α(xi)| < n para
todo i ∈ n̂, e´ um polinoˆmio central Z-graduado (na˜o trivial) de Mn(K).
Lema 2.67 (Similar ao Lema 2.50). Seja m = x1 . . . xq ∈ K〈X〉−TZ(Mn(K)),








trada na˜o nula de m(A1, . . . , Aq). Se existe uma subsequeˆncia (s
k
i1
, . . . , skin) de
(sk1 , . . . , s
k
q ) (em que 1 ≤ i1 < · · · < in ≤ q e {ski1 , . . . , skin} = n̂), enta˜o existem
monoˆmios m1, . . . ,mn ∈ K〈X〉, tais que (α(m1), . . . , α(mn)) e´ uma sequeˆncia
completa de Zn e m = m1m2 . . .mn.
Teorema 2.68. Seja K um domı´nio de integridade infinito. Os polinoˆmios cen-
trais Z-graduados de Mn(K) (Mn(K) equipada com sua Z-graduac¸a˜o canoˆnica)
seguem de:
• z1(x1x2 − x2x1)z2 quando α(x1) = α(x2) = 0;
z1(x1x2x3 − x3x2x1)z2 quando α(x1) = α(x3) = −α(x2) 6= 0;




xσ(1) . . . xσ(n), em que (α(x1), . . . , α(xn)) e´ uma sequeˆncia completa de Zn.
Ale´m disso, z1, z2 ∈
⋃
i∈ZXi. No u´ltimo polinoˆmio listado acima, assumimos
que |α(xi)| < n para todo i ∈ n̂.
Demonstrac¸a˜o. Seja W o TZ-espac¸o gerado pelos quatro tipos de polinoˆmios
centrais supracitados. Na˜o e´ dif´ıcil vermos que TZ(Mn(K)) ⊂W ⊂ CZ(Mn(K)).
Por outro lado, seja f(x1, . . . , xt) =
∑l
i=1 λimi ∈ CZ(Mn(K))−TZ(Mn(K))
um polinoˆmio multi-homogeˆneo. Podemos admitir que cada mi /∈ TZ(Mn(K)) e
mi −mj /∈ TZ(Mn(K)) para i 6= j. Ale´m disso, podemos assumir que α(m1) =
· · · = α(ml) = 0.
Pelo Lema 2.65, temos que as entradas na˜o nulas da diagonal de cada
mi(A1, · · · , Am) sa˜o distintas.




da A´lgebra de Grassmann
Ao longo deste cap´ıtulo, K denotara´ um corpo de charK 6= 2. Ale´m disso,
Y = {y1, . . . , yn, . . . } denotara´ as varia´veis pares, Z = {z1, . . . , zn, . . . } as
varia´veis ı´mpares e X = Y ∪ Z. A a´lgebra de Grassmann estara´ equipada
com uma Z2-graduac¸a˜o induzida por φ0, ou φk, ou φ∞, ou φk∗ .
Usaremos alguns resultados de Regev [36] e Ochir-Rankin [5] no in´ıcio do
cap´ıtulo. Os trabalhos de Centrone [10] e Ochir-Rankin [5] contribu´ıram para
a estrate´gia usada nos principais teoremas. O artigo de Siderov e Chiripov [11]
motivou a construc¸a˜o da Ordem Total de SS. O artigo de da Silva e Di Vincenzo
[13] contribuiu com a maioria dos resultados te´cnicos da sec¸a˜o Caso 4: Ek.
3.1 Escolhendo uma base para K〈X〉
Pelo Teorema de Witt (Teorema 1.16), sabemos que LK(X) e´ isomorfa a`
suba´lgebra L(X) de (K〈X〉)(−) gerada por X. Desta forma, cada elemento de
L(X) pode ser escrito como combinac¸a˜o linear de termos de X ∪ Comut(X).
Seja B = {y1, . . . , yn, . . . , z1, . . . , zn, . . . , . . . , [x1, x2], [x1, x3], . . . , [x2, x3],
[x2, x4], . . . , [xj1 , xj2 , xj3 ], . . . , . . . , [xj1 , . . . , xjn ], . . . } uma base ordenada de L(X).
Com base no Teorema de Poincare´-Birkhoff-Witt (Teorema 1.15), temos que os
elementos abaixo formam uma base linear para K〈X〉 (esta base sera´ denotada
por Pr(X)):
xa1i1 . . . x
an1
in1
[xj1 , . . . , xjl ]
b1 . . . [xr1 , . . . , xrt ]
bn2 ,
a1, . . . , an1 , b1, . . . , bn2 sa˜o inteiros na˜o negativos, xi1 , . . . , xin1 , [xj1 , . . . , xjl ], . . . ,
[xr1 , . . . , xrt ] ∈ B, xi1 < · · · < xin1 < [xj1 , . . . , xjl ] < · · · < [xr1 , . . . , xrt ].
3.2 Identidades Z2-graduadas para a a´lgebra de
Grassmann
Nesta sec¸a˜o, apresentaremos algumas identidades Z2-graduadas da a´lgebra
de Grassmann sobre um corpo finito.
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O pro´ximo lema e´ uma sequeˆncia de fatos bem conhecidos. A prova dos
treˆs itens pode ser encontrado no livro de Drensky e Formanek (veja o Exemplo
1.1.6 e o Lema 1.4.2, [17]).
Lema 3.1. Seja K um corpo de charK 6= 2. Enta˜o:
[x1, x2, x3] ∈ TZ2(E);
[x1, x2][x3, x4] ≡ −[x1, x3][x2, x4] mod 〈[x1, x2, x3]〉TZ2 ;
[x1, x2][x2, x3] ≡ 0 mod 〈[x1, x2, x3]〉TZ2 ;
Ale´m disso, se K e´ um corpo de charK = p > 2, enta˜o:
[xp1, x2] ≡ 0 mod 〈[x1, x2, x3]〉TZ2 .
Demonstrac¸a˜o. Para verificarmos o quarto item, basta notarmos que [xp1, x2] =
−[x2, x1, x1, · · · , x1] (neste comutador, a varia´vel x1 ocorre p vezes apo´s a varia´vel
x2).
Lema 3.2. (Regev. Lema 1.2, item b, de [36]) Seja K um corpo de charK =
p > 2. O polinoˆmio zp1 e´ uma identidade Z2-graduada de E.
Demonstrac¸a˜o. Para provarmos este lema, basta verificarmos que xp1 e´ uma
identidade (ordina´ria) de E∗. Tomemos a1 + a2 ∈ E∗, com a1 ∈ (Ecan)0 ∩E∗ e
















A partir da decomposic¸a˜o de a1 como combinac¸a˜o linear de elementos de
B ∩ (Ecan)0, temos que (a1)p = 0.
Por outro lado, seja a2 =
∑n
i=1 λigi a decomposic¸a˜o de a2 como combinac¸a˜o
linear de elementos de B ∩ (Ecan)1. Observemos que se n < p, enta˜o ap2 = 0.






λi1 . . . λipgiσ(1) . . . . .giσ(p) .
Contudo: ∑
σ∈Sp
λi1 . . . λipgiσ(1) . . . . .giσ(p) =
p!
2 .λi1 . . . λip .gi1 . . . gip − p!2 .λi1 . . . λip .gi1 . . . gip = 0.
Segue-se enta˜o que (a1 + a2)
p = 0.
Lema 3.3 (Func¸a˜o de Frobenius para a a´lgebra de Grassmann sobre um corpo
finito). Consideremos a aplicac¸a˜o:
Ψ : E → E
α.1E + c1 + c2 7→ (α.1E + c1 + c2)p,
em que α ∈ K, c1 ∈ (Ecan)0 ∩ E∗ e c2 ∈ (Ecan)1. Enta˜o Ψ(α.1E + c1 + c2) =
αp.1E.
Demonstrac¸a˜o. Sejam α ∈ K, c1 ∈ (Ecan)0 ∩ E∗ e c2 ∈ (Ecan)1.
Com efeito, para verificarmos esse resultado, basta aplicarmos o argumento
inicial da demonstrac¸a˜o do Lema 3.2:
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(α.1E + c1 + c2)
p = (α.1E + c1)
p + cp2 = (α.1E + c1)




Corola´rio 3.4. Se K e´ um corpo de charK = p > 2 com |K| = q elementos,
enta˜o a func¸a˜o de Frobenius, restrito a K, e´ bijetivo.
Corola´rio 3.5. Seja K um corpo de charK = p > 2 com |K| = q elementos.
O polinoˆmio ypq1 − yp1 e´ uma identidade polinomial Z2-graduada de E.
Daqui para frente, K denotara´ um corpo de charK = p > 2 e com |K| = q
elementos. Ale´m disso, os polinoˆmios de K〈X〉 sera˜o escrito como combinac¸a˜o
linear de elementos de Pr(X).
3.3 SS e a Ordem Total de SS
Como foi discutido no in´ıcio do cap´ıtulo, os polinoˆmios zp1 e [x1, x2, x3] sa˜o
identidades Z2-graduadas para E.
Notemos que se u = za1i1 · · · z
an1
in1
[xj1 , · · · , xjl ]c1 · · · [xr1 , · · · , xrt ]cn2 ∈ Pr(X),
enta˜o:
u ≡ (∏n1r=1 zbirir )[xt1 , xt2 ] · · · [xt2l−1 , xt2l ] mod 〈[x1, x2, x3], zp1〉TZ2 ,
em que 0 ≤ bi1 , · · · , bim < p− 1; xt1 < · · · < xt2l ;λ ∈ {−1, 0, 1}.
Essa equivaleˆncia motiva a pro´xima definic¸a˜o.
Definic¸a˜o 3.6. Um elemento f ∈ Pr(X) e´ chamado do Tipo SS (ou f ∈ SS)
quando:
f = (ya1l1 . . . y
as
ls
)(zb1i1 . . . z
bt
it
)[xj1 , xj2 ] . . . [xj2n−1 , xj2n ], em que
s, t, 2n ≥ 0;xj1 < · · · < xj2n , 1 ≤ a1, . . . , as, b1, . . . , bt ≤ p− 1.










)[xt1 , xt2 ] . . . [xt2l−1 , xt2l ] ∈ SS.
Definimos:
• beg(a) := (∏nr=1 yajrjr )(∏mr=1 zbirir ) e ψ(a) := xt1 . . . xt2l ;
• Π(Y )(a) := (∏nr=1 yajrjr ) e Π(Z)(a) := (∏mr=1 zbirir );






• Degxia: o nu´mero de ocorreˆncias da letra xi em beg(a)ψ(a);
• degY a :=
∑
y∈Y Degy(a), degZa :=
∑
z∈Z Degz(a) e dega := degZa +
degY a.
Definic¸a˜o 3.8. Sejam u, v ∈ SS, tais que ψ(u) = ψ(v) = 1. Dizemos que
u <lex−rig v quando Degx1u < Degx1v para algum x1 ∈ X. Ale´m disso,
Degxu = Degxv para todo x > x1 (x > x1 com relac¸a˜o a` ordenac¸a˜o da base de
L(X) adotada no in´ıcio do cap´ıtulo).
O nosso pro´ximo passo sera´ definir a Ordem Total de SS. Ela sera´ uma
extensa˜o da ordem da base de L(X) para SS.
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Definic¸a˜o 3.9 (Ordem Total de SS). Dados dois elementos u, v ∈ SS, dize-
mos que u < v quando:
• degu < degv ou;
• degu = degv, mas beg(u) <lex−rig beg(v) ou;
• degu = degv, beg(u) = beg(v), mas ψ(u) <lex−rig ψ(v).
Daqui para frente, os elementos de SS sera˜o comparados pela Ordem Total
de SS. Notemos que se u ∈ SS − {1}, enta˜o 1 < u.
3.4 p-polinoˆmios
Nesta sec¸a˜o, definiremos os p-polinoˆmios. Esses polinoˆmios e os polinoˆmios
do Tipo-SS sera˜o usados na definic¸a˜o dos polinoˆmios de teste.
Lema 3.10. (Regev. Lema 1.5, letra b, de [36]) Seja K um corpo finito de
charK = p > 2 e com |K| = q elementos. Se f(y1) e´ uma identidade polinomial
de E, enta˜o ypq1 − yp1 |f(y1).
Demonstrac¸a˜o. Para exemplificarmos, provaremos este resultado para Ek. Ob-
servemos que f(α.1K) = f(α.1E) = 0, em que α ∈ K. Portanto, yq1 − y1 |
f(y1) e f(y1) = (y
q




Notemos que f1(a) = f1(α.1E) + (b).h(a) para algum polinoˆmio h(y1) ∈
K〈X〉. Ale´m disso, aq − a = −b e (−b)f1(a) = 0, porque f(a) = 0.
Desta maneira:
−(b)f1(α.1E) = b2.h(a) e, consequentemente, f1(α.1E) = 0.
Sendo assim, (yq1 − y1)2 | f(y1).
Com um argumento indutivo no expoente de (yq1 − y1)r, conclu´ımos o resul-
tado.
Definic¸a˜o 3.11. Seja f =
∑l
j=1 λjmj ∈ K〈y1, . . . , yn〉 uma combinac¸a˜o linear
de elementos de Pr(X), em que ψ(m1) = · · · = ψ(ml) = 1. Este polinoˆmio e´
chamado de um p-polinoˆmio quando:
• Degyimj ≡ 0 mod p e Degyimj < qp, para todo i ∈ {1, . . . , n} e
j ∈ {1, . . . , l}.
O espac¸o vetorial dos p-polinoˆmios de K〈X〉 sera´ denotado por pPol(Y ).
Proposic¸a˜o 3.12. (Ochir-Rankin. Corola´rio 3.1, de [5]) Seja f(y1, . . . , yn) um
p-polinoˆmio. Se f ∈ TZ2(E), enta˜o f e´ o polinoˆmio identicamente nulo.
Demonstrac¸a˜o. Inicialmente, suponhamos que n = 1. Por hipo´tese, f ∈ TZ2(E).
Por outro lado, pelo Lema 3.10, ypq1 − yp1 |f(y1). Haja vista que ypq1 − yp1 tem
grau pq e f(y1) ∈ pPol(Y ), segue que f = 0.
Suponhamos, por induc¸a˜o, que esse resultado seja va´lido para para p-polinoˆmios
em 1, . . . , n− 1 varia´veis.
Escrevamos f =
∑q−1
i=0 fi(y1, . . . , yn−1).y
p.i
n , em que f0(y1, . . . , yn−1), . . . ,
fq−1(y1, . . . , yn−1) sa˜o p-polinoˆmios. Suponhamos, por absurdo, que f seja
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um polinoˆmio na˜o nulo. Sendo assim, algum fi e´ um polinoˆmio na˜o nulo.
Por hipo´tese de induc¸a˜o, existem escalares α1, . . . , αn−1 ∈ K, tais que o po-
linoˆmio fi(α1.1E , . . . , αn−1.1E) 6= 0. Teremos assim que f(α1, . . . , αn−1, yn) e´
um p-polinoˆmio na˜o nulo. Ora, mas isto e´ uma contradic¸a˜o, pois o polinoˆmio
f(α1, . . . , αn−1, yn) ∈ TZ2(E).
Corola´rio 3.13. Se f(y1, . . . , yn) ∈ pPol(Y ) − {0}, enta˜o existem escalares
α1, . . . , αn ∈ K, tais que f(α1.1E , . . . , αn.1E) 6= 0.
Demonstrac¸a˜o. De acordo com a Proposic¸a˜o 3.12, f /∈ TZ2(E). Assim, existem
a1, . . . , an ∈ E0, tais que f(a1, . . . , an) 6= 0. Por outro lado, podemos tomar
α1, . . . , αn ∈ K, tais que αp1 = ap1, . . . , αpn = apn e os quais satisfara˜o a seguinte
desigualdade:
f(α1.1E , . . . , αn.1E) 6= 0.
Esse fato completa a prova.
3.5 Polinoˆmios de teste
Nesta sec¸a˜o, definiremos os polinoˆmios de teste. Esses polinoˆmios sera˜o
usados na prova dos principais teoremas deste cap´ıtulo.
Definic¸a˜o 3.14. Para qualquer a = ei1 . . . ein ∈ B−{1E}, definimos: supp(a) =
{ei1 , . . . , ein} como o suporte de a e wt(a) := |supp(a)| o comprimento-de-
suporte de a. Definimos o suporte e o comprimento-de-suporte de 1E por
supp(1E) = ∅ e wt(1E) = 0, respectivamente. Para qualquer g =
∑n
i=1 λiai ∈
E − {0}, em que ai ∈ B e λi ∈ K − {0}, definimos: supp(g) := ∪ni=1supp(ai)
como o suporte de g e wt(g) := max{wt(ai)|i = 1, . . . , n} o comprimento-de-
suporte de g. Definimos dom(g) :=
∑
wt(ai)=wt(g)
λiai como a parte dominante
de g. Ale´m disso, definimos o suporte e o comprimento-de-suporte de 0 por
supp(0) = ∅ e |supp(0)| = 0, respectivamente.




i=1 λivi uma combinac¸a˜o linear de elementos de
Pr(X). Enta˜o:
f ≡∑li=1 fiui mod 〈[x1, x2, x3], zp1 , ypq1 − yp1〉TZ2 ,
em que f1, . . . , fl sa˜o p-polinoˆmios e u1, . . . , ul ∈ SS e´ (sa˜o) distinto(s). Ale´m
disso, 〈[x1, x2, x3], zp1 , ypq1 − yp1〉TZ2 ⊂ TZ2(E).
Definic¸a˜o 3.16. Um polinoˆmio de teste e´ uma expressa˜o da forma:
f = f0 +
∑n
i=1 fiui,
em que f0 e´ um p-polinoˆmio, f1, . . . , fn sa˜o p-polinoˆmios na˜o nulos. Ale´m disso,
os termos u1, . . . , un ∈ SS−{1} e´ (sa˜o) distinto(s). O termo l´ıder de f (LT (f))
e´ o maior elemento de {u1, . . . , un}.
Definic¸a˜o 3.17. Seja f = f0+
∑n
t=1 ftut um polinoˆmio de teste, em que n ≥ 2
e degZbeg(LT (f)) > 0. Um elemento ui ∈ {u1, . . . , un} e´ chamado um termo-
ruim de f quando:
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1. Degx(ui) = Degx(LT (f)) para qualquer x ∈ X. Isto e´, ui e LT (f) teˆm o
mesmo multigrau;
2. Se z 6= pr(z)(LT (f)), enta˜o Degzbeg(LT (f)) = Degzbeg(ui);
3. Se z = pr(z)(LT (f)), enta˜o Degzbeg(ui) + 1 = Degzbeg(LT (f));
4. Se x ∈ Y , enta˜o Degxbeg(LT (f)) ≤ Degxbeg(ui).
Denotamos o maior termo-ruim de f (termo-ruim l´ıder de f) por LBT (f).
Lema 3.18. Na notac¸a˜o da Definic¸a˜o 3.17, se ui e´ um termo-ruim de f , temos
que:
1. Π1(Z)(LT (f)) = Π(Z)(ui);
2. Se z1 = pr(z)(LT (f)), enta˜o Degz1(ψ(ui)) = 1;
3. Existe uma varia´vel x ∈ Y , tal que Degxbeg(LT (f)) < Degxbeg(ui);
4. degZ(beg(ui)) + degY (ψ(ui)) < degZ(beg(LT (f))) + degY (ψ(LT (f)));
5. Π(Y )(LT (f)) <lex−rig Π(Y )(LBT (f)).
Demonstrac¸a˜o. As duas primeiras afirmac¸o˜es sa˜o consequeˆncias da definic¸a˜o de
termo-ruim.
Terceira afirmac¸a˜o: suponhamos por contradic¸a˜o que Degybeg(LT (f)) =
Degybeg(ui) para todo y ∈ Y . Portanto degY ψ(ui) = degY ψ(LT (f)). Ale´m
disso, notemos que degZψ(ui) = degZψ(LT (f))+1. Contudo, deg(ψ(LT (f)))−
deg(ψ(ui)) e´ um inteiro par o que e´ uma contradic¸a˜o.
As afirmac¸o˜es 4 e 5 sa˜o consequeˆncia da afirmac¸a˜o 3 e da definic¸a˜o de termo-
ruim.
Definic¸a˜o 3.19. Sejam f(x1, . . . , xm) = f0+
∑n
t=1 ftut um polinoˆmio de teste e
ui ∈ {u1, . . . , un}. Uma Tui-sequeˆncia e´ uma m-upla (a1, . . . , aj , . . . , am) ∈ Em
cujo elemento aj e´ definido por:
1) Se Degxjui = 0, aj = 0;
2) Se Degxjui > 0, aj e´ uma soma de elementos homogeˆneos (cada termo
homogeˆneo tem coeficiente 1) de Z2-grau α(xj). Ale´m disso:
2.1) O nu´mero de parcelas de aj e´ Degxjui;
2.2) Se aj1 e aj2 sa˜o parcelas de aj, enta˜o supp(aj1)∩ supp(aj2) = ∅;
2.3) Se Degxj (ψ(ui)) = 0, a parcela (as parcelas) de aj tem (teˆm)
comprimento-de-suporte 2;
2.4) Se Degxj (ψ(ui)) = 1 e Degxjui ≥ 2, apenas uma parcela de aj
tem comprimento-de-suporte 1, mas a outra (as outras) parcela (parcelas)
de aj tem (teˆm) comprimento-de-suporte 2;
2.5) Se Degxj (ψ(ui)) = 1 e Degxjui = 1, aj tem comprimento-de-
suporte 1.
Adicionalmente, se r 6= l, supp(ar) ∩ supp(al) = ∅.
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Definic¸a˜o 3.20. Seja f(x1, . . . , xm) = f0 +
∑n
t=1 ftut um polinoˆmio de teste,
em que degZ(beg(ui)) > 0 para algum ui ∈ {u1, . . . , un}. Uma sequeˆncia Quase-
Tipo-ui e´ uma m-upla ATui = (a1, . . . , aj , . . . , am) ∈ Em que e´ definida como
uma sequeˆncia do Tipo-ui, com excec¸a˜o da propriedade 2.3. No lugar dessa
propriedade, as seguintes propriedades sa˜o satisfeitas:
1. I) Se xj 6= pr(z)(ui) e Degxj (ψ(ui)) = 0, a parcela (as parcelas) de aj
tem (teˆm) comprimento-de-suporte 2;
2. II) Se xj = pr(z)(ui), Degxj (ψ(ui)) = 0 e Degxj (ui) ≥ 2, apenas uma
parcela de aj tem comprimento-de-suporte 1, mas a outra (as outras) tem
(teˆm) comprimento-de-suporte 2;
3. III) Se xj = pr(z)(ui), Degxj (ψ(ui)) = 0 e Degxj (ui) = 1, enta˜o aj tem
comprimento-de-suporte 1.
Na notac¸a˜o da definic¸a˜o 3.19 (respectivamente definic¸a˜o 3.20), dizemos que





Definic¸a˜o 3.21. Seja f(x1, . . . , xm) = f0 +
∑n
t=1 ftut um polinoˆmio de teste.
Uma sequeˆncia Escalar-f e´ uma m-upla (λ1.1E , . . . , λm.1E) ∈ (K.1E)m, em que
λi = 0 se xi ∈ Z.
Os dois pro´ximos lemas podem ser deduzidos do teorema binomial.
Lema 3.22. Seja u(x1) = x
m
1 um polinoˆmio de teste. Se (
∑m
i=1 ai) e´ uma
sequeˆncia do Tipo-u e (λ1.1E) e´ uma sequeˆncia Escalar-f , enta˜o:
• dom u(∑mi=1 ai) = m!a1. . . . .am;
• dom u(λ1.1E +
∑m
i=1 ai) = m!a1. . . . .am.
Lema 3.23. Seja u(z1) = z
m
1 um polinoˆmio de teste. Se (
∑m
i=1 ai) e´ uma
sequeˆncia Quase-Tipo-u, enta˜o:
• dom u(∑mi=1 ai) = m!a1. . . . .am.
Lema 3.24. Seja f(x1, . . . , xm) =
∑n
t=1 ftut um polinoˆmio de teste. Conside-
remos ui ∈ {u1, . . . , un}. Se ha´ uma sequeˆncia do Tipo-ui (A1, . . . , Am), enta˜o:
• dom(ui(A1, . . . , Am)) = λ.g, em que λ ∈ K −{0} e g ∈ B e´ completo com
relac¸a˜o a Tui ;
• Se (λ1.1E , . . . , λm.1E) ∈ Em e´ uma sequeˆncia Escalar-f , enta˜o
dom(ui(λ1.1E +A1, . . . , λm.1E +Am)) = dom(ui(A1, . . . , Am)).
Demonstrac¸a˜o. Primeiramente, definamos Aj =
∑Degxjui
k=1 aj,k.
De acordo com a hipo´tese, existe uma sequeˆncia do Tipo-ui Tui . Ale´m disso,
pelo Lema 3.22:
dom(ui(A1, . . . , Am)) = dom(ui(λ1.1E +A1, . . . , λm.1E +Am)) =
± 2l(∏mr=1 nr!)( ∏
(j,k(j))∈X
ajk(j)),
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em que
2l = deg(Ψ(ui)), nr = Degxrbeg(ui);
X (j) := {(j, k(j))|k(j) = 1, . . . , Degxjui};
X := ⋃mj=1 X (j).
Repetindo a prova do Lema 3.24, e´ poss´ıvel verificarmos que:
Lema 3.25. Seja f(x1, . . . , xm) =
∑n
t=1 ftut um polinoˆmio de teste, em que
degZbeg(ui) > 0 para algum ui ∈ {u1, . . . , un}. Se existe uma sequeˆncia Quase-
Tipo-ui (A1, . . . , Am), enta˜o:
• dom(ui(A1, . . . , Am)) = λ.g, em que λ ∈ K −{0} e g ∈ B e´ completo com
relac¸a˜o a ATui ;
• Se (λ1.1E , . . . , λm.1E) ∈ Em e´ uma sequeˆncia Escalar-f , enta˜o
dom(ui(λ1.1E +A1, . . . , λm.1E +Am)) = dom(ui(A1, . . . , Am)).
3.6 Termos l´ıderes
Nesta sec¸a˜o, provaremos alguns resultados que sera˜o usados nas pro´ximas
quatro sec¸o˜es.
Lema 3.26. Sejam f(x1, . . . , xm) =
∑n
t=1 ut um polinoˆmio de teste e
(λ11E , . . . , λm1E) uma sequeˆncia Escalar-f . Se existe uma sequeˆncia do Tipo-
LT (f) (A1, . . . , Am), enta˜o:
• dom(f(λ11E +A1, . . . , λm1E +Am)) = dom(LT (f)(A1, . . . , Am)).
Ale´m disso, se n > 1 e ui < LT (f), enta˜o:
• wt(ui(λ1.1E +A1, . . . , λm.1E +Am)) < wt(LT (f)(A1, . . . , Am)).
Demonstrac¸a˜o. Se n = 1, a prova e´ uma consequeˆncia imediata do Lema 3.24.
Suponhamos que n > 1 e consideremos ui < LT (f).
Para provarmos este lema, basta verificarmos que nenhuma parcela de
dom(ui(λ1.1E +A1, . . . , λm.1E +Am)) e´ completa com relac¸a˜o a (A1, . . . , Am).
• Caso 1: degui < degLT (f). Neste caso, ha´ uma varia´vel xj que aparece
mais vezes em LT (f) do que ui. De acordo com o enunciado, (A1, . . . , Am)
e´ uma sequeˆncia do Tipo-LT (f). Desta forma, se Degxj beg(LT (f)) e´
maior que Degxj beg(ui), enta˜o a parcela (as parcelas) de ui(λ1.1E +
A1, . . . , λm.1E + Am) tem (teˆm), no ma´ximo, |supp(Aj)| − 2 elementos
de supp(Aj). Se Degxj (beg(LT (f))) = Degxj (beg(ui)), enta˜o a parcela
(as parcelas) de ui(λ1.1E +A1, . . . , λm.1E +Am) tem (teˆm), no ma´ximo,
|supp(Aj)| − 1 elementos de supp(Aj).
• Caso 2: degui = degLT (f) e beg(ui) <lex−rig beg(LT (f)). Nesta situac¸a˜o,
ha´ uma varia´vel xj que aparece mais vezes em beg(LT (f)) do que beg(ui).
Sendo assim, a parcela (as parcelas) de ui(λ1.1E + A1, . . . , λm.1E + Am)
tem (teˆm), no ma´ximo, |supp(Aj)| − 2 elementos de supp(Aj).
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• Caso 3: degui = degLT (f), beg(LT (f)) = beg(ui), mas ψ(ui) <lex−rig
ψ(LT (f)). Neste caso, ha´ uma varia´vel xj que aparece em ψ(LT (f)), mas
na˜o aparece em ψ(ui). Portanto, a parcela (as parcelas) de
ui(λ1.1E + A1, . . . , λm.1E + Am) tem (teˆm), no ma´ximo, |supp(Aj)| − 1
elementos de supp(Aj).
Lema 3.27. Sejam f(x1, . . . , xm) =
∑n
t=1 ut um polinoˆmio de teste
(degZbeg(LT (f)) > 0) e (λ1.1E , . . . , λm.1E) uma sequeˆncia Escalar-f . Se f na˜o
admite um termo-ruim e existe uma sequeˆncia Quase-Tipo-LT (f) ATLT (f) =
(A1, . . . , Am), enta˜o:
• dom(f(λ11E +A1, . . . , λm1E +Am)) = dom(LT (f)(A1, . . . , Am)).
Ale´m disso, se n > 1, e ui < LT (f):
wt(ui(λ1.1E +A1, . . . , λm.1E +Am)) < wt(LT (f)(A1, . . . , Am)).
Demonstrac¸a˜o. Se n = 1, a prova e´ imediata.
Notemos que Degpr(z)(LT (f))ψ(LT (f)) = 0. Suponhamos que n > 1 e consi-
deremos ui < LT (f). Basta provarmos que nenhuma parcela de
dom(ui(λ1.1E +A1, . . . , λm.1E +Am)) e´ completa com relac¸a˜o a (A1, . . . , Am).
• Caso 1: deg(ui) < deg(LT (f)). A ana´lise deste caso e´ similar ao Caso 1
do Lema 3.26.
• Caso 2: deg(ui) = deg(LT (f)), mas beg(ui) <lex−rig beg(LT (f)).
Subcaso 2.1: Existe uma varia´vel xj ∈ X − {pr(z)(LT (f))}, tal
que Degxj beg(ui) < Degxj beg(LT (f)). Neste caso, na˜o e´ dif´ıcil ver que
nenhuma parcela de ui(λ1.1E + A1, . . . , λm.1E + Am) conte´m mais de
|supp(Aj)| − 2 elementos de supp(Aj).
Subcaso 2.2: Degpr(z)(LT (f))beg(ui) < Degpr(z)(LT (f))LT (f) e
Degxbeg(LT (f)) ≤ Degxbeg(ui) para qualquer x ∈ X − {pr(z)(LT (f))}.
Notemos que seDegpr(z)(LT (f))beg(LT (f))−Degpr(z)(LT (f))beg(ui) =
1, ui e LT (f) teˆm o mesmo multigrau, existe uma varia´vel x ∈ Y , tal que
Degxbeg(ui) < Degxbeg(LT (f)), ja´ que ui na˜o e´ um termo-ruim. Se
Degpr(z)(LT (f))beg(LT (f)) − Degpr(z)(LT (f))beg(ui) = 1, ui e LT (f) na˜o
teˆm o mesmo multigrau (Degpr(z)(LT (f))ψ(ui) = 1), existe uma varia´vel
x ∈ X −{pr(z)(LT (f))}, tal que Degxui < DegxLT (f). A parte restante
da prova e´ similar ao Caso 1 do Lema 3.26.
Subcaso 2.2.1: Degpr(z)(LT (f))beg(LT (f))−Degpr(z)(LT (f))beg(ui) >
1. A ana´lise e a conclusa˜o deste caso sa˜o similares ao Subcaso 2.1.
Subcaso 2.2.2: Degpr(z)(LT (f))beg(LT (f))−Degpr(z)(LT (f))beg(ui) =
1, ui e LT (f) na˜o teˆm o mesmo multigrau. Se Degpr(z)(LT (f))ψ(ui) = 0,
a ana´lise e´ similar ao Caso 2 do Lema 3.26.
• Caso 3: degui = degLT (f), beg(ui) = beg(LT (f)), mas ψ(ui) <lex−rig
ψ(LT (f)). A ana´lise deste caso e´ similar ao Caso 3 do Lema 3.26.
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Lema 3.28. Sejam f(x1, . . . , xm) =
∑t
t=1 ut um polinoˆmio de teste
(degZbeg(LT (f)) > 0) e (λ1.1E , . . . , λm.1E) uma sequeˆncia Escalar-f . Se f ad-
mite um termo-ruim e existe uma sequeˆncia Tipo-LBT (f) (A1, . . . , Am), enta˜o:
• dom(f(λ11E +A1, . . . , λm1E +Am)) = dom(LBT (f)(A1, . . . , Am)).
Ale´m disso, se ui 6= LBT (f):
wt(ui(λ1.1E +A1, . . . , λm.1E +Am)) < wt(LBT (f)(A1, . . . , Am)).
Demonstrac¸a˜o. Basta provarmos que se (A1, . . . , Am) e´ uma sequeˆncia Tipo-
LBT (f) e ui 6= LBT (f), enta˜o nenhuma parcela de
dom(ui(λ1.1E +A1, . . . , λm.1E +Am)) e´ completa com relac¸a˜o a (A1, . . . , Am).
• Caso 1: ui < LBT (f). Basta repetirmos a prova do Lema 3.26.
• Caso 2: LBT (f) < ui ≤ LT (f), mas ui e LBT (f) na˜o teˆm o mesmo
multigrau. Primeiramente, notemos que deg(LBT (f)) = deg(ui). Nesta
situac¸a˜o, devera´ existir xi ∈ X, tal que Degxiui < DegxiLBT (f). A parte
remanescente da prova e´ similar ao Caso 1 do Lema 3.26.
• Caso 3: LBT (f) < ui ≤ LT (f), ui e LBT (f) teˆm o mesmo multigrau.
Pela definic¸a˜o de termo ruim: deg(LT (f)) = deg(ui) = deg(LBT (f)) e
Π1(Z)(LT (f)) = Π(Z)(LBT (f)).
Assim Π(Z)(LBT (f)) ≤lex−rig Π(Z)(ui) ≤lex−rig Π(Z)(LT (f)).
Subcaso 3.1: Π(Z)(ui) = Π(Z)(LT (f)). Neste caso, Π(Y )(ui) ≤lex−rig
Π(Y )(LT (f)), porque beg(ui) ≤lex−rig beg(LT (f)). Por outro lado,
Π(Y )(LT (f)) <lex−rig Π(Y )(LBT (f)). Sendo assim, devera´ existir xi ∈
Y , tal que Degxibeg(ui) < Degxibeg(LBT (f)). A conclusa˜o da prova e´
similar a` conclusa˜o do Caso 2 do Lema 3.26.
Subcaso 3.2: Π(Z)(ui) <lex−rig Π(Z)(LT (f)). Nesse caso,
Π(Z)(LBT (f)) = Π(Z)(ui). Pelas definic¸o˜es de termo ruim e termo ruim
l´ıder, devera´ existir xi ∈ Y , tal que Degxibeg(ui) < Degxibeg(LBT (f)).
A conclusa˜o e´ similar a` prova do Caso 2 do Lema 3.26.
Proposic¸a˜o 3.29. Seja f(x1, . . . , xm) = f0+
∑n
t=1 ftut um polinoˆmio de teste.
Se existe uma sequeˆncia do Tipo-LT (f) TLT (f) = (A1, . . . , Am), enta˜o existe
uma sequeˆncia Escalar-f (λ1.1E , . . . , λm.1E), tal que:
dom(f(λ1.1E +A1, . . . , λm.1E +Am)) = λ.g,
em que λ ∈ K − {0} e g ∈ B e´ completo com relac¸a˜o a TLT (f).
Demonstrac¸a˜o. Suponhamos, sem perda de generalidade, que LT (f) = u1. De
acordo com o Corola´rio 3.13, existe uma sequeˆncia Escalar-u1 (λ11E , . . . , λm.1E),
tal que f1(λ11E , . . . , λm1E) = α.1E 6= 0.
Consideremos o polinoˆmio g =
∑n
t=1 ut. De acordo com a hipo´tese, existe
uma sequeˆncia do Tipo-u1 (A1, . . . , Am). Desta forma, pelos Lemas 3.24 3.26,
temos que
dom(g(λ1.1E +A1, . . . , λm.1E +Am)) = dom(u1(A1, . . . , Am)) = λ.g 6= 0,
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em que g ∈ B e´ completo com relac¸a˜o a Tu1 . Ale´m disso, se n ≥ 2 e ui < u1:
wt(ui(λ1.1E +A1, . . . , λm.1E +Am)) < wt(u1(A1, . . . , Am)).
Por outro lado, pelo Lema 3.24:
dom(u1(A1, . . . , Am)) = dom(u1(λ1.1E +A1, . . . , λm.1E +Am)) e consequente-
mente:
dom(f(λ11E +A1, . . . , λm.1E +Am)) =
f1(λ1.1E , . . . , λm.1E).dom(u1(A1, . . . , Am)) = α.λ.g.
Proposic¸a˜o 3.30. Seja f(x1, . . . , xm) = f0 +
∑n
t=1 ftut um polinoˆmio de teste
(degZbeg(LT (f)) > 0) que na˜o admite um termo ruim. Se existe uma sequeˆncia
Quase-Tipo-LT (f) ATLT (f) = (A1, . . . , Am), enta˜o existe uma sequeˆncia Escalar-
f (λ1.1E , . . . , λm.1E), tal que:
dom(f(λ1.1E +A1, . . . , λm.1E +Am)) = λ.g,
em que λ ∈ K − {0} e g ∈ B e´ completo com relac¸a˜o a ATLT (f).
Demonstrac¸a˜o. Basta repetirmos a prova da Proposic¸a˜o 3.29, mas com duas
ressalvas: no lugar do Lema 3.24, no´s aplicaremos o Lema 3.25; no lugar do
Lema 3.26, no´s aplicaremos o Lema 3.27.
Proposic¸a˜o 3.31. Seja f(x1, . . . , xm) = f0 +
∑n
t=1 ftut um polinoˆmio de teste
(degZbeg(LT (f)) > 0). Se f admite um termo-ruim e existe uma sequeˆncia do
Tipo-LBT (f) TLBT (f) = (A1, . . . , Am), enta˜o existe uma sequeˆncia Escalar-f
(λ1.1E , . . . , λm.1E), tal que:
dom(f(λ1.1E +A1, . . . , λm.1E +Am)) = λ.g,
em λ ∈ K − {0} e g ∈ B e´ completo com relac¸a˜o a TLBT (f).
Demonstrac¸a˜o. Basta repetirmos a prova da Proposic¸a˜o 3.29, mas com duas
ressalvas: no lugar do Lema 3.26, no´s aplicaremos o Lema 3.28; assumimos que
LBT (f) = u1.
3.7 Caso 1: Ecan
Nesta sec¸a˜o, descreveremos as identidades para a a´lgebra de Grassmann
munida de sua graduac¸a˜o canoˆnica.
Como sabemos, (Ecan)0 = Z(E) = {a ∈ E|ab = ba ∀ b ∈ E} e ab = −ba
para todo a, b ∈ (Ecan)1. O pro´ximo Lema ja´ foi discutido no Exemplo 1.27.
Lema 3.32. Os polinoˆmios
[y1, y2], [y1, z2] e z1z2 + z2z1
sa˜o identidades polinomiais para Ecan.
Uma consequeˆncia do fato que f(z1, z2) = z1z2 + z2z1 ∈ TZ2(Ecan) e´ a
seguinte resultado:
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Corola´rio 3.33. O polinoˆmio zk1 e´ uma identidade polinomial para Ecan quando
k > 1.
Demonstrac¸a˜o. E´ suficiente notarmos que 2−1f(z1, z1) ∈ TZ2(Ecan).
O pro´ximo teorema e´ o resultado principal desta sec¸a˜o.
Teorema 3.34. Seja K um corpo de charK = p > 2 com |K| = q elementos.
As identidades Z2-graduadas de E (com graduac¸a˜o induzida por φ0) seguem de:
[y1, y2], [y1, z2], z1z2 + z2z1 e y
pq
1 − yp1 .
Demonstrac¸a˜o. Seja I o TZ2 -ideal gerado por [y1, y2], [y1, z2], z1z2 + z2z1 e y
pq
1 −
yp1 . Pelos Lemas 3.32 and 3.33, na˜o e´ dif´ıcil vermos que I ⊂ TZ2(Ecan).
Suponhamos, por contradic¸a˜o, que exista f =
∑r
i=1 λivi ∈ TZ2(Ecan) − I,
em que v1, . . . , vn ∈ Pr(X) e´ (sa˜o) distinto(s). Notemos que f na˜o e´ um p-
polinoˆmio.
De acordo com o Corola´rio 3.33, o polinoˆmio zk1 ∈ TZ2(Ecan) sempre que
k > 1. Notemos que [z1, z2] ≡ 2z1z2 mod I.
Sendo assim, f pode ser um polinoˆmio de teste dos seguintes tipos:




1 · · · yAi,mm [z1, z2] · · · [zn−1, zn] se n e´ par ou,




1 · · · yAi,mm z1 ou,




1 · · · yAi,mm z1[z2, z3] · · · [zn−1, zn] se n e´ ı´mpar maior que 1.
Suponhamos, sem perda de generalidade, que LT (f) = y
A1,1
1 · · · yA1,mm ;
A1,1, · · · , A1,m > 0 e f = f(y1, · · · , ym, z1, · · · , zn).
Notemos que f na˜o admite um termo ruim. Quando n e´ par, esta conclusa˜o
segue da definic¸a˜o de termo ruim. Quando n e´ ı´mpar, a conclusa˜o segue da
definic¸a˜o de termo ruim e da quarta propriedade de termo ruim enunciada no
Lema 3.18.
O restante da prova sera´ feita em casos.







+· · ·+e2(∑mj=1 bj)−1e2(∑mj=1 bj), eM+1, . . . , eM+n),
em que bj = A1,j e M = 2(b1+ · · ·+bm), e´ uma sequeˆncia do Tipo-LT (f).
Por outro lado, pela Proposic¸a˜o 3.29, no´s temos que f /∈ TZ2(Ecan). Isto
e´ uma contradic¸a˜o.
Para n ı´mpar. Nesta situac¸a˜o, a sequeˆncia acima e´ uma sequeˆncia Quase-Tipo-
LT (f). Entretanto, pela Proposic¸a˜o 3.30, no´s temos que f /∈ TZ2(Ecan).
Novamente uma contradic¸a˜o.
3.8 Caso 2: E∞
Nesta sec¸a˜o, no´s descreveremos as identidades Z2-graduadas para E∞.
Teorema 3.35. Seja K um corpo de charK = p > 2 com |K| = q elementos.
As identidades Z2-graduadas de E (com graduac¸a˜o induzida por φ∞) seguem
de:
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1 − yp1 .
Demonstrac¸a˜o. Seja I o TZ2-ideal gerado pelas treˆs identidades acima. E´ claro
que I ⊂ TZ2(E∞). Suponhamos, por absurdo, que I  TZ2(E∞). Sendo assim,
pela Proposic¸a˜o 3.15, ha´ um polinoˆmio de teste f = f0+
∑n
i=1 fiui ∈ TZ2(E∞)−
I.
Suponhamos, sem perda de generalidade, que:














. . . z
bm2
m2
[yn1+1, yn1+2] . . . [yn2 , yn2+1] . . . [yl1 , zm1+1] . . . [zm2−1, zm2 ] . . . [zl2−1, zl2 ]
em que n1 < n2 < l1,m1 < m2 < l2; a1, . . . , an2 , b1, . . . , bm2 > 0 e f =
f(y1, . . . , yl1 , z1, . . . , zl2).
Consideremos a seguinte aplicac¸a˜o:
























yn2+1 7→ e4(∑n2i=1 ai)+2(n2−n1+1)
. . .








zm1+1 7→ e2(∑m1l=1 bl)+1 +∑b1+···+bm1+1l=b1+···+bm1+1 e2l+1eM+2l
. . .
zm2 7→ e2(∑m2−1l=1 bl)+2(m2−m1)−1 +
∑b1+···+bm2
l=b1+···+bm2−1+1 e2(l+m2−m1)−1eM+2l
zm2+1 7→ e2(∑m2l=1 bl+m2−m1)+1
. . .
zl2 7→ e2(∑m2l=1 bl)+2(l2−m1)−1,
em que M = 4(
∑n2
i=1 ai) + 2(l1 − n1).
Notemos que (φ(y1), . . . , φ(yl1), φ(z1), . . . , φ(zl2)) e´ uma sequeˆncia do Tipo-
LT (f). De acordo com a Proposic¸a˜o 3.29, temos que f /∈ TZ2(E∞) o que e´ uma
contradic¸a˜o.
3.9 Caso 3: Ek∗
Nesta sec¸a˜o, descreveremos as identidades Z2-graduadas de Ek∗ .
Lema 3.36. O polinoˆmio
z1 . . . zk+1 (3.1)
e´ uma identidade para Ek∗ .
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Demonstrac¸a˜o. Notemos que z1 . . . zk+1 e´ um polinoˆmio multilinear. Assim
basta avalia´-lo em B.
Com efeito, seja S = {a1, · · · , ak+1} ⊂ B ∩ (Ek∗)1 um multiconjunto. Note-
mos que ha´ dois elementos a1, a2 ∈ S, tais que supp(a1) ∩ supp(a2) 6= ∅. Logo,
a1 · · · ak+1 = 0 o que mostra o resultado.
Corola´rio 3.37. Quando p > k, a identidade zp1 e´ consequeˆncia de z1 . . . zk+1.
Corola´rio 3.38. O polinoˆmio
za11 . . . z
an
n [y1, y2] . . . [y2l−1, y2l][zq1 , zq2 ] . . . [zq2m−1 , zq2m ],
em que l ≥ 0; a1, · · · , an > 0; q1 < · · · < q2m e 2m +
∑n
i=1 ai ≥ k + 1 e´
consequeˆncia de z1 . . . zk+1. Ale´m disso, o polinoˆmio
za11 . . . z
an
n [y1, y2] . . . [y2l−1, zq1 ][zq2 , zq3 ] . . . [zq2m , zq2m+1 ],
em que l ≥ 1; a1, · · · , an > 0; q1 < · · · < q2m+1 e 2m + 1 +
∑n
i=1 ai ≥ k + 1
tambe´m e´ consequeˆncia de z1 . . . zk+1.
Definic¸a˜o 3.39. Um elemento a ∈ SS e´ chamado do Tipo-1 (ou u ∈ SS1)
quando:
• degZ(beg(a)) + degZ(ψ(a)) ≤ k.
A pro´xima proposic¸a˜o e´ uma versa˜o da Proposic¸a˜o 3.15 para Ek∗ .
Proposic¸a˜o 3.40. Seja f =
∑n
i=1 λivi uma combinac¸a˜o linear de elementos de
Pr(X). Enta˜o:
f ≡∑ni=1 fiui mod 〈[x1, x2, x3], zp1 , ypq1 − yp1 , z1 . . . zk+1〉TZ2 ,
em que f1, . . . , fn sa˜o p-polinoˆmios e u1, . . . , un ∈ SS1 e´ (sa˜o) distinto(s).
Ale´m disso, 〈[x1, x2, x3], zp1 , ypq1 − yp1 , z1 . . . zk+1〉TZ2 ⊂ TZ2(Ek∗).
Teorema 3.41. Seja K um corpo finito de charK = p > 2 com |K| = q
elementos. As identidades Z2-graduadas de E (com graduac¸a˜o induzida por
φk∗) seguem de:
[x1, x2, x3], z
p
1 , z1 . . . zk+1 e y
pq
1 − yp1 .
Demonstrac¸a˜o. Seja I o TZ2 -ideal gerado pelas quatro identidades acima. Su-
ponhamos, por contradic¸a˜o, que I  TZ2(Ek∗). De acordo com a Proposic¸a˜o
3.40, existe um polinoˆmio de teste f = f0 +
∑n
i=1 fiui ∈ TZ2(Ek∗)− I, em que
u1, . . . , un ∈ SS1− {1} e´ (sa˜o) distinto(s).
No´s podemos supor, sem perda de generalidade, que:














. . . z
bm2
m2
[yn1+1, yn1+2] . . . [yn2 , yn2+1] . . . [yl1 , zm1+1] . . . [zm2−1, zm2 ] . . . [zl2−1, zl2 ],
em que n1 < n2 < l1,m1 < m2 < l2; a1, . . . , an2 , b1, . . . , bm2 > 0 e f =
f(y1, . . . , yl1 , z1, . . . , zl2).
Consideremos a seguinte aplicac¸a˜o:
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yn1+1 7→ ek+2(a1+···+an1 )+1 +
∑an1+1
l=1 ek+2(a1+···+an1 )+2lek+2(a1+···+an1 )+2l+1
. . .
yn2 7→ ek+2(a1+···+an2−1)+(n2−n1) +∑an2
l=1 ek+2(a1+···+an2−1)+(n2−n1)+2l−1ek+2(a1+···+an2−1)+(n2−n1)+2l
yn2+1 7→ ek+2(a1+···+an2−1+an2 )+(n2−n1)+1
. . .

















zl2 7→ eT+l2−m2 ,
em que Q = k + 2(a1 + · · ·+ an2−1 + an2) + (l1 − n1) e T = b1 + · · ·+ bm2−1 +
bm2 + (m2 −m1).
Notemos que (φ(y1), . . . , φ(yl1), φ(z1), . . . , φ(zl2)) e´ uma sequeˆncia do Tipo-
LT (f). Pela Proposic¸a˜o 3.29, temos que f /∈ TZ2(Ek∗); absurdo.
3.10 Caso 4: Ek
Nesta sec¸a˜o, descreveremos as identidades Z2-graduadas de Ek. Inicial-
mente, apresentaremos algumas identidades.
Lema 3.42. Os seguintes polinoˆmios
1. a) h1(y1, . . . , yk+1, x) = [y1, y2] . . . [yk+1, x], em que k e´ par e x ∈ X −
{y1, . . . , yk, yk+1} (1);
2. b) h2(y1, . . . , yk+1) = [y1, y2] . . . [yk, yk+1], em que k e´ ı´mpar (2),
sa˜o identidades polinomiais para Ek.
Demonstrac¸a˜o. Suponhamos, sem perda de generalidade, que k > 0 seja um
nu´mero par. Notemos que o polinoˆmio h1 e´ multilinear. Assim, e´ suficiente
avalia´-lo em B. Sejam S = {a1, . . . , ak+1} ⊂ B ∩ (Ek)0 um multiconjunto e
S′ = {b1} ⊂ B ∩ (Ek)α(x). Se algum elemento de S ∪ S′ teˆm comprimento-
de-suporte par, e´ claro que h1(a1, . . . , ak+1, b1) = 0. Por outro lado, se to-
dos os elementos de S teˆm comprimento-de-suporte ı´mpar, na˜o e´ dif´ıcil ver-
mos que existem ai, aj ∈ S,tais que supp(ai) ∩ supp(aj) 6= {}. Portanto,
h1(a1, . . . , ak+1, b1) = 0.
CAPI´TULO 3. IDENTIDADES DA A´LGEBRA DE GRASSMANN 48
Sejam T ′ = (i1, . . . , il) e T = (j1, . . . , jt) duas sequeˆncias de inteiros positivos
(estritamente crescentes),tais que t e´ par, l+ t = m e m̂ = {i1, . . . , il, j1, . . . , jt}.
Definimos:
fT (z1, . . . , zm) = zi1 . . . zil [zj1 , zj2 ] . . . [zjt−1 , zjt ].
Do mesmo modo, sejam T ′ = (i1, . . . , il) e T = (j1, . . . , jt) duas sequeˆncias
de inteiros positivos (estritamente crescentes),tais que t e´ ı´mpar, l + t = m e
m̂ = {i1, . . . , il, j1, . . . , jt}. Definimos:
hT (y1, z1, . . . , zm) = zi1 . . . zil [y1, zj1 ] . . . [zjt−1 , zjt ].
Definic¸a˜o 3.43. Seja m ≥ 2. Definimos:
gm(z1, . . . , zm) =
∑
|T | e´ par
(−2)−|T |2 fT (z1, . . . , zm).
Ale´m disso, definimos: g1(z) = z.
Lema 3.44. (da Silva e Di Vincenzo. Lema 17, de [13]) Seja I o TZ2-ideal
gerado por [x1, x2, x3]. As seguintes equivaleˆncias (mo´dulo I) sa˜o va´lidas:
a) gm+1(z1, . . . , zm+1) ≡ z1gm(z2, . . . , zm+1)+(−2)−1[z1, z2]gm−1(z3, . . . , zm+1)+
(−2)−1(∑mi=3 z2 . . . zi−1[z1, zi]gm−i+1(zi+1, . . . , zm+1))+(−2)−1z2 . . . zm[z1, zm+1];
b) gm+1(z1, . . . , zm+1) ≡ gm(z2, . . . , zm)zm+1+(−2)−1[zm, zm+1]gm−1(z1, . . . , zm−1)+
(−2)−1(∑m−1i=2 z1 . . . zi−1[zi, zm+1]gm−i(zi+1, . . . , zm))+(−2)−1z2 . . . zm[z1, zm+1].
Seja S ⊂ N− {0}. Consideremos a seguinte aplicac¸a˜o:
φS : F 〈X〉 → F 〈X〉
yi 7→ yi+|S|
zi 7→ yi quando i ∈ S
zi 7→ zi quando i /∈ S
Notemos que a aplicac¸a˜o φS pode ser estendida a um endomorfismo (or-
dina´rio) de K〈X〉. Denotaremos este endomorfismo tambe´m por φS . Apesar do
endomorfismo φS ser ordina´rio, notemos que
φS(〈[x1, x2, x3]〉TZ2 ) ⊂ 〈[x1, x2, x3]〉TZ2 .
Lema 3.45. Um polinoˆmio multilinear f(z1, . . . , zm) e´ uma identidade gradu-
ada para Ek se, e somente se, φS(f) e´ uma identidade para Ecan para todo
S ⊂ {1, . . . ,m} com |S| ≤ k elemento(s).
Demonstrac¸a˜o. O caso em que k = 0 e´ imediato.
Daqui para frente, suporemos que k > 0. Seja f(z1, . . . , zm) uma identidade
para Ek. Para fixarmos as ideias, suponhamos que S = n̂ ⊂ m̂. Sendo assim,
(φS(f)) = f(y1, . . . , yn, zn+1, . . . , zm).
Na˜o e´ dif´ıcil vermos que φS(f) e´ um polinoˆmio multilinear, e assim, basta
verificarmos, a menos de endomorfismo Z2-graduado de Ecan, que:
(φS(f))(e1.ek+1, . . . , enek+n, ek+n+1, . . . , ek+m) = 0.
Haja vista que f(z1, . . . , zm) ∈ TZ2(Ek), temos:
(φS(f))(e1ek+1, . . . , enek+n, ek+n+1, . . . , ek+m) =
f(e1ek+1, . . . , enek+n, ek+n+1, . . . , ek+m) = 0.
CAPI´TULO 3. IDENTIDADES DA A´LGEBRA DE GRASSMANN 49
Reciprocamente, suponhamos que φS(f(z1, . . . , zm)) ∈ TZ2(Ecan) para todo
S ⊂ {1, . . . ,m} com |S| ≤ k. Suponhamos, por absurdo, que f(z1, . . . , zm) na˜o
seja uma identidade para Ek. Visto que f e´ um polinoˆmio multilinear, existem
elementos a1, . . . ,
am ∈ B∩ (Ek)1,tais que f(a1, . . . , am) 6= 0. E´ claro que supp(ai)∩ supp(aj) = ∅
quando i e j sa˜o distintos.
Definamos o seguinte subconjunto de m̂: B = {i ∈ m̂; |supp(ai)| e´ par} e
fac¸amos S = B. Conforme a hipo´tese, temos que (φS(f)) ∈ TZ2(Ecan). Ora,
mas (φS(f))(a1, . . . , am) = f(a1, . . . , am) 6= 0 o que e´ uma contradic¸a˜o.
Notemos que g2(z1, z2) = z1z2+(−2)−1[z1, z2] = 2−1(z1z2+z2z1) ∈ TZ2(E0).
Mais geralmente, temos a seguinte proposic¸a˜o.
Proposic¸a˜o 3.46. (da Silva e Di Vincenzo. Proposic¸a˜o 18, de [13]) O po-
linoˆmio gk+2(z1, . . . , zk+2) e´ uma identidade para Ek.
Demonstrac¸a˜o. Com base no Lema 3.45, para demonstrarmos esta proposic¸a˜o,
basta provarmos que φS(g(z1, . . . , zk+2)) ∈ TZ2(Ecan) para todo S ⊂ {1, . . . , k+
2} com |S| ≤ k.
Suponhamos que k + 2 = 3. Por definic¸a˜o, temos:
g3(z1, z2, z3) = z1z2z3 + (−2)−1z1[z2, z3] + (−2)−1z2[z1, z3] + (−2)−1z3[z1, z2].
Seja S ⊂ {1, 2, 3} um subconjunto com um elemento. Suponhamos que
S = {1}. Sendo assim:
φS(g3(z1, z2, z3)) = y1z2z3 + (−2)−1y1[z2, z3] + (−2)−1z2[y1, z3] +
(−2)−1z3[y1, z2] ≡ 0 mod TZ2(Ecan).
Logo, pelo Lema 3.45, temos que g3(z1, z2, z3) ∈ TZ2(E1). Suponhamos, por
induc¸a˜o forte, que a proposic¸a˜o seja va´lida para g4 ∈ TZ2(E2), . . . , gk+1 ∈
TZ2(Ek−1).
Consideremos S ⊂ {1, . . . , k + 2} um conjunto com |S| ≤ k elementos.
Caso 1: Suponhamos que k + 2 ∈ S. Pelo item b do Lema 3.44, temos que
φS(gk+2(z1, . . . , zk+2)) ≡ φS(gk+1(z2, . . . , zk+1))yk+2 mod TZ2(Ecan),
pois [z, yk+2], [y, yk+2] ∈ TZ2(Ecan). Por outro lado, pela hipo´tese de
induc¸a˜o e o Lema 3.45, temos que φS(gk+1(z1, . . . , zk+1)) =
φS−{k+2}(gk+1(z1, . . . , zk+1)) ∈ TZ2(Ecan).
Caso 2: Suponhamos que 1 ∈ S. Este caso e´ ana´logo ao Caso 1, mas com uma
excec¸a˜o: o item b do Lema 3.44 sera´ substitu´ıdo pelo item a do Lema 3.44.
Caso 3: Suponhamos que 1, k + 2 /∈ S.
Subcaso 3.1: S = {2, 3, . . . , k + 1}. Este item e´ uma aplicac¸a˜o ime-
diata do item a do Lema 3.44. Ao efetuarmos os ca´lculos, recairemos na
seguinte equivaleˆncia: φS(gk+2) = z1y2 . . . yk+1zk+2 − y2 . . . yk+1z1zk+2 ≡
0 mod TZ2(Ecan).
Subcaso 3.2: S  {2, . . . , k + 1} e |S| ≤ k. Consideremos
j ∈ {2, . . . , k+ 1}−S o maior poss´ıvel. Aplicando de forma conveniente o
Lema 3.44, conclu´ıremos que φS(gk+2(z1, · · · , zk+2)) ≡ 0 mod TZ2(Ecan).
Isto completa a demonstrac¸a˜o.
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Corola´rio 3.47. Os polinoˆmios multilineares [gk+1, y] e gk+1[zk+2, y] sa˜o iden-
tidades graduadas para Ek.
Demonstrac¸a˜o. Os polinoˆmios citados acima sa˜o multilineares. Por isto, e´ su-
ficiente avalia´-los em elementos de B. Se k = 0, e´ claro que [z1, y], z1[z2, y] ∈
TZ2(E0).
Suponhamos que k = 1. Observemos que g2 = z1z2 +
(−2)−1[z1, z2] ∈ TZ2(E0). Notemos que se a ∈ B ∩ (E1)0 (respectivamente
a ∈ B ∩ (E1)1) e |supp(a)| e´ ı´mpar (respectivamente |supp(a)| e´ par), enta˜o
supp(a) ∩ {e1} = {e1}. Com isto, temos que se a1, a2, a3 ∈ B ∩ (E1)1 e a4 ∈
B ∩ (E1)0, enta˜o [g2(a1, a2), a4] = g2(a1, a2)[a3, a4] = 0.
Suponhamos que k ≥ 2. Seja E′ a a´lgebra de Grassmann unita´ria gerada
por V ′ = {e1, . . . , êi, . . . , en, . . . } (êi significa que ei /∈ V ). Notemos que E′ =
(E′∩(Ek)0)⊕(E′∩(Ek)1). Por outro lado, E′ e Ek−1 sa˜o supera´lgebras isomorfas
e portanto gk+1 ∈ TZ2(E′). Repetindo o argumento feito para E1, segue-se que
[gk+1, y], gk+1[zk+2, y] ∈ TZ2(E), como desejado.
Corola´rio 3.48. Se p > k + 1, a identidade zp e´ consequeˆncia da identidade
gk+2.
Demonstrac¸a˜o. De fato, notemos que gk+2(z1, . . . , z1, z2) = z
k+1
1 z2 +
(k + 1)(−2)−1zk1 [z1, z2]. Logo, gk+2(z1, . . . , z1) = zk+21 . Sendo assim, quando
p ≥ k + 2, conclu´ımos que o polinoˆmio zp e´ uma consequeˆncia da identidade
graduada gk+2.
Corola´rio 3.49. Os seguintes polinoˆmios sa˜o identidades para Ek:
• h3 = gk−l+2(z1, . . . , zk−l+2)[y1, y2] . . . [yl−1, yl], em que 0 ≤ l ≤ k e l e´ um
nu´mero par (3);
• h4 = gk−l+2(z1, . . . , zk−l+2)[zk−l+3, y1][y2, y3] . . . [yl−1, yl],
em que 1 ≤ l ≤ k e l e´ um nu´mero ı´mpar (4);
• h5 = [gk−l+2(z1, . . . , zk−l+2), y1] . . . [yl−1, yl], em que 1 ≤ l ≤ k e l e´ um
nu´mero ı´mpar (5).
Demonstrac¸a˜o. Ha´ dois casos a considerar:
• Se l e´ ı´mpar. De acordo com o Corola´rio 3.47, gk−l+2[y, zk−l+3], [gk−l+2, y] ∈
TZ2(Ek−l+1). Por outro lado, na˜o e´ dif´ıcil vermos que gk−l+2[y, zk−l+3] ∈
TZ2(Ek−l+1) (respectivamente [gk−l+2, y] ∈ TZ2(Ek−l+1)) se, e so´ se, h4 ∈
TZ2(Ek) (respectivamente h5 ∈ TZ2(Ek)).
• Se l e´ par. Com base na Proposic¸a˜o 3.46, gk−l+2 ∈ TZ2(Ek−l). Por um
racioc´ınio ana´logo ao caso anterior, temos que gk−l+2 ∈ TZ2(Ek−l) se, e
so´ se, h3 ∈ TZ2(Ek).
Analisado estes dois casos, segue-se o resultado.
Corola´rio 3.50. Seja I o TZ2-ideal gerado pelas identidades graduadas do tipo
(3). Na supera´lgebra K〈X〉, vale a seguinte equivaleˆncia:
z1z2 . . . zk−l+2[y1, y2] . . . [yl−1, yl] ≡ a.b mod I,
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em que 0 ≤ l ≤ k, l e´ um nu´mero par e
• a(z1, . . . , zk−l+2) = (
∑
|T |e´ par e na˜o-vazio−(−2)−
|T |
2 fT (z1, . . . , zk−l+2));
• b(y1, . . . , yl) = [y1, y2] . . . [yl−1, yl].
Corola´rio 3.51. Seja I o TZ2-ideal gerado pelas identidades graduadas do tipo
(4). Na supera´lgebra K〈X〉, vale a seguinte equivaleˆncia:
z1z2 . . . zk−l+2[zk−l+3, y1] . . . [yl−1, yl] ≡ a.b mod I,
em que 1 ≤ l ≤ k, l e´ um nu´mero ı´mpar e
• a(z1, . . . , zk−l+2) = (
∑
|T |e´ par e na˜o-vazio−(−2)−
|T |
2 fT (z1, . . . , zk−l+2));
• b(zk−l+3, y1, . . . , yl) = [zk−l+3, y1] . . . [yl−1, yl].
Definic¸a˜o 3.52. Um elemento a ∈ SS e´ chamado do tipo-2 (ou u ∈ SS2)
quando:
• degY (ψ(a)) ≤ k e degZ(beg(a)) + degY (ψ(a)) ≤ k + 1.
Uma consequeˆncia do Lema 3.42 e dos Corola´rios 3.50 e 3.51 e´ o seguinte
resultado.
Lema 3.53. Seja u um elemento de SS com a seguinte propriedade:
degZ(beg(u)) + degY (ψ(u)) ≥ k + 2 ou degY (ψ(u)) = k + 1.
Seja I o TZ2-ideal gerado pelas identidades [x1, x2, x3], (1), (2), as identidades
graduadas dos tipos (3) e (4). Enta˜o, mo´dulo I, u e´ uma combinac¸a˜o linear de
elementos de SS2.
Demonstrac¸a˜o. Primeiramente, notemos que se degY (ψ(u)) ≥ k + 1, enta˜o u e´
consequeˆncia de (1) ou (2). Logo, u ≡ 0 mod I.
Daqui para frente, assumiremos que degY (ψ(u)) < k + 1.
Para simplificar, suponhamos que:














. . . z
bm2
m2 [yn1+1, yn1+2]
. . . [yn1+l, zm1+1] . . . [zm2−1, zm2 ][zm2+1, zm2+2] . . . [zl2−1, zl2 ],
em que m1 < m2 < l2, n1 < n2 < n1 + l, degZ(beg(u)) + degY (ψ(u)) = k + 2 e
a1, . . . , an1 , b1, . . . , bn2 > 0.
Sendo assim, pelo Corola´rio 3.51:
u ≡ a.b.c mod I,
em que
• a(y1, . . . , yn2) = ya11 . . . yan1n1 yan1+1n1+1 . . . y
an2
n2 ;
• b(z1, . . . , zm2) = (
∑
|T |e´ par e na˜o vazio−(−2)−
|T |
2 fT (z1, . . . , zm2));
• c(yn1+1, . . . , yn1+l, zm1+1, . . . , zl2) = [yn1+1, yn1+2] . . . [yn1+l, zm1+1] . . .
[zm2−1, zm2 ][zm2+1, zm2+2] . . . [zl2−1, zl2 ].
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Aplicando a identidade [x1, x2, x3] em b.c, se necessa´rio, obtemos o resultado
desejado.
Quando degZ(beg(u)) + degY (ψ(u)) > k + 2, a prova e´ similar e recorre a
um processo indutivo. Nesse processo indutivo, devemos substituir a por:













em que k1 ≤ m2, bk1 − c ≥ 0 e b1 + · · ·+ bk1 − c = degZ(beg(u))− (k− l+ 2).
Definic¸a˜o 3.54. Um elemento ui ∈ SS e´ chamado do Tipo-3 (ui ∈ SS3)
quando as seguintes condic¸o˜es sa˜o satisfeitas:
• ui ∈ SS2;
• Se degZbeg(ui) + degY ψ(ui) = k + 1, enta˜o Degpr(z)(ui)ψ(ui) = 0.
E´ bem conhecida a relac¸a˜o de derivac¸a˜o de comutadores:
[uv,w] = u[v, w] + [u,w]v para u, v, w ∈ F 〈X〉.
Nos Lemas 3.55 e 3.56, usaremos alguns argumentos do Lema 20-b de [13] e
a relac¸a˜o de derivac¸a˜o de comutadores.
Lema 3.55. Seja I o TZ2-ideal gerado por [x1, x2, x3] e as identidades graduadas
do tipo (3). Na supera´lgebra K〈X〉, vale a seguinte equivaleˆncia:
z2 . . . zk−l+2[z1, zk−l+3][y1, y2] . . . [yl−1, yl] ≡
(
∑
J βJfJ)[y1, y2] . . . [yl−1, yl] mod I (se l ≤ k e l e´ par),
βJ ∈ K, J ⊂ {1, . . . , k− l+ 3}. Ale´m disso, se |J | = 2, enta˜o 1 /∈ J e βJ = −1.
Demonstrac¸a˜o. Primeiramente, notemos que
[gk−l+2(z1, . . . , zk−l+2)[y1, y2] . . . [yl−1, yl], zk−l+3] ∈ TZ2(Ek).
Deste modo, mo´dulo I, temos:
[z1 . . . zk−l+2[y1, y2] . . . [yl−1, yl], zk−l+3] + [a[y1, y2] . . . [yl−1, yl], zk−l+3] ≡ 0,
em que a =
∑
|T |e´ par e na˜o vazio−(−2)−
|T |
2 fT (z1, . . . , zk−l+2).
Pela propriedade de derivac¸a˜o de comutadores, temos:
[z1 . . . zk−l+2[y1, y2] . . . [yl−1, yl], zk−l+3] ≡
z1[z2 . . . zk−l+2[y1, y2] . . . [yl−1, yl], zk−l+3] +
z2 . . . zk−l+2[y1, y2] . . . [yl−1, yl][z1, zk−l+3] mod I.
Sendo assim:
z2 . . . zk−l+2[z1, zk−l+3][y1, y2] . . . [yl−1, yl] ≡
−z1[z2 . . . zk−l+2[y1, y2] . . . [yl−1, yl], zk−l+3] +
[a[y1, y2] . . . [yl−1, yl], zk−l+3].
Aplicando sucessivamente a identidade [x1, x2, x3] e a propriedade de de-
rivac¸a˜o de comutadores, obtemos o resultado desejado.
Lema 3.56. Seja I o TZ2-ideal gerado por [x1, x2, x3] e as identidades graduadas
do tipo (5). Na supera´lgebra K〈X〉, vale a seguinte equivaleˆncia:
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z2 . . . zk−l+2[z1, y1][y2, y3] . . . [yl−1, yl] ≡
(
∑
J βJhJ(z1, . . . , zk−l+2, y1))[y2, y3] . . . [yl−1, yl] mod I
(se l ≤ k e l e´ ı´mpar),
βJ ∈ K, J ⊂ {1, . . . , k− l+2}. Ale´m disso, se |J | = 1, enta˜o 1 /∈ J e βJ = 1.
Demonstrac¸a˜o. A prova e´ similar a`quela do Lema 3.55. Neste caso, devido a`s
identidades do tipo (5), vale a seguinte equivaleˆncia:
[z1 . . . zk−l+2, y1] . . . [yl−1, yl] ≡ a.b mod I, em que
• a = [(∑|T |e´ par e na˜o vazio−(−2)− |T |2 fT (z1, . . . , zk−l+2)), y1];
• b = [y2, y3] . . . [yl−1, yl] se l ≥ 3, ou b = 1 se l = 1.
Corola´rio 3.57. Seja I o TZ2-ideal gerado pelas identidades [x1, x2, x3], z
p
1 e as
identidades dos tipos (3) e (5). Se u ∈ SS2, degZbegu + degY ψ(u) = k + 1 e
Degpr(z)uψ(u) = 1, enta˜o:
u ≡∑ni=1 λiui mod I,
em que u−∑ni=1 λiui e´ um polinoˆmio multi-homogeˆneo e u1, . . . , un ∈ SS3.
Demonstrac¸a˜o. Suponhamos, sem perda de generalidade, que 2 | degY ψ(u).
Inicialmente, consideremos o seguinte caso:
u = za11 . . . z
an
n [z1, zn+1][y1, y2] . . . [yl−1, yl], a1 + · · ·+ an =
k − l + 1, a1, . . . , an > 0.
Tomemos um endomorfismo graduado φ, tal que:
φ(z1) = z1, . . . , φ(zk−l+2) = zn e φ(zk−l+3) = zn+1.
Mo´dulo I, temos que:
z1[φ(z1 · · · zk−l+2)[y1, y2] · · · [yl−1, yl], φ(zk−l+3)] +
z1[a[y1, y2] · · · [yl−1, yl], φ(zk−l+3)] ≡ 0,
em que a =
∑
|T |is even and non-empty(−2)−
|T |
2 φ(fT (z1, . . . , zk−l+2)).
Por outro lado, mimetizando a demonstrac¸a˜o do Lema 3.55, temos que:
(a1)u ≡ z1(
∑
J βJφ(fJ))[y1, y2] . . . [yl−1, yl] mod I,
βJ ∈ K, J ⊂ {1, . . . , k − l + 3}. Ale´m disso, se |J | = 2, enta˜o
Degz1(ψ(φ(fJ))) = 0.
Em geral, se u ∈ SS2, degZbegu + degY ψ(u) = k + 1 e Degpr(z)uψ(u) = 1,
conclu´ımos, a partir de manipulac¸o˜es alge´bricas convenientes, que:
u ≡∑ni=1 λiui mod I,
em que u−∑ni=1 λiui e´ um polinoˆmio multi-homogeˆneo e u1, . . . , un ∈ SS3.




1 −yp1 , (1), (2)
e pelas identidades dos tipos (3), (4), (5). Seja f =
∑n
i=1 λivi uma combinac¸a˜o
linear de elementos de Pr(X). Enta˜o:
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f ≡∑ni=1 fiui mod I,
em que f1, . . . , fn sa˜o p-polinoˆmios e u1, . . . , un ∈ SS3 e´ (sa˜o) distinto(s). Ale´m
disso, I ⊂ TZ2(Ek).




fiui mod 〈[x1, x2, x3], zp1 , ypq1 − yp1〉TZ2 , (3.2)
em que f1, . . . , fn sa˜o p-polinoˆmios e u1, . . . , un ∈ SS.
Com base no Lema 3.53, podemos admitir que cada ui, no somato´rio 3.2,
mo´dulo 〈[x1, x2, x3], (1), (2), (3), (4)〉TZ2 e´ uma combinac¸a˜o linear de elementos
de SS2.
Desta forma, podemos assumir sem perda de generalidade, que u1, · · · , uu ∈
SS2.
Por outro lado, caso algum ui satisfac¸a as condic¸o˜es:
degZbeg(ui) + degY (ψ(ui)) = k + 1 e Degpr(z)(ui)(ψ(ui)) = 1,
temos pelo Corola´rio 3.57 que cada ui, mo´dulo 〈[x1, x2, x3], zp1 , (3), (5)〉TZ2 , e´
uma combinac¸a˜o linear de elementos de SS3.
3.10.1 Resultado Principal
Nosso pro´ximo passo e´ descrever as identidades Z2-graduadas de Ek.
Teorema 3.59. Seja K um corpo finito de charK = p > 2 com |K| = q
elementos. As identidades Z2-graduadas de E (com graduac¸a˜o induzida por φk)
seguem de:
• [y1, y2] . . . [yk, yk+1] quando k e´ ı´mpar (1);
• [y1, y2] . . . [yk−1, yk][yk+1, x] quando k e´ par e x ∈ X−{y1, . . . , yk+1} (2);
• [x1, x2, x3] (3);
• gk−l+2(z1, . . . , zk−l+2)[y1, y2] . . . [yl−1, yl] quando 0 ≤ l ≤ k e l e´ um
nu´mero par (4);
• gk−l+2(z1, . . . , zk−l+2)[zk−l+3, y1][y2, y3] . . . [yl−1, yl] quando 1 ≤ l ≤ k e l
e´ um nu´mero ı´mpar (5);
• [gk−l+2(z1, . . . , zk−l+2), y1] . . . [yl−1, yl] quando 1 ≤ l ≤ k e l e´ um nu´mero
ı´mpar (6);
• zp1 (7);
• ypq1 − yp1 (8).
Demonstrac¸a˜o. Seja I o TZ2-ideal gerado pelas oito identidades acima. Suponha
por contradic¸a˜o que I  TZ2(Ek). De acordo com a Proposic¸a˜o 3.58, existe um
polinoˆmio de teste f = f0 +
∑n
i=1 fiui, em que u1, . . . , un ∈ SS3− {1}.
Sendo assim, um dos treˆs fatos abaixo pode ocorrer:
Caso 1: degZ(beg(LT (f))) + degY (ψ(LT (f))) ≤ k;
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Caso 2: degZ(beg(LT (f))) + degY (ψ(LT (f))) = k + 1 e f na˜o admite um
termo-ruim;
Caso 3: degZ(beg(LT (f))) + degY (ψ(LT (f))) = k + 1 e f admite um termo-
ruim.
Caso 1. Suponhamos, sem perda de generalidade, que:














. . . z
bm2
m2
[yn1+1, yn1+2] . . . [yn2 , yn2+1] . . . [yl1 , zm1+1] . . . [zm2−1, zm2 ] . . . [zl2−1, zl2 ]
em que n1 < n2 < l1,m1 < m2 < l2; a1, . . . , an2 , b1, . . . , bm2 > 0 e f =
f(y1, . . . , yl1 , z1, . . . , zl2).
Consideremos a aplicac¸a˜o:



































em que R = k + 2(a1 + · · ·+ an2) e S = R+ (b1 + · · ·+ bm2) +m2 −m1.
Na˜o e´ dif´ıcil vermos que (φ(y1), . . . , φ(yl1), φ(z1), . . . , φ(zl2)) e´ uma sequeˆncia
do Tipo-LT (f). Contudo, pela Proposic¸a˜o 3.29, temos que f /∈ TZ2(Ek) o que
e´ uma contradic¸a˜o.
Caso 2. Consideremos φ : {y1, . . . , yl1 , z1, . . . , zl2} → E (na aplicac¸a˜o abaixo,
cometeremos um pequeno abuso de linguagem:
∑b1−1
l=1 ek+l+1el = 0, na situac¸a˜o
em que b1 = 1):























yn1+1 7→ eb1+···+bm2 +
∑a1+···+an1+1
l=a1+···+an1+1 eM+2l−1eM+2l






em que M = k + b1 + · · ·+ bm2 + l2 −m1.
Notemos que (φ(y1), . . . , φ(yl1), φ(z1), . . . , φ(zl2)) e´ uma sequeˆncia Quase-
Tipo-LT (f). Pela Proposic¸a˜o 3.30, segue que f /∈ TZ2(Ek). Novamente uma
contradic¸a˜o.
Caso 3. Notemos que degZ(beg(LBT (f))) + degY (ψ(LBT (f))) ≤ k. Supo-
nhamos, sem perda de generalidade, que:














. . . z
bm2
m2
[yn1+1, yn1+2] . . . [yn2 , yn2+1] . . . [yl1 , zm1+1] . . . [zm2−1, zm2 ] . . . [zl2−1, zl2 ],
em que n1 < n2 < l1,m1 < m2 < l2; a1, . . . , al1 , b1, . . . , bl2 > 0 e f =
f(y1, . . . , yl1 , z1, . . . , zl2). Consideremos φ : {y1, . . . , yl1 , z1, . . . , zl2} → E como
no Caso 1.
E´ claro que (φ(y1), . . . , φ(yl1), φ(z1), . . . , φ(zl2)) e´ uma sequeˆncia do Tipo-
LBT (f). Contudo, de acordo com a Proposic¸a˜o 3.31, temos que f /∈ TZ2(Ek).
Isto e´ um absurdo.
Com a verificac¸a˜o dos treˆs casos, temos que I = TZ2(Ek), como desejado.
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