Abstract. We consider Canonical Gibbsian ensembles of Euler point vortices on the 2-dimensional torus or in a bounded domain of R 2 . We prove that under the Central Limit scaling of vortices intensities, and provided that the system has zero global space average (neutrality condition), the ensemble converge to the so-called Energy-Enstrophy Gaussian random distributions. The result can be interpreted as describing Gaussian fluctuations around the mean field limit of vortices ensembles, and it is obtained by proving convergence of partition functions of vortices and Gaussian distributions.
Introduction
The close resemblance between Onsager's point vortices ensembles and EnergyEnstrophy Gaussian invariant measures for the two dimensional Euler flow is known since the works of Kraichnan on two-dimensional turbulence, [19] . In the present paper, we rigorously establish this connection, as we now outline. On a two dimensional domain D, which in the following will be the two dimensional torus T 2 or a bounded domain of R 2 , Euler equations in vorticity form are given by
The equations have to be complemented with a gauge choice, that is null space average on T 2 and Dirichlet boundary conditions on D ⊂ R 2 . Euler equations are known to be well posed for initial data ω 0 ∈ L ∞ (D) (see [21] ), and smooth solutions preserve the first integrals energy and enstrophy,
The Gaussian field associated to the quadratic form βE + γS on T 2 , the energyenstrophy measure formally defined as (2) dµ β,γ (ω) = e −βE(ω)−βS(ω) dω, is thus a natural candidate as an invariant measure of the flow. However, the field is only supported on spaces of quite rough distributions -not even measures-so that making sense of Euler equations in this setting is not trivial: this problem has been effectively tackled both by means of Fourier analysis, see for instance [2, 3] , and approximation by point vortices systems, [11, 12, 13, 14] . The latter ones are defined, let us say first on T 2 , as systems of N point particles with positions x i ∈ D and intensities ξ i ∈ R, satisfying the system of ordinary differential equationṡ
where the interacting potential is given in terms of the Green function G of the Laplace operator −∆, and ∇ ⊥ = (∂ 2 , −∂ 1 ). The vorticity distribution ω = ξ i δ xi Date: 2 April 2019.
1 solves Euler equations in weak sense, see [21] , as it is driven by the vector field u = ∇ ⊥ G * ω, which, in dimension 2, is the equivalent Biot-Savart formulation of ω = ∇ ⊥ · u. The system is Hamiltonian with respect to the conjugate coordinates (x i,1 , ξ i x i,2 ), and Hamiltonian function H(x 1 , . . . , x n ) = N i<j ξ i ξ j G(x i , x j ), that is the interaction energy of the vortices. On a bounded domain, the presence of an impermeable boundary produces self interaction terms, which have to be added to the Hamiltonian in order for the system to satisfy (in weak sense) Euler dynamics. In both cases, notwithstanding the singularity of the interaction potential, a slight modification of the arguments in [21] -which are set on the whole R 2 -shows that the system is well-posed for almost every initial condition (x i , ξ i ) i=1,...N with respect to product Lebesgue measure, the latter being preserved according to Liouville theorem. Euler point vortices also preserve the canonical Gibbs ensemble at inverse temperature β ≥ 0, ν β,γ,N (dx 1 , . . . , dx n ) = 1 Z β,γ,N exp (−βH(x 1 , . . . , x n )) dx 1 , . . . , dx n .
This measure was first proposed by Onsager in this context, [23] . Equilibrium ensembles at high kinetic energy, which exhibit the tendency to cluster vortices of same sign intensities expected in a turbulent regime, were proposed by Onsager allowing negative values of β. Unfortunately, we will not be able to treat the case β < 0 with our arguments.
As our main result, we obtain the Gaussian energy-enstrophy measure as a limit of Gibbsian point vortices ensembles, in a sort of Central Limit Theorem. Namely, we will consider increasingly many vortices sending N → ∞, while decreasing their intensities ξ i = σi √ γN , with γ > 0 and σ i = ±1, as in the familiar central limit scaling. In fact, our result can be regarded as an investigation of Gaussian fluctuations around the well-known mean-field limit, in the case where the latter vanishes, see section 4 below. This is the reason why we will need to impose (asymptotic) neutrality of the global intensity on bounded domains D, that is, to ensure that the limit in the law of large numbers scaling is naught, whereas such restrictions will not be needed on T 2 , thanks to the zero average condition. Most of the underlying physical understanding of the topic goes back to classical works: we mainly refer to the ones of Kraichnan and Onsager, see respectively [19, 23] and references therein. The monography [21] covers the basic theory of point vortices systems, especially in its dynamical aspects. We mostly refer to [7, 8, 20] and related works for the statistical mechanics of equilibrium ensembles of point vortices. Our result in a sense completes the one of [5] , in which the same scaling limit of point vortices was performed, but with a smoothed interaction potential. We also mention that a Central Limit Theorem for fluctuations of point vortices in this setting was derived at the end of [6] : that result is unfortunately flawed, since it proves convergence of integrals of the fluctuation field against a restricted set of test functions. Both [5, 6] emphasise the relevance of a good control of partition functions, which in fact is crucial in the present work.
1.1. General Outline and Notation. In section 2 we discuss in detail our main result in the case where D = T 2 is the 2-dimensional torus. First, rigorous definitions and properties of Gibbsian ensembles of point vortices and Gaussian invariant measures of Euler equation are recalled. As already mentioned, the core argument is a uniform bound for partition functions of canonical Gibbs measures, the strategy being the following:
• we split the interaction potential, the Laplacian Green function, into a regular, long range part and a singular, short range part, the latter being the Green function of the operator m 2 − ∆ (2-dimensional Yukawa potential ); • the contribution of the regular part can be interpreted as an exponential integral of a regular Gaussian field: since the covariance kernel corresponds to a fourth order operator, no normal ordering is required; • on the other hand, the contribution of the (pointwise vanishing) singular part is controlled by estimating the partition function of vortices interacting by Yukawa potential with diverging mass m → ∞. Theorem 1 is the main result of the Section. In section 3 we show how to adapt the previous arguments to the case of a bounded domain, the main issue being the self-interaction terms in the Hamiltonian. Finally in section 4, as concluding remarks, we outline how our result compares to the well established literature on mean field limits for point vortices.
Throughout the paper, the symbols ≃, denote (in)equalities up to uniform multiplicative factors. The symbol ∼ denotes equality in law of random variables. The letter C denotes possibly different constants, depending only on its eventual subscripts.
The Periodic Case
Let T 2 = R 2 /Z 2 be the 2-dimensional torus, and denote d(x, y) the distance between two points x, y ∈ T 2 . We work in the zero average setting, that is we only consider functions (or distributions) having zero average on T 2 : we keep it in mind by adding the naught subscript to function spaces. It will be convenient to work with Fourier series: let e k (x) = e 2π i k·x , for k ∈ Z 2 0 , x ∈ T 2 , be the orthonormal basis of L 2 0 (T 2 ) diagonalising the Laplace operator, and recall that Sobolev spaces (of zero average distributions) are characterised as follows:
whereû k = u, e k , the brackets denoting (complex) L 2 0 -based duality couplings from now on. We will also denote with M(T 2 ) the linear space of finite signed measures on T 2 , which is continuously embedded in H α (T 2 ) for any α < −1, since Fourier coefficients of measures are uniformly bounded by 1.
The Green function of the Laplace operator with zero average, G = (−∆) −1 , is the unique solution of
we recall that G is a symmetric function, and moreover it is translation invariant. It has the explicit representation in Fourier series
and moreover it can be expressed as the sum of Green's function on the whole plane and a smooth function, (3) G(x, y) = − 1 2π log |x − y| + g(x, y),
. We refer to [20] for the latter representation, which can be recovered from explicit computation with Fourier series, and holds more generally on any compact Riemannian surface without boundary (see [4] ).
2.1. Canonical Gibbs Ensembles of Point Vortices. We now define a Gibbsian canonical ensemble for point vortices distributions of vorticity. Let N ∈ N (the number of vortices), γ > 0, β ≥ 0 (the inverse temperature), ξ 1 , . . . , ξ N ∈ R (the intensities of vortices), x 1 , . . . , x N ∈ T 2 (the positions of vortices) and the Hamiltonian
on the phase space T 2×N . In what follows, intensities will always be given as
, with signs σ i = ±1, according to the central limit scaling. The arguments of the present Section works for any choice of the sequence of signs σ
we assume that such a choice is performed once and for all, and drop the apex N to ease notation. Let us consider the measure on T 2×N defined by
with Z β,γ,N , the partition function, being the constant such that ν β,γ,N is a probability measure. Notice that, even if it is not made explicit, the partition function depends also on the choice of signs σ i . The measure ν β,γ,N is usually referred to as the canonical Gibbs' measure. Since the potential G has a logarithmic singularity, the existence of such measure, or equivalently the finiteness of Z β,γ,N , is not completely trivial. For the sake of completeness, and since we could not find a reference matching our setting, we report the proof. The issue is addressed in [20] on bounded domains of R 2 for vortices with equal intensities. The technique we apply was first introduced in [10] in the similar case of a log-gas: a more refined computation deriving the asymptotics in N in the latter setting can be found in [15] . Proof. By (3) and Hölder's inequality,
, where the second factor on the right-hand side is bounded (by a constant depending on all parameters including N ) since g is. Let us now turn to the first term. We relabel the variables as follows: y 1 , . . . y k are the ones with positive intensities, and z 1 , . . . z n−k the negative ones; moreover, y i and z i are couples of closest positivenegative neighbours. We accordingly split
the indices running over all admissible values. By definition and the triangular inequality,
so that we can use the terms in the numerator to cancel all terms in the denominator save for the ones corresponding to closest neighbours (if k = N/2 some terms in the numerator are left over, and we bound them with constants):
where C is again a constant depending on all parameters. As soon as N > β πγ , factors of the latter product are integrable, thus concluding the proof.
We can now define the random measure µ . . x n are sampled under ν β,γ,N , whenever the latter is well-defined. In dealing with limits as N goes to infinity, Gibbs measure will always be (ultimately) defined, so we will ignore the issue henceforth in this section. Finally, let us note that ω 
Equivalently, ω β,γ is a centred Gaussian stochastic process indexed by L 2 0 (T 2 ) with the specified covariance. Since the embedding of Q
is HilbertSchmidt for all s < −1, ω β,γ can be identified with a random distribution taking values in the latter spaces (see [9] ). The special cases γ = 0 and β = 0 (the former will not be included in our discussion) are respectively the Gaussian Free Field and white noise on T 2 . We will denote by µ β,γ the law of ω β,γ on H s 0 (T 2 ), any s < −1. This measure is the one we formally defined in (2): we will provide a rigorous interpretation of that expression in this paragraph. The Gaussian random distributions we just introduced are best understood in terms of Fourier series: we can write
are independent C-valued Gaussian variables, and the Fourier expansion thus con-
The main result of this section is convergence of Gibbs ensemble of vortices µ N β,γ defined above to the energy-enstrophy measure µ β,γ . Let us first provide some further insight on the analogy between those random measures, first pointed out by Kraichnan ( [19] ). We begin by recalling an equivalent definition of µ β,γ : for a smooth vorticity distribution ω, energy is given by
which does not make sense as a random variable if instead ω has white noise law µ 0,γ = µ γ , since in that caseω k 's are i.i.d. Gaussian variables, and the series diverges almost surely. However, one can define a normalised energy by means of normal ordering:
where the limit holds in L 2 (µ γ ) (see [2] and Theorem 1 below), and it defines an element of the second Wiener chaos H :2: (µ γ ). As a consequence, :E: can be expressed as a double Ito-Wiener stochastic integral with respect to the white noise µ γ , the kernel being naturally Green's function G:
, any s < −1, defined by density as
is well-posed. It coincides with the energy-enstrophy measure,μ β,γ = µ β,γ .
The computations we perform in the forthcoming proof find analogues in the infinite product representations of energy-enstrophy measures given for instance in [3, 5] .
Proof. The variable :E: has exponential moments because it belongs to the second Wiener chaos, so the partition function is finite and the measure well-defined. If characteristic functionals E e i f,ω coincide for all f ∈ H −s 0 (T 2 ), the two measures coincide. Since under µ 0,γ the Fourier modesω k are independent centred C-valued Gaussian variables with variance γ −1 , we can compute
and since the partition function Z β,γ can be evaluated setting f ≡ 0 in the latter formula,
where the right-hand side is the characteristic function of µ β,γ , (7).
Looking back at point vortices, the Hamiltonian function H can be seen as a normalised energy to the extent that it includes all mutual interactions save the ones of vortices with themselves. To make this intuition more precise, let us first recall that in the Gaussian case ω ∼ µ 0,1 (white noise), the double Ito-Wiener integral of a smooth function h ∈ C ∞ (T 2×2 ) is given by (10)
where integration against dω(x)dω(y) is understood as the (almost surely defined) integral against the tensor product of the random distribution ω with itself (see Chapter 7 of [16] , which already contains a discussion on how Wick ordering in double stochastic integrals can be seen as removing singular self-interactions, cf. Remark 7.27). By continuity on L 2 (T 2×2 ) of the double Ito integral, the normalised energy can be expressed as
where G n are smooth symmetric functions on
, and the limit holds in L 2 (µ γ ). In the case of a point vortices cluster ω N ∼ µ N 0,1 , one can define normalised double integrals in an analogous way. Considering centred distributions (as it is µ 0,1 ) is essential in the forthcoming Lemma, and in the case of point vortices on T 2 the condition is ensured if we consider the zero average setting.
Lemma 2. The map
extends by density to the isometry between L 2 0 (T 2×2 ) (functions with zero space average in both their variables) and
on functions with a continuous representative h ∈ C(T 2×2 ).
Proof. The extension statement is straightforward, let us focus on the second part.
where the middle passage makes essential use of the zero average condition: all summands except the ones with i = ℓ, j = k vanish. Moreover, since
Combining the two computations, the proof follows.
Poissonian analogues of this construction are well known, and the above computation is also an important tool in [11] . Since by translation invariance T 2 G n (x, x)dx = G n (0, 0), if we define normalised energy of µ N γ as the normalised double integral of the potential G, we actually recover the Hamiltonian:
The convergence of Hamiltonian functions of point vortices to the normalised Gaussian energy in the case β = 0 is an important part in the proof of the forthcoming main result of this Section.
In Proposition 1 we needed to impose that β/γ be small in order for the Gibbs measure to exist. However, that constraint depended on N , and was always satisfied for large enough N . The restriction on β/γ we have to impose in Theorem 1 is of a different kind, since it does not depend on N . Even if we believe that this limitation is due to the particular strategy we adopt in the proof, it does not seem to be possible to remove it without a radical technical improvement.
Potential Splitting and the Sine-Gordon transformation.
In this paragraph we introduce the key tools in the proof of Theorem 1. The main issue is the logarithmic singularity of the Green function G. To deal with it we will decompose G in two parts, a smooth approximation of G and a remainder retaining logarithmic singularity: for m > 0,
Physically, the smooth part V m corresponds to the long-range part of the potential, and the singular part W m to short-range interactions. We will also denote
the relative splitting of the Hamiltonian. In terms of Fourier series,
.
The Green function W m is called the 2-dimensional Yukawa potential or screened Coulomb potential with mass m (as opposed to the Coulomb potential G).
We will regard the regular part of the Hamiltonian corresponding to V m as the covariance of a Gaussian field. The idea, dating back to [24] , originated as a connection between the classical Coulomb gas theory and sine-Gordon field theory (hence the name): it will allow us to analyse the convergences in Theorem 1 by standard Gaussian computations, up to a remainder term involving the Yukawa potential W m (whose associated partition function we bound in subsection 2.4). We thus define F m as the centred Gaussian field on T 2 with covariance kernel V m , that is
The remainder of this paragraph deals with properties of F m . The RKHS is 
In other terms, x → F m (x) is a measurable stochastic process, and F m (x) are centred Gaussian variables of variance V m (x, x) = V m (0, 0). A straightforward application of Kolmogorov continuity theorem shows that there exists a version of F m (x) which is α-Hölder for all α < 1/2.
Lemma 3. For any α > 0, p ≥ 1 and m → ∞,
Proof. Let us begin with moments: by Fubini-Tonelli theorem,
where V m (0, 0) = 1 2π log m + o(log m) can be checked by explicit computation in Fourier series. As for exponential moments,
the other inequality descending from analogous computations using log(
2 , x > 0, instead of the inequality log(1 + x) < x we just applied. Since it holds, for s, t ∈ R,
Vm(0,0) e −stVm(x,y) , (and analogous expressions for n-fold products) we can transform the partition function of Gibbsian ensembles of vortices as
Rewriting the partition function in these terms is the first step in the analysis of Z β,γ,N , the next one being a control of the singular part of the potential, which we could not transform. We deal with W m in the next paragraph: let us conclude the present one with the estimate we will use on complex exponentials of F m . It relies essentially on:
Proof. Thanks to the zero average condition, we can expand
and then apply Taylor expansions
Proof. In sight of Lemma 4, we expect the 0-th order term (in 1/N ) to be E e . We factor it out by means of the algebraic identity
which provides the expansion
The higher order terms (in 1/N ) have been dealt with in the following way: after factoring them out in the first step, all exponential factors of their integrand have been bounded by one, only leaving differences from which smallness is obtained.
Let us stress that applying Hölder inequality to exploit negative integrals would not gain any additional smallness, since there is one summand with no such factors (the one with k = N ). The third step is simply Lemma 4, and the last one is Lemma 3 and Hölder inequality.
Controlling Partition Functions.
We want to analyse separately the contributions of regular and singular parts of the potential. We have seen above how to deal with the regular part, hence, starting from (16), we add and subtract 1 to obtain
the last passage making use of Lemma 5, and thus requiring the restriction (17) . The core idea is that if we send m(N ) → ∞ along N → ∞ with a suitable rate, the contribution of the Yukawa part of the potential, W m , becomes irrelevant, and we can bound Z β,γ,N uniformly in N . With a uniform bound at hand, identifying the limit becomes quite simple: we do so at the end of this paragraph reducing ourselves to the case β = 0. Let us thus focus on W m . Its free version W m,R 2 , that is the Green function of m 2 − ∆ on the whole plane, can be expressed in term of the modified Bessel function of the second kind K 0 as
where K 0 is the positive solution of
with logarithmic divergence in r = 0 and exponential decay for large r,
, hence by Poisson summation formula it holds, for any distinct x, y ∈ T 2 ,
the integral on right-hand side taking care of the space average. This representation allows for a quite precise control of W m , which we now use to control the rate at which the partition function relative to Yukawa potential goes to 1 as m → ∞.
Proposition 2. Let N ≥ 1, |β/γ| ≤ 8π and m > 0. There exists a constant C β,γ > 0 such that Proof. By Hölder inequality and translation invariance,
, so we can restrict ourselves to the case of two particles. Since we are already neglecting possible cancellations due to signs (and allowing for negative inverse temperatures β), they are irrelevant: let us say they are opposite to fix ideas. We bound W m (x) = W m (x, 0) by means of the representation (22), so first we have to take a closer look at W m,R 2 . We choose a small radius 
As a consequence,
where we have controlled all terms with k = 0 by means of (21) . Change of variables shows that
so we can go back to W m and bound
Applying this pointwise estimate then leads to as soon as β γ < 8π for integrability. We can now tune r m to obtain the best estimate: we need ε m ≃ e −mrm → 0, so r m ≫ m −1 , but on the other side we can not be loose with r m → 0, so we choose r m = 2 log m m , and thus get
Going back to the initial Hölder inequality, the thesis now follows.
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Corollary 1. If N ≥ 1, β/γ ∈ [0, 8π/3), Z β,γ,N is uniformly bounded in N by a constant depending only on β, γ.
Proof. Going back to (18) ,
where now we can apply the estimate of Proposition 2, since T 2N e β|HW m | dx N is the partition function of vortices with same sign intensities, interacting potential W m and negative inverse temperature. Hence,
so we conclude by choosing m(N ) = N a and imposing both restriction (17) and that the Yukawa remainder term is bounded:
Remark 2. The proof of Proposition 2 differs from the one of Proposition 1 in that we only use Hölder inequality to reduce ourselves to the case of two particles, instead of taking into account compensations due to particle signs. In particular, our bound still applies in the case where all σ i = 1 (or −1) and the inverse temperature is negative, β < 0, which is what we used in Corollary 1. The technique of Proposition 1 is in fact still viable for Yukawa potentials, and it would remove the assumption | β γ | < 8π in Proposition 2. However, it is the joint asymptotic behaviour in N, m to determine the restriction β γ < 8π/3 in Corollary 1, so such an improvement is hardly relevant in our scope.
Remark 3. One might wonder whether a different decomposition of G = V m + W m can improve the above result, in particular loosening the restriction on β/γ. Indeed, it appears (at least to the us) that this is not the case: even if it is hard to formulate such an optimality statement, let us motivate it with an example. Consider the decomposition G = V ε + W ε with
(in fact, V ε is the smoothed potential considered in [5] ). The singular part W ε admits a representation analogous to (22) , with Bessel's function K 0 replaced by the exponential integral function E 1 . The latter behaves very similarly to K 0 : it diverges logarithmically in the origin and decays exponentially for large arguments. Reviewing the above arguments, one can see that this decomposition does not lead to any improvement, just as many other ones among those satisfying the hypothesis for our argument to work.
2.5.
Proof of Central Limit Theorem. We are now able to conclude the proof of Theorem 1. The first step is the case β = 0, which in fact does not rely on the above arguments, and is essentially due to [11] .
Proof of 1, β = 0. The statement on partition functions is trivial in this case. Convergence in law of ω
, any s < −1, is ensured by a straightforward application of the Central Limit Theorem for sums of independent variables on Hilbert spaces. As for the convergence of the Hamiltonian: let G n converge to G in L 2 (T 2×2 ), with G n having zero average on the diagonal, and split
The L 2 (Ω, P)-norms of the differences on the right-hand side vanish in the limit. Indeed, thanks to Lemma 2, the first one is controlled uniformly in N by
and the very same estimate holds for the third summand by Gaussian Ito isometry, cf. (11) . The second moment of the middle term vanishes as N → ∞ since we have already proved that ω N converges in law on
) (uniform integrability descends again by the above estimate and Ito isometry). is uniformly integrable if β/γ < 8π/3, thus proving point (1).
for all β ≥ 0. We are only left to prove convergence of the Hamiltonian H(ω with ω β,γ ∼ µ β,γ , for any α in a neighbourhood of 0 (β/γ as above), and we can conclude by Lévy continuity theorem.
The Case of a Bounded Domain
In this Section, D ⊂ R 2 is a bounded domain with smooth boundary and Lebesgue measure |D| = 1, G(x, y) is the Green function of −∆ on D with Dirichlet boundary conditions. The naught subscript still refers to boundary conditions: 
The Green function G can be represented as the sum of its free version G R 2 (x, y) = − 1 2π log |x − y| and the harmonic extension in D of the values of G R 2 on ∂D,
log |x − y| x ∈ ∂D for all y ∈ D. Both G and g are symmetric, and maximum principle implies that
with d(x) the distance of x ∈ D from the boundary ∂D.
Gibbs Ensembles and Gaussian Measures.
The motion of a system of N vortices with intensities ξ 1 , . . . , ξ N ∈ R and positions x 1 , . . . , x N ∈ D is governed by the Hamiltonian function
We will consider intensities ξ i = σi √ γN with signs σ i = ±1 as in the previous section. We denote by dx the Lebesgue measure on D, and for γ > 0, β ≥ 0 we define
Proposition 3. For any choice of γ > 0, β ∈ R, and signs
then Z β,γ,N < ∞, and the measure ν β,γ,N is thus well-defined.
Proof. By Hölder inequality with conjugate exponents p and q, we can bound separately the contributions of the interaction term H i and of the self-interaction term H s in H = H i + H s , with
Thanks to (25), it holds
As for the interaction term, since G is bounded from below and g is uniformly bounded, we can bound
and thus, by Hölder inequality,
The right-hand side is finite if
Combining the two conditions on p, q we get the announced restriction on β γ . Remark 4. The reader will notice that, unlike in Proposition 1, when N → ∞ we still have a the restriction β γ < 8π. Since our Central Limit Theorem holds in an even more restricted regime, we content ourselves with this result. More refined computations, similar to the ones we performed on T 2 , do produce the same result.
We define the probability µ The limiting Gaussian random field should also have zero space average. Since the constant function 1 does not belong to the spaces in which we set the problem (it does not satisfy the Dirichlet b.c.), the definition is somewhat more involved than it was on T 2 . Define the bounded linear operator
For γ > 0 and β ≥ 0, let ω β,γ be the centred Gaussian random field on D with covariance
Equivalently, ω β,γ is a centred Gaussian stochastic process indexed by L 2 (D) with the specified covariance. Analogously to the torus case, ω β,γ can be identified with a random distribution taking values in H s (D) for all s < −1. Normalised energy of the vorticity distribution µ β,γ is defined just as in (8) , and the equivalent definition of µ β,γ provided by Lemma 1 still applies in this context. In fact, all Gaussian computations in Fourier series of the last Section still work on domains D ⊂ R 2 if one considers an orthonormal basis of L 2 (D) diagonalising the Laplace operator: for n ∈ N, −∆e n = λ n e n , λ n ∼ n, the latter being the well known Weyl's law. The main difference is that explicit expression in Fourier series on D are complicated by the presence of the zeroaveraging operator M in the covariance. We are now able to state the main result of the Section, a perfect analogue of the Central Limit Theorem we proved above on T 2 . We conclude this paragraph proving the case β = 0 (and γ = 1, for notational simplicity): if we can then provide a uniform bound for partition functions Z β,γ,N , the content of subsection 2.5 completely carries on to the domain case. In the remainder of this Section we show out how to adapt the strategy we used in the torus case to control partition functions.
The expression (10) of double stochastic integrals with respect to white noise still holds, and so does Lemma 2 in the following form:
extends by density to the isometry between
on functions with a continuous representative h ∈ C(D 2 ).
The proof only differs from the one on T 2 in that is uses neutrality of total intensity in place of the zero average condition. Recall that G(x, y) = − 1 2π log |x − y| + g(x, y). The first summand is translation invariant, and thus its normalised double integral corresponds to the integral against off-diagonal terms of ω N ⊗ω N (as it was for the full potential on T 2 ). On the contrary, diagonal terms
This is why we needed corrections depending onḡ in points (1) and (3) of Theorem 2: the simple Hamiltonian H is not a centred variable, and its mean isḡ. That being said, proceeding as in subsection 2.5 straightforwardly concludes the proof of the case β = 0.
3.2. Potential Splitting on Bounded Domains. We want to decompose G = V m + W m as in section 2, with V m a regular (long range) potential converging to G as m → ∞, and W m a singular but vanishing remainder. In order for our strategy to work we need to rewrite the part of H corresponding to V m as sum of covariances (in particular, positive terms) of a regular Gaussian field with zero space average. At the same time, we will need a quite precise description of W m . We thus choose W m as the Green function of m 2 − ∆ on D with Dirichlet boundary conditions, that is (26)
for all y ∈ D, and where we notice that y) is the Green function of m 2 − ∆ on the whole plane. We then set
Unfortunately, V m is not zero averaged, so we need to further define the potential
which we will use as covariance kernel for the Gaussian field F m : indeed, notice that, as an integral kernel,
m is positive definite and zero averaged. Looking now at the corresponding decomposition of the Hamiltonian,
a simple computation exploiting the neutrality condition yields
we can rewrite
One can easily show that V m,R 2 is a regular, symmetric, translation invariant function; moreover, it has a global maximum in V m,R 2 (0, 0) = 1 2π log m + o(log m), as it is shown by taking the difference of
for close x, y ∈ R 2 . This, together with (27), implies that V 
where we denotedē n the space averages of e n (x) (that is, the Fourier coefficients of the constant function 1). The last equality is a consequence ofē n ≤ e n 2 = 1 and the fact that
We can now apply the transformation
and proceed as in the previous Section. The proof of Lemma 5 in the bounded domain setting is just the same, thanks to Lemma 7. We are only left to prove the analogue of Proposition 2, from which a uniform bound on partition functions is derived as in Corollary 1.
Proposition 4.
Let N ≥ 1, |β/γ| ≤ 8π and m > 0. There exists a constant C β,γ > 0 such that
Proof. As in the proof of Proposition 2, we reduce by means of Hölder inequality to bound the integral I = 
Concluding Remarks: a Comparison with Mean Field Theory
In this Section we reinterpret our results in sight of the mean field limit studied by [7, 8, 17 ] (see also [20] ). Those works cover the case of vortices with identical intensities, while [6, 22] consider vortices with (random) intensities of different signs. Vortices with random intensities on S 2 have been analyzed in [18] . The scaling of intensities |ξ| ∼ N −1 , is dictated by energy considerations, in order for the dominant (infinite) self-interaction term to vanish. It is not the scaling we assumed in the previous Sections, as it corresponds to the law of large number scaling. The scaling of inverse temperature β ∼ N is chosen so that the limit is non-trivial, see [21] . The resulting Hamiltonian on a bounded domain D ⊂ R 2 , with parameters of order one up to rescaling, is
with σ i uniformly bounded. The corresponding Gibbs measure coincides with our ν N β = ν N β,1 . In the case of a bounded domain, for vortices with the same intensity, [7] proved that the single vortex distribution, that is the one dimensional marginal of ν [8] .
The case of intensities with different signs is studied in [6] through a large deviations approach. Under the assumption that the empirical measure of intensities converges to a probability distribution µ, the joint empirical measure of intensities and positions satisfies a large deviation principle with speed N −1 , and the extended energy-entropy functional as rate function:
where H is the relative entropy of ν with respect to the product of µ and the nor- Similar statement also hold in the periodic case. Looking back to our setting, in both the case of zero average vortices on T 2 and the one of vortices in a bounded domain D with neutral global intensity, for β ≥ 0, the free energy (31) is non-negative and attains the value zero on the N -fold product uniform measure. Moreover, the stream function (32) is null. The large deviations principle of [6] implies a law of large numbers, while our Theorem 1 and Theorem 2 provide the convergence of fluctuations with respect to the null average. We mention again the central limit theorem derived in [6] , which is however restricted to a disk domain and to a small class of test function (but holds for all β > 0).
