Abstract. The time-dependent Ginzburg-Landau model of superconductivity is examined in the high-x, high magnetic field setting. This work generalizes the previous result for the steady-state model with a constant applied magnetic field. The significance of this generalization lies in the ability to incorporate the effects of both the applied magnetic field and applied current or voltage. Thus, it is possible to use the simplified setting obtained in this paper to study the motion and "pinning" of vortices in the presence of an applied current and a variable applied field. The results within are obtained via a formal asymptotic expansion of the Ginzburg-Landau equations in terms of , which yields a simplified system of leading-order equations. The formal asymptotic expansion is then justified by showing the solution to the full time-dependent Ginzburg-Landau equations converges to the solution of the leading-order equations as c. Computational results are also given that show the simplified leading-order model is indeed an accurate approximation to the solution of the full system of equations, even for moderate values of .
Our continuing goal is the development of accurate models that characterize the behavior of superconducting materials as well as the implementation of robust and efficient codes for solving these models. One of the widely used mesoscale models that characterizes the behavior of superconducting materials is the Ginzburg-Landau model [10] , [18] . The time-dependent Ginzburg-Landau equations (TDGL) were proposed by Gor'kov and Eliashburg in 1968. For a historical discussion of this model, see [1] , [20] , [24] - [26] , [35] .
Through the TDGL model, the dynamics of vortices may be observed for type II materials. It should be mentioned that the motion of these vortices produces resistance that counters the superconducting current up to the point where superconductivity is ultimately lost. This vortex motion may be caused by one or several influences, such as thermal fluctuations, applied currents, or applied voltages. The TDGL model has been used to study, both analytically and numerically, the motion and interaction of these vortices [6] , [11] [12] [13] [14] [15] , [19] , [22] , [30] , [31] , [33] . They can also be used, more appropriately, to study the means by which vortices can be "pinned" (made to be *Received by the editors January 25, 1995; accepted for publication (in revised form) June 13, 1995 [7] , [8] , [17] . One of the limiting factors in analyzing the motion of the vortices is the fact that the governing equations of the TDGL model form a coupled, nonlinear system of partial differential equations that inhibits the extraction of specific information of vortex behavior. This also leads to computational complexity in the numerical framework, causing time-consuming computations that become increasingly restraining in smaller scales.
With this in mind, the question of how to reduce the complexity of the model while preserving its accuracy is to be addressed. The approach taken by the authors in this paper is to pursue the leading-order equations resulting from a formal asymptotic expansion of the equations in terms of the Ginzburg-Landau parameter, n. The Ginzburg-Landau parameter n is defined as the ratio of the penetration depth to the coherence length of the material. In recently developed materials that exhibit superconducting properties at high temperatures, the parameter n is exceedingly large. Thus, there is a viable question of the behavior of superconducting materials in the high-n limit.
For this and other reasons, the high-n limit has received considerable attention in literature [2] , [4] , [21] , [28] , [32] , and [35] . For most of these studies, the external field strength is kept fixed, independent of n, so that as n --. x, the size of the vortex cores becomes significantly smaller. This allows the vortices to be treated in isolation from each other. Particularly, this allows one to assume that the order parameter is of constant modulus equal to the superconducting value except at the vortex cores and one obtains a London equation for the magnetic field with Dirac delta functions providing the effect of the vortices on the field [5] .
The subjecting of superconducting materials to high field strengths has received similar attention [1] , [27] . However, in studying the behavior of the vortex state for fields near the upper critical field He2 x/nHc, the vortex cores overlap each other so that they cannot be treated in isolation. This means that the simplifications of the high-n, fixed-field setting do not apply.
To address the difficulties of the high-n, high-field setting (the setting of this paper), the characteristically large value of n is exploited and a formal asymptotic expansion of the TDGL equations is examined. As a result, in the presence of high applied magnetic field, the coupled system of nonlinear TDGL equations is shown to reduce to a decoupled, nonlinear leading-order system of partial differential equations as n -x. In addition to the decoupling of the system, one of the variables (the magnetic potential) is shown to lose its time dependence under proper initial conditions. Consequently, in solving the leading-order equations numerically, one would need only to solve for the magnetic potential at time t 0 as opposed to each time step, which significantly reduces the execution time required. This work generalizes the previous result for the steady-state model with a spatially constant applied magnetic field in [9] . The significance of this generalization lies in the ability to incorporate the effects of both the applied magnetic field and applied current or voltage.
The remaining portion of this section provides definitions and notational conventions used in subsequent sections. In 2, the nondimensionalized TDGL equations are given and the well-posedness of these equations is discussed. Section 3 shows the formal asymptotic expansion and produces the leading-order equations. Section 4 addresses uniqueness and boundedness of solutions to the leading-order equations. In 5, the solutions to the full TDGL equations are shown to converge to the solutions of the leading-order equations of the high-n model. [14] . ,ln=---+V(+) =----+VdivA+VxVxAa.
This latter gauge will be the gauge of choice in 15, where convergence to the solution of the leading-order equations is discussed.
3. Asymptotic expansion. In this section, the equations given in 2 are expanded in terms of . Following this expansion, the leading-order equations are extracted to obtain the high-system of equations. While this process of formally expanding the original equations to obtain the leading-order equations does not provide any justification that the system obtained will be valid, it does provide a "target to shoot for," so to speak, in that the high-system obtained within this section will serve as the limiting system of equations in 5.
With the equations given in 2, the parameter a is fixed such that (r O(1). Now, take the following expansion of the variables in terms of Finally, the next-order term associated with the normal current is given by oqA1 (3.13)
Jn,1 -a---+ V x V x Aa,1. By using the initial condition Ao(x, 0) 0, one may again take Ao=O for all time. This results in a reduction of (3.15) to (3.9) . Thus, in either gauge, one is left only to solve (3.9) subject to (3.10), (3.11) .
In the present gauge, we also find the leading-order equation for the normal current as (3.16) Jn,o V x V x Aa,o.
Note that (3.16) is identical to the reduction of (3.12). Here, one may take Aa (0, ;hlx-th2-, 0). 4 . Bounds and uniqueness results for equations (3.14) , (3.15) . Although existence of a solution (o, Ao) to (3.14), (3.15) subject to (3.10) and (3.11) will be a consequence of weak convergence (shown in 5), the immediate goal of this section is to establish bounds on and the uniqueness of (o, Ao).
First, the boundedness of o is shown by using the weak form of (3.15) with (3.10), given as {Oo )
Recall that in the nondimensionalization, the magnitude of the order parameter represents the "state" of the system, with I1 1 indicating pure superconducting and I1 0 indicating a normal state. Related to this is the following result. 
From the initial condition,
/ (1, (1)12 1)(1) 
where f(z) (Izl To address the uniqueness of A0, one need only examine the weak form of (3.14) with (3.5)and (3.6)as
Observe that if A(1) and A(2) are two solutions to (3.14) and (3.15) , their difference will satisfy
Hence, one arrives at the following lemma.
LEMMA 4.3 . The solution to (3.14) and (3.15) subject to (3.5) and (3.6) is unique.
Moreover, if A(1) and A() are solutions of (3.14), with initial data A(1)(x, 0) A(1)
5. Convergence to leading-order solution in the high-a limit. In the following, f will be a bounded domain with a regular boundary in ]R d, with d 2 or 3. For the choice of gauge, take (I) -divA; i.e., the initial setting will be in the form of the equations in (2.17)-(2.19) with the boundary and initial conditions (2.9)-(2.14). To stress the dependence on a, let ( The aim of this section is to show (,A) converges to (0,0), the solution of the leading-order equations (3.14)-(3.15) with the boundary conditions (3.4)-(3.7) and initial conditions 0(0) init and A0(0) Ainit 0. The approach taken here to obtain this result warrants a brief outline.
First, the solutions {(, A)} are shown to be uniformly bounded, independently of , in appropriate spaces that provide for a weakly convergent subsequence. This subsequence is shown to converge weakly to the unique limit (0, 0), which goes to establish the entire sequence's weak convergence to (0, 0). Finally, the sequence is shown to converge in norm, hence it converges strongly to (0, 0). In addition, under reasonable convergence assumptions on the time-independent data, the sequence That the solution (, An) exists for each t and is unique can be shown using techniques similar to those in [14] . Hence, by uniqueness, o, the unique solution to (3.9) with A Ao 0.
Since any subsequence of (, A) would have a subsequence that would converge weakly (or weak-*) to the unique limit (0, 0), the entire sequence converges wegkly (or weak-*) to (o, 0)in the space (0, T; ()) (0, T; H ())x H(0, T; L(s)) L(0, T; H( r)).
Finally, this section closes with the following theorem. Under the assumption that the magnetic field outside the sample is given by the applied field, the numerical implementation addresses only the finite domain occupied by the material, in which case the results of the previous sections remain valid. The results presented here were obtained by a finite-element implementation for which biquadratic elements on a uniform rectangular grid were used for the spatial approximation and a backward Euler discretization for the approximation of the time derivative.
Details on the finite-element approximation may be found in [13] , [16] , [18] .
7.1. Steady-state vortices. Given first are the results for the steady states obtained from the modeling of a square piece of superconducting material whose width is fifteen times the coherence length. The external field for this computation is taken to be of leading order and constant with respect to time and space and the magnetic field outside of the sample is assumed to be given by the applied field. That is, the setting is He (0, 0, aC) the setting of Remark 1) of 3. The time-independent data used here satisfy the conditions curl A He, divA 0, and (I) 0 (= curl He).
The contour plots shown in Figure 1 represent the level curves of the magnitude of the order parameter for the steady states resultingrom various choices of a under a relatively small external field strength He/a 0.2 k. For the finite values of a, the contour plots are generated from the solution of the full TDGL equations, as given by (2.6)-(2.12). The contour plot with the label "Kappa infinity" was generated from the solution of the high-a system of equations (3.9), (3.10). The Another physical quantity for comparison is the magnetic field, in 3, the leadingorder magnetic field for the high-a system was shown to be constant. However, variations of system's magnetic field in space can be examined by including the next-order correction obtained by solving the equation
as was shown in 3. Figure 2 shows the contour plot of the magnetic field at the steady state of the full-TDGL system of equations when t 7 and the steady-state magnetic field computed from the high-t system, augmented by the first-order correction term, from A1. As the applied field strength is increased, the field is able to penetrate the sample more, allowing for the formation of more vortices. In the setting where thesample above is subjected to an increased constant field strength of He/a 0.375 k, twice the number of vortices are found in the steady-state regime. Figure 3 shows the final steady-state contour plots for various values of a. Note that for a 3.5 or more, the steady state of the full system of equations closely resembles the steady state of the high-t system and that the steady state for a 3 is a 90 rotation of the high-a state.
7.2. Motion of vortices under a constant applied current. One of the main objectives of the previous sections was to generate a reliable system of equations--reduced in complexity--for which to examine the dynamics of the vortices under various external influences. Of particular interest is the motion of the vortices under a variable external field and/or under an applied current. Next, comparisons are given between the high-a system and the full-TDGL system under a variable external field together with applied current.
The modeling begins at the steady states of the previous samples (of Figure 3) , where the external field strength is He/a 0.375 k and the sample is allowed to reach its steady state. Upon reaching the steady state, the external field is varied linearly in x and is held constant in y. Specifically, the external field is given by (0, 0, 2L with hi set equal to 0.375 and h2, the applied current, set equal to 0.02. The parameter a is set to 0.051. L represents the length of the sample.
With current applied across the sample, the system is no longer strictly dissipative. That is, the energy of the system may vary significantly over time. The purpose of Figure 4 is to contrast these variations of the energy for various values of and the high-setting. Specifically, Figure 4 presents the behavior of the full time-dependent energies of several systems under the applied field given above and contrasts them with In slightly more detail, the association between the vortex dynamics and the peaks and dips in the energy can be determined by observing the physical state of the system at the associated extremes of the energy. This is the purpose of Figure 5 , which shows several states of the high-n system at corresponding peaks and dips of the high-energy.
In the high-energy plot (the lower right-hand plot of Figure 4 ), the initial peak of the energy is established around the time t 24. Up until this point, the system had adjusted itself to the applied current and, as a result, the initial steady-state vortex packet had moved to the right from the steady-state location. This allows room for the generation of a new vortex on the left-hand side of the sample. The first contour plot of Figure 5 shows the state of the system at this peak of the energy at time t 24, where a new vortex is about to be generated on the left-hand side. The subsequent dip of the energy corresponds roughly to the time t 42. The vortex packet, including the newly-generated vortex, has continued to move to the right, causing the two right-most vortices to exit the sample. The second contour plot in the first row of Figure 5 corresponds to the state of the system at this subsequent peak of the energy at around time t 42. The leftmost contour lines on this plot allude to the cause of the subsequent peak of the energy around the time t 55, namely the generation of two new vortices on the left-hand side of the sample. The third contour plot of Figure 5 shows the state of the system at time t 55, where the subsequent peak of the energy occurs due to the generation of two new vortices. As the vortices continue moving to the right, another vortex exits the sample, leaving a system that closely resembles the layout of the steady-state system. This also corresponds to the first major dip of the energy, around t 72. The fourth contour plot of Figure 5 shows the state of the system at this first major dip of the energy.
The second row of contour plots in Figure 5 follows the same selection criterion. The first contour plot of the second row shows the state of the system at the corresponding peak of the energy around the time t 95. The second plot corresponds to the subsequent dip of the energy around the time t 109, and so on. Note again that the contour plots of Figure 5 show the state of the high-system that correspond to the peaks and dips of the high-energy.
The vortices in the full time-dependent setting move similarly. To compare the overall agreement of the full time-dependent solution with the high-solution, Figure 6 shows contour plots for the 75 case, which correspond to the same time steps that were taken for the final row of the high-setting of Figure 5 . In other words, the contour plots shown in Figure 6 do not correspond to the actual peaks and dips of the energy of the k 75 system but rather the same time steps of the peaks and dips of the high-energy, which correspond to the contour plots of the last row of Figure 5 . only by a small variation in A,0. Thus, one would expect for a small applied current, equal scaling of the applied current and the parameter cr would not significantly change the system of equations. This is the underlying premise for Figure 7 . The purpose of Figure 7 is to show the effects that an equal scaling of the applied current and the parameter cr have on the energy of the high-system through two extremes, that is, in the case where the applied current is small compared to the applied field and up to the point where the applied current is of the magnitude of the applied field. For each trial, the "h2" referred to in the plot's title refers to the applied current term, h2, of (7.1). hi is held fixed at 0.375. In each representative plot, the effective current remains constant at h2/cr 0.4. The similarities of the energies for smaller values of h2 show that, indeed, the system's characteristics are not significantly affected by an equal scaling of the two parameters.
With the coupling of the system of equations in the full-TDGL equations, this relationship is not as apparent from inspection of the equations. However, Figure 8 shows the effect of equally scaling the applied current and the parameter a in the full-TDGL setting with a 50 for the case where h2 is small. Again, the resulting energies are not significantly affected by the scaling.
One can also observe (again, for relatively small applied currents) that an unequal
scaling of the applied current and the parameter a can lead to a significant change in the affective current without significantly affecting the other variables. Thus, one can "speed up" the motion of the vortices by appropriately adjusting either the applied current or the parameter or. Figure 9 shows the affect of fixing the applied current while the parameter a is scaled by 1/2 for the high-a setting. Figure 10 shows the effect of the same scaling for the full-TDGL setting when a 20. 7.4. Annihilation of vortices. Figure 7 depicted the effect of an equal increase in the scaling of the current and the parameter a with the applied field fixed. This might lead one to ask what happens when the contribution to the external field by the current exceeds the constant applied field (the term hi in (7.1)).
When the applied current of the system is large compared to the constant applied external field, the resulting magnetic field to changes orientation across the sample, pointing into the sample at one end and out of the sample at the other. This causes the generation of vortices, which take on opposite orientations and are pushed inward from the sides by the respective field strengths. Vortices of opposite orientations that enter into close proximity will become attracted to each other, and the end result is annihilation.
The next numerical result illustrates this phenomenon by placing the original sample in the applied field as 0,
2L
Note that the resulting field takes on alternate signs on each end of the sample.
The initial state of the sample is taken to be pure superconducting. With a 8.0, Figure 11 shows the resulting energy of the system over time. The initial decrease in the energy of the system is due to the initial formation of vortices in the pure superconducting state. After vortices are formed, they are drawn into the sample, which allows for the generation of additional vortices as well as the annihilation of vortices of opposite orientations that come into close proximity. The formulation, motion, and interaction of the vortices can be seen in the contour plots of Figure 12 . Figure 12 shows the contour plots of the order parameter at corresponding extreme values of the energy as specified by the subplot labels.
There are two items worth pointing out. First, note the similarities of the system's state at times t 254 and t 395. Second, the group of three vortices located slightly to the right of the middle of the t 335 state consists of two vortices generated from the right and one vortex generated from the left. The result of their annihilation is one remaining vortex whose orientation remains the same as the right-generated vortices. This remaining vortex attracts and annihilates with a vortex generated from the left. The numerical experiments presented in this paper are concerned only with the induced motion of vortices due to the applied magnetic field and applied current or voltage. In following work, other mechanisms of vortex motion such as thermal fluctuations and mechanisms of vortex pinning will be studied [16] . Techniques similar to those used here will be applied to various modified Ginzburg-Landau models that account for inhomogeneity and anisotropy in the superconducting material [7] , [8] , [17] .
Quantities like critical currents, V-I characteristics, and resistivity measurements will also be examined through intense numerical simulations.
