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研究では，NSF (National Science Foundation)ネットワークモデルと実用的な大規模ネット
ワークを対象にして具体的にコンテンツ配信経路の計算を行い，提案コンテンツ配信法の有
効性を検証する． 
















 図 2.1 に示すように，(K,N)閾値秘密分散法は，1 つのコンテンツを N 個のピースに分割し，
分割した N 個のピースから K 個以上のピースを集めると元のコンテンツが復元できる技術で
ある．これにより，ピースを複数の配信サーバで秘密分散保持することで安全なコンテンツ
保持が実現できる．また，閾値秘密分散保持されたコンテンツの配信を行った場合，配信さ














































ノード 1 と配信先ノード d に配信される．また，配信サーバ N に保持されているピース C は，












図 2.3 のように，配信サーバにそれぞれ A，B，C というピースが分散保持されているとす
る．中継ノードによってピース A とピース B がネットワーク符号化により 1 つのピースとし
て配信先ノード 1 に配信される．この時，ピース A が障害によって途中経路で損失してしま
うとする．ネットワーク符号化されたピース A とピース B が配信先ノード 1 に配信されたと


















れる様子を示す．なお，横軸は D 個の配信先ノードを示し，縦軸は N 本の配信経路を示して
いる．N 本の配信経路に対応する N 個のピース群は，n1個のピースから構成されるグループ
1 と n2個のピースから構成されるグループ 2 に分割されている．図 2.4 において，配信先ノ
ード 2 に至る配信経路 1 と配信先ノード 3 に至る配信経路 1 は，マルチキャスト配信によっ
て互いにリンク帯域を共用できる．また，配信先ノード 1 に至る配信経路 2 と配信先ノード 2
に至る配信経路 2 と配信先ノード 3 に至る配信経路 2 は，マルチキャスト配信によって互い
にリンク帯域を共用できる．更に，配信先ノード 2 に至る配信経路 n1＋2 と配信先ノード D
に至る配信経路 n1＋2 とは，マルチキャスト配信によって互いにリンク帯域を共用できる．
最後に，同じグループ 2 に所属する配信先ノード 1 に至る配信経路 n1＋n2と配信先ノード 2











配信経路 n1＋n2と配信先ノード 2 に至る配信経路 n1＋1 に加えて，配信先ノード 3 に至る配
信経路 n1も，ネットワーク符号化によって互いにリンク帯域を共用でき，リンク使用帯域は
























を厳密に定式化する．S 個の配信サーバに(K,N)閾値分散保持されたコンテンツを D 個の配信
先ノードに同時配信する場合を考える．(Step1)から(Step2)の流れで，多重リンク障害によっ





 配信サーバ群から配信先ノード d に至るリンク独立な経路の最大数が m である場合は，配
信サーバ群から配信先ノード d に至る N 本の配信経路全てが，ある m 本のリンク組に含まれ
るいずれかのリンクを必ず通過すると考えられる．また，D 個の各配信先ノード d について，
それぞれリンク独立な経路の最大数 m の中から，最小値を M とする．この時，リンク独立な
経路の最大数が M であるような配信先ノード d に至る N 本の配信経路は，ある M 本のリン
ク組に含まれるいずれかのリンクを通過することになる． 
このような N 本の配信経路をリンク容量は考慮せず，できるだけ均等(整数単位で最も均等)
に M 本のリンクに分配することを考える．N 本の配信経路を M 本のリンクに均等に配分する




ℎ𝑖 = [𝑁/𝑀] + 1   ,   1 ≤ 𝑖 ≤ 𝐻
ℎ𝑖 = [𝑁/𝑀]  ,   𝐻 + 1 ≤ 𝑖 ≤ 𝑀
                                     (1) 
                      (ただし，[x]は，x 以下の最大整数) 
 
 また，H は式(2)で与えられる． 
 






F ← arg min
𝑓
((∑ ℎ𝑖 ≥ 𝑁 − 𝐾 + 1
𝑓
𝑖=1
) = 𝑡𝑟𝑢𝑒)               (3) 
 
 この時，M 本のリンク中 F 本のリンクに障害が発生すると，リンク独立な経路の最大数
が M であるような配信先ノードでは，各ピースを転送するための N 本の配信経路のうち，必

































 Node：擬似発ノードを除くノード node の集合 
 d：配信先ノード 
 link：ネットワークを構成するリンク 




 s(vlink)：仮想リンク vlink が接続する配信サーバ 
 Cs(vlink)：配信サーバ s(vlink)が保有しているピース数 
 Clink：仮想リンクを除く各リンク link の容量 
 INnode：ノード node を終点とするリンクの集合 
 OUTnode：ノード node を始点とするリンクの集合 
 xlink：リンク link を通過するリンク独立経路の本数を表す整数変数 
 m：リンク独立な経路の本数 
 Dest：配信先ノードの集合 
 FLink：仮想リンクを含まない F 本以下のリンク組合せの集合 
 FLinkf：FLink 内の f 番目の組合せに含まれるリンクの集合 
 Plink：予め与えられているリンク link の障害確率 
 GPCg：グループ g(1~G)に属する配信経路の集合 






 Xlink(d,n)：配信先ノード d(1~D)に至る n(1~N)番目の配信経路が，リンク link を通過する
時「1」，そうでない時「0」であるバイナリ変数 
 Clink(g)：グループ g に属する配信経路による仮想リンクを除くリンク link の使用帯域を表
す整数変数 
 Yf(d,g)：リンク組合せ FLinkfの多重リンク障害によって，配信先ノード d(1~D)において，
グループ g(1~G)に属するピースをネットワーク復号できない時「1」，復号できる時「0」
であるバイナリ変数 




 更に，整数計画法モデルにおける制約式は，式(4)～(11)で与えられる．式(4)は，各 N 本の
配信経路が，擬似発ノードから出る仮想リンクの中の 1 本だけを通る．つまり，N 本の配信
経路は擬似発ノードから出る仮想リンクのいずれかを通るという経路保存則である． 
 















∑ 𝑋𝑙𝑖𝑛𝑘(𝑑, 𝑛) = ∑ 𝑋𝑙𝑖𝑛𝑘(𝑑, 𝑛) ≤ 1   ,
𝑙𝑖𝑛𝑘∈𝑂𝑈𝑇𝑛𝑜𝑑𝑒𝑙𝑖𝑛𝑘∈𝐼𝑁𝑛𝑜𝑑𝑒
 
                                                         ∀𝑛𝑜𝑑𝑒 ≠ 𝑑 ∈ 𝑁𝑜𝑑𝑒  ,   ∀𝑑 = 1~𝐷  ,   ∀𝑛 = 1~𝑁           (6) 
 
 また，仮想リンク vlink の容量条件が式(7)で与えられる．これは，擬似発ノード vs と各配


























𝑌𝑓(𝑑, 𝑔) ≥ 𝑋𝑙𝑖𝑛𝑘(𝑑, 𝑛) , 
 ∀𝑛 ∈ 𝐺𝑃𝐶𝑔  , ∀𝑙𝑖𝑛𝑘 ∈ 𝐹𝐿𝑖𝑛𝑘𝑓  , ∀𝑔 = 1~𝐺  , ∀𝐹𝐿𝑖𝑛𝑘𝑓 ∈ 𝐹𝐿𝑖𝑛𝑘  , ∀𝑑 = 1~𝐷       (10) 
 
 式(11)は，各々の多重リンク障害によって，各配信先ノードにおける元のコンテンツの復元
ができない条件である．なお，符号 A は十分大きな値を持つ正定数である． 
 




                                                                                              ∀𝐹𝐿𝑖𝑛𝑘𝑓 ∈ 𝐹𝐿𝑖𝑛𝑘, ∀𝑑 = 1~𝐷        (11) 
 
 本整数計画法モデルの目的は，F 重リンク障害以下の多重リンク障害によって N 個のピー
スのうち，N－K＋1 個以上のピースが損失し，元のコンテンツを復元できなくなる配信先ノ
ード数の期待値を最小化することにある．最小化すべき目的関数は，次式(12)で与えられ，本
整数計画法モデルを解法することによって得られる Xlink(d,n)の値から，各配信先ノード d に至
る N 本の配信経路が計算される． 
 
Obj = ∑ ( ∏ 𝑃𝑙𝑖𝑛𝑘 × ∑ 𝑍𝑓(𝑑)
𝐷
𝑑=1𝑙𝑖𝑛𝑘∈𝐹𝐿𝑖𝑛𝑘𝑓































































 つまり，新たに擬似発ノード vs を設けて，各配信サーバ s へ仮想リンク接続する．各仮想




以下の(Step2)から(Step4)を D 個の配信先ノードについて繰り返す． 
 
(Step2) 


































ト Cost0 を設定する．そして，想定される f 重リンク障害を構成し，かつリンクコストを更新










確率を対象リンク l のコスト Costlに加算する．この様な処理を，リスト中の全てのリンク組
合せに対して実行する． 
全てのリンク組合せを取出した後，最初に設定した初期リンクコスト Cost0 の値が変化し
ていなければ，f の値を 1 加算することで，より多重度の大きいリンク障害を想定してリンク

















 P(n,f)：n 本の経路の内，f 本以上の経路が障害になる確率 
 P(n,f/l)：リンク l が正常，かつ n 本の経路の内，f 本以上の経路が障害になる確率 
 Pl：リンク l の障害確率 
 
 既に n 本の経路が算出されており，n＋1 本目の経路を算出する際のリンクコスト更新法を
説明する．n=1~N－K の時，リンク l のコストは，n＋1 本目の経路がリンク l のみを通過す
ることによって，n＋1 本の経路全てが障害になる確率に設定される．つまり，リンク l のコ
ストは式(13)の様に与えられる． 
 
Costl = P(n + 1, n + 1)                             (13) 
 
 また，ケース 1 の様に n 本の経路の内，リンク l を経路が 1 本も通過していない場合，式(14)
が成り立つ． 
 
P(n + 1, n + 1) = P(n, n) × Pl                  (14) 
 
 続いてケース 2 の様に n 本の経路の内，リンク l を 1 本の経路が通過している場合，式(15)
が成り立つ． 
 




 更にケース 3 の様に n 本の経路の内，リンク l を 2 本の経路が通過している場合，式(16)
が成り立つ． 
 
P(n + 1, n + 1) = P(n − 2, n − 2) × Pl          (16)  
 
 同様に，n 本の経路の内，x 本の経路がリンク l を通過している場合，式(17)が成り立つ． 
 
P(n + 1, n + 1) = P(n − x, n − x) × Pl          (17)  
 
 従って，リンク l のコストは，リンク l を通過しない n－x 本の経路の全てが障害となる確
率とリンク l の障害確率との積として更新される． 
 
 n=N－K＋1~N－1 の時，リンク l のコストは，n＋1 本目の経路がリンク l を通過する事に
よって，N－K＋1 本の経路が障害になる確率の増加分に設定される．つまり，リンク l のコ
ストは式(18)の様に与えられる． 
 
Costl = P(n + 1, f) − P(n, f)   ,   f = N − K + 1            (18) 
 
 また，ケース 1 のように n 本の経路の内，リンク l を経路が 1 本も通過してない場合，式(19)
が成り立つ． 
 
P(n + 1, f) = P(n, f/l) + P(n, f − 1) × Pl           
P(n, f) = P(n, f/l) + P(n, f) × Pl より，           
P(n + 1, f) = P(n, f) + {P(n, f − 1) − P(n, f)} × Pl                   (19) 
 
続いてケース 2 の様に n 本の経路の内，リンク l を 1 本の経路が通過している場合，式(20)
が成り立つ． 
 
P(n + 1, f) = P(n, f/l) + P(n − 1, f − 2) × Pl              
P(n, f) = P(n, f/l) + P(n − 1, f − 1) × Pl より，             
P(n + 1, f) = P(n, f) + {P(n − 1, f − 2) − P(n − 1, f − 1)} × Pl                   (20) 
 
 更にケース 3 の様に n 本の経路の内，リンク l を 2 本の経路が通過している場合，式(21)
が成り立つ． 
 
P(n + 1, f) = P(n, f/l) + P(n − 2, f − 3) × Pl              
P(n, f) = P(n, f/l) + P(n − 2, f − 2) × Pl より，             
P(n + 1, f) = P(n, f) + {P(n − 2, f − 3) − P(n − 2, f − 2)} × Pl                   (21) 
25 
 
同様に，n 本の経路の内，x 本の経路がリンク l を通過している場合，式(22)が成り立つ． 
 
P(n + 1, f) = P(n, f) + {P(n − x, f − x − 1) − P(n − x, f − x)} × Pl                   (22) 
 














 本節では，2 種類の評価対象ネットワークである NSF ネットワークと実規模ランダムネッ
トワークに関しての設定条件について説明する． 
 
4.1.1 NSF ネットワーク 
 







バ及び配信先ノードは 2 ホップ以上の間隔を置いて選択する．  
 
 



























方法について示す．尚，いずれも評価環境として，Intel(R)Core(TM)2 Duo CPU E8500 @ 























た値となる．本研究での評価では，1 重リンク障害または 2 重リンク障害を想定した場合につ







配信経路について，2 種類の計算順序を考慮する．計算順序 1 は，同一配信サーバ内に保持さ
れている全てのピースの配信経路を優先的に計算する方法である．計算順序 2 は，異なる配
信サーバ内に保持されているピースの配信経路を優先的に計算する方法である．以上の 2 種
類の計算順序を変化させて評価を行う．表 4.2.3 に計算順序 1 と計算順序 2 に関して説明し，
その概要を図 4.2.4 に示す． 
 
表 4.2.3：計算順序の概要 
計算順序 1 同一サーバ内のピースの配信経路を優先的に算出 









ピースのグループ分割の方法として，表 4.2.5 に示す 2 種類の方法に基づいたグループ分け
を行う．グループ化 1 は，同一配信サーバに保持されているピースをグループ化する方法で
ある．グループ化 2 は，異なる配信サーバに保持されているピースをグループ化する方法で
ある．以上の 2 種類のグルーピング法を変化させて評価を行う．表 4.2.5 にピースのグルーピ
ング法に関して説明し，図 4.2.6 にグルーピング法の概要を示す． 
 
表 4.2.5：グルーピ化の概要 
グループ化 1 同一サーバ内のピースをまとめてグループ化 





4.2.5 NSF ネットワークでの評価方法 
 
図 4.1.1 に示す NSF ネットワークにおいて，配信サーバ 3 つと配信先ノード 3 つの位置を

















 配信サーバが A，B，C で，配信先ノードが J，M，Ｎの場合 
 配信サーバが A，C，H で，配信先ノードが J，M，N の場合 
 配信サーバが I，K，N で，配信先ノードが A，B，D の場合 
 配信サーバが A，B，N で，配信先ノードが D，G，H の場合 
 配信サーバが E，I，M で，配信先ノードが A，F，J の場合 
 
表 4.2.7：NSF ネットワークの評価条件 
配信サーバ数 3 
配信先ノード数 1，3 
合計ピース数 N = 9 
各配信サーバのピース保持数 3 ピース 
復元に必要なピース数 K = 6 
グループ数 G = 1，3，9 
配信経路の計算順序 計算順序 1，計算順序 2 




ノード数が 100 であるランダムネットワークにおいて，配信サーバ 3 つと配信先ノード 3
つの場合と，配信サーバ 4 つと配信先ノード 4 つの場合とについて，配信サーバと配信先ノ
ードの位置を変化させた 5 ケースについて評価する．元のコンテンツを構成するピース群は 9
ピース(N=9)または 16 ピース(N=16)であり，各配信サーバは，それぞれ 3 ピースまたは 4 ピ
ースずつ保持する．また，閾値秘密分散法における閾値の値は，6(K=6)または 8(K=8)または













合計ピース数 N = 9，16 
各配信サーバのピース保持数 3 ピース，4 ピース 
復元に必要なピース数 K = 6，8，12 
グループ数 G = 1，2，3，4，8，9，16 
配信経路の計算順序 計算順序 1，計算順序 2 








4.3.1 NSF ネットワークでの評価結果 
 
 NSF ネットワークにおいて，配信サーバと配信先ノードの位置が異なる 5 つのケースにつ
いて評価した結果を表 4.3.1(a)~ (e)に示す．複数の配信先は，コンテンツを 3 つの配信先ノー
ドに同時配信した場合の結果を示し，個別の配信先は，個別の配信先ノードに対してのみコ
ンテンツを配信した結果をまとめたものである．また，各ケースの損失率を計算する際，1 重
リンク障害において損失率 0 である場合は，2 重リンク障害についての損失率を求めた．リン
ク帯域と損失率に関しては，4.2.1 節と 4.2.2 節で定義した計算方法によって算出された値で
ある． 
 
表 4.3.1(a)：配信サーバ A，B，C で配信先ノード J，M，Ｎの評価結果 
 










表 4.3.1(b)：配信サーバ A，C，H で配信先ノード J，M，N の評価結果 
 
(損失率は 1 重リンク障害確率や 2 重リンク障害確率の積をとる値) 
 
表 4.3.1(c)：配信サーバ I，K，N で配信先ノード A，B，D の評価結果 
 








表 4.3.1(d)：配信サーバ A，B，N で配信先ノード D，G，H の評価結果 
 
(損失率は 1 重リンク障害確率や 2 重リンク障害確率の積をとる値) 
 
表 4.3.1(e)：配信サーバ E，I，M で配信先ノード A，F，J の評価結果 
 
(損失率は 1 重リンク障害確率や 2 重リンク障害確率の積をとる値) 
 



















NSF ネットワークにおける配信経路の一部について図 4.3.2～4.3.7 に示す．設定条件は，
配信サーバが A，B，N で配信先ノードが D，G，H である．また，各配信サーバはピースを
3 ピースずつ保持しており，合計ピース数は 9 ピース(N=9)とする．また，元のコンテンツの
復元に必要なピース数を 6 ピース(K=6)とし，グループ数 G=3 について計算順序 1 とグルー
プ化 1 及びグループ数 G=3 について計算順序 1 とグループ化 2 についての配信経路を示す．
ここで図中の同一色の経路は同じグループに属するピースを示す． 
図 4.3.2(a)は，グループ数 G=3 についての計算順序 1 とグループ化 1 における信頼性重視




図 4.3.2(a)：配信先ノード D に関する信頼性重視のコンテンツ配信経路 
 






図 4.3.2(b)：配信先ノード G に関する信頼性重視のコンテンツ配信経路 
 





図 4.3.2(c)：配信先ノード H に関する信頼性重視のコンテンツ配信経路 
 
図 4.3.3(a)は，グループ数 G=3 についての計算順序 1 とグループ化 1 における信頼性重視
のコンテンツ配信経路の中のグループ 1 のみの経路を示したものである．この配信経路から
配信サーバ A から配信されるピースが中継ノード B でマルチキャスト転送され，異なる配信





図 4.3.3(a)：グループ 1 に関する信頼性重視のコンテンツ配信経路 
 
図 4.3.3(b)は，グループ数 G=3 についての計算順序 1 とグループ化 1 における信頼性重視
のコンテンツ配信経路の中のグループ 2 のみの経路を示したものである．この配信経路から
配信サーバ B から配信されるピースが中継ノード C でマルチキャスト転送され，異なる配信
先ノード D，H に配信されていることが分かる． 
 
 
図 4.3.3(b)：グループ 2 に関する信頼性重視のコンテンツ配信経路 
 
図 4.3.3(c)は，グループ数 G=3 についての計算順序 1 とグループ化 1 における信頼性重視
のコンテンツ配信経路の中のグループ 3 のみの経路を示したものである．この配信経路から
配信サーバ N から配信されるピースはマルチキャスト転送やネットワーク符号化の効果を得





図 4.3.3(c)：グループ 3 に関する信頼性重視のコンテンツ配信経路 
 
図 4.3.4(a)は，グループ数 G=3 についての計算順序 1 とグループ化 1 における効率性重視
のコンテンツ配信経路の中のグループ 1 のみの経路を示したものである．この配信経路から
配信サーバ A から配信されるピースが中継ノード B でマルチキャスト転送され，異なる配信
先ノード D，H に配信されていることが分かる． 
 
 
図 4.3.4(a)：グループ 1 に関する効率性重視のコンテンツ配信経路 
 
図 4.3.4(b)は，グループ数 G=3 についての計算順序 1 とグループ化 1 における効率性重視
のコンテンツ配信経路の中のグループ 2 のみの経路を示したものである．この配信経路から
配信サーバBから配信されるピースが中継ノードEと中継ノードHでマルチキャスト転送さ




図 4.3.4(b)：グループ 2 に関する効率性重視のコンテンツ配信経路 
 
図 4.3.4(c)は，グループ数 G=3 についての計算順序 1 とグループ化 1 における効率性重視
のコンテンツ配信経路の中のグループ 3 のみの経路を示したものである．この配信経路から
配信サーバ N から配信されるピースが中継ノード H でマルチキャスト転送され，異なる配信
先ノード H，G に配信されていることが分かる． 
 
 
図 4.3.4(c)：グループ 3 に関する効率性重視のコンテンツ配信経路 
 







図 4.3.5(a)：配信先ノード D に関する信頼性重視のコンテンツ配信経路 
 





図 4.3.5(b)：配信先ノード G に関する信頼性重視のコンテンツ配信経路 
 







図 4.3.5(c)：配信先ノード H に関する信頼性重視のコンテンツ配信経路 
 
図 4.3.6(a)は，グループ数 G=3 についての計算順序 1 とグループ化 2 における信頼性重視
のコンテンツ配信経路の中のグループ 1 のみの経路を示したものである．この配信経路から
配信サーバ A から配信されるピースが中継ノード E でマルチキャスト転送され，異なる配信
先ノード D，H に配信されることが分かる．更に，配信サーバ B から配信されるピースも中
継ノード E でマルチキャスト転送され，異なる配信先ノード D，H に配信されていることが
分かる．また，配信サーバ N から配信されるピースが中継ノード J でマルチキャスト転送さ
れ，異なる配信先ノード D，G に配信されていることが分かる． 
 
 
図 4.3.6(a)：グループ 1 に関する信頼性重視のコンテンツ配信経路 
 




配信サーバ B から配信されるピースが中継ノード I でマルチキャスト転送されて配信先ノー
ド D，H に配信されていることが分かる．また，配信サーバ A から配信されるピースが中継
ノード F でマルチキャスト転送され，異なる配信先ノード D，H に配信されていることが分
かる．更に，配信サーバ N から配信されるピースが中継ノード J でマルチキャスト転送され，
異なる配信先ノード D，H に配信されていることが分かる． 
 
 
図 4.3.6(b)：グループ 2 に関する信頼性重視のコンテンツ配信経路 
 
図 4.3.6(c)は，グループ数 G=3 についての計算順序 1 とグループ化 2 における信頼性重視
のコンテンツ配信経路の中のグループ 3 のみの経路を示したものである．この配信経路から
配信サーバ A から配信されるピースが中継ノード I と中継ノード H でマルチキャスト転送さ
れ，配信先ノード D，G，H に配信されていることが分かる．また配信サーバ B から配信さ
れるピースが中継ノード H でマルチキャスト転送され，配信先ノード D，H に配信されてい
ることが分かる．更に配信サーバ N から配信されるピースが中継ノード D でマルチキャスト




図 4.3.6(c)：グループ 3 に関する信頼性重視のコンテンツ配信経路 
 
図 4.3.7(a)は，グループ数 G=3 についての計算順序 1 とグループ化 2 における効率性重視
のコンテンツ配信経路の中のグループ 1 のみの経路を示したものである．この配信経路から
配信サーバ A から配信されるピースが中継ノード E でマルチキャスト転送され，異なる配信
先ノード D，H に配信されていることが分かる．また，配信サーバ B から配信されるピース
が中継ノード E，H でマルチキャスト転送され，異なる配信先ノード D，G，H に配信されて
いることが分かる．更に，配信サーバ N から配信されるピースが中継ノード H でマルチキャ
スト転送され，異なる配信先ノード G，H に配信されていることが分かる． 
 
 
図 4.3.7(a)：グループ 1 に関する効率性重視のコンテンツ配信経路 
 




配信サーバ A から配信されるピースが中継ノード E でマルチキャスト転送され，異なる配信
先ノード D，H に配信されていることが分かる．また配信サーバ B から配信されるピースが
中継ノード E，H でマルチキャスト転送され，異なる配信先ノード D，G，H に配信されてい
ることが分かる．更に，配信サーバ N から配信されるピースが中継ノード H でマルチキャス
ト転送され，異なる配信先ノード G，H に配信されていることが分かる． 
 
 
図 4.3.7(b)：グループ 2 に関する効率性重視のコンテンツ配信経路 
 
図 4.3.7(c)は，グループ数 G=3 についての計算順序 1 とグループ化 2 における効率性重視
のコンテンツ配信経路の中のグループ 3 のみの経路を示したものである．この配信経路から
配信サーバ A から配信されるピースが中継ノード E でマルチキャスト転送され，異なる配信
先ノード D，H に配信されていることが分かる．また配信サーバ B から配信されるピースが
中継ノード E，H でマルチキャスト転送され，異なる配信先ノード D，G，H に配信されてい
ることが分かる．更に，配信サーバ N から配信されるピースが中継ノード H でマルチキャス























 ノード数 100 のランダムネットワークにおいて，配信サーバと配信先ノードの数や位置，
閾値 K の値が異なる 5 つのケースについて評価し，その平均値を出した結果を表 4.3.8～4.4
に示す． 










最後に表 4.4 は，配信サーバと配信先ノードが各 4 つずつあり，N=16 及び K=8 の条件で
の結果である．複数の配信先は，コンテンツを 4 つの配信先ノードに同時配信した場合の結
果を示し，個別の配信先は個別の配信先ノードに対してのみコンテンツを配信した結果をま
とめたものである．更に，2 つの配信先は，2 つの配信先ノード(前半の 2 ノードと後半の 2
ノード)に分けてコンテンツを同時配信した結果をまとめたものである．また，各ケースの損
失率を計算する際，1 重リンク障害において損失率 0 である場合は，2 重リンク障害について
の損失率を求めた．尚，下表の評価結果では，1 重リンク障害で損失率が 0 でない場合も 2
重リンク障害の損失率が示されているが，これは 1 重リンク障害で損失率が 0 であるケース





表 4.3.8：配信サーバと配信先ノードが 3 つ(N=9，K=6)の評価結果 
 
(損失率は 1 重リンク障害確率や 2 重リンク障害確率の積をとる値) 
 
表 4.3.9：配信サーバと配信先ノードが 4 つ(N=16，K=12)の評価結果 
 




表 4.4：配信サーバと配信先ノードが 4 つ(N=16，K=8)の評価結果
 













ることも分かる．例えば，信頼性重視の配信経路計算において，G=1 や G=2 の時は，単一リ
ンク障害のみで元のコンテンツを復元できない可能性が高くなることが分かる．逆にグルー
プ数が G=4 や G=8，G=16 の時は，単一リンク障害によって元のコンテンツが復元できなく
なる状況を回避できる可能性が高くなることが分かる．また，信頼性重視のコンテンツ配信
経路の場合は，グループ化 1 によって，各配信経路のホップ数が減少し，信頼性及び効率性




以上より，例えば信頼性に対する要求条件として，損失率が 2 重リンク障害確率×10.0 以














(N=9 , K=6) 
実規模ランダムネットワーク 
(N=16 , K=12) 
実規模ランダムネットワーク 
(N=16 , K=8) 













O(N × D × L(Lm−1 + log L))   (23) 
 
 本評価と同様に，配信サーバ群から各配信先ノードに至るリンク独立な経路の最大数を m=3 と
した場合，式(24)として表される． 
 
O(N × D × L3)   (24) 
 
ただし，logL は L の値が増加するにつれて一定の値に近づくため無視できるものとする．以上
より，配信サーバ群から各配信先ノードに至るリンク独立な経路の最大数が 3 である場合，所要
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