Model predictive control provides high performance and safety in the form of constraint satisfaction. These properties however can be satisfied only if the underlying model used for prediction of the controlled process is of sufficient accuracy. One way to address this challenge is by data-driven and machine learning approaches, such as Gaussian processes, that allow to refine the model online during operation.
INTRODUCTION
Model predictive control (MPC) 1 is naturally capable of dealing with multi-input multi-output systems and constraints on the input, state, and output, already in the design process. This has led to manifold scientific publications and practical applications. 2, 3 In terms of performance, MPC is often superior to other control approaches because it uses a prediction of the process under consideration, which allows to compute control actions based on future outcomes and allows to take preview information about references and disturbances into account. The model used for prediction plays a critical role in model predictive control. However, there is almost always a certain process-model error or model uncertainty present, or the system might change over time, which limits its prediction quality. One way to deal with this situation is to resort to robust MPC schemes, such as, for instance, min-max MPC 4 , tube based MPC 5 , multi-scenario approaches 6, 7 , or stochastic approaches 8 that take the uncertainty explicitly into account.
Models for prediction are traditionally obtained using first principle modeling based approaches. Unfortunately, it is sometimes very time consuming or even impossible to determine a reasonable model. Furthermore, if the underlying process or environmental conditions change during operation, a once determined model becomes less reliable and needs to be update/adapted. An alternative in these situations is to derive prediction models directly from measured data. The resulting models are often denoted as black or grey box models 9 and can, in principle, be learned or refined during operation by including newly available data. Thereby, they are able to account for changing process dynamics or a changing process environment. If necessary, combining data-driven with first principles models is also possible and often beneficial. 10, 11, 12 Although data-driven modeling is not a new field of research, it gained significant attention over the last years due to increasing computational power and the rise of various machine learning algorithms, such as neural networks, deep learning, or support vector machines. In this work we consider Gaussian process (GP) regression 13, 14 , which can be used to learn and model the underlying dynamics of the systems. The resulting Gaussian process can then be used as a prediction model within an MPC scheme. 15, 10, 16, 11, 17, 18 In comparison to other machine learning methods GPs do not only provide a prediction but also a prediction variance; an effective measure of the uncertainty of the learned model. Though online learning (or adaptation) of a Gaussian process is highly desirable to account for time varying systems or changing environmental conditions, very few publications exist that combine MPC with online learning of GPs. One reason for this lies in the challenging learning process, which includes updates of the training data set and covariance matrix, recalculation of the covariance matrix inverse, and hyperparameter optimization in each time step. This requires computations that take often too long for most processes. Thus, when it comes to real world implementations, GPs are mostly trained/learned offline. 19, 17, 20 Exceptions are the works by Ortman et al 21 , where the system has a large time constant in the order of hours or Klenske et al 16 , which provides a hyperparameter optimization tailored to the specific application.
Another important aspect when combining Gaussian processes and model predictive control is stability, for which different approaches have been proposed. At first, stability was not enforced by design but instead, the GP posterior variance was included in the cost function of the optimal control problem to avoid steering the plant into regions where the model validity is questionable. 22, 23, 24 Furthermore, one can perform a posteriori stability verification. For instance, Berkenkamp et al 25 proposed to learn the region of attraction of a given closed-loop system, whereas Vinogradska et al 26 calculate invariant sets for the validation of stability in a closed-loop with GP models. Another approach that can be found in the literature uses invariant safe sets and usually employs a two-layer control framework, where a safe controller is combined with a control policy that optimizes performance. 27, 28, 29, 30 Similarly, one can use set-based safety nets 31, 30 , like tube MPC schemes. Two different prediction models are used in parallel, where the first is a nominal model used to guarantee robust stability using tubes and the other can be a general learning-based model (e.g. a Gaussian process) used to optimize performance. In the work of Soloperto et al 32 tube MPC is considered explicitly together with GPs. There however, the GP model is also used for robust stability, which is why the stability guarantees are not deterministic but probabilistic. These approaches are based on the assumption of full state information, the use of an invariant terminal region, as well as a min-max tube based constraint.
This work is an extension of Maiworm et al 18 , where we combined a GP prediction model with an output feedback MPC scheme that does not require full state information nor terminal region. We showed under which conditions robust stability in the form of input-to-state stability w.r.t. the model error can be guaranteed. In comparison to the previus work, tha main contributions of this work are:
• Online learning at minimal computational cost, which facilitates the possibility of deployment for fast processes. For this purpose, we employ a recursive formulation to update the GP prediction model online.
• Guaranteed robust stability for online learning. The result is thereby not confined to Gaussian processes but holds for general prediction models that are learned online and satisfy the presented conditions.
• The extension of the method such that it yields good performance with only limited prior process knowledge (e.g. lack of training data in important regions of the operation space). To this end we incorporate the concept of evolving GPs to facilitate online learning by means of adaptation of the training data set. 33, 14 We derive criteria that use the GP prediction error and the variance to determine which points to add to the training data set.
• Use of an analytic linearized GP model for the determination of the MPC terminal ingredients.
We denote the resulting control scheme as recursive GP model predictive control (rGP-MPC).
The paper is structured as follows: The considered problem setup is formulated in Section 2. The concept of Gaussian processes, together with the recursive formulation for online learning, is outlined in Section 3 and used for the formulation of the optimal control problem in Section 4. The same section also contains the stability results. Section 5 presents simulation results with focus on the online learning of the Gaussian process, before Section 6 concludes the paper.
Notation Vectors and matrices are set using bold variables. For a given set  ⊂ ℝ and a point ∈ ℝ , the distance of the point to the set is defined as
where ‖⋅‖ ∞ is the infinity norm. If not stated otherwise, ‖⋅‖ denotes the Euclidian vector norm. A function ∶ ℝ ≥0 → ℝ ≥0 is a -function if (0) = 0 and it is strictly increasing.
is a -function if ( , ) is  ∞ in for any value of and lim →∞ ( , ) = 0, ∀ ≥ 0.
PROBLEM FORMULATION
We consider nonlinear discrete time systems that can be represented by a nonlinear autoregressive model with exogenous input (NARX)
where denotes the discrete time index, ∈ ℝ the input, ∈ ℝ the output, ∈  is a signal that represents model error 1 , and ∈ ℝ is the NARX state vector
that consists of the current and past outputs and inputs, where , determine the NARX model order = + + 1. 2 The output is corrupted by white Gaussian noise ∼  (0, 2 n ) with zero mean and noise variance 2 n . Additionally, the input is restricted by hard constraints  and the output by soft constraints , i.e., the output should stay in a certain region ∈  ⊆ ℝ, if possible. The considered control objective is a set-point stabilization and optimal set-point change; we want to steer the system from an initial equilibrium ( ini , ini ) to a target reference equilibrium ( ref , ref ) , while satisfying the constraints and stabilize the system at the set-point. To this end we employ model predictive control, which requires a model of the process (1) that is capable of predicting future output values with sufficient accuracy. We will outline an approach to learn the model from measured input-output data using a Gaussian process, which is capable of online learning during operation based on newly available data. This results in a GP-based NARX prediction model.
GAUSSIAN PROCESSES
We first review the basics of Gaussian process regression, derive the GP prediction gradient required for the MPC formulation, and present a recursive GP (rGP) formulation that is based on the concept of evolving GPs, which facilitates the generation of a NARX prediction model capable of adapting to changing conditions. To reduce the online computational cost, we combine this concept with a recursive update of the involved Cholesky decomposition. 1 More properties on the signal and the set  are given in Section 4.4. 2 Without loss of generality we consider in this work systems with one input. In that case, the NARX state space dimension equals the NARX model order. For more than one input the state space dimension would be larger than the model order.
GP Basics
A Gaussian process is a collection of random variables, any finite number of which have a joint Gaussian distribution. 13 It generalizes the Gaussian probability distribution to distributions over functions and can therefore be used to model/approximate functions that can be used to capture dynamic systems. 14 Gaussian processes can be utilized for purely data derived models or they can be combined with other, for instance, deterministic models. 11, 12, 10, 34, 35, 27, 25, 28, 32 For regression, GPs are employed to derive or approximate maps of the form = ( ) + with input , output , where (⋅) is the underlying but unknown latent function. The output is assumed to be corrupted by white Gaussian noise ∼  (0, 2 n ) with zero mean and noise variance 2 n . The objective is to infer the function (⋅) using measured input-output data ( , ) with a Gaussian process ( ) with input ∈ ℝ , called regressor. In the present case (1a), we have = +1 and ( ) = ( , , ). The regressor of the GP will be = ( , ) ∈ ℝ with regressor order = + 1. For the sake of brevity we omit the dependence on the discrete time step in the remainder of this section whenever possible.
The first required ingredient is a GP prior distribution
which is specified via the mean function
and the covariance function 3
with , ′ ∈ ℝ and E[⋅] denoting the expected value. The mean and covariance function together with a set of so called hyperparameters , which we detail further below, fully specify the GP. The GP prior is then trained/learned using a set of measured input-output data points, where the input data set is
is available at time step is denoted as training data set and is used to infer the posterior distribution
, which is also a Gaussian process with posterior mean + ( |) and variance 2 + ( |) given by Note that realizations of the posterior can yield infinitely many function outcomes but as it is conditioned on the training data points, it rejects all possible functions that do not go through or nearby (if 2 n ≠ 0) these points ( Fig. 1 ). The posterior mean function (4a) is the desired estimator of the unknown output latent function ( , , ) in (1a), which we highlight by defininĝ
where the hat notation( ⋅) denotes an estimated quantity.
The key ingredients for a Gaussian process to yield a sensible model are the prior mean and covariance function. Both depend generally on a set of hyperparameters , i.e., ( | ) and ( , ′ | ). Very often just a constant zero prior mean ( | ) = = 0 is used. 15, 36, 37 However, other choices include, for instance, the use of a deterministic base model +1 = ( , ) as the prior mean function. 10, 38 In the case of dynamic systems, the most often used covariance function is the squared exponential covariance function 4 with automatic relevance determination
where , ∈ ℝ , Λ = diag( 1 , … , ), = { 2 f , Λ} are the covariance hyperparameters, onto which the measurement noise 2 n is added via the Kronecker delta . The minimal required number of regressors can be determined through optimization of the length scale parameters in Λ. 40, 41 Other choices include, for instance, the combination of (6) with a linear kernel. 40, 42 A common approach to determine the hyperparameters , given a training data set  = { , }, is to maximize the log marginal likelihood 13
A main advantage of GPs is that (4b) naturally provides a quantification of the model uncertainty in the form of its variance. On the other hand, the involved computations in (4a) and (4b) scale with ( 3 ), where is the number of training data points. This severely limits the application of GP models for fast processes, where small sampling times are required. Especially in the case of relatively large training data sets with several hundreds or thousands of data points. If hyperparameter optimization is needed, this drawback becomes even more pronounced.
Evolving GPs
In order to efficiently refine the GP model online we want to update the training data set  possibly at each time step during operation. To this end we resort to the concept of so called evolving GPs. 33, 14 They can be used if the underlying system to be modeled by a GP is time varying and needs to be adjusted/learned online, or if the training data is only available for certain sections of the operating region and one wants to expand operation beyond these sections. The concept describes basically GPs whose training data set  is updated online using some type of information criterion. Different criteria can be used to select new data points to be added and already existing points to be removed if necessary.
The general idea is to include an incoming data point to the training data set only if it contributes new valuable information, which can be defined in different ways and depends on the application of the GP. Possible options are the use of the information gain, entropy difference, or the expected likelihood. 43, 44 We employ the GP as a prediction model in MPC and are therefore particularly interested in how accurate the current model is able to predict the output value at the next time step. Hence, given a new data point ( , ), if the prediction error
is larger then a pre-specified threshold̄ p , the data point is included in the training data set  because the current posterior model is not able to predict the output with the specified accuracy. If it is smaller but the resulting posterior variance 2 + ( | ) is larger than a pre-specified threshold̄ 2 , the data point is also included because the current posterior model is not sufficiently confident in its prediction. This approach allows to include only data points that are relevant to attain a certain prediction quality and effectively minimizes the necessary number of data points in  . This becomes especially important for long operation times and many encountered data points with new information during operation.
As the available computational power is always limited and depending on the concrete system, this can require the limitation of the maximum number of points in  by a constant ∈ ℕ. If this limit is reached despite inclusion criteria like the ones detailed above, data points have to be removed to maintain the size of  . Again, different criteria can be employed to determine which data point shall be deleted. For instance, the point in the training data set with the lowest benefit for the model quality (e.g. the data point that is most accurately predicted under the current posterior) can be deleted. Another and more simple approach that we propose to employ in this work is to delete the oldest point contained in  .
Remark 1. The concept of evolving GPs, in particular the data handling approach explained above, automatically leads to a training data set  that captures only the system dynamics in an (evolving) subregion of the whole operating region. This means also that information about the dynamics of already visited regions can be lost when moving towards other regions and have to be regained when visited again. This can be counteracted using multiple GPs for different regions or GP blending.
Remark 2.
Besides the presented update approach we require an additional update rule for theoretical reasons that is presented in Sec. 4.4.
Cholesky Decomposition
The squared exponential covariance function (6) and other smooth covariance functions lead to a poor conditioned covariance matrix . 45, 46 This results in numerical problems when computing the inverse −1 with computational cost ( 3 ), as required for (4a), (4b), or (7) . These problems become even worse if (4a) and (4b) are nested within an optimization procedure like MPC.
One way to alleviate this problem is by adding an additional noise or jitter term 45 to the diagonal of the covariance matrix. The most effective approach however is to avoid the numerical instabilities that arise in the explicit computation of the matrix inverse by performing the required computations using the Cholesky decomposition, which is numerically more stable.
Given a system of linear equations = with a symmetric positive matrix , we denote the solution by = −1 ∶= ∖ . The Cholesky decomposition of is = T , where = chol( ) is an upper triangular matrix that is called the Cholesky factor. It can be used to obtain the solution via = ∖( T ∖ ).
In order to use the Cholesky factor to solve (4a) and (4b), we define
which can then be computed with the Cholesky decomposition
The computational cost of computing is ( 3 ∕6) and the cost of computing and is ( 2 ). 13 In order to further reduce these costs, we show in the following how to update the Cholesky factor recursively.
Recursive Update
If the training data set  does not change, the Cholesky decomposition = T and the computation of have to be performed only once at the beginning, whereas has to be recomputed for every new test point . If  changes, i.e., with each inclusion or removal of a data point, the covariance matrix has to be updated for an appropriate evaluation of the GP posterior. If a data point is included, a row and column have to be added to . If a data point is removed, the respective row and column associated with this point have to be removed. These changes require in principle a full recalculation of the Cholesky factor , which is the most expensive computation. To reduce this computational load we propose to recalculate the Cholesky factor recursively, taking advantage of the available factor of the previous step. We base our approach on the work by Osborne 46 .
Regarding the case of including a new data point, consider the covariance matrix , represented in block form as 11 13 T 13 33 and its Cholesky factor 11 
Due to the recursive nature, both in the data inclusion approach and the Cholesky decomposition, we denote the resulting Gaussian process as recursive GP (rGP). The algorithm including the most important steps of the resulting rGP-MPC formulation is presented in Algorithm 1. Remark 4. There exists also an approach based on the partioned block inverse to recursively update directly the covariance matrix inverse −1 . Presumably for the numerical issues outlined in Sec. 3.3, this approach has never been used in combination with MPC. It has however in the signal processing literature, where it is strongly connected to the concept of kernel recursive least-squares. 47, 48 
GAUSSIAN PROCESS BASED OUTPUT MODEL PREDICTIVE CONTROL
In this section we present the output model predictive control formulation, based on the rGP NARX model for prediction. We highlight the necessary ingredients, derive a bound for the model error that depends on the GP prediction error, and show under which conditions stability can be guaranteed even if the GP model changes online.
Prediction Model
In Section 4.4 we establish input-to-state stability (ISS) for the considered system, which is defined using the evolution of the state and not the output. For this reason we reformulate (1a) in terms of the state into +1 = ( , , ). We start by setting ∶= + 1 in (2) and arrive at +1 = +1 , , … , +1− , , … , +1− . Since the next output +1 is computed by (1a) we obtain the NARX state model
= ( , , ) + , , … , +1− , , … , +1− with output equation = T and T = 1 0 ⋯ 0 . The NARX state model without error term and noise is denoted as the nominal NARX state model ,0) is the nominal model of (1a), which we define to be the GP predictor (5), i.e., 
Optimal Control Problem
Using the prediction model (13) , we consider at each time step the optimal control problem
The input sequence to be optimized is denoted bŷ
is the prediction horizon, and is the initial condition of the measured NARX state (2) . The cost function is
where f (⋅) is the terminal cost function, ≥ 1 a design parameter and associated to it is a terminal control law f (⋅) that is important both in the computation of f (⋅) and to establish stability. The employed positive stage cost is given by
where s (⋅) penalizes input and state deviations from the reference equilibrium and b (⋅) is a barrier function that accounts for the soft output constraints. It is defined by b (̂ ) ≥ b (̂ , ) , which satisfies b (̂ ) = 0, ∀̂ ∈  and where b (⋅) is a function and (⋅) the distance function as defined in Section 1.
The optimal solution of (14) is denoted bŷ * | and its first element̂ * | is applied to the process, i.e., = MPC ( | ) =̂ * | . Note that the implicitly defined control law MPC is time-varying, as well as the optimal cost function * ( | ) = ( ,̂ * | | ), also denoted as value function, because they depend on the changing prediction model associated with  .
Note that (14) does not include any explicit terminal region constraint.
Posterior Mean Gradient
The optimal control problem (14) requires terminal ingredients, which we base on a linearized version of the prediction model in Section 5. To this end we need the gradient of the GP posterior mean function
where we omit the dependence on the training data  for the sake of brevity.
Assuming a constant prior mean in (4a) we obtain
is the corresponding regressor of each of the measured training data points in . For the covariance function (6), we obtain
where * ( , ′ ) is (6) without the noise term, i.e., 2 n = 0.
Stability
We establish stability through a suitable chosen terminal cost function f (⋅) and terminal control law f (⋅). The optimal control problem (14) does not require a terminal region because f is weighted by a factor ≥ 1, as proposed by Limon et al 49 . We consider stability first for the nominal case, i.e., when the prediction/nominal model (13) and the true system (12) are exactly the same. Afterwards, we consider the case when they are different and establish robust stability in the form of input-to-state stability assuming a bounded error signal . 
holds for all initial states 0 , disturbances , and for all .
The ISS property comprises the two effects of nominal stability and uniformly bounded influence of uncertainty in a single condition. It implies asymptotic stability of the undisturbed (nominal) system (with ≡ 0) and a bounded effect of the uncertainty on the state evolution. Furthermore, if the error signal fades, the uncertain system asymptotically converges to the equilibrium. We therefore establish nominal stability first and robust stability in the ISS sense afterwards.
Nominal Stability
In the following let the current deviation from the reference point and the deviation at the next time step bẽ = − ref and̃ + = + − ref . 
The constant is chosen such that for all̃ ∈ Γ we get T ∈ .
Assumption 1 can be addressed if we have a local description of the model and its uncertainty (e.g. a linear model with additive uncertainty) at the target equilibrium. For instance, using a GP model at the target or a deterministic estimator, such as Kinky inference, which can be derived from suitable local experimental data and standard identification procedures. 50 Assumption 2. Let  be the training data set at time and  +1 the one that will be used at time + 1. Let  +1 be the data point candidate to be added to  and define  ′ +1 =  ∪  +1 . To update  the following rule is used:
Hence, at the optimal control problem is solved with  and the resulting = MPC ( | ) =̂ * | is applied to the system. If the next data point +1 is a candidate for updating the GP, the previous optimal cost is recomputed using the updated GP. If the cost does not increase the GP update becomes effective. Hence, the update rule in Assumption 2 is executed additionally after the data selection process presented in Section 3.2. This is also reflected in Algorithm 1.
Theorem 1 (Nominal stability). Let MPC ( | ) be the predictive controller derived from the optimal control problem (14) satisfying Assumptions 1 and 2. Then ∀ ≥ 1, there exists a region  ( ) such that ∀ ∈  ( ), the nominal closedloop system +1 =̂ , MPC ( | ) is asymptotically stable. The size of the set  ( ) increases with .
Proof. Let̂
be the predicted state sequence that results from applying the optimal input sequencê * | . Then we can write the optimal cost for initial condition =̂ * be the respective sequences that start at + 1 computed at time .
By Assumption 1 we have that the stage and terminal cost are positive definite. Hence, the cost function ,̂ | is positive definite. Furthermore we also obtain ̂ * +1| ,̂ * +1| | +1 ≤ ̂ * | ,̂ * | | +1 − ( , ) by Assumption 1, which is a well known result in standard MPC (for the derivation see, for instance, Rawlings and Mayne 1 or Rakovic et al 51 ).
Due to Assumption 2 we have
. Combining the previous two equations we obtain 
Robust Stability
Based on Theorem 1 we show that the real process controlled by the proposed predictive controller is input-to-state stable w.r.t. the error signal .
Assumption 3. Assume that the error signal ∈  ⊂ ℝ , where  is a compact set, resembles the process-model error between the true system and the GP prediction model, i.e., ∶= −̂ , and assume furthermore that is bounded with ‖ ‖ ≤ . hold, the closed-loop system +1 = , MPC ( | ), is ISS in a robust invariant set Ω ⊆  ( ) for a sufficiently small bound of the uncertainties. The smaller , the larger Ω.
Proof. The satisfaction of Assumptions 1 and 2 lead to asymptotic stability in the absence of uncertainty, guaranteed by Theorem 1. The remainder of the proof is a reformulation of Theorem 4 in Limon et al 52 .
1. If the first condition of Theorem 2 is satisfied, then uniform continuity of the cost function is guaranteed by Proposition 1 (condition C1) in Limon et al 52 ‖ ‖ < , for a sufficiently small , the optimal control problem is recursively feasible in a robust invariant set Ω ⊆  ( ).
Remark 5. Theorems 1 and 2 hold for general process-model errors independent of the concrete structure of the state (here a NARX state). They furthermore hold for general prediction modelŝ ( , | ) that are updated online, i.e., the stability guarantees are not confined to the use of GP prediction models in model predictive control.
A sufficient condition in Theorem 2 is that the nominal model̂ ( , ) is uniformly continuous. In the case of Gaussian processes this can be guaranteed by the following proposition. 18 ). The nominal model (13) is uniformly continuous if̂ ( , ) = + ( ) is uniformly continuous. Since the prior mean ( ) is added to + ( ), the prior mean has to be uniformly continuous 6 . Then, one way to ensure that + ( ) is uniformly continuous, is to employ continuously differentiable kernels (e.g. the squared exponential covariance function, the Matérn class covariance function with appropriate hyperparameters, or the rational quadratic covariance function). In that case the process is mean square differentiable 53, 13 , i.e., the posterior mean function is differentiable and therefore also uniformly continuous 7 . Corollary 1. According to Assumption 3, the process-model error is bounded by . For the case that only outputs are 6 The prior mean is usually specified by the user and often set to zero. Thus uniform continuity of ( ) is not an issue. 7 Continuous differentiability is a stronger assumption than uniform continuity. contained in we have 8
Proposition 1 (GP Uniform Continuity
If the prediction error p is bounded throughout operation bȳ p , we can compute an estimate for via
According to Theorem 2 for all ‖ ‖ < , the smaller ‖ ‖, the larger Ω. Thus, the objective is to minimize ‖ ‖, which by Corollary 1 translates to the minimization of the prediction error p . This in turn depends on the designer's choices regarding the particular employed GP model and the involved tuning parameters. For more detailed considerations regarding boundedness of Gaussian processes, see the works of Nicolao and Pillonetto 54 and Pillonetto and Chiuso 55 .
SIMULATIONS
In this section we provide simulation results for the presented rGP-MPC scheme. To this end we use a continuous stirredtank reactor as a simulation case study. We present the model equations, the training data set generation, and the terminal ingredients for the MPC based on the linearized GP posterior mean function. The closed-loop simulations involve investigations regarding the tuning parameters of the rGP-MPC, the influence of different initial training data sets, as well as comparisons with other MPC controllers.
Continuous Stirred-tank Reactor
In a continuous stirred-tank reactor (CSTR) a substrate is converted into product . 56 The reaction → can be described by the following set of differential equationṡ
where the coolant temperature reference r (K) is the input to the reactor and the concentration (mol/l) the output, i.e., = r and = . The tank and coolant temperature are and c , respectively. The model parameters are given in Tab. 1.
Training Data Set
The plant (16) is used to generate a raw data set  raw (Fig. 2) . Each data point ( , ) consists of values of ( +1 , , … , − , , … , − ), where = +1 is going be the GP output and = ( , … , − , , … , − ) its corresponding regressor. Based on this data, we generate the three training data sets  0 ,  ref , and  comb , which are in the following used for comparative simulations. The set  0 is a local subset around the initial equilibrium 0 = = 0.6 mol∕l. The sets  0 and  ref are generated by selecting first all points = +1 (and their corresponding ) that are located within a local neighborhood of the respective equilibrium and second, by reducing the number of points via exclusion of those that add only little information. For a given data point ( , ), all following ( , ), > , are removed, for which ‖ − ‖ <̄ with a chosen threshold̄ . As a result, the sets are less dense but still contain enough informative data points. The thresholds for  0 and  ref are chosen such that both sets contain approximately 40 data points. Remark 6. All input and output values are given in the original units of the system (16) . However, it is beneficial for the modeling process with the GP to normalize the input-output data to the interval [0, 1]. 
GP Prediction Model
For the GP prior we employ a constant mean function with constant and the covariance function (6) 
f } and are computed offline via maximization of (7) for each of the three data sets  0 ,  ref , and  comb . We obtain three sets of hyperparameters respectively (Tab. 2) and with that three different GP prediction models that use the same prior but different training data sets and hyperparameters. The cross validation results of these different GP models are shown in Fig. 3 , where we select test points throughout the regions of the respective training data sets. Test points are chosen such that they are not part of  0 ,  ref , or  comb . As can be seen, appropriate GP predictions are achieved with prediction error p <̄ p = 0.02 mol ∕l and posterior standard deviation <̄ 2 = 6 ⋅ 10 −3 mol ∕l for all three GPs. 
Optimal Control Problem
The continuous model (16) is discretized with Euler's method and a sampling time of s = 0.5 min. The input constraints are  = {335 K ≤ r ≤ 372 K}, the output constraints  = {0.35 mol∕L ≤ ≤ 0.65 mol∕l}. We add measurement noise ∼  (0, 2 n ) to the output data with 2 n = 0.004 2 . The employed quadratic stage cost is given by (100, 0, 0) , and = 5. The barrier function to account for the soft output constraints is b ( ) = 1 − exp( − ( ,) ∕ ) with = 100 and = 1.
Terminal Ingredients
The terminal controller f (⋅) and cost function f (⋅) can be determined in any possible way, as long as the assumptions in 
Since the next output is computed using the GP, i.e., +1 = + ( ), the parameters [ 11 , 12 , 13 , 1 ] can be determined using the posterior mean gradient derived in Sec. 4.3. In particular we have [ 11 , 12 , 13 
The resulting linear model becomes The prediction horizon is set to = 5 and = 1.1. The resulting optimal control problem is solved in MATLAB using fmincon.
Simulation Results
In the following we simulate the set point change from ( 0 , 0 ) to ( ref , ref ). We start by comparing the closed-loop results of the rGP-MPC, a batch GP approach (bGP-MPC), and an output feedback MPC scheme (oMPC) that uses the model equations (16) and acts as a performance bound. We evaluate the performance for the three cases, where  0 ,  ref , and  comb are used as initial training data set. The bGP and rGP are initialized with the same initial training data and hyperparameters but the rGP updates its training data set during operation. We set̄ p =̄ 2 = 0, such that every data point is considered as a candidate for inclusion 9 with no upper limit on the number of data points. Hence, no points are removed. Due to the stochastic nature of the noise component, we simulate 50 times for each case. The results are depicted in Fig. 4 to Fig. 6 . To quantify the performance we use the cost
of the resulting state and input sequences, where sim is the number of total simulation steps. The results are presented in Tab. 3.
FIGURE 4
Comparison of the three MPC schemes for the case of initial training data  0 . Thin lines represent individual simulations, thick lines represent mean values.
As expected, the output MPC scheme that uses the true model performs best. The bGP has the worst performance in terms of larger settling time, though in terms of the performance measure it is in the  comb case slightly better than the rGP because of the smaller input deviation. In the remaining cases, the performance of the rGP is better than that of the bGP due to the additional information gained during operation. The performance difference is especially large for  ref , where the bGP, throughout the whole operation, has only data points at the reference at its disposal but not at the initial condition. The rGP however performs significantly better due to the added data points, especially at the beginning of operation.
These simulations suggest that one should in general prefer the  ref case over the other cases, which is convenient for the used MPC scheme because knowledge at the reference is required anyway to determine the terminal cost and controller.
In the second set of simulations we investigate the influence of different thresholds for the data inclusion approach, i.e., different values for the maximum prediction error̄ p and the maximum prediction variancē 2 . To this end, Fig. 7 combines the rGP results of the previous figures for the three training data cases, together with the evolution of the prediction error p and the prediction variance 2 . In particular the latter illustrates nicely the difference between the three cases. In the case of  0 , the variance is small at the beginning and increases around = 8 min when the system leaves the neighborhood of the initial condition and moves towards the reference. The same holds, but the other way round, for the case with  ref , where the initial large error and variance is caused by their computation before the first data point is added to the training set.
FIGURE 7
Simulation results with the rGP-MPC for the different training data cases together with the prediction error p and the prediction variance 2 + . Fig. 8 and Fig. 9 show results for different threshold values, where we focus for the sake of brevity on the simulation case with  ref . The results illustrate that instead of adding all data points, almost the same closed-loop performance can be achieved by adding only a fraction of them. Hence, this shows not only that online learning can be achieved but also that it allows to work with significantly smaller training data sets, which in turn result in less computational costs.
FIGURE 8
Influence of̄ p on the rGP-MPC with initial training data  ref . With̄ p = 0, every encountered data point is considered to be added to the training data set. The variance threshold̄ 2 was set to a large value to not affect the result.
Next we consider the case that the number of training data points is limited by . For the case of  ref we set = 40, which is the number of initially available training points, i.e., the training data set cannot increase but old data points are exchanged with newer more informative ones. To this end, whenever a new point is added, the oldest data point is removed. In Fig. 10 we compare the bGP (the initial training data set is not updated at all), the rGP with = ∞,̄ p =̄ 2 = 0 (every encountered data point is considered to be added), and the rGP with = 40,̄ p = 0.01,̄ 2 = 2 ⋅ 10 −5 (data points are only exchanged). The bGP result is the same as in Fig. 5 and represents the worst case because the training data set is not updated at all. The = ∞ case on the other hand represents the performance bound for this specific case because it includes the maximum of the incoming data points and does not remove any. Interestingly, the considered case of the rGP where data points are only exchanged performs basically as good as the performance bound, i.e., with a training data set of only 40 points, where the points are exchanged during operation, almost the same performance can be achieved as if every encountered point was included into the training data set .
Besides the computational cost reduction due to the possibility to work with smaller training data sets, we illustrate at last the computational reduction due to the recursive update of FIGURE 9 Influence of̄ 2 on the rGP-MPC with initial training data  ref . With̄ 2 = 0, every encountered data point is considered to be added to the training data set. The prediction error threshold̄ p was set to a large value to not affect the result.
FIGURE 10
Influence of a limited number of training data points on the rGP-MPC with initial training data  ref .
the Cholesky factor. In Fig. 11 we continue with the  ref case, where we add every incoming point to the training data set and compare the computation times of the full and the recursive update of the Cholesky factor. The results show that the bigger the training data set becomes, the bigger the absolute and relative computational reduction. At = 24 min the full recomputation of the Cholesky factor increases significantly. Investigations point to the reason lying in the generation of the covariance matrix and the inner workings of Matlab's chol function.
CONCLUSION
We have presented a Gaussian process based nonlinear autoregressive model with exogenous input, employed as prediction
FIGURE 11
Comparison of computation times of the full recalculation of the Cholesky factor and the recursive update. The computational reduction that goes along with the recursive update increases with the amount of training data points. model in an output feedback model predictive control scheme. The approach was extended to online learning, by means of updating the training data set, to account for limited a priori process knowledge. To this end, the concept of evolving GPs was adapted together with a recursive formulation to update the Cholesky decomposition to minimize computational cost. The resulting model predictive control scheme was shown to be input-to-state stable with respect to the process-model error, despite the time varying nature of the GP prediction model. In addition, the theoretic guarantees do not only apply to Gaussian processes but all online learning methods that satisfy the outlined conditions. The approach was verified in different simulations, which have shown that it is in general possible to start with limited a priori process knowledge and refining the model along operation. One important finding is that it is particularly beneficial to start with a model that captures at least the behavior at the target reference, which is fortunately an intrinsic necessity for all MPC schemes that use a terminal/target region, cost, and controller to guarantee recursive feasibility and stability. Another finding was that the presented formulation yields good closed-loop performance with a quite small number of training data points, thereby efficiently reducing the computational load. This presents itself as a possible option for very fast processes, where hyperparameter optimization is not an option but some kind of online learning is desirable. Additionally, due to the output feedback scheme, this approach can be employed for processes, whose state cannot be measured or is difficult to be estimated.
Future work aims at implementing the presented approach in laboratory experiments, together with a combination of a deterministic base model and the Gaussian process prediction model. From a theoretical point of view, time varying reference tracking instead of set point changes would be interesting to investigate. For instance, what conditions does the initial training data set has to satisfy to achieve acceptable tracking results and how to automatically compute safe thresholds for the data inclusion approach. Another interesting question to investigate is how the approach performs for time varying processes. A hypothesis would be to combine the squared exponential covariance function with a non-stationary one to account for time variance in the process model.
