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Plasma Energization and Dissipation in the Heliosphere
The energization and dissipation of plasma are ubiquitous processes in the

heliosphere. They are the key to some of the most outstanding questions in heliophysics such as coronal heating and the acceleration of solar energetic particles. In
this dissertation, we investigate plasma energization and dissipation based on the
collisionless kinetic equation. Plasma energization is discussed using the evolution
equations of bulk flow and thermal energy densities. In a two-fluid description, it
has been suggested that the pressure-strain interaction converts bulk kinetic energy
into thermal energy. In a single-fluid description, we find that the bulk acceleration
and heating are due to the work done by the motional and non-ideal electric field,
respectively. Again, the pressure-strain interaction contributes to the conversion between bulk kinetic energy and thermal energy. We also study the dissipation process
using the concept of entropy for isotropic and anisotropic fluids, both of which can
be derived from thermodynamic principles. We show that the increase of fluid entropy can be understood as a consequence of several mechanisms. In addition to the
pressure-strain interaction, heat flux also plays an important role in entropy production. The conclusions are verified using kinetic particle-in-cell simulations of multiple
interacting magnetic islands. Finally, we discuss the generation of nonthermal particles in magnetic reconnection. The basic acceleration mechanisms include Fermi
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acceleration by contracting and merging magnetic islands, and direct acceleration
due to the reconnection generated electric field. These mechanisms are verified using
a particle tracing technique in simulations. A transport equation approach to particle
acceleration is discussed.
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CHAPTER 1

INTRODUCTION

1.1

Overview of the Heliospheric Plasma

Like every other main sequence star, the Sun is powered by nuclear fusion at
its core. The energy released by the fusion process is transported through the solar
interior by radiation and convection. Above the visible surface of the Sun is the solar
atmosphere, which is divided into layers known as the photosphere, chromosphere,
and the corona. The solar atmosphere is in a plasma state, i.e., the atmosphere comprises an ionized gas that consists of charged and neutral particles. The bottom layer
of the solar atmosphere is the photosphere, from which most of the Sun’s visible light
emanates. The chromosphere is located above the photosphere. The chromosphere
consists of denser and cooler materials, and is visible by eye only during a total solar eclipse. The outermost layer of the solar atmosphere is the corona, the hottest
and most tenuous region. As the solar corona expands, it drives the solar wind into
interplanetary space. The presence of a fast solar wind flow was suggested based on
observations of comet tails [Biermann, 1951, 1952]. Parker [1958] used the hydrodynamic equations to show that the supersonic solar wind is a natural consequence
of the steady expansion of hot corona. Decades of spacecraft observations confirm
1

that the solar wind has a typical velocity of ∼ 400 km/s near 1 astronomical unit
(au) at Earth orbit. The interaction of the solar wind and the Earth’s intrisic magnetic dipole creates the magnetosphere, which shields us from hazardous radiations
originating from the Sun and outer space. Further away from the Sun, the solar
wind continues to expand, creating a bubble within the galaxy as it interacts with
the local interstellar medium (LISM). The bubble created by the interaction of the
solar wind and the LISM is called the heliosphere [Holzer , 1989; Zank , 1999]. Similar
interactions between stellar wind of other stars and their interstellar media are also
observed, which create astrospheres.
The heliospheric plasma is a complex system. Because of the high temperature,
the solar corona and solar wind contain almost fully ionized plasma. More than a
few au from the Sun, neutral atoms that drift into the heliosphere from the LISM
are not yet depleted by the solar radiation or solar wind. These neutral atoms play
an important role in the dynamics of the outer heliosphere. The behavior of plasma
resembles that of ordinary neutral fluid or gas in some ways, but differs drastically
in others. For example, frequent molecular collisions typically drive neutral gas into
an equilibrium state, which validates the use of thermodynamic treatments of fluids.
On the other hand, Coulumb collisions between charged particles in space plasma are
usually rare. The collisional mean free path for thermal particles is on the order of 1
au in the solar wind near Earth orbit [e.g., Schwenn and Marsch, 2013]. As a result,
Coulumb collisions are insufficient to equilibriate the solar wind plasma. This can
be seen from in situ spacecraft observations that reveal that solar wind electrons and
ions have different temperatures and exhibit nonequilibrium distributions [Newbury
2

et al., 1998; Wilson et al., 2018]. Such distributions often initiate various plasma
instabilities, which drive waves and fluctuations.
The magnetic field plays a crucial role in heliospheric plasma. It is believed
that the Sun generates a magnetic field through a dynamo process at the convection
cells beneath the solar surface. The expanding solar corona and solar wind carry
the magnetic field into interplanetary space. The large-scale interplanetary magnetic
field has a spiral shape owing to the rotation of the Sun, known as the Parker spiral
magnetic field [Parker , 1958]. The presence of a large-scale magnetic field introduces
a preferred direction and this has a profound impact on the behavior of heliospheric
plasma. First, the distribution of heliospheric plasma is often found to be anisotropic
about the background magnetic field. In situ observations find that thermal protons
often exhibit a temperature ansiotropy T⊥ > Tk in high-speed solar wind streams
and Tk > T⊥ in low-speed streams [Marsch et al., 2004; Matteini et al., 2007]. While
thermal electrons appear to be isotropic, a magnetic field aligned strahl (or beam)
electron component is frequently observed, which makes the overall electron distribution highly skewed and anisotropic. The large-scale magnetic field also affects the
properties of plasma waves and turbulence. The wave-particle interaction then allows
the anisotropic turbulent fluctuations to feedback to the scattering of particles.
The heliosphere is an unique and invaluable laboratory for plasma physics.
Since the beginning of the space age, space instruments have been taking delicate
measurements of the plasma environment. For example, the two Voyager spacecrafts
were launched in 1977, and both Voyagers have crossed the heliopause more than
100 astronomical units (au) away from the Sun. The Ulysses spacecraft was sent to
3

the high heliographic latitude of ∼ 80◦ in the 1990s. The new Parker Solar Probe
has reached a distance of ∼ 0.35R (solar radius) above the solar surface and will
continue nearer to the sun in the coming years. Heliospheric observations not only
help us understand the Sun and the space environment near the Earth, but also
provide insights into the physics of terrestrial and astrophysical plasma.

1.2

Fluid and Kinetic Description of Plasma

A standard approach to understanding the space and astrophysical plasma is
through fluid modeling, such as the well known magnetohydrodynamics (MHD) equations. MHD theory considers a set of partial differential equations that describe the
evolution of macroscopic quantities such as the density, velocity and pressure. MHD
models have found great success in studying the global structure of the heliosphere.
However, fluid models inevitably discard certain information about the particle distribution. As discussed before, the low level of collisionality and the presence of a
large-scale magnetic field make it important to consider nonequilibrium particle distribution functions. In this regard, the kinetic description of plasma is necessary, especially for studying detailed physical processes at small scales. Kinetic theories study
the evolution of particle distribution functions by considering the Boltzmann-Maxwell
set of equations. In the collisionless limit, the Boltzmann equation is simplified to
the Vlasov equation, which is the basis of most kinetic theories.

4

1.3

Particle Acceleration and Heating in the Heliosphere

Some of the most outstanding problems remaining in space physics are related
to energization and dissipation processes in plasma. These are summarized in the
following section.

1.3.1

Coronal heating.
At the base of the solar atmosphere, the photosphere has a temperature of

∼ 6000 K and drops slightly as height increases. Above the photosphere, the temperature increases from ∼ 4000 K to ∼ 104 K in the chromosphere. Further away from the
Sun, the solar corona is heated rapidly to ∼ 106 K within a transition layer of several
hundred kilometers. The heating mechanisms of the solar corona are not fully understood, and this is one of the most prominent questions in space physics. The high
temperature of the solar corona is also the reason for the existence of the supersonic
solar wind. The leading candidates for heating the corona are magnetic reconnection
and turbulence [e.g., Parker , 1972, 1988; van Ballegooijen, 1986; Matthaeus et al.,
1999; Zank et al., 2018a], though the exact mechanism is unknown. For example,
Parker [1972] proposed that photospheric footpoint motions in closed loop regions
lead to magnetic reconnection in a turbulent magnetic field, which provides the required dissipation for coronal heating. Matthaeus et al. [1999] suggested that Alfvén
waves in open field line regions can be reflected in the solar corona and the resulting nonlinear wave interaction drives low-frequency turbulence and heats the solar
corona. Zank et al. [2018a] presented a model based on the dissipation of quasi-2D

5

Figure 1.1: A schematic illustration of coronal heating mechanisms, reproduced
from Zank et al. [2018a].

turbulence instead of interacting Alfvén waves. A schematic illustration of coronal
heating mechanisms is shown in Figure 1.1, reproduced from Zank et al. [2018a]. The
left panel shows the magnetic field line configuration of the quiet Sun. The green
boxes represent the “magnetic carpet” in both closed loop and open field regions of
the photosphere. The right panel is an expanded view of the magnetic carpet showing
the interaction and reconnection of mixed polarity loops and open field. The Parker
Solar Probe mission launched in 2018 is expected to travel to within 10 solar radii
from the Sun, and will provide insights into the coronal heating mechanism.

1.3.2

Solar energetic particles.
Solar energetic particles (SEPs) are energetic particles that appear to originate

from the Sun. Compared to galactic cosmic rays that originate outside of the heliosphere, SEPs are typically low-energy particles with kinetic energy up to a few GeV.
6

SEPs can usually be associated with solar eruptive events, viz. solar flares and coronal
mass ejections (CMEs). Hard X-ray observations of solar flares indicate the ubiquitous presence of nonthermal particles, presumably accelerated during flare events
[e.g., Lin, 2011]. SEPs are usually classified into two types based on the observed
intensity-time profile: fast-rising impulsive events and slow-rising gradual events [e.g.,
Miller et al., 1997; Reames, 1999; Cane and Lario, 2006]. The two classes are observed to have different observational properties in isotopic composition, ionization
level, radio emission, etc. While impulsive events are typically associated with solar
flares, gradual events are thought to originate from CME driven shocks via diffusive
shock acceleration (DSA). The DSA theory was proposed by Axford et al. [1977]; Bell
[1978]; Blandford and Ostriker [1978] to explain the origin of galactic cosmic rays
and later applied to the heliospheric shocks. Besides the two classes, there are also
atypical energetic particle events that cannot be associated with apparent sources
[e.g., Khabarova et al., 2015; Zhao et al., 2018, 2019a].
SEPs are not only of theoretical interest; they also have a significant impact
on society. Major SEP events cause hazardous ionizing radiation that may damage
satellites and the health of astronauts. Understanding the acceleration and interplanetary transport of SEPs is an important aspect of space weather. There has been
some success in modeling SEP events [e.g., Zank et al., 2000; Li et al., 2003; Hu et al.,
2018a], but the physics of SEPs is still not fully understood.

7

1.3.3

Heating of the solar wind.
As the solar wind expands into the LISM, one would expect the temperature

to decrease at increasing radial distances from the Sun. If the expansion is adiabatic,
then the radial profile of the temperature should follow a power law ∝ r−4/3 . However,
spacecraft observations indicate that this is not true in both the inner and outer
heliosphere. Marsch et al. [1982] studied the radial dependence of proton temperature
using Helios data between 0.3 and 1 au. They found that on average, the parallel
temperature declines as Tk ∼ r−1.03 in slow solar wind and Tk ∼ r−0.69 in fast solar
wind; the perpendicular temperature follows T⊥ ∼ r−0.9 in slow wind and T⊥ ∼ r−1.17
in fast wind. All these cases show slower cooling than the adiabatic prediction of
r−4/3 . With the Voyager 1 observations from 1 to 10 au, Gazis and Lazarus [1982]
found that the average proton temperature profile follows T ∼ r−0.7 , again shallower
than expected from adiabatic expansion. Indeed, further Voyager 2 observations find
that proton temperature reaches a minimum at ∼ 30 au and increases beyond that
[Richardson et al., 2004]. These observations imply that the solar wind is being heated
continually as it expands and that there are local energy sources in the heliosphere.
The heating is generally attributed to turbulent dissipation [e.g., Adhikari et al., 2017;
Zank et al., 2018b].
In summary, all these questions concern the conversion of different forms of
energy in plasma. In the case of the heating of the solar corona or solar wind, the increase of thermal energy comes from either dissipated electromagnetic or flow energy.
The acceleration of SEPs involves not only the conversion between electromagnetic

8

energy to kinetic energy, but also the partition of energy in particle phase space. The
resolution of these questions is likely to involve two important processes: magnetic
reconnection and turbulence. We will discuss these processes briefly in the following
sections.

1.4

Magnetic Reconnection and Solar Flares

Magnetic reconnection is a sudden change in the connectivity of magnetic
field, leading to the rapid release of magnetic energy. In the simplest configuration,
oppositely directed magnetic fields are separated by a thin layer of electric current
called a current sheet. As the oppositely oriented magnetic field reconnects, it forms
a X-shaped field structure called an X-point or X-line. Plasma flows into the Xline from the two directions across the pre-reconnection magnetic field, and flows
out in the other two directions. Magnetic reconnection is ubiquitously observed in
the heliosphere, including solar flares, the solar wind, and planetary magnetospheres.
The standard picture of solar flares is that magnetic reconnection occurs at the top
of coronal loop [e.g., Shibata et al., 1995], as illustrated by Figure 1.2. The electron
jet accelerated at the reconnection site generates X-ray emission as the jet decelerates
in the surrounding plasma. The outwardly propagating electron jet excites plasma
waves and produces a type III radio burst. Magnetic reconnection also plays a key
role in magnetospheric physics. Reconnection at the dayside magnetopause injects
the solar wind energy flux into the magnetotail where further reconnection occurs
and causes magnetospheric substorms.
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Figure 1.2: An illustration of solar flare model, reproduced from Shibata et al. [1995].

Based on energy considerations, the celebrated model of Sweet and Parker
[Parker , 1957] suggests that the reconnection outflow speed is on the order of the
Alfvén speed v ∼ vA = B02 /(4πρ), where B0 is the asymptotic magnetic field strength
and ρ is the plasma density. The resistive MHD induction equation

∂B
c2 2
= ∇ × (v × B) +
∇B
∂t
4πσ

suggests that the inflow velocity is on the order of u ∼ c2 /(4πσl), which is the
velocity at which the magnetic fields merge. Here, σ is the electrical conductivity
and l is the scale length of the field gradient. Therefore, the theory predicts that
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magnetic reconnection proceeds at a rate that scales as the inverse square root of the
Lundquist number (or magnetic Reynold number) S = vA L/νm , i.e., u/vA ∼ S −1/2 ,
√
where L is the scale length of the system and νm = c/ 4πσ is the magnetic diffusivity.
Because of the large length scale and high conductivity, the Lundquist number for
typical space and astrophysical plasma is usually very large. For example, considering
a solar flare in the chromosphere with L ∼ 103 km, B ∼ 103 G, n ∼ 1014 cm−3 , and
T ∼ 104 K, the Lundquist number is estimated as S ∼ 109 . The Lundquist number
in the solar corona is even higher due to the higher temperature and lower density.
A consequence of the Sweet-Parker model is that the predicted reconnection rate is
many orders of magnitude too small compared to what has been suggested by solar
flare observations. A solar flare event occurs on the time scale of minutes, while it
would take months for the magnetic field in the coronal loop to reconnect based on
the Sweet-Parker estimate.
One of the drawbacks of the Sweet-Parker model is that they considered a
steady-state reconnection configuration.

However, theories and simulations have

shown that a reconnection current sheet is unstable to the formation of small magnetic
islands, a process known as the plasmoid instability [e.g., Biskamp, 1986; Loureiro
et al., 2007; Loureiro and Uzdensky, 2016]. Linear analysis of the plasmoid instability
suggests a maximum growth rate of γmax τA ∼ S 1/4 (with τA the Alfvén time scale).
The plasmoid instability makes magnetic reconnection fast and bursty.
Magnetic reconnection is in essence an energy conversion process. The electromagnetic energy stored in the antiparallel magnetic field is converted to the particle
kinetic energy during reconnection in the form of bulk acceleration, plasma heating
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and generation of nonthermal particles. The acceleration and heating of particles in
magnetic reconnection are not fully understood and this is a main motivation for this
dissertation.

1.5

Turbulence in the Heliosphere

Turbulence is a ubiquitous process in the heliosphere [e.g., Tu and Marsch,
1995; Goldstein et al., 1995; Bruno and Carbone, 2013]. In fluid mechanics, turbulence is a common nonlinear phenomenon characterized by random and chaotic
fluid motions. Fully developed turbulence is often described phenomenologically by
a picture of cascade: large eddies that are sustained by a driving force break into
small eddies and transfer energy from large scales to small scales. The transfer of
energy across scales is due to a nonlinear interaction expressed through the inertial
term of the Navier-Stokes equation. Since turbulence evolves in a nondeterministic
manner, it requires a statistical description. The most common diagnostic of turbulence is the power spectrum, which plots the turbulence energy density E with
respect to wavenumber k, describing the distribution of energy across scales. It is
found through fluid experiments that the second-order longitudinal structure function S2 follows a universal relation S2 (l) ≡< δvk (l)2 >∝ l2/3 , where l is the separation
distance and δvk2 (l) represents the longitudinal velocity increment [e.g., Frisch, 1995].
The relation is called universal because it appears to hold regardless of the nature
of the fluid or driving mechanism. The turbulence power spectrum can be related
to the second order structure function and follows a k −5/3 power law. Most of the
in situ spacecraft measurements are restricted to a 1D time series at a single point
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in space. The observed turbulence power spectrum can be constructed by applying
the Fourier transform to the autocorrelation function of the time series [e.g., Porat,
1997; Zank , 2014]. The resulting spectrum is expressed in frequency space E 0 (ω). In
the supersonic solar wind, the flow speed is much larger than the propagation speed
of disturbances (e.g., the sound speed or Alfvén speed). Taylor’s hypothesis [Taylor ,
1938] is often used to translate the spectrum to the wavenumber space, which yields
E(k) = E 0 (kusw )usw , where E 0 is the frequency-space power spectrum. With multipoint measurements derived from the Cluster and Magnetospheric Multiscale (MMS )
missions, the k-space power spectrum can also be constructed directly using structure
functions [e.g., Chen et al., 2010; Bandyopadhyay et al., 2018].
The Kolmogorov theory of turbulence postutates that the energy flux across
scales ε is approximately a constant (independent of the scale). Based on a dimensional analysis, the energy flux is expressed as ε ∼ u2 /t ∼ u3 /l, which is followed by
S2 (l) ∼ u2 ∼ ε2/3 l2/3 or E(k) ∼ u2 /k ∼ ε2/3 k −5/3 . This provides an explanation for
the presence of a k −5/3 inertial-range spectrum, called the Kolmogorov spectrum.
Most existing theories of plasma turbulence are based on MHD theory because
of its relative simplicity. The incompressible MHD equations can be written conve√
niently in terms of the Elsässer variables [Elsasser , 1950] z ± = u ± B/ 4πρ. The
linear combination of the incompressible MHD momentum equation and induction
equation give


1
∂z ±
B2
∓
±
+ z · ∇z = − ∇ p +
,
∂t
ρ
8π
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where the resistivity or viscosity has been neglected since it is the nonlinear term
z ∓ · ∇z ± that is of the most interest. In the presence of a background magnetic
field B0 , the nonlinear term introduces a linear Alfvén time scale τA = (kvA ) where
√
vA = B0 / 4πρ0 . Iroshnikov [1963] and Kraichnan [1965] considered the hypothesis
that the Alfvén time is much shorter than the local dynamical time (ku)−1 and thus
regulates the local energy transfer rate such that ε ∝ τA . Dimensional analysis
then yields the relation ε ∼ (kvA )−1 k 4 E 2 from which the power spectrum E(k) ∼
1/2

ε1/2 vA k −3/2 follows.
Both the Kolmogorov theory and the Iroshnikov-Kraichnan theory assume an
isotropic spectrum. In magnetized plasmas, the rotational symmetry is broken by
a preferred direction along the background magnetic field. Thus the turbulence behaves differently in the direction parallel and perpendicular to the magnetic field.
In particular, solar wind turbulence is frequently observed to be anisotropic [e.g.,
Horbury et al., 2012; Chen, 2016]. In situ measurements of the solar wind plasma
and magnetic field by spacecrafts have been available for more than half a century.
Early observations of the solar wind find power-law energy spectra for the turbulence, confirming that the fluctuations are turbulent [Coleman, 1968]. Observations
by Belcher and Davis [1971] however suggested that the solar wind is dominated by
outwardly propagating Alfvénic fluctuations, indicated by the highly correlated velocity and magnetic field. The anisotropy of the solar wind turbulence can be assessed
by comparing measurements made during periods with different angles between the
solar wind flow and magnetic field [e.g., Matthaeus et al., 1990; Bieber et al., 1996;
Saur and Bieber , 1999; Horbury et al., 2008; Podesta, 2009]. Magnetic turbulence is
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also observed in the very local interstellar medium by Voyagers [Burlaga et al., 2018].
The fluctuations immediately outside the heliosphere follow a k −5/3 power spectrum
and are highly compressible, which can be explained by the fast magnetosonic waves
radiated by the heliopause [Zank et al., 2017a].
Motivated by solar wind observations and numerical simulations [Shebalin
et al., 1983], the theory of nearly incompressible (NI) MHD was proposed [Zank
and Matthaeus, 1992, 1993; Hunana and Zank , 2010; Zank et al., 2017b]. The NI
theory considers the asymptotic expansion of the compressible MHD equations in the
limit of small sonic or Alfvén Mach number. In the plasma beta regime β ∼ 1 or
 1, it is found that the leading order solution of the MHD equations converges to 2D
incompressible MHD equations. In this case, the NI theory suggests that solar wind
turbulence is comprised of a majority of 2D component superimposed with a minority
slab component, i.e., in regions where the plasma beta ∼ 1 or < 1. Both components
consist of fluctuations transverse to the magnetic field (incompressible) but the 2D
component has wavevectors perpendicular to the background magnetic field while
the slab component has parallel wavevectors. Figure 1.3 illustrates the differences
between the slab and composite models (adapted from Matthaeus et al. [2003], see
also Bieber et al. [1996]). The left panel shows the magnetic flux tubes in a slab model
and the right panel shows the composite model with 80% of the energy in 2D modes.
Note that in the pure slab model, the fluctuations perpendicular to the background
magnetic field propagate in locked phases. Matthaeus et al. [1990] find evidence of
quasi-2D structures that are perpendicular to the background magnetic field. The
composite model with ∼ 80% 2D component is supported by spectral measurements
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Figure 1.3: Flux surfaces of the slab model (left panel) and the composite model
with 80% energy in 2D modes (right panel), adapted from [Matthaeus et al., 2003].

and is also consistent with the observed cosmic ray mean free path [Bieber et al.,
1994, 1996]. On the other hand, anisotropic Alfvénic turbulence is often explained by
the “critical balance” theory [Sridhar and Goldreich, 1994; Goldreich and Sridhar ,
1995, 1997]. Critical balance conjectures that the Alfvén time scale τA ∼ (kk vA )−1
balances the nonlinear eddy turnover time τ ∼ k⊥ u. Following the same dimensional
−5/3

analysis of Kolmogorov, the perpendicular spectrum possesses a k⊥

power law. Due

to critical balance, ε ∼ k⊥ u3 ∼ kk u2 vA , and the parallel wavenumber is related to the
2/3

perpendicular wavenumber via the relation kk ∼ k⊥ ε−1/3 vA−1 . This implies that the
parallel spectrum has a kk−2 power law, which has been reported in some [Horbury
et al., 2008; Podesta, 2009] but not all observations [Telloni et al., 2019].
The cascade of energy ceases at very small scales where the flow kinetic energy
dissipates as heat via viscosity. In collisionless or weakly collisional plasma, the MHD
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approximation breaks down at small scales and dissipation can be due to wave-particle
interactions rather than collisional viscosity or resistivity. The dissipation mechnism
is not fully understood and various mechanisms have been studied such as Landau
damping and kinetic Alfvén waves [e.g., Leamon et al., 1998; Chandran, 2010; Chen
et al., 2019; Arzamasskiy et al., 2019]. Turbulence dissipation is thought to play an
important role in heating the solar corona and the solar wind [Zank et al., 2018a,b;
Adhikari et al., 2017].
A particular aspect of interest is the interplay between turbulence and magnetic reconnection. Turbulence affects magnetic reconnection by modifying the reconnection rate [Lazarian and Vishniac, 1999]. On the other hand, magnetic reconnection that occurs in a turbulent fluid can generate numerous plasmoids or flux ropes,
which not only modifies the turbulence power spectrum, but also contribute to the
acceleration and transport of particles. This will be discussed in the next section.

1.6

Magnetic Flux Ropes

Magnetic flux ropes are magnetic field structures with helical magnetic field
lines wrapped around an axial field (or guide field). They are also referred to as
magnetic islands or plasmoids when viewed in 2D, since the field lines form closed
loop-like structures. Magnetic flux rope structures have been observed throughout the
heliosphere and are characterized by enhanced magnetic field strength and a smooth
rotation of the field direction. Illustrations of magnetic flux rope structures are shown
in Figure 1.4 (adapted from Hu [2017]). The left panel illustrates an example of a
magnetic flux rope from in-situ observations using the Grad-Shafranov reconstruction
17

Figure 1.4: Illustrations of magnetic flux rope structures adapted from Hu [2017].
The left panel illustrates a magnetic flux rope structure from in-situ observations.
The right panel illustrates the formation of a large-scale flux rope on the Sun.

technique. The right panel illustrates the formation of a large-scale flux rope on the
Sun. The poloidal (toroidal) flux represents the magnetic flux across the surface along
(perpendicular to) the axial field. Magnetic flux ropes can be classified into two types
based on their scale sizes: large and small scale. Large-scale magnetic flux ropes are
also called magnetic clouds (MCs). They typically have a scale size of ∼0.1–1 au
when observed near 1 au. These MC structures are almost always associated with
CME erruptions and are part of the structure of interplanetary CMEs, or ICMEs.
Small scale magnetic flux ropes that are not associated with CMEs were first
reported by Moldwin et al. [1995] using Ulysses measurements. Contrary to their
large-scale counterpart, the origin of small-scale magnetic flux ropes is still under
debate. One view is that they are structures advected from the solar surface with the
solar wind, and are reminiscent of the magnetic field connectivity on the Sun or in
the solar corona [Borovsky, 2008]. Another view is that they are locally generated in
the solar wind due to the cascade of quasi-2D MHD turbulence. As discussed in the
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previous section, solar wind turbulence is comprised of a majority of 2D component
superimposed with a minority slab component, at least in those regions for which the
plasma beta ∼ 1 or < 1. In this scenario, magnetic reconnection plays an important
role. Previous simulations suggest that magnetic islands are formed by multiple reconnection along a current sheet, or in a 2D turbulent reconnecting flow [e.g. Servidio
et al., 2009]. In the solar wind, magnetic flux ropes are found to be located near the
HCS [Cartwright and Moldwin, 2010; Khabarova et al., 2015], where magnetic reconnection is likely to occur. Recent analysis using the GS reconstruction technique has
identified more than 1000 small scale magnetic flux ropes per year from Wind data
[Zheng and Hu, 2018; Hu et al., 2018b]. The statistical results show that various
quantities such as the flux rope size, duration, and waiting time exhibit power-law
like distribution, indicating a turbulence origin [Greco et al., 2009]. Observations also
indicate that flux ropes are likely to be aligned with the Parker spiral magnetic field
direction, which is consistent with quasi-2D turbulence.
A very interesting aspect of small-scale magnetic flux ropes that is related to
this dissertation is their potential to accelerate charged particles. Despite magnetic
reconnection being a very important process for converting energy in space plasma,
spacecraft observations find that direct magnetic reconnection is not an efficient particle accelerator in the solar wind [Gosling et al., 2005]. This may be a consequence
of particle not having a long enough time to interact with the reconnection region.
Interacting magnetic flux ropes provide a mechanism to trap particles and thus increase the efficiency of particle acceleration. Fermi-type acceleration and stochastic
acceleration play an important role and have been studied by numerous authors [e.g,
19

Drake et al., 2006a,b, 2013; Drury, 2012; Hoshino, 2012; Bian and Kontar , 2013;
Zank et al., 2014; le Roux et al., 2015, 2018]. Recent observations have indicated that
some energetic particle events are associated with the crossing of the HCS and smallscale magnetic flux ropes [Khabarova et al., 2015, 2016; Khabarova and Zank , 2017].
Some energetic particle events that are not associated with apparent sources (flares
or shocks) can be explained by particle acceleration due to interacting magnetic flux
ropes [Zhao et al., 2018, 2019a; Adhikari et al., 2019]. Evidence of flux rope related
electron acceleration is also present in the solar corona [Takasao et al., 2016] and the
Earth’s magnetosphere [Zhong et al., 2020]. Interacting magnetic flux ropes beyond
the heliospheric termination shock (where the supersonic solar wind becomes subsonic
due to the interaction with LISM) is also a candidate for explaining the acceleration
of anomalous cosmic rays [Drake et al., 2010; Zank et al., 2015; le Roux et al., 2016;
Zhao et al., 2019b].

1.7

Outline of this Dissertation

In this dissertation, the kinetic physics of the energy conversion processes in
heliospheric plasma is investigated. As discussed in this chapter, these processes
play an important role in some of the most outstanding open questions in space
physics. In Chapter 2, I give a brief overview of the basic kinetic description of
collisionless plasma. This will serve as the starting point for later chapters. The
numerical method of the particle-in-cell (PIC) simulation is also introduced in this
chapter. In Chapter 3, the energization of plasma is discussed in terms of both twofluid and single-fluid quantities. In Chapter 4, I discuss further the dissipation process
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using the concept of entropy. In Chapter 5, the energization of particles is treated
using a transport theory approach. Results from numerical simulations are shown in
Chapters 3, 4 and 5.
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CHAPTER 2

PLASMA KINETIC PHYSICS AND PARTICLE-IN-CELL
SIMULATIONS

2.1

Basic Plasma Kinetic Theory

Owing to the very low number density and high temperature, Coulomb collisions are usually extremely rare in space plasma. For example, under typical condition
of the solar wind near Earth, the electron-proton collisional mean free path is on the
order of 1 au. Thus, space plasma is often described as collisionless. Hydrodynamic
or magnetohydrodynamic theory is not a suitable model when the length scale of
interest is comparable to or smaller than the collisional mean free path, and this is
the case for the problem of plasma energization and dissipation. Kinetic physics is
needed in such cases. There is an immense literature on plasma kinetic theory, and
we provide a brief review of the basics in this chapter.

2.1.1

The Liouville equation
The foundation of classical statistical physics is the Liouville equation or Liou-

ville’s theorem. Let f (qi , pi ), i = 1, 2, . . . , N be the phase space density of a system of
N particles, where qi and pi represent the cononical coordinates and momenta. Then
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the Liouville equation reads


N 
df
∂f X
∂f
∂f
=
+
q̇i
+ ṗi
= 0.
dt
∂t
∂qi
∂pi
i=1

(2.1)

Liouville’s equation follows from the conservation of phase space volume and Hamilton’s equations, as stated by the Liouville’s theorem. The phase space density or
distribution function f contains all the statistical information for the system.
The Hamiltonian for a single particle in an electromagnetic field is

H(x, p, t) =

2
e
1
p − A(x, t) + eΦ(x, t),
2m
c

(2.2)

where p is the cononical momentum

e
p = mẋ + A,
c

Φ(x, t) is the scalar potential, and A(x, t) is the vector potential. The scalar and
vector potentials are defined such that the electric field E and magnetic field B
satisfy
E = −∇Φ −

1 ∂A
;
c ∂t

B = ∇ × A.

For a system of particles, if one neglects the interaction between particles, i.e., considers the external electromagnetic field only, the Hamiltonian of the system is simply
the sum of all the particle Hamiltonians. In such a case, we can rewrite the Liouville
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equation as

N
N
i ∂f
X
∂f X
∂f
qi h
vi
+
vi ·
+
E(xi ) + × B(xi ) ·
= 0,
∂t
∂xi i=1 mi
c
∂vi
i=1

(2.3)

where E and B are the external electromagnetic field evaluated at the position of
each particle. This is understood as the test particle limit.

2.1.2

The Vlasov equation
In the absence of collisions, the basic kinetic equation is the Vlasov equation

 ∂f
q 
v
∂f
+ v · ∇f +
E+ ×B ·
= 0.
∂t
m
c
∂v

(2.4)

Equation (2.4) should be understood as valid for each charged species such as electrons, protons, and heavy ions, though we do not include the species subscript in
the notation here. The Vlasov equation resembles the Liouville equation in the test
particle limit (2.3). However, it should be noted that the Vlasov equation contains
only the one-particle distribution function instead of the full distribution function of
N particles. The electromagnetic field in the Vlasov equation (2.4) represents the
mean field, which includes both the external field and the internal field generated by
inter-particle forces. The field itself is solved according to the Maxwell’s equations,
which are coupled to the Vlasov equation. The Vlasov equation is an approximation
to the general Liouville equation (2.1), and can be derived via the BBGKY hierarchy.
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For practical purposes, the Vlasov equation is usually the starting point of the kinetic
theory of collisionless plasma.

2.1.3

Moments of the Vlasov equation
Macroscopic quantities such as number density, bulk velocity, and pressure are

often useful diagostics in plasma. The evolution of these quantities can be obtained
by taking fluid moments of the Vlasov equation, which is done by integrating over
velocity space. The moment equations play an essential role in this dissertation.
The zeroth moment of the distribution function corresponds to the number
density:
Z
n(x) ≡

d3 vf (x, v).

Integrating the Vlasov equation (2.4) directly over velocity space, we find

∂n
+ ∇ · (nu) = 0,
∂t

(2.5)

which introduces the bulk flow velocity as the first moment of the distribution function
according to
Z
nu(x) ≡

d3 vf (x, v)v.

Note that in deriving the moment equation (2.5), the divergence theorem (or Gauss’s
theorem) is used, so that integrals of the kind

Z

d3 v∇v · (f A),
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(∇v ≡

∂
)
∂v

vanish, where A is some vector that may be a constant or a polynomial function of
velocity. This requires that the distribution function f approaches zero sufficiently
rapidly at large velocity, which is satisfied by most distribution functions in practice,
i.e., the distribution function must have a compact support in velocity space. The
divergence theorem will be used in deriving all the high-order moment equations. As
can be seen, the zeroth moment of the Vlasov equation introduces the first moment
of the distribution function. In general, the moment equation of a certain order will
introduce higher order moments of the distribution function, so that the moment
equations will not be closed at any finite order without further assumptions. For
completeness, we write down the mass conservation equation that follows from (2.5):

∂ρ
+ ∇ · (ρu) = 0,
∂t

where ρ = nm is the mass density.
The first moment of the Vlasov equation reads


nm




u
∂u
+ u · ∇u = −∇ · P + nq E + × B .
∂t
c

(2.6)

Here, the pressure tensor is defined through the second moments of the distribution
function
Z
P ≡

d3 vf m(v − u)(v − u),
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or written in Cartesian coordinates as

Z
Pij ≡

d3 vf m(vi − ui )(vj − uj ).

The more familiar scalar pressure is defined through the trace of the pressure tensor,

1
1
1
p ≡ T r(P ) = Pii = (Pxx + Pyy + Pzz ).
3
3
3

The pressure tensor is symmetric, as can be seen from its definition, so it has 6
independent components in general. The pressure is isotropic when the pressure
tensor is diagonal with the three diagonal components identical to each other, i.e.,

P = pI,

or Pij = pδij

where I is the identity tensor and δij is the Kronecker delta function. For an isotropic
pressure, the pressure term in Equation (2.6) is simplified as ∇ · P = ∇p.
The detailed derivation of the first two moment equations is neglected since
it is shown in most standard plasma textbooks. The second moment of the Vlasov
equation gives the evolution of the pressure tensor. Here, I include a brief derivation
of it. On multiplying the Vlasov equation by (v − u)(v − u) and integrating over
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velocity space, the first term yields

Z

  Z 

∂f
∂ P
∂
3
(v − u)(v − u)d v =
− f
(v − u) (v − u)d3 v
∂t
∂t m
∂t


Z
∂
− f (v − u)
(v − u) d3 v
∂t
1 ∂P
.
=
m ∂t

The second term gives

Z

v · ∇f (v − u)(v − u)d3 v

Z

3

Z

∇ · f v(v − u)(v − u)d v − f v · ∇ [(v − u)(v − u)]
Z
Z
3
= ∇ · f (v − u)(v − u)(v − u)d v + ∇ · f u(v − u)(v − u)d3 v
Z
Z
3
+ f v · (∇u)(v − u)d v + f (v − u)v · ∇(v − u)d3 v

=

=


1 
∇ · Q + ∇ · (uP ) + (P · ∇u)T + (P · ∇u) .
m

Here, the third moments of the distribution function are called the heat flux, which
is a third rank tensor defined as

Z
Q=m

d3 vf (v − u)(v − u)(v − u).
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The notation [·]T represents the transpose operation, i.e., (AT )ij = Aji . The third
term of the Vlasov equation gives


v×B
E+
· ∇v f (v − u)(v − u)d3 v
c


 
Z
v×B
q
E+
f (v − u)(v − u) d3 v
=
∇v ·
m
c


Z
q
v×B
− f
E+
· ∇v [(v − u)(v − u)] d3 v
m
c




Z
q
v×B
q
v×B
= − f
E+
· I(v − u) − f (v − u) E +
· Id3 v
m
c
m
c
qB
qB
=
×P −P × 2 .
2
mc
mc
Z

q
m



Combining the above three terms, the pressure tensor equation is given by,

∂P
qB
+ ∇ · (uP ) + (P · ∇u)T + P · ∇u + ∇ · Q +
(B × P − P × B) = 0. (2.7)
∂t
m

Following similar procedures, one can derive equations for higher moments such as
the heat flux tensor. However, the first three moment equations (2.5), (2.6), and (2.7)
are sufficient for the purposes of this dissertation.

2.2

Fluid Closure

For many applications, it is unnecessary or impractical to study the particle velocity distribution functions. Sometimes, what is more important are the macroscopic
properties of the plasma such as density, bulk velocity and temperature. The moment
equations of the Vlasov equation describe the evolution of these macroscopic quantities, but they do not constitute a closed system that can be solved self-consistently.
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To close the system of moment equations, further assumptions need to be
imposed. The most common of the fluid closures is ideal MHD. In ideal MHD, it
is assumed that the pressure can be described by a scalar pressure, and the heat
flux vanishes. It can be easily verified that these assumptions are satisfied for a
plasma with a Maxwellian distribution, although this is not always well justified for
a collisionless plasma in space. With a scalar pressure, the first moment equation
becomes

nm

∂u
+ u · ∇u
∂t





u
= −∇p + nq E + × B .
c

(2.8)

Taking the trace of the pressure tensor equation, we find

2
2
∂p
+ ∇ · (pu) + P : ∇u + ∇ · q = 0,
∂t
3
3

(2.9)

where q is the heat flux vector, which can be associated with the trace of the heat
flux tensor,
Z
q≡

1
1
d3 vf m |v − u|2 (v − u) = T r(Q),
2
2

or
qi = Qijj = Qjij = Qjji .

The symbol “:” represents a double contraction operator between two tensors, so
that A : B = Aij Bji . Under ideal MHD assumptions where the pressure reduces to
a scalar and the heat flux vanishes, the pressure equation becomes

∂p
2
+ ∇ · (pu) + p∇ · u = 0.
∂t
3
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(2.10)

The scalar pressure can be related to the thermal (or internal) energy density via

th

ε ≡

Z

1
1
3
d3 vf m |v − u|2 = T r(P ) = p.
2
2
2

Therefore, the pressure equation (2.10) is frequently written as an energy equation,

∂εth
+ ∇ · (εth u) = −p∇ · u.
∂t

The right hand side of the above equation represents the cooling or heating due to
compression. Using the zeroth moment equation (2.5) and the total (or convective)
derivative d/dt = ∂/∂t + u · ∇, the scalar pressure equation (2.10) can also be written
as
d p
1 dp 5 1 dn
−
=
= 0,
p dt 3 n dt
dt nγ

(2.11)

where γ = 5/3 is the adiabatic index. This is known as the adiabatic equation of
state because heat flow into or out of the system has been ignored.
The first two moment equations (2.5) and (2.8) together with the scalar pressure equation (2.10) or the adiabatic equation (2.11) constitute a closed system, along
with Maxwell’s equations for the electromagnetic field. All the moment equations that
we derived so far are valid for all charged particle plasma components. These are
known as the two-fluid equations since electrons and ions are considered separately.
The MHD equations follow from combining all species into a single fluid description.
Here, we consider electrons and a single species of ions. The plasma mass density and
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bulk flow velocity are defined as follows:

ρ = me ne + mi ni ;

1
u = (me ne ue + mi ni ui ).
ρ
The MHD continuity equation is then

∂ρ
+ ∇ · (ρu) = 0.
∂t

The single-fluid pressure tensor is defined as

P ≡

XZ

d3 vfs ms (v − u)(v − u) = Pi + Pe +

s=i,e

ρi ρe
(ui − ue )(ui − ue ).
ρ

(2.12)

Note that the random velocity is calculated with respect to the single fluid velocity
instead of the bulk velocity of each species. The single-fluid scalar pressure is then
p = T r(P )/3. Combining the first moment equations for electrons and ions and after
some straightforward algebra, we find the MHD momentum equation,

∂ρu
j×B
+ ∇ · (ρuu) = −∇ · P + ρc E +
,
∂t
c

where ρc = ne qe + ni qi is the charge density, and j = ne qe ue + ni qi ui is the electric
current density. It is usually assumed in MHD that the pressure is isotropic (P = pI)
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and the plasma is charge neutral (ρc = 0), so that the equation then becomes

∂ρu
j×B
+ ∇ · (ρuu) = −∇p +
.
∂t
c

An adiabatic equation of state that is analogous to (2.10) or (2.11) is usually assumed
for MHD. The current density j can be calculated from the generalized Ohm’s law,
which is again the combination of the two-fluid momentum equations. For an electronproton plasma, assuming charge neutrality ni = ne = n and that the mass ratio
satisfies mi  me , we obtain the following equation,



jj
∂j
+ ∇ · uj + ju −
∂t
ne

e
u
e
ne2
e
ne2 
=
E+ ×B −
j×B+
∇ · Pe −
∇ · Pi +
ηj.
me
mi
me
c
me c
me

Note that to recover the usual collisional resistivity η, a collision operator should be
included in the Vlasov equation, and it introduces a formal collisional momentum
transfer term in the momentum equation. The collisional terms do not affect the
single-fluid momentum equation because the collision operator conserves total momentrum. To further simplify the equation, the LHS is usually assumed to be zero,
and the electron and ion pressure are assumed to be of the same order. Hence we
obtain
E=−

1
∇ · Pe
u
×B+
j × B + ηj −
.
c
nec
ne

The terms on the right hand side represent the contribution from the convection, Hall
effect, resistivity, and electron thermal pressure. In ideal MHD, the electric field is
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assumed to be solely convective

E=−

u
× B,
c

(2.13)

which greatly simplifies the theoretical and computation analysis.
As magnetized plasma often exhibits an anisotropic pressure, separate equations for the parallel and perpendicular pressure can be used. The simplest anisotropic
fluid model is the CGL model, named after the classic paper by Chew, Goldberger
and Low, Chew et al. [1956]. The parallel and perpendicular pressure can be defined
as
pk = P : bb;

1
1
p⊥ = (3p − pk ) = P : (I − bb).
2
2

The full pressure tensor is then decomposed as the sum of the parallel and perpendicular pressure along with an additional nongyrotropic contribution:

P = pk bb + p⊥ (I − bb) + P n ,

(2.14)

where P n represents the nongyrotropic pressure tensor. It can be easily verified that
P n is a traceless tensor, T r(P n ) = 0, and also P : bb = 0. After substituting
Equation (2.14) into (2.7), the equations for the parallel and perpendicular pressure
can be derived by a double contraction of the pressure tensor equation (2.7) with bb.
After some algebra, one can derive the following terms and then the parallel pressure
equation:
∂pk
∂P
∂
: bb =
− P n : (bb),
∂t
∂t
∂t
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∇ · (uP ) : bb = ∇ · (pk u) − P n : (u · ∇bb),
(P · ∇u)T : bb = (P · ∇u) : bb = pk bb : ∇u + (P n · ∇u) : bb,
(B × P ) : bb = (P × B) : bb = 0,



∂pk
∂
n
⇒
+ ∇ · (pk u) + 2pk bb : ∇u − P :
(bb) + u · ∇(bb)
∂t
∂t
+2(P n · ∇u) : bb + (∇ · Q) : bb = 0. (2.15)

Similarly, the perpendicular pressure equation is obtained by a double contraction of
Equation (2.7) with (I − bb)/2, which gives

∂p⊥
+ ∇ · (p⊥ u) + p⊥ (I − bb) : ∇u + P n : ∇u − (P n · ∇u) : bb
∂t


∂
1
1 n
(bb) + u · ∇(bb) + ∇ · q − (∇ · Q) : bb = 0. (2.16)
+ P :
2
∂t
2

Equations (2.15) and (2.16) are fully general without additional assumptions other
than the Vlasov equation itself. The simplest CGL model assumes cold electrons,
and the flow velocity and pressure are contributed only by ions. Then assuming that
the gyrotropic pressure P n = 0 and that the heat flux vanishes Q = 0, the pressure
equations reduce to
∂pk
+ ∇ · (pk u) + 2pk bb : ∇u = 0;
∂t
∂p⊥
+ ∇ · (p⊥ u) + p⊥ (I − bb) : ∇u = 0.
∂t
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Using the ideal MHD induction equation, we obtain

∂B
= ∇ × (u × B)
∂t

1 dB
= b · ∇u − (∇ · u)b.
B dt

⇒

Note that u here is the flow velocity, which can be approximated by the ion flow
velocity ui . This simplifies the term bb : ∇u to

bb : ∇u =

1 dB
1
b · (B · ∇u) =
+ ∇ · u.
B
B dt

From here, assuming cold electrons and using the continuity equation, it is straightforward to express the pressure equations as

d
log
dt



pk B 2
n3


= 0;

p 
d
⊥
log
= 0.
dt
nB

(2.17)

These are known as the double adiabatic equations. It should be emphasized that
the pressure here consists only of ion contributions, and ρ = ρi + ρe is the total mass
density, although the pressure equations (2.15) and (2.16) are valid for all species
(after assuming CGL pressure and neglecting heat flux).
A physical interpretation of the CGL double adiabatic equations is based on
the conservation of the first and second adiabatic invariants and the magnetic flux.
2
The first adiabatic invariant is the magnetic moment M = mv⊥
/2B, which is approx-

imately conserved when the particle gyroperiod (gyroradius) is much smaller than the
temporal (spatial) scale of the field variation. By an order-of-magnitude analysis, the
2
2
perpendicular pressure p⊥ ∼ nmv⊥
. It follows immediately that p⊥ /nB ∼ mv⊥
/B ∼
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2M . The second adiabatic invariant is the parallel action J =

H

mvk dl ∼ mvk L,

which is conserved when the particle bounce time is much shorter than the time scale
of field variation. This is valid for particles trapped in magnetic mirrors. Within a
flux tube containing these trapped particles, the number of particles N is fixed, so
that the volume of the flux tube is V ∼ N/n. The length of the flux tube should
be the bounce distance L, and V ∼ LA where A is the area of cross section. The
ideal MHD frozen-in electric field implies a constant magnetic flux Φ ∼ BA associated with the flux tube. From the above relations, it can be estimated that
pk B 2 /n3 ∼ nmvk2 B 2 /n3 ∼ J 2 φ2 /mN 2 . Therefore, the double adiabatic equations can
be interpreted as the conservation of the first and second adiabatic invariants and the
magnetic flux.

2.3

Particle-in-cell Simulations

The Vlasov equation is nonlinear in the sense that it takes into account the
backreaction of particles on electromagnetic field via source terms in Maxwell’s equations. Solving the Vlasov equation in general is not a trivial task. Direct simulation
of the Vlasov-Maxwellian equations via finite differences requires an enormous grid
in phase space and thus is computationally expensive, though it has been implemented [e.g., Sonnendrücker et al., 1999; Mangeney et al., 2002; Valentini et al.,
2007]. Particle-in-cell (PIC) simulation is a standard technique to solve the coupled Vlasov-Maxwell equations numerically [Birdsall and Langdon, 2004]. The basic
idea of PIC simulation is to integrate the Vlasov equation along its characteristics,
which corresponds to the same equations of motion as a single charged particle in an
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electromagnetic field:

dx
= v;
dt


dv
q 
v
=
E+ ×B .
dt
m
c

Without collisions, the distribution function is a constant along the characteristics.
PIC simulations employ particles (or “macro-particles”) in a Monte Carlo fashion,
each of which is assigned a position x and a velocity v, and represents a point (or
more precisely, a small volume) in phase space. The electromagnetic field is defined
on a fixed grid while particles move freely through all cells. An illustration of the
PIC simulation technique is shown in Figure 2.1. In essence, PIC simulations take
advantage of the fact that particle information enters Maxwell’s equations only as
the charge density and current density, which are moments of the distribution function. The densities can be constructed at grid points statistically using the physical
space density of particles. Specifically, the moments contributed by each particle
are distributed over the particle’s nearby cells based on a shape function. Maxwell’s
equations are then solved on a grid using finite differences.
Compared to direct Vlasov simulations, the PIC approach is less computationally intensive as it utilizes an undersampling of the phase space. As a consequence,
it does have the drawback of having a high level of statistical noise unless a very
large number of particles per cell are used. A finite number of particles also lead to
numerical heating, as indicated by the artificial increase of total energy of the system.
The level of numerical heating can be reduced by using a larger number of particles
or a higher-order particle shape function. Compared to fluid simulations, a common
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Figure 2.1: An illustration of PIC simulation technique.

issue for PIC simulations is that they often employ unrealistic plasma parameters to
reduce the computational cost, e.g., a small ion-to-electron mass ratio mi /me , a large
thermal speed vth /c, and a large Alfvén speed vA /c. A byproduct of the PIC simulation is the self-consistent trajectories of individual particles since macro-particles
follows the same equation of motion as a single particle. This is of great benefit in
studying particle acceleration processes.
For this dissertation, the open source code VPIC (stands for “Vector ParticleIn-Cell”) that was developed by Los Alamos National Lab (LANL) is used. VPIC
employs a second-order, explicit, leapfrog algorithm to update charged particle positions and velocities in order to solve the relativistic kinetic equation for each species
in the plasma, along with a full Maxwell description for the electric and magnetic
fields that is evolved via a second-order finite-difference-time-domain (FDTD) solver
[Bowers et al., 2008, 2009]. The VPIC code has been optimized for modern computing architectures and uses Message Passing Interface (MPI) calls for multi-node
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application as well as data parallelism using threads. VPIC employs a variety of
short-vector, single-instruction-multiple-data (SIMD) intrinsics for high performance
and has been designed so that the data structures align with cache boundaries. The
VPIC code has been well tested and applied to a variety of problems such as magnetic
reconnection [e.g., Daughton et al., 2011], particle acceleration [e.g., Guo et al., 2014;
Li et al., 2015], and laser plasma experiments [e.g., Bowers et al., 2009].
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CHAPTER 3

PLASMA ENERGIZATION

3.1

Energization in a Two-fluid Model

The energization of collisionless plasma can be understood from the moments
equations that were introduced in Chapter 2. Part of the chapter materials was
published in Du et al. [2018a, 2020]. We first consider a two-fluid model with electron
and ion components in this section.
From a fluid perspective, plasma energization can be separated as two components: the first due to the acceleration of bulk flow represented by the mean velocity
of particles; and the second due to heating associated with the random particle motions that are distinct from the average flow. The first moment equation (2.6) of the
Vlasov equation, when multiplied by the flow velocity, yields the evolution equation
for the flow kinetic energy density εk = nmu2 /2:

∂εk
+ ∇ · (εk u) = −∇ · (P · u) + P : ∇u + nqE · u.
∂t

(3.1)

Note that u · (∇ · P ) = ∇ · (P : u) − P : ∇u because P is a symmetric tensor.
Using the relation between thermal energy density and scalar pressure εth = 3p/2,
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the thermal energy density equation follows directly from Equation (2.9):

∂εth
+ ∇ · (εth u) = −P : ∇u − ∇ · q.
∂t

(3.2)

The sum of the two equations (3.1) and (3.2) yields the total energy density equation:

∂ε
+ ∇ · (εu) = −∇ · (P · u) − ∇ · q + nqE · u.
∂t

(3.3)

Alternatively, Equation (3.3) can also be derived directly from the Vlasov equation
using its definition
Z
ε=

1
d3 vf m |v|2 .
2

The physical meaning of the energy equations (3.1), (3.2), and (3.3) is discussed
extensively by Yang et al. [2017]. The divergence terms in these equations can be
interpreted as spatial transport terms, because they transport energy from one point
to another in space. This is seen by integrating these equations over a closed volume.
Following Gauss’s theorem, the change in energy of a particular form (flow kinetic,
thermal or total) within the volume is given by the integration of nondivergence terms
and the surface flux from the divergence terms. If we ignore the divergence terms, the
remaining terms represent the mechanism of the change of energy from one form to
another. Specifically, the change in total energy is due to the work done by the electric
field, as seen from the last term of Equation (3.3). Since the magnetic field does no
work, the work done by the electric field converts the electromagnetic energy into the
total plasma energy. The term P : ∇u has opposite signs in Equations (3.1) and
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Figure 3.1: Flow chart illustrating the energy conversion processes adapted from
Yang et al. [2017].

(3.2), suggesting that work done by the pressure tensor controls the exchange between
the bulk kinetic energy and thermal energy. The above processes are illustrated by
the flow chart in Figure 3.1, which is adapted from Yang et al. [2017].

3.2

The Pressure Tensor Work
The term P : ∇u is often referred to as the pressure-strain interaction since

the tensor ∇u is the fluid strain tensor that represents the deformation of a fluid
parcel. To further illustrate the physical meaning of the pressure-strain interaction
term, we recall the decomposition of the pressure tensor from Equation (2.14):

P = pk bb + p⊥ (I − bb) + P n = P c + P n .

Here, we recognize the familiar CGL pressure tensor P c defined as

P c ≡ pk bb + p⊥ (I − bb),
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(3.4)

and the remaining part corresponds to the nongyrotropic pressure P n (see Hunana
et al. [2019] for a detailed discussion). Upon decomposing the pressure tensor, it is
easily verified that

1
P : ∇u = p∇ · u + (pk − p⊥ )bb : σ + P n : ∇u,
2

(3.5)

where we define the shear tensor σ as

σij =

∂ui ∂uj
2
+
− δij ∇ · u.
∂xj
∂xi
3

(3.6)

The shear tensor is equivalent to the traceless strain-rate tensor (Dij of Yang et al.
[2017]) within a factor of 2. The first term of Equation (3.5) represents the energization due to fluid compression, the second term represents the shear or viscous
energization, and the third term is due to nongyrotropic effects [Li et al., 2018; Du
et al., 2018a]. Since the nongyrotropic pressure P n is traceless, the last term can also
be written as
1
P n : ∇u = P n : σ.
2
Alternatively, if one considers an isotropic pressure instead, the pressure tensor can
be decomposed as
P = pI + Π,

(3.7)

where Π is the anisotropic pressure tensor (or deviatoric pressure tensor). This decomposition is adopted by Yang et al. [2017]. Under this decomposition, the pressure
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tensor work becomes
1
P : ∇u = p(∇ · u) + Π : σ,
2

(3.8)

which is Equation (12) in Yang et al. [2017]. Here, the fluid compression effect is the
same as Equation (3.5), and we find that the term (1/2)Π : σ (sometimes called “PiD” because of the equivalence between the shear tensor and the traceless strain-rate
tensor) term is equivalent to the sum of shear and nongyrotropic energization.
It can be seen from Equations (3.5) and (3.8) that the shear term or “Pi-D”
term is active only when there exists an anisotropic pressure while the fluid compression term does not depend on the anisotropy. This may seem curious at a first glance,
but can be understood with an intuitive physical picture. Figure 3.2 illustrates the
physical picture of the fluid compression. Consider a fluid parcel during compression
or expansion, represented by the black squares in the figure. The black dashed arrows
depict the motion of the fluid parcel. The case ∇ · u < 0 corresponds to compression
of the fluid, which means that the volume of the fluid parcel will shrink after some
time, as seen in Panel (a). The red arrows in the figure represent the pressure exerted
on the surface of the fluid parcel. From basic fluid mechanics, pressure (diagonal
components of the Cauchy stress tensor) is the surface density of the internal force
between adjacent fluid parcels. Since the pressure is in the opposite direction to the
fluid velocity at all surfaces of the fluid parcel, the work done by the pressure on the
fluid is negative, and thus decreases the kinetic energy of the fluid. As a result, bulk
kinetic energy is converted to thermal energy in the case of compression. A similar
argument can be applied to the case of expansion ∇ · u > 0, shown in Panel (b). The
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Figure 3.2: Illustration of the physical picture of fluid compression. Panels (a)
and (b) illustrate the cases of compression (∇ · u < 0) and expansion (∇ · u > 0,
respectively.)

work done by the pressure is positive in this case and thus converts thermal energy
to bulk kinetic energy.
The physical pictures of the fluid shear energization term (pk − p⊥ )bb : σ or
Π : σ is illustrated in Figure 3.3 in a similar format as Figure 3.2. In the absence
of fluid compression, ∇ · u = 0, the fluid parcel undergoes an incompressible deformation. The fluid velocity changes along the direction perpendicular to the velocity,
as illustrated by the dashed arrows. If the pressure is isotropic as in Figure 3.2, the
pressure would not do work along the upper and lower surfaces because the stress
force is perpendicular to the fluid velocity; the work done on the left and right surfaces would cancel each other out since there is no gradient along the direction of
velocity. Therefore, an isotropic pressure does not contribute to shear energization.
Now consider the presence of a magnetic field B, denoted by the blue dashed arrows
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Figure 3.3: Illustration of the physical picture of fluid shear. Panels (a) and (b) illustrate the cases of parallel pressure and perpendicular pressure dominated anisotropy,
respectively.

in Figure 3.3. Notice that

1
1
(pk − p⊥ )bb : σ = (pk − p⊥ )bb : ∇u + (pk − p⊥ )∇ · u = (pk − p⊥ )bb : ∇u
2
3

when ∇ · u = 0. For clarity, the double contraction can be expressed as bb : ∇u =
b · ∇(u · b) (where b is regarded as a constant in a infinitesimal volume), which means
the projection of the gradient of the field-aligned velocity component onto the field
direction. The magnetic field and velocity configuration in Figure 3.3 corresponds
to bb : ∇u > 0. The action of parallel and perpendicular pressure is illustrated
separatedly in Panel (a) and (b). In both cases, the work done on the left and
right surfaces still cancels each other out by symmetry. On the upper and lower
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surfaces, the parallel pressure does positive net work to the fluid parcel while the
perpendicular pressure does negative net work. In the case of an anisotropic pressure
pk > p⊥ , the parallel pressure dominates, so the work done by the pressure tensor
converts the thermal energy to flow kinetic energy [Panel (a)]. Correspondingly, the
perpendicular pressure dominates when pk < p⊥ , and the work done by the pressure
tensor converts the flow kinetic energy to thermal energy [Panel (b)]. This gives a
physical explanation for the shear energization term.

3.3

Energization in Single-fluid Model

Plasma energization can also be analyzed in terms of single-fluid MHD like
equations [e.g., Birn et al., 2012; Du et al., 2018a]. For an electron-ion plasma, this is
achieved by defining a single-fluid mass density ρ = ρi +ρe and center-of-mass velocity
u = (ρe ue + ρi ui )/ρ. The subscript s is introduced in this section to differentiate the
quantities for a particular species from single-fluid quantities. We can subsequently
define higher moments such as the pressure tensor as in Equation (2.12)

P =

XZ

d3 vfs (v)ms (v − u)(v − u) = Pi + Pe +

s

ρi ρe
(ui − ue )(ui − ue ).
ρ

Note that Pi and Pe are defined with the bulk velocity of particular species while P
uses the bulk velocity of the single fluid. Following the standard procedure of taking
moments of the Vlasov equation and combining into a single fluid [e.g., Gurnett and
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Bhattacharjee, 2005], we find the following equations for plasma energization:


∂εk
+ ∇ · εk u = −u · (∇ · P ) + ρc E · u + j · Ei ,
∂t

(3.9)


∂εth
+ ∇ · εi ui + εe ue − εk u + Pi · ui + Pe · ue + qi + qe
∂t
= j · Eni + u · (∇ · P ) − ρc E · u.

(3.10)

Equations (3.9) and (3.10) represent the evolution equation for the bulk kinetic energy
density εk = ρu2 /2 and thermal energy density εth = (1/2)T r(P ) where T r(P )
represents the trace of the single-fluid pressure tensor. The charge density is denoted
by ρc = (ni − ne )e. The electric field has been separated into an ideal-MHD part
Ei = −u × B/c, which represents the motional electric field, and a nonideal part
Eni = E − Ei = E + u × B/c. Consider an idealized closed system so that the
divergence terms in Equations (3.9) and (3.10) vanish when integrated over the entire
volume. The evolution of the total bulk flow energy E k and thermal energy E th of
plasma are then

∂E k
=
∂t

Z

∂E th
=
∂t

Z

d3 x [j · Ei − u · (∇ · P ) + ρc E · u] ;

(3.11)

d3 x [j · Eni + u · (∇ · P ) − ρc E · u] .

(3.12)

The sum of the two equations simply suggests that the change of total plasma energy
comes from the work done by the electric field j · E. An interpretation of these
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equations is that the acceleration of plasma bulk flow is due directly to the work
done by the ideal-MHD electric field, while the increase in thermal energy is due to
the nonideal part of the electric field. The other two terms u · (∇ · P ) and ρc E · u
have opposite signs in the two equations, and thus convert the bulk kinetic energy
to thermal energy or vice versa. The term ρc E · u is due to charge separation and is
typically negligible because the plasma is quasi-neutral at scales larger than the Debye
length. Therefore, the main channel between bulk kinetic energy and thermal energy
is the pressure tensor work u · (∇ · P ). This is similar to the discussion regarding the
pressure-strain interaction in the previous sections [Yang et al., 2017] but in a singlefluid description [Du et al., 2018a]. Following a procedure similar to the previous
section, we decompose the pressure tensor into gyrotropic (CGL) and nongyrotropic
parts, so that the pressure tensor work can be rearranged as

u · (∇ · P ) = ∇ · (P · u) − P : ∇u
1
= ∇ · (P · u) − p∇ · u − (pk − p⊥ )bb : σ − P n : ∇u. (3.13)
2

On neglecting the divergence term, we find again that the pressure tensor work can
be decomposed into fluid compression, shear, and nongyrotropic pressure work.

3.4

PIC Simulation Results—Colliding Magnetic Flux Ropes

In this section, the results from collisionless PIC simulations using the VPIC
code [Du et al., 2018a] are presented. Five simulation runs were conducted to explore
different simulation parameters. We adopt a magnetic island coalescence setup where
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the initial configuration consists of two magnetic islands embedded in a reconnecting
current sheet, illustrated in the top panels of Figure 3.4. A similar setup has been
used in several previous simulation studies [e.g., Stanier et al., 2015a,b, 2017]. The
magnetic field is given by

Bx =

B0 sinh(z/L)
,
cosh(z/L) + ε cos(x/L)

Bz =

εB0 sin(x/L)
,
cosh(z/L) + ε cos(x/L)

√
B0 1 − ε2
,
By =
cosh(z/L) + ε cos(x/L)
where L is the half thickness of the current sheet, which also determines the system
size, and ε is a measure of the island size. This setup ensures that the initial condition
is force free, i.e., j × B = c(∇ × B) × B/(4π) = 0. The simulation box is set to
x ∈ [0, 4πL], z ∈ [−πL, πL], and L ranges from 2di to 8di , where di = c/ωpi is the ion
inertial length. We set ε = 0.4 in all simulation runs. A periodic boundary condition
is applied to the x direction, and in the z direction conducting field/reflective particle
boundaries are used. We consider only an electron-proton plasma, and the mass ratio
mi /me is set to 25 for the first three cases. For the smallest domain size, we also
test higher mass ratios 100 and 400. The initial electron and proton temperatures
are uniform throughout the simulation domain with kTe = kTi = 3.75 × 10−3 me c2 .
The magnetic field strength B0 is determined by the value of ωpe /Ωce , where ωpe =
p
4πn0 e2 /me and Ωce = me c/eB0 are the electron plasma frequency and electron
gyrofrequency, respectively. We set ωpe /Ωce = 2 in our simulations. The particle
number density profile is also uniform initially. The initial plasma beta is then given
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Table 3.1: Simulation parameters from Du et al. [2018a].
Run #

mi /me

Lx × Lz (di )

Nx × Nz

tend (Ω−1
ci )

1

25

8π × 4π

1024 × 512

200

2

25

16π × 8π

2048 × 1024

400

3

25

32π × 16π

4096 × 2048

800

4

100

8π × 4π

2048 × 1024

200

5

400

8π × 4π

4096 × 2048

200

by βe = βi = n0 kTe /(B02 /2) = 0.03. We make five simulation runs to test different
system sizes and mass ratios. About 400 macro-particles per cell are used for each
species for all but the 400-mass-ratio run, where 1600 macro-particles per cell are
used to suppress the numerical heating (discussed later). The varying parameters are
listed in Table 3.1, where Lx × Lz is the simulation domain size, Nx × Nz is the grid
resolution, and tend is the total simulation time. Note that in our simulations, all
the characteristic velocities are small relative to the speed of light. Therefore, it is
appropriate to use non-relativistic equations in our analysis.
The simulation domain consists initially of two magnetic islands embedded
in a current sheet. Two reconnection X-lines are identified, one at the center, and
the other at the boundaries in the x-direction. As reconnection occurs, the islands
move towards each other and collide, to eventually merge into a single island. Small
perturbations are introduced to break the symmetry of the initial setup and initiate
the island coalescence instability. To illustrate the general evolution, we show several
snapshots from Run 4 in Figure 3.4, where the ion number density and temperature
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Figure 3.4: Snapshots from Run 4 at four instances adapted from Du et al. [2018a].
Left panels show the ion number density, and right panels show the ion temperature
profile (plotted logarithmically). In-plane magnetic field lines are superimposed.
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are color-coded and magnetic field lines are superimposed. As the two islands merge,
particles gain energy from the magnetic reconnection process indicated by the increased electron and ion temperature (the ion temperature is shown in Figure 3.4).
Note that the temperature increase is an indication of plasma energization, but it
is not very informative about the accelerated component of the particle distribution
function. The newly merged island appears to oscillate before it settles to a nearly
stationary elongated state. After examining all simulation cases, we find neither the
system size nor the mass ratio has a qualitative impact on the general evolution of the
system. Previous simulations [Karimabadi et al., 2011; Stanier et al., 2015a, 2017]
find that a large system size will result in a smaller reconnection rate (in the high
beta regime this occurred for L & 10di ). New features such as secondary magnetic
island formation and islands “bouncing off” each other may also arise in larger-size
simulations. Due to the limited system size (L ≤ 8di ) in this study, we cannot fully
test those effects.
As the two magnetic flux ropes merge, magnetic energy is released and the
particle kinetic energy increases as a result. The energy budget is listed in Table 3.2,
where Etotal is the total energy of the system, including electromagnetic energy and
particle kinetic energy; EB is the magnetic energy; and Ee and Ei are the kinetic
energy of electrons and ions respectively. The superscript 0 denotes the energy at the
initial time. The unit of energy is me c2 . Due to the presence of numerical heating,
the total energy of a system increases with time in PIC simulations. We examine
this artificial effect by tracing the total energy evolution of the system. Table 3.2
shows that the total energy increase is very small compared to energy conversion
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Table 3.2: Energy budget adapted from Du et al. [2018a].
0
0
∆Etotal /Etotal
Run # Etotal

EB0

∆EB /EB0

Ee0

∆Ee /Ee0

Ei0

∆Ei /Ei0

1

134.26

+0.03%

126.50 -4.2%

4.10

+79.9%

3.65

+57.7%

1a

134.26

+0.01%

126.50 -4.0%

4.10

+69.9%

3.65

+58.4%

1b

134.26

+0.01%

126.50 -3.9%

4.10

+67.2%

3.65

+59.9%

1c

67.13

<+0.01%

63.25

-3.8%

2.05

+63.0%

1.83

+60.4%

2

535.54

+0.06%

506.02 -3.3%

14.97

+71.5%

14.55

+42.9%

3

2140.66

+0.12%

2024.07 -2.9%

58.44

+65.7%

58.15

+39.2%

4

535.55

+0.13%

506.02 -3.8%

15.00

+78.8%

14.54

+55.1%

5

2140.68

+0.12%

2024.07 -3.2%

58.47

+55.7%

58.14

+59.5%

due to physical processes. Therefore, we can safely neglect the effect of numerical
heating. To further test the effect of numerical heating, we make 3 test runs denoted
as 1a, 1b and 1c. In Run 1a, the grid resolution is doubled (nx × nz = 2048 × 1024);
in Run 1b, the resolution is kept the same but the number of particles per cell is
increased to 1600; in Run 1c, we double the grid resolution and increase the number
of particles per cell to 1600 at the same time. As shown in Table 3.2, increasing the
grid resolution or number of particles per cell reduces the numerical heating and also
the released magnetic energy ∆EB . The effect is more pronounced for electrons than
ions as electron energization decreases at a lower level of numerical heating.
The amount of released magnetic energy is relatively small (less than 5%)
compared to some previous low-β simulations of magnetic reconnection starting from
an elongated current sheet (e.g., more than 20% in Li et al. [2017]). The reason may
be that (a) a large portion of the magnetic energy conversion happens during the for-
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mation of two magnetic islands in a reconnecting current sheet, which is not included
in this study; (b) our initial configuration includes a relatively strong guide magnetic
field component By orthogonal to the simulation plane. Previous simulations have
shown that the presence of a guide field will suppress the amount of particle energy
gain [Dahlin et al., 2016; Li et al., 2018]. Nevertheless, particles still experience a
significant energy gain in our simulations. As shown in Table 3.2, the total energy
gain by electrons and ions ranges from ∼ 30% to 80%.
In principle, for a collisionless plasma, the kinetic energy gain by a particle
species j strictly equals the work done by the electric field. By integrating the energy
equation (second moment of the Vlasov equation) and discarding the transport terms,

d
Es =
dt

Here Es =

RR

Z
js · EdV.

(3.14)

(1/2)ms vs2 fs dvdV is the kinetic energy of species s in a volume, js =

ns qs us is the current density of the species, and E is the electric field. We test the
energy conversion by integrating the above equation over time in simulations,

ZZ
∆Es (t) = Es (t) − Es (0) =

js · EdV dt '

X

js · E∆V ∆t.

The integration is approximated by the summation of the integrand over all numerical
cells of volume ∆V and time steps ∆t. The integration time interval ∆t needs to be
sufficiently small to avoid a large accumulation error. For the first 4 runs, we choose
∆t = 0.2Ω−1
ci , which gives insignificant accumulated errors as shown in Figure 3.5 (a).
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−1
Note that the actual simulation time step δt ' 7.8 × 10−2 ωpe
(or 1.6 × 10−3 Ω−1
ci for

Runs 1–3, and 3.9 × 10−4 Ω−1
ci for Run 4), making it much smaller than the ∆t value.
In Run 5, ∆t is further reduced to 0.05Ω−1
ci . Although the figure only plots data from
Run 2, we note that the other runs also show reasonable agreement between the ∆E
and

RR

j · E curves (the error is slightly larger for Run 3 and 5, but still negligible).
We now adopt the single-fluid treatment of the plasma energization. The

evolution of the bulk kinetic energy and thermal energy is computed using Equations
(3.11) and (3.12), neglecting the charge separation term since ni = ne is usually a
good approximation due to the high mobility of electrons. Figure 3.5 (b) and (c)
show the changes in thermal energy and bulk kinetic energy, respectively. During the
earlier phase of the evolution (before Ωci t ∼ 150), when the two islands collide and
merge, both the bulk kinetic energy and the thermal energy increase. This can also
be seen from panel (a), as both the electron energy and ion energy increase rapidly.
Later in the simulations, the bulk kinetic energy starts to decrease, and eventually
becomes small compared to the total particle kinetic energy. However, the thermal
energy continues increasing while the bulk kinetic energy goes down. At the end of
the simulation, almost all particle kinetic energy resides in the plasma thermal energy.
The initial increase in the bulk kinetic energy is due to the ideal-MHD electric field,
and can be interpreted as the reconnection outflow generated during the coalescence
of the two islands. After merging, when magnetic reconnection halts, the outflow is
no longer generated. The bulk kinetic energy is then converted to plasma thermal
energy. The conversion of the bulk kinetic energy is through the pressure tensor
term u · (∇ · P ), which, as discussed before, can be separated into three parts—fluid
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Figure 3.5: Energy conversion for Run 2, adapted from Du et al. [2018a]. (a) The
particle
kineticRR
energy increase ∆Ee , ∆Ei , and the work done by the electric field
RR
ji · EdV dt,
je · EdV dt. (b) Thermal energy increase, where A and B are the
contribution from the non-ideal electric field and the pressure tensor, respectively. (c)
Bulk kinetic energy increase, where A and B are the contribution from the pressure
tensor and ideal MHD electric field, respectively. (d) The pressure tensor term when
separated into the contribution from fluid compression (A), flow shear (B) and nongyrotropic pressure (C). Note that in (d), the cyan curve overlaps the purple cuve.
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Table 3.3: Energy conversion adapted from Du et al. [2018a].
Run # ∆Ei+e

∆Ek

∆Ethe

R

u · (∇ · P )
(percentage)

R

J · (E + u × B)
(percentage)

R
R
− p∇ · u
J · (−u × B)
(percentage)
(percentage)

1

+5.38

+0.06

+5.38

1.88(35%)

3.41(63%)

1.18(22%)

2.00(37%)

1a

+5.00

+0.05

+5.00

1.93(39%)

2.96(59%)

1.15(23%)

2.02(40%)

1b

+4.94

+0.05

+4.95

1.93(39%)

2.96(59%)

1.16(23%)

1.99(40%)

1c

+2.39

+0.02

+2.40

0.98(41%)

1.37(57%)

0.57(24%)

1.02(42%)

2

+16.95

+0.15

+16.70

5.86(35%)

10.45(62%)

4.50(27%)

6.42(38%)

3

+61.15

+0.95

+59.53

21.47(35%)

34.31(56%)

15.33(25%)

25.52(41%)

4

+19.83

+0.18

+19.57

7.80(39%)

11.26(57%)

4.93(25%)

8.27(42%)

5

+67.16

+0.66

+66.20

33.83(50%)

29.95(45%)

19.43(29%)

35.04(52%)

compression, shear, and non-gyrotropic pressure based on Equation (3.13). Figure 3.5
(d) shows that the fluid compression is the dominant term, while the non-gyrotropic
and shear terms combined provide a minor contribution. An interesting feature is
that the fluid shear contributes negatively to the pressure tensor work, leading to a
decrease of thermal energy. Our preliminary results show that this feature may be
related to the ion and electron pressure anisotropy, as suggested by Equation (3.13).
On the other hand, the non-gyrotropic pressure is mostly supplied by ions, which
are easier to demagnetize due to their larger gyroradii. The difference between ion
and electron energization is a complicated issue and beyond the scope of this study.
Panel (b) also shows that the non-ideal electric field is responsible for most of the
thermal energy increase, which is likely due to the relatively strong guide field. This
is consistent with previous simulations that indicate that the parallel electric field,
which is excluded in the ideal MHD model, tends to dominate the energization when
there is a strong guide field [Dahlin et al., 2016].
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We now discuss the effect of simulation size. In this study, we performed three
runs (Run 1, 2 and 3) with box sizes ranging from ∼ 25di to 100di . The evolution
time is longer for larger-size simulations, and scales linearly with box size. Despite the
difference in size, all the simulation runs show similar features in both general evolution and energy conversion. As shown in Table 3.2, although the amount of energy
scales with system size, the percentage changes show only a weak size-dependence.
In addition, we compute the energy conversion from various terms as discussed before. The results are listed in Table 3.3, where the energy conversion is evaluated at
the final time of each simulation run. In the table, ∆Ei+e is the total kinetic energy
increase of electrons and ions; and ∆Ek and ∆Ethe are the increase in bulk kinetic
energy and thermal energy respectively. The integrals represent contributions from
the pressure tensor, ideal-MHD electric field, fluid compression and non-ideal electric
field respectively. The unit of energy is me c2 , and the percentage is relative to ∆Ei+e .
Again, we show that the percentage difference is not significant. The test results (1a,
1b and 1c) suggest that numerical heating may affect energy conversion processes to
some degree. As we reduce the numerical heating, the total released magnetic energy
decreases during the coalescence process. In terms of the partition between the ideal
and non-ideal electric field, it is the work of the non-ideal electric field that decreases
more significantly. Nevertheless, the overall behavior of the energy conversion is not
affected and we can still derive physical results from the analysis.
A systematic dependence of the energy conversion on the proton-to-electron
mass ratio mi /me is exhibited in Run 1, 4 and 5 with mi /me = 25, 100 and 400,
respectively. The results are illustrated in Figure 3.6. When the mass ratio is higher,
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Figure 3.6: Mass ratio dependence of the energy conversion processes. Data from
Runs 1, 4 and 5 are plotted. Top panel: the ratio between ion and electron kinetic energy increase (red triangle); the ratio between the work of non-ideal and ideal electric
field (blue reverse triangle). Bottom panel: percentage of the fluid compression (red),
shear (green), and non-gyrotropic pressure (blue) contribution relative to the total
particle energy gain; the black diamonds are the sum of the three terms, representing
the total u · (∇ · P ) contribution.

we find that (a) more energy is converted to ion kinetic energy; (b) the contribution
from the non-ideal electric field becomes less important and the pressure tensor work
contributes more to the increased thermal energy; and (c) the fluid compression term
contributes more to the energization, and the fluid shear term has also a larger value
(more positive). However, the contribution from pressure non-gyrotropy is roughly
unchanged with respect to the mass ratio. We caution that the level of numerical
heating increases with increasing mass ratio, and this may affect our analysis. However, as discussed before, increased levels of numerical heating leads to an increase
in electron energization and work of the non-ideal electric field, which is opposite to
what we find in the simulation. This suggests that our results are likely due to phys61

ical reasons rather than numerical artifacts. Due to computational restrictions, only
a limited range of simulation parameters are tested. Therefore, the conclusions may
only apply to specific systems and should be examined further in future simulations.
As discussed in Yang et al. [2017], the work by the pressure tensor transfers
large scale flow energy to thermal energy associated with random motions. In our
single fluid MHD description, the pressure tensor plays a similar role, although electromagnetic energy is partly converted to thermal energy directly by the non-ideal
electric field Eni = E + u × B. By evaluating relative contributions of the pressure
tensor work and the fluid compression (shown in Table 3.3), we find that fluid compression indeed dominates over the shear and non-gyrotropic terms for all simulation
runs, and is comparable with the contribution from the non-ideal electric field. Li
et al. [2018] discussed the role of fluid compression and shear in electron energization
in detail. They also find that fluid compression is the most important contributor in
the pressure tensor term. This is consistent with our result, though both the simulation setup and analysis methods are different than our study. Whereas Li et al.
[2018] considered only the perpendicular energization j⊥ · E⊥ associated with the
perpendicular velocity and electric field, we consider the total energization j · E. The
parallel energization that is unaccounted for in the pressure work is due to the nonideal electric field. Since compressibility was thought not to be important and thus
neglected in some previous studies of magnetic island coalescence [e.g., Fermo et al.,
2010; Drake et al., 2013], the results shown here may be of consequence for developing
an energetic particle transport model. We note that in a collisionless system such as
our simulations, the particle energization is purely due to the electric field, as illus62

trated by Equation (3.14). Therefore, the fluid compression is not an independent
energization mechanism, and it happens simultaneously with other mechanisms.
We note that our current analysis focuses on fluid scale quantities. For an
individual particle, it is likely to gain more kinetic energy in a larger scale simulation,
because there is more free energy and the particle can experience a longer acceleration
time. However, on fluid scales, we do not see differences in plasma energization.
Figure 3.5 (a) also indicates a difference between ion and electron behaviors, which
cannot be studied from a single fluid point of view. We defer a more detailed particletracing analysis to future work.
To summarize, we conclude that the plasma energization during magnetic
flux rope coalescence is due to the work done by the electric field (both ideal and
non-ideal), and that most of the plasma energy is eventually converted to thermal
energy by the pressure tensor. The non-ideal electric field plays an important role in
the energy conversion of electromagnetic energy, and fluid compression is the largest
contributor to the conversion from bulk flow energy to thermal energy. Finally, we
find that our results have only a weak dependence on the simulation size and mass
ratio, but an unrealistic mass ratio mi /me may change the details of energy conversion
processes.
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CHAPTER 4

DISSIPATION AND ENTROPY PRODUCTION

4.1

Entropy in Collisionless Plasma

Closely associated with dissipative processes is entropy, an important concept
in classical thermodynamics and statistical physics. In this chapter, the dissipation
and entropy production are discussed based on Du et al. [2020]. As discussed in
Chapter 1, it is well known that typical space plasma has a very long collisional
mean free path and thus is considered as collisionless. A consequent question is then
how to characterize the dissipation process in a collisionless system. An increase
in temperature corresponds to plasma heating, but it does not necessarily represent
physical dissipation as it might be adiabatic. The pressure-strain interaction was
recently suggested as a proxy of dissipation (see Yang et al. [2017] and Chapter 3)
and has been applied to observational data [Chasapis et al., 2018], but its validity
needs to be further tested.
Classic statistical physics tells us that the dissipation process can be described
by entropy, which is a nondecreasing function for an isolated macroscopic system
according to the second law of thermodynamics. In kinetic theory, the entropy is
often related to Boltzmann’s H-function [Wolf et al., 2009; Guo et al., 2017]. The
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Boltzmann’s H-theorem states that the H-function only decreases in the presence of
a collision operator. In this sense, entropy is conserved in collisionless plasma. The
conservation of entropy has been verified by recent kinetic simulations [Liang et al.,
2019].
In fluid dynamics, the entropy is frequently defined as S ∼ log(p/ργ ) where
p is the pressure, ρ is the density, and γ is the adiabatic index (ratio of specific
heats). This expression, which we refer to as fluid entropy, has the advantage that
it is easy to calculate. For collisionless plasma, the fluid entropy could be a useful
proxy for dissipation. In Section 4.2, we show a derivation of fluid entropy as well as
its gyrotropic extension from the thermodynamic perspective.

4.2

4.2.1

Kinetic and fluid entropy

Kinetic entropy
Kinetic entropy or Boltzmann entropy is discussed in most textbooks of sta-

tistical physics [e.g., Reif , 2009]. It is defined through the number of microstates
Ω,
S = k log Ω,

(4.1)

where k is the Boltzmann constant. Equation (4.1) is the most general and precise
definition of entropy. The second law of thermodynamics states that the entropy thus
defined is a nondecreasing quantity for an isolated system.
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In kinetic theory, another useful quantity is the “Boltzmann H” function:

Z
H=

f log f d3 xd3 v,

(4.2)

where f is the particle distribution function. The Boltzmann H-theorem states that
the H function of a system is nonincreasing, i.e.,

d
H ≤ 0.
dt

Thus the function −kH can be interpreted as the entropy. Indeed, one can show
that the decreasing of H function is due to collisions [e.g., Zank , 2014]. A recent
study shows that the Boltzmann entropy or H function, when carefully evaluated
in collisionless PIC simulations, is approximately conserved [Liang et al., 2019]. A
comparison of entropy increase between collisional and collisionless simulations is
illustrated in Pezzi et al. [2019].

4.2.2

Entropy of ideal gas
In fluid dynamics and MHD, the entropy is frequently defined as the following

s=

3
p
log γ ,
2
ρ

(4.3)

where as usual, p is the pressure, ρ is the mass density, and γ is the adiabatic index.
We use the symbol s to denote the intrinsic entropy, i.e., the entropy density, which
depends only on the intrinsic properties of the system. On the other hand, the
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Boltzmann entropy S in Equation (4.1) or (4.2) is extrinsic, which depends on the
amount of material. The intrisic and extrisic entropy can be related by s = S/N k
in a uniform medium. What is often overlooked is that the definition of entropy
(4.3) stems from the ideal gas equation of state, and may not be valid for magnetized
plasmas. For completeness, we show a brief derivation of the expression (4.3). We
start with the thermodynamic relation

dS =

dE dW
dQ
=
+
,
T
T
T

(4.4)

where T is the temperature, dQ is the heat, dE is the change in energy, and dW is
the work. For ideal gas, we have the equation of state

pV = N kT, or p = nkT,

(4.5)

where N is the number of particles, and n is the number density. The important
property of ideal gas is that the internal energy E is only a function of temperature
(but not the volume) with the following relation

3
E(T ) = N kT = Cv T
2

⇒

dE
Cv dT
3
dT
=
= Nk ,
T
T
2
T

(4.6)

where Cv is the specific heat at a constant volume. Now we use p and n as independent
variables, and assuming a fixed number of particles, so that

dT =

1
p
dp − 2 dn;
nk
nk
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dV = −

N
dn.
n2

Using the above relations and dW = pdV , we find

dS = Cv

dp
dn
− (Cv + N k) .
p
n

Notice that Cv + N k = Cp the specific heat at a constant pressure, and γ = Cp /Cv
the adiabatic index, implying that the above relation becomes


dS = Cv

dp Cp dn
−
p
Cv n


= Cv d log

p
p
3
N
kd
log
=
.
nγ
2
nγ

(4.7)

Thus, Equation (4.3) is recovered except for some constant factors.

4.2.3

Entropy of an anisotropic fluid
One of the key assumptions made in the derivation of the fluid entropy (4.3)

is the ideal gas equations of state (4.5) and (4.6). Now we go one step further and
consider an anisotropic fluid. The simplest plasma model with anisotropic pressure
is the CGL model [Chew et al., 1956], where the pressure tensor is assumed to be of
the form of Equation (3.4),

P = pk bb + p⊥ (I − bb).

(4.8)

Here, P is the pressure tensor, I represents the identity tensor, and b represents the
unit vector along the magnetic field. The scalar pressure is related to the parallel
and perpendicular pressure according to p = (pk + 2p⊥ )/3. When the parallel and
perpendicular pressure are the same, pk = p⊥ = p, and the pressure tensor reduces to
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the isotropic pressure P = pI. A comprehensive review of the CGL model is found
in Hunana et al. [2019]. On neglecting the heat flux, the CGL pressure follows the
evolution equations (discussed in Chapter 2)

dpk
+ pk ∇ · u + 2pk bb : ∇u = 0;
dt

(4.9)

dp⊥
+ 2p⊥ ∇ · u − p⊥ bb : ∇u = 0.
dt

(4.10)

Here, the d/dt = ∂/∂t + u · ∇ represents the convective derivative. As derived
in Chapter 2, the classical CGL model is usually expressed in the form of double
adiabatic equations (2.17):

d
dt



pk B 2
ρ3



d
dt

= 0;



p⊥
ρB


= 0.

To find the entropy for a CGL fluid, we again use the thermodynamic relation
(4.4). The equation of state is similar to the ideal gas case, but we need to consider
separately the parallel and perpendicular pressure and temperature:

pk = nkTk ;

p⊥ = nkT⊥ .

The internal energy now relates to both parallel and perpendicular temperature as

3
1
E = Ek + E⊥ = N kTk + N kT⊥ = N kT.
2
2
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(4.11)

Although the relation is the same as the ideal gas case when expressed in terms of
the isotropic temperature T = (Tk + 2T⊥ )/3, we argue that a single temperature is no
longer sufficient to characterize the macrostate of thermodynamic equilibrium—both
Tk and T⊥ are needed. Therefore, we separate the entropy equation into parallel and
perpendicular components:

dSk =

dEk dWk
+
;
Tk
Tk

dS⊥ =

dE⊥ dW⊥
+
.
T⊥
T⊥

In calculating the parallel and perpendicular work, one should take into account the
exchange between parallel and perpendicular energy in addition to the pdV contribution. Using the CGL pressure equations (4.9) and (4.10) and the induction equation,
the work is modified as

dWk = pk dV + pk V

dB
;
B

dW⊥ = −p⊥ V

dB
,
B

(4.12)

so that the combination of the two yields dW = pdV in the limit pk = p⊥ . Equations
(4.12) can be derived using Equations (4.9), (4.10). Upon using the ideal MHD
induction equation (2.13), the parallel and perpendicular pressure equations become

dpk
+ pk ∇ · u + 2pk
dt



dp⊥
+ 2p⊥ ∇ · u − p⊥
dt


1 dB
+ ∇ · u = 0;
B dt
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1 dB
+∇·u
B dt


= 0.

Since pk = 2εk and p⊥ = ε⊥ , we find the energy density equations

∂εk
1 dB
+ ∇ · (εk u) = −pk
− pk ∇ · u;
∂t
B dt
∂ε⊥
1 dB
+ ∇ · (ε⊥ u) = p⊥
.
∂t
B dt
The term pk ∇ · u on the right corresponds to the familiar pdV work as

pk ∇ · u = −pk

1 dn
1 dV
= pk
n dt
V dt

⇒

pk dV = pk V (∇ · u)dt.

Thus the work is obtained by multiplying V dt to the right hand side of the energy
equations. The magnetic field related terms correspond to the exchange of parallel
and perpendicular energy, and they provide additional work as

dWBk = pk V

dB
;
B

dWB⊥ = −p⊥ V

dB
.
B

Hence we establish the connection between Equations (4.9), (4.10) and (4.12). Physically, Equations (4.12) stem from the conservation of magnetic flux and particles
[Guo et al., 2017]. Similar to the physical interpretation of the CGL double adiabatic
equations discussed in Chapter 2, we consider a magnetic flux tube with magnetic
flux Φ ∼ BA and number of particles N = nV ∼ nAL, where A is the cross section
and L the length. The parallel work can be estimated as

 
 
V
AV
Φ
dB
pk dVk ' pk AdL ' pk Ad
' pk dV − pk 2 d
' pk dV − pk V
.
A
A
B
B
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The perpendicular work is then

 
1
dB
p⊥ dV⊥ ' p⊥ LdA ∼ p⊥ LΦd
' −p⊥ V
.
B
B

Again, Equations (4.12) are recovered.
Following the same procedure of the ideal gas case, we obtain the parallel and
perpendicular entropy as


dSk = Cvk

dpk Cpk dn
dB
+2
−
pk
Cvk n
B


dS⊥ = Cv⊥

dp⊥ dn dB
−
−
p⊥
n
B



pk B 2
= Cvk d log γk ;
n


= Cv⊥ d log

p⊥
.
nB

(4.13)

(4.14)

Here, we have Cvk = N k/2; Cv⊥ = N k, and thus γk = 3; γ⊥ = 2 following Equation
(4.11). Note that because the pdV term only appears in the parallel work in Equation
(4.12), the perpendicular adiabatic index γ⊥ is not used in the entropy equation. The
sum of Equations (4.13) and (4.14) yields the total entropy:
1/3 2/3

dS = dSk + dS⊥ = Cv d log

p k p⊥
n5/3

,

(4.15)

or
1/3 2/3

S = Cv log

pk p⊥
n5/3

.

(4.16)

Thus we recover the early result obtained by Abraham-Shrauner [1967] (see Equations
(9)–(11) therein). Under classical CGL assumptions, the parallel, perpendicular, and
total entropy are all conserved quantities following the double adiabatic equations
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(2.17). However, the regular isotropic fluid entropy (4.3) may not be conserved in
this scenario using the normal definition p = (pk + 2p⊥ )/3. Abraham-Shrauner [1967]
also pointed out that the CGL fluid entropy (4.16) is consistent with the Boltzmann
H-function (4.2) evaluated with a bi-Maxwellian distribution


f =n

m
2πkTk

1/2 

m
2πkT⊥



"

#
2
mv⊥
exp −
,
−
2kTk 2kT⊥
mvk2

which can be easily verified.
We conclude this section by noting that the fluid entropy, in either isotropic or
anisotropic form, is specific to the macroscopic (or Clausius) entropy [Goldstein and
Lebowitz , 2004], which is consistent with the Boltzmann entropy only for a system in
local thermodynamic equilibrium (LTE). In the absence of collisions, LTE may not
be achieved, but processes such as turbulence and magnetic reconnection can drive
a collisionless system to near equilibrium, characterized by increasing fluid entropy.
The distinction between kinetic entropy and thermodynamic entropy was discussed
recently by Matthaeus et al. [2020]. They postulated that in a weakly collisional
plasma, turbulence may be the main contributor to heating through increasing the
thermodynamic entropy. However, turbulence alone does not change the Boltzmann
entropy while collisions increase the Boltzmann entropy and relax the system to LTE.
Adhikari et al. [2020] investigated the production of isotropic fluid entropy in the
context of solar wind heating. Their results suggest that the entropy production
measured by Voyager 2 in the solar wind is consistent with a turbulent dissipation
model.

73

4.3

The Evolution Equation of Entropy

In Chapter 3, we derived the evolution equations (3.1), (3.2), and (3.3) for flow
kinetic, thermal and total energy densities. These equations suggest that the work
done by the pressure tensor contributes to the heating of the plasma by converting
flow kinetic energy to thermal energy. The pressure tensor work is further decomposed
into fluid compression, shear and nongyrotropic effects. Another related question is
how the heating process relates to actual dissipation and entropy change. In general,
an isolated system should conserve entropy when collisions are completely ignored.
This is indeed the case for the Boltzmann entropy as illustrated nicely by Liang
et al. [2019]. On the other hand, the fluid entropy (4.3) or (4.16) need not be a
conserved quantity. Similar to the derivation of the energy equations in Chapter 3, it
is straightforward to obtain entropy evolution equations from moments of the Vlasov
equation. For entropy in the isotropic form, we need to use the continuity equation
and the equation for scalar pressure. The scalar pressure is related to the thermal
energy density as εth = (3/2)p, which is easy to see from their definitions [also note
that this is consistent with the ideal gas equations of state (4.5) and (4.6)]. The result
is

∂s
Π:σ ∇·q
ds
=
+ u · ∇s = −
−
dt
∂t
2p
p
pk − p⊥
Pn : σ ∇ · q
= −
bb : σ −
−
,
2p
2p
p
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(4.17)

where we let the entropy density

s=

3
p
log 5/3 .
2
n

Note that we have introduced the convective derivative d/dt on the left side of the
equation. Equation (4.17) suggests that the entropy change of a fluid element is due
to the “Pi-D” part of pressure-strain interaction (or shear and nongyrotropic energization) and the heat flux. Comparing equation (4.17) with (3.3), one notices that
the compression energization p∇·u is absent in the entropy equation, which indicates
that adiabatic compression effect does not contribute to the change of entropy. This
is because the compression term is absorbed into the convective derivative. However,
compression could be important in plasma heating as it is part of the pressure tensor
work, and this has been verified by previous simulation studies [Li et al., 2018; Du
et al., 2018a]. Another key difference is that there are no divergence terms in the
entropy equation. This means that in principle, all terms in Equation (4.17) could
contribute to the entropy change, even if integrated over the volume of an isolated
system.
For entropy in the anisotropic form, we need the equations for both parallel
and perpendicular pressure (2.15) and (2.16) derived in Chapter 2:

∂pk
d
+ ∇ · (pk u) + 2pk bb : ∇u + 2bb : (P n · ∇u) − (bb) : P n + bb : (∇ · Q) = 0;
∂t
dt
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∂p⊥
1d
+ ∇ · (p⊥ u) + p⊥ (I − bb) : ∇u + P n : ∇u − bb : (P n · ∇u) +
(bb) : P n
∂t
2 dt
1
+∇ · q − bb : (∇ · Q) = 0,
2

where the third rank heat flux tensor Q has been introduced. It can be easily verified that the sum of these two equations yields the thermal energy equation (3.2).
Using the parallel and perpendicular pressure equations, we can derive the evolution
equation for the CGL entropy (4.16),

Pn : σ ∇ · q
dsc
=−
−
−
dt
2p⊥
p⊥



1
1
−
pk p⊥


1d
(bb) : P n
bb : (P n · ∇u) −
2 dt

1
+ bb : (∇ · Q) ,
2

(4.18)

where
1/3 2/3

pk p⊥
3
s = log
.
2
n5/3
c

On comparing to Equation (4.17), it is clear that the increase of CGL entropy is
determined by higher-order moments, namely the nongyrotropic pressure and the
full heat flux tensor, while the increase of normal fluid entropy depends also on the
gyrotropic pressure and heat flux vector. In the limit of pk = p⊥ , (4.18) and (4.17)
reduce to the same equation. Equation (4.18) is fully general for nonrelativistic
collisionless plasmas regardless of the closure.
As is evident from Equations (4.17), for ideal MHD where all third-order or
higher moments are cut off and only the isotropic scalar pressure is included, the
entropy of a fluid element will be conserved. And similarly for a CGL plasma that
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satisfies the double adiabatic equations, the CGL fluid entropy is conserved according
to Equation (4.18). Strictly speaking, the conservation of entropy is valid for continuous (or “strong”) solutions of the ideal gas or ideal MHD equations, and may not be
valid for discontinuous (or “weak”) solutions [e.g., Whitham, 2011]. Indeed, it is well
known that shock waves provide dissipation and increase fluid entropy across discontinuous surfaces even within the framework of ideal gas or ideal MHD [e.g., Kennel
et al., 1985]. However, these simple fluid models cannot provide the physical mechanisms that explain the entropy increase and kinetic theory or more sophisticated fluid
theory has to be used.

4.4

Simulation results

In this section, we evaluate the fluid entropy in fully kinetic collisionless PIC
simulations, using the code VPIC. It has been recently reported that kinetic Boltzmann entropy is conserved in collisionless PIC simulations [Liang et al., 2019]. Fluid
entropy (4.3) has also been evaluated in previous PIC simulations such as Birn et al.
[2006], but the detailed mechanisms underlying the increase in fluid entropy remain
obscure. We will analyze the change of fluid entropy based on the results presented
in the previous section.
We set up a 2D PIC simulation of reconnecting current sheets in a force-free
configuration with magnetic field,

 πz 
hα
 πz i
d
sin
= B0 tanh
sin
;
Bx = B0 tanh
πL
d
π
αL
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s
By = B0

1+



Bg
B0

2

2

− tanh



 πz 
d
sin
;
πL
d

Bz = 0.

Here, B0 is the asymptotic in-plane magnetic field, Bg is the out-of plane guide
field, and L is the half thickness of the current sheet. Another parameter d is introduced as the distance between two adjacent current sheets, and α represents the ratio
d/L. The electric current is calculated according to the MHD force-free condition
(∇ × B) × B = 0. Both electrons and ions follow drifting Maxwellian distributions
initially, and we assume the initial density and temperature profiles of both electrons
and ions are uniform. The current is carried by the electron drift along the magnetic
field. A similar setup has been used in numerous previous simulation studies involving the interaction of multiple current sheets, e.g., Drake et al. [2010]; Sironi and
Spitkovsky [2011]; Hoshino [2012]. We choose such a configuration simply because
it is a convenient way of producing a turbulent flow with strong plasma heating.
We set the simulation box Lx = Lz = 50di with 1024 × 1024 cells, sheet thickness
L = 0.5di , guide field Bg = 0, and distance d = 12.5di so there are 4 current sheets
initially. The simulation is run for Ωci t = 200, which is about 4 Alfvén crossing times
tA = Lx /vA . We employ the plasma parameters ωpe /Ωce = 1, βe = 8πpe /B02 = 0.02,
and Ti = Te , where ωpe = (4πn0 e2 /me )1/2 is the electron plasma frequency and
Ωce = eB0 /me c is the electron cyclotron frequency. An artificial ion-to-electron mass
ratio of mi /me = 25 is used to reduce computational cost. We use 200 macro-particles
per cell per species in the simulation, although a simulation with 1,000 particles per
cell is performed, which has verified the consistency of the results. By the end of the
simulation Ωci t ' 200, the total energy has increased by ∼ 0.4%, indicating excellent
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energy conservation, which is necessary for eliminating numerical artifacts. For the
case with 1,000 particles per cell, the total energy conservation improves to ∼ 0.09%.
A double periodic boundary condition is employed in both the x and z directions, so
that the simulation represents a closed system.
Figure 4.1 shows snapshots of the isotropic fluid entropy (4.3) in the simulation at different times Ωci t = 50, 100, and 200, adapted from Du et al. [2020]. The
top panels plot the electron entropy and the bottom panels the ion entropy. Magnetic field lines are overplotted as black contours. Note that the absolute value of
the entropy is not important as it depends on how we normalize the pressure and
density, but the difference in entropy is independent of normalization. At an early
stage of the simulation, each current sheet evolves in a relatively independent manner, as illustrated in the left panels (Ωci t = 50). Numerous small magnetic island
structures are formed along each current layer. The current sheets are distorted and
interact with each other at later time, illustrated by the middle panels (Ωci t = 100).
The figure suggests that the fluid entropy is produced mostly within the magnetic
islands. However, for ions, the entropy seems to be more concentrated near the reconnection X-lines. Approaching the end of the simulation, the magnetic islands have
experienced multiple merging and coalescence interactions. The simulation domain
becomes rather uniform with a few big island structures. The images of CGL-form
fluid entropy is very similar to the ones for isotropic fluid entropy, and therefore are
not shown here.
Figure 4.2 demonstrates the energy budget of the simulation, normalized to
the initial magnetic energy. The top panel shows the evolution of magnetic energy
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Figure 4.1: Snapshots of isotropic fluid entropy for electrons (top) and ions (bottom)
at different simulation times Ωci t = 50 (left), 100 (middle), and 200 (right). Black
contour lines represent magnetic field lines. The figure is adapted from Du et al.
[2020]

(dot-dashed black curve) and plasma energy (solid blue curve for ions and dashed
red curve for electrons). Toward the end of the simulation, about 70% of the initial
magnetic energy is released via magnetic reconnection. Of the released magnetic
energy, the majority goes to the ion kinetic energy. The second and third panels
show the partition of thermal and bulk flow energy respectively, calculated by

Et = T r(P )/2;

1
Eb = ρu2 .
2

Again, the solid blue curves represent ions and dashed red curves electrons. The
plasma energization is dominated by the thermal energy as more than 90% of the
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plasma energy resides in the thermal energy at the end of the simulation. The bulk
flow energy of electrons is decreasing most of the time during the simulation because
the current is carried by electrons initially. The ion bulk flow energy increases at the
beginning and is later converted to thermal energy. In the bottom panel, we plot the
rate of change in the ion and electron thermal energy. All energies in the top three
panels are normalized to the initial magnetic energy. The bottom panel plots the
−1
unnormalized energy in native simulation unit (energy in me c2 , and time in ωpe
).

We then evaluate the rate of change in fluid entropy using Equation (4.17)
integrated over the whole simulation box and the result is shown in Figure 4.3. The
rate of change of the fluid entropy ∂s/∂t is plotted in the top panels as solid black
lines. The change of fluid entropy is separated into three parts according to Equation
(4.17): convection (−u · ∇s), Pi-D (−Π : σ/2p), and heat flux (−∇ · q/p). They are
plotted as dot-dashed blue, solid green, and dashed red lines. The sum of the three
yields the dashed blue curves in the top panel and it follows the entropy change curve
closely, which verifies the Equation (4.17). Note that all terms are integrated over the
entire simulation box, so that they represent the change in the total extrinsic entropy
of the system.
It is clear from Figure 4.3 that the total fluid entropy of the system is always
increasing in our simulation since its rate of change remains positive. This is similar
to the thermal energy as illustrated in the bottom panel of Figure 4.2 though the two
curves do not trace each other exactly. The rate of entropy change is large between
Ωci t ∼ 30–120 when magnetic reconnection and island merging are apparent in the
simulation. The overall behaviors of entropy are similar for both electrons and ions.
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Figure 4.2: Energy budget of the simulation adapted from Du et al. [2020]. The top
panel shows the evolution of magnetic energy (dot-dashed black), ion kinetic energy
(solid blue), and electron kinetic energy (dashed red). The second panel from top
shows the ion (solid blue) and electron (dashed red) thermal energy. The third panel
shows the ion (solid blue) and electron (dashed red) bulk flow energy. All energies
in these panels are normalized to the initial magnetic energy. In the bottom panel,
the rates of change in ion (solid blue) and electron (dashed red) thermal energy are
shown.

The convection effect remains negative for both species. An interesting result is that
the Pi-D and heat flux contributions appear to be comparable with each other. The
physical explanation for this is unclear, but we note that it is not uncommon for
different plasma properties and energization mechanisms to be correlated with one
another due to the presence of coherent structures in turbulence [Greco et al., 2012;
Yang et al., 2019]. In our simulation, since the dissipation occurs near reconnection
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Figure 4.3: Rate of change of the fluid entropy for electrons (left panels) and ions
(right panels), adapted from Du et al. [2020]. The solid black lines in the top panels
represent the rate of change of the fluid entropy. The convection term, Pi-D, and
heat flux terms are evaluated separately and shown in the bottom panels. The sum
of the three terms is displayed as the dashed blue curves in the top panels.

exhausts and island coalesence regions (as seen from Figure 4.1), both Pi-D and heat
flux could trace the evolution of the system to some degree. For ions, the heat flux
contribution is slightly larger compared with Pi-D. However, at later times of the
simulation, the heat flux contribution becomes small and Pi-D dominates the entropy
increase for both electrons and ions.
Similarly, we evaluate the CGL fluid entropy using Equation (4.18), as shown
in Figure 4.4. Similar to Figure 4.3, the rate of change of the CGL entropy S c is
displayed in the top panels as solid black lines. As a comparison, the rate of change
of the isotropic fluid entropy S is shown as dot-dashed lines (which is the same as the
solid black curves in Figure 4.3). The result shows that the two quantities S and S c
differ only slightly, probably because the anisotropy is not very strong [Birn et al.,
2006]. In the bottom panels of Figure 4.4, we separate Equation (4.18) into three
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parts. The first part is the convection, which is very close to the convection term in
Figure 4.3. The other two parts are denoted by A and B, where:

A=−


B=−

1
1
−
pk p⊥

Pn : σ ∇ · q
−
;
2p⊥
p⊥



1d
1
n
n
bb : (P · ∇u) −
(bb) : P + bb : (∇ · Q) .
2 dt
2

Term A corresponds to the sum of Pi-D (with nongyrotropic pressure only) and heat
flux, and B is the additional term unique to the CGL entropy Equation (4.18). Note
that in calculating db/dt, we use Faraday’s law

∂B
= c∇ × E
∂t

for convenience since this eliminates the need for evaluating time derivatives. The
sum of the three parts is shown as dashed blue lines in the top panels, and they
agree reasonably well with the solid black curves, though not as good compared to
Figure 4.3. This may be caused by the use of electric field and higher moments,
which tend to be more noisy. One interesting difference between electrons and ions is
that terms A and B are comparable in size for electrons while term A dominates for
ions. This may be understood from recognizing that Pi-D in Equation (4.17) consists
of both gyrotropic and nongyrotropic pressure while Pi-D in term A consists of the
nongyrotropic pressure only. Since electrons are strongly magnetized, the electron
pressure is almost gyrotropic and thus term A is dominated by the heat flux. As a
result, for a weakly anisotropic pressure (pk ' p⊥ ), the reduction of of Pi-D needs
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Figure 4.4: Rate of change of the CGL fluid entropy for electrons (left panels) and
ions (right panels), adapted from Du et al. [2020]. The solid black lines in the top
panels represent the rate of change of the CGL entropy S c while the dot-dashed black
lines represent the regular fluid entropy S. The convection term and two other terms
(see text for details) are evaluated separately and shown in the bottom panels. The
sum of the three terms is displayed as the dashed blue curves in the top panels.

to be compensated by term B, which is dominated by the heat flux tensor Q. This
result demonstrates that even though the isotropic and CGL fluid entropy have similar
values, their production mechanisms could be different.

4.5

Discussions

In this chapter, we discuss the evolution of the commonly used fluid entropy
in both isotropic and gyrotropic (or CGL) forms. The isotropic fluid entropy is
conserved for ideal gas or ideal MHD, and the CGL fluid entropy is conserved within
the CGL plasma model. By simply taking moments of the Vlasov equation, we show
that the fluid entropy of either form is not necessarily conserved even for an isolated
collisionless system. This result is confirmed by a collisionless PIC simulation of
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multiple reconnecting current sheets. As pointed out by Liang et al. [2019], kinetic
entropy in a collisionless PIC simulation is approximately conserved. Clearly, the true
Boltzmann entropy cannot be fully represented by a finite number of fluid moments
and the Boltzmann entropy is consistent with fluid entropy only in LTE. If dissipation
is caused solely by collisions, the increasing entropy in our simulation suggests that
the fluid entropy is insufficient to capture the physical dissipation process. Instead,
the change in fluid entropy may simply imply the breakdown of the ideal gas equation
of state or the CGL double adiabatic equations. However, the Boltzmann entropy
lacks a complete treatment of turbulent dissipation [Matthaeus et al., 2020] and it is
unclear whether kinetic or fluid entropy is a better indicator for physical dissipation
processes. We also note that the Boltzmann entropy is usually applied to nearMaxwellian distributed plasma. Space plasma often exhibits nonthermal particle
distributions such as the “kappa distribution” where a power-law tail is present in the
distribution function. Nonequilibrium statistical physics suggests that the Boltzmann
entropy needs to be modified and the “Tsallis entropy” is more appropriate for a
system out of equilibrium [e.g., Livadiotis and McComas, 2009, 2011].
The pressure-strain interaction or Pi-D has been proposed to capture the dissipation processes in space plasma [Yang et al., 2017]. We illustrate in this paper that
Pi-D does contribute to the change of fluid entropy in its isotropic form. However,
our result shows that only the nongyrotropic part of Pi-D contributes to the CGLform fluid entropy. Although the heat flux does not appear in the thermal energy
equation, it plays an important role in the production of fluid entropy. Indeed, our
simulation results suggest that the heat flux is almost equally as important as Pi-D
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in terms of increasing fluid entropy. When the CGL entropy is considered, the role
of Pi-D is further reduced and the heat flux vector and tensor dominate the entropy
increase, especially for electrons. Therefore, it may be expected that whether Pi-D
or heat flux or other higher moments contribute to fluid entropy change depends on
how the entropy itself is constructed.
Finally, we note that the numerical results presented in this paper are based
on the simulation with 200 macro-particles per cell per species. While increasing the
number of particles to 1,000 does further improve the total energy conservation, the
entropy increase remains qualitatively the same. However, we do not completely rule
out the possibility that the increase of fluid entropy is due partly to numerical issues.
A good way to clarify this will be to combine our analysis with the evaluation of
kinetic entropy. This will be the goal of a future study.
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CHAPTER 5

PARTICLE ACCELERATION AND TRANSPORT THEORY

5.1

Nonthermal Particles and Fermi Acceleration

As discussed in Chapter 1, magnetic reconnection and turbulence may lead
to acceleration of particles via interacting magnetic islands. The energization and
dissipation processes discussed in Chapters 3 and 4 concern the conversion of energy
between the magnetic energy, plasma kinetic energy and thermal energy, and do not
distinguish the partitioning of energy in particle phase space. By convention, particle
acceleration usually refers to the generation of nonthermal particle components. Observationally, nonthermal particle distributions are ubiquitous. Nonthermal particles
are often characterized by power-law-like tails in the distribution function. The most
robust mechanism for the generation of nonthermal particles is diffusive shock acceleration (DSA). The classical DSA theory predicts a power law energy spectrum with
an index that depends on the shock compression ratio only. On the other hand, it is
unclear how magnetic reconnection generates nonthermal particles that are observed
in solar flares.
The DSA theory is also known as first-order Fermi acceleration. In contrast,
the original acceleration mechanism proposed by Fermi [1949] is now commonly re88

ferred to as second-order Fermi acceleration. To explain the origin of cosmic rays,
Fermi [1949] hypothesized that particles may gain energy by “collisions against the
moving irregularities of the interstellar magnetic field.” In particular, particles gain
energy in head-on collisions, and lose energy in overtaking collisions. The probability
of head-on collisions is slightly larger than overtaking collisions because the relative
velocity is larger in head-on collisions. As a result, particles gain energy slowly over
time. An order-of-magnitude estimate shows that the energy change of a particle
during a collision with a magnetic field moving at a velocity v is δw ≈ (v/c)2 w where
w is the total particle energy (including the rest energy). Thus, a particle gains energy exponentially over time. Assuming v  c, after N collisions, the particle energy
becomes

w ' w0 1 +

 v  2 N
c


' w0 exp N

 v 2 
c

.

If the absorption time scale T is much longer than the collision time scale τ , the
particles also have an exponential age distribution. The energy distribution π(w) is
related to the age distribution through





1
t
1
t
τ dw
dt = exp −
π(w)dw = exp −
T
T
T
T B2 w

⇒

2

π(w) ∼ w−1−τ /B T .

This suggests a power-law energy spectrum with an index of 1 + τ /B 2 T .
Diffusive shock acceleration can be understood as particles gaining energy
every time they encounter the shock front. Consider a particle crossing a shock front
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from upstream to downstream and back from downstream to upstream. The average
energy gain of a particle during each cycle can be estimated as

4 u1 − u2
δE
'
,
E
3
c

where u1 and u2 is the flow speed upstream and downstream of the shock; and c is
the speed of light [Bell , 1978]. Since δE/E is small for nonrelativistic shocks, the
energy of particle increases exponentially. Compared to the original Fermi acceleration mechanism where δE/E is proportional to the second power of u/c, δE/E is
proportional to the first power of u/c in DSA. This is the reason why DSA is also
called first-order Fermi acceleration. After completing N cycles, the particle energy
becomes


4 u1 − u2
EN ' E0 exp N
3
c


.

At the same time, a fraction of particles will escape the shock after each cycle [Jones,
1994]. The probability of a particle completing N cycles is


PN '

4u2
1−
c

N
.

Taking into account both the energy gain and probability of loss, the particle energy
spectrum satisfies a power law


f (E) ∼
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E
E0

−s
,

with the spectral index
s=1+

3r
3u2
=
,
u1 − u2
r−1

where r = u1 /u2 is the shock compression ratio. The compression ratio of a gas or
MHD shock is between 1 and 4, meaning that the hardest spectrum from DSA is
∼ E −4 . The compression ratio can be larger at e.g., shocks mediated by relativistic
energetic particles or at radiative shocks.

5.2

Basic Acceleration Mechanisms in Magnetic Reconnection

In this section, we discuss the basic particle acceleration mechanisms that
are associated with interacting magnetic islands and magnetic reconnection. Based
on previous simulations, there are three basic mechanisms [Zank et al., 2014]: first
order Fermi acceleration due to the compressible contraction of magnetic field lines;
second order Fermi acceleration due to incompressible magnetic island merging; and
direct acceleration by reconnection electric field. Kinetic simulations suggest that
electrons gain energy by reflecting from the ends of contracting magnetic islands
[Drake et al., 2006a]. The reflected electrons gain energy as if they collide head on
with the reconnection outflow, which is typically on the order of the Alfvén speed. The
acceleration mechanism is similar to the original mechanism proposed by Fermi [1949]
but acting at a much smaller scale. As multiple magnetic islands interact with each
other, they undergo contraction and expansion, resulting in stochastic acceleration
or second-order Fermi acceleration. Simulations also suggest that particles that are
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trapped in interacting magnetic islands can experience the reconnection electric field
multiple times and gain energy directly [Oka et al., 2010].
Zank et al. [2014] suggested a simple and physically revealing way to describe
the three acceleration mechanisms in magnetic reconnection. Following Zank et al.
[2014], we first consider a contracting magnetic island in a compressible manner.
Similar to the physical interpretation of the CGL model presented in Chapters 2
and 4, we assume the conservation of first and second adiabatic invariants, as well as
the magnetic flux. The parallel and perpendicular momenta are considered separately.
The rate of change in parallel momentum due to the second adiabatic invariant (∼ pk l)
is
dpk
1 dl
' −pk
' ηc pk ,
dt
l dt
where ηc = (1/l)dl/dt is the rate at which magnetic field lines shorten and l is the
parallel displacement of the bounce motion. The conservation of the first adiabatic
invariant p2⊥ /B and magnetic flux Φ ∝ Bl implies that

p⊥ dB
p⊥ 1 dl
1
dp⊥
'
'
' ηc p⊥ .
dt
2B dt
2 l dt
2

Therefore, for a magnetic island contracting in a compressible manner, the rates of
change in parallel and perpendicular momenta are

dpk
= ηc pk ;
dt

dp⊥
1
= ηc p⊥ .
dt
2
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(5.1)

On the other hand, if we assume that the coalescence of magnetic islands is an incompressible process, i.e., the total area of the islands A ∝ lr remains the same after
coalescence [Fermo et al., 2010], the magnetic flux scales as Φ ∝ Br ∝ B/l. Thus, it
can be shown that the rate of change of particle momentum becomes

dpk
= η i pk ,
dt

dp⊥
1
= − ηi p⊥
dt
2

(5.2)

in the incompressible limit. Similar to ηc , ηi = (1/l)dl/dt is also the rate at which
magnetic field lines shorten. Upon defining momentum logarithms ξk = log(pk /pk,0 )
and ξ⊥ = log(p⊥ /p⊥,0 ) where pk,0 and p⊥,0 are some suitable constants, the equations
can be rewritten in terms of new variables as

dξk
= ηc ,
dt

dξ⊥
1
= ηc
dt
2

(5.3)

dξ⊥
1
= − ηi
dt
2

(5.4)

for a compressible process, and

dξk
= ηi ,
dt

for an incompressible process. For direct acceleration due to reconnection electric
field, the rate of momentum change is simply proportional to the electric field

dp
= qδE.
dt
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This is different from a Fermi-like mechanism because the rate of momentum change
is independent of the momentum itself. As a result, direct electric field acceleration
is less efficient for high-energy particles [e.g., Dahlin et al., 2016].
In terms of the magnitude of momentum p and the pitch angle cosine µ = cos θ,
and the rates of change in parallel momentum pk = pµ and perpendicular momentum
p⊥ = p

p
1 − µ2 can be expressed as

dpk
dp
dµ
=µ +p ;
dt
dt
dt

dp⊥ p
µ
dp
dµ
= 1 − µ2 − p
.
2
dt
dt
1 − µ dt

We then rewrite Equation (5.1) and (5.2) as

1 dp
1
= ηc (1 + µ2 );
p dt
2

dµ
1
= ηc µ(1 − µ2 ),
dt
2

(5.5)

1
1 dp
= ηi (3µ2 − 1);
p dt
2

dµ
3
= ηi µ(1 − µ2 ),
dt
2

(5.6)

and

respectively. In the compressible limit, both parallel and perpendicular momenta
increase, thus the magnitude of momentum increases regardless of the pitch angle,
as suggested by Equation (5.5). In the incompressible limit, the parallel momentum
increases while the perpendicular momentum decreases. The magnitude of momentum may either increase or decrease depending on the pitch angle: dp/dt > 0 when
µ2 > 1/3 and dp/dt < 0 when µ2 < 1/3. If particles have an isotropic distribution,
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averaging over pitch angle yields



1 dp
p dt



2
= ηc
3

for the compressible case and


1 dp
p dt


=0

for the incompressible case since < µ2 >= 1/3. Therefore, the incompressible acceleration mechanism works only on anisotropic particle distributions, which is very similar
to the discussion of energization on the fluid level in Chapter 3. Indeed, the factor
3µ2 − 1 in Equation (5.6) is proportional to the second-order Legendre polynomial,
implying that only second order anisotropy in the distribution function contributes to
the incompressible acceleration. Equations (5.5) and (5.6) also provide information
on the rate of pitch angle change. In both compressible and incompressible cases, we
find
µ

dµ
∝ 1 − µ2 ≥ 0,
dt

given that ηc > 0 and ηi > 0. This suggests that |µ| tends to increase and an initial
isotropic distribution may evolve toward an anisotropic state where more particles
have velocities aligned with the magnetic field. As a consequence, a net gain of
energy is possible since the particles with large |µ| is more likely to experience energy
gain than loss.
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5.3

Guiding Center Transport

The acceleration mechanisms can also be understood from a guiding center
transport point of view, and this is discussed by le Roux et al. [2015, 2018]. The guiding center theory applies to magnetized plasma with slowly varying magnetic field,
meaning that the typical particle gyroradius is much smaller than the length scale of
field variation. The standard guiding center theory was developed by Northrop [1963]
using the method of gyrophase averaging and was rederived by Littlejohn [1983] using variational principles. Modern guiding center theories are based on a coordinate
transformation from the particle phase space (x, v) to the guiding center phase space
(X, vk , M, ζ), where X is the guiding center position, vk is the guiding center parallel
velocity, M is the magnetic moment, and ζ is the gyrophase [e.g., Cary and Brizard ,
2009]. In guiding center theories, the gyrophase is assumed to be an ignorable coordinate so that the phase space is reduced to 5 coordinates. Following le Roux et al.
[2015, 2018], the standard guiding center kinetic equation suggests that the kinetic
energy gain by a particle is given by

∂B
dK
=M
+ qE · Vg ,
dt
∂t

(5.7)

where
Vg = vk b + VE +

2
M
M cB × ∇B mcvk
+
cb(∇ × b) · b +
b×κ
q
q
B2
qB

represents the guiding center velocity that is comprised of parallel motion along B,
electric field drift, parallel drift, grad-B drift, and curvature drift; κ = b · ∇b is the
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curvature of magnetic field; and VE = cE × B/B 2 is the electric field drift velocity.
The term M (∂B/∂t) corresponds to betatron acceleration (or the conservation of
magnetic moment), and the second term is related to the work done by electric
field on the drift motions. The energy change can be separated into parallel and
perpendicular parts such that

dKk
= qEk vk + mvk2 (VE · κ);
dt


dK⊥
∂B
M
M cB × ∇B
=M
+ qE ·
cb(∇ × b) · b +
.
dt
∂t
q
q
B2
The equations suggest that the change in parallel energy is due to parallel electric
field and curvature drift, and the change in perpendicular energy is due to betatron
acceleration, grad-B drift, and parallel drift. Inserting the definition of the curvature
κ, the rate of parallel energy change becomes

dKk
= qEk vk + mvk2 VE · (b · ∇b) = qEk vk − mvk2 bb : ∇VE .
dt

The gradient drift term and the betatron term can be combined as

cB × ∇B
∂B
+ ME ·
=M
M
∂t
B2
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∂B
+ VE · ∇B
∂t


≡M

dB
,
dt

where we let d/dt = ∂/∂t + VE · ∇. Using Faraday’s law, the rate of perpendicular
energy change becomes

dB
dK⊥
= M
+ M c(E · b)(∇ × b) · b
dt
dt
B
= −M · c∇ × E + M VE · ∇B + M c(E · b)(∇ × b) · b
B


1 2
VE · ∇B cE · ∇ × B
1 2 c(E · b)(∇ × b) · b
= − mv⊥ ∇ · VE +
+
+ mv⊥
2
2
B
B
2
B
1 2
1 2
= − mv⊥
∇ · VE + mv⊥
bb : ∇VE
2
2

after some algebra. Using the shear tensor defined in Chapters 3 and 4, Equation
(3.6), but replacing the flow velocity with VE , we find

dK
1
1
= qEk vk − mv 2 ∇ · VE +
dt
3
2




1 2
2
mv − mvk bb : σ,
2 ⊥

(5.8)

or in terms of the pitch angle,

1
1
dK
= qEk vk − mv 2 ∇ · VE − mv 2 (3µ2 − 1)bb : σ.
dt
3
4

The guiding center energy equation suggests that compression and shear contribute
to the acceleration of particles, similar to the conclusion that we made in Chapter 3.
le Roux et al. [2018] discuss the acceleration of particles in both compressible
and incompressible limits based on Equation (5.7) and (5.8). Figure 5.1 illustrates the
acceleration mechanisms by magnetic island contraction and merging in the incompressible limit, ∇ · VE = 0 (adapted from le Roux et al. [2018]). Neglecting the direct
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Figure 5.1: Illustrations of particle acceleration mechanisms in the incompressible
limit, adapted from le Roux et al. [2018]. The left panel shows the acceleration by a
contracting magnetic island and the right panel shows the acceleration by two merging
magnetic islands.

parallel electric field acceleration term, the parallel and perpendicular energy changes
have opposite signs in this limit. The left panel of Figure 5.1 shows the configuration
of a contracting magnetic island. The contraction velocity VE at the end points of
the island is in the same direction as the magnetic field curvature κ (both pointing
to the center of the island), so the curvature drift leads to an increase in parallel
energy. However, the perpendicular energy decreases due to betatron deceleration as
∂B/∂t < 0. The incompressible island merging has a similar picture as contraction
since the flow velocity is in the same direction as the curvature of magnetic field in
the reconnection outflow, illustrated in the right panel of Figure 5.1.
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Figure 5.2: Illustration of particle acceleration mechanisms by magnetic island contraction in the compressible limit, adapted from le Roux et al. [2018].

Figure 5.2 (adapted also from le Roux et al. [2018]) illustrates the particle
acceleration by magnetic island contraction in the compressible limit, ∇ · VE < 0.
While the parallel energy increases due to curvature drift, the betatron acceleration
causes the perpendicular energy to increase because ∂B/∂t > 0 in the compressible
limit. The conclusions made from the guiding center energy equation are consistent
with the physical arguments discussed in the previous section [Zank et al., 2014].
Indeed, Equation (5.8) confirms that the energy gain or loss depends on the pitch
angle (µ2 > 1/3 or < 1/3) in the incompressible limit, neglecting the direct parallel
acceleration.
The guiding center energy equation can be integrated over velocity space to
obtain the evolution of total energy density or pressure of the fluid. Contributions
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from various drifts to the energization have been studied in numerous PIC simulations
[e.g., Dahlin et al., 2014, 2015, 2016, 2017; Li et al., 2015, 2017; Wang et al., 2016].
The role of compression and shear was investigated in detail by Li et al. [2018].

5.4

Simulation Results—Tracer Particles

In this section, we illustrate the particle acceleration mechanisms using a PIC
simulation of magnetic island coalescence [Du et al., 2018b]. The simulation setup
is the same as Run 1 in Chapter 3. The general evolution of the system is similar
to that of Figure 3.4 and is not shown here. A particle tracing technique is applied
to reveal the physical mechanisms of acceleration. Of the ∼ 4 × 108 macro-particles
(including both ions and electrons), we first randomly select 1% as tracers. Then we
rerun the simulation with > 104 tracers that have the highest final energy and obtain
their trajectories at much higher time resolution (10δt ∼ 10−2 Ω−1
ci where δt is the
time step) than the output of fluid diagnostics used in Chapter 3.
The tracer particle trajectories are analyzed based on the acceleration mechanisms suggested by Zank et al. [2014]. Equations (5.5) and (5.6) show that the
acceleration by magnetic island contraction and merging has the character that the
rate of particle momentum change is proportional to the particle momentum itself, or
in terms of the momentum logarithm ξ = log(p/p0 ), it is a linear function of time. For
a strictly incompressible case, the average momentum gain is 0 for a purely isotropic
distribution. However, as discussed before, a small anisotropy may develop naturally
during the acceleration process and thus lead to a positive momentum gain. In a realistic situation, the magnetic island contraction and merging are likely a combination
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Figure 5.3: A tracer electron trajectory from the PIC simulation. The left panel
shows the time evolution of the particle momentum in log scale, including the parallel
momentum (green), perpendicular momentum (red), and total momentum (blue). A
linear fit is displayed as the blue dashed line. The vertical dotted line represents the
start time of the fit at Ωci t ' 90. The right panel plots the trajectory in physical
space (the x-z plane), color-coded by its kinetic energy.

of the compressible and incompressible processes. Therefore, we conjecture that

dξ
1 dp
=
= η,
p dt
dt

(5.9)

where η is the magnetic field line contraction rate that contains both compressible
and incompressible effects. Based on Equation (5.9), we expect that particles that
experience Fermi-like acceleration during magnetic island contraction or merging will
exibit a linear increase of momentum in log scale (if η remains a constant in time).
This is a testable feature of tracer particle trajectories obtained from PIC simulations.
Figure 5.3 shows a tracer electron trajectory from the PIC simulation. The
left panel shows the time evolution of the particle momentum in log scale, including
the parallel momentum (green), perpendicular momentum (red), and total momen-
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tum (blue). The momenta are normalized to their respective initial values p0 . The
right panel plots the trajectory in physical space (the x-z plane), color-coded by its
kinetic energy. The horizontal lines are caused by the particle crossing the simulation
boundaries since a periodic boundary condition is applied in the x direction. It can be
seen that the final kinetic energy of the tracer is ∼ 0.17me c2 , which is more than 10
times higher than the initial energy of ∼ 0.01me c2 . The acceleration can be divided
roughly into two phases. A sudden energy gain at Ωci t ∼ 70 can be seen from the left
panel. This corresponds to the merging of two magnetic islands just after magnetic
reconnection releases most of the magnetic energy. After that, the particle continues
to gain energy as it circles around the merged island. The magnitude of momentum
exhibits approximately a linear increase later in the simulation. A linear fit is applied
to the log(p)-t plot and is displayed as the blue dashed line in Figure 5.3. The vertical dotted line represents the start time of the fit at Ωci t ' 90. Based on Equation
(5.9), the slope of the linear fit can be interpreted as an effective contraction rate of
magnetic field lines.
To better understand the statistical properties of the acceleration mechanism,
we apply the linear fit to all the high-energy tracer particles and obtain the effective
contraction rate η =< d log(p)/dt > for each tracer. Since the particle pitch angle
plays an important role, as suggested by Equations (5.5) and (5.6), we plot the
contraction rate η and the particle pitch angle µ1 at the starting time of the linear
fit in the same graph, shown in Figure 5.4. The left and right panels plot the results
for electron and ion tracers, respectively. The red dashed lines represent the mean
contraction rate and the shaded regions represent the standard deviation. We find
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Figure 5.4: Scatter plot of the effective island contraction rate η and the pitch angle
µ1 at Ωci t ' 90. The left and right panels plot the results for electron and ion tracers,
respectively. The red dashed lines represent the mean contraction rate and the shaded
regions represent the standard deviation.

for electrons, the mean and standard deviation are

< η >e = 0.0023Ωci ;

σe (η) = 0.0018Ωci ,

< η >i = 0.0011Ωci ;

σi (η) = 0.0012Ωci .

and for ions

On average, both electrons and ions exhibit positive effective contraction rates. Figure 5.4 shows that electrons are highly anisotropic, which is due partly to the initial
configuration of the simulation where the electric current is carried mostly by electrons. Equations (5.5) and (5.6) suggests that there may be a positive correlation
between the effective contraction rate η and the absolute value of the pitch angle
cosine |µ|. While ions seem to exhibit a positive correlation, this is however not the
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Figure 5.5: Electron (top) and ion (bottom) temperature anisotropy T⊥ /Tk near the
center of simulation box at Ωci t ' 65.

case for electrons. It should be noted that such a correlation is probably weak, if at
all, because of the broad distribution in η.
The inconsistency with Equation (5.5) and (5.6) may be caused by the breakdown of the conservation of adiabatic invariants. A possible explanation for it is
the pitch angle scattering by plasma waves generated by the island coalescence. Indeed, evidence of wave activity is present in a preliminary analysis. For example,
an anisotropic temperature is known to excite waves via plasma instabilities [e.g.,
Gary, 1993]. Figure 5.5 shows the temperature anisotropy T⊥ /Tk near the center
of simulation box during the merging of two islands (Ωci t ' 65). Electron and ion
anisotropy appears to behave differently as Tek > Te⊥ for electrons and Ti⊥ > Tik for
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ions in most of the region displayed in Figure 5.5. Wave-like patterns can also be seen
directly from the figure. However, since the simulation domain is highly inhomogeneous, most theories of linear plasma instabilities cannot be easily applied. Instead,
it may be more reasonable to utilize turbulent analysis in future investigations.

5.5

Transport Theory of Particle Acceleration

The transport equation is a powerful tool for studying the acceleration of
particles. High-energy cosmic rays are approximately isotropic, and they are often
described by Parker’s transport equation [Parker , 1965]

1
∂f
∂f
+ u · ∇f + (∇ · u)p
= ∇ · (κ · ∇f ),
∂t
3
∂p

where f is the isotropic particle momentum distribution function, p is the particle
momentum, u is the background flow velocity, and κ is the diffusion tensor [e.g.,
Webb and Gleeson, 1979]. The diffusion tensor is often separated into parallel and
perpendicular diffusion coefficients [e.g., Axford , 1965; Jokipii , 1966; Zank et al., 1998;
Matthaeus et al., 2003]. Parker’s transport equation is a convective-diffusive equation
since the term u · ∇f represents convection with background flow and the term
∇ · (κ · ∇f ) includes effects of spatial diffusion and drifts. The term ∼ (∇ · u)∂f /∂p
represents the energy gain or loss due to compression of the fluid. It should be
noted that the transport equation is essentially a test-particle theory that does not
consider the back reaction of energetic particles on the background fluid, which is
valid because the number of nonthermal particles is usually very small compared
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to thermal particles, although the energy density can be comparable to that of the
thermal plasma. This can invalidate the test particle approximation.
The assumption of isotropy is often not satisfied for lower energy particles
such as SEPs. The conservation of magnetic moment (and energy) implies that the
pitch angle of a particle decreases as it moves to a weaker magnetic field. Therefore,
SEPs are focused as they propagate from the Sun into interplanetary space and
they are often modeled by the focused transport equation, which includes also pitch
angle scattering [e.g., Schwenn and Marsch, 2013]. The focused transport equation
is applicable to gyrotropic distributions and can be derived from the Boltzmann
equation using gyrophase averaging [Zank , 2014].
Transport theory has been applied recently to particle acceleration in magnetic reconnection [e.g., Zank et al., 2014, 2015; le Roux et al., 2015, 2016, 2018].
Zank et al. [2014] studied the particle acceleration in a “sea” of interacting magnetic
islands, as illustrated in Figure 5.6 (adapted from Zank et al. [2014]). The stochastic
acceleration due to magnetic island contraction and merging is similar to the Fermi
mechanism where particles interact with moving interstellar clouds. Such a scenario
may be applicable to different regions throughout the heliosphere, e.g., in the solar
corona, behind the interplanetary shock, near the heliospheric current sheet (HCS),
and downstream of the heliospheric termination shock.
Based on the mechanisms discussed in previous sections, Zank et al. [2014]
derived a Parker-like convective-diffusive transport equation that describes the acceleration and transport of the charged particles. In steady-state cases with simplified
geometry and isotropic particle distribution, the transport equation can be solved
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Figure 5.6: A “sea” of magnetic islands illustrated by a cartoon of the in-plane
magnetic field lines based on simulations by Servidio et al. [2009], adapted from Zank
et al. [2014].

analytically and the solution yields a power-law like tail. The solution can be parameterized by the spatial diffusion time, island contraction time, and strength of
the reconnection electric field. Direct comparisons of the analytic solution with solar
wind observations were presented in recent studies [Zhao et al., 2018, 2019a; Adhikari
et al., 2019]. le Roux et al. [2015] developed a more sophisticated transport equation,
utilizing a quasi-linear theory (QLT) approach, where the energization is associated
with guiding center drift motions. With the exception of one term that is associated
with the variance of magnetic-island-induced electric field, there is a one-to-one correspondence between the more physically based derivation [Zank et al., 2014] and the
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QLT derivation [le Roux et al., 2015]. Both theories were extended to incorporate
diffusive shock acceleration [Zank et al., 2015; le Roux et al., 2016; Zhao et al., 2019b].
The incompressible island contraction or merging enters the transport equation of Zank et al. [2014] via a diffusion term in momentum space and is ignored in
deriving the analytic solution. In contrast, the compressible mechanism contributes to
both streaming and diffusion in momentum space. The derivation of Zank et al. [2014]
assumes a constant time scale for island contraction or merging. For a system of multiple contracting magnetic islands, it is more realistic to study the acceleration from a
statistical approach. As particles traversing a region of interacting magnetic islands,
they may be trapped and get accelerated (decelerated) by contracting (expanding)
islands. The process is very much like a Brownian motion where a macroscopic particle (like a pollen particle) interacts with multiple microscopic particles (like water
molecules), but in momentum space. The classic Brownian motion is described by
the Fokker-Planck equation in statistical physics. Bian and Kontar [2013] derived
a momentum-space Fokker-Planck equation for particle acceleration in multiple contracting magnetic islands, in which the mean and variance of the compression lead to
the first- and second-order derivative terms. The classic Fokker-Planck equation can
be derived from the Chapman-Kolmogorov equation [e.g., Zank , 2014],

Z
f (p, t) =

f (p − ∆p, t − ∆t)Ψ(∆p, t|p − ∆p, t − ∆t)d∆p
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where Ψ is the associated transition probability of a momentum change ∆p during
time ∆t. The transition time ∆t is held as some constant, which essentially assumes
a Markov process.

5.5.1

Continuous time random walk
Here, we present a derivation of the transport equation using a more general

approach called continuous time random walk (CTRW), which can be applied to
non-Markovian processes. CTRW is used in studies of anomalous transport, especially fractional transport [e.g., Milovanov and Zelenyi , 2001; Barkai et al., 2000]. A
comprehensive review of CTRW can be found by Metzler and Klafter [2000].
Suppose f0 (ξ) is the initial particle distribution function (ξ is the momentum
logarithm); ψ(t) is the pdf of the waiting time for a momentum jump due to flux
ropes, and λ(ξ) is the probability distribution function (pdf) of jump length. We have
assumed the waiting time ψ(t) and jump length λ(ξ) are statistically independent,
and they do not depend on the current time and momentum. The probability of a
particle not seeing a magnetic island over a period t is given by

∞

Z
W (t) =

ψ(τ )dτ.
t

We introduce a Laplace transform t → u:

Ŵ (u) =

1 − ψ̂(u)
,
u
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where ψ̂(u) is the Laplace transform of ψ(u) [Barkai et al., 2000].
In the Chapman-Kolmogorov equation, the particle distribution function f (ξ,
t) at the current time t is determined by the state at a previous time t−∆t. In CTRW,
the current state is connected to previous states at any time between the initial and
current time, so that f (ξ, t) can be writen as the sum of a series of momentum jumps,

f (ξ, t) = f

(0)

Z
(ξ, t) +

f

(1)

Z
(ξ, t1 )W (t − t1 )dt1 +

f (2) (ξ, t1 )W (t − t1 )dt1 + . . .

Here, the first term
f (0) (ξ, t) = f0 (ξ)W (t)

corresponds to no jumps happening within the time period; the term

f

(1)

Z
(ξ, t) =

f0 (ξ1 )λ(ξ − ξ1 )ψ(t)dξ1

corresponds to one and only one jump to the state ξ occuring at time t; and the term

f

(2)

Z
(ξ, t) =

f (1) (ξ1 , t1 )λ(ξ − ξ1 )ψ(t − t1 )dt1 dξ1

corresponds to a second jump to the current states occuring at t. Note that the
integrals can be writen as convolutions

f (1) (ξ, t) = (f0 ∗ λ)(ξ)ψ(t),
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f (2) (ξ, t) = ((f (1) ∗ λ) ∗ ψ)(ξ, t) = (f0 ∗ λ ∗ λ)(ξ)(ψ ∗ ψ)(t).

Thus the equation for f (ξ, t) becomes

f (ξ, t) = f0 (ξ)W (t) + (f0 ∗ λ)(ξ)(ψ ∗ W )(t) + (f0 ∗ λ ∗ λ)(ξ)(ψ ∗ ψ ∗ W )(t) + . . . (5.10)

This is the starting equation of CTRW, taking the place of the classic ChapmanKolmogorov equation.
From the convolution theorem, the Fourier and Laplace transform of Equation
(5.10) can be evaluated as ξ → k, t → u:

fˆ(k, u) = fˆ0 (k)Ŵ (u) + fˆ0 (k)λ̂(k)ψ̂(u)Ŵ (u) + fˆ0 (k)λ̂2 (k)ψ̂ 2 (u)Ŵ (u) + . . .
=
=

fˆ0 (k)Ŵ (u)
1 − λ̂(k)ψ̂(u)
1 − ψ̂(u)
fˆ0 (k)
.
u
1 − λ̂(k)ψ̂(u)

(5.11)

Inverse Fourier and Laplace transforms of Equation (5.11) yield the transport equation
of f (ξ, t), given the Fourier and Laplace transformed distribution λ and ψ.
Now we explore some specific distributions for λ and ψ and the corresponding
transport equations. One of the simplest distributions is an exponential (Poissonian)
waiting time with a Gaussian jump length, i.e.,

ψ(t) = τ

−1 −t/τ

e

;



ξ2
exp − 2 .
λ(ξ) = √
4σ
4πσ 2
1
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Considering long time (small u) and long jump behaviour (small k), we obtain the
approximated Laplace and Fourier transforms,

ψ̂(u) =

1
' 1 − uτ ;
1 + uτ

λ̂(k) = e−k

2 σ2

' 1 − k2σ2.

Inserting into Equation (5.11), we find



k2σ2
2 2
ˆ
f (k, u) u +
− k σ u = fˆ0 .
τ

Neglecting the higher order term ∼ k 2 u, the inverse transform is easily calculated as

∂2
∂f (ξ, t)
= 2
∂t
∂ξ




σ2
f (ξ, t) .
τ

Hence we have recovered the classic diffusion equation for Brownian motion, corresponding to the Markovian limit. We may also recover the classic diffusion by
assuming a fixed waiting time, i.e., ψ(t) = δ(t − τ ), with its Laplace transform

ψ̂(u) = e−uτ ' 1 − uτ.

Since the Laplace transform is the same as the exponential case (to the lowest order),
the resulting equation is the same. In general, any waiting time distribution with the
same asymptotic behavior in Laplace space will result in the same transport equation.

113

Now suppose the waiting time distribution has a power-law tail, i.e., ψ(t) ∼
(t/τ )−1−α for large t. We assume that α is in the range 0 ≤ α < 1. The distribution
has the Laplace transform [Metzler and Klafter , 2000]

ψ̂(u) ' 1 − (uτ )α

for small u to the lowest order. By assuming the same exponential waiting time,
Equation (5.11) becomes

ufˆ(k, u) +

k2σ2 ˆ
uf (k, u) = fˆ0 (k).
(uτ )α

The inverse Fourier transform then gives

σ 2 ∂ 2 f˜
1
,
f˜(ξ, u) − f0 (ξ) =
u
(uτ )α ∂ξ 2

where the tilde denotes quantities that have been Laplace transformed but not Fourier
transformed. While the inverse Laplace transform of the left hand side is straightforward, the right hand side involves a time derivative of fractional order

f (ξ, t) − f0 (ξ) = 0 D−α
t

σ 2 ∂ 2 f (ξ, t)
.
τ α ∂ξ 2

The symbol a Dpt denotes the fractional differentiation operator on the variable t where
p is the order of differentiation and can be any real number; and a is called the lower
terminal. The definition and basic properties of fractional derivatives are discussed

114

in Appendix A. The time derivative of the above equation yields

∂f (ξ, t)
σ 2 ∂ 2 f (ξ, t)
= 0 Dt1−α α
.
∂t
τ
∂ξ 2

This is a fractional differential equation describing subdiffusion, and the diffusion
coefficient is defined as
Dα =

σ2
.
τα

The equation can also be writen in the following form,

α
0 Dt f (ξ, t) −

∂ 2 f (ξ, t)
t−α
f0 (ξ) = Dα
.
Γ(1 − α)
∂ξ 2

Now we suppose the waiting time is a simple fixed value, but the jump length
has a power law tail λ(ξ) ∼ (σ|ξ|)−1−µ for large |ξ|. The corresponding asymptotic
Fourier transform is a symmetric Lévy distribution [Isliker et al., 2017a,b]

µ

λ̂(k) ∼ e−(σ|k|) ' 1 − σ µ |k|µ .

Equation (5.11) becomes

µ

(σ|k|) ˆ
ufˆ(k, u) − fˆ0 (k) = −
f (k, u).
τ
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In this case, the inverse Fourier transform leads to a fractional derivative in momentum space
uf˜(ξ, u) − f0 (ξ) =

σµ
τ

µ˜
−∞ Dξ f (ξ, u),

and the inverse Laplace transform is straightforward, yielding

∂f (ξ, t)
= Dµ −∞ Dµξ f (ξ, t).
∂t

This is the fractional differential equation that generates Lévy flights with Dµ =
σ µ /τ being the diffusion coefficient. Recent simulations find that fractional transport
equations with Lévy flights can reproduce the test-particle distribution in a turbulent
field generated by an MHD simulation [Isliker et al., 2017a; Vlahos and Isliker , 2019].
Combining the power-law waiting time and power-law jump length distribution results
in an equation with derivatives of fractional order in both time and momentum.
The jump length distributions in the previous examples are all symmetric, i.e.,
λ(ξ) is an even function. Physically, this means that the flux ropes do not have a
statistical preference for contraction or expansion. However, there may be situations
where a net contraction or expansion exist, which will have a substantial effect on
the efficiency of particle energy gain or loss. We now discuss some simple asymmetric
distributions while the waiting time is kept as a constant. First, we consider a onesided exponential distribution

λ(ξ) =

1 −ξ/σ
e
H(ξ)
σ
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where H(ξ) is the Heaviside step function. This corresponds to a scenario where all
the flux ropes are contracting, since ξ is always positive. The Fourier transform is

λ̂(k) =

1
' 1 + ikσ − k 2 σ 2 .
1 − ikσ

This lead to a first-order Fokker-Planck term in the transport equation

∂f (ξ, t)
σ ∂f (ξ, t) σ 2 ∂ 2 f (ξ, t)
=−
+
.
∂t
τ ∂ξ
τ
∂ξ 2

As another example, we consider a shifted Maxwellian distribution

λ(ξ) = √

1
4πσ 2

e−

(ξ−a)2
4σ 2

,

the Fourier transform of which is

λ̂(ξ) = e−k

2 σ 2 +ika

1
' 1 + ika − k 2 (σ 2 + a2 ).
2

In this case, the flux ropes have a net contraction or expansion depending whether
the parameter a is positive or negative. The resulting transport equation is then

∂f (ξ, t)
a ∂f (ξ, t) σ 2 + a2 /2 ∂ 2 f (ξ, t)
=−
+
.
∂t
τ ∂ξ
τ
∂ξ 2

This is again the Fokker-Planck equation with both first and second order terms.
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5.5.2

Statistics of magnetic flux ropes
The key to deriving a proper transport equation is the statistical distributions

of waiting time and jump length, which are related to the physical properties of
interacting magnetic flux ropes. Here, we restrict the discussion to the compressible
island contraction mechanism since it is the most efficient. The associated quantity
is the magnetic field line contraction rate ηc . Given a time period ∆t, the momentum
change due to island contraction is


∆ξ =


1
1
2
ηc + ηc µ ∆t.
2
2

For simplicity, we assume the particle distribution remains isotropic, and average over
the pitch angle
2
∆ξ = ηc ∆t ≡ η∆t,
3
where η is the effective island contraction rate, and ∆t can be viewed as a characteristic trapping time for a particle. If ∆t is a constant value, then the jump length
distribution λ(ξ) is fully determined by the contraction rate η. Suppose η has a pdf
g(η), so that
λ(ξ)dξ = g(ηc )dηc

⇒

1
λ(ξ) =
g
∆t



ξ
∆t


.

From the above expression, the jump length distribution can be directly related to
the statistics of the island contraction rate. Future simulations and observations may
provide insights into the statistics. The discussions above consider the jump length
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distribution only. A more more complete thoery should also consider the statistical
distributions of the waiting time and traping time.
In summary, interacting magnetic flux ropes are a potential source for particle
acceleration in the heliosphere. We have illustrated the basic acceleration mechanism
of Fermi acceleration due to magnetic island contraction and merging using tracer
particles in a PIC simulation. Theoretical modeling of particle acceleration in the
context of magnetic reconnection is a challenging task and requires more efforts from
future simulations. A gerenal framework of transport theory based on continuous
time random walk is discussed in this chapter. We show that even with a simple
physical description of the basic acceleration mechanism, the appropriate transport
equation depends on statistical distributions of various quantities.
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APPENDIX A

FRACTIONAL DIFFERENTIATION

In the case of a power law waiting time or jump length distribution (Chapter 5), we used fractional differential equations to describe the transport processes. A
fractional differential equation is a differential equation that includes fractional order
differentiations or integrations. The theory of fractional calculus has been studied
for centuries since the era of Leibniz, and was applied to physical problems in recent decades. Here we briefly provide some basic mathematical background from the
fractional calculus. More details can be found in references by Podlubny [1998] and
Metzler and Klafter [2000].
A fractional derivative or integral is denoted by the operator a Dpt , where p is
the order of differentiation and can be any real number; and a is called the lower
terminal. The most common definition is the Riemann-Louville derivative

p
a Dt f (t)

1
≡
Γ(m − p + 1)



d
dt

m+1 Z

t

(t − τ )m−p f (τ )dτ,

a
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(m ≤ p < m + 1)

for p > 0 and m is an integer. A negative-order differentiation becomes a fractional
integral defined as

−p
a Dt f (t)

1
≡
Γ(p)

t

Z

(t − τ )p−1 f (τ )dτ,

(p > 0).

a

Some of the most useful properties of the Riemann-Liouville derivative are
associated with Laplace and Fourier transforms. Consider the Laplace transform of
the function f (t): t → u, and L {f (t)} = F (u). Setting the lower terminal as 0, the
formula for the Laplace transform is

L

−p
0 Dt f (t)

= u−p F (u)



for fractional integration, and

L {0 Dpt f (t)} = up F (u) −

n−1
X

uk

h

i
p−k−1
D
f
(t)
0 t

k=0

,

(n − 1 ≤ p < n)

t=0

for fractional differentiation. This expression is very similar to the Laplace transform
of ordinary derivatives, which depends on the initial values of the lower order derivatives. However it is sometimes inconvenient when p > 1, because the initial values of
fractional derivatives are not easily obtained. For the Fourier transform x → k, and
F {f (x)} = F (k), we set the lower terminal to be −∞. The formula for the Fourier
transform is
F



−α
−∞ Dt f (x)

= (−ik)−α F (k)
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for fractional integrals, and

F



α
−∞ Dt f (x)

= (−ik)α F (k)

for fractional derivatives. This is also similar to the Fourier transform of ordinary
derivatives. Note that with the lower terminal being −∞, the operator

α
−∞ Dx

is

sometimes called Weyl operator, or Riesz/Weyl operator in some literature [e.g.,
Metzler and Klafter , 2000]. Another property to note is that the Riemann-Liouville
operator does not commute with the ordinary derivative in general. The composite
derivatives are given by
dn
( Dp f (t)) = a Dn+p
f (t)
t
dtn a t
and
p
a Dt



dn f (t)
dtn


=

n+p
f (t)
a Dt

−

n−1 (j)
X
f (a)(t − a)j−p−n
j=0
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Γ(1 + j − p − n)

.
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Valentini, F., P. Trávnı́ček, F. Califano, P. Hellinger, and A. Mangeney (2007), A
hybrid-Vlasov model based on the current advance method for the simulation of
collisionless magnetized plasma, Journal of Computational Physics, 225 (1), 753–
770, doi:10.1016/j.jcp.2007.01.001.
van Ballegooijen, A. A. (1986), Cascade of Magnetic Energy as a Mechanism of
Coronal Heating, ApJ, 311, 1001, doi:10.1086/164837.
Vlahos, L., and H. Isliker (2019), Particle acceleration and heating in a turbulent solar
corona, Plasma Physics and Controlled Fusion, 61 (1), 014020, doi:10.1088/13616587/aadbe7.
Wang, H., Q. Lu, C. Huang, and S. Wang (2016), The Mechanisms of Electron
Acceleration During Multiple X Line Magnetic Reconnection with a Guide Field,
ApJ, 821 (2), 84, doi:10.3847/0004-637X/821/2/84.
Webb, G. M., and L. J. Gleeson (1979), On the Equation of Transport for
Cosmic-Ray Particles in the Interplanetary Region, Ap&SS, 60 (2), 335–351, doi:
10.1007/BF00644337.
Whitham, G. B. (2011), Linear and nonlinear waves, vol. 42, John Wiley & Sons.
Wilson, I., Lynn B., M. L. Stevens, J. C. Kasper, K. G. Klein, B. A. Maruca, S. D.
Bale, T. A. Bowen, M. P. Pulupa, and C. S. Salem (2018), The Statistical Properties of Solar Wind Temperature Parameters Near 1 au, ApJS, 236 (2), 41, doi:
10.3847/1538-4365/aab71c.
Wolf, R. A., Y. Wan, X. Xing, J. C. Zhang, and S. Sazykin (2009), Entropy and
plasma sheet transport, Journal of Geophysical Research (Space Physics), 114 (A9),
A00D05, doi:10.1029/2009JA014044.
Yang, Y., W. H. Matthaeus, T. N. Parashar, C. C. Haggerty, V. Roytershteyn,
W. Daughton, M. Wan, Y. Shi, and S. Chen (2017), Energy transfer, pressure
tensor, and heating of kinetic plasma, Physics of Plasmas, 24 (7), 072306, doi:
10.1063/1.4990421.
134

Yang, Y., M. Wan, W. H. Matthaeus, L. Sorriso-Valvo, T. N. Parashar, Q. Lu, Y. Shi,
and S. Chen (2019), Scale dependence of energy transfer in turbulent plasma, MNRAS, 482 (4), 4933–4940, doi:10.1093/mnras/sty2977.
Zank, G. P. (1999), Interaction of the solar wind with the local interstellar medium: a theoretical perspective, Space Sci. Rev., 89, 413–688, doi:
10.1023/A:1005155601277.
Zank, G. P. (Ed.) (2014), Transport Processes in Space Physics and Astrophysics,
Lecture Notes in Physics, Berlin Springer Verlag, vol. 877, doi:10.1007/978-1-46148480-6.
Zank, G. P., and W. H. Matthaeus (1992), Waves and turbulence in the solar wind,
J. Geophys. Res., 97, 17, doi:10.1029/92JA01734.
Zank, G. P., and W. H. Matthaeus (1993), Nearly incompressible fluids. II - Magnetohydrodynamics, turbulence, and waves, Physics of Fluids A, 5, 257–273, doi:
10.1063/1.858780.
Zank, G. P., W. H. Matthaeus, J. W. Bieber, and H. Moraal (1998), The radial
and latitudinal dependence of the cosmic ray diffusion tensor in the heliosphere,
J. Geophys. Res., 103 (A2), 2085–2098, doi:10.1029/97JA03013.
Zank, G. P., W. K. M. Rice, and C. C. Wu (2000), Particle acceleration and coronal
mass ejection driven shocks: A theoretical model, J. Geophys. Res., 105 (A11),
25,079–25,096, doi:10.1029/1999JA000455.
Zank, G. P., J. A. le Roux, G. M. Webb, A. Dosch, and O. Khabarova (2014), Particle
Acceleration via Reconnection Processes in the Supersonic Solar Wind, ApJ, 797,
28, doi:10.1088/0004-637X/797/1/28.
Zank, G. P., P. Hunana, P. Mostafavi, J. A. Le Roux, G. Li, G. M. Webb,
O. Khabarova, A. Cummings, E. Stone, and R. Decker (2015), Diffusive Shock
Acceleration and Reconnection Acceleration Processes, ApJ, 814, 137, doi:
10.1088/0004-637X/814/2/137.
Zank, G. P., S. Du, and P. Hunana (2017a), The Origin of Compressible Magnetic Turbulence in the Very Local Interstellar Medium, ApJ, 842 (2), 114, doi:10.3847/15384357/aa7685.
Zank, G. P., L. Adhikari, P. Hunana, D. Shiota, R. Bruno, and D. Telloni (2017b),
Theory and Transport of Nearly Incompressible Magnetohydrodynamic Turbulence, ApJ, 835, 147, doi:10.3847/1538-4357/835/2/147.
Zank, G. P., L. Adhikari, P. Hunana, S. K. Tiwari, R. Moore, D. Shiota, R. Bruno,
and D. Telloni (2018a), Theory and Transport of Nearly Incompressible Magnetohydrodynamic Turbulence. IV. Solar Coronal Turbulence, ApJ, 854 (1), 32, doi:
10.3847/1538-4357/aaa763.

135

Zank, G. P., L. Adhikari, L. L. Zhao, P. Mostafavi, E. J. Zirnstein, and D. J. McComas
(2018b), The Pickup Ion-mediated Solar Wind, ApJ, 869 (1), 23, doi:10.3847/15384357/aaebfe.
Zhao, L.-L., G. P. Zank, O. Khabarova, S. Du, Y. Chen, L. Adhikari, and Q. Hu
(2018), An Unusual Energetic Particle Flux Enhancement Associated with Solar
Wind Magnetic Island Dynamics, ApJ, 864, L34, doi:10.3847/2041-8213/aaddf6.
Zhao, L. L., G. P. Zank, Y. Chen, Q. Hu, J. A. le Roux, S. Du, and L. Adhikari
(2019a), Particle Acceleration at 5 au Associated with Turbulence and Small-scale
Magnetic Flux Ropes, ApJ, 872 (1), 4, doi:10.3847/1538-4357/aafcb2.
Zhao, L. L., G. P. Zank, Q. Hu, Y. Chen, L. Adhikari, J. A. leRoux, A. Cummings,
E. Stone, and L. F. Burlaga (2019b), ACR Proton Acceleration Associated with
Reconnection Processes beyond the Heliospheric Termination Shock, ApJ, 886 (2),
144, doi:10.3847/1538-4357/ab4db4.
Zheng, J., and Q. Hu (2018), Observational Evidence for Self-generation of Smallscale Magnetic Flux Ropes from Intermittent Solar Wind Turbulence, ApJ, 852,
L23, doi:10.3847/2041-8213/aaa3d7.
Zhong, Z. H., M. Zhou, R. X. Tang, X. H. Deng, D. L. Turner, I. J. Cohen, Y. Pang,
H. Y. Man, C. T. Russell, B. L. Giles, W. R. Paterson, Y. Khotyaintsev, and J. L.
Burch (2020), Direct Evidence for Electron Acceleration Within Ion-Scale Flux
Rope, Geophys. Res. Lett., 47 (1), e85141, doi:10.1029/2019GL085141.

136

