Introduction
The simple queue management and forwarding mechanism of the router will probably cause the starvation of conformant flows, even the danger of congestion collapse. Until recently, fair bandwidth allocation is mainly achieved by packet scheduling and active queue management. Most of the scheduling algorithms can achieve nearly perfect fairness [1, 2] . However, they usually maintain per-flow state and perform per-flow processing, which prevents them from being widely deployed in the high-speed backbone core routers. In contrast, the queue management mechanisms with preferential dropping can achieve approximate fairness by maintaining full or partial state * Supported by the National Natural Science Foundation of China under Grant No.60603064 ( ) dynamic packet state (DPS), which inserts the flow state information into the header of the incoming packets. In the SCORE/DPS architecture, routers are divided into edge routers and core routers. Edge routers maintain per-flow state and insert it into the header of the incoming packet [9−12] . Core routers use the simple first-in first-out (FIFO) queueing and drop the incoming packet based on the state information carried in its header when congestion occurs.
Unfortunately, the existing mechanisms based on SCORE/DPS architecture have the following limitations. First, they label each packet passing through edge routers, which is not really necessary since only packets of high-bandwidth flows will be dropped probabilistically when the network becomes congested. Moreover, it is showed by recent measurement that most of the traffic is actually carried by a small number of flows, while the large remaining amount of flows is very small both in size and lifetime [4, 13] . So it is reasonable to just maintain the state of these minority flows that tend to occupy more bandwidth and label their packets. Second, these mechanisms deal equally with short flows and long flows. In fact, the throughput and delay of the short-lived transmission control protocol (TCP) flows will deteriorate severely when competing with the long-lived one due to lack of sufficient packets to activate duplicate acknowledgments and the dependence on timeout to detect packet loss.
Although several approaches have been proposed to deal with short flows preferentially, they cannot allocate bandwidth fairly among the competing long flows [14, 15] . Third, to the best of our knowledge, none of these proposed SCORE/DPS mechanisms applies specific approach to control the queue length in routers, which corresponds to the queueing delay experienced by the backlogged packets.
In order to address these issues, we propose a new fair bandwidth sharing mechanism in this paper. In the mechanism, edge routers classify the flows into short and long based on the amount of traffic they send. The packets of long flows are labeled with their flow rate while the packets of short flows are not labeled. Core routers allocate the bandwidth of the output link to short flows as they need and allocate the remaining bandwidth fairly among the contending long flows. The new mechanism with the name of fair PIP (FPIP) uses a well-designed active queue management (AQM) algorithm, called proportional integral based series compensation and position feedback compensation (PIP), to detect congestion and control the queue length [16] .
The rest of the paper is organized as follows. In Section 2, we describe FPIP in detail. In Section 3, the performance of FPIP is evaluated through extensive simulations. In Section 4, we discuss some miscellaneous issues related to the implementation of FPIP. Finally, we conclude in Section 5.
FPIP Framework

Overview
We present FPIP, a packet labeling and queue management mechanism that significantly simplifies the operation of edge router and core router without affecting the performance of the mechanism by taking into account the ubiquitous heavy-tailed distribution of the Internet traffic. Since the bandwidth demanded by short flows is comparatively little, proper protection of short flows will not cause persistent congestion. Instead, the bandwidth allocated to long flows should be limited for they tend to use up bandwidth more aggressively. Furthermore, in the current Internet, long flows are mainly used to transfer the bulk data, which are not very sensitive to the packet loss and delay. So, it is feasible to satisfy the bandwidth demands of short flows first and then fairly allocate the remaining bandwidth among long flows. To achieve this goal, FPIP consists of a set of edge-router and core-router : 767 mechanisms as shown in Fig.1 . The edge router classifies the flows as long and short, and then estimates the rate of long flows and labels their packets. For short flows, their traffic counters are updated. The core router uses AQM algorithm to detect congestion, estimates the fair share of the bandwidth, and drops packets with probability. To protect short flows, we should distinguish them from long flows at first and then decrease their loss rates.
Since the routers determine the packet drop probability based on its label, it is applicable to differentiate between short and long flows by their labels. In our mechanism, the edge router maintains a traffic counter for each active flow, which is used to record the number of bits sent by this flow. Once the traffic counter exceeds a certain "bit threshold", noted as bitThresh, the flow will be considered long. Otherwise, it is considered short. For the long flows, the edge routers estimate their arrival rates and label their packets. Instead, for the short flows, only their traffic counters increase.
To estimate the long flow arrival rate, we use the exponential averaging formula. Specifically, let be the 
where is the length of the k k i l th arrival packet of flow i and K r is a constant.
Since the short Web flows are the main traffic in the current Internet [14] , the new label approach proposed above will significantly decrease the state information maintained by edge routers and simplify the operation
Estimating the aggregate arrival rate of short flows
To calculate the bandwidth that can be allocated to long flows, we should estimate the aggregate arrival rate of short flows at first. For each arrival packet, the router checks its label to see which kind of flow it comes from. If the packet label equals to zero, the packet is thought of as coming from short flow. Let l be the length of the arrival 
where K s is a constant.
If the label of the arrival packet is greater than zero, the packet is thought of as coming from long flow. sRate is also updated according to (2) , where l equals to zero. Then, we yield 
Estimating the number of active long flows
In our mechanism, the routers calculate the fair share rate based on two variables: the bandwidth allocated to long flows and the number of the active long flows (Nactivel). The former has been determined easily. However, the latter is a lot harder to estimate. Several approaches have been proposed previously to address this issue [3, 8, 17] . Since these approaches are motivated by some specific goals, none of them can be copied here.
We introduce a new method to estimate the number of the active long flows, which is very straightforward.
According to our method, the router is required to maintain a state table for tracking the arrival time (denoted by prevtime) of the packet that has lately arrived from each long flow. For each arrival packet, if its label is greater than zero, the prevtime of the corresponding flow in the state table is checked. If it equals to zero, the number of active long flows increases and the prevtime is set to the current time. Otherwise, only the prevtime is replaced by the current time. In order to estimate the number of the flows sharing the bandwidth during a longer period of time rather than that of the flows currently having packets in the buffer, the flow table is not updated when there is packet leaving the queue. Instead, it is updated periodically with a constant frequency, which can be viewed as a background task, for it is shifted from the high-speed data-forwarding path. When the update timer expires, items of the table are checked one by one. If the interval between the current time and the prevtime of a flow is greater than a certain threshold (Tn), which means there is no packet from that flow in the last Tn time units, the flow is considered terminated. Thus, Nactivel is reduced and the prevtime of the flow is reset to zero.
Estimating and adjusting the fair share rate
The problem of the fair bandwidth sharing occurs along with the presence of the network congestion, and the estimation of the fair share rate depends further on it. Therefore, it is of great importance to correctly detect the congestion state of the network. In this paper, we apply AQM scheme in congestion detection for the following reasons: (1) The packet drop probability calculated by AQM is a good representation of the degree of congestion;
(2) AQM scheme is able to detect congestion and control queue length simultaneously. In our mechanism, we use a robust AQM scheme designed previously, which is called PIP [16] . In PIP, the packet drop probability is calculated as
where, ∆t is the packet interarrival time, q 0 is the reference queue length, q(k) is the current queue length. τ, T and K h are parameters of PIP, which are determined by the stability conditions of the TCP/PIP system.
Here, we don't drop the packet based on p(k) directly. Instead, it is regarded as a measure of congestion. When p(k) is greater than a random variable, it is likely that the link is congested and the fair share rate (R fair ) should be calculated. Let the capacity of the output link be C. Suppose sRate is less than C. R fair is calculated as
Next, we will show that the estimated value of R fair is approximate to the accurate value.
When the aggregate packet arrival rate is greater than the link capacity, the accurate fair share rate is the unique solution of the following equation
where n is the number of active flows sharing the same link. 
Let R slow be the aggregate rate of slow flows and Nactivef be the number of active fast flows, then we have
Eq. (7) can be written as Nactivel is the number of long flows. Although short flows are not necessarily slow flows, they can be treated equally for both of them tend to demand less bandwidth than long flows and fast flows. Thus, we conclude that the fair share rate calculated by Eq.(4) is a good approximation to the accurate value.
When p(k) is less than a random variable, the link is considered uncongested. To avoid under-utilization of the link, when the estimated rate of the accepted traffic (cRate) is less than the output link capacity C, the fair share rate is adjusted as follows
The accepted rate is also estimated by exponential averaging:
The implications of the parameters in Eq.(10) are similar to those in Eq.(2). The adjusting method ensures high utilization of the link even if the estimation of sRate or Nactivel is not very accurate. In addition, when the link is not congested, the fair share rate will increase according to Eq.(9).
After R fair is estimated, the incoming packet of the long flow will be dropped with a probability that is calculated as
where r i is the rate of flow i carried by the packet label. 
Simulations
We use NS simulator to evaluate the performance of FPIP under a variety of conditions, and compare it with Core-Stateless Fair Queueing (CSFQ) and Random Early Detection (RED) respectively [18] . Since CSFQ is one of the most well-known mechanisms for the fair bandwidth sharing based on SCORE/DPS architecture, we use similar configurations of simulation used by CSFQ to verify the performance of FPIP.
Single congested link
We start with the single congested link topology shown in Fig.2 bytes. In FPIP, the bitThresh is set to 10 Kbytes, T=200, τ=0.4, K h =0.0014, q 0 is 50 packets. The averaging constants K r , K s and K c are all set to 100 ms. Unless otherwise specified, the buffer threshold in CSFQ is set to 50 Kbytes. Other parameters of CSFQ are selected as the default values in NS. In RED, the minimum threshold is set to 25 Kbytes, while the maximum threshold is 75
Kbytes. is the flow number. Thus flow 1 sends at 0.5 Mbps, flow 2 sends at 1 Mbps, and so on. Fig.3(a) shows the average throughput of each flow over a 10 second interval. FPIP achieves the highest degree of fairness; while RED fails to ensure fairness with each flow getting a share proportional to its incoming rate. CSFQ achieves a less precise degree of fairness, for the deviations between the throughputs of most flows and the ideal value are very large. Moreover, for CSFQ the estimated fair share rate is about two times more than the ideal value 0.5 Mbps, while for FPIP the estimated value matches the ideal value pretty well.
Next, we will study the performance of a TCP flow sharing the same bottleneck link with (N−1) unresponsive UDP flows. All the UDP flows send at twice their fair share rate. We compare the bandwidth achieved by each flow through the normalized bandwidth, which is defined as the ratio of the allocated bandwidth to the ideal bandwidth.
When the total number of flows changes from 2 to 25, the normalized bandwidths of the TCP flow are illustrated in Fig.3(c) . The queue length under CSFQ is much higher than that under FPIP, which leads to larger queueing delay. Even though the queue length has a great impact on the response time of Web flows, it is not the only factor. We should also protect short Web flows from high-speed unresponsive flows and ensure reasonable bandwidth to them. As in RED, even if the queue length is low (between 25 Kbytes and 75
Kbytes in our simulations), the response time is infinite due to lack of bandwidth guarantees for Web flows. 
Multiple congested links
Next, we will consider a traffic flow traversing multiple congested links, as shown in Fig.4 . With the decrease of the queueing delay, the bandwidth achieved by the TCP flow will increase. The simulation result is also shown in Fig.5(a) . The bandwidth achieved by the TCP flow increases just as expected.
When the TCP flow is replaced by a UDP flow (denoted as UDP0 in Fig.4 ) sending at its fair share rate 
Discussion
Choosing bitThresh
The value of bitThresh determines the boundary between short flow and long flow. A larger value for bitThresh has many advantages, such as more flows being classified as short flows, more bandwidth being allocated to short flows, less state requirement, lower computing overhead involved in the estimation of the flow arrival rate at the edge router, the calculation of the packet drop probability, and rewritten of the packet label at the core router. On the contrary, a smaller value for bitThresh leads to the opposite results.
Several possible approaches can be used to set bitThresh. First, we can set bitThresh to the size of three packets, which ensures that each TCP flow can send at least three packets so that they are guarded against timeout. This is a conservative setting. Second, it is appropriate to choose the value of bitThresh based on the average size of the short TCP flows measured in the real networks. Typically a short TCP flow has less than 20 packets to transmit [15] . In our simulations, we empirically choose bitThresh to be 10 Kbytes, which indicates 10 packets with the size of 1 Kbytes. This setting is more aggressive. Instead of a fixed, predetermined value for bitThresh, another possibility is to vary bitThresh dynamically according to the measure of congestion in a network. If the network is severely congested, bitThresh should be small, which indicates less bandwidth can be allocated to short flows. On : 773 the contrary, if the network is not congested, bitThresh should be large for enough bandwidth can be allocated to short flows.
Choosing T n , the longest idle time of long flows
T n is the longest idle time of long flows, which indicates that a long flow is considered terminated if no packet from it is observed in the last T n time units. T n can be naturally chosen as the maximum RTT of long TCP flows traversing the link. Due to the high overhead involved in the measure of RTT, T n can be set empirically. A smaller value for T n can lead to some disadvantages, such as the fluctuation of the estimated number of long flows, the unnecessary updating of the long flow state table, and larger estimated fair share rate. On the contrary, if T n is too large, the stopping of a long flow may not be detected immediately and the estimated number of the active long flows will be larger than the real value. According to Eq.(4), the estimated fair share rate will be smaller than the accurate value, which can then lead to the potential under-utilization of the output-link capacity. Fortunately, this issue has been addressed in our mechanism by adjusting the fair share rate when the estimated aggregate rate of the accepted traffic is less than the output-link capacity. Therefore, we argue that the performance of FPIP is not very sensitive to T n as long as it is large enough. In our simulations, we set T n to a conservative value that is about two magnitudes of order larger than the commonly observed RTT in the real networks, for example 5 seconds.
State requirements
In addition to the aggregate state needed by regular SCORE/DPS mechanisms [9−11] , FPIP needs to maintain the state of long flows at the core routers to estimate the number of the active long flows, which is at variance with the original spirit of the stateless core proposal. Even so, it is not likely to result in severe scalability problems for the following reasons. First, only the state of packets from active long flows is maintained. The amount of memory required will be considerably small considering the ubiquitous heavy-tailed distribution of the Internet traffic in terms of the flow size [4] . Second, the core routers only need to maintain the arrival time of the lately arrived packet from each long flow. Thus, the item of the state table contains only one column of content, which greatly simplifies the construction of the table and the processing done on it.
Conclusions
In this paper, we present a new fair bandwidth allocation mechanism based on the Internet traffic characteristics. By labeling only the packets of long flows at edges, the mechanism greatly reduces the amount of the flow state required and the processing done on it. To provide low delay service, the core routers apply AQM algorithm to detect congestion and control queue length, which is beneficial to the adaptive flows and delay-sensitive applications. The results of the extended simulations show that FPIP performs well in many aspects. 
