Safety is typically demonstrated by identifying hazards, mitigating those hazards, and then by showing that the remaining risk is acceptable. This paper begins by setting out some principles for assessing tests of risk acceptability. It then categorises and examines existing methods of testing for risk acceptability against those principles, and finds that they fall short. A new measure of risk acceptability is proposed, the Minimum Industry Safety Return on Investment (MISRI). MISRI is an industry-specific measure, which complies with ALARP and with the principles espoused in the early part of this paper.
Introduction
This paper takes as its starting point the definition of safety given by Lowrance [10] :
"A thing is safe if its attendant risks are judged to be acceptable".
As professionals in safety-critical industries, we have ethical responsibilities to deliver safe systems, and to warn the public if we are aware of systems that are unsafe [1] . It follows then, that we should be confident when we make assessments as to whether things are safe or unsafe.
On a practical level, risk acceptability is at the heart of safety decision making. Explicit in every safety related design or assurance decision is a subjective judgement about whether the attendant risk is acceptable, and whether further mitigation is worthwhile -particularly when scarce resources could be spent reducing risks elsewhere.
Why then, do we have no consensus on how to judge risk acceptability? A safety case is incomplete without risk acceptance criteria, yet official standards decline to mandate what these criteria should be. This paper is not the first to discuss the question of acceptable risk (see for example [1] , [10] ), and it makes no pretence at delivering a definitive solution. It does, however, take a critical look at what standards of acceptable risk we currently follow, why we follow them, and why we need better ones. Section 2 of this paper presents some principles which will be used to judge the various tests for acceptable risk. It consists mainly of practical imperatives gleaned from attempting to argue the safety of various defence and railway systems, but is not industry-specific in nature. In Section 3 we review tests which have been used for acceptable risk. This review makes reference to official standards which follow the various tests and comments on their reasonableness and practicality. Section 4 contains some further discussion on the philosophy of risk acceptability, and concludes that further work is required. Further to this conclusion, Section 5 takes on the challenge by providing guidelines for industry specific benchmarks which satisfy the principles espoused in Section 2. By way of conclusion, Section 6 considers some of the implications of the guidelines of Section 5, and decides that further work in the field is needed.
Some Principles of Acceptable Risk
A good standard for acceptable risk must meet three criteria:
1. It must be logical; 2. It must be practically applicable; and 3. It must be socially acceptable.
For a standard to be logical, it must hold that safety risk is unacceptable if the cost to mitigate the risk is less than the value gained by applying the mitigation. We will refer to this as "Principle 1". The extreme case of this principle is where a life can be saved by the expenditure of a single cent. If a risk acceptance standard does not require us to spend that cent, it is a poor standard.
Also required for a standard to be logical is the recognition that safety risk cannot be completely eliminated. This is "Principle 2". Every system has some level of residual risk. These include the risk from unknown hazards, risk from hazards which are not totally mitigated by safety requirements, and risk from safety requirements which are not totally assured. In a real system, none of these sources of risk can be eliminated.
For a standard to be practically applicable, it must hold that there is a floor of absolute risk acceptability, below which it is not necessary to analyse risks and mitigations. This is "Principle 3". If your safety case justifies why your system is acceptably safe from takeover by mind-controlling aliens, you've gone a little too far. Some accident sequences, by virtue of factors external to the system, have such a low probability of leading to an accident that consideration of the system hazard is a waste of resources.
Note that there is necessarily some conflict between Principle 1 and Principle 2, in that complete analysis of all risks is not necessarily feasible or practicable. In some cases the cost of analysing the risk to determine the logical acceptability is not justified. In these cases Principle 2 should take precedence over Principle 1.
When social acceptability of a risk acceptance standard is considered, we arrive at Principle 4, which states that the accompanying benefits must be taken into account in determining risk acceptability. For example, arguing that a four-seat aircraft is safe because it has the same accident rate as a four-seat car is not valid, because people choose to drive and fly for different reasons, and have different tolerances for the associated risks.
A Review of Risk Acceptance Tests

Social Tests
Risk Perception
It has been found in many studies that the general public performs poorly at assessing the magnitude of risks, and at interpreting risk magnitudes when presented to them [19] . Further, risk magnitude is only one factor that the average person uses in assessing the acceptability of risk. [18] , indicates some of the factors that people use in assessing the acceptability of risk. The fact that these are often emotional factors does not necessarily make them irrational. For instance, judging risks as more acceptable when they have greater accompanying benefits is in accordance with the decision making principle of cost-benefit analysis. Similarly, preferring risk to adults rather than children is a legitimate value judgement based on life expectancy. This psychological aspect of risk acceptability takes us no closer to a standard for acceptability of risk. It does, however, indicate that any standard that consists of a single numerical target across all technologies is likely to result in outcomes which are unacceptable to the community at large, either in terms of risk the public is exposed to, or costs they are asked to bear in the name of safety.
RISKS PERCEIVED TO
The Delaney Principle
In its original formulation, US Senator James Delaney's argument was that if a product was carcinogenic in any way or to any extent, it should be banned. The Delaney Principle has come to represent the social attitude that no risk is acceptable [15] . This attitude is perpetuated by any standard which explicitly dismisses the notion of acceptable risk.
The Delaney Principle is unrealistic in its application. Firstly, it violates Principle 2, in that risk cannot be reduced to zero. Even maintaining the status quo involves risk. Secondly, it violates Principle 3, in that there are some risks which are too remote to warrant consideration. Thirdly, it violates Principle 4, in that it does not consider the accompanying benefits when determining risk acceptability.
Absolute Tests
Minimum Endogenous Mortality
Minimum Endogenous Mortality (MEM) takes the bold step of setting explicit acceptability targets, uniform across all technologies. The principle is that hazards due to a new system must not significantly augment the Endogenous Mortality Rate (EMR) of a young person, that is, the rate of death due to illness, disease or congenital malformation. In practice, the acceptable level of risk is interpreted as 5% of the EMR, or a 1 in one hundred thousand chance of death per person per year [4] .
MEM could be said to violate Principle 1 above, since once the risk has been reduced to an "acceptable" level, further mitigations are not considered. If the "acceptable" level were low enough, this would be reasonable in accordance with Principle 3. However, 1 in one hundred thousand is within the region where many standards would insist that further mitigations be considered.
MEM definitely contravenes Principle 4 above, since it holds all technological risks to be equal, regardless of the benefit posed by accepting those risks, or the social attitude towards acceptability of the risks.
Comparison to Background Risk
The United Kingdom Health and Safety Executive (HSE) recommendation is that individual industries set their own targets for acceptable risks. In "Reducing Risks, Protecting People" [7] they do, however, provide upper and lower bounds for risk acceptability. Below the lower bound, any risk is considered acceptable without further consideration. Above the upper bound, no risk is considered acceptable. The lower bound, one in one million deaths per person per year, is justified with the fact that it is insignificant compared to the total chance of an individual dying in any given year.
The upper bound is set at one in a thousand deaths per person per year for voluntary risks, and one in ten thousand deaths per person per year for involuntary risks. This upper bound is not a test for risk acceptability in itself, and so will not be considered further here.
The lower bound is a useful implementation of Principle 3, with reasonably scientific justification.
Comparison to Existing Specific Risks
In accordance with Principle 4, and with the social factors examined in Section 3.1.1, it is not generally valid to compare risks across industries.
Within an industry, or even within a specific application, tests such as GAMAB (Globelment au moins aussi bon) and GAME (globelement au moins equivalent) meaning "globally at least as good" have been considered [4] . The GAMAB principle requires that any new system be at least as good as the system it is replacing, or any equivalent system in existence. This principle ensures that an installation does not go backwards in terms of absolute safety, but when societal norms and expectations are constantly advancing, is not a guarantee that the safety of a system will be improved.
GAMAB violates Principle 1 above, since it can be used as an argument not to implement new risk mitigations, even if the cost is low and the benefit great.
Trade-off Tests
Trade-off tests seek to find equilibrium between costs and benefits. The two broad categories of trade-off are comparing the costs of a risk against the benefits of a risk (which we will call cost-benefit analysis) and comparing the costs of a mitigation against the risk reduction of that mitigation (which we will call Value of Life analysis).
Cost-Benefit Analysis
In its simplest formulation, cost-benefit analysis states that a risk is acceptable if the benefits of taking on the risk outweigh the expected costs. This naïve view is inherently unfair, since those at risk are not necessarily those reaping the benefits.
A more sophisticated cost-benefit analysis was presented by Fischhoff [3] , who suggested that a risk is acceptable if the benefits outweigh the costs for all stakeholders. His idea was that those benefiting from risk could compensate those at risk, until an equilibrium point was reached at which the risk was acceptable to all.
The problem with this approach is that it is in violation of Principle 1. Even if the benefits outweigh the risks, it is unreasonable not to reduce the risks further if we could do so cheaply, thereby tipping the cost-benefit analysis further towards the benefits.
Value of Statistical Life (VSL) Analysis
The very term "Value of Life" is pejorative, made so by cases such as the Ford Pinto scandal, in which an Insurance Value of Statistical Life calculation was misused to justify not rectifying a major safety fault with the fuel tank [17] . There is general public mistrust of the concept of placing a value on human life, and of those who do so.
Placing a monetary value on human life allows a direct comparison between the financial costs of risk mitigation and the benefits of that mitigation. This in turn allows a reasoned comparison of various mitigations, and selection of appropriate mitigations to reduce risk to a defined acceptable level -i.e., the point at which further mitigation would cost more than the value of the lives potentially saved.
Significant progress has been made in the field of VSL calculations, unfortunately with little convergence. Four broad approaches to VSL have been made [19] . The second approach is usually termed Willingness to Pay (WTP). Contingent Evaluation explicitly asks consumers through surveys how much they would be willing to pay for a given decrease in risk under various circumstances [11] . As explained in Section 3.1.1, the unevenness of people's risk perception across various categories of risk make contingent evaluation very dependent on the exact phrasing of the questions asked. The Hedonic or Revealed Choice method reconstructs consumers' preferences based on their decisions, such as the variances in wage between high risk and low risk jobs. A meta-study of hedonic wage value of statistical life calculations revealed a range of $4 million to $12 million, with a mean of $7 million which aligned with the studies viewed as most thorough and reliable [22] .
The third approach is based on Quality of Life, and is typified by measures such as the Life Quality Index, which multiples life expectancy by Gross National Product per person, adjusted by the amount of time that people spend in economic activity versus leisure [14] .
Fourthly, VSL can be revealed by public policy or industry decisions. Critics of this method cite the wide range of values obtained, depending on the particular regulation chosen. For example, benzene emission control at rubber tire manufacturing plants costs approximately $20 billion per life saved, whereas mandatory seatbelts cost approximately $70 per life saved [20] .
The "As Low as Reasonably Practicable" Test
Reducing risk "as low as reasonably practicable" (ALARP), adopted by the UK HSE [7] and enshrined in standards such as Def Std 00-56 [6] , takes the form of a Value of Statistical Life analysis without prescribing a value of life. As such, it is more palatable than an explicit VSL test, but ultimately more ambiguous and open to abuse.
A key example is the power generation industry. Controlling emissions from coal-fired power stations would arguably save many more lives than controlling emissions from nuclear power stations, for similar economic cost, yet the nuclear controls are considered reasonably practicable and the coal controls are not [1] . The answer to this paradox lies in the differing implicit VSL between the industry sectors.
Prescribed Mitigation, Implied Acceptability
There is a theory, embodied in standards such as Def Aust 5679 [5] and some legal interpretations of ALARP, which avoids explicitly stating risk acceptability. Instead, it prescribes a standard of practice which must be met, after which the remaining risk is deemed to be acceptable. In forming these standards, and in applying the legal tests, consideration is given to either Prevailing Professional Practice or Best Practice.
Prevailing Professional Practice
Enshrined in the new Australian Uniform Civil Liability legislation under the definition of "reasonable care" taken by a professional is the idea that following prevailing professional practice is sufficient mitigation for any risk. The test is whether the practice is "widely accepted by peer professional opinion by a significant number of respected practitioners in the field as competent professional practice" [16] .
In some respects, this is a good test. It answers the question not only of risk acceptability, but also of suitable risk mitigations. However, it falls foul of Principle 1. Prevailing practice does not necessarily reduce risk to acceptable levels, and certainly provides no incentive to advance industry norms.
Best Practice
One of the legal interpretations of ALARP is that "best practice" is automatically reasonably practicable. The logic is that if someone else is able to afford a particular mitigation for a specific risk, then the mitigation must be affordable for all [8] .
The notion of best practice has a lot to offer. It is industry specific in its strict application, but encourages comparisons and cross-fertilisation between industry safety standards. It aligns well with social expectation, which frequently demands that if a mitigation is available, it should be implemented.
However, in complex systems safety, as opposed to Occupational Health and Safety, best practice is exceptionally difficult to define [13] . It cannot mean every good practice, since many development and verification techniques are incompatible. Expert advice as to good practice is contradictory and often impractical. As a last resort, best practice is frequently interpreted to mean prevailing professional practice, with all of the problems implied therein.
Discussion
The Search for an Acceptable Test for Risk Acceptability
Fischhoff [1] argues that the search for absolute acceptability of risk is misguided. His rationale is that even with the same facts before them, different people using different values and decision methods may come to different conclusions. He makes the particular point that there is no level of risk that can be specified such that risks below that level are acceptable and risks above that level are unacceptable.
We agree with these arguments, with the caveat that the choice of decision method itself need not be either arbitrary or totally subjective.
Values Inherent in the Choice of Test
With the facts about risks, costs and benefits before us, albeit often with a fair degree of uncertainty implicit in the calculation of each of them, the metadecision as to which test to use can be the sole deciding factor in the determination of risk acceptability. In determining the suitability of tests, therefore, we should consider not just their rationality and practicality, but their inherent biases and values as well. With these values and biases in mind, is the question of risk acceptability "trans-scientific" as defined by Weinberg [23] ? That is to say, is it a question that is asked of science, but cannot be answered by science?
Yet another Test of Acceptability
The ALARP test has gained currency as the test of risk acceptability. However, as alluded to in Section 3.3.3, ALARP is a process, not a complete test for risk acceptability. ALARP conceals the lack of a test for risk acceptability behind a scientific-sounding veneer of "reasonable practicability". Essentially, transparency and consistency are sacrificed for the sake of political acceptability. Based on our analysis in Section 3, we make the perhaps cynical observation that the only advantage ALARP has over Value of Life calculations is its very lack of transparency.
We therefore present the following challenges to ourselves and others: 1.
To find a measure for Value of Statistical Life that is practical given the current disparity in safety spending across sectors, and the currently acceptable mitigations for safety risk.
2.
To find a way of describing the method in a way that is palatable to the general public, acceptable to industry, and able to be implemented by standard setters and decision makers.
Addressing the Challenges
The Minimum Industry Safety Return on Investment
We define a new benchmark for risk acceptability, the Minimum Industry Safety Return on Investment (MISRI).
Safety Return on Investment (of a mitigation): the number of statistical lives saved per year divided by the cost of the mitigation.
Minimum Industry SRI: the safety return on investment from the mitigation measure in prevailing professional practice within an industry which has the lowest safety return on investment.
The theory behind MISRI is that social pressure and industry norms have combined to determine an acceptable return from safety spending for each industry. Most accident and intervention data available is in the form of lives lost and lives saved, so this is an accessible measure of safety return.
Where data is in the form of injuries rather than fatalities, it can be converted to equivalent fatalities using an appropriate scaling factor.
MISRI is a per dollar figure which represents the safety return on investment that is considered acceptable for a particular industry. For each industry, there will be a range of mitigations or interventions in prevailing use, with varying return on investment. The lowest of these represents the most that society is willing to pay for safety in that industry, and is the MISRI.
Determining the acceptability of a risk is a two step process. Firstly, below a certain floor of risk, set according to the background risk for society (as, for example, the HSE limit of 1 in one million deaths per person per year) risk is considered automatically acceptable. Above that floor, risk is acceptable only if the safety return on investment for any further mitigation is below MISRI for that industry.
Note that to comprehensively assess the acceptability of a system or project, it is necessary to include abandoning the project as one of the potential mitigations. If the return on investment for abandoning the project, even once other mitigations have been taken into account, is still greater than MISRI, the risk presented by the project is unacceptable.
MISRI and the Regulatory Environment
We do not pretend that establishing MISRI for each industry would be easy or non-controversial. However, it is important to note that it would only need to be determined once per industry, and thereafter refined as new mitigations for risks are developed.
One of the controversies sure to arise is that MISRIs will be quite different between industries, effectively placing a different value on life in different circumstances. This makes explicit a preference already expressed by society and by market forces. How to manage this is an open research question, and a challenge to risk communicators. Ideally, once MISRIs are made explicit, there will be pressure to normalise them, resulting in a more equitable assumption of risk across industries.
MISRI and ALARP
MISRI is compatible with ALARP, both in its expressed form and its legal interpretation. MISRI requires that risks be mitigated if reasonably practicable, and provides a formula for determining what reasonably practicable actually means. In determining reasonably practicable, MISRI automatically requires that prevailing professional practice, as a minimum standard, must be followed.
Applying MISRI -Seatbelts on School Buses
As a worked example, we consider the question of whether seatbelts should be retrofitted to school buses. Expressed formally, we are investigating whether the risk of allowing students to ride school buses is acceptable, given the available but unused mitigation of retrofitting seatbelts. As this example is for illustrative purposes only, we will use figures from a NSW Government Report [9] without critical examination.
The first step in our investigation is to determine the Safety Return on Investment of seatbelts. The report [9] identifies that 0.25 children per year die in school bus accidents in NSW. Three point seat-belts would decrease this risk by 20%, at a cost of one hundred million dollars. Thus, the SRI is 5 x 10 -10 per dollar. per dollar can be found, then the current risk is unacceptable, and the new mitigations should be implemented.
Conclusion
Returning to the sources of risk in Section 2 , we see that risk arises from unknown hazards, known gaps in mitigation for known hazards, and from uncertainty in assurance of mitigations. The return on investment in searching for hazards is unknown, and thus not readily amenable to MISRI comparison. Identification, analysis and management of hazards must therefore be features of any program which uses MISRI as a risk acceptability measure.
Known gaps in mitigation are directly amenable to MISRI analysis. For example, determining the types of protection to place on a particular level crossing, based on the traffic flow, would be a direct MISRI calculation of the alternatives. Uncertainty in assurance should be amenable to MISRI analysis, but isn't, because there is very little data on the true costs or cost savings of various types of assurance, let alone good data on the reduction in risk achieved. This is an open question. 
