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Abstract
Numerical modelling of scour around offshore structures is still a challenging re-
search topic for engineers and scientists due to the complex flow-structure-seabed
interactions. In comparison to single-phase models and Eulerian models with
Exner equation, a multiphase approach has advantages in interpreting the flow-
particle and particle-particle interactions. In the present study, an Euler-Lagrange
multiphase approach is adopted to develop a new scour model in order to simulate
the air-water-sediment interplay simultaneously while being computationally effi-
cient. The model is able to represent free-surface flow with a mobile bed, which
is often critical for realistic scour modelling. Based on the open source compu-
tational fluid dynamics (CFD) software package OpenFOAM®, the model solves
the Navier-Stokes equations on an Eulerian computational grid. The sediment
particles are traced using the multiphase particle-in-cell (MP-PIC) method in a
Lagrangian approach. The drag force from the fluid, body forces and inter-particle
stresses as well as the interphase momentum transfer are all accounted for in the
model. The model system is calibrated using several simple test cases, includ-
ing a falling particle and steady flow passing isolated blocks, to identify optimal
parameters for model operation. The model is then validated against available ex-
perimental data on a steady current around a vertical cylinder and sand suspension
under oscillatory sheet flow, amongst other tests, with satisfactory agreement. Ap-
plication of the model against laboratory experiments includes benchmark scour
xv
cases underneath a horizontal pipeline under currents and waves, respectively.
The tunnel erosion and lee-wake erosion stages are captured well by the model.
The scour prediction matches with the measurements. In addition, the onset of
scour is reproduced vigorously without any additional numerical assumptions or
approximations. The model’s capability to resolve the scour process and reveal
the mechanisms involved is presented well.
xvi
Chapter 1
Introduction
1.1 Initiation of the Study
Scour has long been recognised as a severe safety hazard to the structures con-
structed in the fluvial and marine environment. Scour is used to distinguish the
sediment transport process caused by the presence of a structure from the more
general term “erosion”[80]. Scour at bridge piers, for example, has been studied
extensively in the past several decades[8, 23, 36, 38, 52, 59]. Studies on scour in the
marine environment did not gain as much attention until three or four decades ago
when the construction of offshore structures became common, and consequently
the geotechnical guidelines towards scour hazard assessment and scour protection
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measures were in urgent needs. In engineering practice, the costs of the scour pro-
tections or remedial measures are often significant, especially in coastal or offshore
projects. As indicated by Whitehouse et al.[92], the scour depth at offshore wind
farm monopile foundations can be as large as 1.38 times the monopile diameter.
More recently, Harris and Whitehouse[21] noted that the scour depth has been
observed up to 2.4 times the monopile diameter, depending on the site conditions.
At some sites where scour protections are installed, the edge scour or secondary
scour around the protection can cause even deeper scour than the unprotected
ones[92]. For instance, the scour protection at Scroby Sands off the east coast of
England, has caused unintended expansive secondary scour. Therefore, it is still
a challenging and urgent task to better understand the scour process and develop
better prediction tools to minimise the risks associated with scour at the offshore
structures.
Scour processes in the marine environment are also far more complex under com-
bined waves and currents than those in rivers under currents. The time-varying
nature of the sea, the complexity of the seabed formation, and the presence of
structures on the seabed all contribute to the difficulties of scour study in the
marine environment. For example, the flow dynamics around a structure under
currents, waves, or combined waves and currents are still not fully understood,
including the amplification of the bed shear stress around the structure and in the
ambient flow, the flow separation position with respect to different shape, size,
and orientation of the structure etc. The generation and dissipation of turbu-
lence around the structure and in the lee-wake region are also quite challenging,
which are often critical to the sediment dynamics and the ultimate scour pattern.
Furthermore, the influences of the hydrodynamics and turbulence on the sedi-
ment pick-up from the bed and the subsequent suspension in the water column
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are yet to be implemented in the commonly used prediction tools. The mechan-
ics of the overall scour process from the initiation to the equilibrium status has
not been properly reflected in existing scour models due to the limitation in the
assumptions and approximations when resolving the sediment dynamics and its
interaction with the flow dynamics.
To tackle these challenges, different approaches have been employed, including
in-situ measurements, physical modelling (laboratory based) and computer mod-
elling. Various numerical modelling approaches can be found in the literature,
including the single phase mixture approach, the Eulerian type approaches, and
the multiphase approaches. Works based on the potential flow theory were car-
ried out at the early stage[41, 43, 50]. However, with the many assumptions and
ad-hoc parametrisations, these models often fail to produce the whole picture of
the sediment transport and scour process. Later on, Eulerian models with Exner
equation were developed to study scour problems with the aid of mesh deformation
or dynamic mesh method to resolve the bed. Due to the limitation in resolving
the flow-sediment interactions, the pick-up of the sediment particles from the bed
and the flow-bed interactions rely on many empirical relations that lead to many
uncertainties in the results. Furthermore, mesh deformation and dynamic mesh
method require special and careful treatment to prevent mesh distortion and main-
tain the mesh quality. Therefore, such models usually struggle to resolve the rapid
changing bed profile and often fail to resolve the shape of the scour hole and the
eroded bed profile correctly, especially where large steepness is observed. Lately,
the multiphase approach is gaining in popularity due to its capability to better
interpret the flow-sediment and sediment-sediment interactions. However, in such
multiphase approach models, usually only the water and sediment are considered,
and the free surface effect is rarely represented. It not only limits the application of
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such models, but also implicates inaccuracy in the scour prediction as the free sur-
face effect is often critical for realistic scour processes especially those under waves
or combined waves and currents. Therefore, incorporating the free surface effect
to achieve a better and more reliable scour prediction is one of the motivations of
the present work.
In multiphase approaches, the flow is often referred to as the fluid phase, and the
sediment is named the solid phase. According to the treatment of each phase,
one of the following methods are usually employed: Euler-Euler methods, Euler-
Lagrange methods and Lagrangian methods. In Euler-Euler models, both the
fluid phase and the solid phase are regarded as continuum, thus, the fluid-particle
interactions cannot be resolved directly due to the continuum assumption of the
solid phase, and instead they must be addressed explicitly with parameterisations.
Moreover, Eulerian models are typically based on cell-averaged quantities, there-
fore, they often struggle to model complex deformation and interface fragmenta-
tion. By contrast, in Lagrangian models, such as the Smoothed Particle Hydrody-
namics method (SPH) and the Moving Particle Semi-implicit method (MPS), the
inherent discrete-particle property of sediment is well represented. However, as
the most well-known drawback, Lagrangian models are particularly demanding on
computational resources. Moreover, the incorrect pressure approximation caused
by a spurious pressure fluctuation is a common problem associated with the sharp
fluid interfaces in such models.
Drawing on the advantages of these two types of models, Euler-Lagrange type mod-
els provide an attractive alternative. In such models, the fluid phase is treated as
continuum on an Eulerian grid, and the solid phase is treated as discrete parti-
cles. Therefore, the inherent properties of each phase are well represented, and the
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interaction between the phases can be resolved straightforwardly. It is also com-
putationally efficient compared to Lagrangian models. Therefore, Euler-Lagrange
models can be a powerful tool to resolve the physics and reveal the mechanics
involved in scour processes. However, the coupling of the Eulerian grid and the
Lagrangian framework, the incorporation of the free surface, the treatment of the
solid phase in flows ranging from very diluted to hyper-concentrated, among oth-
ers, are all challenging tasks, and consequently hinder their application in scour
studies. Considering the outstanding advantages of such models to possibly resolve
the scour mechanics and improve scour prediction, this work is therefore motivated
to develop a novel scour model using the Euler-Lagrange multiphase approach to
study the scour process around offshore structures with the free surface effect.
1.2 Aims and Objectives
1.2.1 Aims
The present work has the following two aims:
1. To develop a novel numerical tool based on the Euler-Lagrange multiphase
approach for reliable scour prediction around offshore structures;
2. To improve the understanding of the scour process and reveal the details of
sediment dynamics involved in the process based on the modelling results.
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1.2.2 Objectives
The specific research objectives include:
1. To develop an Euler-Lagrange multiphase approach to resolve the dynam-
ics of the flow field and the bed evolution simultaneously during the scour
process;
2. To develop a particle based approach to represent the sediment dynamics and
the sediment-flow interactions in particulate flow ranging from very dilute
to hyper-concentrated flow, as well as a fully packed bed;
3. To perform scour prediction around offshore structures under different hydro-
dynamic conditions and resolve the detailed processes using the new model;
4. To examine the impact of turbulence characteristics on the scour process;
5. To examine the mechanics of scour development from the initiation to the
later stages.
Based on these aims and objectives, the present work also aims to answer several
fundamental questions regarding the scour process and its numerical modelling:
1. How can the free surface effect and a mobile sandy bed be simulated simul-
taneously with the flow dynamics in a computational fluid dynamics (CFD)
model?
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2. How can the flow-sediment interactions be represented effectively in a CFD
model?
3. How does the particle motion initiate in the scour process?
4. How does the flow structure, especially the turbulence characteristics, affect
the scour pattern?
5. How does the particle motion affect the overall scour process?
In particular, the current study will focus on the scour processes around horizon-
tal pipelines on the seabed because of its important implications in engineering
practice and the challenges involved in the numerical modelling.
1.3 Contents
An Euler-Lagrange multiphase approach is adopted in the present study to de-
velop a new particle based scour model in order to simulate air-water-sediment
three-phase interplay simultaneously and to reveal the scour mechanism. The
model is able to represent free-surface flow over a mobile bed, to eliminate the
inaccuracy caused by the rigid lid assumption. Based on the open source CFD
software package OpenFOAM®, the model solves the Navier-Stokes equations on
an Eulerian computational gird. The sediment particles are traced using the mul-
tiphase particle-in-cell (MP-PIC) method in a Lagrangian framework. The flow
and sediment particles are fully coupled, and particle-particle interaction is also
resolved in the model.
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In this work, a detailed literature review is presented in Chapter 2. Chapter 3
describes the theories involved in the numerical model. The model calibration is
presented in Chapter 4. Then the results of the model application are presented
in Chapter 5. Discussion, conclusion and future work are outlined in Chapter 6.
Chapter 2
Literature Review
2.1 Introduction
In this chapter, the physical processes involved in the scour process, including
the flow regime, sediment transport and scouring, will be reviewed first. Then
the review on the numerical modelling approaches concerning the hydrodynamics,
including the turbulence modelling, and sediment transport and scour, including
the treatment of the solid phase in the multiphase approaches, will be presented
in sequence.
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2.2 Scour at Offshore Structures
The presence of structures in the marine environment will change the flow patterns,
turbulence properties, and local sediment transport in its immediate neighbour-
hood, resulting in local scour and further influence on the global scour pattern.
Several phenomena are usually identified, such as flow contraction, a horseshoe vor-
tex in the upstream side, lee-wake vortices and/or vortex shedding in the down-
stream side, turbulence enhancement, wave reflection, diffraction and breaking
etc.[80]. These changes in the flow field can amplify the local bed shear stress
and enhance sediment transport capacity, which leads to a divergence of sediment
transport rate and ultimately the occurrence of scour.
Conventionally, scour is classified according to different criteria. These terms
below are usually used in scour studies.
 Local scour and global scour. For example, in the case of a multi-leg jacket
structure, the scour pits around each single piles are referred to as local scour;
the saucer-shaped depression beneath and around the whole installation is
called the global scour.
 Clear-water scour and live-bed scour. If the Shields parameter θ (Eq. 2.1)
is lower than its critical value θcr, which means that there is no sediment
transport in the far area, it is called the clear-water scour; otherwise, when
sediment transport is prevailing in the whole area (θ > θcr), live-bed scour
is taking place. The Shields parameter is given by
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θ =
U2f
g(s− 1)d, (2.1)
where g is the gravitational acceleration, s is the specific gravity of sediment
grains, d is the grain size, and Uf is the undisturbed bed shear velocity
expressed by Uf =
√
τ∞
ρ
, and τ∞ is the bed shear stress for the undisturbed
flow. The critical value of the Shields number is a function of the grain
Reynolds number.
2.2.1 Flow Pattern
Despite of the undisturbed flow regime, the flow pattern in the scour process
largely depends on the shape and size of the structure presented in the flow.
Vertical piles and horizontal pipelines are very common structures in the marine
environment. In terms of piles, Sumer and Fredsøe[80] categorise it into two flow
regimes: the slender-pile regime where the pile diameter D is small compared with
the wave length L, and otherwise the large-pile regime. The distinguished feature
of the former regime is the flow separation with the presence of separation vortices,
which applies to the flow around offshore structures like monopiles in the offshore
wind farms, while the flow in the latter regime is unseparated.
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Flow around a Slender Pile
A schematic sketch of the slender pile regime is shown in Figure 2.1. When flow is
approaching the pile, the flow structure in the bed boundary layer will be affected
immediately. Induced by the adverse pressure gradient upstream of the pile, the
bed boundary layer separates and a separation line is formed. The separated
boundary layer further generates a horseshoe vortex at the upstream side. In the
case of a steady current, Baker[4] indicates that the ratio of the bed boundary layer
thickness δ to the pile diameter D, i.e., δ
D
, the pile Reynolds number ReD =
UD
ν
,
the bed boundary layer Reynolds number Reδ =
Uδ
ν
, and the pile geometry (shape
and size, etc.) are the main parameters to evaluate a horseshoe vortex. The larger
δ
D
, ReD, and Reδ are, respectively, the larger the vortex length xs will be. The
cross-sectional shape of pile also influences horseshoe vortex by its impact on the
adverse pressure gradient. Generally speaking, it is more difficult for a streamlined
cross-sectional shape to induce large horseshoe vortex. Sumer et al.[77] studied
the impact of square-shaped (90° orientation), circular-shaped and square-shaped
(45° orientation) cross-sectional piles and found out that the square pile with 90°
orientation was the easiest one to generate longer xs. With respect to pile height,
the larger L
H
(L is the cross-flow dimension of the pile and H is the pile height) is,
the smaller vortices are generated.
Regarding the horseshoe vortex generated under waves, the Keulegan-Carpenter
number KC is another important parameter in addition to those aforementioned
parameters in steady flow. It is given by
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Figure 2.1: Sketch of the flow pattern around a vertical pile. S refers to the
separation line. (After Sumer and Fredsøe[80].)
KC =
UmTw
D
(2.2)
where Um is the maximum value of the undisturbed orbital velocity at the bed
and Tw is the wave period. It is difficult for the horseshoe vortex to form if KC
number is very small; and if KC number is large, the horseshoe vortex is supposed
to behave almost in the same way as in the circumstances of steady flows. Sumer
et al.[77] studied the horseshoe vortex under waves with different KC numbers and
revealed the impact of KC number on horseshoe vortex by exploring the adverse
pressure gradient using the potential flow theory. Their experimental results show
that a KC number smaller than 6 will suppress the boundary layer separation in
front of a circular pile. In the case of a square pile with 90° orientation, horseshoe
vortex comes into being with the threshold KC value of 4. Sumer et al.[77] also
indicate that the life span of a horseshoe vortex is longer with a larger KC number
and in the case of a less streamlined pile (e.g. a square pile).
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In the case of waves with a superimposed current, a horseshoe vortex comes into
being more easily. Only a small KC number is required, and the separation
distance increases remarkably compared to a case with waves only.
Bed shear stress beneath the horseshoe vortex is an important parameter asso-
ciated with the scour process. The value of the bed shear stress compared to
its undisturbed value is mainly determined by the strength of the horseshoe vor-
tex, and it generally peaks at the side edge of the pile. The study by Baker[4]
on laminar flows indicates that with the presence of a horseshoe vortex, the bed
shear stress can be amplified by a factor of 5 − 11 compared to the undisturbed
conditions. The study by Hjorth[27] shows that the amplification factor under
the combined action of the horseshoe vortex and the flow contraction effect can
be as large as 11 at the midway between the front and side edges of the slender
pile, which in consequence will lead to dramatically enhanced sediment transport
capacity and scour development around the pile. Under waves, the amplification
factor of the bed shear stress is found to be a function of KC number, and the bed
shear stress increases as KC number increases. Sumer et al.[77] indicate that the
transition of a laminar horseshoe vortex into the turbulence regime is dependent
on KC number as well as δ
D
and ReD. In the experiments by Sumer et al.[77], the
transition occurred when KC number was between 10 and 20.
The lee-wake vortices are formed at the downstream side of the pile. In steady
currents, the lee-wake flow is mainly determined by ReD and the pile geometry,
while under waves, the KC number is a more dominant parameter. Sumer and
Fredsøe[84] and Sumer et al.[77] point out that compared to steady-current case,
the lee-wake vortex flow is a more essential component for the scour development
under waves.
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Flow around a Pipeline
Apart from vertical piles, the scour around horizontal pipelines on the seabed has
also been studied extensively in the past. The flow around a pipeline is relatively
simpler than that around a vertical pile. The seepage flow underneath the pipe
and the lee-wake effect are the most predominant features. Driven by the pressure
difference between the upstream and downstream side of the pipe, a seepage flow
will take place underneath the pipeline. It acts as the agitating force on the sand,
and when it exceeds the submerged weight of sand, piping will occur. Sumer et
al.[85] measured the pressure gradient around pipelines in a steady current and
it is found to be increasing with an increasing flow velocity. Sumer et al.[85] also
derived the critical condition of the pressure gradient for piping to occur. Their
study indicates that the excessive seepage flow and the resulting piping are the
major mechanisms to induce onset of scour, which is the initial stage of scour
development around a pipe.
In the case of waves, Sumer et al.[85] measured the surface elevation and the
pressure gradient underneath the pipe. The measurements show that there is a
20− 25° phase lag in the pressure gradient compared to the surface elevation. In
addition, the pressure gradient large enough for piping to occur is only available
for a short time during each crest half period. Only after several such exposures,
piping takes place.
In addition to the seepage flow, the lee-wake effect also plays an important role.
Sumer and Fredsøe[78] investigated the scour development below a pipeline and
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a slight decrease in S occurs for Reynolds number around 105-3 • 105. For 
a free circular cylinder, this coincides with the transition from subcritical to 
supercritical flow (Schewe 1983; Sumer and Freds0e 1988). In this transition 
region, the vortex shedding becomes less pronounced, which might lead to 
a smaller lee-wake erosion and hence less scour depth. 
As far as the influence of 9 is concerned, this must be examined in two 
different categories: the clear-water case, where the sediment far from the 
pipe is not moving, and the live-bed case, where sediment is transported far 
from the pipe. In the clear water case, the variation in scour depth with 9 
is more pronounced: as S/D increases from 0 at very small 9-values up to 
values of 0.4-1.0 when the 6-value approaches the live-bed case. However, 
when the live-bed case is obtained, very small variation in S/D is observed, 
as seen from Fig. 2. Kjeldsen et al. (1973) indicate that S/D increases with 
8 by a power of 0.2, while others simply disregard this very weak variation. 
This variation is weak, because any change in 9 results in corresponding 
changes in sediment transport. These changes occur upstream of the scour 
hole and inside the scour hole in equivalent amounts, eventually causing 
practically no change in the equilibrium scour depth. 
SCOUR IN TIDAL FLOW AND WAVES 
This section considers the case where flow attacks the pipe from both sides 
due to near-bed flow induced by wind waves or by slowly varying unsteady 
current conditions like a tidal current. The main difference between this case 
and the steady case is that the downstream-formed wake system now occurs 
on both sides of the pipeline. Here the strong lee-wake erosion, which gives 
(a) Current 
Lee-Wake 
(b) Waves 
FIG. 3. Lee-Wake Effect: (a) Currents; (/>) Waves 
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Figure 2.2: Sketch of the lee wake effect under waves. (After Sumer and
Fredsøe[78].)
found that the lee-wake effect is the key mechanism in this process. Figure 2.2 was
depicted by Sumer and Fredsøe[78] to show the difference of the lee-wake effect
under steady currents and waves respectively. They summarise that the upstream
side of the pipe under a steady current is dominated by potential flow whereas
flow separation and a vortex street, which is formed by the lee-wake vortices, are
observed at the downstream side. Under waves, the lee-wake vortices are observed
at both side of the pipe due to flow reversal during wave cycles as shown in
Figure 2.2[78]. They point out that the extension of the lee-wake vortex street Lv
under waves is governed by the KC number, and a linear relation is developed
by them according to the flow visualisation study by Jensen and Jensen[31] that
Lv
D
= 0.3KC[78].
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2.2.2 Sediment Transport
According to the transport mechanism of bed materials, two mechanisms are iden-
tified, namely the suspended load and the bed load. The bed load has continuous
contact with the bed, of which the particles roll, slide or saltate along the bed.
Its transport is almost totally determined by the effective bed shear stress. When
the bed shear velocity just becomes larger than the critical value for the initiation
of motion, the particles will roll and slide, and saltate if the bed shear velocity
continues increasing along the bed, in the regime of bed load transport. Once the
value of the bed shear velocity exceeds the fall velocity of the particles, they will
become suspended in the flow and transfer into the suspended load mode. The
total sum of the bed load and the suspended load is named the total sediment
load.
The Shields number (Eq. 2.1) is an indicator of the initiation of motion for sed-
iment particles. The sediment particles will move once the Shields number θ
exceeds its critical value θcr, which is given by,
θcr =
U2fc
g(s− 1)d, (2.3)
where Ufc is the critical value of the bed shear velocity.
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With the presence of structures, the entrainment of bed materials, the transport
capacity of both the suspended load and the bed load are enhanced due to the
enhanced bed shear stress and stronger turbulence level around the structures.
The amplification factor ατ is used to measure the increase in the bed shear stress,
which is given by
ατ =
τ
τ∞
, (2.4)
where τ is the enhanced bed shear stress and τ∞ is that for the undisturbed
flow. Certain amount of knowledge about the enhanced bed shear stress has been
accumulated, some of which are already reviewed in Section 2.2.1. Sumer and
Fredsøe[80] adopted a formula qb ∼ τ 3/2 in the discussion of the bed load sediment
transport due to bed shear stress. Although this formula is not strictly derived,
it demonstrates the importance of the bed shear stress to bed load transport.
However, there is still little knowledge on the enhanced turbulence level in the
vicinity of the structure as well as its contribution to the sediment transport and
scour processes.
2.2.3 Scour Process
With the presence of structures, the amplification factor ατ is larger than 1 locally,
and the increased sediment transport capacity will result in the erosion of the
Chapter 2. Literature Review 19
bed. The scour process continues until ατ = O(1) around the structures when
the equilibrium stage is reached. The scour depth at that moment is called the
equilibrium scour depth. The time required for the scour development is called
the time scale of the scour process. Sumer and Fredsøe[80] adopt a formula to
represent the time variation of the scour depth,
St = S(1− exp(− t
Ts
)), (2.5)
where S is the equilibrium scour depth and Ts is the time scale of the scour process.
In the case of steady currents, Sumer and Fredsøe[80] point out that the scour
depth is influenced by such factors as the Shields number, the sediment gradation,
d
D
, δ
D
, the cross-sectional shape and the alignment factor. Regarding the scour
under waves, the study by Sumer et al.[81] indicates that the KC number is
the main parameter governing the scour development on a live bed. In terms of
the scour development in combined wave and currents, Sumer and Fredsøe[79]
obtained an empirical expression concerning the scour depth in live bed regime
from experiments with KC < 30, which is given by
S
D
=
Sc
D
[1− exp(−A(KC −B))], KC ≥ 4, (2.6)
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where Sc is the scour depth in steady current alone, and the coefficients A and B
are given by
A = 0.03 +
3
4
U2.6cw , (2.7)
B = 6−4.7Ucw , (2.8)
where Ucw =
Uc
Uc+Um
, and Uc is the current velocity and Um is the maximum value
of the undisturbed orbital velocity at the bed.
Scour underneath Pipelines
In the scour processes underneath pipelines, three stages are usually identified:
onset of scour, tunnel erosion, and the lee-wake erosion stage. Other three-
dimensional processes like the self-burial and backfilling process along the free span
areas and at span shoulders have also been summarised by Sumer and Fredsøe[80].
Previous studies show that the onset of scour is basically related to the seepage
flow in the bed underneath the pipeline, which is caused by the pressure difference
between the upstream and downstream sides of the pipeline[50, 80]. Sumer and
Fredsøe[79] studied the onset of scour in both currents and waves by measuring the
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pressure gradient underneath the pipeline, and found that onset of scour is largely
caused by the pressure-gradient driven seepage flow and the resulting piping. A
criterion for onset of scour is given in the study by Sumer and Fredsøe[79] as
follows,
[
U2
gD(1− n)(s− 1)
]
cr
≥ f( e
D
), (2.9)
where U is the undisturbed flow velocity at the top of the pipeline, D is the
pipeline diameter, n is the porosity, s is the specific gravity of sand, e is the
burial depth, and the function f on the r.h.s. is determined by experiments. This
non-dimensional form is derived from the following equation, which means that the
critical condition occurs when the pressure gradient ∂
∂x
( p
γ
) outweighs the floatation
gradient (s− 1)(1− n)[79]:
∂
∂x
(
p
γ
) ≥ (s− 1)(1− n), (2.10)
where γ is the specific weight of water.
When a breach is formed underneath the pipe and it gradually develops into a very
narrow tunnel, the tunnel erosion stage starts. At this stage, the gap between the
bed and the pipeline is still very small compared to the pipeline diameter D.
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However, a considerable amount of water can be diverted through this pathway
towards the downstream side. As the velocity is large in the gap, and the shear
stress can be increased dramatically, and in consequence the sediment transport
there is enhanced considerably. Therefore, at this stage, the scour underneath
the pipe develops substantially and the gap between the bed and the pipeline
is increased fairly quickly. As the gap becomes larger, the flow velocity in the
gap will slow down and this intense scour process will slow down as well. When
the gap reaches a certain depth, the tunnel erosion stage will be followed by lee-
wake erosion, where the bed downstream of the pipe being eroded by the lee-wake
vortices becomes the most prominent feature. Sumer and Fredsøe[80] and Sumer
et al.[83] point out that although the organised wake flow, which is formed by
the agglomeration of separation vortices shed and convected steadily downstream,
takes control of the scour process at this stage, vortex shedding happens from a
very early stage. This process continues until the equilibrium stage is reached
where the bed shear stress underneath the pipeline stays constant and equals to
the undisturbed value, i.e., τ = τ∞; or in other words by Sumer and Fredsøe[78], it
happens when the sediment transport just below the pipe equals to that far from
the pipe.
Sumer and Fredsøe[78] point out that the scour profile under a steady current
is featured by a steep upstream slope and a gentle downstream slope due to the
different local flow pattern. The upstream side is dominated by a potential flow
whereas the downstream side is featured by a vortex street over a long stretch.
Sumer and Fredsøe[78] also clarify that the downstream side is eroded more heav-
ily due to the higher turbulence level and higher instantaneous velocity. Sumer
et al.[82] found out via experiments that the instantaneous velocity of the down-
stream vortices can be larger than the undisturbed velocity by a factor of 2 or
more. Regarding the scour process under waves, Sumer et al.[85] found that onset
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of scour happens almost at the same time as the passage of a wave crest. The
breakthrough under waves is a more progressive process due to the oscillatory na-
ture of the flow. As reviewed in Section 2.2.1, the extent of the lee-wake vortex
street is dependent on the KC number, Sumer and Fredsøe[78] indicate that the
larger the KC number is, the longer the streamwise extent of the bed is affected
by the lee-wake vortices during one half-period of the wave cycle. Again due to the
oscillatory nature of waves, the gentle slope being eroded by the lee-wake vortices
happens at both sides of the pipe.
2.3 Hydrodynamic Modelling
A reliable prediction of the hydrodynamics is a prerequisite of a well-functioning
scour model. Two dimensional scour models can give quick assessment of the scour
patterns and predict the maximum scour depth relatively accurately[47]. They are
usually based on the water-depth-averaged shallow water equations (SWEs) and
sediment transport equations. For a better interpretation of the three dimensional
processes, CFD models solve the three-dimensional Navier-Stokes equations di-
rectly, describing the three-dimensional nature of the scouring process without
any hypotheses. Compared to the shallow water modelling, obviously, CFD mod-
els are more capable of capturing the complex hydrodynamics around structures
and resolving the full three-dimensional features.
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2.3.1 Shallow Water Modelling
Although it cannot resolve the detailed development of the flow pattern, turbulence
structures or scour characteristics, two dimensional models have their advantages
in giving quick assessment of the main scour parameters with relatively sufficient
accuracy and they are less demanding on computational resources.
The shallow water equations have been employed in most two dimensional models
to simulate the hydrodynamics. With the hydrostatic assumption and the as-
sumption of constant velocity over the water depth, no pressure term is included
in the shallow water equations. Accuracy in second and higher order has been
achieved with the finite volume methods[2, 96]. However, as its name suggests,
shallow water modelling is only applicable to very limited range of scenarios where
the horizontal length scale is much greater than the vertical length scale.
Liu et al.’s model[47] is a typical one using the shallow water modelling approach
by coupling the shallow water equations with the sediment transport equation on
an unstructured mesh. The Godunov scheme was employed to capture the steep
water surface elevation gradient, which was split using the method proposed by
Rogers et al.[68] and Rogers et al.[69] to obtain the hyperbolic formulation. The
inviscid fluxes were solved by Roe’s approach[66, 67], an approximate solver of Rie-
mann problem. Hydrodynamic test of dam break flow in channels with a 90° bend
was performed with fairly good prediction of the free surface compared to experi-
mental data. When it comes to scour modelling, the hydrodynamic performance
of the coupled model was reasonable as the free surface and the velocity field were
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resolved well and a recirculation zone was captured in the results. However, due to
the two-dimensional nature of the shallow water equations, three-dimensional fea-
tures such as the horseshoe vortex cannot be resolved, which is a major drawback
to the scour prediction. Moreover, it was problematic of Roe’s approach to cope
with dry-wet interfaces. In addition, scour process usually involves complex tur-
bulence structures, but no turbulence model was employed in their model. There
are many other shallow water approach based models, but the overall structure
and method are similar to those in Liu et al.[47]. No further details are reviewed
herein.
2.3.2 Computational Fluid Dynamics Modelling
Without the assumptions made in shallow water equations, the three-dimensional
Navier-Stokes equations can be solved directly by CFD methods. In scour mod-
elling, the free surface variations often need to be taken into account, such as the
surface gradient induced secondary flow around a bend in open channels and free
surface waves induced scour. However, in cases where the surface variation does
not cause significant effects, the rigid lid method is often applied for simplicity.
Currently, to resolve the free surface effect, the marker and cell method (MAC),
the volume of fluid method (VOF)[26] and the level set method[72] are available
in the literature. In the simulation of multiphase flow, the VOF method has been
widely used. In particular, it has been employed in several scour studies[46, 65].
Zhao et al.[101] simulated the local scour around a submerged vertical cylinder
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in steady currents using a three-dimensional finite element model. The Reynolds-
Averaged Navier-Stokes equations (RANS) were solved by the Arbitrary Lagrangian
Eulerian (ALE) scheme and the free surface effects are ignored by using a rigid
lid approximation. They extended the Petrov-Galerkin finite element scheme to
three-dimensional. The weighting function was modified to realise upwind, mak-
ing the upstream value a computational node larger than the corresponding down-
stream value. It is noteworthy that they calculated a separate case of flow in a
long straight channel (200D long), and used the velocity, sediment concentration
and turbulent quantities at the outlet boundary as the input for the scour model.
Standard wall function was employed in the bed boundary conditions for com-
putational efficiency. The horseshoe vortex and vortex shedding were captured
well by the model, no comparison with flow measurements was presented though.
However, the predicted scour depth along the cylinder perimeter was 10% to 20%
smaller than the measurements. Moreover, the bed shear stress enhancement was
underestimated in the validation test. This could be probably caused by the rigid
lid approximation, as well as the inappropriate treatment in the wall function,
among other simplifications.
Zanganeh et al.[98] investigated current-induced live-bed scour beneath marine
pipelines at tunnel erosion and early stages of lee-wake erosion. The flow was sim-
ulated with the Smoothed Particle Hydrodynamics (SPH) method in a Lagrangian
two-phase model. They adopted the Sub-Particle Scale (SPS) model as the turbu-
lence closure scheme for the flow. The hydrodynamic performance reached good
agreement with experimental data in the upstream and downstream part of the
pipe while the velocity around the pipe was under-estimated. It could be due to
the inappropriate specified boundary conditions at the pipe surface.
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Tofany et al.[88] studied numerically the influence of the breakwater steepness on
the hydrodynamics under standing waves and the scour pattern in front of im-
permeable breakwaters. Their model solves the RANS equations closured by the
k − ε turbulence model for the hydrodynamics. The VOF method was employed
to capture the free surface. The predicted near bottom velocity was in good agree-
ment with the experimental data. However, an additional term of bottom shear
stress had to be included in the momentum equation according to Karambas[32]
such as to achieve a physically sensible scour pattern.
2.3.3 Turbulence Modelling
In scour process, as highlighted previously, the flow tends to be in high turbu-
lence flow region. Vortex shedding and turbulence generation/dissipation are very
important processes that often are deterministic to the final scour pattern. To
accurately model the turbulence level is therefore a key factor in the hydrody-
namic simulation. A variety of turbulence models are available to simulate the
turbulence generation and dissipation processes for the flow field, including direct
numerical simulation (DNS), large eddy simulation (LES) and Reynolds-averaged
simulation (RAS).
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Direct Numerical Simulation
Direct numerical simulation solves the Navier-Stokes equations directly after nu-
merical discretisation without any averaging or approximation. It gives detailed
information about the velocity and pressure among other variables of interest at
numerous grid points. The results are so detailed that they can even be treated
as equivalent to experimental data and can be adopted for statistical use. More-
over, DNS can control external variables like the wall roughness easily, while it
may be very difficult or even impossible to accurately control some variables in
the laboratory. Hence, it is a great tool to understand the physical mechanisms of
turbulence production and dissipation.
However, this huge amount of information may be unnecessarily sufficient to
coastal engineers, especially considering the large amount of effort needed in post-
processing, let alone the very high expense of computational resources for the
simulation. In order to capture all the significant structures in turbulence as
well as all the kinetic energy dissipation, the computational domain is required
to be no smaller than the physical prototype or the largest turbulent eddy, while
the grid size must be no larger than a viscosity determined scale — Kolmogorov
scale. Even in case of homogeneous isotropic turbulence, the cost of simulation
scales as large as Re3l [15], where Rel is the Reynolds number with respect to the
velocity fluctuations and the integral scale l. Therefore, it is less applicable to
high-Reynolds-number simulations. On top of that, the time-advance methods,
the generation of the initial and boundary conditions, among other numerical is-
sues are also challenging. Hence, its application in scour studies has hardly been
conducted.
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Large Eddy Simulation
Turbulent flows contain a wide range of eddies, and the large scale ones are more
effective in the transport of conserved properties. It could be a sufficient solution
to most turbulence simulations that the large scale eddies are resolved directly,
and the less effective small scale eddies are simply parameterised. LES is based on
this hypothesis. LES is three-dimensional and time dependent, producing detailed
turbulence structures, and it is much less expensive than DNS. Hence, it is more
suitable in situations where the Reynolds number is too high and the geometry is
too complex for DNS.
The sub-grid scale (SGS) stress τ sij is an important concept introduced in LES
models for approximation, which is given by τ sij = −(uiuj − uiuj). It is the large
scale momentum flux caused by the unresolved scales. It contains information
about local averages of the small scale field. There are several SGS modelling
concepts, based on which several LES models are developed such as Smagorinsky
models, dynamic models and deconvolution models.
LES models require less computational resources than DNS, and it can reproduce
a desirable amount of turbulence information. Although its application in coastal
engineering field is still at its early stage due to the limited computational resources
and numerical techniques, with its outstanding advantage and the rapid progress
in the computational technologies, the application of LES in scour studies has
started emerging in recent years. In particular, Li and Cheng[42] indicate that
LES is suitable for the vortex shedding flow around a horizontal cylinder based on
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their own research and that of others[7, 43].
Nguyen and Wells[54] studied the bedform development under turbulent flow us-
ing a coupled LES and Immersed Boundary Method (IBM) to resolve the three-
dimensional flow field. The SGS stress was computed using the shear-improved
Smagorinsky eddy viscosity model by Leveque et al.[40]. The computed shear
stress distribution over a sinusoidal bed surface was compared to DNS results
with fairly good agreement. The mean flow fields including the streamwise veloc-
ity, the vertical velocity, the turbulence kinetic energy and the Reynolds stress all
agree well with the DNS results.
Kim et al.[35] studied the local scour at two adjacent cylinders under clear-water
scour conditions using a combined hydrodynamic-sediment-trasnport-morphodynamic
model. The three-dimensional hydrodynamics was resolved using LES with a
Smagorinsky sub-grid model combined with IBM. The time-averaged velocities
and turbulence intensities in the flow through two vertical cylinders agreed well
with the experimental data, even in front of and behind the cylinders. The ve-
locity spike near the bed behind the cylinder due to the high momentum flux
resulted from the transfer of vortices into the wake region was captured by their
LES model. The relatively high turbulence intensity behind the cylinder due to
vortex shedding was also resolved. In their study, Kim et al.[35] also indicate that
the presence of the cylinders are the principal source of turbulence rather than the
bed friction. The good agreement demonstrates the strength of LES in dealing
with scour process in which complex turbulence dominates the flow dynamics.
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Reynolds-Averaged Simulation
Even less demanding on the computational resources, in RAS models, variables in
a statistically steady flow can be expressed as the sum of a time-averaged quantity
and a fluctuation. The eddy viscosity νt is introduced to represent the unresolved
scales. Different models have been developed to compute νt, including the k − ε
model, k − ω model, and k − ω SST model.
k − ε Model
The k−εmodel has been adopted for turbulence modelling in a number of sediment
transport and scour models[19, 46, 88, 93, 99, 100, 103]. A number of damping
functions have been developed for various applications with the k−ε models so far,
and results agree well with DNS data. The k− ε models are proven to be suitable
for flows with small pressure gradients, such as free-shear layer flows, wall-bounded
and internal flows where the mean pressure gradients are small[6].
Liu and Garcia[46] studied wall jet scour using the k − ε model as the turbu-
lence closure. The strong jet-induced recirculation behind the sluice gate, small
isolated circulation areas, and the circulation zone inside the scour hole were all
captured well by their model. The momentum diffusion along the abscissa direc-
tion was resolved as well. The horizontal velocity along the abscissa agreed well
with the experimental data, whereas the velocity far downstream of the jet inlet
was underestimated by their model.
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However, in flows with large adverse pressure gradients, the performance of k − ε
models is declining. It was also commented by Liu and Garcia[46] that two equa-
tions models such as k − ε models can become unstable when simulating wave
driven orbital motions, especially when the wave is strong or where wave breaking
takes place. Mayer and Madsen[51] performed analytical stability analysis of the
k − ε model under waves, and found out that the turbulent eddy viscosity be-
came unbounded. Hence, they proposed a modified two-equation model for waves,
whereas most models rely on the tuning of the empirical parameters[46] when
using the k − ε model.
k − ω Model
The k−ω model is also a popular choice, especially in the sublayer of the boundary
layer[53]. Different from the k−ε model, k−ω model does not implicate damping
functions, and simple Dirichlet boundary conditions can be specified[53]. With
its accuracy in predicting the mean flow profiles as well as its numerical stability,
the k − ω model has also been widely adopted[16, 34]. Moreover, k − ω model
produces better results in the logarithmic part of the boundary layer than k − ε
model in adverse pressure gradient flows as reported in the literature.
k − ω SST Model
On the basis of the original k − ω model, Menter[53] proposed two new eddy-
viscosity turbulence models: the baseline (BSL) model and k − ω shear stress
transport (SST) model. The former switches between k−ω model in the boundary
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layers and k−εmodel in the outer regions to avoid the strong free stream sensitivity
of the original k−ω model. The latter modifies the definition of the eddy-viscosity
in the BSL model to represent the effect of the transport of the principal turbulent
shear stress and remarkably improves the modelling results in adverse pressure
gradient flows as found out by Menter[53] and Zhao et al.[101].
Due to its good performance in flows with strong adverse pressure gradient, the
k − ω SST Model has been a popular choice for scour models[10, 101, 102, 104].
Zhao et al.[101] studied the local scour around a submerged vertical cylinder in
steady currents with the k − ω SST turbulence closure model. The modelled
pressure distribution upstream of the pile along the stagnation line and along the
abscissa respectively agreed well with the experimental data. The time-averaged
bed shear stress distribution along the symmetry line upstream of the pile was also
reproduced well, the bed shear stress very close to the pile was underestimated
though.
2.4 Sediment Transport and Scour Modelling
Like the modelling of hydrodynamics and turbulence, the prediction of sediment
transport and scour processes are also dealt with by various approaches depend-
ing on the focus of the individual work as well as the available numerical methods
at the time, which now can be largely divided into single phase and multiphase
approach. Works based on the potential flow theory were carried out at the early
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stage[41, 43, 50]. However, with the massive assumptions and ad-hoc parame-
terisations, these models often fail to produce the whole picture of the sediment
transport and scour process; only certain aspects of the problem, such as scour
depth at the upstream side, can be predicted reasonably. Later on, the Eulerian
approach with Exner equation type models emerged. In such models, the govern-
ing equations of flow and sediment transport equations are solved on an Eulerian
grid, and the sediment continuity equation, i.e., Exner equation, is used to resolve
the bed elevation. Such models are capable of resolving the scour process with
more detailed calculation compared to the single-phase models. However, empiri-
cal or semi-empirical formulas are still indispensable in such models, and the mesh
deformation or dynamic mesh approach used to resolve the bed elevation is a major
difficulty. Therefore, such models often struggle to resolve the rapidly changing
bed profile, the maximum scour depth is usually underestimated, and the bed
profile is much milder due to the limitation of mesh deformation. Deterministic
models and stochastic models have also been used for scour prediction. However,
the former usually involves many uncertainties because of the empirical nature;
and the latter usually requires a large amount of data prior to model develop-
ment, and a number of assumptions have to be made to determine particle motion
as the forces are usually not calculated directly. In recent years, the multiphase
approach is gaining in popularity due to its capability to better interpret the flow-
sediment and sediment-sediment interactions. In multiphase approach, the mesh
deformation is no longer necessary to resolve the bed. According to the treat-
ment of each phase (solid phase and fluid phase), one of the following methods are
usually employed: Euler-Euler methods, Euler-Lagrange methods and Lagrangian
methods.
In multiphase approaches, the coupling between the the solid phase and fluid
phase is a major concern for sediment transport and scour processes. The volume
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fraction of the solid phase θs and the mass loading φm, which is the mass ratio
of the solid phase to the fluid phase, are the two determinant parameters with
respect to the interaction level between the two phases[5]. When θs and φm are
small, only the influence of the fluid phase on the solid phase is predominant,
thus one-way coupling is sufficient. When the mass is comparable between the
two phases, the influence of the solid phase back on the fluid cannot be neglected,
two-way coupling is therefore needed. If the volume fraction of the solid phase
increases to a critical value, the particle-particle interactions such as inter-particle
stress and collision become more notable and thus four-way coupling is required.
2.4.1 Single-phase Model
Single-phase models are usually based on the potential flow theory and viscosi-
ty/turbulence closure models. They are able to predict the maximum scour depth
and the upstream session of the scour hole, yet their prediction ability of the scour
profile are largely restricted. Moreover, although some fluid-particle interaction
effects can be considered by the addition of an extra production term in the tur-
bulence model equations, single-phase models are usually not capable to account
for the particle-particle interaction.
Li and Cheng[41] developed a numerical model to simulate the equilibrium scour
hole in clear-water scour based on the potential-flow theory. The Laplace equation
of the flow velocity potential was solved for the fluid phase and the free surface
was simply approximated by a horizontal streamline. The bed profile acted simply
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as the bottom boundary condition to the flow, and it was determined by the
force balance acting on a particle. Therefore, no particle-particle interaction was
interpolated in the model. Moreover, the flow field and the bed profile were both
unknown initially and had to be solved iteratively, during which process, the bed
profile had to be adjusted manually to satisfy the bottom boundary condition. In
addition, a characteristic velocity was used in the calculation of the drag force and
lift force acting on a particle. The maximum scour depth was underestimated if
the potential flow velocity was used as this characteristic velocity directly and thus
it had to be modified empirically. With those approximations, the model predicted
relatively well at the upstream part of the scour hole, and failed to reproduce the
downstream slope.
2.4.2 Eulerian Approach with Exner Equation
In Eulerian Exner models, the governing equations of the fluid phase and the
sediment transport equations are solved on an Eulerian grid. The suspended load
transport is usually solved by the the convection-diffusion equations, and the bed
load transport is usually resolved by empirical or semi-empirical formulas. The
bed deformation is determined by the mass balance equation of sediment, i.e.,
Exner equation. Exner equation (Eq. 2.11) was derived from the conservation law
of fluid mass by Exner in 1925 for the first time, which laid the foundation of the
estuarine and river morphodynamics.
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∂z
∂t
+
1
1− n(∇ · q) = 0, (2.11)
where z is the bed elevation, n is the porosity of the sediment, and q is the sediment
transport rate. Other forms of the mass balance equation can separate the bed
load and suspended load, for example,
∂z
∂t
+
1
1− n(∇ · qb −Ds + Es) = 0, (2.12)
where qb is the bed load transport rate, Ds is the deposition rate and Es is the
erosion rate[46, 101]. The majority of bed load transport formulas relate the
transport rate to the shear stresses, while others relate it to the velocities, for
example, the Grass formula[18].
At the water-sediment interface, the bed deformation is closely related to the tran-
sient flow field. Automatic grid movement algorithm is widely adopted to deform
the bed and resolve the complex mesh, and the Laplacian operator smoothing and
the spring analogy are two of the methods proposed. Exner equation will provide
the boundary conditions for the mesh deformation equation, i.e., the Laplacian
equation, which is given by
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∇ · (γ∇v) = 0, (2.13)
where γ is the diffusion coefficient, and v is the grid motion velocity. Once v is
resolved, the grid can be relocated by
xk+1 = xk + v∆t, (2.14)
where xk+1 and xk are the grid position at time step k + 1 and k respectively.
Zhao et al.[101] simulated the local scour around a vertical cylinder in steady
currents, considering both suspended load and bed load in the model. The Arbi-
trary Lagrangian Eulerian (ALE) scheme was employed to solve the RANS equa-
tions with bed deformation. The bed load transport rate was resolved by a semi-
empirical equation proposed by Engelund and Fredsøe[13]. The suspended load
was resolved by the convection-diffusion equation. However, instead of comput-
ing the amount of sediment entrained into suspension directly in the equation,
it was approximated by an empirical formula based on the bed shear stress to
avoid numerical errors. Moreover, the determination of some coefficients involved
in the convection-diffusion equation was largely arbitrary. In addition, the free
surface was excluded, and the rigid lid assumption was made. The scour depth at
the front edge of the cylinder was constantly underestimated by the model, and
the modelled scour slope at the downstream side was too mild compared to the
measurement. The bed elevation at the downstream side was largely underesti-
mated. Liu and Garcia[46] used very similar approach to that employed by Zhao et
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al.[101] to study the turbulent wall jet scour and wave scour around a large vertical
cylinder, whereas the free surface effect was incorporated. A Laplacian smooth
operator was employed for the automatic mesh deformation. The maximum scour
and maximum deposition were underestimated by the model.
As pointed out by Liu and Garcia[46], mesh deformation approach has its limita-
tions when the boundary movement is irregular. Mesh can be highly distorted and
even deteriorated if the amplitude of bed movement is big, which is inevitable in
scour process. Such problem puts the numerical computation at high risk and the
convergence of solution is much harder to achieve. Although the dynamic mesh
approach can be used to eliminate such difficulties by splitting or merging cells
where necessary, this approach itself is even more difficult to implement.
2.4.3 Multiphase Approach
With the process-based nature, an multiphase approach is able to better represent
each phase and the inter-phase interactions. According to treatment of the fluid
and solid phase, Euler-Euler method, Euler-Lagrange method and Lagrangian
method are developed, among which, the Euler-Euler method has the longest
history due to its connection to the conventional numerical methods.
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Euler-Euler Method
Euler-Euler Method has a long history in its development and application to in-
vestigate sediment transport and scour processes. In Euler-Euler models, both
the fluid phase and the solid phase are treated as continuum, and the governing
equations of both phases can be solved relatively straightforwardly on an Eule-
rian grid. The coupling between the two phases is usually achieved through the
pressure and/or the interphase momentum exchange terms. In this way, the dy-
namics of each phase are resolved. As the sediment particles are treated as fluid,
the fluid-particle and particle-particle interactions cannot be resolved inherently,
and have to be interpolated explicitly in the Eulerian framework. Moreover, Eu-
lerian models are typically based on cell-averaged quantities, therefore, they often
struggle to model complex deformation and interface fragmentation.
Zhao and Fernando[103] simulated the scour around pipelines using an Euler-
Euler coupled two-phase model embedded in the FLUENT software, excluding the
free surface effect. The inadequacy of parameterisations concerning the particle-
flow interaction was found to be a major problem in their model, and it caused
unrealistic particle pile-up around the pipeline. Moreover, the flow adjustment
to the updated bed profile happened on a time scale which a fluid parcel took to
travel the whole computational domain. This huge time delay made it extremely
difficult for scour simulation. Therefore, although the fluid phase and solid phase
were coupled through pressure and inter-phase exchange term, rather than using
the two-phase model itself, the governing equations of the fluid phase were solved
based on a single-phase system without considering the effects of the solid phase.
The hydrodynamic results were then used as input to the two-phase model to
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calculate the solid-fluid interactions and resolve the solid phase. Thereafter the
grid was regenerated, so that the time delay of the flow field’s adjustment to the
bed profile update could be avoided in such modelling methods. During their
simulation, the time step must be very small to eliminate rapid velocity change
caused by flow adjustment to the new grid. In addition, an initially sinusoidal bed
profile was introduced as a disturbance to the initial evolvement of the bed.
Yeganeh-Bakhtiary et al.[93] developed a Euler-Euler two-phase model to simulate
the tunnel erosion stage of the scour beneath a marine pipeline. In their model,
the two-dimensional RANS equations were solved, therefore three-dimensional fea-
tures both in the hydrodynamics and scour process cannot be fully resolved. The
coupling between the solid phase and the fluid phase was achieved through the
drag force and lift force. However, the fluid phase and bed sediment motion was
simulated separately, causing potential time delay and therefore inaccuracy in the
phase interactions. The depth of scour hole at the downstream side of the pipeline
was over-predicted, and the bed elevation at downstream side was under-predicted.
Moreover, in such two-phase models, only the water phase and sediment phase are
considered, and the air phase is excluded. Therefore, the free surface effect cannot
be resolved, which limits the application of such models. Such inadequacies were
also reflected in other Euler-Euler two-phase models[104]. Zhu et al.[104] employed
a two-dimensional Euler-Euler model embedded in FLUENT to simulate the flow
around a submarine pipe with a spoiler and current-induced scour beneath the
pipe. The k − ω SST model was applied. As the sediment phase was treated in
an Eulerian approach, it was straightforward to represent inter-granular stresses
using velocity gradient. Detailed results analyses were presented on the effect of
spoiler and pipe gap on the pressure and velocity field of water and sandy phase
as well as on the seabed scouring. However, no model-validation was presented,
and the analysis was merely an interpretation of the numerical results without
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theoretical assessment of the reliability of the model. In addition, only drag and
lift forces were taken into consideration as the interaction forces for simplicity.
Lagrangian Method
Eulerian models are mesh-based and hence have their weakness in dealing with
complex deformation and fragmentation of interfaces. Although such techniques
as MAC and VOF enable Eulerian models to cope with free surface deformation
problems, the maintenance of a sharp interface still remains a difficulty. The
interaction between the fluid phase and the solid phase also requires special treat-
ment. In the contrast, in Lagrangian method, to name a few, Smoothed Particle
Hydrodynamics (SPH), Dissipative particle dynamics (DPD), and moving particle
semi-implicit method (MPS), the inherent discrete-particle property of sediment is
well represented, facilitating the inter-phase interpretation. However, as the most
well-known drawback, Lagrangian models are particularly demanding on compu-
tational resources. In addition, the incorrect pressure approximation caused by a
spurious pressure fluctuation is a common problem associated with the sharp fluid
interfaces in such models. Therefore, either additional numerical treatment must
be introduced or artificial damping factors like filtering or averaging techniques
have to be involved for approximation. Moreover, in Lagrangian models, as the
computational domain is discretised into particles, the representation of structures
and the associated boundary condition issues are also very challenging.
Zanganeh et al.[98] developed a Lagrangian coupling two-phase model to study
the current-induced scour. The sediment particles movement were simulated as
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Newtonian fluids by the SPH method. They adopted the soft contact approach
to account for the inter-particle collisions in the sediment phase. In addition to
the aforementioned deficiencies, in their model, the fluid phase was solved without
fluid-solid phase interaction first, then it was solved again after evaluating the
interphase term, and this process continued until it converged. The convergence
scheme needs careful examination, let alone the extra computational costs arising
from such iterations. Moreover, as pointed out in the preceding sections, the
hydrodynamic performance of the model was not accurate enough around the
pipeline, and it led to the inaccuracy of sediment deposition at the downstream
side of the pipe.
Euler-Lagrange Method
In the Euler-Lagrange method, the fluid phase is treated as a continuum on an
Eulerian grid, and the solid phase is treated as discrete particles, therefore, the
inherent properties of each phase are well represented, and the interaction between
the phases can be resolved vividly. It is also computationally efficient compared
to Lagrangian models. Euler-Lagrange models have been applied to sediment
transport and scour studies recently, and they have been seen as a powerful tool
to resolve the physics and reveal the mechanics involved in those processes.
Hajivalie et al.[19] developed a two dimensional Euler-Lagrange model to investi-
gate the scour in front of a vertical breakwater. The RANS equations closed by the
k− ε turbulence models were solved to describe the fluid phase, and the sediment
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phase was solved by the two dimensional form of the MBS model by Yeganeh-
Bakhtiary et al.[94]. The local scour was simulated by extending the MBS model
to account for both suspension and non-suspension mode. A Lagrangian domain
for sediment was defined apart from an Eulerian domain for the fluid. The bed
sediments were treated as an assemble of spherical particles of uniform diameter,
and scour was investigated as the motion of a granular media from a Lagrangian
point of view. Sediment transport in unidirectional flow conditions and scour in
front of a vertical breakwater induced by standing waves were simulated, and good
agreement was obtained in compared to the conventional formula and experimen-
tal data. However, only one-way coupling was achieved to account for the influence
of fluid phase on the solid phase and no momentum feedback from the solid phase
to the fluid was included, which highly limits its applications to dilute particulate
flows only. The hyper-concentrated flow areas cannot be correctly resolved due to
its lack of the counterforce on the fluid phase.
Yeganeh-Bakhtiary et al.[95] employed an Euler-Lagrange two-phase model to sim-
ulate the live bed scour beneath a marine pipeline. The RANS equations was
solved for the fluid phase, and the distinct element method (DEM) was employed
for the solid phase. It demonstrated the model’s capacity to deal with live bed
scour situations, however the scour depth was under-predicted, and discrepancies
were observed in the shape of the scour hole beneath the pipeline. This can be
due to the one-way coupling of the fluid phase and the sediment phase in their
model. In addition, the limited capacity of RANS to simulate the complex and
ever changing flow structures can also contribute to the discrepancy.
Andrews and O’Rourke[3] and Snider et al.[75] developed the multiphase particle-
in-cell (MP-PIC) method for dense particulate flows, drawing upon the advantages
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of Eulerian continuum models and Lagrangian discrete models. It has been suc-
cessfully applied to combustion, sedimentations, bubbling bed dynamics and many
other particulate flows[3, 33, 74, 76], which demonstrated its capacity to deal with
particulate flows ranging from dilute to dense, and its advantage to reveal the
physics involved in those processes. However, this approach has not yet been ap-
plied to scour studies. A number of challenges involved in this method hindered
such applications, for example, how to incorporate the free surface effect with the
particle based approach, and how to deal with the sediment dynamics in a packed
bed where the concentration is very close to fully packed conditions.
2.4.4 Treatment of the Solid Phase
In the multiphase approach, treatment of the solid phase is particularly impor-
tant, including the parameterisation of the drag force, mixture viscosity and inter-
particle stress, etc. To further highlight these challenges, this section reviews the
existing studies in these areas to provide an in-depth background.
Drag Force
In multiphase flow, the hydrodynamic drag force acting on the solid phase is a
major consideration. Normally, the drag force is expressed as
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Fdrag = Dp(Uf −Up), (2.15)
where Dp is a parameter related to the drag coefficient Cd, Uf and Up are the
velocity vectors of the flow and the particle respectively. Different models have
been proposed in the past to determine the drag coefficient and other related
parameters, catering for different research purposes. For multiphase flow, the drag
force model by Andrews and O’Rourke[3] has been applied widely and proven to
be suitable for a wide range of scenarios. The parameter Dp, drag coefficient Cd,
and particle Reynolds number Rep in the hydrodynamic drag term read,
Dp = Cd
3
8
ρf
ρp
|Uf −Up|
rp
, (2.16)
Cd =
24
Rep
(θ−2.65f +
1
6
Re2/3p θ
−1.78
f ), (2.17)
Rep =
2ρf |Uf −Up|rp
µf
, (2.18)
where rp is the radius of the particle, θf is the volume fraction occupied by the
fluid, i.e., θf = 1− θs.
Other forms of drag force are also reported in literature. Wang et al.[90] took
into consideration the drag force, virtual mass force, lubrication force and contact
force (in terms of particle collision) on the solid phase. Both translational and
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rotational motions of particles were accounted for, which were governed by the
Newton’s second law of motion and the conservation law of angular momentum.
It is noteworthy that they employed an interphase momentum transfer coefficient
β for the correction of the drag model following Gidaspow’s approach[17]. It
combines the formulation by Ergun[14] when liquid volume fraction is less than
0.8 (βE) and the formulation by Wen and Yu[91] when the liquid volume fraction
exceeds 0.8 (βWY ). This method is also employed in a CFD model by Hamidipour
et al.[20]. The expression for βE, βWY , and the drag coefficient Cd are expressed
as,
βE = 150
θ2sµf
(1− θs)2d2s
+ 1.75
ρθsur
(1− θs)ds , θs ≥ 0.2 (2.19)
βWY =
3
4
Cd
ρθsur
ds
(1− θs)−2.65, θs < 0.2 (2.20)
Cd =

24
Re
(1 + 0.15Re0.687) Re ≤ 1000
0.44 Re ≥ 1000
(2.21)
To ensure the continuity of theses two formulations, a switch function ϕ is intro-
duced and the interphase momentum transfer coefficient β reads,
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β = (1− ϕ)βE + ϕβWY (2.22)
ϕ =
arctan[150× 1.75(0.2− θs)]
pi
+ 0.5 (2.23)
By considering the relative velocity between the solid phase and the fluid phase,
and the presence of neighbouring particles, the drag force is then given by,
Fd =
βVp
θs
(Uf −Up) (2.24)
where Vp is the volume of the particle.
Mixture Viscosity
Penko et al.[62] investigated three types of effective viscosity formulations using
a mixture-theory based bottom boundary layer model. In the model, the mixture
momentum equation, mixture continuity equation and sediment continuity equa-
tion were solved. The mixture viscosity (µ) is a function of the local sediment
concentration, the sediment grain shape and the maximum packing sediment con-
centration. The modified Eilers equation[11] for the mixture effective viscosity is
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written as,
µ
µf
=
[
1 +
0.5µ0θs
1− θs/θcs
]2
, (2.25)
where µf is the viscosity of pure water, µ0 is the intrinsic viscosity, which is a
dimensionless parameter determined by the sediment grain shape, θs is the volume
fraction of the solid phase, and θcs is the maximum packing fraction of the solid
phase, which was specified as 0.644. The intrinsic viscosity increases with an
increasing axis ratio of the particles; for spherical particles it is well documented
as 2.5. A sensitivity test of Eilers equation with varying intrinsic viscosity (from
2.5 to 5.0) was performed. Values between 2.5 and 3.5 for the intrinsic viscosity
was suitable for their model.
The other two formulations are the Krieger-Dougherty equation and the Mooney
equation, which are given by Eq.2.26 and Eq.2.27, respectively.
µ
µf
=
[
1− θs
θcs
]−θcsµ0 (2.26)
µ
µf
= exp
[ µ0θs
1− θs
θcs
]
(2.27)
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Results indicated similar and reasonable results by the Eilers equation and the
Krieger-Dougherty equation. The Krieger-Dougherty equation produced the most
suspended sediment on average, which was 5% more than the Eilers equation and
about 14% more than the Mooney equation. Only the Mooney equation failed to
capture the turbulent vortices at flow reversal. In addition, the mixture theory
model showed higher sensitivity to the variations of the effective viscosity at high
solid fraction (0.4 < θs < 0.6) than at low solid fraction (0 < θs < 0.3). It also
suggested that a decreasing effective viscosity would increase the response of the
sediment to the flow.
The Eilers equation and the Krieger-Dougherty equation are the two widely ac-
cepted effective viscosity formulation, which is reassured by Penko et al.[62]. Both
formulations produced similar patterns of suspended sediment and captured turbu-
lent vortices. The only difference is that the Krieger-Dougherty equation produced
a slightly larger amount of suspended sediment.
In addition to the mixture viscosity, other forms of viscosity directly acting on
the solid phase are also reported. Hamidipour et al.[20] simulated gas-liquid-solid
fluidized beds in the framework of multiple-Euler approach using the commercial
software FLUENT. In their laminar model, a constant viscosity for the liquid and
gas respectively was used. The solid shear viscosity and bulk viscosity arising from
the momentum exchange due to translation and collision were calculated based on
the kinetic theory of granular flow (KTGF) following the work of Syamlal et al.[86]
and Lun et al.[48] respectively.
The solid shear viscosity is given by,
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µs = µs,col + µs,kin (2.28)
µs,col =
4
5
θsρsdsg0(1 + es)
(ts
pi
) 1
2 (2.29)
µs,kin =
θsdsρs
√
pits
6(3− es)
[
1 +
2
5
(1 + es)(3es − 1)θsg0
]
(2.30)
where g0 is the radial distribution function, es is the solid restitution coefficient,
and ts is the particle granular temperature.
The solid bulk viscosity λs is given by,
λs =
4
3
θsρsdsg0(1 + es)
(ts
pi
) 1
2 (2.31)
Such solid shear stress and solid bulk viscosity provide a new way to look at
viscosity issues, however, it has not yet been employed and validated widely, and
still needs further investigation.
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Inter-particle Stress
The inter-particle stress model developed by Ahilan and Sleath[1] computes the
inter-particle stress in a Lagrangian sense:
τpx = 1.2
[(θcs
θs
) 1
3 − 1
]−2
ρfν
∂Uxp
∂z
(2.32)
τpz = 1.2
[(θcs
θs
) 1
3 − 1
]−2
ρfν
∂Uxp
∂z
cotα0, (2.33)
where τpx and τpz are the inter-particle stress in the horizontal and vertical direc-
tions, respectively; α0 is the sand friction angle. Defined in a Lagrangian frame-
work, it can be applied to Lagrangian models straightforwardly.
Snider[73] proposed a continuum particle stress model, which was extended from
the model by Harris and Grighton[22]. In this model, particles are treated as a
continuum with an assumption of an isotropic inter-particle stress where the off-
diagonal elements of the stress tensor are omitted. The particle normal stress is
modelled by a continuum calculation of the particle pressure based on the Eulerian
grid, which will then be interpolated back to discrete particle’s location to calculate
the normal stress due to motion and inelastic collision of particles. The model is
given by,
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τp =
Psθ
β
s
max[θcs − θs, ε(1− θs)] , (2.34)
where Ps is a constant with the unit of pressure, and the recommended value of
the constant β is 2 ≤ β ≤ 5. A small number ε of the order 10−7 is introduced by
Snider[73] to remove the spikes at close pack. Obviously, this model depends only
on the solid volume fraction, and both particle size and velocity are excluded.
Although it is a simple model, it has been employed and proven to be efficient
in dense particulate flows[60, 73], and can help to exert the maximum packing
fraction limit to each cell. Plus, compared to Lagrangian type inter-particle stress
models, it is more computationally efficient.
2.5 Conclusions
In conclusion, the scour processes around offshore structures are rather compli-
cated. In order to improve the scour prediction, the complex flow structures and
turbulence properties should be resolved as a prerequisite. The horseshoe vortex
and lee-wake vortex flow are critical to the scour development.
In the hydrodynamic modelling, CFD models can produce the comprehensive fea-
tures in the flow field, therefore they are more suitable to simulate the scour
process compared to shallow water models. In the turbulence models reviewed
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here, DNS models resolve the most detailed turbulence structures and processes,
however, they are also the most computationally expensive ones. LES models
produce a reasonable amount of turbulence properties and are less expensive than
DNS models. Within the near field scale, i.e. in the immediate neighbourhood of
the individual structures, LES models are favourable choices to resolve the tur-
bulence properties in scour studies due to its outstanding ability to capture more
detailed turbulence structures than RAS models. RAS models are the least com-
putationally expensive ones, and have a relatively longer history in application
than the other two types. Within the RAS scheme, k− ε model, k−ω model and
k − ω SST model are all popular choices, and the latter two are proven to have
better performance in scour problems where adverse pressure gradient is often
observed.
In sediment transport and scour modelling, single-phase models are developed in
the early stage due to their simplicity. The Eulerian approach with Exner equa-
tion type models implicate more detailed modelling than single-phase models, and
have been applied more widely to scour studies. However, the major drawbacks in
mesh deformation method or dynamic mesh approach associated with such models
have largely limited their application and further development. The multiphase
approach has recently been a popular choice due to its advantage in the flow-
sediment and sediment-sediment interactions. Euler-Euler multiphase models are
the most straightforward for numerical implementation. However, they are flawed
by the continuum assumption of the solid phase, therefore they usually struggle to
capture the interface fragmentations and interpret the fluid-solid phase interaction
accurately. On the contrary, Lagrangian multiphase models represent the inher-
ent properties of the solid phase well yet at a very high expense by solving both
the fluid phase and solid phase as discrete particles. As an attractive alternative,
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Euler-Lagrange multiphase models draw on the advantages of the former two ap-
proaches. Therefore, the inherent properties of each phase can be well represented
and the computational efficiency is also retained.
Based on above review, the present research will be developed based on CFD
modelling, coupling with different turbulence closure models, including LES, and
RAS turbulence models. The free surface effect will be taken into account via
the VOF method. The sediment transport and scour modelling will be dealt
with by the Euler-Lagrange multiphase approach. However, the challenges are to
implement the free surface as well as to resolve the dynamic bed evolvement in
the scouring process. The existing knowledge on the treatment of the solid phase
also needs further development in order to deal with the sediment transport and
scour processes properly.
Chapter 3
Numerical Model
3.1 Introduction
Motivated by the multiphase particle-in-cell (MP-PIC) method developed by An-
drews and O’Rourke[3] and Snider et al.[75], the present work aims to develop
a new scour model for free-surface flow over a mobile bed. The hydrodynamic
module solves the modified Navier-Stokes equations, which incorporate the VOF
method, in an Eulerian regime; and the solid phase is described in a Lagrangian
approach following Newton’s Law of Motion. As the number of particles involved
is enormous, it is essential to introduce the concept of parcel, which is assumed
to be a group of particles with the same properties such as size, velocity etc., to
ensure the feasibility of the model simulation. In this hybrid Eulerian-Lagrangian
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technique, parcels are the actual computational units of the Lagrangian phase, and
the inter-particle stress is used instead of the individual inter-particle collisions to
reduce the computational expense.
The model is built on the platform of the open source CFD software package Open-
FOAM®. The hydrodynamic module is based on an existing multiphase solver,
and necessary modifications are made for the introduction of the solid phase. A
new particle module is developed and fully coupled with the hydrodynamic mod-
ule. In this chapter, the governing equations for the hydrodynamic module are
presented first in Section 3.2. The details of the new particle module are given in
Section 3.3, followed by its coupling with the hydrodynamic module in Section 3.4.
The boundary and initial conditions are described in Section 3.5. The discretisa-
tion and the solution procedures are presented in Section 3.6. The conclusions are
drawn in Section 3.7.
3.2 Hydrodynamic Module
The present scour model is a full three-phase (water, air, and sediment) model
incorporating a free surface and a mobile bed. The fluid phase comprises of both
water and air, and the solid phase refers to the sediment particles. In this section,
the approaches to solve the fluid phase are presented.
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3.2.1 Navier-Stokes Equations
The Navier-Stokes equations for incompressible flows are written as,
∇ ·U = 0, (3.1)
∂ρU
∂t
+∇ · (ρUU) +∇ ·Re = −∇P + ρFb, (3.2)
where U is the flow velocity, ρ is the density, Re is the deviatoric viscous stress
tensor, P is the pressure, and Fb is the body force.
As the fluid phase involves both water and air, either two sets of Navier-Stokes
equations should be solved, or new techniques should be used to solve both water
and air simultaneously. Apparently, the latter strategy is more computationally
efficient. A modified two-fluid methodology is therefore introduced in Section 3.2.2
for this purpose.
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3.2.2 Two-Fluid Methodology
The Volume of Fluid (VOF) method was first proposed by Hirt and Nichols[26] for
multiphase flow simulations, based on which, a modified two-fluid methodology for
incompressible flows was developed by Rusche[71] to resolve the hydrodynamics
of the water and air phases, which were both assumed to be Newtonian and in-
compressible. The hydrodynamic module here is based on the work of Rusche[71].
In this two-fluid methodology, the volume fraction of water, α, is defined as the
volume fraction occupied by the water phase in a cell, and by definition it is
bounded between 0 and 1. Consequently, the volume fraction of air in a cell
can be obtained by (1 − α). In this way, the dependent variables of the fluid
phase, i.e., the mixture of water and air, can be easily expressed with the aid
of α. Assuming that the standard Navier-Stokes equations can be applied to this
ensemble averaged flow field, the governing equations of the two-fluid methodology
are derived by substituting the ensemble averaged density and velocity into U and
ρ in Eq. 3.1 and Eq. 3.2. Therefore, the derived governing equations have exactly
the same format as the standard Navier-stokes equations for incompressible flows.
The ensemble averaged density and velocity are defined by,
ρ = αρw + (1− α)ρa, (3.3)
U = αUw + (1− α)Ua, (3.4)
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where the subscripts w and a represent the properties of water and air, respectively.
It can be easily seen that in the cells full of water, the ensemble averaged velocity
is purely the velocity of water as α = 1; and in the air, the ensemble velocity is
purely that of air. The ensemble density follows the same rule. In these areas, the
governing equations for the two-fluid methodology are purely the original Navier-
Stokes equations.
The introduction of volume fraction α spontaneously requires an additional equa-
tion for α itself. The transport equation for α is given by,
∂α
∂t
+∇ · (Uα) +∇ · [Urα(1− α)] = 0, (3.5)
where Ur is the relative velocity, Ur = Uw −Ua. The last term on the l.h.s. of
Eq. 3.5 is an additional convective term, which is introduced for the purpose of
achieving a higher interface resolution without using additional special convection
schemes[30]. It is noteworthy that this term is applicable only within the interface
region, of which the thickness is theoretically infinitesimal. With the definition of
α itself, this term vanishes in cells where there is purely water or purely air.
By now, the governing equations for the hydrodynamic module have been derived,
i.e., Eq. 3.1, Eq. 3.2 and Eq. 3.5. The continuity equation Eq. 3.1 and the
transport equation of α Eq. 3.5 are simply as they are. The existing terms in the
momentum equation Eq. 3.2 are worth discussing, and it will be presented in the
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following section.
3.2.3 Existing Terms in Momentum Equation
The existing terms in the momentum equation Eq. 3.2, i.e., the viscous stress
term, body force, and pressure term, will be discussed in this section, so that the
final form of the momentum equation for the pure fluid phase can be assembled.
Viscous Stress
The deviatoric viscous stress tensor Re is expressed as,
Re = −µ[∇U + (∇U)T ] + 2
3
µ(∇ ·U)I, (3.6)
where µ is the effective viscosity, and I is the identity matrix. The effective
viscosity comprises of the fluid viscosity µf , which is defined for the mixture of
water and air, and the eddy viscosity νt.
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µ = µf + ρνt, (3.7)
µf = αρwνw + (1− α)ρaνa. (3.8)
where νw and νa are the kinematic viscosity of water and air, respectively.
As both the water and air phases are treated as Newtonian and incompressible
fluids, ∇ ·U = 0 is satisfied. Consequently,
∇ ·Re = −∇ · (µ[∇U + (∇U)T ]) = −∇ · (µ∇U)− (∇U) · ∇µ. (3.9)
Body Force
The body force considered here is the gravitational force.
Fb = ρg, (3.10)
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where g is the gravitational acceleration. The surface tension can also be included
in the body force, however, it is usually negligible even at the scale of a few
centimetres. Hence, the surface tension is not included in the model.
Pressure
The pressure term can be split into a dynamic pressure and a hydro-static com-
ponent:
P = Pd + ρg · x, (3.11)
where x is the position vector.
With this modification, the dynamic pressure Pd is zero in the area far away from
the object of concern. Therefore, it facilitates the specification of pressure at the
boundaries. Furthermore, when taking the gradient of Eq. 3.11 and substituting
that (Eq. 3.12) into the momentum equation, the gravity term is balanced out.
∇P = ∇Pd +∇(ρg · x) = ∇Pd + ρg + g · x∇ρ. (3.12)
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Final Form for Pure Fluid Phase
Substituting Eq. 3.9, Eq. 3.10, and Eq. 3.12 into Eq. 3.2, the final form of the
momentum equation for the pure fluid phase reads,
∂ρU
∂t
+∇ · (ρUU)−∇ · (µ∇U)− (∇U) · ∇µ = −∇Pd − g · x∇ρ. (3.13)
3.2.4 Turbulence Closure
The k− ε model, k−ω model, k−ω SST model and LES as reviewed in Chapter
2 will be used as the turbulence closure in the simulations. Regarding the RAS
models, i.e., k− ε model, k−ω model and k−ω SST model, the standard forms
will be used. For LES, the k−equation sub-grid-scale models by Yoshizawa[97] will
be used in some tests. The transport equation for sub-grid scale kinetic energy
ksgs can be written as,
∂ksgs
∂t
+
∂(ujksgs)
∂xj
=
∂
∂xj
[
(ν + νsgs)
∂ksgs
∂xj
]− Cεk3/2sgs
∆
+ 2νsgsSijSij, (3.14)
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where the sub-grid scale eddy viscosity νsgs = Ckk
1/2
sgs∆, ∆ is the cell length scale,
Sij is the strain tensor rate, and Cε and Ck are constant.
3.3 Particle Module
3.3.1 Introduction
In the hydrodynamic module, all the dependent variables of the fluid phase are
solved on the Eulerian grid. In the particle module, the solid phase, i.e., the
sediment particles, is treated individually as discrete spherical particles, and is
solved using Newton’s Law of Motion in a Lagrangian regime. To couple these
two modules, the particles need to know the ambient fluid phase properties, and
the fluid phase should feel the presence of particles. For the first aspect, the fluid
phase properties, such as the flow velocity etc. will be interpolated to the discrete
particle positions so that the solid phase can access the information of the fluid
phase. With regard to the second aspect, as the sediment particles are evolved
using the multiphase particle-in-cell (MP-PIC) method, in which the particles are
dealt with on a sub-grid scale, the particles’ information within a cell is integrated
and stored as Eulerian variables on the computational grid, via whom the fluid
phase can get the feedback from the solid phase. To realise this particle based
approach, a particle tracking scheme is therefore essential as given in Section
3.3.7.
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3.3.2 Governing Equation
In the multiphase particle-in-cell method, a particle distribution function φ(xp,Up, ρp, Vp, t)
is introduced to describe the particle concentration on the basis of the Eulerian
grid. Therefore, it works as the bridge between the Lagrangian discrete particles
and the Eulerian grid. The particle distribution function follows the Liouville
equation:
∂φ
∂t
+∇x · (φUp) +∇Up · (φA) = 0, (3.15)
where the subscript p represents the particles, Vp is the particle volume, and A is
the particle acceleration, A = dUp
dt
.
Particle motions are governed by Newton’s Law of Motion, and the particle accel-
eration is expressed as
A = Dp(Uf −Up)︸ ︷︷ ︸
Drag
− ∇p
ρp︸︷︷︸
Pressure
+ (1− ρf
ρp
)g︸ ︷︷ ︸
Gravity
+
1
ρp
∇ · (µf{∇Uf +∇UTf })p︸ ︷︷ ︸
Viscous stress
− 1
θsρp
∇τp︸ ︷︷ ︸
Particle stress
,
(3.16)
Chapter 3. Numerical Model 67
where the subscript f represents the fluid phase, and τp is the inter-particle stress.
Terms on the r.h.s. account for the acceleration due to hydrodynamic drag, dy-
namic pressure gradient, net buoyant force (gravitational force minus buoyant
force), fluid viscous stress gradient and inter-particle stress gradient, respectively.
Eq. 3.16 is not an exhaustive expression. For example, the lift force where the
shear rate of the mean flow is usually involved, is not included. That is because in
the MP-PIC method, particles are always at a sub-grid scale, and the shear stress
in one cell or on the boundary of two adjacent cells is not significant, using the
interpolated value to the particle positions instead of the flow velocity at the cell
centre may have a very slightly different result though. The fluid viscous stress
gradient term in Eq. 3.16 reflects the influence of the mean flow diffusivity on
the particles. It is less effective in scour process than in dilute particulate flows.
Therefore, this term can be neglected. Considering the MP-PIC framework and
the processes important for scour studies, particle accelerations due to hydrody-
namic drag, dynamic pressure gradient, net buoyant force and inter-particle stress
are taken into consideration in this work. The above equation is thus simplified as
dUp
dt
= Dp(Uf −Up)− ∇p
ρp
+ (1− ρf
ρp
)g− 1
θsρp
∇τp. (3.17)
When the agitating forces, including the hydrodynamic drag force, the pressure
gradient force and the buoyant force, outweigh the resisting forces, including the
gravitational force and the inter-particle stress, the particles will get entrained.
The exclusion of the lift force and the viscous stress gradient force may result in a
smaller agitating force. However, this potential effect is not considered significant
due to the small particle size compared to the grid size.
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The dynamic pressure gradient force and net buoyant force are in their standard
form, while drag force and inter-particle stress have several different choices, and
the selected choices will be presented in Section 3.3.5 and 3.3.6, respectively.
The particle velocity and position can then be updated in sequence by
DUp
Dt
= A. (3.18)
Dxp
Dt
= Up, (3.19)
Up to now, the particle acceleration, velocity and position are calculated. The
calculation is on per particle basis. The fluid phase information required during
this process, such as the flow velocity, is linearly interpolated from the Eulerian
grid onto the discrete particle positions. Once the particle information is updated,
it will be integrated back onto the Eulerian grid and stored as Eulerian variables,
so that the fluid phase can feel the presence of the particles. The solid volume
fraction occupied by particles in a cell, θs and the interphase momentum transfer
from the solid phase to the fluid phase are two of such Eulerian variables. The
former is introduced in the next section, and the latter will be discussed in Section
3.4.
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3.3.3 Solid Volume Fraction
In the communications between Eulerian grid and Lagrangian calculation, the solid
volume fraction occupied by particles in an Eulerian cell, θs, plays a very important
role. It assembles the particle volume and location information on a discrete per
particle basis back to the Eulerian grid. It can be expressed as an integral of
the particle distribution function as follows, and sediment concentrations can be
derived easily using θs.
θs =
∫ ∫ ∫
φVpdVpdρpdUp. (3.20)
In scour process, particle concentrations are very high in bed load, and up in the
water column, it can vary in a wide range. From a computational point of view,
cases with volume fraction higher than 5% are considered as dense particulate
flows where particle-particle interactions are significant[60]. The value of the solid
volume fraction cannot exceed a critical value either. In the case of sandy particles,
the porosity determines that the maximum volume concentration for fully packed
bed is approximately 65%. Therefore, a critical solid volume fraction θcs should
be employed and it is usually assigned around 0.65.
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3.3.4 The Concept of Parcel
Although Euler-Lagrange models are more computationally efficient compared to
Lagrangian models, it still comes at a price to simulate the particles using La-
grangian method due to the huge number of particles involved, which is usually
much more than the cell numbers of the Eulerian grid. Therefore, the concept of
parcel is introduced to improve the computational efficiency. Particles of the same
properties such as size, velocity etc. can be grouped into parcels, and parcels are
actually used as the computational unit in the Lagrangian framework. Theoret-
ically, the number of particles in a parcel is not restrained, as long as the parcel
size is smaller than the grid size. It is common to use a parcel to accommodate
103 − 104 particles. In this way, the computational expense is saved considerably.
As aforementioned, the determination of the parcel size depends on both the grid
size and the particle size. The parcel size should be no larger than the grid size,
and no smaller than the particle size, otherwise, it will be meaningless. In practice,
particles of the diameter 62.5−125 µm are categorised as very fine sand, 125−250
µm are fine sand, 0.25 − 0.5 mm are medium sand, and 0.5 − 1 mm are coarse
sand. In cases where grid resolution can be coarse, for example, grid size is 1 cm, a
parcel can accommodate 103 medium sand particles (for example, d50 = 0.3mm),
the introduction of parcels is obviously advantageous. On the other hand, in cases
where very fine grid resolution is required, for example, in the sheet flow regime,
the grid size can be 0.5 mm or even smaller, and the particle size is of the same
magnitude, then the strength of parcel is not very obvious, however, it will not do
any harm either. Certainly, the determination of parcel size is not as arbitrary as
it appears, the examples here are just to give an immediate impression. It will be
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examined further in Chapter 4.
The parcel’s motion is determined by the particles’ properties, and all the particles
within the same parcel have the same mechanical properties, which determine the
forces acting on the particles, and consequently the same motion. Therefore, it is
only necessary to calculate the motion of the whole parcel using the mechanical
properties of one single particle in this parcel. In this sense, the notion of parcel
and particle can be essentially the same, only that the number of particles to be
tracked is largely reduced.
3.3.5 Drag Force
The drag force model by Andrews and O’Rourke[3] is selected in this work. The
parameter Dp, drag coefficient Cd, and particle Reynolds number Rep in the hy-
drodynamic drag term read,
Dp = Cd
3
8
ρf
ρp
|Uf −Up|
rp
, (3.21)
Cd =
24
Rep
(θ−2.65f +
1
6
Re2/3p θ
−1.78
f ), (3.22)
Rep =
2ρf |Uf −Up|rp
µf
, (3.23)
Chapter 3. Numerical Model 72
where rp is the radius of the particle, θf is the volume fraction occupied by the
fluid, i.e., θf = 1− θs.
3.3.6 Inter-particle Stress
As mentioned above, when the solid volume fraction is above 5%, frequent particle
collision will take place and this effect cannot be neglected. A collision model is
needed for this purpose. As the particles are tracked explicitly, it is straightforward
to compute particle collision effect in the Lagrangian frame, for example, the
inter-particle stress model developed by Ahilan and Sleath[1] (see Section 2.4.4).
However, with the enormous number of particles involved, the calculation of such
a process obviously consumes a huge amount of computational resource. It will
require a much larger amount of time than that for the Eulerian grid, and the
Euler-Lagrange model will lose its strength in computational efficiency. Therefore,
for dense particulate flows in the Eulerian-Lagrangian approach, it is not common
to use Lagrangian collision calculations. Instead, the effect of an isotropic particle
collisional pressure is usually adopted to represent particle collisions and prevent
the solid volume fraction from exceeding its critical value. Such continuum models
have been proven to be suitable for Eulerian-Lagrangian regimes, and they are
computationally efficient as well[60, 73].
In the present study, a continuum particle stress model[73], which is extended
from the model by Harris and Crighton[22], is employed. In this model, particles
are treated as a continuum with an assumption of an isotropic inter-particle stress
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where the off-diagonal elements of the stress tensor are omitted. The particle
normal stress is modelled by a continuum calculation of the particle pressure based
on the Eulerian grid, which will then be interpolated back to discrete particle’s
location to calculate the normal stress due to motion and inelastic collision of
particles. The model is given by,
τp =
Psθ
β
s
max[θcs − θs, ε(1− θs)] , (3.24)
where Ps is a constant with the unit of pressure, and the recommended value of
the constant β is 2 ≤ β ≤ 5. A small number ε of the order 10−7 is introduced
by Snider[73] to remove the spikes at close pack. Obviously, this model depends
only on the solid volume fraction, and both particle size and velocity are excluded.
Although it is a simple model, it has been employed and proven to be efficient in
dense particulate flows[60, 73], and it can help to exert the maximum packing
fraction limit to each cell.
Adopting this inter-particle stress model, the particle velocity will be updated in
two stages. Firstly, the particle velocity updated by forces excluding the inter-
particle stress is calculated; secondly, the particle velocity change due to inter-
particle stress is calculated and added to the velocity obtained in the first stage.
The integrated form of Eq. 3.17 excluding the inter-particle stress term can be
written as,
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Un+1p1 =
Unp + ∆tDpU
n+1
f,p − ∆tρp∇pn+1 + ∆t(1−
ρf
ρp
)g
1 + ∆tDp
, (3.25)
where Un+1f,p is the fluid velocity interpolated at the particle location. The velocity
change due to inter-particle stress is given by,
Un+1p2 = −
∆t∇τp
ρpθs(1 + ∆tDp)
. (3.26)
The particle velocity updated in these two stages is then summed up to get the
velocity at the new time step,
Un+1p = U
n+1
p1 + U
n+1
p2 . (3.27)
A particle might be moving towards a fully packed cell, and the inter-particle
stress model helps to suppress this particle motion and prevent the solid volume
fraction from exceeding the critical value. Practice however shows that the inter-
particle friction/collision is often significant and the inter-particle stress alone is
not sufficient enough to represent such large friction/collision effect and therefore
to completely prevent the cells from being fully packed, which will cause both
numerical instability and physical unreality. This is due to the fact that in the
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inter-particle stress model of Snider[73], only the gradient of τp is utilised to impose
the velocity correction Up2, and the magnitude of τp itself and therefore the value
of the solid volume fraction θs itself is not utilised substantially. In the case of a
particle up in the water column falling towards the fully packed bed, the gradient
of τp is large due to the differences in θs between the bed and the water column.
Therefore, the inter-particle stress model works properly to prevent the particle
from falling inside the packed bed. However, in the case of a particle within the
fully packed bed, θs is of very high value everywhere inside the bed and hence the
gradient of τp is very small, which is not strong enough to impose the sufficient
velocity correction. As a result, this particle may move from one fully packed
cell to another. This is not desirable either physically or numerically. Out of
technical considerations, when a particle is moving towards a fully packed region,
in principle, it is forbidden. However, if the destination cell has a neighbour cell
which is able to accommodate a new particle, this particle can be moved there.
This is in line with the fact that when a particle enters a fully packed cell, another
particle in the same cell may be repelled into a less packed region due to collision.
This principle works well in the present model as a remedial measure, however,
ways to improve the inter-particle stress model still need further investigation.
3.3.7 Particle Tracking Method
In hybrid Eulerian-Lagrangian models, it is essential to know where the discrete
Lagrangian particles are on the Eulerian grid, so that the Lagrangian particles can
feel the fluid phase correctly via the dependent variables on the Eulerian grid, and
meantime the Lagrangian source terms can be imposed to the correct Eulerian
Chapter 3. Numerical Model 76
cell. Therefore, for each and every particle, we must know the exact cell which
possesses this particle.
The most straightforward way to achieve that is to search the whole Eulerian grid
with the particle position. However, even regardless of the number of cells in the
computational domain, the number of particles makes it extremely expensive to do
the searching at every time step. To avoid this operation and save computational
resources, one can assume that the particles will not travel across many cells
within one time step, so that cell number information from the last time step can
be utilised. In this way, we check first if the particle is still in the same cell as of the
last time step. If not, the new cell which possesses this particle will be determined
by searching the neighbour cells of the original cell. If this is still not the case, the
search will be extended outwards to the neighbours of the neighbour cells until
the new cell is located correctly. This method could be a solution, whereas by
the assumption, the time step must be very small so that the particles only travel
across a very limited number of cells at each time step, ideally one or two cells,
otherwise, it will lose its strength.
A more mature and efficient way to track the particles was proposed and revised
by Nordin[55] and Macpherson et al.[49], which is adopted in this work. The
cell occupancy information of all the particles is initialised at the beginning of
simulations, and will be stored in following time steps unless changed. When a
particle moves from its original position a to the final position b at the end of an
Eulerian time step dt, its trajectory, for example, as depicted in Figure 3.1, will
intersects with Face 2 by p and the face shared by Cell B and C by p,.
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Figure 3.1: Sketch of a particle moving from original position a to final posi-
tion b. (After Macpherson et al.[49].)
Rather than moving the particle directly to the final position b, the trajectory will
be split into three parts: ap, pp,, and p,b. Consequently, the Eulerian time step
will be split into three Lagrangian sub-time-steps, corresponding to each section
of the trajectory. Considering the particle moving from a to p, which is on the
face, the following equations are satisfied:
p = a + λa(b− a), (3.28)
(p−Cf ) · S = 0, (3.29)
where Cf is the face centre, S is the face normal vector, and λa is a fraction
parameter introduced to split the whole trajectory into sections. Combining these
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two equations, λa can be derived by
λa =
(Cf − a) · S
(b− a) · S . (3.30)
With a visualised figure we can see which faces the particle will cross, however,
during computation, the model needs a criteria to determine which faces are to be
crossed and how the Lagrangian sub-time-steps are set.
Taking a two-dimensional grid shown in Figure 3.1 as an example, a λa value for
each face from Face 1 to Face 4 can be calculated using Eq. 3.30. If a face is to
be crossed by the particle, the λa value of this face should be the lowest in the the
range 0 ≤ λa ≤ 1, among all the faces of the original Cell A. In Figure 3.1, Face
2 meets this criteria, so it will be crossed. Therefore, the particle will be moved
to position p with the consumption of a sub-time-step λadt. As Face 2 is shared
by Cell A and Cell B, the cell occupancy of this particle will be transferred to
Cell B at this point. It saves the effort to search for the whole grid by utilising
the face connectivity information. In the next sub-time-step, the same calculation
procedure will be applied to determine which face of Cell B will be crossed so
that it can move to position b. In this example, the particle will be moved from
p to p, and the cell occupancy will be transferred to Cell C. Again, we calculate
the λa value of each face in Cell C, however, none of these values comply with
the aforementioned criteria; they are either greater than 1 or less than 0, which
means that the final destination lies in the same cell and no face will be crossed.
Therefore, the particle will be advanced to the final position b using the remaining
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sub-time-step.
This method works well in the situations discussed above. However, when it comes
to three-dimensional unstructured grid, with non-planar cell faces, especially in
concave cells, it is not robust enough. Because a face plane can be hit while
the particle still remains in the same concave cell. When the face is hit, the cell
occupancy is transferred to its neighbour cell sharing this face already, but the
particle is still in the original cell physically. Thus in the next sub-time-step, the
particle will get lost. To overcome this deficiency, Macpherson et al.[49] modified
the method by introducing another fraction parameter λc. It is calculated simply
by replacing position a with the cell centre Cc,
λc =
(Cf −Cc) · S
(b−Cc) · S . (3.31)
If λc < 0 or λc > 1 applies to all the faces, the final destination b is within the
same cell, so the particle will be advanced to b directly, and the cell occupancy
remain unchanged. If 0 ≤ λc ≤ 1, which means that the particle will hit a face
before reaching the final destination, λa of each face will be calculated and the
face to be hit will be determined using the aforementioned criteria. The particle
will be moved to an intermediate position p using Eq. 3.28, and cell occupancy
will be changed. These procedures will be repeated until the final destination b is
reached. This modified tracking algorithm is employed in this work. More details
can be found in Macpherson et al.[49].
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3.4 Coupling of the Fluid Phase and Solid Phase
Exposed in the flow, the particles will move when the instantaneous fluid force on
a particle just outweighs the instantaneous resistant force due to particle gravity
and friction[89]. Then particles may roll, slide or saltate along the bed, and even
get entrained into the water column above the bed, and move along with the flow.
The influence of the fluid phase on the individual particles is represented via the
drag force, the pressure gradient force and the buoyant force (see Section 3.3.2).
Likewise, the dynamics of the fluid phase will be affected by the presence of the
particles.
In the present study, the effects of individual particles on the fluid phase are
simulated through a point-source term in the fluid momentum equation. The
collective effects from many particles will become apparent on the overall fluid
dynamics inside each Eulerian cell. In practice, the realisation of such interactions
is usually called two-way coupling. It is four-way coupling when the particle-
particle interaction is also implemented. In the present work, the four-way coupling
is implemented. In particular, the particle-particle coupling is realised by adopting
the inter-particle stress model as described in the preceding sections, and the
influence of the flow on particles has been reflected in Section 3.3.2. In this section,
the particle-fluid coupling, to be more specific, the particles’ influence on the flow
in terms of momentum, viscosity and volume exclusion effect, will be detailed.
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3.4.1 Interphase Momentum Transfer
To maintain the computation efficiency, the present study adopts the point-source
approach to represent the particle effects. In general, each individual particle is
considered as a momentum source/sink in the particular Eulerian cell to the fluid
motion. The overall effect from all the particles within the same Eulerian cell can
then be integrated as a momentum source/sink in this particular cell. This source
term is usually called the interphase momentum transfer in multiphase flow.
Particles are influenced by the flow through the drag force and pressure gradient
force, and hence particles gain certain amount of momentum from the fluid phase,
which means that the fluid phase lose the same amount of momentum as results
of the fluid-particle interaction. Following the work by Snider[73] and Patankar
and Joseph[60], the momentum source from the solid phase within a cell, SU , is
integrated as,
SU = −
∫ ∫ ∫
φρpVp
[
Dp(Uf −Up)− 1
ρp
∇p
]
dVpdρpdUp, (3.32)
where φ is the particle distribution function, ρp is the particle density, Vp is the
particle volume, and Dp is a parameter derived from the drag coefficient (Eq.
3.21), Uf is the fluid phase velocity and Up is the particle velocity. This is a
simple representation of the particle effects to the fluid phase in general. At the
particle scale, the fluid dynamics can be fairly complex and hence there will be
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energy losses that cannot be represented exhaustively by Eq. 3.32. However,
in scour process, such detailed interactions are not considered important to the
overall process. Therefore, the present study will not explore further into these
sub-grid scale processes.
3.4.2 Mixture Viscosity
In addition to the momentum transfer, the viscosity of the fluid phase is also in-
fluenced by the presence of particles. Past studies show that in dilute suspensions,
concentration and viscosity are linearly related[12, 62], and as the concentration
approaches the maximum packing status, the viscosity becomes infinite[11, 62].
Several popular viscosity formulas have been reviewed in Section 2.4.4. Consider-
ing the Eulerian-Lagrangian framework, as well as the huge amount of particles
involved in computation, the Eilers equation and the Krieger-Dougherty equation
are more suitable and efficient to implement. Simple sensitivity tests show that
there is no significant difference by applying either Eilers equation or Krieger-
Dougherty equation in the present model. Therefore Eilers equation is employed
hereafter for consistency.
Employing Eilers Equation[11, 62], the bulk viscosity accounting for the presence
of the solid particles is modified as
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µ′f = µf
[
1 +
0.5µ0θs
1− θs
θcs
]2
, (3.33)
where µ0 is the intrinsic viscosity, θs is the volume fraction of the solid particles,
and θcs is the critical value of θs. The intrinsic viscosity accounts for the shape
of particles. For spherical particles, µ0 = 2.5 is recommended, and for irregularly
shaped particles, the determination of µ0 stays uncertain[12, 62].
The bulk viscosity is a function of the particle shape, the local sediment volume
fraction and critical solid volume fraction. In general, the modified bulk viscosity
is no less than the original fluid viscosity. In a cell comprising of water and air only,
the solid volume fraction θs is zero, thus the bulk viscosity µ
′
f converts back into
the original viscosity of the pure fluid µf . When a cell approaches the maximum
packing status, for example, θs = 0.64 and θcs = 0.65, the modified viscosity is
several thousands times the original viscosity, in line with the findings from the
past studies.
3.4.3 Volume Exclusion Effect
The presence of particles will influence the volume displacement of the fluid phase.
A volume exclusion term (Tve), which accounts for the displacement of the fluid
phase due to particle motion, can be introduced to the l.h.s. of the momentum
equation for this purpose. Following the work of Cihonski et al.[9], it reads,
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Tve = ρU
∂
∂t
lnθf + U · ∇(lnθf ). (3.34)
This term was originally derived for the simulation of the volume displacement
effects during bubble entrainment in a travelling vortex ring, where gas and liquid
phase were involved. By applying it to the present model for scouring, results
show that it has very minor effect in the interaction between the fluid phase and
solid phase, while it can easily cause numerical instability issues. The examination
of this term along with the interphase momentum transfer term will be presented
in Chapter 4.
Therefore, the volume exclusion term has been removed from the model prior to
model applications. Nevertheless, the work by Cihonski et al.[9] inspires the in-
vestigation into the volume displacement effect in terms of liquid-solid interaction,
including that during the scour process.
With the modifications described in this section, the final form of the momentum
equation for the dispersed fluid phase reads,
∂ρU
∂t
+∇· (ρUU)−∇· (µ∇U)− (∇U) ·∇µ+Tve = −∇Pd−g ·x∇ρ+SU . (3.35)
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3.5 Boundary and Initial Conditions
3.5.1 Boundary Conditions
The two typical numerical boundary conditions, namely, the Dirichlet boundary
condition and the von Neumann boundary condition, are available in the hydro-
dynamic module[30, 71]. Dirichlet boundary condition prescribes the value of
dependent variables on the boundary directly, and the von Neumann boundary
condition prescribes the gradient of the variables normal to the boundary. In the
former case, a fixed value φB can be specified on the boundary and therefore, the
values on the cell faces along this boundary are all assigned as φf = φB. In the
latter case, the face gradient ∇φ is specified, and the boundary face value can be
computed by
S · ∇φ = |S|φf − φP
dn
, (3.36)
where φf and φP are the value of the variable on the boundary face and at the
cell centre of this boundary cell, respectively, and dn is the distance from the cell
centre to the face, which is also normal to the face area.
Chapter 3. Numerical Model 86
Therefore, fixed value or fixed gradient of the dependent variables for the bound-
aries can be implemented directly in the model. For complex boundary conditions
such as wave boundary conditions, new boundary condition types can be developed
on top of the existing options.
A typical model setting involves the flow over a sandy bed. The sands are placed
on the bottom boundary of the domain, and the water and air are above the bed.
There are basically four types of boundaries: inlet, outlet, atmosphere and walls
(see Figure 3.2). The inlet is on the l.h.s. and the outlet is downstream at the
r.h.s. of the domain. For the inlet boundary, the velocity can be specified directly.
Zero normal gradient of the velocity is usually applied at the outlet boundary.
The slip/no-slip condition can be used on the front and back wall as needed. Zero
velocity is imposed on the bottom wall and the surface of structures. The pressure
gradient is set such that it provides the specified flux on each boundary according
to the velocity.
Figure 3.2: Sketch of a computational domain. Red: water; blue: air.
The boundary conditions in the hydrodynamic module are also applicable to the
solid-phase-related Eulerian variables such as solid volume fraction θs. For the
Lagrangian variables such as particle position and particle velocity, as they are
determined by Newton’s Law of Motion, once the initial values are assigned, those
values will be calculated accordingly. When a particle reaches the downstream
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boundary, it will no longer remain in the solution domain. When periodic bound-
ary condition is assigned, particles will re-enter from the corresponding boundary
into the domain again once exit a periodic boundary.
The time step ∆t used in a simulation is determined by both the Courant-Friedrichs-
Lewy (CFL) condition and the particle time scale τt =
ρpd2p
18µ
. ∆t must be smaller
than the time step required by the CFL condition and the particle time scale. The
time step determined this way will be used as the Eulerian time step in the sim-
ulation for both the hydrodynamic module and particle module. The Lagrangian
sub-time-step used to evolve particles will then be determined automatically dur-
ing simulation.
3.5.2 Initial Conditions
The initial conditions in the hydrodynamic module can be specified for each Eule-
rian variable according to test configurations. The initialisation of the Lagrangian
variables needs special treatment as they are not based on the Eulerian grid. A
particle initialiser was devised for this purpose.
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Initialisation of the Parcel Positions
As parcels are the actual computational unit in the particle module, the particle
input actually refers to that of the parcels. The parcels’ diameter, initial velocity
and positions are the necessary input for the particle module. Parcels’ initial
velocity can be set as required. Parcels’ diameters can be determined by other
factors, as long as it is smaller than the grid size and larger than particle size. It
will be determined along with the initialisation of the particle positions.
In scour process, it usually starts with a sand bed where the cells within the bed
are fully packed or close to fully packed. In MP-PIC method, the parcel diameter
should be smaller than the grid size. It is worth mentioning that parcel diameter
is different from the median particle size d50. Particle d50 is assigned according
to the experimental set-up or in-situ observations, and will be used to calculate
particle Reynolds number and particle motion. The parcel diameter is only used
to calculate the parcel volume during the simulation where necessary. Sensitivity
tests show that cases with the ratio of the grid spacing to parcel diameter within
3− 4 produce reasonable results (See Chapter 4). Bigger ratios than 4 should be
suitable as well, but the amount of parcels involved will increase remarkably, which
increases the computational expenses dramatically. With these rules in mind, an
initialisation method is proposed here.
In the particle initialiser, the particle region is specified first. If it is fully packed
and the critical solid volume fraction θcs = 0.65, each cell in this region will
accommodate 42 parcels. The parcel diameter will be set to 0.309 times the cell
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length scale. In this way, the solid volume fraction will be approximately 0.6488,
close to θcs. In each cell, the parcels will be distributed randomly. A parcel’s
position, xp, is determined by the cell centre c, cell length L and the random
number vector R. Each component of this random number vector R is between 0
and 1. The parcel’s position is derived by
xp = c +
1
2
(2R− 1) · L. (3.37)
In this way, parcels are all located within the specified particle region and the
distribution results satisfy the solid volume fraction as needed. The numbers in
the example above, such as number of parcels per cell, can be easily modified to
suit the experimental conditions.
3.6 Discretisation and Solution Procedures
3.6.1 Discretisation
The Finite Volume Method (FVM) is employed to discretise the Eulerian solution
domain into control volumes (CV), also called cells (see Figure 3.3). xi,j,k is the
position vector of the cell centre, Vi,j,k is the cell volume, f is the face centre
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and S is the face area vector, normal to the face and pointing outward of the
cell. Control volumes do not overlap with each other, and they fill up the solution
domain completely. These control volumes are arbitrarily unstructured; therefore
it is convenient to resolve complex geometry and achieve local grid refinement.
To cater for the unstructured grid, all the dependent variables associated with
the equations are stored on a CV basis in a collocated arrangement. However, a
major disadvantage of such collocated arrangement is the checkerboard effect in
the pressure solution field. The spirit of the Rhie-Chow interpolation method[64]
is therefore adopted to overcome this drawback. More details can be found in the
work by Jasak[30].
Figure 3.3: Control volume.
When it comes to the discretisation of the equations, there are two main issues,
non-linearity of the momentum equation and the pressure-velocity coupling[30].
Regarding the first issue, rather than solving a non-linear system, the momentum
equation can be linearised to save computational resources. For example, the
standard transport equation for a scalar φ is,
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∂ρφ
∂t
+∇ · (ρUφ)−∇ · (ρΓφ∇φ) = S(φ), (3.38)
where the temporal derivative term, convection term, diffusion term and source
term are all present.
The integral form of this equation over the control volume VP should satisfy,
∫ t+∆t
t
[
∂
∂t
∫
VP
ρφdV+
∫
VP
∇·(ρUφ)dV−
∫
VP
∇·(ρΓφ∇φ)dV
]
dt =
∫ t+∆t
t
(∫
VP
S(φ)dV
)
dt.
(3.39)
As the transport equation is second-order, the discretisation should be equal or
higher than the order of the equation to maintain the accuracy. Applying Gauss’
theorem and assuming that the control volumes do not change with time, a “semi-
discretised”form[25] reads,
∫ t+∆t
t
[(
∂ρφ
∂t
)
P
VP+
∑
f
Fφf−
∑
f
(ρΓφ)fS·(∇φ)f
]
dt =
∫ t+∆t
t
(SuVP+SpVPφP )dt,
(3.40)
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where F is the mass flux, and Su and Sp come from the linearisation of the source
term,
S(φ) = Su+ Spφ. (3.41)
To make sure that the discretisation is second-order accurate, the temporal scheme
must be second-order accurate. For example, backward differencing in time can
be used to achieve the final discretised equation, where three time levels, “00”,
“0”, and “n”in time sequence are used,
∂φ
∂t
=
3
2
φn − 2φ0 + 1
2
φ00
∆t
. (3.42)
The final discretisation form using this temporal scheme is[30],
3
2
ρPφ
n − 2ρPφ0 + 12ρPφ00
∆t
VP +
∑
f
Fφnf −
∑
f
(ρΓφ)fS(∇φ)nf = SuVP + SpVPφnP .
(3.43)
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A semi-discretised form of the momentum equation can be expressed as follows by
applying the aforementioned discretisation procedure,
aUPUP = H(U)−∇Pd, (3.44)
where aUP is the diagonal coefficients of the momentum equation matrix, and H(U)
is the the non-diagonal coefficient comprising of the convective and diffusive terms,
the source part of the transient term, and other source terms in the momentum
equation apart from the pressure gradient.
The discretised form of the continuity equation reads,
∑
f
S ·Uf = 0. (3.45)
By rearranging Eq. 3.44, the velocity can be expressed as,
UP = [a
U
P ]
−1
{[
H(U)
]−∇Pd}. (3.46)
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The velocities on cell faces can be obtained by interpolating Eq. 3.46 to the face
centres,
Uf = [a
U
P ]
−1
f
{[
H(U)
]−∇Pd}
f
. (3.47)
When this equation is solved implicitly, the predicted velocity does not satisfy
the continuity equation automatically. Moreover, in this equation, the pressure
field used is from the previous time step. Therefore, a Poisson equation is needed,
which can be derived by substituting Eq. 3.47 into the continuity equation, Eq.
3.45,
∇ ·
(∇Pd
aUP
)
= ∇ ·
(
H(U)
aUP
)
. (3.48)
The r.h.s. of Eq. 3.48 is the divergence of the velocity flux, which is ∇ · φ in
the standard transport equation. To account for the effects of the particles on the
fluid phase, the interphase momentum transfer term, Simt, is added to the velocity
flux, which reads,
Simt = SU · S|S| , (3.49)
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where SU is the momentum source from the solid phase introduced in Section
3.4.1.
Following Eq. 3.44 and Eq. 3.48, the final discretised Navier-Stokes equations
read,
aUPUP = H(U)−
∑
f
S · (Pd)f (3.50)
∑
f
S ·
(∇Pd
aUP
)
f
=
∑
f
S ·
(
H(U)
aUP
)
f
. (3.51)
The updated pressure field can then be used to correct the velocity field. Finally,
the face flux that satisfies the continuity conditions can be obtained by multiplying
Eq. 3.47 by the cell face vector S,
F = S ·Uf = S ·
[
[aUP ]
−1
f
{[
H(U)
]−∇Pd}
f
]
. (3.52)
The linearisation of equations facilitates the numerical computation, however, it
involves approximations inevitably. Moreover, second-order accuracy of the finite
volume method is only a minimum numerical requirement. Such implementation
can implicate errors in the numerical results.
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For the particle module, as it is already on a discrete per particle basis, the calcu-
lation is straightforward. The updated fluid properties on the Eulerian grid will
be linearly interpolated to the particle positions prior to advancing the particles.
The particle velocity can be updated by Eq. 3.27. The particle position can then
be updated by
xn+1p = x
n
p + U
n+1
p ∆t. (3.53)
3.6.2 Solution Procedures
The pressure-velocity coupling of the Navier-Stokes equations requires special
treatments. The PIMPLE algorithm is employed for this purpose. It is a merged
algorithm of PISO (Pressure Implicit with Splitting of Operators)[28] for transient
flows and SIMPLE (semi-implicit method for pressure-linked equations) for steady
flow[61]. In the PIMPLE algorithms, the equations are all solved in a segregated
approach.
In the present model, the fluid phase is solved first with the PIMPLE algorithm,
and the particle velocity and position are then updated using the updated fluid
phase properties at the current time step. Particles’ influence on the fluid phase,
e.g., the interphase momentum transfer, is calculated while evolving the particles,
and it will be included in the solution of the fluid phase at the next time step. In
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the PIMPLE algorithm, the momentum equation is solved first with the pressure
field obtained from the last time-step. Then the operator H(U) and the pressure
equation can be assembled in sequence, so that the initial estimation of pressure
field can be obtained, which will be used to correct the velocity field. After that,
the pressure equation will be solved again and the non-orthogonality will be cor-
rected. These procedures will be repeated until the desirable residual tolerance is
reached. In short, in this PIMPLE loop, the implicit momentum predictor is fol-
lowed by a series of pressure solutions and explicit velocity corrections[30]. When
it comes to steady-state flows, the non-linearity of the system outweighs the issue
of pressure-velocity coupling. Therefore, under-relaxed equations can be solved to
cater for more flexibility and save computational resources caused by unnecessarily
large number of time-steps. More details can be found in Jasak[30]. Once the hy-
drodynamic information is updated, the particles can then be advanced using the
up-to-date flow information. Particle velocity and position are calculated using
Eq. 3.27 and 3.53, respectively. The influence of the particle on the flow, such as
the interphase momentum transfer, is also calculated and will be involved in the
calculation of the flow at the following time step. Now the solution procedures are
summarised in Figure 3.4.
3.7 Conclusions
In conclusion, a full three-phase scour model for a mobile bed with a free surface is
developed. It maintains the computational efficiency while represents each phase
in a natural way. In this Euler-Lagrange scour model, the flow-particle coupling
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Set up the initial fields
Enter the time loop
t = t+ ∆t
Solve transport equation of α Eq. 3.5
Correct water and air interface properties
Solve momentum equation Eq. 3.50
Solve pressure equation Eq. 3.51
PIMPLE
corrector
loop
Calculate conservative fluxes Eq. 3.52
Pressure
corrector
loop
Non-orthogonality correction
Solve and correct the turbulence model
Map Eulerian variables to particle positions
Evolve the particles
using Eq. 3.27 and 3.53
Calculate particles’ impact
on the fluid phase
t > end time?
End
yes
no
Figure 3.4: Flow chart of the solution procedure.
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and particle-particle interactions are fully resolved, therefore, four-way coupling is
achieved.
In the hydrodynamic module, the fluid phase is resolved on the Eulerian grid
by solving the modified Navier-Stokes equations with a two-fluid methodology
incorporating the Volume of Fluid method for the free surface. The momentum
transfer from the solid phase to the fluid phase is considered in the momentum
equation. Particles’ influence on the fluid viscosity is also included in the model.
The multiphase particle-in-cell method is adopted to solve the solid phase in a
Lagrangian framework following Newton’s Law of Motion. Therefore, the discrete-
particle nature of the solid phase is very well represented. The movement of
individual particles can be physically tracked at each time step, which reveals
detailed scour processes which continuum models struggle to achieve. Particle
accelerations due to hydrodynamic drag force, dynamic pressure gradient, net
buoyant force and inter-particle stress are all accounted for. Special treatment is
employed to track the particles’ cell occupancy information efficiently.
The Finite Volume Method is used to discretise the Eulerian solution domain, and
the governing equations are discretised to second-order accurate. The PIMPLE
algorithm is employed to deal with the pressure-velocity coupling and solve the
system of equations. Particles can then be advanced using the updated fluid phase
information.
Chapter 4
Model Calibration
4.1 Introduction
Prior to realistic applications, the model needs to be calibrated and validated via
simple tests and several aspects of the model implementations should be examined.
Firstly, the particle motion related implementations are validated through particle
falling tests in still water. The computed fall velocity is compared to its theoretical
value. Secondly, various ranges of the grid spacing to parcel size are tested to
identify the optimal value that can be used in practical applications. Thirdly,
the influence of the particles on the fluid phase, i.e., the interphase momentum
transfer term and the volume exclusion term, are examined by a series of isolated
block tests. The results and discussions are presented in this chapter.
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4.2 Particle Falling Tests
Particle falling tests are carried out to examine the numerical implementation
concerning particle motion. Cases with various particle median diameter d50 are
simulated. The computed particle fall velocity is compared to its theoretical value.
In addition, cases with various grid spacing ratio to parcel diameter are tested to
get a desirable range of this size ratio.
4.2.1 Cases of Various Particle Size
Two single-parcel-falling-in-still-water tests are carried out to examine the model’s
behaviour at low solid volume fraction. The only difference between these two tests
is the number of particles per parcel (see Table 4.1), consequently, the particle d50
varies. The test domain in both tests is 0.05 m long, 1 m high, and 0.005 m wide.
The grid spacing is 5 mm uniformly in each direction, therefore, it is one cell wide
in the z direction. The water depth is 0.8 m. An initially still parcel of a diameter
2.5 mm falls from a height of 0.7 m. The time step is 0.0005 s. Assuming that
the fluid phase velocity is zero, the forces applied to the particle including gravity,
drag force from fluid and buoyancy force. Once the forces balance out, the particle
can reach its terminal fall velocity. By comparing the computed fall velocity with
the theoretical values, the implementation of these force terms can be verified,
especially the drag force term that needs to be calibrated.
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Test number Number of particles per parcel Particle d50
PFV-1 1 2.5 mm
PFV-2 1000 0.25 mm
Table 4.1: Particle properties in Test PFV-1 and PFV-2
To verify the model in terms of particle motion, the computed particle velocity is
compared with the theoretical value. Following the approach of van Rijn[89], the
theoretical fall velocity is determined from the balance of the forces acting on a
particle (Eq. 4.1) with the assumption that the flow velocity is zero. The terms
on the l.h.s. of Eq. 4.1 represent the gravitational force, the buoyant force and
the drag force on the particle, respectively.
pi
6
d3ρpg − pi
6
d3ρg − 1
2
Cdρw
2
s(
pi
4
d2) = 0 (4.1)
Here, d is the particle diameter, ρp is the density of the particle, Cd is the drag
coefficient, ρ is the density of water, and ws is the terminal fall velocity of a
spherical particle in still water. The drag coefficient in the model is expressed
by Eq. 3.22, which is a function of the particle Reynolds Number, Eq. 3.23. As
water is assumed to be still, Uf = 0 is satisfied in Eq. 3.23, and Up is thus ws. A
non-linear equation of ws can be derived by substituting Eq.3.22 and Eq.3.23 into
Eq.4.1, which reads,
C1ws + C2w
1.667
s − C3 = 0, (4.2)
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where C1, C2 and C3 are constant:
C1 =θ
−2.65
f , (4.3)
C2 =0.1667
(ρd
µ
)0.667
θ−1.78f , (4.4)
C3 =
(ρp − ρ)gd2
18µ
. (4.5)
This non-linear equation is solved using the Levenberg-Marquardt algorithm (LMA)[39].
The theoretical fall velocity of PFV-1 and PFV-2 are 0.0293 ms−1 and 0.3114
ms−1, respectively.
To satisfy the assumption that the flow is stationary during the simulation, the
influence of particles on the fluid phase is turned off in the model, therefore the
fluid phase remains undisturbed.
Good agreement between the modelling results and the theoretical fall velocity is
shown in Figure 4.1. The modelled fall velocity and the theoretical value in PFV-1
are 0.31 ms−1 and 0.3114 ms−1, respectively. Those in PFV-2 are 0.029 ms−1 and
0.0293 ms−1, respectively. The model under predicts it by 0.45% and 1.02% in
PVF-1 and PVF-2, respectively. Considering the numerical accuracy limited by
truncated errors etc., this high agreement between the modelled value and the
theoretical value is considered to be satisfactory. It confirms that the numerical
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Figure 4.1: Computed particle fall velocities in comparison with the theoret-
ical values.
implementation in the model concerning particle motion is reliable. Figure 4.1
also illustrates that the initial acceleration stage differs between these two tests.
In PVF-1, the particle velocity has reached its terminal velocity after around 0.18
s, whereas in PVF-2, the terminal velocity is reached almost instantly after release.
This demonstrates the fact that the fall velocity of fine particles is much smaller
and can be achieved faster than that of the coarse ones.
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4.2.2 Cases of Various Grid Spacing Ratio to Parcel Di-
ameter
Theoretically, the particle fall velocity only depends on the particle properties such
as the particle size and density (see Eq. 4.1). However, the drag coefficient Cd is
determined empirically, and in this model, it is also a function of the fluid phase
volume fraction. Therefore, it is influenced by the solid volume fraction in a cell.
Different ratio of the grid spacing to the parcel diameter leads to different solid
volume fraction in each test, and hence the modelled particle fall velocities in cases
with the same particle d50 can be different. Likewise, the solid volume fraction
is also involved in the interphase momentum transfer term and volume exclusion
term, which should be a function of the solid phase and fluid phase properties,
rather than the grid size. This can be seen as a limit of numerical models, but
reasonable measures can be adopted to minimise this impact.
Particle Fall Velocity
For the particle falling test PFV-2, three follow-up tests are carried out to test
the influence of the ratio of the grid spacing to parcel diameter on the modelling
results, and identify the desirable ratio range for the model application. In these
tests, the only variable changed is the grid size and all the other set-up remains
the same as in PFV-2. Detailed information of each tests is listed in Table 4.2.
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Test number Grid spacing (mm) Ratio of grid spacing to parcel diameter
PFV-2 5 2
PFV-2.1 2.5 1
PFV-2.2 7.5 3
PFV-2.3 10 4
PFV-2.4 20 8
Table 4.2: Cases of various grid spacing.
The theoretical fall velocity derived by Eq. 4.2 and the corresponding modelling
results in these tests are shown in Table 4.3. When the grid spacing is the same
as the parcel diameter, the theoretical value itself is not realistic as a result of
a large solid volume fraction, let alone the large difference between the modelled
value and the theoretical value. When the grid size is twice the parcel diameter,
the modelled fall velocity is the closest to its theoretical value. When the grid size
is three times as large as or larger than the parcel diameter, the theoretical fall
velocity converges, and the modelled fall velocity is very close to the corresponding
theoretical value. Therefore, to minimise the inevitable limit, the grid size should
be three times as large as or larger than the parcel size.
Test number Solid fraction Theoretical fall
velocity (ms−1)
Modelled fall
velocity (ms−1)
PFV-2 0.0654 0.0293 0.0290
PFV-2.1 0.5236 0.0071 0.0015
PFV-2.2 0.0194 0.0319 0.0340
PFV-2.3 0.0082 0.0326 0.0350
PFV-2.4 0.001 0.0330 0.0350
Table 4.3: Theoretical fall velocity and modelling results.
Interphase Momentum Transfer Term and Volume Exclusion Term
As described in Chapter 3, the interphase momentum transfer term imposes the
momentum impact from the solid phase to the fluid phase (see Eq. 3.32). As
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the drag coefficient is involved, this term can also be affected by the ratio of grid
spacing to parcel diameter. Likewise, the volume exclusion term (see Eq. 3.34)
involves the local temporal and spatial variation of the fluid volume fraction due
to particles’ motion, therefore, it is also affected by the ratio of the grid spacing
to the parcel diameter.
Test number Grid spacing (mm) Ratio of grid spacing to parcel diameter
T-1 3.6 1
T-2 7.2 2
T-3 10.8 3
T-4 14.4 4
T-5 28.8 8
Table 4.4: Cases of various grid spacing with d50 being 0.36 mm.
A series of tests are carried out to examine these two terms with respect to different
grid spacing ratios to the parcel diameter. In these tests, the particle d50 is 0.36
mm, which is the same value as in a benchmark test by Mao[50]. The parcel
diameter is 0.72 mm in each test. The grid spacing used in each test is shown in
Table 4.4.
The magnitude of the interphase momentum transfer term and volume exclusion
term are shown in Figure 4.2. It is noteworthy that the particles in the all five
tests are still falling in the water column toward the bottom wall at 2 s. Therefore,
the influence of the bottom boundary is not applicable. It is seen that when the
grid spacing is the same as the parcel diameter, the magnitude of the interphase
momentum transfer term is neither realistic nor stable. This is because the parcel
volume occupies approximately 52% of the cell volume. When the parcel moves
from one cell to another, the solid volume fraction of the original cell drops from
0.52 to 0 within a single Lagrangian sub-time-step. Meantime that of the new
cell increases from 0 to 0.52. This sharp change induces large oscillation as seen
in Figure 4.2. When the grid spacing is twice the parcel diameter or larger, the
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magnitude of the interphase momentum transfer term converges among different
tests and stays stable regardless of the grid spacing ratio to the parcel diameter.
When grid spacing is between two to four times the parcel diameter, the magnitude
of interphase momentum transfer term fluctuates slightly over time. When the grid
size is five times the parcel diameter, no fluctuation is observed, which is in favour
of the numerical stability.
As for the volume exclusion term, which is shown in Figure 4.2b, the influence of
the grid spacing ratio on this term is significant. The magnitude difference can be
as large as 104 for the same particle falling on computational grids with different
grid spacing. This is mainly due to the fact that the volume exclusion term is a
function of the temporal and spatial derivatives of the natural logarithm of the
fluid volume fraction. Thus, it is very sensitive to the ratio of the grid spacing to
the parcel diameter. Furthermore, only when the grid spacing is as large as five
times the parcel diameter, no significant fluctuations are observed, otherwise, large
fluctuations in magnitude always exist, which can be a potential severe hazard to
the numerical stability.
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Figure 4.2: Magnitude of the interphase momentum transfer term and volume
exclusion term.
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When the grid spacing is twice, three times, four times, or five times the parcel
diameter respectively, the magnitude of the interphase momentum transfer term
is roughly two orders, three orders, four orders or five orders as large as that of
the volume exclusion term. Therefore, the interphase momentum transfer term is
always dominant.
Considering the influence of the grid spacing ratio to the parcel diameter on the
particle fall velocity, the interphase momentum transfer term and the volume ex-
clusion term, the results so far indicate that the larger this size ratio is, the better
results can be achieved. When the size ratio is between three and four, acceptable
predictions are obtained. When the size ratio is as large as five, the best results
concerning all these three aspects are achieved. However, a grid spacing ratio to
parcel size as large as five means that there could roughly be as many as 53 · θcs
parcels in a single cell. Considering cases with a mobile bed, where considerable
number of cells are close to fully packed, the number of parcels involved in calcu-
lation is definitely a heavy burden, or even exceptionally huge. Therefore, a grid
spacing ratio to parcel diameter ranging from three to four is recommended for a
reliable prediction while maintaining the computational efficiency.
4.3 Isolated Block Tests
The magnitude of both the interphase momentum transfer term and the volume
exclusion term are examined in the preceding section for a single particle falling
in the water column. However, the influence of a single particle on the fluid
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phase is not significant. In order to test the impacts of the particles at high
volume fraction on the fluid phase and hence examine the implementation of these
two terms, large number of particles are needed. In this section, a large number
of particles in nearly fully packed conditions will be used for this purpose. In
particular, an isolated block of particles is placed in the flow. Tests with the
isolated block located in the middle of the flow, on the bottom wall and at a
trench corner are performed respectively. Details of the flow passing this block
can reveal whether the implementation of the two terms are correct in terms of
the fluid hydrodynamics. The detailed set-up of the tests are listed in Table 4.5. To
minimise other effects, particles are fixed, and the focus is placed on the reaction
of the flow field to the presence of particles. The modelling results with both terms
on, only the interphase momentum transfer term (SU) on, and only the volume
exclusion term (Tve) on are presented.
Test number Block location
in the flow
Interphase
momentum
transfer
Volume
exclusion term
MDL-1
middle
X X
MDL-2 X ◦
MDL-3 ◦ X
BTM-1
bottom
X X
BTM-2 X ◦
BTM-3 ◦ X
CRN-1
corner
X X
CRN-2 X ◦
CRN-3 ◦ X
Table 4.5: Model set-up in the isolated block tests.
The mesh resolution in these tests is 2.5 mm, and it is one cell wide in the trans-
verse z direction. Slip boundary conditions are applied to the front and back
xy−planes. A steady current boundary condition is imposed at the inlet bound-
ary. The mean flow velocity is 0.35 ms−1. The diameter of the parcel is 0.72 mm,
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and particle d50 is 0.36 mm. The maximum solid volume fraction in the block is
0.58. The time step is 0.0005 s.
The modelled flow fields and velocity profiles at selected sections in MDL tests are
shown in Figure 4.3. The flow velocity fields produced with both the source terms
on (MDL-1), and those produced with only the interphase momentum transfer
term on resemble with each other, and the physical effects of the source terms are
well represented. As shown in Figure 4.3a, 4.3b, 4.3c, and 4.3d, the fluid phase
is affected by the presence of the particle block and flows around the block as
expected, and vortices in the lee-wake side and flow reversal are captured. As the
block of particles is a porous medium, water can flow into the block, and the flow
inside it is very minor as expected. The magnitude and direction of the velocity
vectors in MDL-1 and MDL-2 agree with each other very well. The only difference
between these two tests is that in MDL-2, the volume exclusion term is turned off.
It implies that, the volume exclusion term has much less effect than the interphase
momentum transfer term, which is consistent with the results in the particle falling
tests. When the interphase momentum transfer term is turned off and the volume
exclusion term is on, instead of getting blocked by the particles, the flow squeezes
into the block and accelerates there due to the spatial gradient of the fluid volume
fraction in and around the block. Inside the block, flow accelerates to two to three
times the mean flow velocity (see Figure 4.3e and 4.3f). This effect is not desirable
for scour studies.
To testify whether the presence of the particles at boundaries can cause prob-
lems, the block of particles is placed on the bottom boundary (BTM tests). The
modelled flow velocity field and velocity profile at selected sections are shown in
Figure 4.4. The flow velocity around the block decelerates and the vortices in the
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lee-wake side are fully resolved when the interphase momentum transfer term is
on. The velocity profiles are well developed and captured as well. When only the
volume exclusion term is on, the flow accelerates inside the block and no vortex is
observed. In short, the interphase momentum transfer term achieves the physical
impact of the solid phase back on the fluid phase reasonably while the volume
exclusion term results in unrealistic flow acceleration inside the block, and the
effect of the latter is much less than the former. In the CRN tests, the block of
particles is placed at a trench corner. Again, the same phenomena are observed
as shown in Figure 4.5.
To further confirm the difference in the tests with both source terms on and with
only the interphase momentum transfer term on, the velocity field in the former
tests is deducted by that in the latter tests. The velocity difference in the three
series of tests is shown in Figure 4.6 to visualise the contribution of the volume
exclusion term when both source terms are on. It is clear that the volume exclusion
term has little effect in the upstream and the far field. It only has impact on the
circulation zone immediately downstream of the block. Water in the downstream
side tends to flow upstream towards the block, which is not realistic physically.
It again gives a preliminary suggestion that this term is not desirable for scour
studies and needs further investigation.
The magnitudes of the interphase momentum transfer term and the volume ex-
clusion term are shown in Figure 4.7. The maximum values of both terms are
observed at the two corners of the block at the upstream side in the MDL tests,
and at the upper left corner in BTM and CRN tests where the block rests on
the bottom boundary. The maximum value of the interphase momentum transfer
term is one order larger than that of the volume exclusion term. In the majority
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(a) MDL-1 (b) MDL-1
(c) MDL-2 (d) MDL-2
(e) MDL-3 (f) MDL-3
Figure 4.3: Velocity vector field (left column) and velocity profiles at selected
sections (right column) in Tests MDL. Red line: the boundary of the block.
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(a) BTM-1 (b) BTM-1
(c) BTM-2 (d) BTM-2
(e) BTM-3 (f) BTM-3
Figure 4.4: Velocity vector field (left column) and velocity profiles at selected
sections (right column) in Tests BTM. Red line: the boundary of the block.
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(a) CRN-1
(b) CRN-2
(c) CRN-3
Figure 4.5: Velocity vector field in Tests CRN. Red line: the boundary of the
block.
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(a) MDL (b) BTM
(c) CRN
Figure 4.6: Velocity difference field. Red line: the boundary of the block.
area, the magnitude of the interphase momentum transfer term is three orders
larger than that of the volume exclusion term.
In conclusion, the interphase momentum transfer term decelerates the flow around
and inside the particle block as expected. As the fluid volume fraction inside the
block is smaller, the effect of the volume exclusion term alone results in water
squeezing into the block and getting accelerated there. This is correct mathe-
matically, not realistic physically on its own though. Because the magnitude of
the interphase momentum transfer term is several orders larger than that of the
volume exclusion term, the overall effect of this two source terms is dominated by
the interphase momentum transfer term.
The volume exclusion term is indispensable to compensate for the non-divergence-
free flow field caused by the presence of particles. For the two-fluid methodology
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(a) MDL-1 (b) MDL-1
(c) BTM-1 (d) BTM-1
(e) CRN-1 (f) CRN-1
Figure 4.7: Magnitude of interphase momentum transfer term (left column)
and volume exclusion term (right column).
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employed in the hydrodynamic module, zero velocity divergence is satisfied. With
the MP-PIC approach coupled with the hydrodynamic module, the density and
velocity field of the fluid phase does not implicate any additional elements due
to the introduction of particles. Therefore, the fluid phase is still divergence free.
For this reason, the volume exclusion term is not a core element to the current
model. In addition, considering the unrealistic physical effects and its potential
hazard to numerical stability, the volume exclusion term is removed from the model
hereafter.
4.4 Extension of the Model Application
The block of particles in the preceding section is fixed in the flow as an immobile
structure. Enlightened by this, bespoke particle clusters can be used to represent
porous media or complex geometries. As long as the boundary of a structure
or geometry is known, the initialiser code as described in Section 3.5.2 can be
adapted to generate a cluster of particles or several clusters to represent a structure
with specific porosity and geometry. The porosity value can be easily achieved
by assigning the desirable solid volume fraction θs and the critical solid volume
fraction θcs in the model.
A wedge test is performed as a simple demonstration. The wedge with a porosity
of 0.42 is fixed in the flow. Flow gets contracted around the wedge and vortices
are formed in the lee-wake side (see Figure 4.8). The magnitude of the interphase
momentum transfer term and the volume exclusion term are shown is Figure 4.9.
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Figure 4.8: Velocity vector field. Red line: the boundary of the wedge.
(a) Magnitude of SU (b) Magnitude of Tve
Figure 4.9: Magnitude of interphase momentum transfer term and volume
exclusion term.
The distribution patterns of the magnitude of both source terms resemble those
in the isolated block tests. Maximum values of both terms are observed at the up-
stream corners of the wedge, and the magnitudes inside the wedge are comparable
to those in the isolated block tests.
This simple test demonstrates the model’s capability to represent rigid structures
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in the flow. On top of that, even if a rigid structure involved in the simulation
has movement, for example, a turbine blade, the model can be easily modified
to accommodate this need by assigning the desired position or velocity to the
particles used to represent this structure. The advantage is obvious in this way
that no mesh deformation or complex boundary conditions are needed, neither is
special treatment or parameterisation for the movement of a structure in the flow
as well as the associated requirement on other configurations. In addition, it is
also possible to simulate aggregation or dissolution effect of certain structure or
materials where applicable. Because particles are traced on a one-to-one basis,
they can be introduced or removed as required withoug influencing the rest of the
existing particles.
4.5 Conclusions
The particle motion related implementations are calibrated and validated by per-
forming particle falling tests. The modelled particle fall velocity highly agrees
with the theoretical value with a discrepancy of only 0.45% and 1.02% for particle
d50 = 2.5 mm and d50 = 0.25 mm, respectively. Considering numerical accuracy
limited by truncated errors etc., this agreement is remarkable. The reliability of
the numerical implementation concerning particle motion is confirmed.
For conventional modelling approaches with an Eulerian mesh, the mesh resolu-
tion, i.e., the grid size is a typical concern for an accurate prediction of hydrody-
namics. On top of that, in the coupled Eulerian-Lagrangian model, the parcel size
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is required to be smaller than the grid size. Therefore the ratio of the grid spacing
to the parcel diameter needs investigation to ensure a reliable prediction. Particle
falling tests with various grid spacing ratios to parcel diameter are performed for
this purpose. Considering the predicted particle fall velocity and the behaviour of
the interphase momentum transfer term and the volume exclusion term, results
show that the larger this size ratio is, the better results are achieved. However,
a larger size ratio requires much more parcels in one cell, the number of parcels
involved in a simulation can be enormous. Taking into account the limit of compu-
tational efficiency as well, the ratio of grid size to parcel diameter is recommended
to be between three and four.
The hydrodynamic performance with the influence of the solid phase is examined
by a series of isolated block tests. The behaviour of the source terms arisen
from the introduction of the solid phase is checked, both inside the computational
domain and on the boundaries. The interphase momentum transfer term is the
dominant source term. With this term on, the flow deceleration inside the isolated
block is significant. Flow accelerates around the block and vortices are formed in
the wake side. The volume exclusion term has a very minor effect compared to
the interphase momentum transfer term, and is therefore negligible. On its own,
this term leads to flow acceleration inside the block due to the gradient of fluid
volume fraction. In addition, this term is very sensitive to the size ratio of grid
spacing to parcel diameter. As the fluid phase is divergence free, this term is not
essential to the model, therefore, it is removed hereafter.
When the particles are fixed, the block of particles behaves as an immobile porous
medium. From this perspective, the particle initialiser can be used to generate
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clusters of particles to represent porous media, rigid structures or complex geome-
tries. A simple demonstration with a wedge in the flow is presented. Even when
the rigid structure has movement or where aggregation and dissolution effect is
necessary, the model can be easily extended to account for those effects.
The influences of the Eulerain grid size on the particle motion and potentially
the overall transport process demonstrate that the Euler-Lagrange method has
certain weak points that need to be treated carefully. However, these challenges are
largely due to the numerical implementation methods, including the interpolation
method and the solution algorithms, which can be treated with proper numerical
method. On the other hand, the Euler-Lagrange method also demonstrates its
advantages in dealing with solid obstacles in the flow by grouping a large number
of particles. Usually, special treatments have to be employed in the traditional
Eulerian approaches to tackle such difficulties, such as mesh masking etc.
Chapter 5
Model Applications
5.1 Introduction
After calibration and validation, the model is applied to a range of experiments
in this chapter. The performance of the model regarding the hydrodynamics,
sediment transport and scour development will be presented in sequence. Firstly,
the model is applied to different hydrodynamic conditions, including steady current
and waves. A test of a steady current passing a vertical cylinder by Roulund
et al.[70] and a plunging wave breaker experiment by Ting and Kirby[87] are
simulated by the model in Section 5.2. Secondly, the model is applied to an
oscillatory sheet flow test by O’Donoghue and Wright[56] and O’Donoghue et
al.[58] to testify the model’s performance regarding sediment transport in Section
123
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5.3.1. Finally, the model is applied to benchmark scour tests in steady current and
waves respectively, including a current-induced pipeline scour case by Mao[50] and
a wave-induced scour case by Sumer and Fredsøe[78]. Detailed results regarding
the hydrodynamics, turbulence structures and scour development will be presented
in Section 5.4.
5.2 Hydrodynamics
5.2.1 Vertical Pile under Currents
Roulund et al.[70] conducted a rough rigid bed experiment with a vertical circular
pile in a steady current. A pile of a diameter D = 0.536 m was sealed along its
perimeter on a rigid bed covered by a single layer of crushed stones, the rough-
ness height of which was k = 0.7 cm. It was conducted in a 28 m long and 4 m
wide flume. The water depth was maintained at 0.54 m. The approach velocity
was 0.326 ms−1, which was obtained from the integration of the velocity profile.
Only velocity measurements were carried out in this test. The measurements were
conducted using a two-component DANTEC “pen-size” laser-Doppler anemome-
ter (LDA) in the plane of symmetry upstream and downstream of the pile. The
focal length of the “pen-size” probe with a specially built adaptor was 8 cm. The
measurement volume (dx × dy × dz) was 1.5 mm Ö 0.12 mm Ö 0.12 mm[70].
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Figure 5.1: Refined mesh around the pile.
The model is set up according to the experimental configuration to verify the
model’s accuracy in the computed hydrodynamics, particularly the flow velocity.
The computational domain is 7 m long, 1 m deep, and 3 m wide, consisting of 224,
45 and 112 cells in each direction respectively. The pile is placed in the middle
of the domain. Regular grid size varying from 2 cm to 3.125 cm covers the whole
domain. Finer mesh down to mm scale is used around the pile (see Figure 5.1)
and near the bed. The time step is set at 1 × 10−4 s. Figure 5.2 is a sketch of
the computational domain, where water is in red, and air is in blue. A steady
current of 0.326 ms−1 is imposed on the inlet boundary[29]. Zero normal gradient
of the velocity is applied at the outlet boundary. The slip condition is used on the
front and back wall. Zero velocity is imposed on the bottom and pile surface. The
pressure gradient is calculated according to the velocity such that it provides the
correct flux on each boundary. The k − ε turbulence model is employed. k and ε
are set as constant values with a 10% turbulence intensity.
Figure 5.2: The computational domain. Red: water; blue: air.
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The test starts with a uniform streamwise velocity 0.326 ms−1 in the flow. The
flow field reaches steady status after t = 20 s. Figure 5.3 shows the computed free
surface. Only very slight variations are observed around the pile perimeter at the
free surface, apart from which, the free surface is level. This is because compared to
the computational domain, the pipe diameter is not very large: the computational
domain is approximately 13D long and 6D wide, which is big enough for the flow
to adjust to the presence of the pile.
Figure 5.3: The developed free surface. Red: water; blue: air.
The streamwise velocity distribution at the free surface, the middle depth of the
flow and near the bed surface are presented in Figure 5.4. The flow deceleration in
front of the pile and in the wake side, acceleration on the two sides of the pile are
captured by the model. At the free surface and the middle depth, the streamwise
velocity distribution is similar to each other except that at the middle depth the
acceleration zone is even larger, and the deceleration in the immediate wake is
stronger. At the bed surface, the acceleration zones on the two sides of the pile
shrink into a horseshoe shaped area, while the deceleration areas expand toward
both the upstream and the downstream side. Further downstream, not only the
flow near the centreline has a lower velocity, two low velocity spots (approximately
0.15 ms−1) are also observed near the front and back wall.
The vertical velocity distribution at these three layers are shown in Figure 5.5. The
pattern at each layer is very similar to each other. A downflow is identified at one
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(a) Free surface
(b) Middle depth
(c) Bed surface
Figure 5.4: Streamwise velocity (m/s) distribution at the free surface (A),
the middle depth of the flow (B), and near the bed (C).
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upstream quarter of the pile perimeter. Correspondingly, on the other upstream
side, the vertical velocity is upward. The non-zero regions at the upstream side of
the pile expand slightly from the free surface to the bed surface. In the downstream
side, two non-zero spots are observed at the middle depth and near the bed surface.
The negative velocity spot is on the same streamline as the positive region at the
upstream quarter of the pile, and the positive velocity spot aligns with the negative
region at the pile perimeter. These two spots are also larger near the bed surface
than those at the middle depth.
The streamwise velocity at different vertical layers is presented in Figure 5.6. From
top panel to the bottom, the distance from the bed increases. Overall, the mod-
elling results agree with the measurements very well. Particularly, it is seen that
the further the layer is away from the bed, the more accurate the modelling results
are. The streamwise velocity in front of the pile is predicted accurately at the layer
4.3 cm and above. At layers z = 1.3 mm and z = 2.3 mm, the predicted velocity
between x/D = −2 and x/D = −1 agrees well with measurements. However, it
is over-predicted when approaching the pile, i.e., within 0.5D distance from the
pile perimeter. The maximum deviation of the modelling results from the mea-
surements is observed at x/D = −0.87 with an over-prediction of 0.15 m/s at
z = 1.3 cm and 0.1 m/s at z = 2.3 cm. This can be due to the deficiencies in
the boundary condition imposed on the bed surface, for example, the wall func-
tion involved in the turbulence model. The grid size being not fine enough near
the bed can also be a possible error source. However, the accuracy is considered
acceptable in current study considering the challenging situation close to the bed.
Apart from that, the deviation of the modelling results stays within 0.01 m/s in
most areas, even at locations very close to vertical pile. At the downstream side,
the deceleration within 0.5D distance from the pile and the acceleration between
1D and 2D away from pile are all captured very well by the model. Deviations
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(a) Free surface
(b) Middle depth
(c) Bed surface
Figure 5.5: Vertical velocity (m/s) distribution at the free surface (A), in the
middle depth of the flow (B), and near the bed (C).
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are mainly less than 0.04 m/s. The good agreement with the measurements at the
downstream side is observed at each vertical layer. In the numerical simulation
by Roulund et al.[70], the deviations at the downstream side can be larger than
0.06 m/s, which can be caused by the exclusion of the free surface effect in their
model. The better results at the downstream side produced by the present model
demonstrate well the importance of the free surface effect.
In addition, the three-dimensional feature captured by the model is also seen in
Figure 5.6. At the upstream side, the flow deceleration starts at different distances
from the pile at each layer. From the bed to the free surface, the beginning point
of flow deceleration is observed at approximately 4.5D, 4D, 3D and gradually
converges to 2D in front of the pile perimeter. It confirms quantitatively the
capability of the model to resolve the full three dimensional features.
The results suggest that the model is able to capture complex flow field around
the structure, which is particularly important to the present study. The small
deviation from the measurements near the bed surface may potentially affect the
particle motion if present. A more delicate treatment of the near wall turbu-
lence could be a solution to further improvement. However, considering the small
difference in magnitude, it should not cause significant effects.
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Figure 5.6: Streamwise velocity in the plane of symmetry at different vertical
layers. The level height z is measured from the bed. Solid line: modelling
results; asterisks: measurements.
5.2.2 Plunging Waves Test
To test the model’s capacity in dealing with surface variations, the plunging wave
breaker experiment by Ting and Kirby[87] is simulated. The experiment was
performed in a two-dimensional wave tank, which was 40 m long, 0.6 m wide and
1.0 m deep. A cnoidal wave was generated by a bulkhead wave generator, which
was controlled by an electro-hydraulic servo-system, onto a uniform slope of 1 on
35. The wave period was 5.0 s, the wave height was approximately 13 cm in the
10 m long constant-depth region, and the still water depth of which was 0.4 m.
A sketch of the experimental arrangement is shown in Figure 5.7. The origin of
the abscissa started from the toe of the slope, and the undisturbed still water
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level was 0 as shown in Figure 5.7. The water surface elevations and velocities
were measured at seven locations along the centreline of the wave tank. Velocities
were measured by a two-component fibre-optic laser-Doppler anemometer (LDA).
Velocity measurements were obtained by the fibre-optic probe submerged. Owing
to the low laser power, only one velocity component could be measured at one time.
Therefore, the horizontal and vertical velocities were measured by conducting the
same experiment twice. The surface elevation measurements were obtained by
capacitance wave gages. Details about the experimental calibration and validation
can be found in Ting and Kirby[87].
Figure 5.7: Experimental set-up of the plunging wave test by Ting and
Kirby[87]. (After Ting and Kirby[87].)
The computational domain is 31 m long and 0.7 m deep. The mesh resolution is
1 cm. The time step is 1×10−3 s. The still water level rests at z = 0 in alignment
with the experiment. However, the origin of the abscissa in the model locates at
the left beginning point of the computational domain, rather than at the toe of the
slope. Necessary shift is made in the results analysis when comparing the modelling
results to the measurements. The abscissa in the figures of comparison against
measurements corresponds to the experimental set-up, i.e., the origin starts from
the toe of the slope. A cnoidal wave is generated[24] according to the experiment.
The k − ω SST turbulence model is employed. The simulation starts from an
initially still status as shown in Figure 5.8. The modelling results reach stable
status after 28 wave cycles. Therefore, the results hereafter are used below for
analysis. Figure 5.9 shows a snapshot of the computed free surface.
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Figure 5.8: Computational domain. Red: water; blue: air.
The computed instantaneous free surface elevation and the mean water level are
compared to the measured maximum, minimum and mean surface level in Figure
5.10. Very good agreement is achieved by the model overall. In particular, the
wave amplitude and the mean water level close to the wave breaking point (x =
7.795 m) agree well with the measurements. The breaking point in the modelling
results is slightly further offshore than the measured value. The maximum water
surface elevation is slightly over predicted in the surf zone past the breaking point
(x = 10 − 13 m), which is very challenging for numerical models. However, it
is satisfactory that the deviation of the modelling results from the measurements
stays within 2 cm in most areas. The mean water surface elevation agrees very
well with the measurements, including the set-down at approximately 7.8 m and
the set-up on the beach.
Figure 5.9: Snapshot of the computed free surface at t = 150 s. Red: water;
blue: air.
The time series of the instantaneous water surface elevation at selected locations
are compared with the measurements in Figure 5.11 and Figure 5.12. Overall the
agreements of the modelling results with the measurements are achieved. The
change in the wave shape from deep water to the breaking point is well predicted
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by the model. The performance of the model in the shoaling zone and surf zone
is better than that in the breaking zone. The cnoidal wave shape is maintained
till x = 2.0 m, and it gradually becomes saw-tooth shaped at x = 4 m. The wave
shape at x = 6 m just before breaking has become fairly asymmetrical. Once
past the wave breaking point, the amplitude decreases and the saw-tooth shape
is more evident both in the measurements and the modelling results (see Figure
5.12). Only at locations immediately past the breaking point, i.e., x = 8.0 m and
x = 9.0 m, the maximum water elevation is under predicted by the model. This
can be due to the lack of additional numerical schemes to deal with wave breaking
and reflection among others in the model, while these processes are implicated in
the laboratory measurements. Considering the complex nature of wave breaking
and the challenges in resolving the surface variation associated with the complex
transition in wave dynamics, such results are clearly satisfactory.
Figure 5.10: Distribution of the wave amplitudes and the mean water surface
elevation. Black lines: modelling results; green line: computed mean water
level; dots: measurements.
Figure 5.13 shows the time averaged horizontal velocity profile at selected sections.
The horizontal axis in this figure is the normalised undertow by the wave celerity
√
gh. The vertical axis is the surface elevation normalised by the local mean water
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Figure 5.11: Time series of the water surface elevation at selected sections
(Part I). Black: modelling results; red: measurements.
depth h. Good agreement with the measurements is achieved generally. At the
wave breaking point, the variation of the undertow current with depth is virtually
constant as seen in both the measurements and the modelling results. Further past
the breaking point, the maximum undertow current is formed near the bottom.
The computed velocity magnitude agrees well with the measurements especially
close to the bottom layer. Deviations are observed close to the free surface, where
the instability of surface waves causes large uncertainly in the modelling results.
The linearisation of the governing equations and the second-order accuracy of the
numerical scheme may result in numerical errors especially in the case of a plunging
wave where highly non-linearity exists.
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Figure 5.12: Time series of the water surface elevation at selected sections
(Part II). Black: modelling results; red: measurements.
The variation of the phase-averaged normalised surface elevation η by depth, nor-
malised horizontal velocity u by wave celerity, normalised vertical velocity w by
wave celerity, and normalised turbulent kinetic energy k by wave celerity at se-
lected locations at and past the wave breaking point are shown in Figure 5.14 and
Figure 5.15. On the top panel of both figures, the computed surface elevation is
compared with the measurement; particularly at N6 and N7, the agreements are
very good. At the breaking point N2 and the immediate downstream N4, the
maximum surface elevation is under predicted as already shown in the preceding
figures. The computed horizontal velocity and vertical velocity are in good agree-
ment with the measurements at the four locations, small deviations are observed
though. The horizontal velocity dominates the flow speed apparently, and the ver-
tical velocity are fairly small except when the wave crest passes. The normalised
turbulent kinetic energy is over predicted at the breaking point N2, whereas the
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Figure 5.13: Time-averaged horizontal velocity (u) profile at selected sections.
Lines: modelling results; circles: measurements.
prediction improves farther downstream. Nevertheless, the overall agreements are
considered satisfactory.
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Figure 5.14: Phase-averaged surface elevation η, horizontal velocity u, vertical
velocity w, and turbulent kinetic energy k at selected sections (Part I). Black:
modelling results; red: measurements.
5.3 Sediment Transport
5.3.1 Sheet Flow Test
The sediment transport under oscillatory sheet flow is a challenging yet important
topic in coastal engineering. The near-bed sediment transport under waves is
largely determined by the sand size and the near-bed oscillatory flow caused by
waves[58].
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Figure 5.15: Phase-averaged surface elevation η, horizontal velocity u, vertical
velocity w, and turbulent kinetic energy k at selected sections (Part II). Black:
modelling results; red: measurements.
The model is applied to a case with fine sand under sinusoidal oscillatory flow
condition. The experiment was performed by O’Donoghue and Wright[57] in the
Aberdeen Oscillatory Flow Tunnel. It was 16 m long with a 10 m long glass-
sided rectangular test section, 0.75 m high and 0.3 m wide. A 250 mm deep
bed of well sorted sand with the median grain size 0.13 mm was placed in the
central part of the test section. A sinusoidal oscillatory flow was generated with a
period of 6 s and an orbital amplitude of 1.2 m. The flow velocity was measured
by an ultrasonic velocity profiler (UVP), which was capable to collect data from
several millimetres to approximately 50 mm above the instantaneous bed level.
The sediment concentration below the initial bed level was measured by three
conductivity concentration meters (CCMs) placed at separate locations along the
central line of the tunnel[44]. More details can be found in O’Donoghue and
Wright[57] and Li et al.[44].
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Figure 5.16: The velocity profile at selected phases. t/T = 0.0, 0.13, 0.25,
0.4, 0.58, 0.66, and 0.96 as indicated in the figure by each line. Black solid lines:
modelling results; red dashed lines: measurements.
The computational domain is set as 100 mm long, 100 mm high, and one cell wide.
The mesh resolution is 1 mm. The time step is 1 × 10−3 s. A sand layer of 10
mm is placed on the bottom initially, and the maximum volume concentration is
0.6. Periodic boundary conditions are employed at the inlet and outlet boundaries
for both the fluid phase and the solid phase. To save computational costs, a
typical boundary modelling approach is adopted, i.e., an oscillatory body force
is used to represent the wave induced pressure term in the flow momentum and
this force is assumed to be uniformly distributed across the depth. The oscillatory
force term is tuned to meet the experimental set-up. The k−equation large eddy
simulation is adopted. The flow starts from an initially stationary status. The
simulation reaches stable status after 60 wave cycles and the results hereafter are
found converged to be periodical and therefore are used for analysis.
The computed flow velocity profile at selected phases are compared with the mea-
surements in Figure 5.16. Overall the agreement between the computed and mea-
sured velocity is encouraging. In particular, the velocity profile 15 mm above
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(a) t/T = 0 (b) t/T = 1/6
(c) t/T = 1/3 (d) t/T = 1/2
(e) t/T = 2/3 (f) t/T = 5/6
Figure 5.17: Particle distribution and streamwise velocity at selected phases.
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the sandy bed reaches better agreement with the measurements than that be-
low this level. The phase lead between the flow in the boundary layer and the
outer flow is also captured by the model very well. When approaching peak flow
(t/T = 0.25, 0.66) and during maximum acceleration (t/T = 0.13, 0.58), the agree-
ment is better with the measurements than at flow reversal (t/T = 0.96). Most
deviations are observed in the region close to the bed, where significant changes
occur to the hydrodynamics due to the wave boundary layer process and the sheet
flow process.
Employing a particle approach, the model is able to resolve the sand motion at
the particle scale. Figure 5.17 shows the particle distribution and the streamwise
velocity at selected phases. The velocity contour is generally uniform up in the
water column with variations locally. The velocity decreases when approaching the
bed. A layered velocity distribution immediately above the bed, i.e., z = 10− 15
mm is observed throughout the flow cycle. It is particularly obvious at peak flow
(see Figure 5.17b, 5.17c, 5.17e and 5.17f). It demonstrates that the influence of the
sandy bed on the flow is well resolved by the model. The particle distribution at
peak flow is widespread over the whole water column due to the strong suspension.
At flow reversal, particles are entrained high into the water column, and a vortex-
shaped distribution is observed in Figure 5.17a and Figure 5.17d. It is noteworthy
that Figure 5.17 is the instantaneous particle distribution at selected phases, and
the ensemble averaged values are used for comparison against measurements.
To examine the modelling results on sediment motion, the computed sediment
concentration profiles are obtained by averaging those values over the length of
the computational domain. The sediment concentration profiles at selected phases
are compared to the measurements in Figure 5.18 and 5.19. Overall, very good
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Figure 5.18: Comparison of the computed and measured sediment concentra-
tion at various flow phases in the first half of a wave cycle. Lines: modelling
results; circles: measurements.
agreement is achieved between the computed and measured value, from the high
concentration region deep inside the bed up to the low concentration region higher
in the water column. However, certain deviations are observed near the bed sur-
face, where the deviation can be as large as 500 g/l. It can be caused by the
inaccurately resolved flow velocity there, as well as the challenging situation re-
garding the active interaction between the flow the sediment dynamics at the bed
surface. At layers 1 mm deep in the bed and below, the predicted sediment concen-
tration is much better, suggesting the model’s good performance in dealing with a
nearly fully packed bed. Also, it can be seen that the model is able to simulate the
acceleration induced suspension near the bed, i.e., from t = 0 to t = 1.5 s. The
erosion inside the bed is evident and the concentration curve becomes steeper. In
the deceleration phase, sediment is settling down with the rise of bed level and
the concentration curve becoming less steep (t = 2.7 s and t = 3 s). Both the
magnitude and the trend of the concentration agree with the measurements very
well, indicating the capability of the model in simulating the particle interaction
at very high concentration level.
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Figure 5.19: Comparison of the computed and measured sediment concentra-
tion at various flow phases in the second half of a wave cycle. Lines: modelling
results; circles: measurements.
5.4 Scour Studies
5.4.1 Current-Induced Pipeline Scour
The model is applied to a current-induced live-bed scour case around a pipeline, a
benchmark laboratory test carried out by Mao[50]. In the experiment, the flume
was 23 m long, 0.5 m deep, and 2 m wide [98]. The water depth was 0.35 m, and
a pipeline of a diameter D = 0.1 m was placed above a sand layer. The particle
median grain size was 0.36 mm. In this selected live-bed scour case, the Shields
number θ = 0.098 and the mean flow velocity was 0.5 ms−1.
The computational domain is set as 1.6 m long, 0.5 m deep and one cell wide.
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The mesh resolution is 5 mm. The inlet boundary is on the l.h.s. of the domain
and the outlet boundary is in the r.h.s. as sketched in Figure 3.2. The simulation
starts with a uniform flow velocity of 0.5 ms−1. The time step is 2× 10−4 s. The
k−equation large eddy simulation is adopted to resolve the turbulence structures.
The simulation starts with clear water and a uniform flow velocity of 0.5 ms−1.
Flow Field
The computed flow velocity field at t = 1.5 min is shown in Figure 5.20, where
the bed is coloured in red. Overall the computed flow field is fairly realistic.
The flow field 1D above the bed at the upstream side remains undisturbed by
large. Below this level, the flow field is influenced by the presence of the pipe and
sediment particles remarkably. Small eddies are generated close to the bed surface
and near the downstream scour hole. Close to the pipe, the flow acceleration
around the pipe is well captured by the model. At the downstream side, the
recirculation zone immediately behind the pipe and two small cavities between
the flow acceleration zone and the recirculation zone are also captured clearly.
The lee-wake vortices are formed behind the recirculation zone. The flow field
immediately above the bed is resolved vigorously as well. At the upstream side,
small vortices are generated and developed along the streamwise direction. The
flow velocity magnitude immediately above the bed is small because the particles
act as a momentum sink. At t = 1.5 min, the scour hole underneath the pipe has
already formed a well-shaped pathway for the flow. Therefore, the flow acceleration
between the bed and the pipe develops without much obstacles. The acceleration
jet propagates to around 2D behind the pipe and encounters the flow from above
the pipe. Consequently, the lee-wake vortices take place and propagate further
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Figure 5.20: Computed flow velocity field at t = 1.5 min.
downstream. Between the lee-wake vortices and the bed, the flow is decelerated
by the bed, especially past the mount shaped at x = 1.8D.
Also we can see that the free surface is no longer level at the initial water depth.
Due to the flow acceleration and lee-wake vortices caused by the pipe, the water
level decreases from x = −1D and fluctuates in the downstream side. By resolving
the free surface, the internal flow field can adjust more realistically and timely to
the bed profile development.
The velocity profile at six selected sections located upstream, across the pipe, and
downstream of the pipe are shown in Figure 5.21 along with the streamwise velocity
field. The overall pattern of the streamwise velocity field resembles each other at
the selected time. From t = 80 s to t = 100 s, the bed underneath the pipe and the
slope in the downstream side are being eroded continually. However, no dramatic
change is observed in the bed profile. Therefore, the flow filed is relatively stable
during this period. Flow is decelerated in front of the pipe, and gets accelerated
below and above the pipe. A recirculation zone is observed with reversed flow
immediately behind the pipe. Further downstream, the high velocity region and
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reverse velocity region caused by the lee-wake vortices evolve downstream with
time.
At the upstream, two high velocity regions are observed approximately 0.5D above
the bed. The size and location of these two regions evolve with time. Apart from
that, the flow field is relatively uniform. Correspondingly, the velocity profiles
at the selected upstream locations are generally constant with depth; only slight
overshoot can be found in the high velocity region. Underneath and above the
pipe, the velocity acceleration is evident. The velocity magnitude at the section
across the pipe sees larger values than the upstream ones, and it peaks close to
the pipe. In the downstream side, influenced by the recirculation zone and the
downstream mount, the velocity profile at x = 1.5D produces almost zero velocity
at y = 1D, from which depth downwards, it accelerates and then decelerates again
when approaching the bed. Further downstream, the velocity profile at x = 3D
and x = 4.5D have small velocity magnitude even 1D above the bed due to the
presence of the lee-wake vortices there. Because of the evolution of the lee-wake
vortices with time, these two velocity profiles are more variant with time compared
to those at the other sections.
The computed vorticity magnitude at t = 1.5 min is shown in Figure 5.22. High
vorticity is observed at the free surface, along the bed surface, around the pipe
and in the lee-wake vortices region. The free surface above the pipe and in the
downstream side has larger vorticity than that in the upstream side. By contrast,
along the bed surface, the vorticity in the upstream is larger than that behind
the downstream mount (x = 2D − 5D) because the lee-wake vortices are higher
above the bed as seen in Figure 5.20. The acceleration zone around the pipe, the
recirculation zone in the immediate downstream, and the lee-wake vortices region
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(a) t = 80 s
(b) t = 85 s
(c) t = 90 s
(d) t = 95 s
(e) t = 100 s
Figure 5.21: Streamwise velocity and velocity profile at selected sections. Bold
solid line: bed profile.
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Figure 5.22: Vorticity magnitude at t = 1.5 min. Bold solid line: bed profile.
have large vorticity as expected. It is noteworthy that the low vorticity in the
small cavities between the recirculation zone and the pipe is also reproduced by
the model.
Turbulence Structures
The computed sub-grid scale kinetic energy and sub-grid scale eddy viscosity are
presented in Figure 5.23. It is clear that the sub-grid scale kinetic energy is more
intense on the two sides of the pipe as shown in Figure 5.23a. The high value region
below the pipe is larger than that above the pipe, suggesting a higher turbulence
energy generation below the pipe. Along the bed surface at the upstream side,
higher values of sub-grid scale kinetic energy than the majority water body are
observed, and the high value region extends to the downstream side of the scour
hole. The free surface downstream of the pipe also has a larger turbulence kinetic
energy than the upstream side, suggesting the impact of the pipe and variation in
the bed surface elevation on the free surface. In Figure 5.23b, the high value region
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(a) Sub-grid-scale kinetic energy
(b) Sub-grid scale eddy viscosity
Figure 5.23: Sub-grid scale kinetic energy and sub-grid scale eddy viscosity
at t = 1.5 min. Bold solid line: bed profile.
of sub-grid scale eddy viscosity can be found close to the bed surface, around the
pipe perimeter, in the recirculation zone behind the pipe, in the location of lee-
wake vortices, and at the free surface, which all overlap with the high vorticity
regions as seen in Figure 5.22. These regions are also where particle motions are
very active as will be shown in Figure 5.25. The high vorticity, high turbulence
kinetic energy and eddy viscosity in those regions are good indicators for active
particle motions, i.e., they can be the drive to facilitate particle motion, especially
the particle entrainment. Once being picked up from the bed, particles in these
regions can then be transported downstream quickly due to the strong flow velocity.
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Figure 5.24: Contour of solid volume fraction (a) and modified viscosity (b)
at t = 1.5 min.
Modified Viscosity
As introduced in the preceding chapters, the bulk viscosity is modified to account
for the influence of particles on the fluid phase. Employing Eilers Equation (Eq.
3.33)[11, 62], the modified viscosity largely depends on the distribution of solid
volume fraction. In Figure 5.24a, the distribution of the solid volume fraction is
depicted. From the bed surface to the bottom, the solid volume fraction increases
towards fully packed condition. The isolines are parallel to the bed surface profile
by large as expected. As seen in Figure 5.24b, the distribution of the modified
viscosity follows the distribution pattern of the solid volume fraction. The increase
in the modified viscosity is more dramatic where the solid volume fraction exceeds
0.55, compared to the bed surface regions where the solid volume fraction is be-
tween 0.35 to 0.55. Therefore, the modified viscosity mainly serves to stabilise the
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Figure 5.25: Particle distribution at selected time. a) t = 4 s, b) t = 12 s, c)
t = 24 s, d) t = 37 s, e) t = 41 s, f) t = 45 s.
bed, and it has little influence in the main water body above the bed, where the
solid volume fraction is very small due to the dilute suspension. It reflects the
proper implementation of Eq. 3.33 in the model.
Particle Distribution
One of the advantages of this model is to trace the discrete particles in a natural
way. Consequently, the sand transport can be resolved naturally, and the particle
distribution and evolvement can be investigated straightforwardly. Figure 5.25
shows the particle distribution at selected time. The particles are coloured in red,
and the flow velocity vectors are also plotted. In Figure 5.25a, we can see at t = 4
s, particles at the bed surface at the upstream side are dragged by the flow and
start rolling and sliding along the bed (bed load). The bed between x = −0.8D
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and x = −0.2D starts to be scoured and a very mild curve forms underneath the
pipe. Compared to the upstream side, the particle motions in the downstream
side is dominated by suspension due to the stronger flow velocity and the vortex
shedding. It can be seen that at this very beginning of the scour development,
a large amount of particles downstream of the pipe have been entrained into the
flow, and the bed surface at the downstream side has started to deform. At
t = 12 s, the scour hole extends upstream to x = −1.6D, and the gap right
underneath the pipe is enlarged as shown in Figure 5.25b. As a consequence,
particles are piled up near x = 0.8D. As time goes on, the scour hole at the
upstream side continues developing, the gap between the pipe and the bed keeps
enlarging, and the maximum scour location evolves downstream towards right
underneath the pipe (see Figure 5.25c, Figure 5.25d, Figure 5.25e and Figure
5.25f). In addition, it is shown that the scour development at the beginning is
largely dominated by entrainment and suspension in the downstream side. As time
goes on, such phenomenon weakens, and instead the scour hole gradually takes
shape. It demonstrates the ability of the model to clearly reproduce the tunnel
erosion stage by tracing the particles from a Lagrangian perspective, and even the
onset of scour can be reflected as well without using an initial artificial bed profile
to facilitate scour development as seen in other models[45, 98].
Bed Evolution
The computed bed profile at t = 1.5 min is compared to the measurements[45]
in Figure 5.26. The shape of the scour hole, the maximum scour depth, and the
maximum deposition point in the downstream side are all in good agreement with
the measurement, which is the major task of scour prediction. The maximum scour
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Figure 5.26: Computed bed profile at t = 1.5 min in comparison with the
measurements (black dots).
depth is under-predicted by only 1 cm. However, some deviations are observed
around x = −1D and in the downstream side. In the modelling result, the bed is
scoured slightly deeper between x = −1.6D and x = −0.8D. That can be caused
by the over-predicted vortex at this location. The over-predicted bed elevation
in the downstream side, where the maximum over-prediction is 3 cm, can be
associated with the weak flow there, which is not sufficient to wash the sediment
particles further downstream. The overall performance of the model to resolve the
local scour is considered to be satisfactory.
Figure 5.27 shows the development of the bed profile and the flow field over time.
The bed underneath the pipe is eroded away first and the bed further downstream
also starts moving from the early stage. The scour hole underneath the pipe is
already formed at t = 25 s, and a mount is taking shape due to deposition between
x = 1D− 2D. These change in the bed elevation intervenes in the development of
the flow field, i.e., a stronger jet from underneath the pipe propagates downstream
and the lee-wake vortices evolve further downstream behind the mount. As the
erosion underneath the pipe continues, a gentle slope is formed at the upstream
side. Meanwhile, small vortices come into being above the slope in the upstream
side as seen in Figure 5.27i and 5.27j. In the downstream side, the bed behind the
mount is eroded away continually.
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(a) t = 5 s (b) t = 15 s
(c) t = 25 s (d) t = 35 s
(e) t = 45 s (f) t = 55 s
(g) t = 65 s (h) t = 75 s
(i) t = 85 s (j) t = 95 s
Figure 5.27: Bed profile and the flow velocity field at selected time.
Influence of Hydrodynamics on Bed Profile
After analysis of the detailed flow dynamics, particle motion and bed evolution,
five follow-up tests are set up as shown in Table 5.1 to investigate the influence
of the modified viscosity and turbulence models on the bed evolution. The results
shown above are from Test 6 with modified fluid viscosity and using LES. In
comparison, Test 5 also uses LES but the fluid viscosity remains unmodified. In
Test 3 and 4, the standard k − ω turbulence model is employed, either with or
without modified viscosity. In Test 1 and 2, only the fluid molecular viscosity is
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Test number Modified fluid viscosity k − ω turbulence model LES modelling
1 ◦ ◦ ◦
2
√ ◦ ◦
3 ◦ √ ◦
4
√ √ ◦
5 ◦ ◦ √
6
√ ◦ √
Table 5.1: Tests set-up for the current-induced pipeline scour case.
considered and the eddy viscosity is set to zero.
The computed bed profile and flow field in each test are shown in Figure 5.28
and Figure 5.29, respectively. In these two figures, results of Test 1 to Test 6 are
shown in the sub-figure a to f in sequence. The fluid viscosity is not modified
in the tests on the left column, by contrast with the modified viscosity in those
on the right column. No turbulence model is used in the two tests on the top
panel. On the middle panel, the k − ω turbulence model is employed; and on
the bottom panel, LES is adopted. In Figure 5.28, we can see that the shape
of the scour hole and the maximum scour depth in each test are all in good
agreement with the measurements, which is the major purpose of scour prediction.
However, the deposition mount at the upstream and downstream side of the pipe
are predicted differently with different turbulence models. At the upstream side,
using LES, Test 5 and Test 6 produce the bed profile with the best agreement
with the measurements. Test 1 and Test 2 over-predict slightly around x = −2D.
The bed profile produced by k − ω model in Test 3 and Test 4 are worse than
the results in tests either with LES or without turbulence model. With the k− ω
model, the maximum amount of over-prediction in bed elevation is near x =
−2D. In the downstream side, the bed elevation is over-predicted between x =
2D and x = 5D, the maximum scour depth is predicted very well though. A
quantitative comparison among these tests are shown in Table 5.2. Results in Test
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Figure 5.28: Computed bed profile at t = 1.5 min in comparison with the
measurements (black dots). From a) to f) are Test 1 to Test 6 in sequence.
Test number Upstream Scour hole Downstream
1 2 cm 1 cm 3 cm
2 1.2 cm 1.1 cm 3 cm
3 3.8 cm 0 cm 5 cm
4 3 cm 0 cm 3 cm
5 1 cm 1 cm 3.5 cm
6 1 cm 1 cm 3 cm
Table 5.2: Maximum discrepancies observed at the upstream side, scour hole
and downstream side of the pipe in each test.
1 and Test 6 reach the best agreement with the measurement, while the results
produced by k − ω model without modified viscosity in Test 3 see the biggest
deviation from measurements. With respect to the effect of the modified viscosity,
we can see that in each panel, tests with modified viscosity produce smoother bed
profile at both the upstream and downstream side of the pipe, which are closer
to the measurements. Especially at the downstream side, the over-predicted bed
elevation is reduced by adopting the modified viscosity. Therefore, the modified
viscosity plays its role in the interaction between the solid phase and the fluid
phase, and consequently, it influences the formation of bed profile.
In Figure 5.29, the flow velocity vectors are plotted. The flow pattern in Figure
5.29a and Figure 5.29b resemble each other, where the only difference between
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Figure 5.29: Computed flow velocity field at t = 1.5 min. From a) to f) are
Test 1 to Test 6 in sequence.
these two tests is whether the fluid viscosity is modified or not. Only the flow
velocity very close to the bed surface is slightly different from each other. This
finding also applies to the middle and bottom panels (see Figure 5.29c, Figure
5.29d, Figure 5.29e and Figure 5.29f). This is because the modified viscosity only
influences the bed region, especially the regions of high solid volume fraction,
and has little effect in the main flow body as shown in Figure 5.24. However,
the flow patterns produced with different turbulence models are different to each
other. The detailed flow vector field plotted at every point on the Eulerian grid
in Test 2, Test 4 and Test 6 are shown in Figure 5.30 for a clearer comparison,
in which no turbulence model, the standard k − ω turbulence model and LES is
employed respectively. The acceleration jet underneath the pipe in the scour hole,
and the flow acceleration above the pipe are all captured in these three tests. This
serves as a prerequisite to the well captured scour hole in these tests. However,
at the upstream side, only LES resolves the detailed vortices immediately above
the bed surface (see Figure 5.30c), while without turbulence modelling, only a
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small vortex is formed at x = −2D (see Figure 5.30a); and k−ω model generates
a much bigger vortex in front of the upstream mount (see Figure 5.30b), which
explains the over-predicted bed elevation observed in Test 2 and Test 4. At the
downstream side, without turbulence modelling, the recirculation zone behind the
pipe is bigger, and the dissipation of the vortex is much weaker than that modelled
with LES. In test 4 with the k − ω model, the flow field at the downstream side
is much distorted, and the wake flow region above the bed starting from x = 2D
and extending downstream is larger than that in the other two tests. Test 6 with
LES resolves the fine details of the flow structure, and consequently, the predicted
bed profile is in better agreement with the measurement.
Onset of Scour
Onset of scour is the initial stage in the scour development underneath a pipeline.
Seepage flow and piping are the two dominant processes involved[80]. The seepage
flow in the bed underneath the pipe is driven by the pressure difference between
the upstream and downstream side of the pipe. When it reaches a critical value,
piping takes place. The sand at the immediate downstream of the pipe will rise
and eventually a mixture of water and sand will break through and a breach or a
narrow pathway is formed.
However, in numerical modelling of scour development, onset of scour is rarely
simulated. Most existing scour models initiate the simulation with a gap between
the pipe and the bed, where an initially sinusoidal bed profile is the most commonly
used trick to facilitate scour development. In the results of the current-induced
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Figure 5.30: Detailed flow velocity field at t = 1.5 min in Test 2 (a), Test 4
(b), and Test 6 (c).
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Figure 5.31: The initial set-up for simulation of onset of scour.
pipeline scour presented so far, an initially flat bed profile is used in the present
model, however still with an initial 2 cm-high gap.
To study the onset of scour, the pipe is placed directly on the bed without any gap
as shown in Figure 5.31, apart from which, the test set-up is the same as in Test
6 (see Table 5.1). It is therefore a direct test to examine the model’s capability to
resolve the scour initiation process. The flow field is developed before allowing the
bed to move in order to produce a realistic and stable hydrodynamic environment
for the scour development. Then the bed is free to evolve with this developed flow
field as an initial condition. The flow field and the distribution of the solid volume
fraction are shown in Figure 5.31.
Figure 5.32, Figure 5.33 and Figure 5.34 show the time development of the bed
profile and the flow velocity field once the bed is mobile. The colour bar in these
three figures are all the same as shown in Figure 5.31. It is seen in Figure 5.32 that,
there is almost no disturbance in the bed upstream of the pipe in the initial 0.5 s
due to the very small flow velocity immediately above the bed. On the contrary,
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(a) t = 0 (b) t = 0.1 s
(c) t = 0.2 s (d) t = 0.3 s
(e) t = 0.4 s (f) t = 0.5 s
(g) t = 0.6 s (h) t = 0.7 s
(i) t = 0.8 s (j) t = 0.9 s
(k) t = 1 s (l) t = 1.1 s
Figure 5.32: Development of the bed profile and flow velocity field (Part I).
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(a) t = 1.5 s (b) t = 2.0 s
(c) t = 2.5 s (d) t = 3.0 s
(e) t = 3.5 s (f) t = 4.0 s
(g) t = 4.5 s (h) t = 5.0 s
(i) t = 5.5 s (j) t = 6.0 s
(k) t = 6.5 s (l) t = 7.0 s
Figure 5.33: Development of the bed profile and flow velocity field (Part II).
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(a) t = 7.5 s (b) t = 8.0 s
(c) t = 8.5 s (d) t = 9.0 s
(e) t = 9.5 s (f) t = 10.0 s
(g) t = 10.5 s (h) t = 11 s
Figure 5.34: Development of the bed profile and flow velocity field (Part III).
at the downstream side, remarkable vortices are observed and a disturbance in
the bed in the immediate wake of the pipe is visible from t = 0.2 s. Due to the
considerable flow velocity and the evolving vortices above the bed, deformation in
the bed surface downstream of the pipe has already been observed in the initial 1.1
s, the amplitude of which is very minor though. The bed surface between x = 0.1D
and x = 0.2D starts rising in the first place and piping occurs. Subsequently, the
initially fully packed region underneath the pipe between x = −0.1D and x = 0.1D
starts moving along the pipe perimeter and evolving towards the downstream side.
The region of low solid volume fraction in the bed surface initially in front of the
pipe moves towards downstream and locates directly underneath the pipe till x = 0
at t = 1.1 s.
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(a) t = 0 (b) t = 1.0 s
(c) t = 2.0 s (d) t = 3.0 s
(e) t = 4.0 s (f) t = 5.0 s
(g) t = 6.0 s (h) t = 7.0 s
(i) t = 8.0 s (j) t = 9.0 s
(k) t = 10.0 s (l) t = 11.0 s
Figure 5.35: Development of the pressure field. Bold black line: bed profile.
Chapter 5. Model Applications 166
(a) t = 0 (b) t = 1.0 s
(c) t = 2.0 s (d) t = 3.0 s
(e) t = 4.0 s (f) t = 5.0 s
(g) t = 6.0 s (h) t = 7.0 s
(i) t = 8.0 s (j) t = 9.0 s
(k) t = 10.0 s (l) t = 11.0 s
Figure 5.36: Development of the flow field and bed profile. Contour: flow
pressure field; vector: flow velocity field; bold red line: bed profile.
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At t = 2.0 s, the low solid volume fraction layer at the bed surface connects
between the upstream and downstream side of the pipe and a very narrow pathway
is formed underneath the pipe. A very mild slope underneath the pipe at the
upstream side comes into being and starts taking shape from t = 3 s. Meanwhile,
the vortex between the pipe and this mild slope develops and further promotes
the formation of the slope. At t = 5 s, the bed surface is seen to detach from
the pipe perimeter. It allows water to accelerate in the narrow pathway and get
it expanded. The mixture of water and sand can move via this channel towards
the downstream side more easily and a dune is formed gradually in the immediate
downstream. Gradually the tunnel erosion stage starts. A jet of water and sand
mixture is observed in the pathway underneath the pipe at t = 6.0 s (see Figure
5.33), and the vortices in the lee-wake side are adjusted due to the development
of the dune. After that, the pathway keeps developing (see Figure 5.34), and the
bed underneath the pipe is being eroded and moving downstream. The pathway
underneath the pipe is more expanded around t = 9.5 s, and the flow velocity in
this pathway is comparable to the undisturbed velocity. As time goes on in the
tunnel erosion stage, the pathway will develop into a scour hole and the dune in
the downstream side will be more significant as shown in the preceding sections.
The model’s capability to simulate the onset of scour from an initially flat bed
without any gap between the bed and the pipe is demonstrated well.
It is also noteworthy that at beginning (t = 0.3 s), a small vortex is generated
underneath the large vortex just above the bed downstream of the pipe. It will
push away the large vortex and grow in size during t = 0.5 s and t = 0.7 s. Later
when the bed surface rises up (t = 3.0 s), the small vortex will generate at a higher
level and push the large vortex away fairly quickly (t = 3.5 s). At t = 10 s, the
vortex is generated immediately behind the top of the pipe, other than at the bed
surface. The flow behind the pipe above the bed then becomes fairly calm as the
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hump is in place.
The pressure difference between the upstream and downstream side of the pipe is
an important driving mechanism during onset of scour. The development of the
pressure field during this process is shown in Figure 5.35. The bold black line in
this figure is the isoline of the solid volume fraction being 0.05, which illustrates
the most surface layer of the bed. The pressure difference is observed initially
in Figure 5.35a, where the isobar in the bed underneath the pipe and at the
downstream side is not as parallel as that at the upstream side. The pressure at
the upstream side, i.e., in front of x = 0, is larger than that on the same elevation
level in the downstream side. This pressure difference drives the initiation of the
bed deformation underneath the pipe by forming a seepage flow in the first place.
As the bed starts getting disturbed, although the isobar at the downstream side
above the bed varies with time due to the adjustment of the flow to the presence
of the pipe and the evolvement of the bed, that in the bed tends to become
parallel to the bottom boundary. Especially when the pathway underneath the
pipe is formed around t = 5 s and gradually becomes more expanded, the pressure
difference between the upstream and downstream side is much less predominant
in the bed. For a closer view, the distribution of the pressure field, the flow
velocity field and the bed surface profile in a smaller neighbourhood of the pipe
are presented in Figure 5.36. As the bed is porous, once it is mobile, there are
very minor flow in the bed, which is not yet able to move the sand particles
and deform the bed. Driven by the pressure difference underneath the pipe, the
seepage flow there transfers momentum to the sand particles and gradually the
bed surface in the immediate downstream of the pipe starts rising. At t = 3.0 s,
a breakthrough in the bed surface underneath the pipe is observed, and the flow
velocity there is enlarged. Then more water at the upstream side squeezes into the
breach underneath the pipe and accelerates there, which offers more momentum
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to the particles to evolve downstream. Since t = 5.0 s, the pressure difference
between the upstream and downstream side is much less significant at this stage,
and the large flow velocity in the pathway becomes the driving force to erode away
the bed surface layer. As time goes on, tunnel erosion starts and the pathway is
further enlarged.
5.4.2 Wave-Induced Pipeline Scour
To test the model’s performance under waves, a wave scour test by Sumer and
Fredsøe[78] is studied numerically by the model. The experiment was a wave-
induced pipeline scour test performed in a 0.6 m wide wave flume[78]. The mean
water depth was maintained constant at 40 cm. Waves were produced by a piston-
type wave generator. The wave frequency was 0.82 s−1, and the maximum outer
flow velocity Um was 0.24 ms
−1. The Keulegan-Carpenter number KC = 11. A
pipe of a diameter D = 3 cm with a hydraulically smooth surface was placed on
a sandy bed. The median grain size was 0.18 mm. The scour development was
monitored by a video camera.
The computational domain is set as 30 cm long, 14.4 cm high and one cell wide.
The mesh resolution is 0.15 cm. The time step is 1 × 10−4 s. The pipe is placed
above a 2.4 mm deep bed. The critical solid volume fraction is 0.65, and the
bed is fully packed with θs = 0.6488 initially. Same as in the sheet flow simu-
lation presented in Section 5.3.1, an oscillatory body force is used to reproduce
the wave-induced oscillation near the bed to save computational costs. Periodic
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boundary conditions are employed at the inlet and outlet boundary. Slip bound-
ary conditions are used at the front and back boundaries such that the simulation
is not restricted by the two-dimensional domain. LES is employed to resolve the
turbulence characteristics.
Flow Field and Bed Evolution
Figure 5.37 shows the time series of the bed surface and the flow velocity field in
one wave cycle. At t = 29 s, water flows rightwards, and a vortex is generated
at the r.h.s. of the pipe. A small vortex is also observed on the l.h.s. above the
pipe. At t = 29.1 s, flow starts reversing, the l.h.s. vortex above the pipe grows
and small vortices are observed above the bed surface on the l.h.s. The flow keeps
accelerating towards the l.h.s. during t = 29.2 − 29.4 s, when large velocity is
observed around the pipe, and the vortex on the l.h.s. is enhanced. At t = 29.5 s,
vortex on the r.h.s. no longer exists as the flow is completely leftward. At t = 29.6
s, the vortices on the l.h.s. have developed well. Then the flow starts reversing
towards the r.h.s again. Vortices exist on both side during the flow reversal as
seen in Figure 5.37h, 5.37i, 5.37j and 5.37k.
The median grain size of the bed is only 0.18 mm, as a result of such fine sand, the
bed is very fluidised under waves. When the flow is reversing towards the l.h.s.,
the bed underneath the pipe is eroded away towards the l.h.s., and a mild slope
is formed between x = 0 and x = −2 cm during t = 29.3 − 29.6 s. When flow
reverses towards the r.h.s. from t = 29.7 s, the sand is transported in the same
direction toward underneath the pipe. Consequently, the slope formed previously
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between x = 0 and x = −2 cm is backfilled, and the bed underneath the pipe
almost recovers to level status at t = 29.7− 29.8 s. After which, a very mild slope
starts taking shape underneath the right half of the pipe.
The sub-grid scale kinetic energy, sub-grid scale eddy viscosity and the vorticity
field at t = 0.5 min is shown in Figure 5.38. The distribution of the sub-grid scale
kinetic energy follows that in the current-induced pipeline scour case as shown
in Figure 5.23a: high kinetic energy is observed above and below the pipe and
along the bed surface. In Figure 5.38b, the sub-grid scale eddy viscosity is of high
value along the bed surface and around the pipe. High value of eddy viscosity is
also found at the location of the l.h.s. vortex and further above on the l.h.s. On
the r.h.s. of the pipe, a high value region is also observed between x = 7 − 10
cm, but it is weaker in magnitude compared to the l.h.s. where a vortex exists.
Figure 5.38c shows the distribution of the vorticity field, the high value regions
of which are almost identical to those of the sub-grid scale eddy viscosity. Such
phenomenon is also found in the current-induced scour case.
The bed profile at 0.5 min and 1 min are compared to the measurements in
Figure 5.39. The bed surface is plotted as the isoline of the solid volume fraction
being 0.6. The overall scour pattern is well captured as seen in these two figures,
where the gentle bed slopes on both sides of the pipe under waves are reproduced.
The maximum scour depth is also in good agreement with the measurements. At
t = 0.5 min, small fluctuations are observed in the bed surface between x = −10
cm and x = 10 cm, which illustrates the response of the bed to the oscillatory
flow at the early stage. As time goes on, the gap between the pipe and the bed
is enlarged, which slows down the near-bed flow velocity, and the bed surface
is smoother at t = 1 min than at t = 0.5 min. As reviewed in Section 2.2.1,
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(a) t = 29 s (b) t = 29.1 s
(c) t = 29.2 s (d) t = 29.3 s
(e) t = 29.4 s (f) t = 29.5 s
(g) t = 29.6 s (h) t = 29.7 s
(i) t = 29.8 s (j) t = 29.9 s
(k) t = 30 s (l) t = 30.1 s
Figure 5.37: Development of the bed profile and flow velocity field.
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(a) Sub-grid scale kinetic energy
(b) Sub-grid scale eddy viscosity
(c) Vorticity
Figure 5.38: Sub-grid scale kinetic energy, eddy viscosity and vorticity at
t = 0.5 min.
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Sumer and Fredsøe[78] indicate that the extension of the lee-wake vortex street
Lv under waves satisfies a relation that
Lv
D
= 0.3KC, and therefore the extent of
the bed being influenced is largely of the same length scale. This is also reflected
in the modelling results. In this case, Lv = 9.9 cm, and the bed slope on both
sides extends to around x = ±7 cm. Although the scour depth is well predicted,
the maximum scour depth at t = 1 min is slightly underestimated. This can
be due to the fact that the computational domain is not long enough to avoid
backfilling. Sand being eroded away and exit from the inlet/outlet boundary will
get back into the domain from the other side as imposed by the periodic boundary
condition. Therefore, it can get backfilled into the scour hole again. This issue
can be avoided by using a longer domain, however, that means a much larger
computational expense. Plus, as Lv = 9.9 cm in this case, using a domain of 15
cm long on each side of the pipe should be considered a proper choice. Considering
the overall good behaviour of the modelling results, the model’s ability to resolve
wave scour is satisfactory.
Particle Distribution
The particle distribution and the flow vorticity field over a wave cycle are shown
in Figure 5.40 and 5.41. It is evident that the particle distribution follows the
distribution pattern of the flow vorticity throughout the wave cycle. It reflects
the importance of the hydrodynamic drag force to the particle motion. Moreover,
particles are located around a high vorticity region rather than in the core of it.
At t = 29 s, the main flow is rightward, and vortices are developed on the r.h.s.
of the pipe. At t = 29.1 s, the flow starts developing into a leftward flow as
shown in Figure 5.37b. Particles are therefore moving towards the l.h.s. with the
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(a) t = 0.5 min
(b) t = 1 min
Figure 5.39: Bed profile comparison against measurements. Red line: mod-
elling result; black dots: measurements.
flow, and a small dune is formed under the left half of the pipe as seen in Figure
5.40d, 5.40e, 5.40f and 5.41a. At t = 29.7 s, the flow reverses to a rightward
flow, and particles are therefore transported towards the r.h.s. as well. The small
dunes formed on the l.h.s are gradually washed towards the r.h.s. As a result, the
bed recovers to almost level. As the rightward flow develops, a small dune starts
forming underneath the right half of the pipe at t = 30.1 s. It is also noteworthy
that suspension is prevailing throughout the whole wave cycle due to the small
particle size.
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(a) t = 29 s (b) t = 29.1 s
(c) t = 29.2 s (d) t = 29.3 s
(e) t = 29.4 s (f) t = 29.5 s
Figure 5.40: Vorticity and particle distribution (Part I).
5.5 Conclusions
The model is applied to a range of experiments to testify its behaviour regard-
ing the hydrodynamics, sediment transport and scour development, respectively.
Firstly, the hydrodynamic performance of the model under steady currents and
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(a) t = 29.6 s (b) t = 29.7 s
(c) t = 29.8 s (d) t = 29.9 s
(e) t = 30 s (f) t = 30.1 s
Figure 5.41: Vorticity and particle distribution (Part II).
waves respectively are satisfactory. The predicted velocity profiles are in good
agreement with the measurements, and the three-dimensional feature of the flow
around a vertical pile is also resolved by the model, which is very promising. Some
deviation exists in layers very close to the wall, where it is very demanding on the
turbulence model and the mesh quality. A even finer mesh near the wall and a more
accurately prescribed turbulence model, especially the wall function involved, can
be the solution to eliminate such deviation. The water surface elevation and the
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time-averaged horizontal velocity profile under a plunging wave are resolved well
by the model, even around the breaking point. The overall pattern is captured
well by the model, deviations in the maximum water surface elevation are observed
though. Secondly, the sediment transport under such challenging conditions as an
oscillatory sheet flow is resolved by the model. The sediment concentration profiles
at various phases are in agreement with the measurements even at flow reversal.
In the end, the model is applied to benchmark pipeline scour cases under cur-
rents and waves respectively. In the current-induced scour case, the flow pattern
around the pipe including detailed vortex structures is captured by the model
with LES. The sub-grid scale kinetic energy is found to be high around the pipe
where flow re-acceleration is observed, and the sub-grid scale eddy viscosity is
high both around the pipe and above the seabed where vortices are prevailing.
The modified viscosity basically follows the distribution pattern of the solid vol-
ume fraction due to the formulation, therefore, it is only effective in the bed as
expected and helps to stabilise the bed. The predicted bed profile agrees well
with the measurements especially the maximum scour depth and the shape of the
scour hole. Particle motions are more active at the lee-wake side where a vortex
street exists and the sub-grid scale eddy viscosity is high. In addition, the influ-
ence of the hydrodynamics on the bed profile development is also investigated by
employing different turbulence models and modified viscosity. The results show
that k − ω model cannot resolve the detailed structure of the vortices above the
bed and therefore unrealistic pile-up of sand are found on both sides of the pipe.
LES achieves the best results with a modified viscosity. The flow structures are
resolved in detail and the bed profile is reproduced closest to the measurements.
The modified viscosity is found to smooth the bed surface in comparison to the
results with unmodified viscosity. Furthermore, the model’s ability to simulate
onset of scour from an initially flat bed without any gap between the pipe and
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the seabed is demonstrated well. The pressure difference between the upstream
and downstream side of the pipe, the breakthrough underneath the pipe and the
formation of a pathway are all resolved by the model.
In the wave-induced scour case, the migration of the vortex from one side to the
other side of the pipe is resolved by LES. The response of the bed surface to
the oscillatory flow is resolved well. The bed profile reproduced by the model
is in good agreement with the measurements. In addition, it is found that in
both current-induced scour case and wave-induced scour case, the regions of high
vorticity overlap with those of high sub-grid scale eddy viscosity. Particles are also
found to be in those regions. It indicates the importance of the interaction among
the hydrodynamics, turbulence and particle motion.
Chapter 6
Discussion, Conclusion and
Future Work
The model is calibrated and validated prior to applying it to example cases. The
capacity of the model to resolve the hydrodynamics, sediment transport and scour
development has been presented in the preceding chapters. In this chapter, dis-
cussions of the present work, regarding the particle modelling approach and the
Euler-Lagrange modelling, and answers to the questions proposed in the Chapter
1 are presented. Suggestions for future work are outlined at the end of the chapter.
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6.1 Discussion
6.1.1 Particle Modelling Approach
Advantages
A particle approach has rarely been implemented in scour models. However, con-
sidering the discrete particle nature of the sediment phase, a particle approach is
the proper way forward to model sediment transport and scour processes. In the
present work, the sediment is traced using the particle approach in a Lagrangian
perspective. Forces acting on a particle are the deterministic factors regarding
the particle motion. This is a major advantage to reflect the detailed physics at
the particle scale, as opposed to most existing scour models, which are highly
dependent on empirical relations and parameterisations. Consequently, many un-
certainties involved in modelling sediment transport and scour processes using the
conventional approach can be removed. Such empirical formulas as the drag coef-
ficient are still necessary in the present model. However, compared to other types
of scour models, only a minimum amount of empiricism is included. This enables
the present model to reflect the physics to the largest extent.
Firstly, governed by the forces acting on the particles, the influences of the flow
on the sediment pick-up from the bed and the subsequent suspension in the water
column are no longer dependent on empirical formulas and parameters to model
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the entrainment rate, the bed load transport rate, etc. The physical processes like
entrainment, suspension and deposition are directly determined by the net force
acting on a particle. It is much more physical and generic than employing the
empirical formulas and parameterisations, which are usually derived under certain
experimental conditions and thus limited to those specific scenarios.
Secondly, the motion of the bed is determined by the collective movement of
millions of particles, rather than the simple mass conservation principle of the
Exner Equation. By resolving the particle motion straightforwardly according to
the physics, the initiation of the particle motion and the development of the bed
profile is not restricted by certain rules as imposed in continuum models. The
model is able to initiate scour development from an initially flat bed without any
gap between the bed and the cylinder, and no special treatment is needed, which
few models to date are capable of doing so. The onset of scour, tunnel erosion
and lee-wake erosion are all resolved by the model. In addition, the rapid scour
development and steep slopes are also well captured by the model without the
limitation as observed in mesh deformation type models.
Thirdly, the particles in the water column can be treated separately from the fluid
motion, which leads to a better description of the sediment suspension process
compared to the conventional advection-diffusion concept that is developed for
continuum type models. Such a process is particularly important when the dif-
ferences between the flow and the particle motion are large, for example in sheet
flow conditions.
However, the advantages of the particle approach come at a price regarding the
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computational expense. Although updating the particle velocity and position
is straightforward, and the concept of parcel is introduced to reduce computa-
tional costs, the number of parcels involved in the calculation is still very large
for scour problems, usually greater than the number of cells. For example, in
the current-induced scour case, there are 36, 164 Eulerian cells, and 188, 160 La-
grangian parcels. Consequently, the update of the particles requires a large amount
of time. Moreover, to better resolve the particle motion, Lagrangian sub-time
steps are adopted in the particle tracking method, which obviously increases the
overheads. To give a brief impression, in the current-induced scour case, it took
approximately 6 hours and 40 minutes to produce simulation results of one second
using a single modern processor on the high performance computer (HPC).
Formulation
The forces acting on a particle are the deterministic factors regarding the particle
motion. However, certain empirical formulas or approximations are still needed
to represent forces like the hydrodynamic drag force and the inter-particle stress.
The drag coefficient involved in the drag force is one of the major considerations
in terms of formulation due to the importance of the drag force in the fluid-
solid interactions. The drag coefficient selected here has been employed in several
other studies based on the MP-PIC method, where the solid volume fraction is
an important factor. The appropriate involvement of the solid volume fraction in
the drag coefficient is essential. Although the drag coefficient used in the present
model has proven to work in other MP-PIC models, it is important to validate
and verify its suitability in sand transport and scour modelling.
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The inter-particle stress is another term that needs special formulation. The stress
model employed in the present work is a conceptual continuum model, which has its
merits in simplicity, computational efficiency, and compatibility with the Eulerian-
Lagrangian framework. However, because of its conceptual nature, it is not fully
able to represent the inter-particle effects. It reflects the particle collision effect
to a certain extent, nevertheless, it cannot stop particles from over-packing on its
own. Consequently, special treatment needs to be implemented to compensate
this inability.
Such formulations will lead inevitably to uncertainties in the model results. This
issue arises from the lack of knowledge in the physical processes at the particle
scale. However, despite these deficiencies, the present model is able to predict
the hydrodynamics, sediment transport and bed scour process accurately when
compared with measurements. To a large extent, these results may suggest that
the detailed micro-processes at the particle scale are less significant to the over-
all hydrodynamics and the scouring of the sandy bed. The self-organising of the
bed materials can be determined by the usual macro-scale parameters used in the
conventional transport models, such as the water depth, the flow speed, the turbu-
lence viscosity, the waver period, the orbital velocity, the median grain diameter,
etc.
Implementation
The particle motion is calculated on a per particle basis. Particles are advanced
based on the given flow information, which is interpolated to the discrete particle
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positions, and the particle properties, e.g., the median grain size and specific
gravity. Several assumptions have been adopted in the calculation.
For example, all the particles are assumed to be spherical with the same diameter,
which is a common assumption used in sediment transport and scour models.
The irregularity in the particle shape and the distribution of the particle size
are therefore neglected. However, the reality is that the sediment particles have
different shapes and sizes as well as different specific gravity. It implies that the
present model works better for well-sorted non-graded sand. Nevertheless, in the
present particle module, the particle properties including the shape and size are
affiliated to each parcel, which means that it is straightforward to have parcels
with different properties from each other. The extension of the present model to
account for various particle shape and size distribution is straightforward.
In addition, the impact of the mean flow on the particle motion is considered via
the hydrodynamic drag force and the pressure gradient force. Whereas the impact
of the instantaneous fluctuations in the flow is not taken into account based on
the assumption that it is much less significant to the particle motion than the
mean flow. However, the instantaneous fluctuations like the sub-grid scale eddies
are of comparable scale with the particle size, especially for fine sand. Therefore,
the dynamics between the turbulence fluctuation and the particles can be of vital
importance at such micro scale, the ensemble effect may be negligible though.
The present implementation has proven to reproduce satisfactory results regard-
ing the hydrodynamics, sediment transport and scour development. The above
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assumptions are therefore considered to be sensible. In addition, the present im-
plementation regarding the forces acting on a particle also facilitates the modifi-
cation or extension of the present model to suit a variety of application areas. Its
flexibility to allow inclusion or exclusion of a given force in the governing equation
of the particle motion can cater for different study objectives, and enable the rel-
ative importance among the acting forces to be observed. For example, to study
the scour development, the hydrodynamic drag force, the pressure gradient force,
the gravitational force, the buoyant force and the inter-particle stress are included
in the present study. If dilute particulate flows are the main study objective, it
may also be necessary to include the viscous stress gradient term in the governing
equation to account for the influence of the mean flow diffusivity on the parti-
cle motion. By contrast, the inter-particle stress can be neglected in very dilute
particulate flows.
Furthermore, tracing the particles on a one-by-one basis allows the injection or
removal of particles where needed. For example, when particles reach the outlet
boundary in the current-induced pipeline scour case in Section 5.4.1, they are re-
moved from the computation without any impact on the rest of the computation.
The functionality of particle injection is also available in the present model. How-
ever, due to the lack of available laboratory tests, such functionality of the model
is not included in the present work.
Chapter 6. Discussion, Conclusion and Future Work 187
Validation
The present model has been validated with several experimental measurements at
macro scale. However, the detailed measurement at the particle scale is not yet
widely available and hence the uncertainties in the model’s performance at micro-
scale cannot be justified. In particular, the drag force on the individual particles
cannot be validated directly but through the particle fall velocity tests. It reflects
the current lack of knowledge in the micro-scale processes and the difficulty to
approach or even obtain validated micro-scale measurements.
6.1.2 Euler-Lagrange Multiphase Approach
Advantages
The model is designed to study the scour development around offshore structures.
Aiming to reveal the scour mechanics involved, an Euler-Lagrange multiphase ap-
proach is adopted to represent the inherent properties of the full three phases, i.e.,
water, air and sediment, and to resolve each phase according to the physics. The
fluid phase, i.e., the mixture of water and air, is resolved by solving the modified
Navier-Stokes equations on an Eulerian grid. The VOF method is incorporated
via the two-fluid methodology to resolve the free surface so as to eliminate the
inaccuracy in scour prediction due to the rigid lid assumption. The solid phase,
i.e., the sediment particles, is governed by Newton’s Law of Motion. Therefore,
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the physics of the particle motion is implemented straightforwardly in the model,
and the dependence on empirical relations is removed largely as discussed in the
preceding section.
In the present scour model, the solid phase is resolved using the Lagrangian parti-
cle approach, therefore, the micro processes are resolved at the particle scale. The
fluid phase is solved as a continuum on an Eulerian grid. By fully coupling the
Lagrangian framework and the Eulerian computational grid, the ensemble effect
of the micro processes is reflected on the Eulerian grid and subsequently imposed
on the fluid phase. Likewise, the particles located in different parts of the Eulerian
grid can receive the correct amount of impact from the fluid phase. The fully cou-
pled system has a major advantage that the flow-particle interactions are realised
and updated in real time. The particles are advanced by the instantaneous hydro-
dynamic drag force, pressure gradient force as imposed by the ambient flow, and
the flow is influenced by the particles through the interphase momentum trans-
fer. In contrast, in the Eulerian approach adapting Exner Equation method, it
is common practice to update the flow field at a small hydrodynamic time step
while the bed movement is updated at a much larger interval, on the assumption
that the bed movement is very small over a given number of hydrodynamic time
steps. Such methods cannot resolve the flow-sediment interaction as accurately as
the present model partly due to the delay in the response between the two phases.
In addition, as the most important driving force to initiate particle motion, the
seepage flow inside the bed underneath the pipeline is a key feature to be resolved.
In the present model, the porous nature of the bed is well resolved due to the
Euler-Lagrange multiphase approach, where both the fluid and solid phase are
represented inherently and the interactions between the two phases are correctly
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interpreted. Consequently, the pressure difference and the seepage flow are cap-
tured well, and the model is able to resolve the onset of scour naturally. Whereas
such a bed response is difficult to achieve for the Eulerian approach with the Exner
Equations because of the continuum assumption of the bed and the isolated con-
tact of the fluid and solid phase apart from at the bed surface, which relies on
empirical relations for bed deformation.
Euler-Lagrange models are generally considered to be computational efficient, par-
ticularly compared to Lagrangian models. A further benefit of the Euler-Lagrange
coupling is that some computational efforts can be reduced by using the ensemble
information instead of the discrete particle information. For example, the solid vol-
ume fraction, which integrates the discrete particles information onto the Eulerian
grid, facilitates the utilisation of continuum models to calculate the inter-particle
stress and therefore save computational efforts. On the other hand, such conve-
nience and efficiency may be at the expense of accuracy. The ensemble variables
on the Eulerian grid only retain information at the Eulerian grid scale, and the
information at discrete particle scale is lost. Therefore, it may lose the accuracy
needed to correctly represent the physical effects, which could lead to accumu-
lated errors or even incomplete representation of the desired physical effects. For
example, the continuum model of the inter-particle stress is used to represent the
particle collision effect, which consumes much less computational efforts than a
Lagrangian collision model. However, the continuum model itself cannot prevent
particles from over-packing as a result of the continuum approximation and the
very limited information used, i.e., the solid volume fraction only. However, even
if it is affordable to use a Lagrangian collision model, the knowledge on the pro-
cesses involved in scour development at a particle scale has rarely been reported.
Therefore, assumptions and approximations still seem inevitable. The potential
influence of such processes on scour development and the subsequent impact of
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the ensemble effect are also largely unknown, which can be possibly studied by
laboratory experiments or preferably DNS.
Implementation
To achieve the fully coupled effect in the Euler-Lagrange multiphase approach,
the particle tracking method to accurately position a particle on the Eulerian grid
and the interpolation of variables from the Eulerian grid to the discrete particle
positions are the two most important techniques. The interpolation method used
in the model is the linear interpolation embedded in OpenFoam®. One may ar-
gue that linear interpolation is not accurate enough. However, considering that
the particles are at sub-grid scale, and the grid size is usually small as well, the
inaccuracy arising from such simple interpolation method can be considered ac-
ceptable. A more advanced interpolation method can certainly be employed in
the future for comparison.
The particle tracking method has been described in Section 3.3.7, and it has been
proven to position particles accurately on the Eulerian grid. However, for very
fine particles, it usually takes longer to track due to the smaller particle time scale
and consequently smaller Lagrangian sub-time-step. Simulations also show that
fine particles sometimes hang in the tracking loop. A sophisticated remedy for
this issue may be required in future development.
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In the implementation, the solid volume fraction is a very important bridge be-
tween the hydrodynamic module and the particle module. It stores the collective
effect of the particle position, and is involved in the calculation of the flow-particle
interactions, in which the interphase momentum transfer is of vital importance.
However, the implementation of the interphase momentum transfer cannot be ver-
ified quantitatively but has to be examined through its physical effect visually.
6.1.3 Model Application
A summary of the model applications is presented in Table 6.1. Different hydrody-
namic conditions are tested, with or without a structure, and various turbulence
models are employed. Good performance of the model is achieved overall, even
under challenging conditions like plunging waves and oscillatory sheet flow. Re-
garding the scour process, the maximum scour depth and the slope underneath
the pipeline are predicted very well. LES is a reliable choice to resolve the detailed
flow structures especially immediately above the bed, which have a strong influence
on the ultimate scour pattern. Moreover, in this multiphase Eulerian-Lagrangian
framework, the particles distributions are well resolved. Particles are found to
have preferential distributions around high vorticity regions in the sediment trans-
port and scour processes, which is consistent with the finding by Balachandar and
Eaton[5] regarding heavy particles (specific gravity to water greater than 1).
Calculating the forces acting on the particles to directly determine the particle
motion and the realisation of the four-way coupling in the present model make it
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Test
Processes
involved
Structure
Turbulence
model
Results
Vertical pile
under currents
Current Vertical pile k − ε
Velocity profiles well
predicted;
3D flow features
captured;
discrepancies close
to bed at upstream.
Plunging wave
test
Wave Slope k − ω SST
Water surface elevation,
velocity and kinetic
energy predicted well;
better results in shoaling
zone and surf zone
than breaking zone.
Sheet flow test
Wave
Sand transport
None LES
Velocity discrepancies
close to bed;
sediment concentration
well predicted, with
discrepancies at bed
surface.
Current-induced
scour
Current
Sand transport
Scour process
Horizontal
pipeline
k − ω;
LES
Flow structure and
turbulence characteristics
well resolved;
particle distribution and
bed profile predicted well;
mechanics of onset of
scour revealed;
tunnel erosion and lee-
wake erosion stages
captured.
Wave-induced
scour
Wave
Sand transport
Scour process
Horizontal
pipeline
LES
Bed profile predicted
well;
particles’ response to
waves well represented.
Table 6.1: Model applications.
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a natural modelling approach for scour studies. The tunnel erosion and lee-wake
erosion stages are well captured, where the vortices in the flow have a significant
influence on the scour process. In addition, onset of scour is also resolved without
additional numerical assumptions or approximations. The driving mechanisms
like the pressure difference between the upstream and downstream side are well
represented. However, the treatment of the fully packed bed is still a very chal-
lenging task for scour modelling. Although the particle interaction is reflected by
the inter-particle stress, it is not adequate enough to deal with the complexity of
a fully packed bed robustly. Therefore future work is proposed in Section 6.3.
6.2 Conclusions
Q1. How can the free surface effect and a mobile sandy bed be simulated simul-
taneously with the flow dynamics in a CFD model?
The multiphase modelling approaches enable the simulation of more than one
phase simultaneously. In particular, the Euler-Lagrange multiphase approach has
been proven in the present work to be capable of dealing with the full three phases
involved in scour problems, i.e., water, air and sediment. For the flow dynamics,
a modified two-fluid methodology is adopted to simulate the fluid phase, i.e., the
mixture of water and air, as a continuum. The VOF method is incorporated to
capture the free surface. The solid phase, i.e., sediment, is governed by Newton’s
Law of Motion in the Lagrangian framework, and it is traced on a per particle
basis. The fluid phase and the solid phase are fully coupled, and the interactions
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between particles are also resolved. Therefore, the mobile sandy bed and the flow
dynamics are influencing each other, and the response from each other is always
instantaneous.
Q2. How can the flow-sediment interactions be represented effectively in a CFD
model?
Firstly, it is important to represent the flow and sediment in their natural way,
respectively. In the present model, the flow is simulated as a continuum using
the Navier-Stokes Equations, and the sediment is represented by discrete parti-
cles following Newton’s Law of Motion. Therefore, the inherent properties of each
phase are correctly represented. Secondly, both phases are connected by the Eu-
lerian computational grid, where the interactions between them can be calculated
efficiently. The influence of the flow on the particles are realised by the hydrody-
namic forces acting on a particle, and the impact of the particles on the flow is
imposed via the interphase momentum transfer, which is added to the momentum
equation of the flow. In this way, the flow-sediment interaction is represented with
a sound theoretical footing and a minimum amount of empiricism. Consequently
the effective representation of the interaction is achieved.
It is noteworthy that flow-sediment interaction is a rather complex process. The
interaction is certainly not limited to those realised in the present work. For
example, the mass coupling and energy coupling are also other aspects apart from
momentum coupling; the hydrodynamic forces acting on a particle also includes
lift force etc. among others. However, the hydrodynamic forces included in the
present work and the momentum coupling are the predominant ones, and are
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therefore implemented in the model in the first place. Other aspects are proposed
for future work.
Q3. How does the particle motion initiate in the scour process?
Particle motion initiates when the agitating force on a particle outweighs the
resisting force. In the scour process, particularly pipeline scour, the agitating force
are the hydrodynamic drag force and the pressure gradient force, and the resisting
force are the gravitational force and inter-particle stress. The pressure gradient
between the upstream and downstream end of the pipe induces a seepage flow
in the bed. When the hydrodynamic forces caused by the seepage flow outweigh
those resisting forces, particle motion is initiated.
Q4. How does the flow structure, especially the turbulence characteristics, affect
the scour pattern?
Flow condition, structure properties, including the structure size, shape, orienta-
tion etc., and the seabed formation are the three aspects that determine the ulti-
mate scour pattern. Flow-structure-seabed interactions are also dynamic processes
that change constantly. Regarding the flow structure, particularly in pipeline scour
cases, the scour pattern under current is different from that under waves. How-
ever, in both cases, vortices are the deterministic flow structure that affect the
scour pattern. The turbulence characteristics, in particular, the sub-grid scale
eddy viscosity is always high in those regions where vortices exist. In current-
induced scour, the flow acceleration underneath the pipe during tunnel erosion
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shapes the scour hole rapidly. Small vortices are formed immediately above the
bed at the upstream once a mild slope is formed, and the vortex flow at the down-
stream side of the pipe dominates the lee-wake erosion, which gradually erodes
away the downstream mount formed by deposition. The flow structures gener-
ated with k − ω model and LES are different from each other. The former hardly
resolves the vortices at the upstream side, resulting in a higher mount than the
experimental measurement; and the lee-wake vortices are higher above the bed
and less organised than those resolved by LES.
In wave-induced scour, due to the oscillatory nature of the flow, vortices develops
on both sides of the pipe. Gentle slopes therefore form on both sides underneath
the pipe. The development of the scour hole underneath the pipe takes a longer
time than current-induced scour even though the main flow magnitude is compa-
rable to each other. This is attributed to the constantly changing flow magnitude
and direction. Not all the time is the flow strong enough to erode the bed surface.
Instead, only during a small period of a wave cycle is the flow strong enough to
substantially erode the bed. In addition, when the flow changes direction, the
pathway underneath the pipe and the gentle slope formed on one side of the pipe
can be refilled again by sand, and the bed surface can recover to a level that is ob-
served in the early stage. Only when sufficient sand has been transported farther
away from the pipe does the scour hole gradually stabilise and erosion become
continuous.
Q5. How does the particle motion affect the overall scour process?
Seabed is made of individual sediment particles. The ensemble effect of the moving
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particles during scour process will determine the ultimate scour pattern. Particle
motion is found to be very active in the lee-wake side under a steady current.
Gradually when the flow is developed, particle suspension tends to calm down,
and instead the particles move along the bed surface, i.e., bed load transport is
more crucial to the ultimate scour pattern. In wave-induced scour, the constantly
changing flow field due to the oscillatory nature of waves makes particle suspension
significant all the time. Like in current-induced scour, particle distribution under
waves is also found to be dense in high eddy viscosity regions, and avoiding the
core of high vorticity regions. The entrainment and settling of particles are largely
dominated by the flow, and their ensemble effect together with the particles moving
along the bed surface will determine the ultimate bed profile.
6.3 Suggestions for Future Work
A novel scour model using the Euler-Lagrange multiphase approach has been de-
veloped in the present work. Its performance in the hydrodynamics, sediment
transport, and scour development has been well demonstrated. With the encour-
aging performance and its promising potential, further model development, more
detailed studies of the processes involved in scour development, and applications
to a wider range of scenarios are anticipated. Suggestions for future work are
therefore outlined in this section.
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6.3.1 Further Model Development
Various Particle Properties
In the present model, the sediment particles are considered as non-cohesive spheri-
cal sand of a uniform size. In reality, sediment particles are of different properties,
which can impact the scour process and the ultimate scour depth. For example,
Pluim-van der Velden and Bijker[63] studied the impact of cohesive sediment on
the scour process under steady current, and found that it has impact through-
out the whole scour process. Compared to a sand bed, for a sand-silt mixture, a
higher critical shear stress is needed for the initiation of particle motion; no depo-
sition occurs at the downstream side of the pipe; and the scour depth is generally
smaller[63].
The particle modelling approach employed in the present work enables it to assign
additional properties to each particle, including particle size, shape, cohesion etc.
By introducing those extra variables to the particles, particles can have various
sizes, shapes and cohesion as needed. This attractive feature can be easily re-
alised in the model. However, with these additional properties, the corresponding
formulations to take into account each of these properties properly are the major
challenges. The impact of particle size distribution, particle shape and cohesion
have been studied occasionally in the past, most of which are conducted under
specific experimental conditions. General findings are reported similar to the one
in the preceding paragraph, and some empirical relations are derived. However,
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there is still a lack of knowledge in more generic formulations regarding the flow-
particle and particle-particle interaction with these additional factors, especially
at the particle scale. There is yet a widely adopted formulation, or an empirical re-
lation. Moreover, there is also a need for reliable experimental data for calibration
and validation purposes.
Elaborate Implementation of Forces
The hydrodynamic drag force, pressure gradient force, net buoyant force and the
inter-particle stress are implemented in the present model, which are the most
prominent forces for dense dispersed flow in the scour process. To better resolve the
particle motion and the flow-particle interaction, a more elaborate implementation
of the forces acting on a particle and a more detailed examination of the interphase
momentum transfer can be useful for further development. The viscous stress force,
added mass force, and lift force among others can be investigated and implemented
in the present model.
In addition, the inter-particle collision and friction need to be better interpreted in
the model. Currently, the inter-particle stress is adopted to account for the particle
translational collision effect, whereas the rotational collision and the friction effect
are not represented. A proper representation of such effects can further improve
the robustness of the model. The prediction may be improved as well. However,
the understanding of the inter-particle collision and friction at the particle scale
is still far from satisfactory. Studies under specific experimental conditions have
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been carried out, whereas a generic understanding or formulation with a sound
theoretic footing is not evident to date.
Turbulence-Particle Interaction
The enhancement in the turbulence level around the structures is one of the key
factors leading to an enhanced sediment transport capacity and therefore the oc-
currence of scour. However, the knowledge of the turbulence enhancement is still
an area of uncertainty. Using LES, the flow field is resolved with very detailed
structures. The turbulence characteristics are also resolved. The distribution pat-
tern of the sub-grid scale eddy viscosity is found to follow that of the flow vorticity
field, around which the particles are also densely distributed, providing insight on
the implications between the hydrodynamics, turbulence and the particle distri-
bution.
Employing the MP-PIC particle modelling approach, the particles can be resolved
at the sub-grid micro scale. The interaction between the particles and the tur-
bulence in the fluid phase can therefore be investigated. However, the knowledge
of the turbulence-particle interaction is still one of the most challenging topics in
multiphase flow due to the stochastic nature of both. The enhanced turbulence dis-
sipation due to the presence of the particles and the transfer of the kinetic energy
from the flow to the particles are two of the important mechanisms identified[5].
Furthermore, the influence of the turbulence on the mean and fluctuating forces
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is also non-negligible at micro scale. However, studies on such effects remain in-
conclusive due to their complex nature and the difficulties in obtaining accurate
experimental measurements.
Therefore, an appropriate implementation of such processes still remains an open
topic with the limited theoretical footing. Some empirical and semiempirical re-
lations have been reported. Balachandar and Eaton[5] reviewed the experimental
and numerical studies in turbulent dispersed multiphase flow, in particular dilute
dispersed flow, regarding the preferential concentration of particles, the effect of
turbulence on the interphase coupling and the modulation of the turbulence due
to the presence of the particles. As concluded by Balachandar and Eaton[5], the
mechanisms of turbulence modulation and the parametric dependence are still
poorly understood, even in dilute dispersed flow. In dense dispersed flow such
as the sheet flow regime, the turbulence-particle interactions can be even more
complex. Fundamental investigations in this field is widely needed.
The turbulence-particle interaction is a very important topic for multiphase flow.
However, the ensemble effects of such micro scale processes on the sediment trans-
port and scour processes remain largely unknown. The Euler-Lagrange framework
in the present model makes the investigation possible, the formulation and imple-
mentation need careful consideration though.
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6.3.2 Model Application
The model has been successfully applied to benchmark pipeline scour cases. The
scour development under currents and waves respectively have been well resolved.
The scour development under combined current and waves would be the next step.
In addition, the onset of scour and the tunnel erosion stage of the scour develop-
ment have been successfully resolved by the model. Expanding the numerical
capacity of the model to study the equilibrium scour status by realisation of par-
allelisation can be promising. Moreover, the two-dimensional features in pipeline
scour have been investigated successfully in the current application, whereas the
three-dimensional features such as the spread of scour along the pipeline, backfill-
ing and self-burial process are yet to be investigated.
Apart from that, in the case of a steady current passing a vertical pile mounted
on a rough rigid bed, the streamwise velocity profiles are resolved very well, small
deviations exist near the bed though. The three-dimensional feature of the flow
is well captured, which is very encouraging for future application of the model to
the scour development around a vertical pile, which is another common structure
type in the offshore area. Obviously, this would also rely on the realisation of
parallelisation due to the large amount of computational resources needed.
Furthermore, the application of the model to multiple structures in the offshore
area is also anticipated. For example, the local scour at adjacent pipelines or
vertical piles in a tandem arrangement or side-by-side arrangement, and even the
global scour in an array of structures. The secondary scour effect with scour
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protections can also be studied once the parallelisation is realised.
6.3.3 Conclusions
Studying the scour process using the Euler-Lagrange multiphase approach has
proven its many advantages over the conventional continuum approaches. The
particle modelling approaches like the MP-PIC method are powerful in their abil-
ity to resolve the scour process at the particle scale, and their potential to re-
veal more detailed micro scale processes is very encouraging. However, the lack
of knowledge in the particle motion, particularly the flow-particle and particle-
particle interactions is a major barrier for further development. Nevertheless, it
is envisaged that studying the sediment transport and scour development at the
particle scale is an inevitable way forward to resolve the detailed processes, reveal
the mechanism and improve the predictions. Realisation of parallelisation is an-
other aspect for further development such as to expand the model application to
study the three-dimensional features of the scour process and the scour at multiple
structures.
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