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Abstract-A nonsmooth multiobjective optimization problem involving generalized Type I vector- 
valued functions is considered. Ksrush-Kuhn-Tucker type necessary and sufficient optimality con- 
ditions are obtained for a feasible point to be an efficient or properly efficient solution. Duality 
theorems are proved for Wolfe type and Mond-Weir type duals under the generalized Type I sssump- 
tions. @ 2003 Elsevier Science Ltd. All rights reserved. 
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1. INTRODUCTION 
Convexity plays a very important role in optimization theory. Several classes of functions have 
been defined for the purpose of weakening the limitations of convexity in mathematical pro- 
gramming. Hanson [l] introduced the concept of invexity, generalizing the difference z - y in 
the definition of convex function to any function ~(2, y). He established Karush-Kuhn-Tucker 
type sufficient optimality conditions for the scalar optimization problem. During the last twenty 
years, numerous articles have appeared in the literature reflecting further generalizations and 
applications in this category (see, for example, [2] for a survey of recent advances in general- 
ized convexity). Hanson and Mond [3] introduced two new classes of functions called Type I 
and Type II functions for the scalar optimization problem, which were further generalized to 
pseudo-Type I and quasi-Type I by Rueda and Hanson [4]. Both classes are related to but more 
general than invex functions. Zhao [5] gave Karush-Kuhn-Tucker type sufficiency and duality in 
nondifferentiable scalar optimization assuming Clarke [6] generalized subgradients under Type I 
function. In [7], Kaul et al. considered a differentiable multiobjective optimization problem in- 
volving generalized Type I functions. They investigated Karush-Kuhn-Tucker type necessary and 
sufficient conditions and obtained Wolfe type and Mond-Weir type duality results under general- 
ized Type I assumptions. Combining the concepts of Type I and univex functions, Rueda et al. [8] 
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gave optimality conditions and duality in various settings (real valued, fractional, multiobjective). 
Suneja and Srivastava [9] introduced generalized d-Type I functions which are defined in terms 
of directional derivative for a multiobjective optimization problem and derived Wolfe type and 
Mond-Weir type duality results. Recently, Aghezzaf and Hachimi [lo] introduced classes of gener- 
alized Type I vector-valued functions for a differentiable multiobjective optimization problem and 
derived some Mond-Weir type duality results under the above generalized Type I assumptions. 
Based upon these approaches, we consider a nonsmooth multiobjective optimization problem 
involving generalized Type I vector-valued functions which are defined in terms of a Clarke gen- 
eralized gradient of locally Lips&&z functions and establish Karush-Kuhn-Tucker type necessary 
and sufficient optima&y conditions. We also obtain Wolfe type and Mond-Weir type duality re- 
sults for the nonsmooth multiobjective optimization problem under the above generalized Type I 
assumptions. 
2. DEFINITIONS AND PRELIMINARIES 
Let R” be the n-dimensional Euclidean space. Throughout the paper, the following convention 
for vectors in R” will be adopted: 
X = ?J #Xi = ?Ji, for all i = 1, . . . , n; 
X>y@Xi>yi, for all i = 1, . . , n; 
X~yHX~~yi, foralli=l,...,n; 
XLY*XiZYi, foralli=l,..., n, butx#y. 
A function f : R” + R is said to be locally Lipschitz at a point x* E R” if there exist 
scalars K > 0 and E > 0 such that 
If (xl) -f (x2)] 2 K 1(x1 -x211, for all x1,x2 E x* SeB, 
where x* + cB is the open ball of radius E about x*,. 
The generalized directional derivative [6] of a locally Lipschitz function f at x in the direction TJ, 
denoted fO(x; v), is defined as follows: 
f” (x; w) = lim sup f(Y+tu)-f(Y) : 
Y-2 t . 
t10 
The generalized gradient [6] of f at x, denoted 8f (x), is defined as follows: 
af(x) = {E 1 f”(x;w) 2 JTu, for all v E R”}. 
We now consider the following multiobjective optimization problem: 
(MOP) 
minimize f(x) = (f1(x), . . . I f&c)), 
subject to g(x) 5 0, 
wherefi:X+R,i=l,..., p,andgj:X--+R,j=l,..., m are locally Lipschitz functions on 
anopensubsetXcRn. LetA={xEX:gj(x)~O,j=l,...,m}. 
For such multiobjective optimization problems, the solution is defined in terms of a (properly) 
efficient solution in the following sense (see, for example, [ll]), 
DEFINITION 2.1. We say that u E A is an efficient solution for (MOP) if there exists no x E A 
such that f(x) 5 f(u). 
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DEFINITION 2.2. We say that u E A is a properly efficient solution for (MOP) if it is efficient 
and if there exists a scalar M > 0 such that for each i and each x E A satisfying fi(x) < fi(u), 
there exists at least one j such that fj(u) < fj(x) and 
(fi(U) - f&l) 
(fj(X) - fj(U)) s M. 
We define the following generalized Type I vector-valued functions. Let f and g be locally 
Lipschitz at a given point u E X. 
DEFINITION 2.3. (f, g) is said to be Type I with respect to n at u E X if there exists a vector 
function 7(x, u) defined on A x X such that, for all x E A, 
fi(X) - fi(U) 2 CT+, u), for all & E afi(u), (1) 
-S(U) 2 C;V(x, u), for all & E agj (u) . (2) 
If in the above definition, (1) is a strict inequality, then we say that (f, g) is semistrictly-Type 1 
at u. 
DEFINITION 2.4. (f, g) is said to be quasi-Type I with respect to 77 at u E X if there exists a 
vector function r](x, u) defined on A x X such that, for all x E A, 
for all & E afi(u), 
for all [j E 8gj (U). 
(3) 
(4) 
DEFINITION 2.5. (f,g) is said to be pseudoType I with respect to n at u E X if there exists a 
vector function 7(x, u) defined on A x X such that, for all x E A, 
ETq(x,u) 2 cl =+ fi(X) 2 fi(U), for all & E afi(u), (5) 
@l(w) 2 0 * -Sj(U) 2 0, for all <j E agj(u). (6) 
DEFINITION 2.6. (f, g) is said to be quasipseudo-Type I with respect to n at u E X if there 
exists a vector function r](x, u) defined on A x X such that, for all x E A, 
f&) 2 fi(U) + rT+, u) 2 0, for all & E afi(u), (7) 
+I(? u) 2 0 * -gj (u) 2 0, for all <j E dgj (u). (8) 
If in the above definition, inequality (8) is satisfied as 
&rjT77(x,u) 2 cl =+ -gj(u) > 0, for all <j E agj(U), (9) 
then we say that (f, g) is quasistrictly-pseudo-Type I at u. 
DEFINITION 2.7. (f, g) is said to be pseudoquasi-Type I with respect to q at u E X if there 
exists a vector function 7(x, u) defined on A x X such that, for all x E A, 
for all & E afi (u) , 
for all <j E 8gj (u) . 
(10) 
(11) 
If in the above definition, inequality (11) is satisfied as 
for all tj E afi(U), (12) 
then we say that (f, g) is strictly-pseudoquasi-Type I at u. 
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3. OPTIMALITY CRITERIA 
In this section, we obtain Karush-Kuhn-Tucker type necessary and sufficient conditions for 
a feasible solution ‘1~ to be efficient or properly efficient solution for (MOP). Let J(U) = {j E 
(1,. . . ,m} : gj(u) = 0). 
THEOREM 3.1. Suppose that there exists a feasible solution u for (MOP) and scalars Xi > 0, 
i=l,... ,p, pj 2 0, j E J(U) such that 
0 E f: Mfi(U) + c Pi&h(~). (13) 
i=l jCJ(u) 
If (f, gJ) is Type I with respect to q at u, then u is a properly efficient solution for (MOP,). 
PROOF. Since (f,g~) is Type I at u, we have, for all CC E A, 
2 M(~) - 2 M(u) 2 2 UT71(~, u), for all [i E a_fi(U), (14) 
i=l i=l i=l 
0 = - c IJjLjsj(U) 2 c I-LjcjT77cv4, for all <j E agj (u) . (15) 
jEI(U) jEJ(u) 
Prom condition (13), there exist [i E afi(~), i = 1,. . . ,p, and <j E agj(u), j E J(u) such that 
(16) 
i=l 
Therefore, on using (14)-(16), we have 
i=l i=l 
i.e., u minimizes ~~=, Xifi(x) subject to g(z) 2 0. Hence, u is a properly efficient solution 
for (MOP) due to Theorem 1 of [12]. 
THEOREM 3.2. Let u be a feasible solution for (MOP). If there exist Ai 2 0, i = 1,. . . ,p, 
EYE1 xi = 1, /-Lj 1 0, j E J(U), such that (u,X,p~) satisfies (13) of Theorem 3.1 and (Xf,g~), 
where Xf := (Xlfl, . . . , X,fp), is semistrictly-Type I with respect to 77 at u, then u is an efficient 
solution for (MOP). 
PROOF. Since 0 E CL1 Aiaf,(u) + C. 3EJCUJp$gj(~), there exist <i E a.fi(~), i = 1,. . ,p, 
and & E agj(U), j E J(U) such that 
f: Xiti + C PjC; = O. (17) 
i=l jeJ(u) 
Suppose that u is not an efficient solution for (MOP). Then. there exists a feasible x for (MOP) 
and an index t such that 
f!%(s) < fk(U), 
A(x) 5 fi(U), for all i # k. 
Since (Xf, gJ) is semistrictly-Type I at u, we have 
0 > &5?(z, u), for all & E afi(u), (18) 
0 = -_gj(U) L SjT?l(? ‘11), for all [j E t&j(U), j E J(U). (19) 
The above inequalities (18) and (19) yield 
k &tTrl(zc, u, + C cLjCTV(z, u) < Cl 
i=l jEJ(u) 
for all & E afi(u) and <j E agj(u), j E .7( ‘u w ic contradicts (17). This completes the proof. ), h h 
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THEOREM 3.3. Suppose that there exists a feasible solution u for (MOP) and scalars Xi > 0, 
i=l ,*.*,P, & ZO,j E J( u such that (13) of Theorem 3.1 holds. If (X f, c1Jg.J) is pseudoquasi- ) 
Type I with respect to r] at u, then u is a properly efficient solution for (MOP), 
PROOF. Since gJ(u) = 0, ,UJ 2 0, and (Xf,pu~g~) is pseudoquasi-Type I at u, we have, for 
all 2 E A, 
&+/(2, u) s 0, for all [j E dgj(U), j E J(U). 
Employing assumption (13), there exists & E afi(u), i = 1, . . . , p such that 
&ET?7(2, u) 2 0, i=l,...,p, 
for all x E A. Since (Xf, PJgJ) is pseudoquasi-Type I at u, we obtain 
for all z E A. Hence, u minimizes Cy=‘=l xifi(x) subject to g(z) s 0. Therefore, u is a properly 
efficient solution for (MOP) as in Theorem 3.1. 
THEOREM 3.4. Suppose that there exists a feasible solution u for (MOP) and scalars Xi 2 0, 
i=l , * *. ,I4 C:=l Ai = 1, Pj 2 0, j E J(4, such that (13) of Theorem 3.1 holds. If (A~,~_LJ~J) 
is strictly-pseudoqua+Qpe I with respect to q at u, then u is an efficient solution for (MOP). 
PROOF. From condition (13), there exist & E 6’fi(u), i = 1,. . . ,p, and & E dgj(u), j E J(u) 
such that 
5Xiei + C /Jj<j = 0. (20) 
i=l jEJ(U) 
Suppose that u is not, an efficient solution for (MOP). Then there exist a feasible z for (MOP) 
and an index k such that 
fkb) < fk(U), 
fii(X> 5 h(u), for all i # k. 
Since (Xf, pJgJ) is strictly-pseudoquasi-Type I at u and gJ(u) = 0, we obtain 
&ETrl(x,u) < 0, 
Pj+I(X, U) s 0, 
for all <i E afi(U), (21) 
for all <j E agj(u), j E J(U). (22) 
The proof now follows along similar lines as in Theorem 3.2. 
The following theorem can be proved along similar lines of the proof of Theorem 3.4. 
THEOREM 3.5. Suppose that there exists a feasible solution u for (MOP) and scalars Xi 2 0, 
i=l , . . . ,p, CL1 Xi = 1, pj 2 0, j E J(u), such that (13) of Theorem 3.1 holds. If J(u) # 0 
and (xf, p Jg J) is quasistrictly-pseudo-Type 1 with respect to q at u, then u is an efficient solution 
for (MOP). 
The so-called Cottle constraint qualification is used in the following theorem. 
DEFINITION 3.1. Let fi, i = 1,. . . ,p, and gj, j = 1,. . . , m be locally Lips&i& functions at a 
point u E A. Problem (MOP) satisfies the Cottle constraint qualification at u if either gj(u) < 0 
forallj = l,... ,m or 0 $! conv{dsj(u) : gj(u) = 0}, h w ere conv S denotes the convex hull of a 
set S. 
Assuming the Cattle constraint qualification, we obtain the Karush-Kuhn-Tucker necessary 
condition for efficiency (see, for example, [13, Theorem 3.2.91). 
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THEOREM 3.6. Assume that u is an efficient solution for (MOP) at which the CottJe constraint 
quahfication is satisfied. Then there exist multipliers Xi 2 0, i = 1, . . . , p, CL1 Xi = 1, pj 2 0, 
j = l,..., m such that 
j=l 
for all j = 1, . . . , m. 
(23) 
(24) 
4. DUALITY 
In this section, we consider the Wolfe type and Mond-Weir type duals under generalized Type I 
assumptions. We first consider the following Wolfe [14] type dual for (MOP). 
W’D) maximize f(u) + 2 kigj(u)e, (25) 
j=l 
P m 
subject to 0 E 2 @f,(U) + c @Sj(U), (26) 
i=l j=l 
p~jz0, j=l,..., m, (27) 
xi 20, i= l,...) p, (28) 
2 Xi = 1, (29) 
2=1 
where e = (1,. . . ,l) E R*. 
THEOREM 4.1. WEAK DUALITY. Let z be feasible for (MOP) and (u,X,p) feasible for (WD). 
Assume that either (a) or (b) holds: 
(a) (f,g) is Type I at u with respect to 71 and X > 0; 
(b) (f,g) is semistrictly-Type I at u with respect to q. 
Then the following cannot hold: 
f(x) I f(u) -t- 2 Clj9j(Ub 
j=l 
PROOF. 
(a) Suppose contrary to the result of the theorem that 
f(x) I f(u) + 2 pjsj(u)e 
j=l 
holds. Since X > 0, we obtain 
Since (f,g) is Type I at u, (30) implies 
(30) 
(31) 
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(b) 
for all 6 E ah(u) and cj E agj(U). ok om condition (26), there exist & E afi(u) and cj E 
agj(u) such that 
P m 
C .A;(; + C pjcj = 0. (32) 
i=l j=l 
This implies that 
P m 
which contradicts (31). This completes the proof. 
Suppose contrary to the result of the theorem that 
f(X) 5 f(u) + C PjjSj(“)e 
j=l 
holds. Then we obtain 
Since (f, g) is semistrictly-Type I at U, (34) implies 
(33) 
(34) 
(35) 
for all & E a.fi (u) and <j E agj (u). The proof now follows along similar lines of (a). 
THEOREM 4.2. STROS~: DUALITY. Let x* be an efficient solution for (MOP) at which the Cottle 
constraint quahfication is ac It i&d Then there exist X* E RP and p* E R”’ such that (x*, A’, II*) 
is feasible for (WD). If also (f, g) 1s semistrictly-Qpe I with respect to Q at u E A, then (z*, A’, cl*) 
is an efficient solution for (WD). 
PROOF. Since z* is an efficient solution for (MOP) and the Cottle constraint qualification is 
satisfied at x*, from Theorem 3.6, there exist A; 2 0, i = 1, . . . , p, c%1 Xf = 1, pj* 2 0, 
j = l,.. . , m such that (23) and (24) hold, which gives that (x8, A*, p*) is feasible for (WD). 
If (x*,X*,p*) is not an efficient solution for (WD), then there exists a feasible solution (u, X,,U) 
for (WD) such that 
f(X*) + gp;gj(X*)e I f(u) + fJPjCJj(u)e7 
j=l j=l 
which contradicts Part (b) of the weak duality Theorem 4.1 for feasible solution x* for (MOP) 
and (u, X,p) for (WD). Hence, (x*,X*,p*) is an efficient solution for (WD). 
THEOREM 4.3. STRICT CONVERSE DUALITY. Let x* be feasible for (MOP) and let (u*, A*, cl*) 
be feasible for (WD) such that 
If (f, g) is semistrictly-Type I with respect to 77 at u*, then x* = u*. 
PROOF. We assume that x* # u* and exhibit a contradiction. Since (x*, X*,p*) is feasible 
for (WD), from condition (26), there exist & E afi(~*), i = 1,. . . ,p, and <j E agj(U*), j = 
l,...,msuchthat 
P m 
C ‘t~i + C ~~~j = 0. 
i=l j=l 
(37) 
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Since (f, g) is semistrictly-Type I at u*, we have 
(33) 
(39) 
Hence, from (36), we obtain 
which contradicts to (37). This completes the proof. 
We now consider the following Mond-Weir [15] type dual for problem (MOP): 
WW maximize f(u), (40) 
subject to 6 E 2 &8fi(U) + 2 CLjagj(u), (41) 
i=l j=l 
I_LjSj(U) 2 0, j = 1,. . . ,VL> (42) 
&ZO, j=l ,...,m, (43) 
xi 2 0, i=l,...,p, (44) 
9L xi = 1. (45) 
i=l 
THEOREM 4.4. WEAK DUALITY. Let 5 be feasible for (MOP) and (u, A, p) feasible for (MWD). 
If (Xf, pg) is quasistrictly-pseudo-Type I at u with respect to Q, then the following cannot hold: 
f(x) i f(u) 
PROOF. Suppose contrary to the result of the theorem that 
holds. Then there exists an index k such that 
l-J&) < h(u), 
fi(x) 5 fi(u), for all i # k. 
Since (Af, pg) is quasistrictly-pseudo-Type I at U, the above inequalities and (42) imply 
~Xi[~~(Z,U) 5 0, for all 6% E a_fi(U) (46) 
i=l 
and 
for all & E agj(u). (47) 
Then, (46) and (47) imply that 
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for all & E afi(u) and & E 0gj(u). Fr om condition (41), there exist $ E afi(~) and & E agj(u) 
such that 
2x& + F&r, = 0. (49) 
i=l j=l 
This implies that 
i=l j=l 
(56) 
which contradicts (48). This completes the proof. 
THEOREM 4.5. STRONG DUALITY. Let z* be an efficient solution for (MOP) at which the Cottle 
constraint qualification is satisfied. Then there exist A* E RP and p* E R”’ such that (x*, X*, p*) 
is feasible for (MWD). If also (Xf, pg) is qua&strictly-pseudcType I with respect to r] at u E A, 
then (z*,X*,p*) is an efficient solution for (MWD). 
PROOF. The proof of this theorem is similar to that of Theorem 4.2, except that here we invoke 
the weak duality Theorem 4.4. 
THEOREM 4.6. STRICT CONVERSE DUALITY. Let X* be feasible for (MOP) and let (u*, X”, p*) 
be feasible for (MWD) such that 
iqf (2;) 5 x;f (u*) ) i=l,...,p. (51) 
If (X’f, p*g) is quasistrictly-pseudo-Type I with respect to n at u*, then z* = u*. 
PROOF. We assume that x* # U* and exhibit a contradiction. Since (u*, X*,p*) is feasible for 
(MWD)‘, we have, from (41), that there exist & E afi(u*), i = 1,. . . ,p, and & E dgj(u*), 
j=l,..., m such that 
&+& =o. (52) 
i=l j=l 
Since (X*f, p*g) is quasistrictly-pseudo-Type I at u*, we have 
Ar fi (X*) 2 Affi (U*) * Xy[T?j (X*,U*) 5 0, for all ti E afi (a*), (53) 
and 
-p;gj(U*) 2 0 * pj*<;jT77 (Z*,U*) < 0, for all <j E agj (2~~). 
Combining (51) and (53), we obtain 
X$r] (x*, U*) 2 0, for all & E f3fi (u*) , 
(54) 
which implies 
f: Xf&$r] (x*, u*) 5 0, for all Ei E afi (U*). 
i=l 
Since (u*,_X*,p*) is feasible for (MWD), we have 
-cL;gj (u*) $6, j=l ,...,m. 
On using (54) in the above inequality, we have 
&%(z*, u*) < 6, j = l,...,m, 
which implies that 
m 
(55) 
-yp;l$(x*,u*) < 0. (56) 
j=l 
Adding (55) and (56), we have a contradiction to (52). This completes the proof. 
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