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Properness of associated minimal surfaces
Antonio Alarco´n and Francisco J. Lo´pez
Abstract For any open Riemann surface N and finite subset Z ⊂ S1 = {z ∈ C | |z| = 1},
there exist an infinite closed set ZN ⊂ S1 containing Z and a null holomorphic curve
F = (Fj)j=1,2,3 : N → C3 such that the map
Y : ZN ×N → R2, Y(v, P ) = Re
(
v(F1, F2)(P )
)
,
is proper.
In particular, Re
(
vF
)
: N → R3 is a proper conformal minimal immersion properly
projecting into R2 ≡ R2 × {0} ⊂ R3, for all v ∈ ZN .
Keywords Null holomorphic curves, associated minimal surfaces.
Mathematics Subject Classification (2010) 53A10; 32H02, 53C42.
1. Introduction
Given an open Riemann surface N , a conformal minimal immersion X : N → R3
is said to be flux-vanishing if the conjugate immersion X∗ : N → R3 is well defined,
or equivalently, if X is the real part of a null holomorphic curve F : N → C3 (see
Definition 2.3). In this case, the family of isometric associated minimal immersions
Xv ≡ Re(vF ) : N → R3, v ∈ S1 = {z ∈ C | |z| = 1}, is well defined. Notice that
X = X1 and recall that X
∗ = X−ı, ı =
√−1.
The aim of this paper is to study the interplay between topological properness
and associated minimal surfaces. Not so many years ago, it was a general thought
that properness strongly influences the underlying conformal structure of minimal
surfaces in R3. In this line, Schoen and Yau asked whether there exist hyperbolic
minimal surfaces in R3 properly projecting into R2 ≡ R2 × {0} ⊂ R3 [SY, p. 18].
A complete answer to this question can be found in [AL1], where examples with
arbitrary conformal structure and flux map are shown.
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2On the other hand, any flux-vanishing minimal surface all whose associated sur-
faces uniformly properly project into R2 is parabolic, see Proposition 4.3. This sug-
gests a correlation between properness of associated surfaces and conformal structure
of minimal surfaces. The following questions arise:
(Q1) Do there exist hyperbolic flux-vanishing minimal surfaces S such that both S
and its conjugate surface S∗ properly project into R2?
(Q2) More generally, how many associated surfaces of a hyperbolic flux-vanishing
minimal surface can properly project into R2?
Motivated by the above questions, this paper deals with those subsets Z ⊂ S1
allowing proper projections in a uniform way, accordingly to the following
Definition 1.1. A closed subset Z ⊂ S1 is said to be a projector set for an open Rie-
mann surface N if there exists a null holomorphic curve F = (Fj)j=1,2,3 : N → C3
such that the map
Y : Z×N → R2, Y(v, P ) = Re(v(F1, F2)(P )),
is proper.
Moreover, Z is said to be a universal projector set if it is a projector set for any
open Riemann surface.
If Z is a projector set for N and F is as in Definition 1.1, then Re(vF ) : N → R3
is a proper conformal minimal immersion in R3 which properly projects into R2, for
all v ∈ Z.
One can easily check that if Z ⊂ S1 is a projector set for N , then so are vZ for all
v ∈ S1, Z ∪ (−Z), and any closed subset of Z.
Pirola’s results [Pi] imply that S1 is a projector set for any parabolic Riemann
surface of finite topology (see also [Lo]). On the other hand, {1} is a universal pro-
jector set [AL1], whereas Proposition 4.3 in this paper shows that S1 is not. In this
line we have obtained the following
Main Theorem. For any finite subset Z ⊂ S1 and any open Rie-
mann surface N , there exists an infinite projector set ZN for N con-
taining Z.
In particular, Z is a universal projector set.
As a corollary, for any open Riemann surface N and finite set Z ⊂ S1, there exist
an infinite subset ZN ⊂ S1 containing Z and a flux-vanishing conformal minimal
immersion X : N → R3 such that Xv properly projects into R2 for all v ∈ ZN . This
particularly answers (Q1) in the positive and enlightens about (Q2).
It is not hard to check that if S1 is a projector set for an open Riemann surface
N , then N is parabolic (see Proposition 4.3). Furthermore, if N is of finite topology
and F : N → C3 is a null holomorphic curve such that the map Y : S1 ×N → R2,
Y(v, P ) = Re
(
v(F1, F2)(P )
)
, is proper, then F has finite total curvature (see Corol-
lary 4.4). Connecting with a classical Sullivan’s conjecture for properly immersed
minimal surfaces in R3, see [Mo], the following question remains open:
3(Q3) Let N be an open Riemann surface of finite topology, and assume there exists
a null holomorphic curve F : N → C3 such that the map
S1 ×N → R3, (v, P ) 7→ Re(vF (P )),
is proper. Must N be of parabolic conformal type? Even more, must F be of
finite total curvature?
Our main tools come from approximation results for minimal surfaces and null
holomorphic curves developed by the authors in [AL1, AL2].
2. Preliminaries
Denote by ‖ · ‖ the Euclidean norm in Kn, where K = R or C. For any compact
topological space K and continuous map f : K → Kn, denote by
‖f‖0,K = max{‖f(p)‖ | p ∈ K}
the maximum norm of f on K.
Given an n-dimensional topological manifold M, we denote by ∂M the (n − 1)-
dimensional topological manifold determined by its boundary points. For any A ⊂
M, A◦ and A will denote the interior and the closure of A in M, respectively. Open
connected subsets of M − ∂M will be called domains, and those proper topological
subspaces ofM being n-dimensional manifolds with boundary are said to be regions.
If M is a topological surface, M is said to be open if it is non-compact and ∂M = ∅.
2.1. Riemann surfaces
Remark 2.1. Throughout this paper N will denote a fixed but arbitrary open Rie-
mann surface, and σ2N a conformal Riemannian metric on N .
The key tool in this paper is a Mergelyan’s type approximation result by null
holomorphic curves in C3 (see Lemma 2.6 below and [AL1, AL2]). This subsec-
tion and the next one are devoted to introduce the necessary notations for a good
understanding of this result.
A Jordan arc in N is said to be analytical if it is contained in an open analytical
Jordan arc in N .
Classically, a compact region A ⊂ N is said to be Runge if N − A has no rela-
tively compact components in N , or equivalently, if the inclusion map iA : A →֒ N
induces a group monomorphism (iA)∗ : H1(A,Z)→H1(N ,Z), whereH1(·,Z) means
first homology group with integer coefficients. More generally, an arbitrary subset
A ⊂ N is said to be Runge if (iA)∗ : H1(A,Z) → H1(N ,Z) is injective. In this
case we identify the groups H1(A,Z) and (iA)∗(H1(A,Z)) ⊂ H1(N ,Z) via (iA)∗ and
consider H1(A,Z) ⊂ H1(N ,Z).
Given an open subset W ⊂ N , we denote by
• Fh(W ) the space of holomorphic functions on W, and
• Ωh(W ) the space of holomorphic 1-forms on W.
The following definition is crucial in our arguments, see Figure 2.1.
Definition 2.2. A compact subset S ⊂ N is said to be admissible if and only if
4• MS := S◦ is a finite collection of pairwise disjoint compact regions in N
with C0 boundary,
• CS := S −MS consists of a finite collection of pairwise disjoint analytical
Jordan arcs,
• any component α of CS with an endpoint P ∈ MS admits an analytical ex-
tension β in N such that the unique component of β − α with endpoint P
lies in MS , and
• S is Runge.
Figure 2.1. An admissible subset S of N
Let S be an admissible subset of N .
A (complex) 1-form θ on S is said to be of type (1, 0) if for any conformal
chart (U, z) in N , θ|U∩S = h(z)dz for some function h : U ∩ S → C. An n-
tuple Λ = (θ1, . . . , θn), where θj is a (1, 0)-type 1-form for all j, is said to be an
n-dimensional vectorial (1, 0)-form on S. The space of continuous n-dimensional
(1,0)-forms on S will be endowed with the C0 topology induced by the norm
(2.1) ‖Λ‖0,S := ‖ Λ
σN
‖0,S = max
S
{( n∑
j=1
| θj
σN
|2)1/2}
(see Remark 2.1).
We denote by
• Fh(S) the space of continuous functions f : S → C which are holomorphic
on an open neighborhood of MS in N , and
• Ωh(S) the space of 1-forms θ of type (1, 0) on S such that θ/ϑ ∈ Fh(S) for
any nowhere-vanishing holomorphic 1-form ϑ on N (the existence of such a
θ is well known, see for instance [AFL]).
Smoothness of functions and 1-forms on admissible sets is defined as follows:
• A function f ∈ Fh(S) is said to be smooth if f |MS admits a smooth exten-
sion f0 to a domain W ⊂ N containing MS, and for any component α of CS
and any open analytical Jordan arc β in N containing α, f admits a smooth
extension fβ to β satisfying that fβ|W∩β = f0|W∩β.
• A 1-form θ ∈ Ωh(S) is said to be smooth if θ/ϑ ∈ Fh(S) is smooth, for any
nowhere-vanishing holomorphic 1-form ϑ on N .
Given a smooth function f ∈ Fh(S), the differential df of f is given by
df |MS = d(f |MS ) and df |α∩U = (f ◦ α)′(x)dz|α∩U ,
where (U, z = x + ıy), ı =
√−1, is a conformal chart on N such that α ∩ U =
z−1(R ∩ z(U)). Notice that df ∈ Ωh(S) and is smooth as well.
5Finally, the C1-norm on S of a smooth f ∈ Fh(S) is defined by
‖f‖1,S = max
{‖f(P )‖+ ‖ df
σN
(P )‖ ∣∣ P ∈ S}.
In a similar way, one can define the notions of smoothness, (vectorial) differential
and C1-norm for functions f : S → Ck, k ∈ N.
2.2. Null curves in C3
Throughout this paper we adopt column notation for both vectors and matrices of
linear transformations in C3. As usual, (·)T means transpose matrix. The following
operators are strongly related to the geometry of C3 and null curves. We denote by
• ≪·, ·≫: C3 × C3 → C, ≪u, v≫= u¯T · v, the usual Hermitian inner product
of C3,
• 〈·, ·〉 = Re(≪·, ·≫) : C3×C3 → R, the Euclidean scalar product of C3 ≡ R6,
and
• ≺ ·, · ≻: C3 × C3 → C, the complex symmetric bilinear 1-form given by
≺u, v≻= uT · v.
We also set ≪V ≫⊥= {v ∈ C3 | ≪u, v≫= 0∀u ∈ V }, 〈V 〉⊥ = {v ∈ C3 | 〈u, v〉 =
0∀u ∈ V } and ≺V ≻⊥= {v ∈ C3 | ≺u, v≻= 0∀u ∈ V }, for any V ⊂ C3. Notice
that ≺u≻⊥=≪u≫⊥⊂ 〈u〉⊥ for all u ∈ C3, and the equality holds if and only if
u = ~0 := (0, 0, 0)T .
A basis {u1, u2, u3} of C3 is said to be ≺ ·, · ≻-conjugate if ≺ uj , uk ≻= δjk,
j, k ∈ {1, 2, 3}. Likewise, we define the notion of ≺·, ·≻-conjugate basis of a complex
subspace U, provided that ≺·, ·≻ |U×U is a non-degenerate complex bilinear form.
We denote by O(3,C) the complex orthogonal group {A ∈ M3(C) |ATA = I3},
that is to say: the group of matrices whose column vectors determine a ≺ ·, · ≻-
conjugate basis of C3. We also denote by A : C3 → C3 the complex linear transfor-
mation induced by A ∈ O(3,C). Observe that
(2.2)
≺Au,Av≻=≺u, v≻ and ≪Au,Av≫=≪u, v≫, ∀u, v ∈ C3, A ∈ O(3,C).
A vector u ∈ C3 − {~0} is said to be null if ≺u, u≻= 0. We denote by
Θ = {u ∈ C3 − {~0} | u is null}.
Let M be an open Riemann surface.
Definition 2.3. A holomorphic map F : M → C3 is said to be a null curve if
≺dF, dF≻= 0 and ≪dF, dF≫ never vanishes on M.
Conversely, given an exact holomorphic vectorial 1-form Φ on M satisfying that
≺ Φ,Φ ≻= 0 and ≪ Φ,Φ≫ never vanishes on M, then the map F : M → C3,
F (P ) =
∫ P
Φ, defines a null curve in C3. In this case Φ = dF is said to be the
Weierstrass representation of F.
A null curve F : M → C3 is said to be non-flat if F (M) is contained in no null
complex straight line.
6Definition 2.4. Given a proper subset M ⊂ N , we denote by N(M) the space of
maps F :M → C3 extending as a null curve to an open neighborhood of M in N .
The following definition deals with the notion for null curve on admissible subsets.
Definition 2.5. Let S ⊂ N be an admissible subset. A smooth map F ∈ Fh(S)3 is
said to be a generalized null curve in C3 if it satisfies the following properties:
• F |MS ∈ N(MS),
• ≺dF, dF≻= 0 and ≪dF, dF≫ never vanishes on S.
If F is a null curve and A ∈ O(3,C), then A ◦F is a null curve as well. The same
holds for generalized null curves.
The following Mergelyan’s type result for null curves is a key tool in this paper. It
will be used to approximate generalized null curves by null curves which are defined
on larger domains.
Lemma 2.6 ([AL1, AL2]). Let S ⊂ N be admissible and connected, let F =
(Fj)j=1,2,3 ∈ Fh(S)3 be a generalized null curve in C3, and let W ⊂ N be a do-
main of finite topology containing S such that (iS)∗ : H1(S,Z) → H1(W,Z) is an
isomorphism, where iS : S → W denotes the inclusion map.
Then, for any ǫ > 0, there exists H = (Hj)j=1,2,3 ∈ N(W ) such that ‖H−F‖1,S <
ǫ. Moreover, one can choose H3 = F3 provided that F3 ∈ Fh(W ) and dF3 never van-
ishes on CS .
3. Main Lemma
Let us start by introducing some notation.
Let Z = {v1, . . . , vn} ⊂ S1 with cardinal number n ∈ N. Let u = (z1, z2, z3) ∈ C3,
let v ∈ Z, let X be a topological space, let K ⊂ X be a compact subset, and let
F = (F1, F2, F3) : X → C3 be a continuous map. We denote by
• uv = Re[v(z1, z2)] ∈ R2,
• F v = Re[v(F1, F2)] : X → R2, and F Z = (F vj )j=1,...,n : X → R2n,
• JF ZK : X → R, JF ZK(P ) = min{‖F v(P )‖ | v ∈ Z}, and JF ZKK = minKJF ZK.
The following technical result is the core of our construction.
Lemma 3.1. Let M, V be two admissible compact regions in N such that M ⊂ V ◦.
Let Z ⊂ S1 be a finite subset with cardinal number n, and consider F ∈ N(M) and
δ > 0 such that
(3.1) JF ZK∂M > δ.
Then, for any ǫ > 0 and any κ > δ, there exists Fˆ ∈ N(V ) satisfying
(L1) ‖Fˆ − F‖1,M < ǫ,
(L2) JFˆ ZKV−M◦ > δ/n, and
(L3) JFˆ ZK∂V > κ.
7Roughly speaking, the lemma asserts that a finite family of compact associated
minimal surfaces whose boundaries lie outside a cylinder in R3 can be stretched near
the boundary, in such a way that the boundaries of the new associated surfaces lie
outside a larger parallel cylinder. In this process the topology and even the confor-
mal structure of the arising family can be chosen arbitrarily large. See Figure 3.1.
Figure 3.1. Lemma 3.1
The proof of Lemma 3.1 goes by induction on (minus) the Euler characteristic of
V −M◦ (notice that −χ(V −M◦) ≥ 0). The hard part of the proof is the basis of
the induction, which roughly goes as follows.
Firstly we split ∂M into a suitable family of small Jordan arcs αi,j (see properties
(a1), (a2), and (a3) below), and assign to each of them a complex direction ei,j in
C3 (see (3.3)). The splitting is made so that deformations of F around αi,j preserv-
ing the direction ei,j, keep the boundaries of all the Z-associated minimal surfaces
outside the cylinder of radius δ/n. This choice is possible by basic trigonometry, see
Claim 3.2.
In a second step, we construct an admissible set S by attaching to M a family of
Jordan arcs ri,j connecting αi,j and ∂V. Then, we approximate F on M by a null
curve H ∈ N(V ) formally satisfying the theses of the lemma on S, see items (c1) to
(c4).
Finally, we modify H hardly on S and strongly on V − S in a recursive way to
obtain the null curve Fˆ ∈ N(V ) which proves the basis of the induction, see Claim
3.4. This deformation pushes the boundaries of the Z-associated surfaces of H(V )
outside the cylinder of radius κ. Furthermore, this process hardly modifies the ei,j-
coordinate of H on the connected component Ωi,j of V − S with αi,j ⊂ ∂Ωi,j, see
(f2). Therefore, the Z-associated surfaces of the arising null curve Fˆ (V −M◦) lie
outside the cylinder of radius δ/n.
For the inductive step we reason as follows. If −χ(V − M◦) = n ∈ N, we
use Lemma 2.6 as a bridge principle for null curves to obtain a region U with
M ⊂ U◦ ⊂ U ⊂ V ◦ and −χ(V − U◦) = n − 1, and a null curve H ∈ N(U) which
approximates F on M and satisfies JHZK∂M > δ. Then, we finish by applying the
induction hyphotesis.
83.1. Basis of the induction
Let us show that Lemma 3.1 holds in the particular instance χ(V −M◦) = 0.
Up to slightly deforming F (use Lemma 2.6), we can suppose that F is non-flat.
Since M ⊂ V ◦ and V ◦ −M has no bounded components in V ◦, then V −M◦ =
∪ki=1Ai, where A1, . . . ,Ak are pairwise disjoint compact annuli. Write ∂Ai = αi∪βi,
where αi ⊂ ∂M and βi ⊂ ∂V for all i.
Denote by B(r) the 2-dimensional Euclidean ball {p ∈ R2 | ‖p‖ < r} for any r >
0.
Label ∆ = (R2−B(δ))n ⊂ R2n, and for any x ∈ ∆ choose a vectorial line Lx ⊂ R2
and an open neighborhood Ux of x in ∆ such that
(3.2) (qj + Lx) ∩B(δ/n) = ∅, ∀(q1, . . . , qn) ∈ Ux,
see Figure 3.2. The existence of Lx and Ux, x ∈ ∆, follows straightforwardly from
Figure 3.2. The vectorial line Lx ⊂ R2
the following
Claim 3.2. For any x1, . . . , xn ∈ R2 − B(1), there exists a vectorial line L ⊂ R2
depending on x1, . . . , xn, such that
(xj + L) ∩B(1/n) = ∅, j = 1, . . . , n.
Proof. Label Wj = {eıt xj‖xj‖ | t ∈] −
π
2n ,
π
2n [} for all j = 1, . . . , n, and take x0 ∈
S1 − (∪nj=1Wj). Setting L = {tx0 | t ∈ R}, elementary trigonometry gives that
(
xj
‖xj‖
+ L) ∩ B(sin( π2n)) = ∅, j = 1, . . . , n. Since ‖xj‖ > 1 for all j and sin( π2n) > 1n ,
we are done. 
For each n ∈ N denote by Zn = {0, . . . , n − 1} the additive cyclic group of
integers modulus n. Since U := {Ux |x ∈ ∆} is an open covering of the com-
pact set F Z(∂M) ⊂ ∆ (see (3.1)), there exist m ∈ N, m ≥ 3, and a collection
{αi,j | (i, j) ∈ {1, . . . , k} × Zm} such that for each i ∈ {1, . . . , k},
(a1) ∪mj=1αi,j = αi,
9(a2) αi,j and αi,j+1 have a common endpoint Qi,j and are otherwise disjoint for all
j ∈ Zm, and
(a3) there exists Ui,j ∈ U such that F Z(αi,j) ⊂ Ui,j, for all j ∈ Zm.
If Ui,j = Uxi,j for xi,j ∈ ∆, for simplicity we write Li,j = Lxi,j for all (i, j) ∈
{1, . . . , k} × Zm.
Let {ri,j | j ∈ Zm} be a collection of pairwise disjoint analytical Jordan arcs in
Ai such that ri,j has initial point Qi,j ∈ αi, final point Pi,j ∈ βi, and ri,j is oth-
erwise disjoint from ∂Ai for all i and j. Without loss of generality, assume that
S =M ∪ (∪i,jri,j) is admissible. See Figure 3.3.
Figure 3.3. The annulus Ai ⊂ V −M◦
The first deformation stage starts with the following
Claim 3.3. There exists a generalized null curve G : S → C3 such that
(b1) G|M = F,
(b2) (p+ Li,h) ∩B(δ/n) = ∅, ∀p ∈ ∪v∈ZGv(ri,j), ∀h ∈ {j, j + 1}, ∀i, j, and
(b3) (Gv(Pi,j) + Li,h) ∩B(κ) = ∅, ∀v ∈ Z, ∀h ∈ {j, j + 1}, ∀i, j.
Proof. Write F = (F1, F2, F3) and for each i, j set
di,j(t) =
(
tF1(Qi,j), tF2(Qi,j), F3(Qi,j) + (t− 1)ı
√
F1(Qi,j)2 + F2(Qi,j)2
)
, t ≥ 1.
From (3.1) one has (|F1| + |F2|)(Qi,j) 6= 0, and so di,j is a real half-line in C3 sat-
isfying ≺d′i,j(t), d′i,j(t)≻= 0. Moreover, di,j(t)v = tF v(Qi,j) for all t ≥ 1 and v ∈ Z.
Since (F v(Qi,j) + Li,h) ∩ B(δ/n) = ∅ (see (3.2) and (a3)), then the vector F v(Qi,j)
points to the connected component of R2 − (F v(Qi,j) + Li,h) disjoint from B(δ/n),
and so (di,j(t)
v + Li,h) ∩ B(δ/n) = ∅ for all t ≥ 1, h ∈ {j, j + 1} and v ∈ Z. Fur-
thermore, we can take t0 > 1 so that (di,j(t0)
v + Li,h) ∩ B(κ) = ∅ for all v ∈ Z and
h ∈ {j, j+1}. Up to a slightly smoothing around the points Qi,j for all i, j, it suffices
to set G(ri,j) = di,j([1, t0]) for all i, j and G|M = F. 
Then Lemma 2.6 applied to G straightforwardly provides a non-flat H ∈ N(V )
satisfying that
10
(c1) ‖H − F‖1,M < ǫ/(km+ 1),
(c2) (p + Li,h) ∩B(δ/n) = ∅, ∀p ∈ ∪v∈ZHv(ri,j), ∀h ∈ {j, j + 1}, ∀i, j,
(c3) (Hv(Pi,j) + Li,h) ∩B(κ) = ∅, ∀v ∈ Z, ∀h ∈ {j, j + 1}, ∀i, j, and
(c4) HZ(αi,j) ⊂ Ui,j ∈ U for all i and j.
Roughly speaking, properties (c1), (c2), and (c3) mean that H satisfies (L1), (L2),
and (L3) just on S, respectively.
Denote by Ωi,j the closed disc in Ai bounded by αi,j ∪ ri,j−1 ∪ ri,j and a piece,
named βi,j , of βi connecting Pi,j−1 and Pi,j. Obviously Ωi,j ∩Ωi,j+1 = ri,j ∀i, j, and
Ai = ∪mj=1Ωi,j for all i. See Figure 3.3.
Let η : {1, . . . , km} → {1, . . . , k}×Zm be the bijection η(n) = (E(n−1m )+1, n−1),
where E(·) means integer part.
The second deformation process is included in the following
Claim 3.4. There exists a sequence H0 = H,H1, . . . ,Hkm of non-flat null curves
in N(V ) such that
(d1n) ‖Hn −Hn−1‖1,V−Ωη(n) < ǫ/(km+ 1), n ≥ 1,
(d2n) (p + Lh) ∩ B(δ/n) = ∅, ∀p ∈ ∪v∈ZHvn(rη(a)), ∀h ∈ {η(a), η(a) + (0, 1)},
∀a ∈ {1, . . . , km},
(d3n) (H
v
n(Pη(a)) + Lh) ∩ B(κ) = ∅, ∀v ∈ Z, ∀h ∈ {η(a), η(a) + (0, 1)}, ∀a ∈
{1, . . . , km},
(d4n) H
Z
n(αη(a)) ⊂ Uη(a), ∀a ∈ {1, . . . , km},
(d5n) JH
Z
nKΩη(a) > δ/n for all a ∈ {1, . . . , n}, n ≥ 1, and
(d6n) JH
Z
nKβη(a) > κ for all a ∈ {1, . . . , n}, n ≥ 1.
Now, properties (d1n), (d5n), and (d6n) imply that Hn formally satisfies (L1),
(L2), and (L3) on M ∪ (∪na=1Ωη(a)). In particular, Hkm will solve Lemma 3.1.
Proof of Claim 3.4. From (c2), (c3), and (c4), H0 = H satisfies (d20), (d30), and
(d40), whereas the remaining properties make no sense for n = 0. Reason by induc-
tion and assume that we already have H0, . . . ,Hn−1, n ≥ 1, satisfying the corre-
sponding properties. Let us construct Hn.
For any ν = (x, y) ∈ R2 − {(0, 0)}, it is clear that e = (x, x, y, y, 0, 0) ≡ (1 +
ı)(x, y, 0) is a non-null vector in C3 and ≪ e≫⊥= {u ∈ C3 | 〈uv, ν〉 = 0 ∀v ∈ S1}
(here 〈·, ·〉 denotes the escalar product in R2).
In particular, if νn = (xn, yn) ∈ R2 is a unit normal vector to Lη(n), en :=
(1 + ı)(xn, yn, 0), and wn := en/ ≺en, en≻, one has
(3.3) ≺wn≻⊥=≪en≫⊥⊂ {u ∈ C3 | 〈uv, νn〉 = 0 ∀v ∈ Z}.
(The inclusion in equation (3.3) becomes an equality when Z * {v,−v} for all v ∈
S1.)
Since wn is not null, we can take un, vn ∈≺wn≻⊥ so that {un, vn, wn} is a ≺·, ·≻-
conjugate basis of C3. Consider the complex orthogonal matrix An = (un, vn, wn)−1,
define Gn := An ◦Hn−1 ∈ N(V ), and write Gn = (Gn,1, Gn,2, Gn,3). Notice that
(3.4) An(≪en≫⊥) = {(z1, z2, 0) ∈ C3 | z1, z2 ∈ C}.
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Choose a closed disc Kn in Ωη(n) − (rη(n)−(0,1) ∪ αη(n) ∪ rη(n)) such that
(e1) Kn ∩ βη(n) is a Jordan arc,
(e2) (p + Lη(n)) ∩B(δ/n) = ∅, ∀p ∈ ∪v∈ZHvn−1(Ωη(n) −Kn), and
(e3) (p + Lη(n)) ∩B(κ) = ∅, ∀p ∈ ∪v∈ZHvn−1(βη(n) −Kn).
This choice can be guaranteed by a continuity argument. Property (e2) follows from
(d2n−1), (d4n−1), and (3.2), whereas (e3) follows from (d3n−1).
Consider now a Jordan arc γn ⊂ Ωη(n) −Kn with endpoints Rn ∈ αη(n) −
{Qη(n)−(0,1), Qη(n)} and Tn ∈ (∂Kn)−βη(n), and otherwise disjoint fromKn∪(∂Ωη(n))
(see Figure 3.4). Without loss of generality, assume that Kn and γn are chosen so
Figure 3.4. The closed disc Ωη(n)
that the compact set Sn := (V − Ωη(n))∪Kn∪γn is admissible and (dGn,3)|γn never
vanishes (recall that Hn−1 is non-flat and therefore so is Gn).
Consider v0 ∈ S1 ⊂ C such that Re(vv0) 6= 0 ∀v ∈ Z, denote by µ = v0(yn,−xn, ı) ∈
C3, and observe that µv = Re(vv0)(yn,−xn) 6= (0, 0) for all v ∈ Z. Therefore, there
exists a large enough Cn > 0 such that
(3.5) J(µn +Hn−1)
ZKKn > κ,
where µn = Cnµ. Notice also that µn ∈ Θ∩ ≪en≫⊥ .
Denote by ζ = An(µn) ∈ Θ ∩ An(≪ en≫⊥). Taking into account (3.4), there
exists a null vector ζ∗ ∈ An(≪en≫⊥) so that {ζ, ζ∗} is a basis of An(≪en≫⊥) and
≺ζ, ζ∗≻6= 0.
Let γn(u), u ∈ [0, 1], be a smooth parameterization of γn with γn(0) = Rn. La-
bel τj = γn([0, 1/j]) and consider the parameterization τj(u) = γn(u/j), u ∈ [0, 1].
Write Yj(u) = Gn,3(τj(u)), u ∈ [0, 1], and notice that dYjdu (0) = 1j d(Gn,3◦γn)du (0) 6= 0
for all j ∈ N. Set ζj = ζ − (dYj/du(0))
2
2≺ζ,ζ∗≻ ζ
∗, j ∈ N, and observe that limj→∞ ζj = ζ and
≺ζj, ζj≻= −(dYjdu (0))2 6= 0 for all j.
Set hj : [0, 1]→ C3,
hj(u) = Gn(Rn) + ı
Yj(u)− Yj(0)
≺ ζj , ζj ≻1/2
ζj + (0, 0, Yj(u)−Gn,3(Rn)).
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Since ζj ∈ An(≪en≫⊥), then ≺h′j(u), h′j(u)≻= 0 and ≪h′j(u), h′j(u)≫ never van-
ishes on [0, 1], j ∈ N, see (3.4). Up to choosing a suitable branch of ≺ζj, ζj≻1/2, the
sequence {hj}j∈N converges uniformly on [0, 1] to h∞ : [0, 1]→ C3,
h∞(u) = uζ +Gn(Rn).
On the other hand {τj(1)}j∈N → Rn, and so {hj(1) − Gn(τj(1))}j∈N → ζ =
An(µn). Taking into account (3.5), there exists a large enough j0 ∈ N such that
(3.6) J
(
A−1n (hj0(1)−Gn(τj0(1))) +Hn−1
)Z
KKn > κ.
Set hˆ : τj0([0, 1]) → C3, hˆ(P ) = hj0(τ−1j0 (P )). Identify τj0 ≡ τj0([0, 1]), and denote
by Gˆn = (Gˆn,1, Gˆn,2, Gˆn,3) : Sn → C3 the continuous map given by
(3.7) Gˆn|V−Ωη(n) = Gn|V−Ωη(n) , Gˆn|τj0 = hˆ,
Gˆn|(γn−τj0 )∪Kn = Gn|(γn−τj0 )∪Kn −Gn(τj0(1)) + hˆ(τj0(1)).
Notice that Gˆn,3 = (Gn,3)|Sn . The equation ≺dGˆn, dGˆn≻= 0 formally holds except
at the points Rn and τj0(1) where smoothness could fail. Up to smooth approxi-
mation (only affecting to Gˆn,1 and Gˆn,2), Gˆn is a generalized null curve satisfying
that
(3.8) Gˆn|V−Ωη(n) = Gn|V−Ωη(n) , Gˆn,3 = Gn,3|Sn , J(A
−1
n ◦ Gˆn)ZKKn > κ.
Here we have taken into account (3.6), (3.7), andHn−1 = A
−1
n ◦Gn. Applying Lemma
2.6 to Gˆn and Sn we can find Zn = (Zn,1, Zn,2, Zn,3) ∈ N(V ) so that
• ‖Zn − Gˆn‖1,V−Ωη(n) < ǫ0, where ǫ0 > 0 will be specified later,
• Zn,3 = Gn,3 on V, and
• J(A−1n ◦ Zn)ZKKn > κ.
Set Hn := A
−1
n ◦ Zn ∈ N(V ), and let us rewrite these properties in terms of Hn
and Hn−1 (recall that Gn = An ◦Hn−1):
(f1) ‖Hn −Hn−1‖1,V −Ωη(n) < ǫ0 · ‖A−1n ‖ (see (3.8)),
(f2) ≪Hn −Hn−1, en≫= 0 on V (see (3.4)), and
(f3) JHZnKKn > κ.
To finish, let us check that Hn satisfies the required properties provided that
ǫ0 is small enough. Indeed, (f1) directly gives (d1n) if ǫ0 <
ǫ
‖A−1n ‖(1+km)
. More-
over, (d2n) (respectively, (d3n), (d4n)) follows from (f1) and (d2n−1) (respectively,
(d3n−1), (d4n−1)) for a small enough ǫ0.
To check (d5n) we distinguish two cases. If a < n (and so n > 1), then we finish
by using (d5n−1) and (f1) for a small enough ǫ0. In case a = n we argue as follows.
Assume first that P ∈ Ωη(n) − Kn. Then (f2) gives that Hn(P ) − Hn−1(P ) ∈≪
en ≫⊥, and so, by (3.3), 〈Hvn(P ) − Hvn−1(P ), νn〉 = 0 ∀v ∈ Z. Write Hvn(P ) =
Hvn−1(P ) + (H
v
n(P )−Hvn−1(P )), and notice that Hvn−1(P ) ∈ Hvn−1(Ωη(n) −Kn) and
Hvn(P ) − Hvn−1(P ) ∈ Lη(n), ∀v ∈ Z. By (e2) we infer that JHZnK(P ) > δ/n and
we are done. Assume now that P ∈ Kn. In this case, (f3) directly gives that
JHZnK(P ) > κ > δ/n as well.
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The proof of (d6n) is analogous to that of (d5n). In case a < n, we use (d6n−1) and
(f1) for small enough ǫ0. In case a = n, we argue as in the proof of (d5n) but using
(e3) instead of (e2). In this case we get that JHZnK(P ) > κ for all P ∈ βη(n) −Kn.
Finally, (f3) shows that JHZnK(P ) > κ for all P ∈ Kn.
The proof of Claim 3.4 is done. 
Set Fˆ := Hkm ∈ N(V ). Properties (c1) and (d1n), n = 1, . . . , km, imply (L1),
whereas properties (L2) and (L3) directly follow from (d5km) and (d6km), respec-
tively. Therefore, Fˆ solves the basis of the induction.
3.2. Inductive step
Let n ∈ N, assume that Lemma 3.1 holds when −χ(V −M◦) < n, and let us show
that it also holds when −χ(V −M◦) = n.
Recall that M is admissible, and so H1(M,Z) ⊂ H1(V,Z). Since −χ(V −M◦) =
n > 0, there exists a Jordan curve γˆ ⊂ V ◦ intersecting V ◦ − M◦ in a Jordan
arc γ with endpoints P,Q ∈ ∂M and otherwise disjoint from ∂M, and such that
γˆ ∈ H1(V,Z)−H1(M,Z). Consequently, since V is admissible then γˆ can be chosen
so that S :=M ∪ γ is admissible as well.
At this point, we need the following
Claim 3.5. The set Σ = {u ∈ C2 | ‖Re(vu)‖ > δ ∀v ∈ Z} is path-connected.
Furthermore, given v, w in Σ×C there exists a smooth arc c : [0, 1]→ Σ×C such
that c(0) = v, c(1) = w and c′(t) ∈ Θ ∀t ∈ [0, 1].
Proof. Fix two different points u1, u2 ∈ Σ. Notice that ℓu := {tu | t > 1} ⊂ Σ for all
u ∈ Σ.
Denote by S3(R) the 3-dimensional Euclidean sphere of radius R > 0 in R4 ≡ C2
and write S3 ≡ S3(1).
For each v ∈ Z, let γv ⊂ S3 ≡ S3(1) denote the spherical geodesic Hv ∩ S3, where
Hv = {u ∈ C2 | Re(vu) = 0}, and denote by Γ = ∪v∈Zγv. Notice that ui/‖ui‖ /∈ Γ
∀i = 1, 2. Since 1R (S3(R) − Σ) is the tubular neighborhood of Γ in S3 given by
∪v∈Z{u ∈ S3 | ‖Re(vu)‖ ≤ δ/R}, one has
lim
R→+∞
1
R
(S3(R)− Σ) = Γ
in the topology associated to the Hausdorff distance. Since S3−Γ is path-connected
and contains u1/‖u1‖ and u2/‖u2‖, then these two points lie in the same connected
component of 1R (S
3(R) ∩ Σ) for a large enough R. Equivalently, R‖u1‖u1 and R‖u2‖u2
lie in the same path-connected component Ω of S3(R) ∩ Σ. Then, ℓu1 ∪ Ω ∪ ℓu2 is
path-connected and so is Σ.
For the second part, since Σ is open and path-connected, then there exists a
polygonal arc cˆ : [0, 1] → Σ × C connecting v and w and with cˆ′(t) ∈ Θ at any
regular point. To finish, choose c as a suitable smoothing of cˆ. 
By Claim 3.5 and equation (3.1), one can construct a generalized null curve
G : S → C3 satisfying G|M = F and JGZKγ > δ. From Lemma 2.6 applied to G and
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a continuity argument, we obtain a compact region U and a null curve H ∈ N(U)
satisfying that
(i) S ⊂ U◦ ⊂ U ⊂ V ◦,
(ii) −χ(V − U◦) = n− 1,
(iii) ‖H −G‖1,M < ǫ/2, and
(iv) JHZKU−M◦ > δ.
Since−χ(V−U◦) < n, the induction hypothesis applied toH and ǫ0 = min{ǫ/2, δ−
δ/n} gives a null curve Fˆ ∈ N(V ) such that
(I) ‖Fˆ −H‖1,U < ǫ0,
(II) JFˆ ZKV−U◦ > δ/n, and
(III) JFˆ ZK∂V > κ.
Then, (L1) follows from (iii) and (I). Properties (iv), (I), and (II) give (L2). Finally,
(III) directly implies (L3). Hence, Fˆ satisfies the conclusion of Lemma 3.1 and we
are done.
4. Main results
Given an admissible compact region M ⊂ N , F ∈ N(M), a finite subset Z ⊂ S1
and r > 0, it is not hard to find v ∈ C3 so that the null curve X = F + v satisfies
that JXZK∂M > r. Indeed, it suffices to choose v ∈ C3 such that ‖F‖ < ‖vv‖ − r
on M for all v ∈ Z. Therefore, Main Theorem in the introduction follows from the
following extension
Theorem 4.1. Let M be an admissible compact region in N , let Z0 ⊂ S1 be a finite
subset with cardinal number n ∈ N, and let X ∈ N(M) such that
(4.1) JXZ0K∂M > n.
Then, for any ε > 0, there exist an infinite closed subset ZN ⊂ S1 and Y ∈ N(N )
such that
(A) Z0 ⊂ ZN ,
(B) ‖Y −X‖1,M < ε,
(C) the map Y : ZN ×N → R2 given by Y(v, P ) = Y v(P ) is proper, and
(D) JY Z0K > 1− ε on N −M.
Proof. Without loss of generality, we assume that ε < 1.
Let {Mn | n ∈ {0} ∪ N} be an exhaustion of N by admissible compact regions
with analytical boundary satisfying that M0 =M and Mn−1 ⊂M◦n for all n ∈ N.
Label X0 = X and let us construct a sequence {(Xn,Zn)}n∈N of null curves and
finite subsets satisfying that
(an) Xn ∈ N(Mn) for all n ∈ N,
(bn) Zn−1 ⊂ Zn ⊂ S1 and the cardinal number of Zn is n+ n,
(cn) ‖Xn −Xn−1‖1,Mn−1 < εn for all n ∈ N, where
εn <
1
2n+1
min
{
ε , min{min
Mk
‖dXk
σN
‖ | k = 0, . . . , n− 1}} > 0
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(notice that dXk never vanishes on Mk since Xk ∈ N(Mk)),
(dn) JX
Zn
k KMk−M◦k−1 > k for all k ∈ {1, . . . , n}, n ∈ N, and
(en) JX
Zn
n K∂Mn > (n+ 1)(n+ n) for all n ∈ N.
The sequence is obtained in a recursive way. The couple (X0,Z0) trivially satisfies
(a0) and (e0), whereas (b0), (c0), and (d0) make no sense. Let n ≥ 1, assume we
already have a couple (Xn−1,Zn−1) satisfying the corresponding properties, and let
us construct (Xn,Zn). For εn small enough, the null curve Xn ∈ N(Mn) given by
Lemma 3.1 applied to the data
(M,V,Z, F, δ, ǫ, κ) =
(
Mn−1,Mn,Zn−1,Xn−1, n(n+ n− 1), εn, (n+ 1)(n + n)
)
satisfies (an), (cn),
(4.2)
JX
Zn−1
k KMk−M◦k−1 > k for all k ∈ {1, . . . , n}, and JXZn−1n K∂Mn > (n+ 1)(n+ n).
For the first assertion in (4.2), use items (cn) and (dn−1) and a continuity argument
for k ∈ {1, . . . , n− 1}, and Lemma 3.1-(L2) for k = n.
To close the induction, choose any v ∈ S1−Zn−1 such that the couple (Xn,Zn :=
Zn−1 ∪ {v}) satisfies (bn), (dn), and (en). Since Mk − M◦k−1, k = 1, . . . , n, and
∂Mn are compact, the existence of such a v near Z0 is guaranteed by a continuity
argument and (4.2).
By items (an) and (cn), {Xn}n∈N uniformly converges on compact subsets of N to
a holomorphic map Y : N → C3 with ≺dY, dY ≻= 0. Set Z∞ := ∪n∈NZn, ZN = Z∞,
and let us show that the couple (Y,ZN ) satisfies the theses of the theorem.
From (bn), ZN is a closed infinite set. Item (A) is obvious.
To prove that Y is an immersion, hence a null curve, it suffices to check that
‖dY/σN ‖(P ) > 0 ∀P ∈ N . Indeed, let P ∈ N and choose j ∈ N so that P ∈ Mj .
Then (cn) implies that
‖dY/σN ‖(P ) ≥ ‖dXj/σN ‖(P )−
∑
k≥j
‖Xk+1 −Xk‖1,Mk
> ‖dXj/σN ‖(P )−
∑
k≥j
εk+1
> ‖dXj/σN ‖(P )−
∑
k≥j
1
2k+1
‖dXj/σN ‖(P )
≥ 1
2
‖dXj/σN ‖(P ) > 0,
hence Y is an immersion as claimed.
From (cn) one has
(4.3) ‖Y −Xj‖1,Mj <
∞∑
k=j+1
‖Xk −Xk−1‖1,Mk−1 <
∞∑
k=j+1
εk < ε for all j ≥ 0,
proving in particular (B).
To prove (C), take k ∈ N. From (4.3) and (dj), j ≥ k, one infers JY Zj KMk−M◦k−1 >
k − ε for all j ≥ k. Therefore, Y(Z∞ × (Mk −M◦k−1)) ∩B(k − ε) = ∅ for all k ∈ N,
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hence Y−1(B(k − 2ε)) ∩ (Z∞ ×N ) ⊂ Z∞ ×Mk−1 is relatively compact in ZN ×N .
Thus Y−1(B(k − 2ε)) is compact in ZN ×N for all k, proving (C).
Finally, (D) follows from (bn), (dn), and (4.3). 
Remark 4.2. Theorem 4.1 shows that Z0 is a universal projector set and ZN ⊂ S1
is a projector set for the fixed N . Since obviously ZN depends on N , one can not
infer that it is a universal projector set.
On the other hand, up to an elementary refinement of the proof of Theorem 4.1,
one can construct Z∞ to be closed, and even with accumulation set in Z0. In this
case, ZN = Z∞ is countably infinite.
The following proposition shows that S1 is a projector set for no hyperbolic Rie-
mann surface.
Proposition 4.3. Let M be an open Riemann surface and let F = (F1, F2) :
M → C2 be a holomorphic map. Assume that the map Ψ : S1 × M → R2,
Ψ(v, P ) = Re(vF ), is proper.
Then M is parabolic. As a consequence, if M has finite topology then M is bi-
holomorphic to a finitely punctured compact Riemann surface and F1 and F2 extend
meromorphically to the compactification of M.
Proof. To show that M is parabolic, it suffices to check that F1 : M → C (and
likewise F2) is a proper holomorphic function. Reason by contradiction and take
a divergent sequence {Pn}n∈N ⊂ M such that {F1(Pn)}n∈N is bounded. For each
n ∈ N choose vn ∈ S1 such that Re(vnF2(Pn)) = 0. Then {Ψ(vn, Pn)}n∈N is bounded
as well, which is absurd.
For the second part of the proposition, assume that M has finite topology. The
parabolicity implies that M = M − {Q1, . . . , Qk}, where M is a compact Riemann
surface and Q1, . . . , Qk ∈ M. Since F1, F2 : M → C are proper holomorphic func-
tions then they have no essential singularities at the ends, and so, they extend
meromorphically to M. 
Corollary 4.4. Let M be an open Riemann surface of finite topology and let F :
M → C3 be a null curve. Assume that the map Y : S1×M → R2, Y(v, P ) = F v(P ),
is proper.
Then F has finite total curvature.
Proof. Just write F = (Fj)j=1,2,3, take into account that dF1 and dF2, hence dF3,
extend meromorphically to the natural compactification of M, and Osserman’s clas-
sical results [Os]. 
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