Abstract: Soil pollution is an extensive global problem, and effective management depends on accurate characterization and mapping of the extent of soil contamination. The objectives of this study were to determine the accuracy of different sampling intensities and the optimal number of samples required to minimize remediation project costs. To determine the accuracy associated with different sampling intensities, a Monte Carlo simulation was conducted. A simulated contaminant plume was created based on inverse distance weighting, kriging, or multivariate adaptive regression splines. Different sampling intensities, with grid spacing ranging from approximately 10% to 50% of the site extent, were used to generate a plume map using random forest model with a Euclidean distance matrix as predictors. The relative error was then determined as part of a Monte Carlo simulation that ran 10 000 simulations for each grid intensity for a total of 90 000 simulations. The optimal number of samples was determined based on economic factors, and the error functions generated with the Monte Carlo simulations. Average error ranged from 57% for 25 data points to 5% for 2800 data points. The 90th percentile error ranged from 100% to 0.3% for the sample data point range. Based on these results, the optimal number of samples, depending on pricing, ranged from 31 samples for a 10 m 3 contaminant plume to 3475 samples for a 10 000 m 3 soil contaminant plume.
Introduction
Soil pollution is a global problem that represents a threat to both soil functions and human health (Rodríguez-Eugenio et al. 2018 ). In 1991, 22 million hectares of soil was estimated to be contaminated due to human activity with a wide range of contaminants of concern, including but not limited to petroleum hydrocarbons, heavy metals, pesticides, synthetic organic compounds, and salts (Oldeman et al. 1991 ). This value is probably an underestimate (Rodríguez-Eugenio et al. 2018) , as a comprehensive global assessment of the extent of soil contamination has not been undertaken. Regional assessments have documented the extent of contamination in different political jurisdictions. The extent of contaminated soils in China, for example, has been documented to include 16% of all soils and 19% of agricultural soils (China Council for International Cooperation on Environment and Development 2015).
Procedures and regulatory approaches for the assessment of soil contamination vary with different political jurisdictions. A review of soil contamination management in Alberta, Canada, has indicated that changes in assessment approaches may be required. Results of a study by the Government of Alberta indicated that 28% of contaminated site assessments failed audits by the regulatory body (Polet and Powter 2012) . One potential solution is the collection of additional site data to better characterize contaminated sites and, therefore, reduce the risk of contamination being missed during an environmental assessment. Literature regarding the optimization of sampling design and data collection has focused on groundwater studies (Smith et al. 1991; Loaiciga et al. 1992; Meyer et al. 1994; Wu et al. 2005; Datta et al. 2009 ).
Monte-Carlo-based approaches can be used to estimate the optimal number of samples required to achieve a desired level of accuracy and confidence. These methods have a history of use with environmental risk assessment. They have been used to estimate the uncertainty associated with a given sampling regime regarding contaminant fate modelling and transport modelling for a sediment remediation scenario (Dakins et al. 1996) . Additionally, Monte Carlo approaches have been used for ecological and human exposure risk assessment (Burmaster and Anderson 1994; Smith 1994) . James and Hurst (1995) found, using a Monte Carlo simulation approach, that the number of samples needed for accurate soil fertility assessments was previously prohibitive (n = 4000) to achieve 99% confidence and 5% precision of mean. However, changes in sensor technology now potentially allow for this level of sample collection. Two techniques in particular, reflectance spectroscopy and X-ray fluorescence (XRF), can be utilized together to obtain data for a range of potential soil contaminants at lower cost (Horta et al. 2015) .
Reflectance spectroscopy has been successfully used to quantitatively measure petroleum hydrocarbons in a range of soil types (Forrester et al. 2013; Okparanma and Mouazen 2013; Okparanma et al. 2014; Douglas et al. 2018 ). In addition, XRF has been used to successfully measure heavy metal concentrations in soils affected by human activities (Carr et al. 2008; Radu et al. 2013) .
Based on the need to effectively characterize and manage soil contamination, this study first aimed to determine the accuracy and confidence associated with different sampling regimes using a Monte Carlo simulation approach. Furthermore, the low cost of sensor data from field reflectance spectroscopy or XRF systems now make the collection of larger data quantities economical. To that end, the second objective of this study was to identify the optimal number of samples that minimizes total project costs associated with plume characterization and data collection based on conventional analytical and sensor data pricing.
Materials and Methods
To determine the accuracy and confidence associated with different sampling intensities, this study involved the following approach.
1.
Randomly generate a simulated contaminant plume by generating 10 randomly located points with random contaminant concentration values.
2.
Randomly generate 20 points spread across each boundary plane and assign concentration values of 5 indicating no contamination present. 3.
Create a contaminant plume using these randomly generated points and one of three randomly selected spatial interpolation methods: inverse distance weighting, multivariate adaptative regression splines with a Euclidean distance matrix as predictors, or kriging. 4.
Create a regular sampling grid across the site with spacing ranging from 10% to 50% of the maximum distance on each axis. 5.
Use a random forest model along with a Euclidean distance matrix as predictors to map the contaminant plume using the sampling grid. Calculate the difference in volume between the simulated and the mapped plumes. 6.
Repeat steps 1 through 5 as part of a Monte Carlo simulation. Run each sampling grid intensity through 10 000 simulations. 7.
Calculate error functions associated with different sampling intensities based on the Monte Carlo simulation results. 8.
Use error functions as part of cost optimization calculations to determine optimal number of samples to minimize project costs associated with data collection and under or over remediation costs.
Contaminant plume simulation
Contaminant plumes were simulated randomly in R (R Core Team 2018). Initially, 10 points were created and randomly assigned x, y, and z values between 1 and 20 m. The z values, representing depth, were kept at the same scale as the x and y values to avoid issues associated with anisotropy for the plume creation and mapping functions and to minimize computational requirements compared with mapping each depth interval separately for 90 000 simulations. Ignoring anisotropy in real-world applications of the spatial interpolation approach used in this study may be problematic (i.e., significantly increase plume volume estimation errors), and in practical application, this can be avoided by modelling each depth separately. Each of these points was then assigned random contaminant concentration values ranging from 1300 to 10 000 ppm and was used to represent the maximum contaminated values in the analysis. While arbitrary, the 1300 ppm value was selected because it corresponds to the regulatory limit for F3 fraction (C16-C34) petroleum hydrocarbons for fine-textured agricultural soils in Alberta, Canada (Alberta Environment and Parks 2016). Although this paper discusses hydrocarbon contamination, the approach and results are generalizable to other contaminant scenarios. Examples of other scenarios would include the release of brine water associated with oil and gas operations, heavy metal contamination associated mining operations, or industrial solvents spilled during manufacturing operations.
Outer plume boundaries were created at distances for each axis corresponding to 1.5 times the maximum value for each axis, which ranged between 1 and 20 m depending on the random values assigned during the contaminated point generation stage. Twenty points were then randomly generated for each of the four x-y boundary planes of the cuboid and assigned a concentration value of 5 ppm (the common detection limit for petroleum hydrocarbon analyses).
Following creation of the plume and boundary data points, a three-dimensional plume was generated using a spatial interpolation method, and the criteria listed in the previous paragraph. A three-dimensional grid of data points with a 1 m resolution was generated, and values for each point in this grid were predicted using one of three randomly selected methods based on the plume and boundary points. The first method was inverse distance weighting with a power value randomly selected between 1 and 4 using the gstat package in R (Pebesma 2004 ). The second method was kriging with a range randomly generated varying between half and one-tenth the maximum distance across the threedimensional space, and randomly selecting an exponential, spherical, or gaussian model also using the gstat package in R (Pebesma 2004) . The third method to predict the values in the plume used multivariate adaptive regression splines using the earth package in R (Milborrow 2018) using the x, y, and z coordinates for each point and a Euclidean distance matrix that included the distances to the corner and center points of the grid as per Behrens et al. (2018) . The data grid was then subset to include only those points with concentrations greater than 1300 ppm, representing the volume above the selected guideline value. Although metres are used to discuss the distances of the plumes in this study, the results scale with plume size accordingly as the maximum distances, sampling distances, and relative error scale equally.
A mapping function was created to generate a sample grid based on a specified grid spacing ranging from 10% to 50% of the maximum distance on each axis, which corresponds to values of 2-10 m for a maximum distance of 20 m, for example. Sample grid points were assigned values according to the values generated during the plume generation step. Values for a new 1 m grid were then predicted using these sample values and a random forest model using the x, y, and z points and a Euclidean distance matrix from the points to the corner and center points of the grid (Behrens et al. 2018) . The data were subset to only those points with values greater than 1300 ppm. One metre was selected as the mapping resolution to ensure that there was a common basis of comparison between the simulated plumes and plume maps generated with different sampling intensities. An example plume and map generated from a sample grid is shown in Fig. 1 .
It is important to note that based on these criteria, scenarios with small plumes and limited a priori knowledge about the location of the plume are not addressed. The volume of each plume was calculated by taking the number of plume points and dividing it by the number of points in the grid with 1 m grid spacing. This ratio was then multiplied by the total volume occupied by the full 1-m-spaced grid to obtain a final plume volume. For each Monte Carlo simulation, the relative mapping error was determined by subtracting the estimated volume from the actual plume volume, and then by dividing by the actual plume volume.
Monte Carlo simulation
The plume generation and mapping functions were used in a Monte Carlo simulation to determine the accuracy of different sampling intensities using the Monte Carlo package in R (Leschinkski 2018) . Given the random nature of the plume generation, each model run in the Monte Carlo simulation was unique. Simulations were run with x, y, and z sample grid resolutions ranging from 2 to 10 m, in 1 m increments. This corresponded to the average number of sample points, corresponding to a x-y-z point in the sample grid with an associated value, in each model run ranging from approximately 25 to 2800 points. In total, 10 000 simulations were run for each sample grid resolution, for a total of 90 000 simulations for the Monte Carlo analysis. Each of these 90 000 simulations has a uniquely generated contaminant plume. One metre sampling grids were not run, as initial testing demonstrated there was no gain in accuracy over a 2 m sampling grid, and doubling the number of sampling points from a 2 m grid requires substantial computational time. The relative mapping error, estimated plume volume, and number of sample points were saved for each model run.
Data collection optimization
The error rates generated from the Monte Carlo simulations were used to determine the optimal amount of data collection to minimize project costs associated with analytical data collection and costs associated with inaccurate plume mapping. The cost of over-and undercharacterization of the plume was treated equally. Overcharacterization cost is more straightforward to estimate, as they represent unnecessary expenditure. Undercharacterization costs are more difficult to determine accurately, as this scenario has costs associated with remobilization of equipment but also societal costs such as continued exposure to contaminants which are more difficult to quantify. To equally weigh both overand undercharacterization, the same price was used for both scenarios in this study. A price of $120 per cubic metre was used to account for the cost of errors associated with under-or overcharacterization of the contaminant plume. This price was selected because it is the average remediation cost for publicly available data from the Alberta Oil and Gas Orphan Abandonment and Reclamation Association (2014, 2015, 2016, 2017) .
Regression equations were generated using the average, 10th percentile, and 90th percentile errors from the Monte Carlo simulations as a function of the number of data points. Both the error values and the number of points were log transformed to make the relationship between the two variables linear. The resulting regression equations (Table 1) were used as part of a total cost minimization procedure using the optimize function in R. Multiple prices were used for laboratory analytical costs. Prices of $50, $75, and $100 were used to represent the range of costs for conventional analytical data, which are comparable to the cost for petroleum hydrocarbon in soil analysis by commercial laboratories in Canada. Prices of $5, $7.50, and $10 were used to represent the cost of data obtained using currently available reflectance spectroscopy services in Canada.
The total cost equation that was minimized is provided as eq. 1, which calculated the total cost associated with data acquisition and plume characterization error. 
where X is the number of data points, P is the cost per data point, and V is plume volume. Optimization results were obtained using the mean error regression equation for plumes ranging from 1 to 10 000 m 3 in volume. This equation was derived from the mean error data associated with a given sampling intensity in the Monte Carlo simulation.
Results and Discussion
Based on the Monte Carlo simulation results, the average error for different sampling intensities ranged from 57%, for approximately 25 data points, to 5%, for approximately 2800 data points (Figure 2) . The 90th percentile error ranged from 100%, for approximately 25 data points, to 9%, for approximately 2800 data points. The 10th percentile error ranged from 12% to 0.3% for the same data range. Regression equations were successfully fit to the mean error, 90th percentile, and 10th percentile errors (Table 1 ). The wide range in error rates for limited data point collection can likely be attributed to different sampling intensities being needed to accurately map a contaminant plume, depending on plume heterogeneity and total volume. Large, homogenous, and symmetrical plumes will likely yield more accurate results than small, heterogenous plumes, especially when the sampling data set is limited.
The optimal number of samples ranged from 31 samples for a 10 m 3 plume based on sensor data pricing, and six samples for conventional analytical laboratory pricing (Table 2 ; Fig. 3a) . For a 100 m 3 plume, the costs were minimized with 148 samples or 30 samples, for sensor and conventional pricing, respectively. At the extreme end for plume size included in this Fig. 2 . Monte Carlo simulation results for different sampling intensities. Sampling intensities in the simulation were derived from grid spacings on each axis (x, y, and z) ranging from interval spacings equal to 10% of the maximum distance along each axis to 50% of the maximum distance. The total number of samples ranged from approximately 25 to 2800. Only up to 875 samples are displayed on this figure to make the trends at lower sample intensities visible. The solid black points are the average relative error from the simulation, and the empty circles are the 90th and 10th percentile errors at each sampling intensity. The blue line is the regression results for the mean error, and the grey envelope is the 10th and 90th percentile error regression results. [Colour online.] Table 2 . Optimal number of samples and total project costs associated with data acquisition and under-or overremediation costs for a given data price and plume volume. optimization, 3475 samples for sensor pricing and 718 samples for conventional pricing were optimal for a plume 10 000 m 3 in volume. Depending on pricing, these data collection rates correspond to optimal error rates, for sensor pricing and conventional pricing, respectively, of 41% or 89% for a 10 m 3 plume, 20% or 41% for a 100 m 3 plume, and 5% or 10% for a 10 000 m 3 plume (Fig. 3b) . Figure 3b has been truncated to only display the optimization results from 10 to 100 m 3 to make the trend at lower plume sizes visible.
The total cost of data acquisition and plume characterization error for sensor data pricing ranged from $730 for a 10 m 3 plume to $82 573 for a 10 000 m 3 plume (Fig. 3c) . By comparison, conventional laboratory methods produced costs ranging from $1512 to $170 812 for the same plume sizes based on typical laboratory analytical prices in Alberta. This corresponds to cost savings of $782 and $88 238, respectively, associated with the use of more cost-effective sensor data to support contaminant plume characterization activities. These values do not include costs associated with collecting the samples and sending them to an analytical laboratory. Sensor deployment costs are factored into the per unit price for sensor data. In practice, depending on detection limits, a mix of both data sources may be required. Reflectance spectroscopy has been used to successfully quantify total petroleum hydrocarbons (TPH) ranging from 400 to 12 000 ppm (Schwartz et al. 2012) . Other studies have found that data sets built with low TPH concentration samples have root-mean-square error values ranging from 1.6 to 2.5 mg kg −1 (Chakraborty et al. 2010; Okparanma and Mouazen 2013) . Practically, for scenarios in which the remediation criteria are lower than sensor detection limits, the majority of plume characterization data could be from sensor data. A small minority of data collection using conventional analytical techniques would be required to confirm the vertical and lateral The results obtained in this study are comparable to conclusions from other studies focused on groundwater contaminant characterization, which has a more extensive literature than soil contaminant plume characterization. Monte Carlo simulations of groundwater contamination indicated that a large number of wells are required to characterize a contaminant plume accurately, particularly if the plume is heterogeneous (Meyer et al. 1994) . Additionally, other work has identified that closely spaced vertical sampling is necessary for accurate characterization (Smith et al. 1991) . A sampling optimization study using geostatistics reported that the optimal number of sampling wells to characterize a particular contaminant plume was 55 (Wu et al. 2005 ). This scenario did not address vertical delineation. If vertical characterization was required at a similar relative scale, approximately 340 samples would be required, which is comparable to the results of this soil contaminant study.
The cost of analytical data has limited the amount of data that can be cost-effectively collected as part of soil plume characterization projects, as evidenced in Figs. 3a and 3b . The availability of cost-effective field soil analysis systems makes the collection of larger data sets a possibility, which would decrease plume volume estimation errors. Specifically, the use of reflectance spectroscopy and XRF shows potential to provide data for a range of soil contaminants (Horta et al. 2015) . Reflectance spectroscopy has been used to quantify diesel contamination in soil samples in Canada (Malley et al. 1999) , and other studies have successfully used reflectance spectroscopy to quantify hydrocarbon contamination in soils in the United States and Nigeria (Chakraborty et al. 2010; Okparanma and Mouazen 2013; Okparanma et al. 2014) . Lastly, XRF has been demonstrated to be a potential tool to provide soil metal contamination data at lower cost (Carr et al. 2008; Radu et al. 2013) , and it has been successfully combined with reflectance spectroscopy data to characterize soil properties (O'Rourke et al. 2016a (O'Rourke et al. , 2016b ).
An important consideration regarding this study is that more efficient mapping of contaminant plumes, requiring less data, may be possible with careful optimization of geostatistical model parameters. However, the results from Wu et al. (2005) , which involved optimization of monitoring well sampling locations, recommended a data collection intensity comparable to the results of this study. Optimization of sampling for geostatistical surveys has been investigated with Bayesian approaches (Marchant and Lark 2007) , which identified the optimal number of sample locations to be 50 or 125 for six different sampling scenarios. Depending on the required vertical sampling resolution, these results are also of a comparable magnitude to the results from this study.
An additional consideration for this study is that scenarios with small plumes and limited a priori plume location information were not addressed in this study. More data may be required in these scenarios to ensure that the plume is detected. A coarse sample grid over a large area with a small plume may miss the contaminant plume entirely. A final consideration is that this study did not address scenarios with multiple disconnected contaminant plumes. Further study is needed to identify optimal sampling strategies for detecting (i) contaminant plumes that occur in an unknown location within a larger area, and (ii) scenarios where spatially disconnected plumes are present from multiple contaminant sources.
Conclusion
The collection of less than 25 samples for plume characterization leads to low confidence in accurate plume characterization, with a 90th percentile error of 100% observed in this simulation. Based on these results, without a priori knowledge of the size and heterogeneity of the plume, professionals engaged in characterizing contaminant plumes should anticipate the collection of hundreds of data points for accurate plume characterization. With the availability of lower cost sensor data for a range of soil contaminants, the collection of these volumes of data is now possible. The next steps for this research are to experimentally validate these results with field research and to document the spatial heterogeneity of contaminant plumes to help environmental professionals better develop contaminant sampling programs.
