Eigendecomposition is a common technique used for pose detection of three-dimensional (3-D) 
Introduction
Object recognition and pose detection of threedimensional (3-D) objects from two-dimensional (2-D) images are important issues in computer vision. Subspace methods, also referred to as eigenspace methods, principal component analysis, or the Karhunen-Loeve transformation [1, 2] , represent one computationally efficient approach for dealing with this class of problems and have been used for a variety of applications in this area. In [3, 4] it is shown that a set of highly correlated images can be approximately represented by a small set of eigenimages. Once the principal eigenimages of an image data set have been determined, using these eigenimages is very computationally efficient for the on-line classification of 3-D objects. Unfortunately, the off-line calculation for determining the appropriate subspace dimension, as well as the principal eigenimages themselves is computationally expensive.
This drawback has been addressed using several different approaches [5] [6] [7] [8] [9] [10] [11] . In [10] , Chang et al. showed that if the image data set was correlated in one dimension, then the FFT may be used to approximate the desired subspace dimension, as well as the principal eigenimages. In [11] the authors extended this concept to correlation in twodimensions by using the Spherical Harmonic Transform (SHT) in place of the FFT to capture the frequency information of this data set. The issue is then in deciding the "best" tessellation of the sphere such that a representative set of samples is achieved. In this work we consider three different tessellations (see Fig. 1 ), namely, the Gauss-Legendre (GL) grid [12] , an equi-angular (EA) grid [13] , and the HEALPix grid [14] . Once the image data set for a particular object is sampled on these grids, the eigendecomposition is estimated based on the SHT. The eigendecompositions for the three tessellations are then compared for computational efficiency and accuracy of the estimation. 
Preliminaries

The SVD of Correlated Images
In this work, a gray-scale image is described by an h × v array of square pixels with intensity values normalized between 0 and 1 [10] . Thus, an image will be represented by a matrix X ∈ [0, 1] h×v . Because sets of related images are considered in this paper, the image vector f of length m = hv is obtained by "row-scanning" an image into a column vector, i.e., f = vec(X T ). The image data matrix of a set of images X 1 , . . . , X n is an m × n matrix, denoted X, and defined as
where typically m > n with fixed n. Because we will be sampling images on the unit sphere, it should be noted that f = f (ξ p ) where ξ p , p ∈ {0, . . . , n − 1} is the unit vector pointing at the angle of co-latitude θ p ∈ [0, π] measured down from the z axis, and the angle of longitude φ p ∈ [0, 2π), which is the parameterization of the sphere in spherical coordinates. The singular value decomposition (SVD) of X is given by X = U ΣV T , where U ∈ R m×m and V ∈ R n×n are orthogonal, and are not known or computed exactly, and instead estimates u 1 , . . . ,ũ k which form a k-dimensional basis are used [10] . The measures we will use for quantifying the accuracy of these estimates for each tessellation are described in the following subsections.
Residue Between Subspaces
The possibility that the data matrix B ∈ m×k can be rotated into the data matrix A ∈ m×k is explored [15] by solving the problem
where || · || F represents the Frobenius norm, Q ∈ k×k is an orthogonal matrix, and Δ is the residue.
The Q that minimizes ||A − BQ|| F in (1) can be calculated as follows:
• Compute the SVD of C, i.e.,
The residue Δ after evaluating (1) using the above Q will satisfy
where σ ci is the i th singular value of C. The smaller the residue Δ, the closer A and B are to representing the same subspace. To determine the rotation between two sets of eigenimages, let
where U k andŨ k are the matrices containing the first k true and approximated eigenimages as their columns, respectively.
Energy Recovery Ratio
True and approximated eigenimages of X can also be compared in terms of their capability of recovering the amount of the total energy in X. The "energy recovery ratio" denoted ρ, is defined as
where || · || F denotes the Frobenius norm. Note that if thẽ u i are orthonormal, ρ ≤ 1.
Subspace Criterion
True eigenimages give an optimum energy recovery ratio in (4), therefore, it is possible that more approximated eigenimages are required to achieve the same energy recovery ratio. Hence, another measure used in this study is the degree to which approximate eigenimages span the subspace of the first k * true eigenimages, which will be referred to as the subspace criterion, γ, given by
SHT Algorithm
In this section, we briefly give an overview of the SHT algorithm developed in [11] . For this analysis, we are using CAD generated ray-traced images, examples of which are shown in Fig. 2 , (the CAD models were provided by [16] ). Each of the objects are sampled according to one of the above tessellations, to produce the image data matrix X. We then compute the matrix F whose i th row is the SHT of the i th row of X, denoted from this point forward as SHT(X). Because of the spherical correlation, the principal eigenimagesũ 1 , . . . ,ũ k of SVD(F ) serve as excellent estimates to those of X. The following algorithm is then used to estimate the desired subspace based on a user specified energy recovery ratio μ and "bandwidth" B.
SHT EIGENDECOMPOSITION ALGORITHM
1. Form the matrix F which is the SHT(X). Steps 3 through 6.
Note that k ≤ q. The computational savings in the SHT algorithm is a result of the fact that the transform is lossy. The quantification of this loss depends on the tessellation used and is outlined in Table 1 . Using the HEALPix tessellation the number of harmonic images can be up to 3/4 the number of samples; however, for a consistent comparison, we truncate the HEALPix algorithm to produce the same number of harmonic images as the other two tessellations. While this loss may be viewed as a drawback in terms of image reconstruction, this is actually an advantage in terms of computational complexity. Furthermore, because subspace methods typically work well with a much smaller subspace dimension, and as a result less recoverable energy, this method has shown significant computational savings with little loss in performance. 
Analysis of the Results
The above algorithm was tested on all of the objects shown in Fig. 2 . All of the images were both scale and intensity normalized to create the image data matrix X. Finally, the matrix F was computed condensing the image data matrix to 256 harmonic images. The direct SVD(X) is also computed for a ground truth comparison. Table 2 shows the computation time required to calculate the required subspace dimension k, as well as estimate the left singular vectorsũ 1 , . . . ,ũ k for each of the three tessellation to exceed the user specified energy recovery μ = 0.9.
As can be seen from the table, all three tessellations are comparable in terms of computational complexity. This is derived from the fact that the resulting number of columns are the same in each tessellation, the difference in times are a result of added structure embedded by the SHT. The performance of each tessellation is also tested for the ability to estimate the true left singular vectors u 1 , . . . , u k . Figure 3 shows the difference between the subspace dimension as computed by the SVD(X) and all three tessellations for an energy recovery ratio of μ = 0.9. As can be seen from the figure, the HEALPix sampling grid gives a very good estimate of the subspace dimension as compared to the true SVD. This estimate is extremely important in that the online computation time is dependent on this being as small as possible. As mentioned in Section 2.3, the true SVD(X) gives the optimal subspace; therefore, the quality of the estimated subspace is also important. The quality measures outlined in Section 2 were computed for all three tessellations and averaged over all objects in Fig. 2 . The results are depicted in Fig. 4 . As can be seen from the figure, all three tessellations provide a very good estimate of the true eigendecomposition, with the HEALPix tessellation giving the best performance.
Discussion
In [11] the authors propose a method for 3-D pose estimation using spherical sampling and the Spherical Har- Figure 4 . Quality measures outlined in Section 2 computed for all three tessellations and averaged over all objects in Fig. 2 . monic Transform. The issue then becomes deciding on the "best" tessellation of the sphere to use such that a representative discretization is achieved. Three popular tessellations were compared in this paper, namely, the Gauss-Legendre grid, the equi-angular grid, and the HEALPix grid. The tessellations were then evaluated based on their ability to estimate the required subspace based on a user specified energy recovery ratio. The computation times for each tessellation were computed, and the quality of each estimation was evaluated based on the quality measures outlined in Section 2. These results were then compared to the results obtained by computing the eigendecomposition via the direct SVD. While the HEALPix tessellation outperforms the other two tessellations in terms of quality of estimation, there is no exact quadrature for the SHT transform as there is in the other two. This inaccuracy in the integration over S 2 can be remedied using an iterative quadrature correction; however this increases the time required to compute the transform. It has also been shown in [17] that for arbitrary functions defined on S 2 , the performance and computation times in computing both the forward and inverse transform using the HEALPix tessellation is nearly equivalent to using the EA tessellation. This is a function of the application however and the results presented here suggest that for the pose estimation problem, the HEALPix tessellation outperforms the other two. This result is based on the fact that for a similar number of samples, the HEALPix tessellation gives better angular resolution and does not bias the SVD by oversampling the polar regions.
