Light-field cameras can capture 2D spatial and 2D angular information in a single shot. Nevertheless, light-field cameras usually have a trade-off between the spatial and angular resolution in a restricted sensor resolution. The low spatial resolution of light-field cameras limits the application of light-field cameras. In this paper, we present a novel light-field super-resolution method based on convolutional neural network (CNN). With low-resolution light-field multiview images as input, we directly learn the mapping between low-resolution images and high-resolution images by developing an end-to-end CNN. Experimental results demonstrate that in terms of visual effects and evaluation metrics, the reconstruction results of the proposed methods is superior to those of state-of-the-art methods. The proposed approach takes advantage of useful information among the multiple views of light fields for super-resolution reconstruction.
Introduction
As a new imaging technique, light field imaging records the spatial and angular information of light distribution in space. Thus it can capture a multi-view scene in a single photographic exposure. Light field imaging has become one of the research hotpots in imaging field and has been widely used in computer vision, such as saliency detection [1] and depth estimation [2] .
In order to captures LF image in a hand-held devices, a micro-lens array is placed in front of the camera sensor. The micro-lens array encodes angular information of the light rays, but results in a trade-off between spatial and angular resolutions in a restricted sensor resolution. This limitation makes it difficult to exploit the advantages of the LF cameras. Therefore, enhancing LF image resolutions is crucial to take full advantage of LF imaging.
Bishop and Favaro [3] present a Bayesian inference technique based on depth map for light field super-resolution(LFSR) for the first time. Mitra and Veeraraghvan [4] propose a patch-based approach using a Gaussian Mixture Model prior and an inference model according to disparity of a scene. Wanner and Goldluecke [5] introduce a variational LFSR framework by utilizing the estimated depth map from Epipolar plane image. However, the low quality LF images captured by commercial LF cameras limits the application of above method.
Recently, the deep learning approach has been successfully applied to the image restoration problems such as super-resolution (SR) [6] and image deblurring [7] . Dong et al [6] relate the sparse representation to the stacked nonlinear operations to design a CNN for a single image SR. Liao et al [8] tackle video super-resolution(VSR) with the help of draft-ensembles and CNN. Yoon et al [9] first applies the CNN framework to the domain of LF images. Yoon's network can be divided into spatial SR network and angular SR network. The SR network is similar to the [6] , which do not take advantage of the useful information from adjacent sub-aperture images.
Inspired by Ref. [8] , we present a light field SR method based on CNN which can excavate the useful information from sub-aperture images of light field. We train our network end to end and demonstrate the state-of-art performances through both quantitative and qualitative evaluations. Figure 1 illustrates the framework of the proposed method. Figure 1 (a) represents low-resolution sub-aperture images captured by light field camera. We use the adjacent sub-aperture images of the objective perspective as the input of the our CNN to reconstruct the high-resolution sub-aperture image. Each of the low-resolution sub-aperture image can be super-resolved in such a way. Figure 2 illustrates the Architecture of our light field SR network. We use sub-aperture images that already upscaled using bicubic interpolation as the input. The ouput of the l th − layer is expressed as 
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Training
To train our light field SR network, we synthetically generate blurry image by down-sampling and up-sampling original images via bicubic interpolation, so the original images are regarded as ground truths, the corresponding blurred image becomes an input. We randomly crop 80 80 × patches from inputs and ground truth. For RGB image, we treat color channels separately during training and testing.
We use caffe to implement and train the proposed network. The filters of our network are initialized by a Gaussian distribution with zero mean and standard deviation of 3 10 − . The learning rates are 4 10 − for the first convolutional layer and 5 10 − for the other layers. With an Euclidean cost, we train our model for approximately 7 3 10 × back-propagations.
Experimental Results
In this section, We perform quantitative and qualitative evaluations to demonstrate the validity of the proposed method. We train and test the proposed network on an Intel Core i7-4770 CPU with GTX Titan X. To super-resolve a sub-aperture image, our method takes about average of 17 minutes for 434 632 × images taken from a Lytroillum camera and takes about 5 days to train the network until convergence.
We use EPEL light field dataset[11] for quantitative and qualitative evaluation. EPEL light field dataset contain 118 LF images captured by a Lytroillum camera, whose spatial and angular resolution is 434 632 × and 15 15 × . We use 98 LF images as the training set and the rest 20 LF images as test set.
As shown in Figure 3 , we compare the proposed method against the method of Ref. [4] ,Ref. [9] and bicubic interpolation. The bicubic interpolation blurs image details. Ref. [4] is based on EPIs and is sensitive to the disparity pattern. There is difficulty in handling LF images captured by LF cameras since the EPIs are noisy and inaccurate. Our method is similar to Ref. [9] but takes adjacent sub-aperture images as input. Our method can excavate useful information from adjacent sub-aperture images. Thus, recover more high frequency details. Mitra [4] ;(c) Yoon [9] ;(d) Ours;(e) Ground truth.
In Table 1 , We report peak signal-to-noise (PSNR) and the gray-scale structural similarity (SSIM) values to numerically compared the state-of-the art methods to proposed method. As show in Table 1 , Our method consistently yields higher PSNR and SSIM scores than the other three mothods. 
Conclusion
We propose a light field super-resolution method based on CNN. Due to the fact that there exists subpixel displacement between low-resolution sub-aperture images. We design a CNN to excavate useful information from sub-aperture images for light field super-resolution. The experimental results demonstrate that our method outperforms the state-of-the-art methods. In order to make better use of the light field image, next step we will discuss how to improve the angular resolution. At the same time, as there are too many parameters in our CNN model, it takes about 17 minutes to super-resolve a sub-aperture which is time-consuming. Therefore, it is necessary to improve the efficiency of super-resolution by optimizing the network structure in the future.
