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Abstract
Many recent advances in machine learning are driven by a challenging trifecta:
large data size N ; high dimensions; and expensive algorithms. In this setting,
cross-validation (CV) serves as an important tool for model assessment. Recent
advances in approximate cross validation (ACV) provide accurate approximations
to CV with only a single model fit, avoiding traditional CV’s requirement for
repeated runs of expensive algorithms. Unfortunately, these ACV methods can lose
both speed and accuracy in high dimensions — unless sparsity structure is present
in the data. Fortunately, there is an alternative type of simplifying structure that is
present in most data: approximate low rank (ALR). Guided by this observation,
we develop a new algorithm for ACV that is fast and accurate in the presence of
ALR data. Our first key insight is that the Hessian matrix — whose inverse forms
the computational bottleneck of existing ACV methods — is ALR. We show that,
despite our use of the inverse Hessian, a low-rank approximation using the largest
(rather than the smallest) matrix eigenvalues enables fast, reliable ACV. Our second
key insight is that, in the presence of ALR data, error in existing ACV methods
roughly grows with the (approximate, low) rank rather than with the (full, high)
dimension. These insights allow us to prove theoretical guarantees on the quality
of our proposed algorithm — along with fast-to-compute upper bounds on its error.
We demonstrate the speed and accuracy of our method, as well as the usefulness of
our bounds, on a range of real and simulated data sets.
1 Introduction
Recent machine learning advances are driven at least in part by increasingly rich data sets — large in
both data size N and dimension D. The proliferation of data and algorithms makes cross-validation
(CV) [Stone, 1974, Geisser, 1975, Musgrave et al., 2020] an appealing tool for model assessment due
its ease of use and wide applicability. For high-dimensional data sets, leave-one-out CV (LOOCV) is
often especially accurate as its folds more closely match the true size of the data [Burman, 1989]; see
also Figure 1 of Rad and Maleki [2020]. Traditionally many practitioners nonetheless avoid LOOCV
due its computational expense; it requires re-running an expensive machine learning algorithm N
times. To address this expense, a number of authors have proposed approximate cross-validation
(ACV) methods [Beirami et al., 2017, Rad and Maleki, 2020, Giordano et al., 2019]; these methods
are fast to run on large data sets, and both theory and experiments demonstrate their accuracy. But
these methods struggle in high-dimensional problems in two ways. First, they require inversion
of a D × D matrix, a computationally expensive undertaking. Second, their accuracy degrades
in high dimensions; see Fig. 1 of Stephenson and Broderick [2020] for a classification example
and Fig. 1 below for a count-valued regression example. Koh and Liang [2017], Lorraine et al.
[2020] have investigated approximations to the matrix inverse for problems similar to ACV, but these
approximations do not work well for ACV itself; see [Stephenson and Broderick, 2020, Appendix B].
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Stephenson and Broderick [2020] demonstrate how a practitioner might avoid these high-dimensional
problems in the presence of sparse data. But sparsity may be a somewhat limiting assumption.
Figure 1: Accuracy of the IJ approximation in Eq. (4)
for a synthetic Poisson regression problem versus the
dataset size N . Red shows the accuracy when the data
dimension is fixed at D = 40, blue when the dimen-
sion grows as D = N/10, and black when the dimen-
sion grows as D = N/10 but with a fixed rank of 40.
High-dimensional yet low-rank data has identical per-
formance to low-dimensional data.
We here consider approximately low-rank
(ALR) data. Udell and Townsend [2019] ar-
gue that ALR data matrices are pervasive in
applications ranging from fluid dynamics
and genomics to social networks and medi-
cal records — and that there are theoretical
reasons to expect ALR structure in many
large data matrices. For concreteness and
to facilitate theory, we focus on fitting gen-
eralized linear models (GLMs). We note
that GLMs are a workhorse of practical
data analysis; as just one example, the lme4
package [Bates et al., 2015] has been cited
24,923 times since 2015 as of this writing.
While accurate ACV methods for GLMs
alone thus have potential for great impact,
we expect many of our insights may ex-
tend beyond both GLMs and LOOCV (i.e.
to other CV and bootstrap-like “retraining”
schemes).
In particular, we propose an algorithm for
fast, accurate ACV for GLMs with high-
dimensional covariate matrices — and pro-
vide computable upper bounds on the error of our method relative to exact LOOCV. Two major
innovations power our algorithm. First, we prove that existing ACV methods automatically obtain
high accuracy in the presence of high-dimensional yet ALR data. Our theory provides cheaply
computable upper bounds on the error of existing ACV methods. Second, we notice that the D ×D
matrix that needs to be inverted in ACV is ALR when the covariates are ALR. We propose to use
a low-rank approximation to this matrix. We provide a computable upper bound on the extra error
introduced by using such a low-rank approximation. By studying our bound, we show the surprising
fact that, for the purposes of ACV, the matrix is well approximated by using its largest eigenvalues,
despite the fact that ACV uses the matrix inverse. We demonstrate the speed and accuracy of both
our method and bounds with a range of experiments.
2 Background: approximate CV methods
We consider fitting a generalized linear model (GLM) with parameter θ ∈ RD to some dataset with
N observations, {xn, yn}Nn=1, where xn ∈ RD are covariates and yn ∈ R are responses. We suppose
that the xn are approximately low rank (ALR); that is, the matrix X ∈ RN×D with rows xn has many
singular values near zero. These small singular values can amplify noise in the responses. Hence it
is common to use `2 regularization to ensure that our estimated parameter θˆ is not too sensitive to
the subspace with small singular values; the rotational invariance of the `2 regularizer automatically
penalizes any deviation of θ away from the low-rank subspace [Hastie et al., 2009, Sec. 3.4]. Thus
we consider:
θˆ := arg min
θ∈RD
1
N
N∑
n=1
f(xTnθ, yn) +
λ
2
‖θ‖22 , (1)
where λ ≥ 0 is some regularization parameter and f : R × R → R is convex in its first argument
for each yn. Throughout, we assume f to be twice differentiable in its first argument. To use
leave-one-out CV (LOOCV), we compute θˆ\n, the estimate of θ after deleting the nth datapoint from
the sum, for each n. To assess the out-of-sample error of our fitted θˆ, we then compute:
1
N
N∑
n=1
Err(xTn θˆ\n, yn), (2)
2
where Err : R× R→ R is some function measuring the discrepancy between the observed yn and
its prediction based on θˆ\n — for example, squared error or logistic loss.
Computing xTn θˆ\n for every n requires solving N optimization problems, which can be a pro-
hibitive computational expense. Approximate CV (ACV) methods aim to alleviate this bur-
den via one of two principal approaches below. Denote the Hessian of the objective by
H := (1/N)
∑N
n=1∇2θf(xTn θˆ, yn) + λID and the kth scalar derivative of f as Dˆ(k)n :=
dkf(z, yn)/dz
k|z=xTn θˆ. Finally, let Qn := x
T
nH
−1xn be the nth quadratic form on H−1. The first
approximation, based on taking a Newton step from θˆ on the objective (1/N)
∑N
m6=n f(x
T
mθ, ym) +
λ‖θ‖22, was proposed by Obuchi and Kabashima [2016, 2018], Rad and Maleki [2020], Beirami et al.
[2017]. We denote this approximation by NS\n; specializing to GLMs, we have:
xTn θˆ\n ≈ xTnNS\n := xTn θˆ +
Dˆ
(1)
n
N
Qn
1− Dˆ(2)n Qn
. (3)
Throughout we focus on discrepancy between xTnNS\n and x
T
n θˆ\n, rather than between NS\n and
θˆ\n, since xTn θˆ\n is the argument of Eq. (2). See Appendix A for a derivation of Eq. (3). The second
approximation we consider is based on the infinitesimal jackknife [Jaeckel, 1972, Efron, 1982]; it was
conjectured as a possible ACV method by Koh and Liang [2017], used in a comparison by Beirami
et al. [2017], and studied in depth by Giordano et al. [2019]. We denote this approximation by IJ\n;
specializing to GLMs, we have:
xTn θˆ\n ≈ xTn IJ\n := xTn θˆ + (Dˆ(1)n /N)Qn. (4)
See Appendix A for a derivation. We consider both NS\n and IJ\n in what follows as the two have
complementary strengths. In our experiments in Section 6, NS\n tends to be more accurate; we
suspect that GLM users should generally use NS\n. On the other hand, NS\n requires the inversion
of a different D ×D matrix for each n. In the case of LOOCV for GLMs, each matrix differs by
a rank-one update, so standard matrix inverse update formulas allow us to derive Eq. (3), which
requires only a single inverse across folds. But such a simplification need not generally hold for
models beyond GLMs and data re-weightings beyond LOOCV (such as other forms of CV or the
bootstrap). By contrast, even beyond GLMs and LOOCV, the IJ requires only a single matrix inverse
for all n.
In any case, we notice that existing theory and experiments for both NS\n and IJ\n tend to either
focus on low dimensions or show poor performance in high dimensions; see Appendix C for a
review. One problem is that error in both approximations can grow large in high dimensions. See
[Stephenson and Broderick, 2020] for an example; also, in Fig. 1, we show the IJ\n on a synthetic
Poisson regression task. When we fix D = 40 and N grows, the error drops quickly; however, if we
fix D/N = 1/10 the error is substantially worse. A second problem is that both NS\n and IJ\n rely
on the computation of Qn = xTnH
−1xn, which in turn relies on computation1 of H−1. The resulting
O(D3) computation time quickly becomes impractical in high dimensions. Our major contribution is
to show that both of these issues can be avoided when the data are ALR.
3 Methodology
We now present our algorithm for fast, approximate LOOCV in GLMs with ALR data. We then state
our main theorem, which (1) bounds the error in our algorithm relative to exact CV, (2) gives the
computation time of our algorithm, and (3) gives the computation time of our bounds. Finally we
discuss the implications of our theorem before moving on to the details of its proof in the remainder
of the paper.
Our method appears in Algorithm 1. To avoid the O(D3) matrix inversion cost, we replace H by
H˜ ≈ H , where H˜ uses a rank-K approximation and can be quickly inverted. We can then compute
Q˜n := x
T
n H˜
−1xn ≈ Qn, which enters into either the NS or IJ approximation, as desired.
1In practice, for numerical stability, we compute a factorization of H so that H−1xn can be quickly evaluated
for all n. However, for brevity, we refer to computation of the inverse of H throughout.
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Algorithm 1 Approximation to {xTn θˆ\n}Nn=1 for low-rank GLMs
1: procedure APPXLOOCV(θˆ, X, λ, {Dˆ(1)n }Nn=1, {Dˆ(2)n }Nn=1,K)
2: B ← XTdiag{Dˆ(2)n }Nn=1X . The Hessian, H equals B + λID
3: {Q˜n}Nn=1 ← APPXQN(B,K, λ) . Uses rank-K decomposition of B (Section 5)
4: for n = 1, . . . , N do
5: either xTn N˜S\n ← xTnNS\n(Q˜n) . i.e., compute Eq. (3) using Q˜n instead of Qn
6: or xTn I˜J\n ← xTn IJ\n(Q˜n) . i.e., compute Eq. (4) using Q˜n instead of Qn
7: end for
8: return {xTn N˜S\n}Nn=1 or {xTn I˜J\n}Nn=1 . User’s choice
9: end procedure
Before stating Theorem 1, we establish some notation. We will see in Proposition 2 of Section 4
that we can provide computable upper bounds ηn ≥ |Q˜n −Qn|; ηn will enter directly into the error
bound for xTn I˜J\n in Theorem 1 below. To bound the error of x
T
n N˜S\n, we need to further define
En := max
{∣∣∣∣∣ Q˜n + ηn1− Dˆ(2)n (Q˜n + ηn) − Q˜n1− Dˆ(2)n Q˜n
∣∣∣∣∣ ,
∣∣∣∣∣ Q˜n − ηn1− Dˆ(2)n (Q˜n − ηn) − Q˜n1− Dˆ(2)n Q˜n
∣∣∣∣∣
}
.
Additionally, we will see in Proposition 1 of Section 4 that we can bound the “local Lipschitz-ness” of
the Hessian related to the third derivatives of f evaluated at some z, Dˆ(3)n (z) := d3f(z, yn)/dz3|z=z .
We will denote our bound by Mn:
Mn ≥
 1
N
∑
m 6=n
‖xm‖22
 max
s∈[0,1]
∣∣∣Dˆ(3)n (xTn ((1− s)θˆ + sθˆ\n))∣∣∣ , (5)
We are now ready to state, and then discuss, our main result — which is proved in Appendix D.3.
Theorem 1. (1) Accuracy: Let ηn ≥ |Qn − Q˜n| be the upper bound produced by Proposition 2
and Mn the local Lipschitz constants computed in Proposition 1. Then the estimates xTn N˜S\n and
xTn I˜J\n produced by Algorithm 1 satisfy:
|xTn N˜S\n − xTn θˆ\n| ≤
Mn
N2λ3
|Dˆ(1)n |2 ‖xn‖32 + |Dˆ(1)n |En (6)
|xTn I˜J\n − xTn θˆ\n| ≤
Mn
N2λ3
|Dˆ(1)n |2 ‖xn‖32 +
1
N2λ2
|Dˆ(1)n |Dˆ(2)n ‖xn‖42 + |Dˆ(1)n |ηn. (7)
(2) Algorithm computation time: The runtime of Algorithm 1 is in O(NDK + K3). (3) Bound
computation time: The upper bounds in Eqs. (6) and (7) are computable in O(DK) time for each n
for common GLMs such as logistic and Poisson regression.
To interpret the running times, note that standard ACV methods have total runtime in O(ND2 +D3).
So Algorithm 1 represents a substantial speedup when the dimension D is large and K  D.
Also, note that our bound computation time has no worse behavior than our algorithm runtime. We
demonstrate in our experiments (Section 6) that our error bounds are both computable and useful in
practice. To help interpret the bounds, note that they contain two sources of error: (A) the error of
our additional approximation relative to existing ACV methods (i.e. the use of Q˜n) and (B) the error
of existing ACV methods in the presence of ALR data. Our first corollary notes that (A) goes to zero
as the data becomes exactly low rank.
Corollary 1. As the data becomes exactly low rank with rank R (i.e., X’s lowest singular values
σd → 0 for d = R+ 1, . . . , D), we have ηn, En → 0 if K ≥ R.
See Appendix D.4 for a proof. Our second corollary gives an example for which the error in existing
(exact) ACV methods (B) vanishes as N grows.
Corollary 2. Suppose the third derivatives Dˆ(3)n and the xn are both bounded and the data are
exactly low-rank with constant rank R. Then with N →∞, D growing at any rate, and K arbitrary,
the right hand sides of Eqs. (6) and (7) reduce to |Dˆ(1)n |En and |Dˆ(1)n |ηn, respectively.
4
We note that Corollary 2 is purely illustrative, and we strongly suspect that none of its conditions are
necessary. Indeed, our experiments in Section 6 show that the bounds of Theorem 1 imply reasonably
low error for non-bounded derivatives with ALR data and only moderate N .
4 Accuracy of exact ACV with approximately low-rank data
Recall that the main idea behind Algorithm 1 is to compute a fast approximation to existing ACV
methods by exploiting ALR structure. To prove our error bounds, we begin by proving that the
exact ACV methods NS\n and IJ\n approximately (respectively, exactly) retain the low-dimensional
accuracy displayed in red in Fig. 1 when applied to GLMs with approximately (respectively, exactly)
low-rank data. We show the case for exactly low-rank data first. Let X = UΣV T be the singular
value decomposition of X , where U ∈ RN×D has orthonormal columns, Σ ∈ RD×D is a diagonal
matrix with only R D non-zero entries, and V ∈ RD×D is an orthonormal matrix. Let V:R denote
the first R columns of V , and fit a model restricted to R dimensions as:
φˆ := arg min
φ∈RR
1
N
N∑
n=1
f((V T:Rxn)
Tφ) +
λ
2
‖φ‖22.
Let φˆ\n be the nth leave-one-out parameter estimate from this problem, and let RNS\n and RIJ\n
be Eq. (3) and Eq. (4) applied to this restricted problem. We can now show that the error of IJ\n
and NS\n applied to the full D-dimensional problem is exactly the same as the error of RNS\n and
RIJ\n applied to the restricted R D dimensional problem.
Lemma 1. Assume that the data matrix X is exactly rank R. Then |xTnNS\n − xTn θˆ\n| =
|(V T:Rxn)TRNS\n − (V T:Rxn)T φˆ\n| and |xTn IJ\n − xTn θˆ\n| = |(V T:Rxn)TRIJ\n − (V T:Rxn)T φˆ\n|.
See Appendix D.1 for a proof. Based on previous work (e.g., [Beirami et al., 2017, Rad and Maleki,
2020, Giordano et al., 2019]), we expect the ACV errors |(V T:Rxn)TRNS\n − (V T:Rxn)T φˆ\n| and
|(V T:Rxn)TRIJ\n − (V T:Rxn)T φˆ\n| to be small, as they represent the errors of NS\n and IJ\n applied
to an R-dimensional problem. We confirm Lemma 1 numerically in Fig. 1, where the error for the
D = 40 problems (red) exactly matches that of the high-D but rank-40 problems (black).
However, real-world covariate matrices X are rarely exactly low-rank. By adapting results from
Wilson et al. [2020], we can give bounds that smoothly decay as we leave the exact low-rank setting
of Lemma 1. To that end, define:
Ln :=
 1
N
N∑
m:m6=n
‖xm‖22
 max
s∈[0,1]
Dˆ(3)n
(
xTn ((1− s)θˆ + sθˆ\n)
)
. (8)
Lemma 2. Assume that λ > 0. Then, for all n:
|xTnNS\n − xTn θˆ\n| ≤
Ln
N2λ3
|Dˆ(1)n |2 ‖xn‖32 (9)
|xTn IJ\n − xTn θˆ\n| ≤
Ln
N2λ3
|Dˆ(1)n |2 ‖xn‖32 +
1
N2λ2
|Dˆ(1)n |Dˆ(2)n ‖xn‖42 . (10)
Furthermore, these bounds continuously decay as the data move from exactly to approximately low
rank in that they are continuous in the singular values of X .
The proofs of Eqs. (9) and (10) mostly follow from results in Wilson et al. [2020], although our
results removes a Lipschitz assumption on the Dˆ(2)n ; see Appendix D.2 for a proof.
Our bounds are straightforward to compute; we can calculate the norms ‖xn‖2 and evaluate the
derivatives Dˆ(1)n and Dˆ
(2)
n at the known xTn θˆ. The only unknown quantity is Ln. However, we can
upper bound the Ln using the following proposition.
Proposition 1. Let Zn be the set of z ∈ R such that |z| ≤ |xTn θˆ|+ |Dˆ(1)n |‖xn‖22/(Nλ). For Ln as
defined in Eq. (8), we have the upper bound:
Ln ≤Mn := max
z∈Zn
|Dˆ(3)n (z)|
 1
N
N∑
m:m 6=n
‖xm‖22
 . (11)
5
To compute an upper bound on the Mn in turn, we can optimize Dˆ
(3)
n (z) for |z| ≤ |xTn θˆ| +
|Dˆ(1)n |‖xn‖22/(Nλ). This scalar problem is straightforward for common GLMs: for logistic re-
gression, we can use the fact that |Dˆ(3)n | ≤ 1/4, and for Poisson regression with an exponential link
function (i.e., yn ∼ Poisson(exp(xTnθ))), we maximize Dˆ(3)n (z) = ez with the largest z ∈ Zn.
5 Approximating the quadratic forms Qn
Algorithm 2 Estimate Qn = xTn (B + λID)−1xn via a rank-K decomposition of PSD matrix B.
Note: as written, this procedure is not numerically stable. See Appendix E.3 for an equivalent but
numerically stable version.
1: procedure APPXQN(B,K, λ)
2: for k = 1, . . . ,K do
3: Ek ← N (0D, ID) . E ∈ RD×K has i.i.d. N (0, 1) entries
4: end for
5: Ω← ORTHONORMALIZECOLUMNS(diag{1/(Bdd + λ)}Dd=1XTXE) . Proposition 3
6: M ← BΩ
7: H˜ ←M(ΩTM)−1MT + λID . Rank-K Nyström approximation of B
8: for n = 1, . . . , N do
9: Q˜n ← min
{
xTn H˜
−1xn, ‖xn‖22 /(λ+ Dˆ(2)n ‖xn‖22)
}
. Proposition 4
10: end for
11: return {Q˜n}Nn=1
12: end procedure
The results of Section 4 imply that existing ACV methods achieve high accuracy on GLMs with ALR
data. However, in high dimensions, the O(D3) cost of computing H−1 in the Qn can be prohibitive.
Koh and Liang [2017], Lorraine et al. [2020] have investigated an approximation to the matrix inverse
for problems similar to ACV; however, in our experiments in Appendix B, we find that this method
does not work well for ACV. Instead, we give approximations Q˜n ≈ Qn in Algorithm 2 along
with computable upper bounds on the error |Q˜n − Qn| in Proposition 4. When the data has ALR
structure, so does the Hessian H; hence we propose a low-rank matrix approximation to H . This
gives Algorithm 2 a runtime in O(NDK +K3), which can result in substantial savings relative to
the O(ND2 + D3) time required to exactly compute the Qn. We will see that the main insights
behind Algorithm 2 come from studying an upper bound on the approximation error when using a
low-rank approximation.
Observe that by construction of Ω and H˜ in Algorithm 2, the approximate Hessian H˜ exactly agrees
with H on the subspace Ω. We can compute an upper bound on the error |xTn H˜−1xn − Qn| by
recognizing that any error originates from components of xn orthogonal to Ω:
Proposition 2. Let λ > 0 and suppose there is some subspace B on which H and H˜ exactly agree:
∀v ∈ B, Hv = H˜v. Then H−1 and H˜−1 agree exactly on the subspace A := HB, and
|xTn H˜−1xn −Qn| ≤
∥∥P⊥A xn∥∥22
λ
, for all n = 1, . . . , N, (12)
where P⊥A denotes projection onto the orthogonal complement of A.
For a proof, see Appendix E.1. The bound from Eq. (12) is easy to compute in O(DK) time given a
basis for B. It also motivates the choice of Ω in Algorithm 2. In particular, Proposition 3 shows that
Ω approximates the rank-K subspace B that minimizes the average of the bound in Eq. (12).
Proposition 3. Let V:K ∈ RD×K be the matrix with columns equal to the right singular vectors
of X corresponding to the K largest singular values. Then the rank-K subspace B minimizing∑
n ‖P⊥A xn‖22 is an orthonormal basis for the columns of H−1V:K .
Proof.
∑
n ‖P⊥A xn‖22 = ‖(ID − PA)XT ‖2F , where ‖ · ‖F denotes the Frobenius norm. Noting that
the given choice of B implies that A = V:K , the result follows from the Eckart-Young theorem.
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Figure 2: Experiments on real datasets. (Left): average percent error compared to exact CV
on a subset of datapoints, (1/20)
∑20
b=1|xTb approx. − xTb θˆ\b|/|xTb θˆ\b|, where approx. denotes
NS\n, N˜S\n, IJ\n, or I˜J\n. (Right): ACV runtimes with exact CV runtimes for comparison. ACV
runtimes are given for all N datapoints. Exact CV runtimes are estimated runtimes for all N
datapoints.
We can now see that the choice of Ω in Algorithm 2 approximates the optimal choice H−1V:K . In
particular, we use a single iteration of the subspace iteration method [Bathe and Wilson, 1973] to
approximate V:K and then multiply by the diagonal approximation diag {1/Hdd}Dd=1 ≈ H−1. This
approximation uses the top singular vectors of X . We expect these directions to be roughly equivalent
to the largest eigenvectors of B :=
∑
n Dˆ
(2)
n xnx
T
n , which in turn are the largest eigenvectors of
H = B + λID. Thus we are roughly approximating H by its largest K eigenvectors.
Why is it safe to neglect the small eigenvectors? At first glance this is strange, as to minimize the
operator norm ‖H−1 − H˜−1‖op, one would opt to preserve the action of H along its smallest K
eigenvectors. The key intuition behind this reversal is that we are interested in the action of H−1 in
the direction of the datapoints xn, which, on average, tend to lie near the largest eigenvectors of H .
Algorithm 2 uses one additional insight to improve the accuracy of its estimates. In particular, we
notice that, by the definition of H , each xn lies in an eigenspace of H with eigenvalue at least
Dˆ
(2)
n ‖xn‖22 +λ. This observation undergirds the following result, which generates our final estimates
Q˜n ≈ Qn, along with quickly computable bounds on their error |Q˜n −Qn|.
Proposition 4. The Qn = xTnH−1xn satisfy 0 < Qn ≤ ‖xn‖22/(λ + Dˆ(2)n ‖xn‖22). Furthermore,
letting Q˜n := min{xTn H˜−1xn, ‖xn‖22 /(λ+ Dˆ(2)n ‖xn‖22)}, we have the error bound
|Q˜n −Qn| ≤ min
{∥∥P⊥A xn∥∥22
λ
,
‖xn‖22
λ+ Dˆ
(2)
n ‖xn‖22
}
. (13)
See Appendix E.1 for a proof. We finally note that Algorithm 2 strongly resembles algorithms from
the randomized numerical linear algebra literature. Indeed, the work of Tropp et al. [2017] was the
original inspiration for Algorithm 2, and Algorithm 2 can be seen as an instance of the algorithm
presented in Tropp et al. [2017] with specific choices of various tuning parameters optimized for our
application. For more on this perspective, see Appendix E.2.
6 Experiments
Algorithm 1 on real data. We begin by confirming the accuracy and speed of Algorithm 1 on
real data compared to both exact CV and existing ACV methods. We apply logistic regression
to two datasets (p53 and rcv1) and Poisson regression to one dataset (blog). p53 has a size of
roughly N = 8,000, D = 5,000, and the remaining two have roughly N = D = 20,000; see
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Figure 3: Error bounds implied by Theorem 1 on I˜J\n’s estimate of out-of-sample error using squared
loss, Err(xTnθ, yn) = (e
xTnθ − yn)2. (Left): Per datapoint error bounds. The bound is fairly loose
for datapoints with larger squared loss, but tighter for points with lower squared loss. (Right): Five
trials with estimates averaged across all n. We compute the upper (respectively, lower) error bars for
I˜J\n by averaging the upper (respectively, lower) bounds. While our bounds overstate the difference
between exact CV and I˜J\n, they still give non-vacuous information on value of exact CV.
Appendix G for more details. We run all experiments with λ = 5.0. To speed up computation of
exact LOOCV, we only run over twenty randomly chosen datapoints. We report average percent
error, (1/20)
∑20
b=1|xTb appx. − xTb θˆ\b|/|xTb θˆ\b| for each exact ACV algorithm and the output of
Algorithm 1. For the smaller dataset p53, the speedup of Algorithm 1 over exact NS\n or IJ\n is
marginal; however, for the larger two datasets, our methods provide significant speedups: for the
blog dataset, we estimate the runtime of full exact CV to be nearly ten months. By contrast, the
runtime of NS\n is nearly five minutes, and the runtime of N˜S\n is forty seconds. In general, the
accuracy of I˜J\n closely mirrors the accuracy of IJ\n, while the accuracy of N˜S\n can be somewhat
worse than that of NS\n on the two logistic regression tasks; however, we note that in these cases, the
error of N˜S\n is still less than 1%.
Accuracy of error bounds. We next empirically check the accuracy of the error bounds from
Theorem 1. We generate a synthetic Poisson regression problem with i.i.d. covariates xnd ∼ N (0, 1)
and yn ∼ Poisson(exTnθ∗), where θ∗ ∈ RD is a true parameter with i.i.d. N (0, 1) entries. We
generate a dataset of size N = 800 and D = 500 with covariates of approximate rank 50; we
arbitrarily pick λ = 1.0. In Fig. 3, we illustrate the utility of the bounds from Theorem 1 by
estimating the out-of-sample loss with Err(xTnθ, yn) = (e
xTnθ − yn)2. Across five trials, we show the
results of exact LOOCV, our estimates provided by I˜J\n, and the bounds on the error of I˜J\n given
by Theorem 1. While our error bars in Fig. 3 tend to overestimate the difference between I˜J\n and
exact CV, they typically provide upper bounds on exact CV on the order of the exact CV estimate
itself. In some cases, we have observed that the error bars can overestimate exact CV by many orders
of magnitude (see Appendix F), but this failure is usually due to one or two datapoints n for which
the bound is vacuously large. A simple fix is to resort to exact CV just for these datapoints.
7 Conclusions
We provide an algorithm to approximate CV accurately and quickly in high-dimensional GLMs
with ALR structure. Additionally, we provide quickly computable upper bounds on the error of our
algorithm. We see two major directions for future work. First, while our theory and experiments focus
on ACV for model assessment, the recent work of Wilson et al. [2020] has provided theoretical results
on ACV for model selection (e.g. choosing λ). It would be interesting to see how dimensionality
and ALR data plays a role in this setting. Second, as noted in the introduction, we hope that the
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results here will provide a springboard for studying ALR structure in models beyond GLMs and CV
schemes beyond LOOCV.
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A Derivation of xTnNS\n and xTn IJ\n
Here, we derive the expressions for xTnNS\n and x
T
n IJ\n given in Eqs. (3) and (4). We recall from
previous work (e.g., see Stephenson and Broderick [2020, Appendix C] for a summary) that the
LOOCV parameter estimates given by the Newton step and infinitesimal jackknife approximations
are given by
θˆ\n ≈ NS\n := θˆ + 1
N
 N∑
m:m 6=n
Dˆ(2)n xmx
T
m + λID
−1 Dˆ(1)n xn (14)
θˆ\n ≈ IJ\n := θˆ + 1
N
(
N∑
n=1
Dˆ(2)n xnx
T
nλID
)−1
Dˆ(1)n xn. (15)
Taking the inner product of IJ\n with xn immediately gives Eq. (4). To derive Eq. (3), define
H :=
∑
n Dˆ
(2)
n xnx
T
n + λID and note that we can rewrite NS\n using the Sherman-Morrison
formula:
NS\n = θˆ +
1
N
[
Dˆ(1)n H
−1xn + Dˆ(1)n Dˆ
(2)
n
H−1xnxTnH
−1
1− Dˆ(2)n Qn
xn
]
.
Taking the inner product with xn and reorganizing gives:
xTnNS\n = x
T
n θˆ +
Dˆ
(1)
n
N
[
Qn − Dˆ(2)n Q2n
1− Dˆ(2)n Qn
+
Dˆ
(2)
n Q2n
1− Dˆ(2)n Qn
]
= xTn θˆ +
Dˆ
(1)
n
N
Qn
1− Dˆ(2)n Qn
.
B Comparison to existing Hessian inverse approximation
We note that two previous works have used inverse Hessian approximations for applications similar
to ACV. Koh and Liang [2017] use influence functions to estimate behavior of black box models,
and Lorraine et al. [2020] use the implicit function theorem to optimize model hyperparameters. In
both papers, the authors need to multiply an inverse Hessian by a gradient. To deal with the high
dimensional expense associated with this matrix inverse, both sets of authors use the method of
Agarwal et al. [2017], who propose a stochastic approximation to the Neumann series. The Neumann
series writes the inverse of a matrix H with operator norm ‖H‖op < 1 as:
H−1 =
∞∑
k=0
(I −H)k.
The observation of Agarwal et al. [2017] is that this series can be written recursively, as well as
estimated stochastically if one has random variables As with E[As] = H . In the general case of
empirical risk minimization with an objective of (1/N)
∑N
n=1 fn(θ), Agarwal et al. [2017] propose
using As = ∇2fs(θ) for some s ∈ [N ] chosen uniformly at random. In the GLM setting we are
interested in here, we choose an index s ∈ [N ] uniformly at random and set As = Dˆ(2)n xsxTs +
(λ/N)ID. Then, for s = 1, . . . , S, we follow Agarwal et al. [2017] to recursively define:
H−1 ≈ H¯−1s := ID + (I −As)H¯−1s−1.
The final recommendation of Agarwal et al. [2017] is to repeat this process M times and average the
results. We thus have two hyperparameters to choose: S and M .
To test out the Agarwal et al. [2017] approximation against our approximation in Algorithm 1,
we generate Poisson regression datasets of increasing sizes N and D. We generate approximately
low-rank covariates xn by drawing xnd ∼ N(0, 1) for d = 1, . . . , 1,000 and xnd ∼ N(0, 0.01) for
d = 1,001, . . . , D; for our dataset with D = 40, we follow the same procedure but with R = 20
instead. For each dataset, we compute IJ\n, as well as our approximation I˜J\n from Algorithm 1. We
run Algorithm 1 for K = 1, 100, 200, . . . , D and run the stochastic Neumann series approximation
with all combinations of M ∈ {2, 5} and S ∈ {1, 5, 10, 15, . . . , 200}. We measure the accuracy of
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Figure 4: Experiment from Appendix B. Across four different dataset sizes, using the Neumann series
approximation (orange) does not show any noticeable improvement on the time scale of running our
approximation (green) for all possible values of K.
all approximations as percent error to exact CV (xTn θˆ\n). We show in Fig. 4 that our approximation
has far improved error in far less time. Notably, this phenomenon becomes more pronounced as the
dimension gets higher; while spending more computation on the Neumann series approximation
does noticeably decrease the error for the N = 80, D = 40 case, we see that as soon as we step
into even moderate dimensions (D in the thousands), spending more computation on the Neumann
approximation does not noticeably decrease the error. In fact, in the three lowest-dimensional
experiments here, the dimension is so low that exactly computing H−1 via a Cholesky decomposition
is the fastest method.
We also notice that in the N = 80, D = 40 experiment, I˜J\n is a better approximation of exact CV
than is IJ\n for intermediate values of K (i.e. some orange dots sit below the large green dot). We
note that we have observed this behavior in a variety of synthetic and real-data experiments. We do
not currently have further insight into this phenomenon and leave its investigation for future work.
C Previous ACV theory
We briefly review pre-existing theoretical results on the accuracy of ACV. Theoretical results for
the accuracy of IJ\n are given by Giordano et al. [2019], Koh et al. [2019], Wilson et al. [2020].
Giordano et al. [2019] give a O(1/N2) error bound for unregularized problems, which Stephenson
and Broderick [2020, Proposition 2] extends to regularized prolems; however, in our GLM case here,
both results require the covariates and parameter space to be bounded. Koh et al. [2019] give a similar
bound, but require the Hessian to be Lipschitz, and their bounds rely on the inverse of the minimum
singular value of H , making them unsuited for describing the low rank case of interest here. The
bounds of Wilson et al. [2020] are close to our bounds in Lemma 2. The difference to our work is
that Wilson et al. [2020] consider generic (i.e. not just GLM) models, but also require a Lipschitz
assumption on the Hessian. We specialize to GLMs, avoid the Lipschitz assumption by noting that it
only need hold locally, and provide fully computable bounds.
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Various theoretical guarantees also exist for the quality of NS\n from Eq. (3). Rad and Maleki [2020]
show that the error ‖NS\n − θˆ\n‖2 is o(1/N) as N →∞ and give conditions under which the error
is a much slower O(1/
√
N) as both N,D →∞ with N/D converging to a constant. Beirami et al.
[2017] show that the error is O(1/N2), but require fairly strict assumptions (namely, boundedness of
the covariates and parameter space). Koh et al. [2019], Wilson et al. [2020] provide what seem to be
the most interpretable bounds, but, as is the case for IJ\n, both require a Lipschitz assumption on the
Hessian and the results of Koh et al. [2019] depend on the lowest singular value of the Hessian.
D Proofs from Sections 3 and 4
D.1 Proving accuracy of NS\n and IJ\n under exact low-rank data (Lemma 1)
Here, we prove that, when the covariate matrix is exactly rank R D, the accuracy of NS\n and
IJ\n behaves exactly as in a dimension R  D problem. Let X = UΣV be the singular value
decomposition of X , where Σ is a diagonal matrix with only R non-zero entries; let V:R ∈ RD×R
be the right singular vectors of X corresponding to these R non-zero singular values. We define the
restricted, R-dimensional problem with covariates x˜n := V T:Rxn as:
φˆ := arg min
φ∈RR
1
N
N∑
n=1
f(x˜Tnφ) +
λ
2
‖φ‖22 . (16)
Let φˆ\n be the solution to the leave-one-out version of this problem and RIJ\n and RNS\n the
application of Eqs. (3) and (4) to this problem. We then have the following proposition, which implies
the statement of Lemma 1.
Proposition 5 (Generalization of Lemma 1). The following hold for all datapoints n:
xTn θˆ\n = x˜
T
n φˆ\n
xTn IJ\n = x˜
T
nRIJ\n
xTnNS\n = x˜
T
nRNS\n.
In particular, |xTnNS\n − xTn θˆ\n| = |x˜TnRNS\n − x˜Tn φˆ\n| and |xTn IJ\n − xTn θˆ\n| = |x˜TnRIJ\n −
x˜Tn φˆ\n|, as claimed in Lemma 1.
Proof. First, note that if φˆ is an optimum of Eq. (16), then (1/N)
∑
n Dˆ
(1)
n V T:Rxn + λφˆ = 0. As
V:RV
T
:Rxn = xn, we have that θˆ = V:Rφˆ is optimal for the full, D-dimensional, problem. This
implies that φˆ = V T:Rθˆ, and thus x
T
n θˆ = x˜
T
n φˆ. The same reasoning shows that x
T
n θˆ\n = x˜
T
n φˆ\n.
Now, notice that the Hessian of the restricted problem, HR, is given by HR =
(1/N)
∑
n V
T
:Rxnx
T
nV:RDˆ
(2)
n + λIR =⇒ H−1R = V T:RH−1V:R, where the Dˆ(2)n are evaluated at
x˜Tn φˆ = x
T
n θˆ. Also, the gradients of the restricted problem are given by∇φf(x˜Tn φˆ, yn) = Dˆ(1)n V T:Rxn.
Thus the restricted IJ is:
RIJ\n = φˆ+H
−1
R V
T
:RxnDˆ
(1)
n = V
T
:R
(
θˆ +H−1xnDˆ(1)n
)
= V T:RIJ\n.
Thus, we have x˜TnRIJ\n = x
T
nV:RV
T
:RIJ\n = (V:RV
T
:Rxn)
T IJ\n. Using V:RV T:Rxn = xn, we have
that x˜TnRIJ\n = x
T
n IJ\n. The proof that x˜
T
nRNS\n = x
T
nNS\n is identical.
D.2 Proving accuracy of NS\n and IJ\n under ALR data (Lemma 2)
We will first need a few lemmas relating to how the exact solutions θˆ\n and θˆ vary as we leave
datapoints out and move from exactly low-rank to ALR. We start by bounding ‖θˆ− θˆ\n‖2; this result
and its proof are from Wilson et al. [2020, Lemma 16] specialized to our GLM context.
Lemma 3. Assume that λ > 0. Then:∥∥∥θˆ − θˆ\n∥∥∥
2
≤ 1
Nλ
|Dˆ(1)n | ‖xn‖2 . (17)
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Proof. Let F \n be the leave-one-out objective, F \n(θ) = (1/N)
∑
m:m 6=n f(x
T
mθ, ym) +
(λ/2)‖θ‖22. As F \n is strongly convex with parameter λ, we have:
λ
∥∥∥θˆ − θˆ\n∥∥∥2
2
≤ 〈θˆ − θˆ\n,∇F \n(θˆ)−∇F \n(θˆ\n)〉.
Now, use the fact that∇F \n(θˆ\n) = ∇F (θˆ) = 0 and then that F \n − F = (1/N)f(xTnθ) to get:
= 〈θˆ − θˆ\n,∇F \n(θˆ)−∇F (θˆ)〉 = 〈θˆ − θˆ\n,∇f(xTn θˆ)〉
≤
∥∥∥θˆ − θˆ\n∥∥∥
2
|Dˆ(1)n | ‖xn‖2 .
We will need a bit more notation to discuss the ALR and exactly low-rank versions of the same
problem. Suppose we have a N ×D covariate matrix X that is exactly low-rank (ELR) with rows
xn,ELR ∈ RD. Then, suppose we form some approximately low-rank (ALR) covariate matrix by
adding εn ∈ RD to all xn such that Xεn = 0 for all εn. Let xn,ALR be the rows of this ALR matrix.
Let θˆELR be the fit with the ELR data and θˆALR the fit with the ALR data. Finally, define the scalar
derivatives:
Dˆ
(1)
n,ELR(θ) :=
df(z, yn)
dz
∣∣∣
z=〈xn,ELR,θ〉
Dˆ
(1)
n,ALR(θ) :=
df(z, yn)
dz
∣∣∣
z=〈xn,ALR,θ〉
We can now give an upper bound on the difference between the ELR and ALR fits ‖θˆELR − θˆALR‖2.
Our bound will imply that the θˆALR is a continuous function of the εn, which in turn are continuous
functions of the singular values of the ALR covariate matrix.
Lemma 4. Assume λ > 0. We have:∥∥∥θˆELR − θˆALR∥∥∥
2
≤ 1
Nλ
∥∥∥∥∥
N∑
n=1
Dˆ
(1)
n,ELR(θˆELR)εn
∥∥∥∥∥
2
In particular, θˆALR is a continuous function of the εn around ε1, . . . , εN = 0.
Proof. Denote the ALR objective by FALR(θ) = (1/N)
∑
n f(x
T
n,ALRθ) + λ‖θ‖22. Then, via a
Taylor expansion of its gradient around θˆALR:
∇θFALR(θˆELR) = ∇θFALR(θˆALR) +∇2θFALR(θ˜)(θˆELR − θˆALR),
where θ˜ ∈ RD satisfies θ˜d = (1−sd)θALR,d+sdθELR,d for some sd ∈ [0, 1] for each d = 1, . . . , D.
Via strong convexity and ∇θFALR(θˆALR) = 0, we have:∥∥∥θˆELR − θˆALR∥∥∥
2
≤ 1
λ
∥∥∥∇θFALR(θˆELR)∥∥∥
2
.
Now, note that the gradient on the right hand side of this equation is equal to
∇θFALR(θˆELR) = 1
N
N∑
n=1
Dˆ
(1)
n,ALR(θˆELR)xn,ELR +
1
N
N∑
n=1
Dˆ
(1)
n,ALR(θˆELR)εn + λθˆELR. (18)
By the optimality of θˆELR for the exactly low-rank problem, we must have that 〈εn, θˆELR〉 =
0 for all n; in particular, this implies that 〈xn,ELR, θˆELR〉 = 〈xn,ALR, θˆELR〉, which in turn
implies Dˆ(1)n,ALR(θˆELR) = Dˆ
(1)
n,ELR(θˆELR) for all n. Also by the optimality of θˆELR, we have
(1/N)
∑
n Dˆ
(1)
n,ELR(θˆELR)xn + λθˆELR = 0. Thus we have that Eq. (18) reads:
∇θFALR(θˆELR) = 1
N
N∑
n=1
Dˆ
(1)
n,ELR(θˆELR)εn,
which completes the proof.
14
We now restate and prove Lemma 2.
Lemma 2. Assume that λ > 0 and recall the definition of Ln from Eq. (8). Then, for all n:
|xTnNS\n − xTn θˆ\n| ≤
Ln
N2λ3
|Dˆ(1)n |2 ‖xn‖32 (19)
|xTn IJ\n − xTn θˆ\n| ≤
Ln
N2λ3
|Dˆ(1)n |2 ‖xn‖32 +
1
N2λ2
|Dˆ(1)n |Dˆ(2)n ‖xn‖42 . (20)
Furthermore, these bounds continuously decay as the data move from exactly to approximately low
rank in that they are continuous in the singular values of X .
Proof. The proof of Eqs. (19) and (20) strongly resembles the proof of Wilson et al. [2020, Lemma 17]
specialized to our current context. We first prove Eq. (19). We begin by applying the Cauchy-Schwarz
inequality to get:
|xTnNS\n − xTn θˆ\n| ≤ ‖xn‖2
∥∥∥NS\n − θˆ\n∥∥∥
2
.
The remainder of our proof focuses on bounding ‖NS\n− θˆ\n‖2. Let F˜ \n be the second order Taylor
expansion of F \n around θˆ; then NS\n is the minimizer of F˜ \n. By the strong convexity of F˜ \n:
λ
∥∥∥θˆ\n −NS\n∥∥∥2
2
≤ 〈NS\n − θˆ\n,∇F˜ \n(NS\n)−∇F˜ \n(θˆ\n)〉 (21)
= 〈NS\n − θˆ\n,∇F \n(θˆ\n)−∇F˜ \n(θˆ\n)〉 (22)
Now the goal is to bound this quantity as the remainder in a Taylor expansion. To this end, define
r(θ) := 〈θˆ\n −NS\n,∇F \n(θ)〉. To apply Taylor’s theorem with integral remainder, define g(t) :=
r((1− t)θˆ + tθˆ\n) for t ∈ [0, 1]. Then, by a zeroth order Taylor expansion:
g(1) = g(0) + g′(0) +
∫ 1
0
(g′(s)− g′(0)) ds.
Putting in the values of g and its derivatives:
〈θˆ\n −NS\n,∇F \n(θˆ\n)〉 = 〈θˆ\n −NS\n,∇F \n(θˆ)〉+ 〈θˆ\n −NS\n,∇2F \n(θˆ)
(
θˆ\n − θˆ
)〉
+
∫ 1
0
〈θˆ\n −NS\n,
(
∇2F \n((1− s)θˆ + sθˆ\n)−∇2F \n(θˆ)
) (
θˆ\n − θˆ
)〉ds
Now, subtracting the first two terms on the right hand side from the left, we get can identify the left
with Eq. (22). Thus, Eq. (22) is equal to:
=
∫ 1
0
〈θˆ\n −NS\n,
(
∇2F \n((1− s)θˆ + sθˆ\n)−∇2F \n(θˆ)
) (
θˆ\n − θˆ
)〉ds.
We can upper bound this by taking an absolute value, then applying the triangle inequality and
Cauchy-Schwarz to get
≤
∥∥∥θˆ\n −NS\n∥∥∥
2
∥∥∥θˆ\n − θˆ∥∥∥ ∫ 1
0
∥∥∥(∇2F \n((1− s)θˆ + sθˆ\n)−∇2F \n(θˆ))∥∥∥
op
ds. (23)
Using the fact that, on the line segment (1− s)θˆ + sθˆ\n, the Dˆ(2)n are lipschitz with constant Cn:
Cn := max
s=in[0,1]
∣∣∣Dˆ(3)n ((1− s)θˆ + sθˆ\n)∣∣∣ ,
we can upper bound the integrand by:∥∥∥(∇2F \n((1− s)θˆ + sθˆ\n)−∇2F \n(θˆ))∥∥∥
op
=
1
N
∥∥∥∥∥∥
∑
m 6=n
(
Dˆ(2)n
(
(1− s)θˆ + sθˆ\n
)− Dˆ(2)n (θˆ))xmxTm
∥∥∥∥∥∥
op
≤
Cn
∥∥∥θˆ\n − θˆ∥∥∥
2
N
∑
m 6=n
‖xm‖22 .
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Putting this into Eq. (23) and using Lemma 3 gives the result Eq. (19) with Ln =
Cn/N
∑
m6=n ‖xm‖22.
Now Eq. (20) follows from the triangle inequality ‖IJ\n− θˆ\n‖2 ≤ ‖NS\n− θˆ\n‖2+‖IJ\n−NS‖2.
The bound on ‖IJ\n −NS\n‖2 follows from Wilson et al. [2020, Lemma 20].
Finally, the continuity of the bounds in Eqs. (19) and (20) follows from Lemma 4. In particular,
the Dˆ(1)n , Dˆ
(2)
n , and Dˆ
(3)
n in both bounds are evaluated at θˆALR, which is shown to be a continuous
function of the εn in Lemma 4. The εn are, in turn, continuous functions of the lower singular values
of the covariate matrix.
D.3 Proof of Theorem 1
Proof. We first note that the runtime claim is immediate, as Algorithm 2 runs in O(NDK + K3)
time. That the bounds are computable in O(DK) time for each n follows as all derivatives Dˆ(1)n
and Dˆ(2)n need only the inner product of xn and θˆ, which takes O(D) time. Each norm ‖xn‖2 is
computable in O(D). For models for which the optimization problem in Proposition 1 can be quickly
solved – such as Poisson or logistic regression – we need only to compute a bound on ‖θˆ\n − θˆ‖2,
which we can do in O(D) via Lemma 3. The only remaining quantity to compute is the ηn, which,
by Proposition 2, is computed via a projection onto the orthogonal complement of a K-dimensional
subspace. We can compute this projection in O(DK). Thus our overall runtime is O(DK) per
datapoint.
To prove Eq. (7), we use the triangle inequality |xTn I˜J\n−xTn θˆ\n| ≤ |xTn IJ\n−xTn θˆ\n|+ |xTn IJ\n−
xTn I˜J\n|. We upper bound the first term by using Lemma 2. For the latter, we note that |xTn IJ\n −
xTn I˜J\n| = |Dˆ(1)n ||Qn − Q˜n|, which we can bound via the ηn of Proposition 2. The proof for NS\n
is similar.
D.4 Proof of Corollary 1
Proof. Notice that Ω from Algorithm 2 captures a rank-K subspace of the column span of X . The
error bound ηn is the norm of xn projected outside of this subspace divided by λ. Now, assume that
we have K ≥ R. Then, as the singular values σd for d = R+ 1, . . . , D go to zero, the norm of any
xn outside this subspace must also go to zero. Thus ηn goes to zero. As En is a continuous function
of ηn, we also have En → 0.
E Proofs and discussion from Section 5
E.1 Proofs
For convenience, we first restate each claimed result from the main text before giving its proof.
Proposition 2. Let λ > 0 and suppose there is some subspace B on which H and H˜ exactly agree.
Then H−1 and H˜−1 agree exactly on the subspace A := HB, and for all n = 1, . . . , N :
|xTn H˜−1xn −Qn| ≤
∥∥P⊥A xn∥∥22
λ
, (24)
where P⊥A denotes projection onto the orthogonal complement of A.
Proof. First, if H and H˜ agree on B, then for A = HB = H˜B, we have H−1A = B = H˜−1A, as
claimed. Then:
|Qn − xTn H˜−1xn| = |xTnH−1xn − xTn H˜−1xn|
≤ |(P⊥A xn)(H−1 − H˜−1)(P⊥A xn)|
≤ ∥∥P⊥A xn∥∥22 ∥∥∥H−1 − H˜−1∥∥∥op,A⊥ ,
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where ‖·‖op,A⊥ is the operator norm of a matrix restricted to the subspace A⊥. On this subspace, the
action of H˜−1 is 1/λ times the identity, whereas all eigenvalues of H−1 are all between 0 and 1/λ.
Thus: ∥∥∥H˜−1 −H−1∥∥∥
op,A⊥
= max
v∈A⊥, ‖v‖2=1
[
vT H˜−1v − vTH−1v
]
= max
v∈A⊥, ‖v‖2=1
[
1
λ
− vTH−1v
]
≤ 1
λ
.
We next restate and proof Proposition 4.
Proposition 4. The Qn = xTnH−1xn satisfy 0 ≤ Qn ≤ ‖xn‖22/(λ + Dˆ(2)n ‖xn‖22). Furthermore,
letting Q˜n := min{xTn H˜−1xn, ‖xn‖22 /(λ+ Dˆ(2)n ‖xn‖22)}, we have the error bound
|Q˜n −Qn| ≤ min
{∥∥P⊥A xn∥∥22
λ
,
‖xn‖22
λ+ Dˆ
(2)
n ‖xn‖22
}
. (25)
Proof. Let bn :=
√
Dˆ
(2)
n xn. Let {vd}Dd=1 be the eigenvectors of H with eigenvalues {γd + λ}Dd=1
with γ1 ≥ γ2 ≥ · · · ≥ γD. The quantity bTnH−1bn is maximized if bn is parallel to vD; in this case,
bTnH
−1bn = ‖bn‖22 /(γD + λ). However, if bn is parallel to vD, it must be that γD ≥ ‖bn‖22. Thus,
bTnH
−1bn ≤ ‖bn‖22 /(‖bn‖22 + λ). Dividing by Dˆ(2)n gives that Qn = xTnH−1xn satisfies:
0 ≤ Qn ≤ ‖xn‖
2
2
λ+ Dˆ
(2)
n ‖xn‖22
.
If we estimate Qn by the minimum of this upper bound and xTn H˜
−1xn, the error bound from
Proposition 2 implies the error bound claimed here.
E.2 Relation of Algorithm 2 to techniques from randomized linear algebra
As noted, our Algorithm 2 bears a resemblance to techniques from the randomized numerical linear
algebra literature. Indeed, our inspiration for Algorithm 2 was the work of Tropp et al. [2017].
Tropp et al. [2017] propose a method to find a randomized top-K eigendecomposition of a positive-
semidefinite matrix B. Their method follows the basic steps of (1) produce a random orthonormal
matrix Ω ∈ RD×(S+K), where S ≥ 0 is an oversampling parameter to ensure the stability of the
estimated eigendecomposition, (2) compute the Nyström approximation of Bnys ≈ B using Ω, and
(3) compute the eigendecomposition of Bnys and throw away the lowest S eigenvalues.
Our Algorithm 2 can be seen as using this method of Tropp et al. [2017] to obtain a rank-K
decomposition of the matrix B = (1/N)
∑
n Dˆ
(2)
n xnx
T
n with specific choices of S and Ω. First,
we notice that S = 0 (i.e., no oversampling) is optimal in our application – the error bound of
Proposition 2 decreases as the size of the subspace A increases. As S > 0 only decreases the size of
this subspace, we see that our specific application is only hurt by oversampling. Next, while Tropp
et al. [2017] recommend completely random matrices Ω for generic applications (e.g., the entries of
Ω are i.i.d. N (0, 1)), we note that the results of Proposition 3 suggest that we can improve upon this
choice. With the optimal choice of S = 0, we note that A = HΩ. In this case, Proposition 3 implies
it is optimal to set Ω = H−1V:K , where V:K are the top-K right singular vectors of X . Algorithm 2
provides an approximation to this optimal choice.
We illustrate the various possible choices of Ω, including i.i.d. N (0, 1), in Fig. 5. We generate a
synthetic Poisson regression problem with covariates xnd
i.i.d.∼ N (0, 1) and yn ∼ Poisson(exTnθ∗),
where θ∗ ∈ RD is a true parameter with i.i.d.N (0, 1) entries. We generate a dataset of size N = 200.
The covariates have dimension D = 150 but are of rank 50. We compute I˜J for various settings
of K and Ω, as shown in Fig. 5. As suggested by the above discussion, we use no oversampling
(i.e., S = 0). On the left, we see that using a diagonal approximation to H−1 and a single subspace
iteration gives a good approximation to the optimal setting of Ω. On the right, we see the improvement
made by use of the upper bound on xTnH
−1xn from Proposition 4.
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Figure 5: Quality of approximation of IJ\n on a synthetic Poisson regression problem using the
methods from Section 5. (Left): We show three options for the choice of the matrix Ω. Blue shows
the choice of Ω having orthonormal columns selected uniformly at random, orange the optimal
choice of Ω from Proposition 3, and green our approximation to this optimal choice. Percent error
|IJ\n − I˜J\n|/|IJ\n| is reported to give a sense of scale. (Right): Importance of Proposition 4 for
approximating Qn. We show two approximations along with our upper bounds on their error: (1)
Qn ≈ xTn H˜−1xn and (2) our recommended Qn ≈ Q˜n from Proposition 4. We report absolute error
|IJ\n − I˜J\n| so that both actual and estimated error can be plotted.
E.3 Implementation of Algorithm 2
As noted by Tropp et al. [2017], finding the decomposition of B in Algorithm 2 as-written can result
in numerical issues. Instead, Tropp et al. [2017] present a numerically stable version which we use in
our experiments. For completeness, we state this implementation here, which relies on computing the
Nyström approximation of the shifted matrix Bν = B + νID, for some small ν > 0:
1. Construct the shifted matrix sketch Gν := BΩ + νΩ.
2. Form C = ΩTGν .
3. Compute the Cholesky decomposition C = ΓΓT .
4. Compute E = GνΓ−1.
5. Compute the SVD E = UΣV T .
6. Return U and Σ2 − νI as the approximate eigenvectors and eigenvalues of B.
F Error bound experiments
Here, we provide more details on our investigation of the error bounds of Theorem 1 from Fig. 3.
In Section 6, we showed that, over five randomly generated synthetic datasets, our error bound on
xTn I˜J\n implies upper bounds on out-of-sample error that are reasonably tight. However, we noted
that these bounds can occasionally be vacuously loose. On the left of Appendix F, we show this
is the case by repeating the experiment in Fig. 3 for an additional fifteen trials. While most trials
have similar behavior to the first five, trial 16 finds an upper bound of the out-of-sample error that
is too loose by two orders of magnitude. However, we note that this behavior is mostly due to two
offending points n. Indeed, on the right of Appendix F, we show the same results having replaced the
two largest bound values with those from exact CV.
G Real data experiments
Here we provide more details about the three real datasets used in Section 6.
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Figure 6: Experiments from Appendix F. (Left): Error bounds can be vacuously large; for trial
number 16, our bound exceeds exact CV by two orders of magnitude. (Right): By computing our
bound for all n and re-running exact CV for the two largest values, we obtain estimates that are much
closer to exact CV.
1. The p53 dataset is from Danziger et al. [2009, 2007, 2006]. The full dataset contains
D = 5,408 features describing attributes of mutated p53 proteins. The task is to classify
each protein as either “transcriptionally competent” or inactive. To keep the dimension high
relative to the number of observations N , we subsampled N = 8,000 datapoints uniformly
at random for our experiments here. We fix K = 500 to compute Q˜n for both xTn I˜J\n and
xTn N˜S\n.
2. The rcv1 dataset is from Lewis et al. [2004]. The full dataset is of size N = 20,242
and D = 47,236. Each datapoint corresponds to a Reuters news article given one of four
labels according to its subject: “Corporate/Industrial,” “Economics,” “Government/Social,”
and “Markets.” We use a pre-processed binarized version from https://www.csie.ntu.
edu.tw/~cjlin/libsvmtools/datasets/binary.html, which combines the first two
categories into a “positive” label and the latter two into a “negative” label. We found running
CV on the full dataset to be too computationally intensive, and instead formed a smaller
dataset of size N = D = 20,000. The data matrix is highly sparse, so we chose our
20,000 dimensions by selecting the most common (i.e., least sparse) features. We then chose
N = 20,000 datapoints by subsampling uniformly at random. We fix K = 1,000 in this
experiment.
3. The blog dataset is from Buza [2014]. The base dataset contains D = 280 features about
N = 52,397 blogs. Each feature represents a statistic about web traffic to the given blog
over a 72 hour period. The task is to predict the number of unique visitors to the blog in
the subsequent 24 hour period. We first generate a larger dataset by considering all possible
pairwise features xnd1xnd2 for d1, d2 ∈ {1, . . . , D}. The resulting problem has too high
N and D to run exact CV on in a reasonable amount of time, so we again subsample to
N = 20,000 andD = 20,280. We again choose the 20,000 least sparse parwise features and
then add in the original 280 features. Finally, we choose our 20,000 datapoints uniformly at
random.
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