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Abstract: This paper focuses on the time constant for last passage percolation on
complete graph. Let Gn = ([n], En) be the complete graph on vertex set [n] =
{1, 2, . . . , n}, and i.i.d. sequence {Xe : e ∈ En} be the passage times of edges. Denote
by Wn the largest passage time among all self-avoiding paths from 1 to n. First, it
is proved that Wn/n converges to constant µ, where µ is called the time constant
and coincides with the essential supremum of Xe. Second, when µ <∞, it is proved
that the deviation probability P(Wn/n ≤ µ − x) decays as fast as e−Θ(n
2), and as a
corollary, an upper bound for the variance of Wn is obtained. Finally, when µ = ∞,
lower and upper bounds for Wn/n are given.
1 Introduction and statement of the results
The last passage percolation process has been widely studied over the last two decades (see for
example [2, 6, 7, 16, 17, 22] and the references therein). There are several equivalent physical
interpretations for the model (see [15, 23, 24]), this makes the model playing important roles in
statistical physics. With interest arisen from the study of real-world networks, in this paper, we
will consider the last passage percolation model on complete graph. For a network with links
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carrying an uncertain cost, we try to characterize the worst path within it. In other words,
when the link weight is interpreted as some kind of income, the goal is just to characterize the
optimal path in the network. This paper is motivated by the three resent papers for first passage
percolation on complete graph from Eckhoff, Goodman, Hofstad and Nardi [11, 12, 13], actually,
we are running on the same way, but on the opposite direction.
We start by introducing the model. Let Gn = ([n], En) be the complete graph on vertex set
[n] = {1, 2, . . . , n}, where edge set En = {〈i, j〉 : 1 ≤ i < j ≤ n}. To each edge e ∈ En assign
a random edge passage time Xe, where {Xe : e ∈ En} are positive, independent and identically
distributed random variables. The set of all self-avoiding paths between vertex 1 and n is denoted
by Π1,n. The passage time of a path π in Π1,n is a function T (π) defined as follows
T (π) =
∑
e∈π
Xe.
Let Wn be the largest passage time among all self-avoiding paths from 1 to n, i.e.,
Wn = sup
π∈Π1,n
T (π). (1.1)
To explore the asymptotic behavior of Wn (if necessary, properly scaled) for large n is the
main goal of the present paper. Clearly, in this point of view, the last passage percolation model
on complete graph is mathematically equivalent to the first passage model, provided negative
edge passage times are allowed.
For first passage percolation model on Gn with non-negative edge passage time (distribution
not scaled in n), it is easy to see that the corresponding time constant always exists, but equals
zero, this indicates that the time constant problem is no longer a problem. But the situation for
last passage percolation is different, first of all, we have the following existence theorem for time
constant.
Theorem 1.1 For any distribution of edge passage time, the time constant of the model exists.
More precisely, there exists some constant 0 < µ ≤ ∞, such that
Wn
n
→ µ a.s. (1.2)
as n → ∞. In particular, when µ < ∞, the above convergence is also in L1. Furthermore, µ
coincides with the essential supremum of Xe, i.e.
µ = inf{x : P(Xe > x) = 0}. (1.3)
Now, let F (x) = P(Xe ≤ x) and H(x) = 1−F (x), x ∈ R be the distribution function and the
tail probability function of Xe. By the above Theorem 1.1, when µ = ∞, Wn/n tends to ∞ as
n→∞. Here, we give lower and upper bounds to Wn/n as in the following theorem.
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Theorem 1.2 Suppose that µ = ∞. Let f and g be two functions such that H(f(n)) = lnn/n
and n2H(g(n))→ 0 as n→∞. Then, for any ǫ > 0
lim
n→∞
P
(
(1− ǫ)f(n) ≤
Wn
n
≤ g(n)
)
= 1. (1.4)
Obviously, we have the following corollary for exponential and power-law tail probability
function H . We don’t think the bounds given in Theorem 1.2 are sharp, but i) of Corollary 1.3
indicates that they are not so bad.
Corollary 1.3 Suppose that H(x) = P(Xe > x), x ∈ R. Then
i) if H(x) ∼ e−λx, λ > 0, then for any ǫ > 0
lim
n→∞
P
(
(1− ǫ)
lnn− ln lnn
λ
≤
Wn
n
≤
2 lnn+ ln lnn
λ
)
= 1; (1.5)
ii) if H(x) ∼ x−α, α > 0, then
lim
n→∞
P
(
(1− ǫ)n
1
α [lnn]−
1
α ≤
Wn
n
≤ n
2
α [ln lnn]
1
α
)
= 1. (1.6)
Finally, in the case where µ <∞, we are interested in the asymptotic behavior of the deviation
probability P(Wn/n ≤ µ− x), 0 < x < µ, for large n. In fact, we have
Theorem 1.4 Suppose µ < ∞ and H be the tail probability of Xe. Then, for any 0 < x < µ
with p = p(x) = H(µ−x) < 1, there exists some constants C1, c1 > 1 and c2 > C2 > 0 such that
cn1 e
−c2n
2
≤ P
(
Wn
n
≤ µ− x
)
≤ Cn1 e
−C2n
2
(1.7)
for large enough n.
In the case where µ < ∞, Theorem 1.4 has the following corollary for the variance of Wn.
Note that, for first passage percolation on Zd, d ≥ 2, the corresponding problem has been closely
followed with interests by mathematicians and physicists for a long period of time. For details
on this aspect, please refer to [4, 9, 10].
Corollary 1.5 Suppose that µ < ∞. Then we have the following upper bounds for the variance
of Wn:
i) in the case when P(Xe = µ) = p0 > 0, there exists some constant D1 > 0, such that
Var (Wn) ≤ D1nlnn. (1.8)
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ii) in the case when the tail probability function H is left continuous at µ, let x¯(n) be the
unique solution of equation lnn/n = xH(µ− x/2), then there exists some constant D2 > 0
such that
Var (Wn) ≤ D2x¯(n)n
2. (1.9)
For example, if H(y) = (µ− y)α for large y < µ, α > 0, then we have
Var (Wn) ≤ D2x¯(n)n
2 ≤ 2
α
α+1D2n
2− 1
α+1 ln
1
α+1 n.
Remark 1.1 It is believed that the variance of Wn is at least sublinear, but the authors can not
give a proof to this declaration at the present time.
The rest of the paper is arranged as follows. In Section 2, first, by using the subadditive
ergodic theorem of Liggett’s version [21], we prove the existence of the time constant; second, by
using a famous theorem of Ajtai, Komlo´s and Szemere´di [1] on long path in random graph (see
also [5, Theorem 8.1]), we characterize the time constant and then give a proof to Theorem 1.2.
In Section 3, we first introduce the well known Depth First Search algorithm (see [8, 19]) for
finding long paths in random graph, then, by using the constructed DFS random graph process,
we prove Theorem 1.4 and Corollary 1.5.
2 Proofs of Theorems 1.1, 1.2.
In this section, we prove Theorem 1.1 and Theorem 1.2. For any integers 0 ≤ m < n, let Gm,n
be the complete graph on vertex set {m+1,m+2, . . . , n}. Consider the last passage percolation
model on Gm,n and denote by Wm,n the largest passage time from m + 1 to n. Then, one has
Gn = G0,n and Wn =W0,n.
Proof of Theorem 1.1, the existence part: Let us consider the two index process {Wm,n : 0 ≤
m < n}, by the definition of the last passage percolation, one has
1) W0,n ≥W0,m +Wm,n, wherever 0 < m < n;
2) The joint distributions of {Wm+1,m+k+1 : k ≥ 1} are the same as those of {Wm,m+k : k ≥ 1}
for each m ≥ 0;
3) For each k ≥ 1, {Wnk,(n+1)k : n ≥ 1} is an i.i.d. random variable sequence and hence an
ergodic process.
By items 1) and 2) above and the classical subadditive limit theorem, one has
lim
n→∞
E(W0,n)
n
= sup
n
E(W0,n)
n
= µ ≤ ∞.
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Then, in the case where µ <∞, the two index process {Wm,n : 0 ≤ m < n} satisfies the following
property additionally
4) For each n, E(W0,n) <∞ and E(W0,n) ≤ cn for some constant c(= µ).
Clearly, {Wm,n : 0 ≤ m < n} always satisfies the following property
4’) E(W−0,1) <∞.
By items 1)-4) above and the subadditive ergodic Theorem of Liggett’s version (see [21,
Theorem 1.10]), one has Wn/n→ µ a.s. and in L1 as n→∞.
In the case where µ = ∞, one has no L1 convergence. The corresponding a.s. convergence
can be obtained as an extension of Theorem 1.10 in [21] by a simple truncation argument as in
the proof of Theorem 1.8 in [18], with 4) replaced by 4’). 
To finish the remain part of Theorem 1.1, we will first introduce the famous existence theorem
for long path in a super-critical random graph due to Ajtai, Komlo´s and Szemere´di [1]. Denote
by Gn,p the random subgraph of the complete graph Gn with vertex set [n] and random edge set
E = {e ∈ En : Ye = 1}, where {Ye : e ∈ En} is the i.i.d. Bernoulli random variable sequence with
parameter p. In 1960, Paul Erdo˝s and Alfre´d Re´nyi [14] made the following fundamental discovery:
the random graph Gn,p undergoes a phase transition around the edge probability p = p(n) = 1/n.
For any constant ǫ > 0, if p = (1− ǫ)/n, then, Gn,p has whp all connected components of size
at most logarithmic in n, while for p = (1 + ǫ)/n whp a unique connected component of linear
size emerges in Gn,p. Where whp means with probability tends to 1 as n→∞.
Although for the super-critical case p = (1 + ǫ)/n the result of Erdo˝s and Re´nyi shows a
typical existence of a linear sized connected component, it does not imply that a longest path in
such a random graph is whp linearly long. This was established about 20 years later by Ajtai,
Komlo´s and Szemere´di [1], the following is a version of this result which can be found in [5,
Theorem 8.1].
Theorem 2.1 [5] Let 0 < θ = θ(n) < lnn − 3 ln lnn and p = θn . Then Gn,p contains whp a
path of length at least (
1−
4 ln 2
θ
)
n.
By using Theorem 2.1, we finish the proof of Theorem 1.1 as follows.
Proof of Theorem 1.1, the remain part: Denote by UessX the essential supremum of Xe. In the
case where UessX =∞, for any given M > 0, let p = p(M) = H(2M) > lnn/2n. By Theorem 2.1
with θ(n) = lnn/2, Gn,p contains whp a path of length at least (1− 4 ln 2/θ)n. This means that,
for last passage percolation on Gn, there exists whp a path, say π, of length (1− 4 ln 2/θ)n, such
that for each e ∈ π, Xe > 2M .
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Based on the long path π, now we go to construct a path π¯ ∈ Π1,n, such that π¯ differs from
π for only several edges. Denote by E(1), E(n) the set of edges with 1, n as one of its endvertex
respectively. Suppose the path π is divided into i0 pieces, say π1, π2, . . . , πi0 , after 1, n and all
edges in E(1), E(n) are deleted. Clearly, one has 1 ≤ i0 ≤ 3. Denote by uj, vj the endpoints of
path πj , 1 ≤ j ≤ i0. Let π¯ be the resulted self-avoiding path after 1, n and π1, π2, . . . , πi0 are
connected by edges 〈1, u1〉, 〈v1, u2〉, . . . , 〈vi0−1, ui0〉 and 〈vi0 , n〉.
By the construction of π¯, there are at least (1− 4 ln 2/θ)n− 4 common edges between π¯ and
π, then T (π¯), the passage time of π¯, ≥ [(1− 4 ln 2/θ)n− 4]× 2M >Mn. So, whp, one has
Wn
n
> M.
By the existence part of Theorem 1.1, one has µ > M and then µ = UessX =∞.
In the case where UessX <∞, for any given δ > 0, let p = p(δ) = H(U
ess
X −δ) > lnn/2n = θ/n.
By using the same argument as above, whp, one can construct a long path π¯ ∈ Π1,n such that
T (π¯) ≥ [(1− 4 ln 2/θ)n− 4]× (Uess − δ) > (Uess − 2δ)n. So, one has whp
Wn
n
> UessX − 2δ.
By the existence part of Theorem 1.1, one has µ > UessX − 2δ and then µ = U
ess
X . 
By using the result of Theorem 2.1, we can also give a proof to Theorem 1.2.
Proof of Theorem 1.2: Suppose that f(n) satisfy H(f(n)) = lnn/n. By using Theorem 2.1 to
random graph Gn,p/2 and the monotonicity, we have in Gn,p, whp, there exists a path π of length
at least (1− 8 ln 2/lnn)n. In other words, for last passage percolation on Gn, whp, there exists
a path π of length at least (1− 8 ln 2/lnn)n, such that Xe > f(n) for any e ∈ π. Construct a
path π¯ ∈ Π1,n as done in the proof of Theorem 1.1, such that T (π¯) ≥ [(1− 8 ln 2/lnn)n− 4]f(n).
Then, for any ǫ > 0, whp Wn ≥ T (π¯) ≥ (1 − ǫ)f(n)n. Thus we get the lower bound part of the
theorem.
The upper bound part of the theorem is quite simple, and it follows from the fact that, if all
edge passage times are less than g(n), then Wn/n ≤ g(n). Actually, by the condition on g(n),
one has
P(∃ e such that Xe > g(n)) ≤
(
n
2
)
H(g(n)) ≤ n2H(g(n))→ 0
as n→∞. 
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3 Depth First Search and the proof of Theorem 1.4.
In this section we will prove Theorem 1.4. In Section 2, we tried to construct a long bad enough
path with high probability. But to finish the proof of Theorem 1.4, we are asked to construct a
long not so bad path with probability tends to 1 fast enough. To this end, based on [20], we first
introduce the Depth First Search algorithm for finding long path in graphs.
Let G = ([n], E) be a graph on vertex set [n] = {1, 2, . . . , n}. The algorithm receives as an
input G, and maintains three sets of vertices, and a set of edges. Let S be the set of vertices
whose exploration is complete, T be the set of unvisited vertices, and U = [n] \ (S ∪T ). Let Eˆ be
the set of edges in En whose exploration is complete, recall that En is the edge set of complete
graph Gn.
The algorithm initializes with S0 = U0 = ∅, T0 = [n] and Eˆ0 = ∅. Suppose that (St, Ut, Tt, Eˆt)
be well defined, we define (St+1, Ut+1, Tt+1, Eˆt+1) as the following.
In the case when Ut 6= ∅, let x be the last vertex that has been added to Ut, then we try to
look for a vertex y such that edge 〈x, y〉 /∈ Eˆt. If such a vertex exists, let y be the smallest one,
then let St+1 = St, Ut+1 = Ut ∪ {y}, Tk+1 = Tt \ {y} and Eˆt+1 = Eˆt ∪ {〈x, y〉}, if y ∈ Tt and
〈x, y〉 ∈ E; let St+1 = St, Ut+1 = Ut, Tk+1 = Tt and Eˆt+1 = Eˆt ∪ {〈x, y〉} otherwise. In the
case when such a vertex does not exist, let St+1 = St ∪ {x}, Ut+1 = Ut \ {x}, Tk+1 = Tt and
Eˆt+1 = Eˆt.
In the case when Ut = ∅, Tt 6= ∅, denote by x the smallest one in Tt and then let St+1 = St,
Ut+1 = {x}, Tk+1 = Tt \ {x} and Eˆt+1 = Eˆt.
The algorithm stops whenever Ut = Tt = ∅.
Observe that the DFS algorithm starts revealing a connected component C ofG at the moment
the smallest vertex of C gets into U and completes discovering all of C when U becomes empty
again. The period of time between two consecutive emptying of U is called an epoch, and each
epoch corresponds to one connected component of G. Denote by Nc(G) the number of connected
components of G.
For the DFS algorithm defined above, the following properties are immediate to verify:
(P1) at each round of the algorithm, at most one edge of En is checked (whether or not lies in
E) and then enters Eˆ. When no edge is checked, one vertex moves: either some vertex move
from U to S, or some vertex of T , which is the smallest one of some connected component
of G, moves from T to U . Then the DFS process stops at time N = n+Nc(G) +
(
n
2
)
.
(P2) at any time t, each edge in {〈u, v〉 : u ∈ St, v ∈ Tt} ⊂ En has been checked before t to
be not in E. This implies that |Eˆt| ≥ |St| × |Tt|.
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(P3) the set U always spans a path. This implies that, G contains a path of length
sup
1≤t≤N
|Ut| − 1.
Step S U T Eˆ
0 ∅ ∅ {1, 2, 3, 4, 5} ∅
1 ∅ {1} {2, 3, 4, 5} ∅
2 ∅ {1} {2, 3, 4, 5} {e1 = 〈1, 2〉}
3 ∅ {1} {2, 3, 4, 5} {e1, e2 = 〈1, 3〉}
4 ∅ {1, 4} {2, 3, 5} {e1, e2, e3 = 〈1, 4〉}
5 ∅ {1, 4} {2, 3, 5} {e1, e2, e3, e6 = 〈2, 4〉}
6 ∅ {1, 4} {2, 3, 5} {e1, e2, e3, e6, e8 = 〈3, 4〉}
7 ∅ {1, 4} {2, 3, 5} {e1, e2, e3, e6, e8, e10 = 〈4, 5〉}
8 {4} {1} {2, 3, 5} {e1, e2, e3, e6, e8, e10}
9 {4} {1} {2, 3, 5} {e1, e2, e3, e6, e8, e10, e4 = 〈1, 5〉}
10 {1, 4} ∅ {2, 3, 5} {e1, e2, e3, e6, e8, e10, e4}
11 {1, 4} {2} {3, 5} {e1, e2, e3, e6, e8, e10, e4}
12 {1, 4} {2, 3} {5} {e1, e2, e3, e6, e8, e10, e4, e5 = 〈2, 3〉}
13 {1, 4} {2, 3, 5} ∅ {e1, e2, e3, e6, e8, e10, e4, e5, e9 = 〈3, 5〉}
14 {1, 4} {2, 3, 5} ∅ {e1, e2, e3, e6, e8, e10, e4, e5, e9, e7 = 〈2, 5〉}
15 {1, 4, 5} {2, 3} ∅ {e1, e2, e3, e6, e8, e10, e4, e5, e9, e7}
16 {1, 3, 4, 5} {2} ∅ {e1, e2, e3, e6, e8, e10, e4, e5, e9, e7}
17 {1, 2, 3, 4, 5} ∅ ∅ {e1, e2, e3, e6, e8, e10, e4, e5, e9, e7}
Figure 1: Let e1, e2, . . . , e9, e10 denote edge 〈1, 2〉, 〈1, 3〉 . . . , 〈3, 5〉, 〈4, 5〉 respectively. The
above is the DFS process for graph G = ([5], E) with E = {〈1, 4〉, 〈2, 3〉, 〈2, 5〉, 〈3, 5〉}.
The following proposition exploit the features of DFS algorithm to derive the existence of long
path in graph G.
Proposition 3.1 [3] Let k < n be positive integers. Assume that G = ([n], E) is a graph on
[n], containing an edge between any two disjoint subsets S, T ⊂ [n] of size |S|=|T |=k. Then, G
contains a path of length n− 2k + 1.
Proof: Run the DFS algorithm on G, let τ = inf{t : |St| = |Tt|}. Note that by property (P1),
τ is well defined. Since G has no edge between Sτ and Tτ by property (P2), it follows from the
assumption of the proposition that |Sτ | = |Tτ | ≤ k − 1. Then, by property (P3), G contains a
path of length at least |Uτ | − 1 = n− |Sτ | − |Tτ | − 1 ≥ n− 2k + 1. 
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Now, we run the DFS algorithm on random graph Gn,p = ([n], E) and define the random DFS
process {(St, Ut, Tt, Eˆt) : 0 ≤ t ≤ N}, where N = n+
(
n
2
)
+Nc(Gn,p) is a random variable. Note
that in the random case, at each round of the algorithm, when a edge e ∈ En is checked, the
content is changed from “whether or not e ∈ E” to “whether or not e ∈ E”.
Proof of Theorem 1.4: Let’s consider the last passage percolation on Gn, assume that the time
constant µ <∞. For any x > 0, such that p := H(µ− x) < 1, take ǫ > 0 small enough such that
x′ = µ− (µ− x)/(1− 2ǫ) > 0. Let p′ = H(µ− x′), and consider the random graph Gn,p′ .
Let k = ⌊ ǫn2 ⌋, then the probability that there exists disjoint S, T ⊂ [n], |S| = |T | = k, such
that Gn,p′ contains no edge between S, T is at most(
n
k
)(
n− k
k
)
(1− p′)k
2
≤
(
n
k
)2
e−p
′k2 ≤
(en
k
)2k
e−p
′k2 ≤ Cn1 e
−C2n
2
, (3.1)
where C1 = (2e/ǫ)
ǫ > 1 and C2 = ǫ
2H(µ− x′)/5 > 0. On the other hand, if in Gn,p′ there exists
long path with length at least n− 2k+1, then as we have done in Section 2, this means that, for
last passage percolation on Gn, Wn ≥ (n− 2k− 3)(µ− x′). Hence, by Proposition 3.1 and (3.1),
P(Wn ≤ (µ− x)n) = P(Wn ≤ (1− 2ǫ)(µ− x′)n)
≤ P(Wn < (n− 2k − 3)(µ− x′))
≤ Cn1 e
−C2n
2
.
We get the upper bound part of the theorem.
It is easy to see that, if the passage times of all edges are less than µ−x, then Wn ≤ (µ−x)n.
This implies that
P(Wn ≤ (µ− x)n) ≥ (1 − p)
n
2
−n
2 = (1− p)−n/2e−[
1
2
ln 1
1−p
]n2 = cn1 e
−c2n
2
.
Thus, we get the lower bound and finish the proof of the theorem. 
Proof of Corollary 1.5: First of at all, by the upper bound given in Theorem 1.4, one has for
small enough x > 0,
Var
(
Wn
n
)
= E
(
Wn
n
)2
− E2
(
Wn
n
)
≤ µ2 − (µ− x)2
(
1− Cn1 e
−C2n
2
)2
≤ µ2 − (µ2 − 2x)
(
1− 2Cn1 e
−C2n
2
)
≤ 2x+ 2µ2Cn1 e
−C2n
2
,
(3.2)
where C1 = (2e/ǫ)
ǫ
and C2 = ǫ
2H(µ− x′)/5 are given in (3.1).
In the case of P(Xe = µ) = p0 > 0, one has H(µ − x) ≥ p0 > 0 for all 0 < x < µ. Now, for
small enough x > 0, take x′ = x/2, then x/4µ ≤ ǫ = x/(4µ− 2x) ≤ x/3µ, and
C1 ≤
(
6eµ
x
)x/3µ
, C2 ≥
p0
80µ2
x2. (3.3)
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Note that here we have used the fact that (1/x)
x
is increasing in x, while x < e. Take x = Dlnn/n
with D = 27µ/p0, then
Cn1 e
−C2n
2
≤ exp
{
−
(
272
80
− 9
)
1
p0
ln2 n
}
.
Hence, by (3.2),
Var
(
Wn
n
)
≤ D1
lnn
n
, (3.4)
for some D1 > 2D.
In the case when H is left continuous at µ, i.e. limy→µ− H(y) = H(µ) = 0. For small enough
x > 0, let x′ = x/2, then C1 has the same upper bound as in (3.3) and C2 ≥ H(µ− x/2)x2/80µ2.
Noticing that xH(µ − x/2) is strictly monotonic in x, we define x¯(n) be the unique solution of
equation lnn/n = xH(µ− x/2). Clearly x¯(n) ≥ lnn/n.
Now, Let x = C3x¯(n) with C3 = 27µ, then C4 := C
2
3/80µ
2 − C3/3µ > 0 and
Cn1 e
−C2n
2
≤ e−C4x¯(n)n lnn ≤ n−C4 lnn.
Hence, by (3.2),
Var
(
Wn
n
)
≤ D2x¯(n), (3.5)
for some D2 > 2C3. 
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