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1. INTRODUCTION 
The inversion of the convolution transform 
F(x) = j-= G(x - t) z/(t) dt 
--m 
U-1) 
using differential operators was first proposed by Widder in 1947 [12]. During 
the next few years Hirschman and Widder studied these transforms in detail 
and enlarged the class of kernel functions G(x) [4]. The characteristic property 
of these kernels is that their bilateral Laplace transforms are the reciprocal of 
entire functions that have real zeros only. A fundamental result in this 
theory is [4, p. 571, 
THEOREM A. I f  
(i) E(s) E E, (that is, 
E(s) = eb” jj (1 - $1 esjalc, 
where b, ak are real constants and C ai < co and s is a complex number), 
(ii) G(t) = & I”, -& ds, 
(iii) G(t) E B * C(-CO, co) (i.e., tj is bounded and continuous), and 
(iv) F(x) = Irn G(x - t) #(t) dt, 
-co 
then 
Copyright 0 1975 by Academic Press, Inc. 
All rights of reproduction in any form reserved. 
526 C. NASIbT 
where 
Later Widder [13] extended the result to such kernels whose bilateral 
Laplace transforms E(s) are meromorphic functions expressed as 
E(s) = Er(s)/E,(s), the quotient of two entire functions with real zeros. His 
work is quite general but requires stringent conditions on the functions 
involved. More recently, Tanno wrote a series of articles [5-81 in which he 
was able to dispense with some of these conditions by examining in detail 
the properties of the transforms while restricting the class of kernels. Next, 
Ditzian and Jakimovski [l-3] analyzed and introduced a generalization of the 
class of kernels treated by Tanno. 
For all these classes of kernels, the inversion of (1.1) can still be accom- 
plished by operating with the differential operator E(D) to F(x), but now the 
interpretation of this operation may not be the same as in the Theorem A. 
The other interpretation of 
E(D)F(x) = E&D) L &P) WI (1.4 
is that E,(D) applied top(x) is considered as a convolution, and l/E,(D) is, as 
before, the infinite order differential operator of Theorem A. Thus, the 
convolution transform (1.1) is inverted in two steps, the first of which is an 
integration and the second a differential operator of infinite order. 
Now, of course, it is an easy matter to apply the previous theory to integral 
transforms of the type (1.5). I now state a corresponding result, [14, Theorem 
2.11, for reference. 
THEOREM B. 
(ii) if 
(iii) if 
exists ,for some x > 0, then for almost all x > 0 
E(@) f(x) = ?w 
where 6 = -x(d/dx). 
(1.3) 
(1.4) 
INVERSION FORMULA FOR INTEGRAL TRANSFORMS 527 
The assumption (ii), defines E(s) as the reciprocal of the Mellin transform 
of the kernel K(X) of the integral transform (1.3). E(0) is the limit of a poly- 
nomial in 0. Thus, (1.3) can be inverted as in (1.4), with a suitable inter- 
pretation of E(B), for the class of kernels, whose Mellin transforms are 
meromorphic functions, considered by the various authors mentioned 
previously. 
In the present paper I shall study the inversion of the integral transform 
f(x) = IO- %4 W 4 (1.5) 
where K(X) is the generalized Fourier-Watson kernel; the precise definition 
of this class of kernels will be given in Section 2. This kernel was introduced 
by Watson [l 11, and a very good account and applications of such kernels are 
given in [IO, Chap. 8, p. 2201. Th e c ass 1 of Fourier-Watson kernels, that I 
shall treat here has the property that Mellin transform K(s) of the kernels is 
a meromorphic function with real zeros and poles and expressed as 
K(s) = L(s)/L(l - s), which satisfies the functional equations 
K(s) KU - s) = I, K(& + it)\ = 1, --co<t<cQ. 
It shall be shown that in this case, also, 
-w f(x) = K4 
as expected, where E(s) is defined in assumption (i) of Theorem B. The 
operation of E(B) onf(X) is suitably interpreted in such a way so as to invert 
(1.5) in two steps, similar to the interpretation given to Eq. (1.2). Extensive 
use is made of P-theory and Mellin transform theory in this paper. 
Throughout this paper I shall denote 
1 
s 
l/Z&T 
1.i.m. _ 
T+a hi by li2-iT 
2. PRELIMINARIES 
DEFINITION 1. The function K(X) E D, if and only if 
(i) There is defined K(s) such that 
K(s) KU -s)=l and ( K($ + it)\ = 1, 
(ii) k,(x) = & ~l'zLim K(s) x1-~ ds, 
77 l/2-& 1 - s 
528 C. NASIM 
(iii) R,(x) = zk(t) dt, 
s 
and 
0 
(iv) X-~%,(X) is bounded. 
This definition is given in [lo, p. 2271. 
From the definition of the class E, , one can deduce the following properties 
of the function E(s) E E. [15, pp. 1741771. 
PROPERTIES. 
/fl--t~, uniformly in [ (T j < R, 
where R > 0 and some p > 0. 
(II) If p = 2, 
1 
E(u + it) 
EL(-co, co) for each cr in ) o / < / a, : , 
where a, is a root of E(s) nearest the origin. 
1 
(‘I’) E(CT + it) 
-+ 0 as 1 t 1 + cc uniformly in any vertical strip of 
the complex plane. 
(IV) l 
E(u + it) 
is analytic in / u 1 < j a, j . 
I shall now prove a few lemmas using the definitions and properties stated 
previously. 
LEMMA 1. Let E(s) E E. and be zero-free in the strip 1 CT ) < 4. If  
1 
L(s) = E(s) and +) = & .r,;;l:“: L(s) x-s ds, (2.1) 
then 
(i) the integral is absolutely convergent, 
(ii) Z(X) E Cm, 
(iii) (--l)r ‘(>A ‘) L(s) E L2 (-& - ice, + + im) , and 
S 
(iv) x71(I)(x) E L2(0, c0), r = 0, 1, 2 ,.... 
Proof. Since a, > 4, therefore by Property (II), (i) follows immediately. 
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By Property (I), (2.1) d e fi nes Z(X) as a function of class Cm, and therefore, 
wx) = g c-y= r$&” L(s) x-8-P ds, r = 0, 1, 2 ,.... (2.2) 
Now 
which belongs to L2(-CO, 03) if p > r + 4; thus, (2.2) exists in the mean 
square sense. By Mellin transform theory, x’Z(~)(X) eL2(0, co), where (2.2) 
defines (-I)’ Z’(s + r)/p(s) L(S) as the Mellin transform of x’Z(~)(X), whereas 
L(s) is the Mellin transform of Z(X), in particular Z(x) EL~(O, oz). 
LEMMA 2. Let $(t) gL2(0, co). If+(x) = (l/x) Jt $(t) dt, then 
(i) C(x) E C(O, a>, 
(ii) xllz$(X) --f 0 as x -+ 0 or co, 
(iii) C(x) ELs(0, 03), 
(iv) x4’(x) ELZ(O, co). 
Proof. The conclusion (i) follows immediately from the definition of 
=+0(l) as x -+ 0, 
since #(t) eL2(0, co). Hence, 
x112$(x) -+ 0 as x 3 0. 
Also 
Therefore, 
‘- 
(2.3) 
R)li2. 
The left-hand side is independent of R and hence must be zero since the 
right-hand side = O(1) as R + 0~). Thus, x~/~$(x) --t 0 as x -+ co, which 
along with (2.3) proves assertion (ii). 
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Now, since #(x) ~La(0, co), its Mellin transform exists and is given by 
Y(s) = s,i t)(x) x”-l dx. (2.4) 
Furthermore, Y(S) EL~(+ - ice, 4 + ice). By integrating (2.4) by parts, we 
obtain 
Y(s) = [xc)(x) 2-‘-J; - (s - 1) lorn x4(x) .?--a dx. 
The integrated term is 
on Re(s) = 4 and therefore vanishes at both the limits by virtue of conclusion 
(ii). Hence, 
Y(s) = (1 - S) f,= 4(x) x8-l dx 
= (1 - S) D(S), 
on Ii(s) = -$, where D(s) d enotes the Mellin transform of $(x). Now 
Q(s) = (l/(1 - s)) Y(s), which certainly EL2(4 - ic0, $ + ic0), since Y(s) 
does, and therefore +(x) EL~(O, co), as required. 
Finally, we observe that 
X+‘(X) = c/(x) - d(x), a.e. 
for all x > 0. Thus, xc’(x) EL~(O, co since both #(x) and #J(X) EL~(O, co). For ) . 
alternative proofs of (ii) and (iii) see [9, p. 3961. 
LEMMA 3. Let 
(9 44 E D, 
(ii) d(x) as in Lemma 2, 
(iii) f(x) = Jr K(xt) 4(t) dt. 
Then f(x) E L2(0, co) and &2f(x) is bounded. 
Proof. By integration by parts, 
f (4 = Irn 44 4(t) dt 
= ; [h&d) r)(t)]; - ; f= h&t) C’(t) dt. 
n 
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Now t-lj2K(t) is bounded. Therefore, the integrated term is O(tl12$(t)), which 
vanishes at both the limits due to (ii) of Lemma 2. Thus, 
f(x) = - 1 jam k,(xt) +‘(t) dt. (2.5) 
From Definition 1, 
-=y 
X 23Ta 
Now j K(s)/1 - s j = O(t-l) on s = 4 + it. Hence, cL2(- 00, co), and there- 
fore k,(x)/x EL~(O, co). Al so, X+‘(X) eL2(0, co) by Lemma 2 and by the 
Parseval theorem for L2 functions Eq. (2.5) then gives 
fcx) = - + * & jl,, j$ x1-’ . (s - 1) @(I - s) ds, 
where --s Q(s) is the Mellin transform of x$‘(x) and K(s)/(l - s) x1+ is the 
Mellin transform of k,(xt)/t (as a function of t) or 
f(x) = & jl,2 K(s) @(I - s) x-s ds. 
Thus, the Mellin transform off(x) is 
F(s) = K(s) @(l - s) a.e. (2.6) 
on s = i. + it, - cg < t < 00. Since j K($ + it)] = 1, it follows that 
I F(& + ql = I @(+ - ;t>i , 
which E L2(- cc, co) due to (iii) of Lemma 2. Thus, 
F(s) EL2(i - ice, Q + ho), 
and hence f(x) E L2(0, CO), which proves the first part of Lemma 3. Next, by 
Schwarz’s inequality, (2.5) gives 
Hence, cliff is bounded. 
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THEOREM. Let 
(9 
(ii) 
(iii) 
(iv> 
(9 
(4 
where 
Then 
Proof. 
4(x) = + lz i)(t) dt, where 4(t) ELe(O, co), 
k(x) E D, 
f(x) = f  44 d(t) dt, x > 0, 
K(s) = L(s)/L(l - s), 
1 /L( 1 - s) E E, and zero free in 1 R(s)1 < 4, 
W = j- @Y) f  (Y) dY> 
0 
z(x) = & j-,9 L(s) x-$ ds. 
L(l] 0) w = ?w a*e where e--,g. 
By Lemma 3, f(x) EL~(O, co), and by Lemma 1, I(x) eL2(0, co). 
Therefore, the integral 
R(x) = JU @Y) f  (Y) dY 0 
is absolutely convergent, and R(x) is well defined for all x > 0. Furthermore, 
by the Parseval theorem, 
W = j-= +Y) f(r) d. 
0 
1 z- 
s 2?ri I.‘2 
L(s) F( 1 - S) x-~ ds. 
From (2.6) and assumption (iv) we have, 
F(s) = K(s) @(I - s) 
L(s) @(l - S) 
- L(l - s) 
(2.7) 
L(s)F(l - S) = L(1 - S) CD(S) 
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a.e. on R(s) = 4. Thus, (2.7) becomes 
R(x) = & J*I:BL(l - s) D(s) x-~ ds. (2.8) 
Now Q(s) x+ is the Mellin transform of $(xt) (as a function of t), which 
EJY(O, co), and L(s) is the Mellin transform of Z(X) EL~(O, CD). Hence, by the 
Parseval theorem, (2.8) gives 
R(x) = j-w I$(&) Z(t) dt 
0 
(2.9) 
where B(v) = (1 /v) Z(l/v). The Mellin transform of B(v) is 
and by hypothesis (v), E(s) = l/L(l - s) E I?, . Also, the integral (2.9) con- 
verges absolutely for all x > 0 since both 4(t) and Z(t) fL2(0, co). Now all the 
conditions of Theorem B are satisfied. Hence, the integral equation, (2.9), can 
be inverted to give 
that is, 
E(0) R(x) = +(a$ a.e. 
where 
s-x$. 
EXAMPLES. Some of the well-known kernels are of the Class D and satisfy 
the conditions of my main theorem. A few examples are given here. 
(1) If k(x) = (2/77)lj2 sin x, then 
Z(x) = xc!-@ and 
1 22 
L(1 - e> = q1 - $6) * 
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(2) If K(X) = (2/r)‘/” cos x, then 
I(x) = e-P and 
1 2:(1-s, 
L(l - 0) = q1 - 0’2) . 
(3) If k(x) = xllaJV(x), (R(V) > -l), then 
qx) = 2+-&v+&+G and 
I 29 
L(l - 0) = T(&v - $0 + g. 
Examples 1 and 2 are special cases of Example 3 and are dealt with by the 
author elsewhere. 
(4) If K(X) = rrJV(27r&a), (R(v) > -1) then 
Z(x) = ,t*e-,s and 
1 ,l-t+$U 
L(l - tq = q1 - 0 + +u) * 
(5) If k(x) = x112{(2/n) K,,(X) - YO(x)}, then 
Z(X) = 4~lj~K,, (t x2] and L(l \ e) = r2iyio) . 
(6) If 
(-1 < R(v) < l), then 
and 
Z(x) = 4x~K&ca) 
1 28-l/2 
L(l - 6) qg + *v - *8) I-(% - &J - $0) . 
The kernels of Examples 4, 5, and 6 arise in summation formulas involving 
number theoretic functions. 
In all these examples, the differential operator is of the type l/r(~ + /30), 
where 0 = --x(d/dx). 
The operator will be interpreted as 
Now A+ = (~/n)~, and for any polynomial P(O), P(O) xa = ~(-a) XQ. 
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Hence, for E(B), the limit of polynomials, E(B) xa = E(--ol) xa. Thus, 
(2.10) 
I shall now elucidate Example 1. Here, k(x) = (2/7r)112 sin X, and its Mellin 
transform is K(s) = (2/r)‘/” r(s) sin $7~. It is now a simple matter to verify 
that 
(i) jK(++it)l =l,-co<<<co, 
(ii) K(s) K(1 - s) = 1. 
Also, 
(iii) k,(x) = iz k(t) dt = (:)‘l’ (1 - cos x), 
which is 0(x2) as x -+ 0 and O(1) as x -+ co. Thus, k(x) belongs to the 
Class D. 
Now, 
l(x) = xe-:"2, 
whose Mellin transform is 
L(s) = 2r-i”r(& + $s). 
Thus, one can now verify the crucial relation 
K(s) L(l - S) = L(S). 
To show that l/L(l - s) E E,, , observe that 
1 
q1 - s) 
= e-ys fi (1 - s/k) eslk. 
h-=1 
Hence, 
1 23 
L(l - s) = q1 - 4s) k=l 
which belongs to the Class E,, , where the constant 
b s $ (log 2 - y) and g&2 < O”- 
Next I shall verify the main result. 
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Let 
4(x) = xe4 and k(x) = (2jn)lj2 sin x. 
Then f(x) = 2-3/2xe-s2/4 and 
R(x) = (;)l” ~(1 + 2%2)--3/Z = 21/2 f (- ‘1’ ;r + i? 242’i-‘. 
k=O 
Now 
L(l 1_ @) @) = p/2 f C-l)” ;y + 8 2’i L(l \ 8) X2kfl, 
k=O 
where 
1 2+9 2-k-i 
L(l - 0) 
x‘=+l = r(l _ qe) $k+l = 
p(k + $) x2k+1y 
by using the result (2.10). Thus, 
L(l \ @) qx) = f  w~,xz7~+1 = .2”&, 
k=O 
which is 4(x) as predicted. 
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