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Abstract By using the sequential effect algebra theory, we establish the partitions
and refinements of quantum logics and study their entropies.
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1. Introduction
Quantum entropy or Von Neumann entropy, which is a counterpart of the classical
Shannon entropy, is an important subject in quantum information theory ([1]). In
order to study the entropy of partition of quantum logics, in [2], the author tried to
define the partitions and refinements of quantum logics, nevertheless, his methods
are only suitable for classical logics, the essential reasons are that the classical logics
satisfy the distributive law but quantum logics do not. In this paper, by using the
sequential effect algebra theory, we establish really effective refinement methods of
quantum logics and study their entropies.
2. Classical logics and quantum logics
As we know, the classical logics can be described by the Boolean algebras and the
quantum logics can be described by the orthomodular lattices ([2-5]). The classical
probability or Shannon entropy was based on the classical logics and quantum en-
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tropy was established on the quantum logics ([1]). Now, we recall some elementary
notions and conclusions of Boolean algebras and the orthomodular lattices.
Let (L,≤) be a partially ordered set. If for any a, b ∈ L, its infimum a∧ b and
supremum a ∨ b exist, then (L,≤) is said to be a lattice. If (L,≤) is a lattice and
for any a, b, c ∈ L, we have
a ∧ (b ∨ c) = (a ∧ b) ∨ (a ∧ c), (1)
a ∨ (b ∧ c) = (a ∨ b) ∧ (a ∨ c), (2)
then we say that (L,≤) satisfies the distributive law. Let (L,≤) be a lattice with the
largest element I and the smallest element θ. If there exists a mapping ′ : L→ L
such that for each a ∈ L, a ∨ a′ = I, a ∧ a′ = θ, (a′)′ = a and b′ ≤ a′ whenever
a ≤ b, then (L,≤) is said to be an orthogonal complement lattice. Let (L,≤) be an
orthogonal complement lattice. If a, b ∈ L and a ≤ b, we have
b = a ∨ (b ∧ a′), (3)
then we say that (L,≤) satisfies the orthomodular law.
Definition 2.1 Let (L,≤) be an orthogonal complement lattice. If (L,≤)
satisfies the distributive law, then (L,≤) is said to be a Boolean algebra; if (L,≤)
satisfies the orthomodular law, then (L,≤) is said to be an orthomodular lattice.
Example 2.1 Let X be a set and 2X be its all subsets. Then (2X ,⊆) is a
Boolean algebra.
Example 2.2([4-5]) Let H be a complex Hilbert space, P (H) be the set of all
orthogonal projection operators on H , P1, P2 ∈ P (H). If we define P1 ≤ P2 if and
only if P1P2 = P2P1 = P1, then (P (H),≤) is an orthomodular lattice.
Example 2.2 is the most important and famous quantum logic model which
was introduced in 1936 by Birkhoff and von Neumann ([4]).
Let (L,≤) be an orthomodular lattice and a, b ∈ L. If a ≤ b′, then we say that
a and b are orthogonal and denoted by a ⊥ b. A subset {a1, a2, · · · , an} of L is said
to be an orthogonal set if a1 ⊥ a2, (a1 ∨ a2) ⊥ a3, · · · , (a1 ∨ a2 ∨ · · · an−1)⊥an.
Let (L,≤) be an orthomodular lattice and s : L→ [0, 1] be a mapping from L
into the real number interval [0, 1]. If s(I) = 1 and s(a∨ b) = s(a) + s(b) whenever
a⊥b, then s is said to be a state of (L,≤).
It is clear that if s is a state of (L,≤) and {a1, a2, · · · , an} is a finite orthogonal
subset of L, then s(∨ni=1ai) =
∑n
i=1 s(ai).
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In [2], the author defined the following three concepts:
Let (L,≤) be an orthomodular lattice and s be a state of (L,≤), {a1, a2, · · · , an}
be a finite orthogonal subset of L. If s(∨ni=1ai) = 1, then {a1, a2, · · · , an} is said to
be a partition of (L,≤) with respect to the state s. If {a1, a2, · · · , an} is a partition
of (L,≤) with respect to the state s and for each b ∈ L,
s(b) =
n∑
i=1
s(a ∧ b),
then s is said to have the Bayes property. Moreover, let {a1, a2, · · · , an} and
{b1, b2, · · · , bm} be two partitions of (L,≤) with respect to the state s. Then
the set {ai ∧ bj : i = 1, 2, · · · , n; j = 1, 2, · · · , m} is said to be a refinement of the
partitions {a1, a2, · · · , an} and {b1, b2, · · · , bm} .
By the distributive law of Boolean algebra, it is clear that each state on the
Boolean algebra has the Bayes property. However, the following example shows
that there is no state s on (P (H),≤) with the Bayes property, where H is a
complex Hilbert space with dim(H) = 2. Moreover, our example shows also that
the concept of refinement of partitions is also not effective for (P (H),≤).
Example 2.3 Let H be a complex Hilbert space with dim(H) = 2 and a1 =
{(0, z) : z ∈ C}, a2 = {(z, 0) : z ∈ C}. If P1, P2 are the orthogonal projection
operators from H onto a1 and a2, respectively, then for any state s, A = {P1, P2} is
a partition of (P (H),≤) with respect to state s. Let b1 = {(
√
2z
2
,
√
2z
2
) : z ∈ C}, b2 =
{(−
√
2z
2
,
√
2z
2
) : z ∈ C} and Q1, Q2 are the orthogonal projection operators on b1
and b2, respectively. Then Pi ∧ Qj = 0, i, j = 1, 2. So ∨
n
i=1(Pi ∧Qj)) = 0, j = 1, 2.
If state s has the Bayes property, then we have s(Qj) = s(0) = 0, j = 1, 2, so
s(Q1) + s(Q2) = 0. On the other hand, note that Q1⊥Q2 and Q1 ∨ Q2 = I, so
1 = s(I) = s(Q1) + s(Q2) = 0, this is a contradiction and so there is no state s on
(P (H),≤) which has the Bayes property. Moreover, since Pi ∧ Qj = 0, i, j = 1, 2,
so {Pi ∧ Qj : i, j = 1, 2} cannot be considered as a refinement of two partitions
{P1, P2} and {Q1, Q2}.
Example 2.3 told us that we must redefine the refinement concept of partitions
of quantum logics.
In quantum theory, we have known that each orthogonal projection operator
can be looked as the sharp measurement. For two sharp measurements P and Q, if
P is performed first and Q second, then PQP have important physics meaning ([6-
8]). If {P1, P2, · · · , Pn} and {Q1, Q2, · · · , Qm} are two orthogonal sets of (P (H),≤)
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and ∨ni=1Pi = I, ∨
m
i=1Qi = I, then we may try to use
{QjPiQj , i = 1, 2, · · · , n, i = 1, 2, · · · , n; j = 1, 2, · · · , m}
as the refinement of {P1, P2, · · · , Pn} and {Q1, Q2, · · · , Qm}. However, note that,
in general, QjPiQj is not an orthogonal projection operator onH , that is, QjPiQj /∈
P (H), so we must to transfer the sharp measurements to unsharp measurements.
In 1994, Foulis and Bennett completed the famous transformation, that is, they
introduced the following algebra structure and called it as the effect algebra ([9]):
Let (E, θ, I,⊕) be an algebra system, where θ and I be two distinct elements
of E, ⊕ be a partial binary operation on E satisfying that:
(EA1) If a⊕ b is defined, then b⊕ a is defined and b⊕ a = a⊕ b.
(EA2) If a⊕ (b⊕ c) is defined, then (a⊕ b)⊕ c is defined and
(a⊕ b)⊕ c = a⊕ (b⊕ c).
(EA3) For every a ∈ E, there exists a unique element b ∈ E such that a⊕b = I.
(EA4) If a⊕ I is defined, then a = θ.
In an effect algebra (E, θ, I,⊕), if a ⊕ b is defined, we write a⊥b. For each
a ∈ E, it follows from (EA3) that there exists a unique element b ∈ E such that
a ⊕ b = 1, we denote b by a′. Let a, b ∈ E, if there exists an element c ∈ E such
that a⊥c and a ⊕ c = b, then we say that a ≤ b. It follows from [9] that ≤ is a
partial order of (E, 0, 1,⊕) and satisfies that for each a ∈ E, 0 ≤ a ≤ 1, a⊥b if and
only if a ≤ b′. If a ∧ a′ = 0, then a is said to be a sharp element of E.
Let H be a complex Hilbert space. A self-adjoint operator A on H such that
0 ≤ A ≤ I is called a quantum effect on H ([6-9]). If a quantum effect represents a
measurement, then the measurement may be unsharp ([6, 9]). The set of quantum
effects on H is denoted by E(H). For A,B ∈ E(H), if we define A⊕B if and only
if A+B ≤ I and let A⊕B = A+B, then (E(H), θ, I,⊕) is an effect algebra, and
its all sharp elements are just P (H) ([5-6, 9]).
Moreover, Professor Gudder introduced and studied the following sequential
effect algebra theory ([10-11]):
Let (E, θ, I,⊕) be an effect algebra and another binary operation ◦ defined on
(E, θ, I,⊕) satisfying that
(SEA1) The map b 7→ a ◦ b is additive for each a ∈ E, that is, if b⊥c, then
a ◦ b⊥a ◦ c and a ◦ (b⊕ c) = a ◦ b⊕ a ◦ c.
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(SEA2) I ◦ a = a for each a ∈ E.
(SEA3) If a ◦ b = θ, then a ◦ b = b ◦ a.
(SEA4) If a◦b = b◦a, then a◦b′ = b′◦a and for each c ∈ E, a◦(b◦c) = (a◦b)◦c.
(SEA5) If c ◦ a = a ◦ c and c ◦ b = b ◦ c, then c ◦ (a ◦ b) = (a ◦ b) ◦ c and
c ◦ (a⊕ b) = (a⊕ b) ◦ c whenever a⊥b.
Let (E, θ, I,⊕, ◦) be a sequential effect algebra. If a, b ∈ E and a ◦ b = b ◦ a,
then we say that a and b is sequentially independent and denoted by a|b.
Now, we use the sequential effect algebra theory as tools to study the partitions
and refinements of quantum logics and their entropies.
3. Partitions, refinements and their entropies
Let (E, θ, I,⊕, ◦) be a sequential effect algebra. A set {a1, a2, · · · , an} is said
to be a partition of (E, θ, I,⊕, ◦) if ⊕ni=1ai is defined and ⊕
n
i=1ai = I.
In following, we denote partitions A = {a1, a2, · · · , an}, B = {b1, b2, · · · , bm},
C = {c1, c2, · · · , cl}, and A ◦ B = {ai ◦ bj : ai ∈ A, bj ∈ B, i = 1, 2, · · · , n, j =
1, 2, · · · , m}. That A ◦B 6= B ◦ A are clear.
Let (E, θ, I,⊕, ◦) be a sequential effect algebra, A and B be two partitions of
(E, θ, I,⊕, ◦). Then it follows from (SEA1) and ([11, Lemma 3.1(i)]) that A ◦B =
{ai ◦ bj : ai ∈ A, bj ∈ B, i = 1, 2, · · · , n, j = 1, 2, · · · , m} is also a partition of
(E, θ, I,⊕, ◦). We say that the partition A ◦B is a refinement of the partitions A
and B.
Example 3.1([11]) Let (L,≤) be a Boolean algebra, a, b ∈ L. Let a ⊕ b be
defined iff a ∧ b = θ, in this case, a ⊕ b = a ∨ b, and define a ◦ b = a ∧ b. Then
(L, θ, I,⊕, ◦) is a sequential effect algebra.
Example 3.2([11]) Let X be a set and F(X) be the all fuzzy sets of X ,
µA˜, µB˜ ∈ F(X). Let µA˜ ⊕ µB˜ be defined iff µA˜ + µB˜ ≤ 1, in this case, µA˜ ⊕ µB˜ =
µA˜ + µB˜, and define µA˜ ◦ µB˜ = µA˜µB˜. Then (F(X), 0, 1,⊕, ◦) is a sequential effect
algebra.
Example 3.3([11]) Let H be a complex Hilbert space, if for any two quantum
effects B and C, we define B ◦ C = B
1
2CB
1
2 , then (E(H), 0, I,⊕, ◦) is a sequential
effect algebra. In particular, for any two orthogonal projection operators P and Q
on H , PQP = P
1
2QP
1
2 is a sequential product of P and Q.
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The above three examples showed that our refinement methods of the parti-
tions are not only suitable for classical logics, but also effective for fuzzy logics and
quantum logics.
Now, we begin to study the entropies of partitions and refinements of sequential
effect algebras. First, we need the following:
Let (E, θ, I,⊕, ◦) be a sequential effect algebra, s be a state of (E, 0, 1,⊕, ◦),
that is, s : E → [0, 1] be a mapping from E into the real number interval [0, 1] such
that s(I) = 1 and whenever a⊕ b be defined, s(a⊕ b) = s(a)+ s(b). Then for given
A,
sA : b→
n∑
i=1
s(ai ◦ b)
defines a new state sA, this is the resulting state after the system A is executed but
no observation is performed ([12]). Moreover, we denote s(b | a) by s(a ◦ b)/s(a) if
s(a) 6= 0 and 0 if s(a) = 0.
The entropy of A with respect to the state s is defined by
Hs(A) = −
n∑
i=1
s(ai) log s(ai).
The refinement entropy of A and B with respect to the state s is defined by
Hs(A ◦B) = −
n∑
i=1
m∑
j=1
s(ai ◦ bj) log s(ai ◦ bj).
The conditional entropy of B conditioned by A with respect to the state s is
defined by
Hs(B|A) = −
n∑
i=1
m∑
j=1
s(ai ◦ bj) log s(bj|ai).
Lemma 3.1([13]) (log sum inequality) For non-negative numbers a1, a2, · · · , an
and b1, b2, · · · , bn,
n∑
i=1
ai log
ai
bi
≥ (
n∑
i=1
ai) log(
∑n
i=1 ai∑n
i=1 bi
).
We use the convention that 0 log 0 = 0, a log a
0
=∞ if a > 0 and 0 log 0
0
= 0.
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In this paper, our main result is the following theorem which generalizes the
classical entropy properties ([2, 13-14]) to the sequential effect algebras.
Theorem 3.1 (i). Hs(A ◦B) = Hs(B|A) +Hs(A).
(ii). Hs(A|C) ≤ Hs(A ◦B|C).
(iii). Hs(B|A) ≤ HsA(B).
(iv). Hs(A ◦B) ≤ Hs(A) +HsA(B).
(v). max{HsA(B), Hs(A)} ≤ Hs(A ◦B).
(vi). Hs(B ◦ A|C) ≤ HsC (A|B) +Hs(B|C).
Proof. We only prove (vi). In fact, by Lemma 3.1, we have
HsC(A|B) +Hs(B|C)
= −
n∑
i=1
m∑
j=1
sC(bj ◦ ai) log sC(ai|bj)−
m∑
j=1
l∑
k=1
s(ck ◦ bj) log s(bj |ck)
= −
n∑
i=1
m∑
j=1
l∑
k=1
s(ck ◦ (bj ◦ ai)) log
∑l
k=1 s(ck ◦ (bj ◦ ai))∑l
k=1 s(ck ◦ bj)
−
m∑
j=1
l∑
k=1
s(ck ◦ bj) log
s(ck ◦ bj)
s(ck)
≥ −
n∑
i=1
m∑
j=1
l∑
k=1
s(ck ◦ (bj ◦ ai)) log
s(ck ◦ (bj ◦ ai))
s(ck ◦ bj)
−
m∑
j=1
l∑
k=1
s(ck ◦ bj) log
s(ck ◦ bj)
s(ck)
= −
n∑
i=1
m∑
j=1
l∑
k=1
s(ck ◦ (bj ◦ ai)) log
s(ck ◦ (bj ◦ ai))
s(ck)
= Hs(B ◦ A|C).
That concludes the proof.
Finally, we would like to point out that for the advances of sequential effect
algebras, see [15-18].
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