Nutritional deficiencies detection for coffee leaves is a task which is often undertaken manually by experts on the field known as agronomists. The process they follow to carry this task is based on observation of the different characteristics of the coffee leaves while relying on their own experience. Visual fatigue and human error in this empiric approach cause leaves to be incorrectly labeled and thus affecting the quality of the data obtained. In this context, different crowdsourcing approaches can be applied to enhance the quality of the data extracted. These approaches separately propose the use of voting systems, association rule filters and evolutive learning. In this paper, we extend the use of association rule filters and evolutive approach by combining them in a methodology to enhance the quality of the data while guiding the users during the main stages of data extraction tasks. Moreover, our methodology proposes a reward component to engage users and keep them motivated during the crowdsourcing tasks. The extracted dataset by applying our proposed methodology in a case study on Peruvian coffee leaves resulted in 93.33% accuracy with 30 instances collected by 8 experts and evaluated by 2 agronomic engineers with background on coffee leaves. The accuracy of the dataset was higher than independently implementing the evolutive feedback strategy and an empiric approach which resulted in 86.67% and 70% accuracy respectively under the same conditions.
INTRODUCTION
Crowdsourcing is widely used to solve multiple types of tasks that require large amounts of data. However, data extraction using crowdsourcing does not warranty data quality. Different crowdsourcing strategies have been proposed to enhance the quality of data obtained during the process. Some notable works propose the use of voting systems to control the quality of user answers. This voting systems may implement reputation for each user to add a weight to each answer or make workers vote for good answers. Yung et al. [7] proposed the evolutionary feedback strategy to further enhance the quality of data by propagating knowledge between users in a crowdsourcing context. These methods were proved effective to enhance the quality of data. The proposed approaches have proven to work separately. However, an approach combining voting systems, association rules filters and evolutionary feedback strategy as components of a larger system may prove effective in data extraction process.
Batini et al. [12] defined a data quality methodology as a set of guidelines and techniques that, starting from input information describing a given application context, defines a rational process to assess and improve the quality of data. The advantage of implementing a data quality methodology resides on the nature of its concept. Methodologies serve as a guide to the users who implement them, therefore it allows multiple changes to be made to adapt to different contexts.
In this paper, we propose a quality data extraction methodology that guides users through the data extraction process to enhance the quality of data obtained. Our proposed methodology integrates the use of an association rules filter and an evolutive feedback approach while guiding the users through the crowdsourcing task.
We perform a case study on Peruvian coffee leaves attributes labeling to demonstrate the effectiveness of the proposed methodology.
RELATED WORK 2.1 Crowdsourcing
Different crowdsourcing approaches have been proposed to enhance the quality of the data obtained during the process. A common approach is to add a weight to the users to measure the confidence of their work at the crowdsourcing task at hand.
El Bekri et al. [3] recommend the involvement of the users during the data extraction process by sending a notification to the user once incorrect data is submitted to allow him to correct it. This approach could mitigate human error when submitting data such as typos.
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While weighing users and involving them in the crowdsourcing process helped to enhance the quality of data, knowledge was never propagated in these approaches. In [7] the authors propose the evolutionary feedback strategy where users can propagate knowledge during the crowdsourcing task. This strategy proved to enhance the quality of the data acquired over time since users were able to improve their answers based on feedback.
Association Rules
Association rules are the representation of patterns in dataset. These are mostly obtained based on the frequency of the values combinations of different attributes.
Alpar et al. [2] propose a filter based on association rules. They suggest that the deviations from discovered patterns can be marked as potential data quality violations that need to be examined by humans. In their work, association rules are mined to filter transactions in case they violate a rule. They analyzed the confidence and support of each rule to obtain the most relevant. They concluded that higher required confidence levels lead to better results and confirm that recommendation.
In [3] the authors construct a model based on association rules to give an error note to the user in case the current entry violates an association rule. In this case, the association rules are used as a notification trigger rather than a filter.
Data Quality Assessment
Sadiq et al. [6] outlined the relevance of quality data dimensions and how those concepts should be known by people related to data science. Dijk et al. [4] adapted Batini's methodology for heterogeneous data quality management to create the trusted data linkage framework (TDLF). TDLF works on structured data of private nature of two different individual sources inside a database system that should be integrated and sent to different destinies.
Ramin et al. [9] propose a methodology for overall data quality assessment merging both metadata and content of a database. Their work focused on the objective assessment model while merging both data and content during the assessment. The metadata is analyzed to measure data consistency and accuracy while the content is analyzed to measure the completeness, consistency and accuracy of the data.
Askham et al. [10] provide a checklist of dimensions that users can choose to adopt when looking to assess the quality of the data in their organization. They define the six best practice definitions as generic data quality dimensions to reduce the uncertainty and confusion when considering data quality. The suggested dimensions are completeness, uniqueness, timeliness, validity, accuracy and consistency. They recommend these data quality dimensions to be adopted by data quality practitioners as the standard method for assessing and describing the quality of data.
They note that, in some cases, some data quality dimensions may not be relevant.
DATA EXTRACTION METHODOLOGY
Figure 1 is our proposed methodology. It contains 4 major stages, each one with defined steps to guide the users during the data extraction process.
In this section, we present and explain in detail each step of the methodology. 
Stage 1 -Domain definition
In this stage, the problem to be solved must be studied to identify the required resources. After, the design of the dataset must be defined in this stage.
Problem study
Initially, the domain of the problem must be studied to obtain information. It is required to identify experts in the domain and seek their help. The number of experts needed varies depending on the problem. The result of this study should contain: a) Problem: The specific problem to be solved. b) Stakeholders: The most relevant parts who are affected by current problem and would be affected by the solution. c) Experts search: It is required the help of experts on the domain to follow this methodology. d) Information sources definition: The information sources must be identified. Data sources can be a selected group of people. e) Expected result: The expected outcome from applying the methodology based on the context.
Dataset definition:
In this part, the dataset is designed by the experts. All the attributes must be identified, data types and range. The dataset design should cover the following: a) Attribute names: The name of each attribute of the dataset is defined. b) Attribute values: The range of values admitted by each attribute should be defined. c) Estimated initial instances: The number of instances that will be acquired by the experts during the initialization stage. The number varies depending on the problem. d) Data quality dimensions: Select the data quality dimensions that will be used to assess the dataset. We recommend the 6 data quality dimensions recommended in [22] since it covers the most relevant aspects of a dataset.
Stage 2 -Initialization
This stage covers an initial association rules collection, an initial dataset collection, its assessment and the definition of a reward system. This stage should be followed with the domain experts. Domain experts collect the initial association rules, an initial dataset and assess its quality based on the defined data quality dimensions.
Initial association rules collection:
The experts define manually the initial set of association rules. It is important to define the correct rules as these will be used as a filter on a later stage. In [3] the use of association rules is recommended to detect anomalies in an incoming entry.
Initial dataset collection:
The experts register entries that serve as an initial dataset. The number of entries should match the one defined in the dataset design.
Initial dataset assessment:
The experts assess the initial dataset based on the relevant data quality dimensions defined on an earlier stage. This assessment is considered important given the empiric nature of data collection until this stage. Experts must double check their registered instances to warranty the quality of the initial dataset. Corrections must apply if the assessment indicates the need of it. No instance should violate any of the collected association rules.
Reward system definition:
This methodology proposes the definition of a reward system to motivate users to take part of the crowdsourcing task at hand. Gao et al. [5] propose a payment system based on the reputation and quality of the user input. In [7] the authors conclude that quality of the answers in a crowdsourcing context can increase considerably if users are compensated with a reward for their work. Typically, monetary reward systems are implemented for crowdsourcing tasks, but it is possible to abstract the reward system so that the system does not rely on monetary incentives. For example, gamification techniques can be applied to compensate users with a virtual currency. However, the definition of this system depends on the context of the task.
Stage 3 -Crowdsourcing
This stage covers the crowdsourcing process. This includes the implementation of the evolutive feedback strategy to propagate knowledge between users and an instance filter based on association rules.
This stage is the beginning of the crowdsourcing exercise. We recommend the use of crowdsourcing platforms to extract data from different users. Our work suggests the use of two separate datasets. A dataset where the considered correct instances are registered and a separate dataset to register the filtered entries to evaluate these on a later stage.
Evolutive feedback strategy implementation:
The evolutive approach was proposed in [7] . This approach aims to increase the quality of user inputs during the crowdsourcing tasks by propagating knowledge between them. Users should have a weight associated to them that will work as a score to assess them. In this methodology, users should be able to review the answer of other users. This review may consist on a score and a recommendation to the user of the original answer. Once submitted, the user who had his answer reviewed should be able to read it to obtain feedback on his inputs on the platform. On the other hand, the user who reviews an answer also obtains feedback by reading the answers of other users. This form of knowledge propagation will have an impact on future answers in comparison to approaches where users are isolated.
Association rules filter:
Each time a user sends an answer, it must be evaluated with each association rule registered. If the conditions of a rule are met in the answer but the outcome is different, the answer is placed in a separate dataset for a future evaluation by the experts.
Stage 4 -Correction
This is the final stage of the methodology and proposes the periodic assessment of the generated dataset. If a problem is detected during the assessment, it should be solved before going back to the crowdsourcing. This stage requires the correction of incorrect entries and association rules. Also, new association rules should be mined considering the new entries registered on the dataset. The experts in the domain are the responsible of this assessments and corrections.
Dataset assessment and correction:
The dataset must be assessed considering the relevant data quality dimensions. If a data quality problem is detected, it must be corrected. The dataset storing the instances that violate the association rules must be checked by the experts.
Association rules correction and mining:
If anomalies are found in the datasets, association rules should be evaluated. The association rules list will be updated upon corrections. Also, given the fact that the dataset contains new entries, new patterns in the data can be found. We recommend the use of association rule mining tools to extract more rules. It is important to analyze each generated rule based on their support and confidence values. As suggested in [2] , the association rules with a higher confidence tend to be more reliable.
CASE STUDY

Overview
We implemented the proposed methodology in a case study on Peruvian coffee leaves with nutritional deficiencies.
To successfully implement the methodology in this case study, a crowdsourcing platform was needed. There are different services for this such as Amazon mechanical Turk [1]. Due to country restrictions and the need for a customizable environment to apply a reward system with gamification techniques we developed a simple crowdsourcing platform [13] . This platform displayed different coffee leaves to be labeled (see Figure 2) . For each image, the identified attributes were displayed and represented by checkboxes as shown in Figure 3 . The users also have the option to justify their description by adding a comment.
Figure 2. View of the leaves in the platform
Figure 3. Checkboxes of every identified attribute used for labeling in the platform
To propagate knowledge in the platform as proposed in the evolutionary feedback strategy [7] , we implemented a review system that allowed users to visualize other user entries, rate them and send a recommendation to them.
We released the platform to collect data without any crowdsourcing approach implemented. We collected 33 instances in 2 days from 8 users whose empiric answers were directly registered to a dataset.
Afterwards, we released the platform for another 2 days to collect data using the evolutive feedback strategy for its later analysis. The only added module was the review system. We collected 32 answers from 8 users with this approach.
The next experiment was to implement our methodology to extract data. Each step of the methodology is detailed below.
Domain definition:
On this case study, the problem was defined as the empiric approach adopted when labeling coffee leaves with nutritional deficiencies. The most relevant stakeholders were identified as the coffee cooperatives in Peru and the agronomists.
We were able to identify and contact the experts who would help us during the methodology implementation. The required expertise was on the field of coffee leaves. Two agronomic engineers with a background on coffee leave nutritional deficiencies detection were contacted and agreed to cooperate with us.
The next step was the definition of our data sources. We identified that the sources of information were agronomists with experience on coffee leaves. More specifically, we aimed for agronomic engineers. Given this context, we expected to collect answers from 5 to 10 users approximately.
The identified stakeholders were mainly the Peruvian agronomists who would benefit from quality data about coffee leaves. The expected outcome was an increase in the data quality of the extracted data from coffee leaves in comparison with the empiric approach they have been undertaken.
Two meetings were held with the experts to design the dataset. The most relevant attributes used to describe coffee leaves and their nutritional deficiencies were identified in this stage. The result was 29 identified attributes: Yellow, Red, Necrotic, Green, Pale Green, White, Red Spots, Chlorotic Spots, Mottled Green, Chlorotic Halo, Leathery, Edge Deformation, Twisted, Wrinkled, Curved Apex, Apex Loss, Chlorotic Veins, Green Veins, Green Halo Veins, Nitrogen, Phosphorus, Potassium, Sulfur, Magnesium, Manganese, Iron, Boron, Calcium and Healthy.
On this context, the attributes are binary, and their value can be either true or false. We defined the initial collection of 29 instances by the experts. That volume of initial data was considered enough due to the given context.
The relevant data quality dimensions to take into consideration when assessing the quality of the data on this context were: accuracy, completeness, uniqueness, validity and timeliness. The measurement of this data quality dimensions is suggested in [10] as a standard method for assessing and describing the quality of data.
Initialization
The domain experts collected a set of 18 rules that should be followed by each instance. These rules described the characteristics of a leaf that lead to a nutritional deficiency. The following are examples of some rules:
{Chlorotic Spots, Chlorotic veins}=> {Nitrogen} {Yellow, Mottled green, Pale green}=> {Sulfur} {Wrinkled, Edge deformation, Twisted}=> {Boron} {Chlorotic veins, Green veins}=> {Manganese} The next step was the initial dataset collection. The experts had to describe accurately each leaf from a set of images based on the 29 identified attributes. Finally, the experts collected 29 instances for the initial set of data. The dataset was later reviewed again by the experts in search for any error that would affect the data quality dimensions in the dataset.
Once the dataset was declared as correct by the experts the reward system had to be designed. Due to financial limitations, a reward system involving real world currency to engage the users during the crowdsourcing task was discarded. Instead, gamification concepts were adopted by rewarding points to the users each time they contributed with their answers. These points could be spent in a videogame about coffee leaves. Figure 4 shows the videogame developed to keep users engaged. 
Crowdsourcing
The evolutive feedback strategy was implemented to propagate knowledge across the users of the platform and increase the quality of their answers. In this case study, we implemented a review system so that users periodically review other user instances. Each answer could be rated from 1 to 5 (from bad to great). Also, we allowed the users to send a recommendation in their review to help propagate their knowledge.
In addition, we implemented a filter based on collected association rules. Each time a user sends an instance to the database, it was compared against every registered association rule. If the antecedent of a rule was met but the consequent contradicts the rule, then the instance was registered in a separated dataset to be analyzed by the experts.
Correction
To apply this stage, the experts assessed the generated dataset in search for anomalies in the data. Detected incorrect instances were removed from the dataset. Also, the instances filtered by the association rules were analyzed.
Results
The dataset obtained by applying our proposed methodology contains a total of 30 instances collected from 8 users without considering the 29 initial instances collected by the experts. We compared the three obtained datasets: with our methodology, evolutive feedback strategy and empiric. We selected the 30 latest instances registered for each approach. 8 users participated in the crowdsourcing tasks for each approach.
To compare the datasets quality, we measured the following data quality dimensions as defined during the first stage of the methodology: accuracy, completeness, uniqueness, validity and timeliness. However, our approach in this case study included the implementation of a platform that handles most of this quality dimensions. In this controlled environment, data quality dimensions such as timeliness have a constant value of 100% since there is no delay between the instance creation and its registration to the database. Similar rules apply to completeness, uniqueness and validity. Hence, the defining data quality dimension to determine the dataset with the highest quality in this context was the accuracy.
To measure the accuracy in each dataset, the domain experts evaluated each instance to determine if the description was correct. Table 1 shows the number of correct and incorrect instances for each dataset as well as the accuracy. Figure 5 shows the data quality dimensions values for the empiric approach, evolutive feedback strategy and our proposed methodology respectively. As mentioned above, due to the controlled environment all data quality dimensions except for accuracy reached a value of 100% in the three datasets. The dataset obtained through empiric crowdsourcing obtained a 70% accuracy which is an expected result as no techniques were applied to enhance the quality of the data during the extraction process. On the other hand, the dataset obtained applying the evolutive feedback strategy resulted in 86.67% accuracy. This significant increase in accuracy is due to the knowledge propagation among users to enhance the quality of their answers. Lastly, our proposed methodology obtained 93.33% accuracy, indicating a slight increase in comparison to the evolutive feedback strategy alone. We believe the combination of the evolutive feedback strategy with an association rule filter helped to achieve this result. Also, our methodology guides the users through 4 stages that begin with the domain definition and continues through all the crowdsourcing and correction stages. These proposed guidelines allow the user to identify the current state of their data extraction process and suggest them the application of different techniques to enhance the quality of the data.
The results suggest that our proposed methodology could be applied to increase the quality of data in other crowdsourcing problems as it successfully extends the use of different approaches and techniques. 
Other case studies
We implemented the proposed methodology in a case study on Peruvian coffee leaves with nutritional deficiencies. However, it would be interesting to apply the proposed methodology in different case studies with different contexts to generalize its application.
Engaging reward system
The reward system designed in the case study did not have a monetary impact on the users. We believe more users will be interested in crowdsourcing tasks if they are offered monetary retribution for their time. However, combining gamification concepts with monetary rewards could vastly increase the fidelity and number of users in the crowdsourcing platforms. We recommend finding a middle point between monetary incentives and a ludic approach.
Should you implement your own crowdsourcing platform to follow this methodology?
There is no need to implement your own crowdsourcing platform to follow this methodology. Smith et al. [11] emphasizes that a methodology should be viewed as a guide, not a rule book. Crowdsourcing platforms like Amazon mechanical Turk allow the users to define different crowdsourcing tasks to collect answers from workers. In these platforms, you cannot explicitly implement an association rule filter as proposed in our work. However, the methodology can still be followed as the association rule filter can be applied in another way. This filter can be applied manually instead of automatically. In the end, the choice of a platform and the way this methodology is implemented will vary depending on the context of the problem.
CONCLUSION
In this paper, we proposed a quality data extraction methodology based on the labeling of coffee leaves with nutritional deficiencies. We combined different crowdsourcing approaches and set the steps to construct a methodology that could be applied by different users. Our proposed methodology can be used as a guide or reference when solving data extractions problems in a crowdsourcing context. Finally, the results in our case study showed how our methodology improved the answer quality compared to the empiric approach and the evolutive feedback strategy, achieving 23.33% and 6.66% more accuracy respectively.
ACKNOWLEDGMENT
