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Abstract: A constructive proof is given of the existence of a local spline interpolant which also approximates optimally 
in the sense that its associated operator reproduces polynomials of maximal order. First, it is shown that such an 
interpolant does not exist for orders higher than the linear case if the partition points of the appropriate spline space 
coincide with the given interpolation points. Next, in the main result, the desired existence of an optimal local spline 
interpolant for all orders is proved by increasing, in a specified manner, the set of partition points. Although our 
interpolant reproduces a more restricted function space than its quasi-interpolant counterpart constructed by De Boor 
and Fix [l], it has the advantage of interpolating every real function at a given set of points. Finally, we do some 
explicit calculations in the quadratic case. 
1. Introduction 
Let I denote the set of integers and suppose {x,; i E I } is a strictly increasing sequence of real 
numbers. For a given positive integer s we define the partition A, of the real line [w by 
A,= {x,,; iE1). (1.1) 
Note that the interval lengths h, given by 
h,=x,-xlPl, iEI, (1.2) 
are then strictly positive. Suppose m is a positive integer. By P” we mean the set of polynomials 
of order m (degree G m - 1) and we denote by S,( A,y) the set of polynomial splines of order m 
and with simple knots at the points of A,. Recall in particular that spline functions in S,(A,Y), 
m > 2, have continuous derivatives of all orders B m - 2. We write 9 for the set of real-valued 
functions on IT%. 
The principal aim of this paper is to prove the existence of an approximation operator V: 
9+ &,(A,) such that the following properties are satisfied. 
(a) V is focal in the sense that, for every f E 9, the value of Vf at any point x E [w depends 
only on the values of f in a uniformly small neighbourhood of X. 
(b) There exists a positive integer s such that Vf interpolates f at the points of A,: 
(Vf)(x,,)=f(x,,) foreveryfE9, iEI. (1.3) 
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(c) V is optimal 
VP=P 
De Boor and Fix 
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in the sense that it reproduces P”: 
for everyp E P”. 
[l] constructed a quasi-interpolant w such that the operator Q satisfied 
properties (a) and (c). Moreover, Q not merely reproduced P”, but the whole of the spline space 
$,,(A,). However, this quasi-interpolant does not interpolate according to property (b). In 
addition, QJ is only defined for functions f with continuous derivatives of all orders 6 m, and 
these derivatives are actually used in the construction of Qf. 
In our work we first show, in the lemma of Section 2, that an operator V: F+ &(A,) 
satisfying properties (a) and (b) above for the simple choice s = 1 exists only for the first two 
orders m = 1 and m = 2. Next, in the proof of the main result in Section 3, we exploit, for 
arbitrary order m, the well-known properties of the set { B,“; i E I } of normalized B-splines in 
&(A,) to explicitly construct, with the choice s = m - 1, an optimal local spline interpolant 
Vf E S,( A,) for every f E g. Some remarks pertaining to this rather lengthy proof are given in 
Section 4. In particular, paragraph (d) of that section explains how the partition A, must be 
chosen in order that Vf interpolates f at a given set { y,; i E I} c R of interpolation points. 
After illustrating the theory further by means of examples in the quadratic case m = 3 in Section 
5, we conclude our paper by speculating on possible applications of our optimal local spline 
operator V. 
2. Local and nodal splines 
Let s be a given positive integer and consider the partition A, of R, as given by (1.1). 
Definitions. (i) A function u(x) will be called local with respect to the partition A, if and only if 
there exist partition points xP, xq E A, such that 
u(x)=0 forx@[x,, x,]. (2.1) 
(ii) A set { u,; i E I } of functions will be called uniformly local with respect to the partition As if 
and only if each ui is local, with the index difference q -p in (2.1) independent of i. 




for every j E I. (2.2) 
0, i#j 
Now let m be an arbitrary positive integer and suppose that there exists a set { u,;; i E I} C S,( A,) 
which is uniformly local with respect to A,, and with each 0,; nodal with respect to A,Y. Then the 
operator F P+ &(A,) given by 
(Vf >W = Cf(%b?&)~ f ES, (2.3) 
IEI 
is clearly well-defined, and satisfies properties (a) and (b) of Section 1. It seems natural to 
investigate the existence of such a set { u,;} for the simple choice s = 1. The following lemma, 
however, shows that a positive result is obtained only for the first two orders. 
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Lemma. There exists a spline function v, E &(A,) such that vi is both local and nodal with respect 
to the partition A, if and only if m E { 1, 2). 
Proof. Suppose first that m E { 1, 2). Then, with the interval lengths hi given by (1.2), the 
functions ui defined by 
o,(x) = 
1 for xi - ihj <x G x, + $h,+I, 
0 elsewhere 
(24 
for m = 1, and 
(x - x,-l)/% for xi-r G x < xi, 
u,(x) = (xi+r -x)/h,+, for xi d x < xi+r, (24 
0 elsewhere 
for m = 2 clearly satisfy the result of the lemma. 
Next, for m 2 3, we assume that there does exist a spline function u, E S,(A,) such that 
V;(X) E 0 for x 6? [Xi-r,,, X,+i,] 
for some positive integers i, and i,, with the nodal property (2.2) satisfied by v, for s = 1. 
Suppose that i, > 2 and write v,(x) in the form 
m-1 
u,(X) = C a,(X -XL-;,,)’ for XE [x,-i,> X,-,o+~], 
j=o 
where { a, } is a set of coefficients. Then, since v,(x) vanishes identically for x < x, _ ;,, and ui has 
continuous derivatives of all orders < m - 2, we deduce that 
which gives 
a, = 0, j=O, 1 ,...> m-2. 
But uI( x) also vanishes for x = x1--r”+ ,, so that 
0 = Ui(x,-i,+r) = a,,-IILi,+l)m-’ 
and thus a,_, = 0, and it follows that ui( x) vanishes identically on [x1_,,), x,_,()+ r]. 
Repeated use of this procedure eventually yields 
uI(x) = 0 for x 65 [xi_,, x,+r]. 
Arguing as before, we then deduce that vi(x) can be written in the form 
v;(x) = 
i 
a(x - ~~_~)~-l for X E [Xi-l, Xi]) 
b(X - X,+1 )m-l for x E [xi, xltl], 
where the coefficients a and b are obtained by setting u,(x,) = 1, giving 
a = jr,‘“-“, b = ( -,$i+l)-(m-l). 
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But then 
lim u!(x) = (m - l)h,’ > 0, 
X+X, 
whereas 
lim U:(X) = -(w1- 1)/z,-,‘, < 0, 
x*x,+ 
which contradicts the assumption that ui E $(A,), m > 3, since functions in &(A,) have 
continuous derivatives of all orders < m - 2. 0 
3. The optimal local interpolant Vf 
Our main result now shows that, if for a given order m we choose the positive integer s 
suitably, there does indeed exist a set { usI} of spline functions such that the operator V of (2.3) 
satisfies the desired properties (a), (b) and (c) of Section 1. The essential idea of our proof below 
is to write u,~, as a linear combination of the normalized B-splines B,?, i E I, and then to subject 
this combination to the demands of locality and optimal reproduction. Recall that the set { B,?; 
i E Z} c $,(A,) is uniformly local with respect to A,: 
Brm(x)=O forx@ [xi, x~+~], iEI, (3.1) 
and, according to Curry and Schoenberg [2], forms a basis for &(A,) in the sense that every 
u E $,(A,) has a unique representation 
u(x) = c u;(u)B,F(x) (3.2) 
IEI 
for some sequence { a,(u); i E I} of coefficients. Schumaker [3] has computed these coefficients 
for the case u E P”; in particular, he found that, for n < m - 1, 
b,,, = a,(~“) = 
(-l)“n! 
cm _ Q’ ~!r”,--‘-“‘(OL 
m-1 (3.3) 
In the proof below, we shall use the standard notation 1 a] for the largest integer < a. 
Theorem. For every positive integer m there exist a positive integer s and a set { v,,; i E I } c S,,,( A,) 
such that: 
(i) the set { u,,; i E I } is uniformly local with respect to the partition A,; 
(ii) each u,, is nodal with respect to the partition A,; 
(iii) the operator V: .9+ &(A,) defined by (2.3) reproduces P”: Vp =p for every p E P”. 
Proof. We use a method that is lengthy but constructive. After dealing with the trivial cases 
m = 1 and m = 2 separately in paragraph (a) below, we proceed to the general case m >, 2 by 
means of the construction (3.4) in which, for a given i E I, the spline function v,,(x) is defined as 
a linear combination of normalized B-splines in &(A,), where the positive integer s and the 
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coefficient set { LY,,,~} are still unspecified. It is then shown that the properties of uniform locality 
and optimal reproduction, as stated in (i) and (iii) of the theorem above, together with the choice 
s = m - 1, yield the set { ‘~~~_i)~,~ } given by (3.32) below as the unique solution of the 
non-singular m x m Vandermonde linear system (3.25). Finally, it is shown that the resulting set 
{ u(~_,)~} c &(A,) is then necessarily nodal with respect to the partition A,_,. 
(a) First, note that the cases m = 1 and m = 2 are solved by the choice s = 1 and the functions 
ui defined by (2.4) and (2.9, since properties (i) and (ii) of the theorem are then trivially satisfied, 
whereas it is easily verified that the operator V of (2.3) then gives 
(Vf)(l) = c u,(x) = 1 form = 1 and m = 2, 
1EI 
and 
(Vf)(x) = C x,uj(x) =x for m = 2, 
IEI 
so that property (iii) also holds for both cases. 
(b) Next, consider the general case m > 2. We introduce the normalized B-splines B,l,,, i E I, to 
construct the set { uSi; i E I} c ,&(A,) by means of the expression 
u,;(x) = 1 ‘~s&7+~(x), i E 1, (3.4) 
JEI 
and proceed to show that the positive integer s and the coefficient set { ~ll,~,~} can be chosen in 
such a way that the theorem holds. To obtain locality we set 
(Y S,,,=O forj4{-si,, -si,+l,..., G-m}, iEI, (3.5) 
where s, i, and i, are positive integers depending only on m, satisfying 
si, -m> --do, (3.6) 
and which will be specified precisely later in the proof. Inserting the values (3.5) into (3.4) yields 
the finite sum 
si, --m 
Us,(x) = C a,i,jB$+J(X), iEJ> (3.7) 
j= -no 
and we see from (3.1) that the set { u,,} is uniformly local with respect to the partition A,: 
UJ1(x) E O for x @ Xs(i--ro)’ Xs(i+r,) 3 
[ I 
i E I, (3.8) 
with the index difference 
S(i + i,) - S(i - i,) =s(i, + ii), 
which is independent of i. 
In addition, we note that u,;(x) is already partially nodal with respect to the partition A, in 
the sense that 
u.~i(x_v(i-io)) = O, ‘5iCx5(i+i,)) = O, (3.9) 
with the point xSi contained in the interior of the support [x,(~_~~), x (~+,,)] of usi( 
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(c) Let fog and consider the operator V as given by (2.3). Then, since (3.7) can be written in 
the form 
s-l ‘2 
‘,iCx) = C C (Ysi,sj+rB,';,t,,+r(x>, 
r=O j= -i, 
> 
where i, = i, - - 
I 
m-t?. 
1 s ’ 
I 





(Vf)(X) = C C C f(X,(i-j))LY,(i-,),s,+r BZ+r(x)a 
.I 
(3.11) 
r=O iE1 j=-lo 
Since the operator V will reproduce P” if and only if 
Vxn=xn, n=O,l,..., m-l, 
we now use (3.2) and (3.3) to obtain 
s-1 
(3.12) 
xn = c b,,,K%) = c c ~si+r,n~:+,(x)~ (3.13) 
IEI r=O iE1 
set f(x) = x” in (3.11), and equate coefficients in (3.11) and (3.13) to obtain the equations 
5 (X,(i-j))nascl-j),s,+,= bsi+r,n 
I 
n=O,l,..., m-l, 
for r=O,l,..., s-1, (3.14) 
J= -i, i E I. 
(d) For a fixed i E I the system (3.14) clearly constitutes ms equations in s( i, + iI) - m + 1 
unknowns, where we have also noted (3.7) and (3.10). We therefore impose the condition 
s(i, + iI) - m + 12 ms, (3.15) 
which can easily be seen to imply the earlier demand (3.6). 
Now recall the support interval [x~(~_~“), x,(~+,~)] of usi as given in (3.8) and define K, as 
the number of points in the set A, CI [xs~i_iO~, x (~+~,)]. Then clearly 
K,=i,+i,+l, (3.16) 
and it follows that the condition (3.15) is equivalent to the inequality 
K,>,m+(m-l)/s+l. (3.17) 
We now specify the positive integers S, i, and i, further by minimizing K, subject to the 
inequality (3.17). This procedure yields the minimum value K, = m + 2, which is obtained for 
s 2 m - 1, from which we now choose the smallest value for 
s=m-1 > 
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i, + 1, m even, 
which, together with (3.19) yield the exact values 
i /i(m+l), modA i(m+l>, mod4 
0= 
\ :WZ+1, m even; +m, m even. 
Also, if we insert (3.18) into the definition of i, given in (3.10), we find that 
i,= i, I m+r -- =i,-2 forr=O,l,..., m-2, m-l 1 
where we have used the fact that 
l&&S 
m-l 
G2 forr=O,l,..., m-2. 
From (3.20) and (3.21) it then follows that 
i, = 
+(m - 3), m odd, 




With these choices of s, i,, i, and i, it is clear that, for fixed i E I and Y E (0, 1,. . . , m - 2}, the 
system (3.14) consists of m equations in i, + i, + 1 unknowns, with 
i, + i, + 1 = (il - 2) + i, + 1 = m, (3.23) 
by virtue of (3.21) and (3.19). 
(e) Now observe from (3.14) that we can write 
= 
i: (-l)k(~)(xsi)k ii: (xS(i-j))fl-ka~(i-,),~,,+, 
k=O j= -1” 
(3.24) 
Next, we note from (3.22) that the upper limit i, of the index j in (3.24) satisfies i, G 0 for 
m < 4, and i, > 0 for m z 5. Also i, = -i, + (m - 1) by virtue of (3.23) so that it follows from 
(3.24) that the system (3.14) can be written in the form 
m-1 n=O,l ..> m - 1, 
C (Y~,,j)“a~,r,~ = Pi,r,n r=O, l(.‘..,m-2, (3.25) 
;=o i E I. 




c h(m-l)i+k’ j< io, 
k=l 
Yi,, = X(,-l)(r-]+io) -X(,-l); = 
1 
OT j= i,, 
(m-l)(j-io)-1 
(3.26) 
-C h(m-l)r-k, j>i, 
k=O 
(where the alternative j > i, applies only if m 2 5) 
a r.r., s a(m-l)(r-j+io),(m-l)(j-r,)tr, (3.27) 
(3.28) 
with the positive integer i, given by (3.20) where the interval lengths h, are defined by (1.2), and 
where we have used the fact that s = m - 1. 
(f) Now adopt the matrix and vector notation 
1 . . . 
Y . . . I.1 
, 
with the standard notation BT for the transpose of a matrix B, to write (3.25) in the form 
Aia,,r=/3,,,, r=O,l,..., m-2, iEI. (3.29) 
Note in particular that the matrix A, is independent of r. Moreover, we recognise AT as a 
Vandermonde matrix. According to Isaacson and Keller [4, p.1881, the corresponding Vander- 
monde determinant is given by 
m-2 m-1 
det(AT) = qco p=11_l (Yr,p -Yi,q). 
But (3.26) shows that Y,,~ # y,,, for p # q, and it follows that the inverse matrix (A:)-’ exists. 
Moreover, if we introduce the well-known Lagrange interpolation coefficients f,,,(y) by means 
of the formula 
m-1 Y -Y;,,k fi,j(y)- kQo yj,,_y,k, j=O, l,.-.,m-ly iEz, 
k#j I, 
it can be shown that the inverse (AT)-l has the explicit representation 
Il.1 (0) 
. . 
c,, (0) . . . 
(A;)-’ = { r:(,(0)}/2! . . 
(3.30) 
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Now exploit the fact that (A;‘)T = (AT)-’ to deduce from (3.29) that the unique solution of 
(3.25) is given by 
m-l 
k=O ;! 1 
1 
j=o, l)...) m-l, 
a;.,,, = c --!r’(“)& i- k . , for ;-,“J’..., m-2, (3.31) 
with the functions I,,, defined by (3.30), and the constants ,f3,.r,k given by (3.28). 
(g) The coefficients set { ‘~~~_~)~,(~_i)~+,.} in (3.10) is now chosen according to (3.27) and 
(3.31) which can be shown to imply that 
m-l 
q,-l)i,(m-l),+r = kFo ~lr:~,,+,,~(O)~;+,,~,k for 
j= -i I),.“, -i, + (m - l), 
Y = 0,. . . , m - 2, 
i E I, 
(3.32) 
and these values are inserted into the expression (3.10) of uC,_i),, which, according to (3.18) and 
(3.23), can now be written in the form 
m-2 --I,,+(m-1) 
+4)1(X) = c c a(m-l)i,(m-l)j+r (m-l)(r+j)+r B” (4 i E I, (3.33) 
r=O j= -lo 
with i, given by (3.20). The resulting set { ~~,_i),; i E I} c &,,(A,) is then uniformly local with 
respect to A, and satisfies (3.12) with s = m - 1: 
C [~~~_i)~]‘~(,,_i)~(x) = xn, n = 0, 1,. .., m - 1. (3.34) 
iEI 
Also, it can now immediately be verified that, for the linear case m = 2, we have s = 1 and i, = 2 
from (3.18) and (3.20), so that (3.32) then yields the values CY,,_* = 0 and (~,,_i = 1. Inserted into 
(3.33) this gives 
u;(x) = B,‘_,(x), i E I, for m = 2, 
which clearly corresponds identically to the construction (2.5) of ui( x) for m = 2, as was referred 
to in paragraph (a) of this proof. 
(h) Finally, we show that each function u(,_,)~, as constructed above, is then automatically 
nodal with respect to the partition A,_ 1, thereby completing the proof of the theorem. First, we 
fix j E I and set x = x~,,_,)~ in (3.34). Noting also (3.8) and (3.9) we eventually find that 
/+(i”-l) 
c [x(,,,_l)r]nu(,-l),(x(,,-,),)= [x(m-l),]n3 n=o, l,-.-,m-l, (3.35) 
l=J-(i,-1) 
with i, and i, given by (3.20) and clearly satisfying 
i,- 1 > 0, i, -12.0 form>,2. 
A simple inspection now shows that the choice 
(3.36) 
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satisfies (3.35). But, for a fixed n E { 0, 1,. . . , m - l}, the number of terms appearing in the 
summation in (3.35) equals 
[j+(i,-l)] -[j-(i,+1)] +1=i,+i,-l=m 
by virtue of (3.19). Also, the coefficient matrix implied by the left hand side of (3.35) is again of 
nonsingular (transposed) Vandermonde type, so that (3.36) is indeed the unique solution of the 
m x m system (3.35). Now note that (3.8) is exactly the nodal condition (2.2) with s = m - 1. •I 
We conclude that, with s = m - 1 and the set { ~~~_i)~; i E I } chosen according to (3.32) and 
(3.33) the operator 1/: 3 --, &(A,) given by (2.3) is indeed an optimal local spline interpolant in 
the sense of Section 1. 
4. Discussion of the main result 
We proceed by adding some remarks and pointing out a few immediate properties of the 
functions uC,_iji and the operator V as constructed in the proof of the theorem in Section 3. 
(a) Note that our particular construction ensures that the nodality of each usi with respect to 
A,y is an automatic consequence of the demands of locality and optimal reproduction. This fact 
has the obvious advantage that the coefficient set { (Y,;,,,} need not be subjected to the condition 
that the functions u,, be nodal. 
(b) The choice (3.18) of the positive integer s, which gives s = 1 for m = 2, s > 1 for m 2 3, is 
clearly consistent with the result of the lemma in Section 2. 
(c) Our motivation for using the manipulation leading to (3.24) to transform the system (3.14) 
into the equivalent system (3.25) is the fact that the numbers Zj$j.i+io(0) appearing in the 
expression (3.32) of the coefficient set { (~~,,_~~,,~~_i~~+~} are then expressible entirely in terms of 
the interval lengths hi, a property which is likely to prove useful in any subsequent error 
analyses. 
(d) Suppose that we wish to interpolate a function f~ F at the points of a given (strictly 
increasing) sequence { Y,, i E I} c [w by means of the operator I/ of (2.3). This can be achieved 
by letting {xi; i E I} be a strictly increasing sequence in R, with the property that the (primary) 
. 
partition points ~(,_i), = Y,, i E I, and then proceed to construct the spline interpolant Vf as in 
the proof of the theorem, with A, = {x,; i E I }. The resulting freedom in the choice of the 
(secondary) partition points ~~,_i),+~, Y E { 1, 2,. . . , m - 2}, i E I, could be exploitable in some 
applications. 
(e) It is clear from the proof of the theorem above that the set { ‘~(,,_i)~,,} obtained here is not 
necessarily the unique coefficient set for which the construction (3.4) of the functions u,, satisfies 
the theorem. However, our functions uC,,_iJi are optimal in the sense that, as pointed out in the 
argument after (3.17), the number of interpolation points in the support of each u,, has been 
minimized. Alternatively, we can argue that, with the choice x,, =y,, i E I, in (2.3) for some 
given interpolation sequence { y,} as in (d) above, the local property (3.8) of the functions u,~, 
yields the finite sum 
j+l,, 
(l?)(x) = c f(YJ%(XL 
i=j+l--I, 
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where j is that integer for which x E [xs,, x,(,+r)], so that the value of Vf at x depends only on 
the values of f in the interval [ yJ + 1 _ ;, , yjti,], where the index difference (j + iO) - (j + 1 - i,) 
= i, + i, - 1 is independent of j and has been minimized by setting it equal to m in (3.19). Our 
construction therefore not merely ensures the locality of the operator V as explained in Section 1, 
(a), but also achieves this property in an optimal sense. 
(f) Finally, with a,,1 ,( x) denoting the extended Kronecker delta function 
%t,ib) = 
i 
1, x = x(m-l);, 
0, x # x(,-l)r? 
for all i E I, we note from the nodal property (3.36) of the 
of Section 3 maps S,,, onto z+,_r),, whereas the functions 
and 
Similarly, 
VS,,, = u(,-l)i> i E 1, 
I/u(,_,)~ = u(~-~), , i E I. 
nodality implies idempotence: 
V2f= Vf forfE9. 
functions UC,- I)r that the operator I/ 
uC,,_r), are mapped onto themselves: 
(4.1) 
5. Examples for the quadratic case m = 3 
As an example of the theory above we now consider the quadratic case m = 3. Then (3.20) 
gives the value i, = 2, so that (3.33) becomes 
%r(X) = i ; (YZi,Z,+rB~~r+,)+r(X), (5.1) 
,‘=O J= -2 
with the coefficient set { (Y~,,~~+~} given by 
2 1 
( 
j= -2, -l,O, 
a2i,2jir = kzxo ,Irl:3.1+2(o)p,+,,,,, for ;;,“: 1, (5.2) 
from (3.32). Now compute the set { &+j,r,k} by means of (3.28) and (3.3). After some algebraic 
manipulation we obtain the values 





2(,+,)+2 + 2hz(r+,)+,) for y = 0, 
i(h2(t+j)+3 + 2b_(r+,)+2 + ‘b(r+,)+~) for r= 1; 
i 
h2(i+_f)+l(h2(r+_f)+2 + h2(r+j)+l) for r=O, 
Pitj,r,Z = 
Ch2(i+j)+3 + h2(i+,)+2 + h2(r+j)+1)(h2(r+,)+2 + h2(r+j)+l) for r= ‘- 
Next, we calculate the functions 11_2,0, I,- *,r and 11,2, and their first two derivatives, from (3.30) 
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and (3.26), and insert their values at zero, together with the values of the set { P,+j,r,k} obtained 
above, into (5.2). Writing g, for h2r+j in order to simplify the notation, we eventually find that 
a2i,-4+r = (- l)r+18-2+rk3 + 8-d Q-1 + 80)(8-3 + 8-2 +8-l + 80) ’
=l+(-_l)r+l& 
i 
l -~ 1 
(YZz,-Z+r 
2 g-1+go i g, + g2 ’ I 
for r=O, 1. 
(-l)‘g2+h +g4) 
a2r,r = 2(g, + g2)h + g2 + g, + g4) ’ 
(5.3) 
Clearly, if we now substitute (5.3) into (5.1), the resulting set { u2i; i E I} satisfies the properties 
of the theorem for m = 3. 
(a) 
/’ 






\I , k 
x x x ’ /‘x k!L 
,A’_ 
D ‘_/ 2 4, ,a 





Fig. 1. The spline operator V as defined by (2.3) (5.1) and (5.3) for the quadratic case m = 3. The (non-equidistant) 
partition points xx,, i = - 4, - 3,. . , 10, were randomly chosen. (a) The functions u2, for i = 0, 1, 2. The positions of 
the (secondary) partition points x2,+r, i = - 2, - 1, ,4, are clearly indicated between the (primary) interpolation 
points x2,, i = - 2, - 1,. ,5. (b) A square pulse f and its spline interpolant Vf. (c) The error function f - Vf in the 
(asymptotically significant) case f(x) 3 x3. 
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As a further illustration of this quadratic example we have drawn, in Fig. l(a), the functions 
uO, u2 and uq as given by (5.1) and (5.3), and where we have randomly chosen a (non-equidistant) 
partition A, = {xi; i E I} as shown in the figure. Figure l(a) also clearly indicates that, in view 
of (4.1), the interpolant Vf does not in general interpolate functions f~ .9 at the (secondary) 
partition points xzi+i, i = - 2, - 1,. . . ,4. 
Figures l(b) and (c) graphically illustrate some of the interpolating and approximating 
properties of our operator I’, with m = 3, in two specific cases, where we have used the same 
partition A,. First, in Figure l(b), a square pulse f and its spline interpolant Vf, as given by 
(2.3), (5.1) and (5.3), are compared. The local character of the approximating function Vf is 
clearly shown. Finally, in Figure l(c), we plot the error function f - Vf in the (asymptotically 
significant) case f(x) = x3. Note in particular that V( x3) nearly interpolates x3 at the points 
xzi+i, i= -2, -l,..., 4. 
6. Conclusion 
After the first showing that local spline interpolation at all partition points of the spline space 
is possible only for the first two orders, we prove in this paper by construction that an optimal 
local spline interpolation operator V exists if a sufficient number of secondary partition points 
are added between the primary (interpolation) partition points. Some examples for the first 
non-trivial case of quadratic splines are then given. 
The proof of our main result in Section 3 provides us with a method of explicitly constructing 
this spline interpolant. The appearance of secondary partition points in addition to the existing 
primary interpolation points should not be viewed with apprehension. Indeed, some preliminary 
investigations into the quadratic case have not merely suggested that the resulting spline 
approximations are remarkably insensitive to the placing of these secondary partition points, but, 
in particular, have yielded error bounds in terms of only the distances between the primary 
partition points. This fact could be exploited for specific purposes, for example by letting the 
secondary partition points merge with their primary neighbours at the possible cost of an order 
of continuity, but deriving known, and possibly new, non-optimal interpolation formulas as 
special cases in the process. 
A general error analysis to confirm the expected order of approximation of our spline 
interpolation operator V should proceed as expected by employing the Peano kernel theorem [5, 
Chapter 221. Preliminary successes in this regard have already been obtained in the quadratic 
case, and the authors intend pursuing similar results for the higher order spline spaces. 
Finally, the non-uniqueness of the spline interpolant V, as noted in paragraph (e) of Section 4, 
could also be exploited to yield further interesting results. 
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