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Abstract
Deep Learning Based Medical Image Analysis with Limited Data
by
Jiaxing Tan
Advisor: Yumei Huo
Deep Learning Methods have shown its great effort in the area of Com-
puter Vision. However, when solving the problems of medical imaging, deep
learning’s power is confined by limited data available. We present a series
of novel methodologies for solving medical imaging analysis problems with
limited Computed tomography (CT) scans available. Our method, based on
deep learning, with different strategies, including using Generative Adversar-
ial Networks, two-stage training, infusing the expert knowledge, voting based
or converting to other space, solves the data set limitation issue for the cur-
rent medical imaging problems, specifically cancer detection and diagnosis,
and shows very good performance and outperforms the state-of-art results in
the literature. With the self-learned features, deep learning based techniques
start to be applied to the biomedical imaging problems and various structures
have been designed. In spite of its simplity and anticipated good performance,
vthe deep learning based techniques can not perform to its best extent due
to the limited size of data sets for the medical imaging problems. On the
other side, the traditional hand-engineered features based methods have been
studied in the past decades and a lot of useful features have been found by
these research for the task of detecting and diagnosing the pulmonary nod-
ules on CT scans, but these methods are usually performed through a series
of complicated procedures with manually empirical parameter adjustments.
Our method significantly reduces the complications of the traditional proce-
dures for pulmonary nodules detection, while retaining and even outperforming
the state-of-art accuracy. Besides, we make contribution on how to convert
low-dose CT image to full-dose CT so as to adapting current models on the
newly-emerged low-dose CT data.
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Chapter 1
Introduction
Cancer has become the second leading death cause in the United States. For
cancer treatment, early detection can effectively increase survival rate. For
the purpose of early detection and thus the improved survival rate, computed
tomography (CT) imaging is one of the most popular imaging techniques for
detecting and diagnosing cancer, which typically consists of the task of detect-
ing the nodules on CT scans as the first stage and then the task of diagnosing
the malignancy of the detected nodules. CT Imaging Analysis on CT scans is a
challenging task given the high dimensionality of the data (512X512 per slice,
with more than 140 slices per CT scan), the low signal to noise ratio of the
dynamic sequence and the variable size and shape of nodules. All these facts
make the task of CT image analysis like ”find needle in a haystack”. Especially
current analysis work is performed manually by radiologists, which is highly
time consuming and low efficiency. Therefore, a computer-aided detection
(CADx) system that automatically localizes the nodules and provide analysis
1
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result in CT scan images would be a useful tool to facilitate radiologists. How-
ever, the high dimensionality of CT images requires computationally efficient
methods for nodule detection and diagnosis to be developed to be viable for
practical use.
In the past decades, a lot of research has been done in this field based on
the hand-crafted features. In general, the features can be divided into two
categories: clinical-based and image based features [3]. Clinical-based features
include patients’ background information, such as age, sex, smoking history,
family cancer history and etc, while it should be noted that such features
only have limited help [4]. With the development of CT imaging, image-based
features including both the shape related features and texture related features
have been extracted, e.g. size (diameter or volume), shape, morphology, and
texture. Such features are combined to train a regression model (e.g. SVM)
or tree based model (e.g. Random Forest, XGBoost.) so as to formulate the
task as a classification problem.
Recently, deep learning based techniques, especially Convolutional Neural
Network (CNN), started to be applied for various medical imaging problems
including the pulmonary nodules detection on CT scans([5, 6]), organ segmen-
tation [7], and lung nodule diagnosis [8]. However, these techniques need large
annotated training sets making their application in medical image analysis
challenging.
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Furthermore, as CT scan is a radiation-intensive procedure and the issue of
radiation dosage reduction has been raised received great attention ([9], [10]).
To reduce the radiation exposure, two solutions are proposed, one is to lower
the X-ray flux towards each detector bins, the other way is to decrease the
required number of projection views during the inspection, which is known as
the sparse-view CT [11]. Such low-dose CT image, on the one hand, further
increase the noise in the CT scan. On the other hand, requires possible solution
to reduce the noise.
Facing the challenge of merely highly imbalanced, noisy, weakly labeled
and limited data available, my work focus on designing a fully automatic
CNN based medical imaging pipeline for cancer treatment, including data pre-
processing (organ and lesion segmentation), cancer detection and diagnosis.
At the first stage, I worked on full-dose CT image, to design end-to-end
data pre-processing and improve cancer detection and diagnosis with different
strategies. Secondly, to adapt the newly emerged technology of low-dose CT
image, I researched on ways to synthesis full dose CT from the low-dosed
ones. Besides, I worked on optical image based cancer diagnosis to further
prove the robustness of my model solving different image types. For the data
types, I worked on CT scan, before (sinogram) and after back-projection, and
optical image. For the actual task, I mainly worked on lung and colon data
for detection and diagnosis.
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Lung cancer is the leading cause of cancer-related deaths in the United
States. In 2018, there were approximately 234,030 new cases reported and the
estimated deaths were 154,050 [12]. Based on their locations, lung nodules
can be classified into isolated nodules, which are within the lung area, and
juxta-pleural nodules, which are typically attached to the lung wall.
Colorectal cancer (CRC) is the term that is commonly used for the cancer
of colon or rectum. As the newest report of the International Agency for
Research on Cancer, CRC ranks third for total cancer deaths in the world
since 2012 [13]. In USA, CRC is the second most common cancer in men
(more than 8.4%) and the third in women (more than 8.1%) based on the US
mortality data from 2001 to 2015 as reported by the National Center for Health
Statistics, Centers for Disease Control and Prevention. It was estimated that
140,250 new cases had been diagnosed during 2000 to 2014 from 48 states,
and about 50,630 patients had died from this disease during this period [12].
Therefore, early detection and removal of the polyps could effectively decrease
the incidence rate before the malignant transformation [[14],[15]].
The general workflow of cancer detection and diagnosis includes prepro-
cessing, detection and diagnosis. Starting with preprocessing, which removes
unnecessary body parts and segment the organ to be inspected, the next step
is to perform cancer detection. The procedure of cancer detection usually in-
volved candidate generating, which are possible areas containing a tumor, and
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candidate classification, which aims at deciding whether this candidate is a
tumor or not. After the location of tumor has been detected, the next step is
to differentiate the tumor, which is called cancer diagnosis. The goal of cancer
diagnosis is to decide whether a tumor is malignant or benign.
The rest of my thesis is organized as follow. After providing related back-
ground knowledge of CNN models, I introduce my works regarding the se-
quence of each step mentioned above:
In chapter 2, I introduce the background of CNN models for different tasks.
In chapter 3, a Generative Adversarial Network based lung segmentation
is proposed. Lung segmentation is one important procedure for many medical
imaging tasks, such as lung nodule detection, lung disease analysis and CT
image restoration. To overcome the collapse problem of the original GAN, we
employ the Earth-Mover (EM) loss with different designs of the descriminator
network. Comparing to the current state-of-the-art, our model outperforms
all the current works.
In chapter 4, I introduce a two-stage based Segmentor-Refiner network for
nodule segmentation, which serves as the first step of nodule diagnosis. After
a nodule has been detected,
In chapter 5, I introduce my first strategy to improve CNN based medi-
cal imaging by designing a hybrid CNN architecture with expert knowledge
infused. Such method, outperforms the current state-of-the-art methods in
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nodule detection, especially juxtapleural nodule detection. Also the idea of
hybrid has been proved to be robust on the task of polyp diagnosis.
In chapter 6, I introduce my second strategy using patch-based CNN mod-
els for cancer detection and diagnosis. The voting based CNN model could
significantly improve model performance. On the other hand, when too many
patches are generated, I design a cluster-based method for selecting representa-
tive candidates for decision making. Through the task of differentiation polyps
by clinical colonoscopy images, the proposed method proved to be efficient and
effective.
Then, in chapter 7, to take advantage of the 3D information and texture
based analysis, I proposed the gray-level co-occurrence matrix based CNN
model for polyp diagnosis. Facing the new trend of low-dose CT based analysis,
I introduce CNN based full-dose CT synthesis from low-dose CT as a solution
to solve the high noise of the low-dose CT.
Finally, Future works and conclusion are discussed in chapter 9.
Chapter 2
CNN Models
In this chapter, I will give a brief introduction about the CNN models used
in my work. First I start with the basic component of a CNN model. Then I
will introduce several different CNN models as extension.
2.1 Convolution Neural Network
In this section, based on the example shown in Fig. 2.1, I will brief introduce
the structure of CNN. Then a list of publicly available packages is provided
for fast development.
2.1.1 What is Convolutional Neural Network
Convolutional Neural Network are similar to the deep neural networks as they
are made up of neurons that have learn-able weights and biases. But the
difference is to reduce the connections of the deep neural network, it applied
weight sharing in different locations. Such weight sharing is found out to be
equivalent to the convolution operation in signal processing. More commonly,
7
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Figure 2.1: An example of a CNN with 2 convolution layers and 2 fully con-
nected layers. Each convolution layer is followed by a pooling layer.
CNN is introduced as a deep neural network inspired by the biology study
of human cortex. A CNN is constructed by four types of layers: input layer,
multiple convolution layers and several fully-connected layers in the end. Each
convolution layer is followed by a subsampling layer [16].
A CNN example is shown in Fig. 2.1. It contains an input layer of size
256×256×1 and two convolution layers each followed by a max-pooling layer.
The first convolution layer has 32 filters with size 7 × 7, and the second has
64 filters with size 5× 5. After the convolution layers are two fully connected
layers. The first layer has 128 neurons and the second has 2 neurons. A
softmax is applied to the last layer to normalize the outputs in the range [0, 1].
We will introduce each of the layers below with this example.
Input Layer The Input layer is in charge of reading data with a predefined
size without performing any changes to it. In Fig. 2.1, the input layer reads
in a CT scan image with size 256×256. Note that the nodes of the input layer
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are passive, meaning that they do not modify the data. They receive a single
value on their input, and duplicate the value to the hidden layers.
In practice, some packages, such as caffe, Tensorflow and Theano require to
specify the input size using the input layer. Some packages, such as pytorch,
could self-adapt to the input data without specify. But the test data and the
training data must be of the same size as different sizes will result in different
numbers of parameters.
Convolution layer A convolution layer has k different kernels, and each has
the shape m × n and performs convolution operation (denoted as ?) on each
of j sub-images of the input image i. A non-linear function g will be applied
to the convolution result with a bias b added. The whole procedure is shown
in equation 5.2. An illustration of convolution operation is shown in Fig. 2.2.
A 5×5 matrix is generated after applying 3×3 convolution on a 7×7 matrix.
f = g((Wi ∗ i1:j) + b) (2.1)
The output of the convolution layer is k feature maps, each generated by a
convolution operation with one kernel applied on the whole image. In Fig. 2.1,
there are 2 convolution layers. Conv1 has 32 kernels, each of size 7× 7, conv2
has 64 kernels, each of size 5× 5.
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Figure 2.2: An example of convolution
Besides the 2D convolution layer, as some tasks need to deal with 3D
data, such as spatial convolution over volumes, 3D convolution will be needed.
Under this need, 3D convolution layer is also available for most of the current
packages.
One additional type of convolution layer that draws a lot of researchers’
interest is the transpose convolution layer, which is also known as deconvolu-
tion layer. Deconvolution layer is first proposed by Zeiler et al. [1] and can
be thought of as a reverse operation of convolution. And this idea is extended
to build an Encoder-Decoder structure [17] taking advantage of the reverse
operation, which we will discussed later in the corresponding section. Same as
the convolution operation, transpose convolution operation also has 2D and
3D versions.
Subsampling Layer Subsampling layer, following a convolution layer, per-
forms a down-sampling operation on the feature maps generated by the convo-
lution layer. There are several ways to perform sub-sampling, such as average-
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Figure 2.3: An example of max-pooling operation
pooling, median-pooling, global average pooling and max-pooling. In Fig. 2.1,
the network uses max-pooling strategy.
An example of max-pooling operation with 2 × 2 filters and stride 2 is
shown in Fig. 2.3.
Besides pooling based sampling, currently a new trend appears as the
(down)sampling is performed by the convolution layer using strides larger than
1. To further explain this, let’s take the 2D convolution operation provided
by pytorch [18] as an example. As shown in equation 2.2:
Wout = floor((Win + 2paddingdilation(kernel size1)1)/stride+ 1), (2.2)
Where Wout is the output size, Win is the input size, padding is the size
of zero-padding added to both sides of the input. Dilation is spacing between
kernel elements. Stride is the stride of the convolution. We can see if we set
stride to be 2, it is equivalent to perform a down-sample operation by a factor
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of 2. So a new downsample method is to replace the down-pooling layer with
a convolution layer with filter size 1× 1 and stride 2.
Fully Connected Layer A fully connected layer is the same as the layers
in a traditional Multi-Layer Perceptron (MLP). The input is an image i with
operations shown in equation 2.3, where b denotes the bias. The last layer of a
CNN model is usually a fully connected layer which serves as an output layer.
In the output layer, the number of neurons denotes the number of classes in
the classification task.
f = g((Wi × i1:j) + b) (2.3)
Non-linear Function Non-linear function g is used in both convolution and
fully connected layer. Functions like Tanh, Sigmoid and ReLu are often used
as a Non-linear Function. For the output layer, i.e. the last layer of a CNN, a
softmax function is commonly used.
Here we list some commonly used Non-linear Functions. The first one is
the ”old fashioned” sigmoid function, as is shown in equation 2.4.
Sigmoid =
1
1 + e−x
(2.4)
ReLU, first used by Glorot et al. [19] is one of the most commonly used
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non-linear function now. The equation of ReLU is shown in equation 2.5.
ReLU = max(0, x) (2.5)
Currently, some variants of ReLU has also been proposed and utilized in
the newest models. For example, LeakyReLU, which allow a small, non-zero
gradient when the unit is not active has been proposed [20]. The equation of
LeakyReLU is shown in equation 3.5. Such design could alleviate potential
problems caused by ReLU, which sets 0 to all negative values.
LeakyReLU(x, α) = max(x, 0) + α×min(x, 0). (2.6)
2.1.2 Some available Packages
One advantage of CNN is that several public packages are available. Instead
of building your CNN from scratch, you could try the packages listed below:
• Caffe: http://caffe.berkeleyvision.org/
• Torch: http://torch.ch/
• Theano: http://deeplearning.net/software/theano/
• Lasagne: https://lasagne.readthedocs.io/en/latest/
• TensorFlow: https://www.tensorflow.org/
• Keras: https://keras.io/
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• Caffe2: https://caffe2.ai/
• PyTorch: http://pytorch.org/
• Mxnet: http://mxnet.io/
All these packages are publicly available online with multi-platform and
GPU support, which reduce the workload of implementing a CNN based task.
Also, the packages have been optimized to be efficient.
The principle of selection from this list, in my opinion, should be based on
the code support. For each of the typical models, such as VGG-Net [21] or
ResNet [22], has been pretrained in different platforms so under such circum-
stances there is not too much difference in selecting packages. But some new
models only have been implemented by single or few packages. In this situa-
tion, you should choose the one which this model has been implemented with
to guarantee performance. Moreover, note that the maintenance of Theano
has been stopped.
2.2 Encoder-Decoder Based CNN Structure
An auto-encoder s an artificial neural network used for unsupervised learning
of efficient codings [23], which contains an Encoder part and a Decoder part.
The Encoder part aims at down-sample the input to reach a low-dimension
CHAPTER 2. CNN MODELS 15
representation of the original data. Then the Decoder will up-sample the low-
dimension data to recover the original information.
Auto-encoders has already shown a success in the image reconstruction
and image annotation [24]. Nowadays, there is a trend to design CNN into
the form of Encoder-Decoder structure. The Encoder part is the same as the
convolution layers in a CNN, as the convolution layers could be viewed as a
feature extractor with the power of down-sampling. To design the Decoder, as
it could be viewed as the reverse operation of convolution, the deconvolution
layer which we mentioned before and up-sampling layer are used to recover
the low-dimension representation to its original size.
The idea of deep convolution Encoder-Decoder structure, to the best of my
knowledge, should originated from [1], where method on how to reverse the
output of a convolution layer to its input has been discussed. The proposed
method is shown in Fig. 2.4.
Then another step has been made by Zeiler et al. [17] where a symmetric
structure has been proposed with reconstruction loss for training. After that,
people start to work on Deep convolutional based Encoder-Decoder structure
for image segmentation.
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Figure 2.4: The method proposed by Zeiler et al. [1], as shown in figure, this is
how to reverse the operation of convolution with ReLU as activation function
followed by down-sampling.
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2.3 Recent Progress on the Encoder-Decoder
Structure Based Segmentation
2.3.1 A timeline for such models
From the previous discussion, we know that due to the output layer of CNN
is classification labels with confidence score. In the work of Long et al. [25], a
new type CNN called Fully Convoluted Neural Network (FCN) is mentioned.
Instead of the fully connected layer which is traditionally comes at the very end
of a CNN, which limited the achievement of one-pass scan, a pure convolution
layer based structure is proposed. Then upsampling operation is applied to
the last few extracted low-dimension feature to recover a segmentation mask
of larger size. As shown in Fig. 2.5, a cat picture is taken as an image
and the segmented result is shown as a mask image. A FCN is a network
only has Convolution Layers and Pooling layers without any fully connected
layers. Transforming fully connected layers into convolution layers enables a
classification net to output a heatmap.
Another new trend is to ask CNN to draw a picture about the segmentation
results in the image. This idea is originated by Chen et al. [26], as shown in
2.6. Based on a pre-trained VGGnet, given an input image of a dog, the
segmented result could be given in the format of an image mask by a Decoder
in a symmetric structure. Although the performance is not as good as the
papers coming after this brilliant idea. This design is the first one cast light
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Figure 2.5: Design of fcn
Figure 2.6: Design of Deeplab
on this path.
We can see that in [26], an Encoder-Decoder structure has been given. The
encoder is Convolution and Pooling operation, while the decoder is based on
Deconvolution and upsampling. The idea of building such decoder is firstly
raised in [27], where the author applied such methods to visualize what is
happening in each layer of a CNN. The deconvolution and upsampling is not
an exact reverse operation but could roughly goes back a step.
Furthermore, this direction has developed fast recently. PSPNet [28] has
been proposed to further reuse different levels of features, which is designed
to perform image segmentation on natural scenes. A comparison with other
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Figure 2.7: PSPnet result comparison
networks could be shown in Fig. 2.7. The boundary and detection result of
PSPNet is more smooth and accurate.
The trick of PSPNet is the design of fusion different level of features, i.e the
feature map acquired by each Convolution Layer. As shown in 2.8, different
sized feature map are supposed to have different level features. A combination
of all these features could outperforms the previous design. However, how
to design and fuse these layers are barely explained. The code published in
Github is written in Caffe and contains 2000 lines for model definition, which
leaves a hard job for people to understand. A detailed design of PSPnet could
be seen in Fig. 2.9.
One important paper to mention is U-net [29], which is very famous in
medical imaging segmentation working as a benchmark. The detailed design
could be shown in 2.10. Although it used a small dataset to train model, Unet
has been proved very powerful in many other scenarios. Learned from Residual
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Figure 2.8: Design of PSPnet
Figure 2.9: A detailed design of PSPnet
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Figure 2.10: Design of U-net
Network, each module in the figure below is a residual block containing several
layers of Convnet and sampling. The novel idea here is not only build an auto-
encoder, Unet will combine the output from the corresponding encoder with
the input of the decoder as a new input into the next decoder layer. This
design is hard to believe but turns out to be very useful by a series of related
networks. U-net model has been widely applied and proved to be a success in
the area of Medical Imaging on applications such as Lumbar Surgery[30] and
gland segmentation[31].
One step ahead, I would like to mention the LinkNet [32]. This is a very new
paper just available in Arxiv. The network architecture could be seen below.
In nature, it is very similar to U-net but it is designed with residual blocks.
Input of each encoder layer is also bypassed to the output of its corresponding
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Figure 2.11: Structure of Linknet
decoder. By doing this the model aims at recovering lost spatial information
that can be used by the decoder and its upsampling operations. Such design
could reduce parameters and be more efficient.
2.3.2 Conclusion
In this section, we go through the timeline of Encoder-Decoder based seg-
mentation network structure. As we can see, there are two trends emerged
in the development of Encoder-Decoder based models. The first is the reuse
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of features to gain more information for segmentation. The second is reduce
parameters to speed up.
For medical imaging, literatures published using such structure does not
apply on the whole image but still a small patch of it. One possible reason is
the medical image is too noisy. One possible solution is to make use of such
model to generate a pixel-by-pixel prediction for each patch and using all the
results as an input of the voting algorithm.
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Figure 2.12: General Framework of GAN. GAN usually consists of two net-
works: the Generator and the Discriminator. The Generator is trained to
generate fake data samples from noises while the Discriminator network tries
to discriminate fake data from the real data.
2.4 Generative Adversarial Network
Generative Adversarial Network (GAN) is a deep generative model proposed
by Goodfellow et al. [33], and later optimized by DCGAN [34] and WGAN [?].
The general framework is demonstrated in figure 2.12. There are two kinds of
networks in GAN: the generator and the discriminator. The generator network
is trained to fool the discriminator network, while the discriminator serves to
distinguish whether an image is generated by the generator or is ground-truth.
The generator and the discriminator are updated in parallel.
The goal of the Generator G is to learn a distribution pz matching the data,
while the goal of Discriminator D is to distinguish the real data (i.e. from the
real distribution pz) from the fake data generated by G. The adversarial comes
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from the min-max game between G and D, which is formulated as:
min
G
max
D
V (D,G) = Ex∼pdata(x)[logD(x)] + Ez∼pz(z)[log(1−D(G(z)))], (2.7)
where G tries to minimize this objective against an adversarial D that tries
to maximize it.
However, the vanilla GAN suffers model collapse problem due to its loss
design. To make the training process more stable, Arjovsky et al. [?] proposed
Wasserstein GAN by using Earth Mover (EM) distance or Wasserstein-1 to
evaluate the distance between the real distribution and the fake distribution
[?]. Specifically, given two distributions, Pdata and Pz, with samples x ∼ Pdata
and y ∼ Pz, the Wasserstein-1 distance is defined as:
W (Pdata, Pz) = inf
γ∈∏(Pdata,Pz)E(x,y)∼γ[‖x− y‖], (2.8)
where
∏
(Pdata, Pz) denotes the set of all joint distributions γ(x, y) whose
marginals are respectively Pdata and Pz. The term γ(x, y) could be viewed
as the cost from x to y in order to transform the distributions Pdata into
the distribution Pz. And the Wasserstein-1 loss actually indicates optimal
transport cost. Under this design, the loss for the G network is:
LG = −Ex∼Pz [D(x)] (2.9)
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And the loss for the D network is:
LD = Ex∼Pz [D(G(x))]− Ex∼Preal [D(x)] (2.10)
2.4.1 Conclusion
In this section, we go through the design of GAN, which contains an Encoder
and a Decoder. Starting with a minmax problem with two players, GAN takes
advantage of game theory to train CNN get better performance. In another
view, the design of GAN could be think of a new CNN based training loss,
one other example could be the perceptron loss [35].
2.5 GAN Based Segmentation models
In this section, I will review related GAN based segmentation method. But
this is a very new area and only two papers available at the moment, which is
one area of great potential.
2.5.1 GAN for segmentation
Luc et al. [36] proposed a GAN based segmentation method which is shown in
Fig. 2.13 . The model contains two parts, a segmentator and a discriminator.
The segmentor is designed to generate a mask of the natural image, while
the discriminator would decide if the generated mask the same as the ground
truth mask. The quality of the generated mask is evaluated by how well it
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Figure 2.13
is to fool the discriminator. The loss function is similar to the CGAN while
some modification to consider the relationship between mask and the original
image. Given a data set of N training images xn and a corresponding label
maps yn θs, θa representing the parameters of segmentor and advesarial model,
the loss used in this model is shown in equation 2.11.
L(θs, θa) =
N∑
n=1
L(s(xn), yn)− λ[bce((a(xn), yn), 1) + bce((a(xn), s(xn)), 0)],
(2.11)
where , a(x, y) ∈ [0, 1] denotes the scalar probability with which the ad-
versarial model predicts that y is the ground truth label map of x, as opposed
to being a label map produced by the segmentation model s() And bce is the
binary cross-entropy loss, which is defined as:
bce(x, y) = (ylog(x) + (1x)log(1x)), (2.12)
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The motivation for their approach is that, with the help of GAN, it can
detect and correct higher-order inconsistencies between ground truth segmen-
tation maps and the ones produced by the segmentation net. The experiments
show that their adversarial approach leads to improved accuracy on the Stan-
ford Background and PASCAL VOC 2012 datasets.
Souly et al. [37] proposed two neutral frameworks for GAN based semi-
supervised and weakly supervised learning. The difference with [36] is it asked
the Discriminator to generate mask instead of the Generator. Besides the
original K classes of the segmentation task, one extra class, fake class, has
been added for the discriminator so that it could decide whether the input is
a fake one generated by the Generator. To ensure higher quality of generated
images for GANs with consequent improved pixel classification, the second
framework extend the framework by adding weakly annotated data. This
greatly overcome the shortcoming of few labelled data is available.
In the area of medical imaging, recently only one paper has been published
related to GAN based segmentation. segAN [38] has been proposed, which
is workflow is shown in 2.14. Since image segmentation requires dense, pixel-
level labeling, the gradient feedback by the original GAN may not be enough
for training, which has been mentioned in WGAN. To overcome this, a new
loss is proposed by the design of adversarial critic network with a multi-scale
L1 loss function to force the critic and segmentor to learn both global and
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Figure 2.14: Structure of segAN
local features that capture long- and short-range spatial relationships between
pixels. The loss proposed in this paper is very similar to the idea of EM loss
used by WGAN.
Chapter 3
GAN based lung segmentation
The image segmentation task in the area of medical imaging serves as the very
first step of many tasks. For example, in the task of lung nodule detection or
lung disease analysis, the segmentation of lung could remove many noise and
reduce input size. Recently, in the low-dose CT reconstruction, since different
types of tissue (e.g. fat, bone, muscle) have different texture, reconstruct each
part separately could greatly improve the texture.
On the other hand, CNN based segmentation requires large amount of
training data which is hard to acquire in the context of medical imaging.
Small dataset may cause overfitting or failure in model training.
In this chapter, I will introduce one of such solution using Generative Ad-
versarial Network to improve CNN based segmentation on the task of lung
segmentation.
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Figure 3.1: The pipeline of the proposed LGAN schema which includes a
generator network and a discriminator network. A Deep Deconvnet Network
is trained to generate the lung mask while an Adversarial Network is trained
to discriminate segmentation maps from the ground truth and the generator,
which, in turn, helps the generator to learn an accurate and realistic lung
segmentation of the input CT scans.
3.1 Background and motivation
Lung segmentation is an initial step in analyzing medical images obtained
to assess lung disease. For example, early detection of lung nodules in lung
cancer screening with CT is a tedious task for human readers and could be
significantly improved with artificial intelligence. Researchers proposed a num-
ber of lung segmentation methods which fall into two categories: hand-crafted
feature-based methods and deep learning-based methods [39, 40, 41, 42]. Com-
pared to the hand-crafted feature-based methods, such as region growing [41]
and active contour model [42], deep learning-based methods could automati-
cally learn useful features [43] without manually empirical parameter adjust-
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ments.
Existing hand-crafted feature-based lung segmentation methods are usually
performed through a series of procedures with manually empirical parameter
adjustments. Various sets of 2D-based [40] and 3D-based methods [44] are
developed to achieve a high quality segmented result.
However, these traditional segmentation techniques are designed for specific
applications, imaging modalities, and even datasets. They are difficult to be
generalized for different types of CT images or various datasets since different
kinds of features and different parameter/threshold values are extracted from
different datasets. Moreover, the feature extraction procedure is monitored by
users and the features/parameters are analyzed and manually and interactively
adjusted.
In this work, in contrast, we propose an end-to-end deep learning Gener-
ative Adversarial Network (GAN) based lung segmentation schema (LGAN),
where the input is a slice of lung CT scan and the output is a pixel-wise mask
showing the position of the lungs by identifying whether each pixel belongs to
lung or not. Furthermore, the proposed schema can be generalized to different
kinds of networks with improved performance.
Recently, several deep learning-based pixel-wise classification methods have
been proposed in computer vision area and some of them have been successfully
applied in medical imaging. Early deep learning-based methods are based on
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bounding box [16]. The task is to predict the class label of the central pixel(s)
via a patch including its neighbors. Kallenberg et al. [45] designed a bounding
box based deep learning method to perform breast density segmentation and
scoring of mammographic texture. The proposed model could learn a feature
hierarchy from unlabeled data. Shin et al. [46] compared several networks on
the performance of computer-aided detection and proposed a transfer learning
method by utilizing models trained in computer vision domain for medical
imaging problem. Instead of running a pixel-wise classification with a bound-
ing box, Long et al. [25] proposed a fully convolutional network (FCN) for
semantic segmentation by replacing the last part of the CNN which is usually
fully connected layers, with convolutional layers to build a fully convolutional
structure. After the coarse label map is obtained from the network, it is up-
sampled with deconvolutional layers to yield per pixel classification results.
An Auto-Encoder alike structure has been used by Noh et al. [47] to im-
prove the quality of the segmented objects. With multiple up-pooling and
deconvolutional layers in the architecture, the limitation of the fixed-size re-
ceptive field of FCN is eliminated. Later, Ronneberger et al. [48] proposed
a U-net model for segmentation, which consists of a contracting part as an
encoder to analyze the whole image and an expanding part as a decoder to
produce a full-resolution segmentation. The U-net architecture is different
from [25] in that, at each level of the decoder, a concatenation is performed
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with the correspondingly cropped feature maps from the encoder. This design
has been widely used and proved to be successful in many medical imaging
applications such as Lumbar Surgery[30] and gland segmentation[31]. Most
recently, Lalonde et al. [49] designed a convolutional-deconvolutional capsule
network, called SegCaps, to perform lung segmentation, where they proposed
the concept of deconvolutional capsules.
After the emergence of Generative Adversarial Network (GAN) [33] based
models, which have shown a better efficiency in leveraging the inconsistency
of the generated image and ground truth in the task of image generation,
Luc et al. [36] proposed a GAN based semantic segmentation model. The
motivation is to apply GAN to detect and correct the high-order inconsistencies
between ground truth segmentation maps and the generated results. The
model trains a convolutional semantic segmentation network along with an
adversarial network that discriminates segmentation maps coming either from
the ground truth or from the segmentation network. Following this idea, Zhao
et al. [50] proposed to use adversary loss to perform lung segmentation, where
the segmentor is a fully convolutional neural network.
Both of their works utilize the original GAN structure, which, however, due
to its loss function design, original GAN suffers from the problem of learning
instability such as mode collapse, which means all or most of the generator
outputs are identical [51, 52].
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To avoid this problem, Arjovsky et al. [51] proposed an optimized GAN
structure which uses a new loss function based on the Earth Mover (EM)
distance and in the literature is denoted as WGAN. It should be noted that
WGAN is designed to solve the same problem as the original GAN, which is
to leverage the inconsistency of the generated image and ground truth in the
task of image reconstruction instead of generating an accurate segmentation
from a given type of images.
In this work, to solve the medical image segmentation problem, especially
the problem of lung segmentation in CT scan images, we propose LGAN (Gen-
erative Adversarial Network based Lung Segmentation) schema which is a gen-
eral deep learning model for segmentation of lungs from CT images based on a
Generative Adversarial Network (GAN) structure combining the EM distance
based loss function. In the proposed schema, a Deep Deconvnet Network is
trained to generate the lung mask while an Adversarial Network is trained
to discriminate segmentation maps from the ground truth and the generator,
which, in turn, helps the generator to learn an accurate and realistic lung seg-
mentation of the input CT scans. The performance analysis on the dataset
from a public database founded by the Lung Image Database Consortium and
Image Database Resource Initiative (LIDC-IDRI) shows the effectiveness and
stability of this new approach. The main contributions of this work include:
1. We propose a novel end-to-end deep learning Generative Adversarial
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Figure 3.2: The architecture of the generator in the framework. Each blue
box represents the feature map generated by convolution block. The number
of channels is denoted on the bottom of the box. The lines on the top of the
boxes indicate the concatenation operation of the feature map.
Network (GAN) based lung segmentation schema (LGAN) with EM dis-
tance to perform pixel-wised semantic segmentation.
2. We apply the LGAN schema to five different GAN structures for lung
segmentation and compare with different metrics including segmentation
quality, segmentation accuracy, and shape similarity.
3. We perform experiments and evaluate our five LGAN segmentation al-
gorithms as well as the baseline U-net model using LIDC-IDRI dataset
with ground truth generated by our radiologists.
4. Our experimental results show that the proposed LGAN schema out-
performs current state-of-art methods on our dataset and debuts itself
as a promising tool for automatic lung segmentation and other medical
imaging segmentation tasks.
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3.2 Method
In this section, we first introduce the background knowledge of Generative
Adversarial Network and then present the proposed LGAN schema.
3.2.1 Generative Adversarial Networks
As introduced, a general GAN model consists of two kinds of networks named
as the generator network and the discriminator network. The generator net-
work is trained to generate an image similar to the ground-truth and mean-
while the discriminator network is trained to distinguish the generated image
from the ground-truth image. By playing this two-player game, the results
from the discriminator network help the generator network to generate more
similar images and simultaneously the generated images as the input data help
the discriminator network to improve its differentiation ability. Therefore, the
generator network and the discriminator network are competing against each
other while at the same time make each other stronger.
Mathematically, the goal of the generator network G is to learn a distribu-
tion pz matching the ground-truth data in order to generate the similar data,
while the goal of discriminator network D is also to learn the distribution of
the ground-truth data but for distinguishing the real data (i.e. from the real
distribution pdata) from the generated data from G. The adversarial comes
from the min-max game between G and D, and is formulated as:
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min
G
max
D
V (D,G) = Ex∼pdata(x)[logD(x)] + Ez∼pz(z)[log(1−D(G(z)))], (3.1)
where, for a given real data x and the corresponding generated data G(z),
the adversarial discriminator is trained to maximize the probability output
for the real data x (that is, Ex∼pdata(x)[logD(x)]) and minimize the probability
output for the generated data (that is, Ex∼pdata(x)[logD(G(z))]) which is equiva-
lent to maximizing Ez∼pz(z)[log(1−D(G(z)))], and on the other side, the generator
is trained to generate G(z) as similar as possible to x so that the discrim-
inator outputs the bigger probability value for G(z), that is, to maximize
Ex∼pdata(x)[logD(G(z))] and equivalently minimize Ez∼pz(z)[log(1−D(G(z)))].
Luc et al. [36] adapt GAN model to perform segmentation task, where
the role of the generator has been changed from generating synthetic images
to generating segmentation masks given the original images, which has been
proved to be effective on the task of lung segmentation by Zhao et al [50]. The
details of GAN based segmentation design will be specified in the next section.
To make the training process more stable, Arjovsky et al. proposed WGAN
using EM distance to measure the divergence between the real distribution and
the learned distribution [51]. Specifically, given the two distributions, Pdata and
Pz, with samples x ∼ Pdata and y ∼ Pz, the EM distance is defined as:
W (Pdata, Pz) = inf
γ∈∏(Pdata,Pz)E(x,y)∼γ[‖x− y‖], (3.2)
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where
∏
(Pdata, Pz) represents the set of all joint distributions γ(x, y) whose
marginals are respectively Pdata and Pz, and the term γ(x, y) represents the
cost from x to y in order to transform the distributions Pdata into the distribu-
tion Pz. The EM loss actually indicates optimal transport cost. In this design,
the loss for the generator network is:
LG = −Ex∼Pz [D(x)]. (3.3)
And the loss for the discriminator network is:
LD = Ex∼Pz [D(G(x))]− Ex∼Preal [D(x)]. (3.4)
With the EM distance based loss, the GAN model becomes more power-
ful in generating high-quality realistic images and outperforms other gener-
ative models. While the WGAN is designed for image reconstruction, here
we take advantage of the basic idea of WGAN, and design an efficient and
enhanced deep learning Generative Adversarial Network based Lung Segmen-
tation (LGAN) schema.
3.2.2 Our LGAN Schema
Our Generative Adversarial Network based Lung Segmentation (LGAN) schema
is designed to force the generated lung segmentation mask to be more consis-
tent and close to the ground truth and its architecture is illustrated in Fig.
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Figure 3.3: The architecture of different D networks, where Conv stands for
convolution layer, FC stands for fully-connected layer, BN stands for Batch
Normalization and LR stands for LeakyReLU. For each convolution layer,
the numbers means kernel size, (down) pooling stride and number of kernels
accordingly. Feature concatenation layer combines feature maps from different
branches.
3.1.
LGAN consists of two networks: the generator network and the discrimina-
tor network, and all of them are convolution neural networks. The generator
network is to predict the lung segmentation masks based on the grayscale in-
put images of CT slices, while the discriminator computes the EM distance
between the predicted masks and the ground truth masks.
During the training and testing, the LGAN schema takes a slice of the
lung CT scan Ii as input, then the generator predicts a mask Mi to illustrate
the pixels belong to the lung. The quality of lung segmentation is judged by
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how well Mi fools the discriminator network. In the rest of this section, we
describe the three main components of our LGAN schema: Generator Network,
Discriminator Network, and Training Loss.
Generator Network
The generator network is designed to generate the segmented mask of the
input lung CT scan image. The mask labels all the pixels belong to the lung.
This segmentation task can be addressed as a pixel-wise classification problem
to identify whether a pixel belongs to the lung area or not. Given an input
CT slice Ii, the generator will predict the category of each pixel and generate
a corresponding mask Mi based on the classification result.
The architecture of our designed generator is illustrated in Fig. 3.2. The
generator model consists of encoder and decoder parts. The encoder extracts
the high-level features from the input CT scan by a bunch of convolution
blocks, while the decoder reconstructs the mask from the high-level features.
Both encoder and decoder are composed of convolution blocks, which are rep-
resented as blue boxes in the figure. The input of the generator network is
normalized to 224× 224 pixels and the generated mask is the same size as the
input.
In the encoder part, each block has two convolution layers, both of which
have the same number of filters with filter size 3×3 followed by a max-pooling
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layer, which performs a 2× 2 down-pooling on the feature map.
In the decoder part, each block consists of one deconvolution layer and two
convolution layers. For the convolution layers, similarly, each has the same
number of filters with filter size 3× 3. Instead of an up-pooling layer, we use
the deconvolution layer with stride 2 as suggested by Tran et al. [53] because
deconvolution layer can generate better quality images than an up-pooling
layer. Following other work, we add skip connection between the encoder and
decoder.
Following DCGAN [34], we employ LeakRelu as the activation function for
the convolution layers which is first proposed in [54]. As shown below, to alle-
viate potential problems caused by ReLU, which sets 0 to all negative values,
LeakyReLU set a small non-zero gradient NegativeSlope, which is user pre-
defined, to negative values. In the equation below, we represent this negative
slope as α.
LeakyReLU(x, α) = max(x, 0) + α×min(x, 0). (3.5)
At the final layer, a 1 ∗ 1 convolution is performed to map each component
feature vector to the final segmentation mask.
Discriminative Network
The task of the discriminative network is to distinguish the ground truth
mask from the generated segmentation mask. We employ the EM distance to
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Table 3.1: The list of all the proposed five LGAN structures and their corre-
sponding descriptions.
Network Input
LGANBasic generated mask, one at a time.
LGANProduct segmented original image based on the predicted mask.
LGANEF mask and original image are combined as one input with two channels.
LGANLF mask and original image as two inputs.
LGANRegression generated mask and ground truth, so as to approximate EM loss directly.
measure the difference between the real and fake distributions as it has been
proved to be a smooth metric [51].
Given a generator, the discriminator approximates E[X] function such that
the EM loss E[X]−E[Y ] is approximated by D(G(z))−D(Real). Compared
to the discriminator in the original GAN, which performs a classification task,
the new discriminator is actually performing a regression task (approximating
the function E(X)).
Based on the different assumptions that could help improve the perfor-
mance of the discriminator network, we propose five different designs for the
discriminator network, which thus yield five different LGAN structures. The
details of the five frameworks are demonstrated in Tab. 3.1. We discuss these
five designs one by one in the next section.
Training Loss
As the original WGAN is designed for image reconstruction tasks, here we
modify the training loss to fit for the segmentation task. Specifically, we
modify the loss of generator G by adding a Binary Cross Entropy (BCE) loss
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which calculates the cross-entropy between the generated mask and ground
truth mask. Therefore, the loss of the generator network is:
BCE[G(x), Real]− Ex∼Pz [D(x)], (3.6)
Where Pz is the learned distribution from the ground-truth mask by G.
For the training loss of the discriminator D, different designs for the dis-
criminator network may have the different training loss functions which are
described in the next section.
3.3 The Proposed LGAN Structures
In GAN-based image reconstruction tasks, the generated image and the ground
truth image are very similar. However, for lung segmentation task, the pixel
intensity in the generated mask is in [0, 1] while the value in the ground truth
mask is binary, that is, either 0 or 1. This fact may mislead the discriminator to
distinguish the generated mask and the ground truth mask by simply detecting
if the mask consists of only zeros and ones (one-hot coding of ground truth),
or the values between zero and one (output of segmentation network).
With this observation, we explore all possible discriminator designs for
lung segmentation task based on various assumptions, and provide five dif-
ferent LGAN structures: LGAN with Basic Network, LGAN with Product
Network, LGAN with Early Fusion Network, LGAN with Late Fusion Net-
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work and LGAN with Regression Network. Their corresponding architectures
are illustrated in Fig. 3.3. In the rest of this section, we introduce them ac-
cordingly.
3.3.1 LGAN with Basic Discriminator
The basic discriminator is to evaluate the generated mask and the ground truth
mask separately and minimize the distance between the two distributions,
which can be illustrated as (a) in Fig. 3.3. We denote the LGAN with this
basic discriminator as LGANBasic and it has a single channel with the network
input size of 224× 224.
In LGANBasic, the training loss of G is the same as we described in section
3.2.2 and the training loss of D is the following:
Ex∼Pz [D(G(x))]− Ex∼Preal [D(x)]. (3.7)
Based on LGANBasic, we conjecture that the discriminator network may
have a more precise evaluation if the original image is also provided as addi-
tional information. Under this assumption, we examine three strategies and
design the LGANProduct, LGANEF , and LGANLF structures.
3.3.2 LGAN with Product Network
Different from the basic discriminator where the inputs are the segmented
mask and the ground-truth mask with only binary value, the product network
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Table 3.2: Performance comparison of 2D-LGAN.
Mean Median
Model IOU Hausdorff IOU Hausdorff
Benchmark 0.6248 6.1062 0.7582 5.8310
LGANBasic 0.9018 3.3672 0.9655 3.1622
LGANProduct 0.8858 3.4095 0.9635 3.3166
LGANEF 0.9015 3.2836 0.9656 3.1622
LGANLF 0.7911 3.5318 0.9444 3.0
LGANRegression 0.9225 3.3802 0.9715 3.1622
takes, as the inputs, the lung volume images which are mapped out from
the original CT scan image by the segmented mask and the ground-truth
mask respectively. That is, given the segmentation mask, we obtain the lung
volume image by modifying the original image such that the values within the
segmented lung area are kept as they are but the values in the rest of the area
are set to be 0. This design is motivated by the work of Luc et al. [36].
With this input, the discriminator network might be biased by the value
distribution. Although in [36] the deep learning model with the product net-
work is not designed based on WGAN, we observe that the product network
could still be used in our LGAN model and we define this LGAN structure
as LGANProduct. Note that the discriminator in LGANProduct differs from
LGANOrigin only in inputs, so the discriminator in LGANProduct shares the
same architecture as LGANOrigin shown in (a) of Fig. 3.3.
In LGANProduct, the loss of G is the same as we described in section 3.2.2
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and the training loss of D, which is product network, is the following:
Ex∼Pz [D(G(x) ◦ Ii)]− Ex∼Preal [D(x)], (3.8)
where x ◦ y is a pixel-wise multiplication of matrix x and y , and the mask
and the original image has the same size.
3.3.3 LGAN with Early Fusion Network
Instead of taking only the mask as inputs, early fusion network takes both the
whole original CT scan image and the segmentation/ground-truth mask as an
input. To keep the design of single input, we concatenate the original image
and the mask as one single image with two channels, where one channel is the
original CT scan and the other is the mask. We denote LGAN with this early
fusion discriminator network as LGANEF .
The architecture of the discriminator in LGANEF is shown in (a) of Fig.3.3.
Different from LGANBasic and LGANProduct, LGANEF has the input size of
224×224 with 2 channels which are the concatenation of the original CT scan
and its mask. In LGANEF , the training loss of G is the same as we described
in section 3.2.2 and the loss of the discriminator network is:
Ex∼Pz [D(G(x)
⊕
Ii)]− Ex∼Preal [D(x)
⊕
Ii], (3.9)
where x
⊕
y represents the operation of concatenating matrix x and y into
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a single matrix with 2 channels.
3.3.4 LGAN with Late Fusion Network
Another way of taking both the original image and the mask as an input in
the discriminator network is to employ the late fusion technique. Specifically,
the input of the discriminator is the concatenation of the high-level feature of
the CT scan and the mask. We denote LGAN with this type of discriminator
as LGANLF .
The corresponding architecture of the discriminator in LGANLF is shown
in (b) of Figure 3.3. There are two branches of convolution operations in this
discriminator. One is for the CT scans, and the other is for the masks. The
two inputs first pass the two branches separately, and then their features are
fused by a concatenate layer and pass through several convolution layers and
down-sampling layers before they pass through the fully-connected layers to
reach the final result. As the CT scan is more complicated than the mask to be
understood by the network, we let the CT scan pass through more convolution
layers before it features are concatenated.
In LGANLF , the training loss of G is the same as we described in section
3.2.2 and the loss of the discriminator network is:
Ex∼Pz [D(G(x), Ii)]− Ex∼Preal [D(x, Ii)]. (3.10)
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Table 3.3: Performance of 3D-LGAN using multiple CT slices
Mean Median
Model IOU Hausdorff IOU Hausdorff
Benchmark 0.7684 3.6329 0.9576 3.3166
LGANBasic 0.8601 3.0164 0.9618 2.8284
LGANProduct 0.8465 3.1826 0.9532 3.0
LGANEF 0.7987 3.2474 0.9582 2.9142
LGANLF 0.8491 3.0120 0.9603 2.8284
LGANRegression 0.8734 2.8701 0.9641 2.6458
3.3.5 LGAN with Regression Network
As we addressed in section 3.2.2, in WGAN, the EM loss E[X] − E[Y ] is
approximated by D(G(z)) − D(Real) where D(G(z)) and D(Real) are eval-
uated separately and independently. Differently, we design the discriminator
as a regression network to approximate the E[D(G(z))] − E[D(Real)] where
D(G(z)) and D(Real) are evaluated together in the same network setting.
The regression discriminator network takes two inputs, the real mask and
the mask generated by the generator network. The output of the network is
the approximated EM distance, and the network is optimized by minimizing
the distance. We denote LGAN with this regression discriminator network as
LGANRegression.
The architecture of the discriminator in LGANRegression is shown in (c)
of Figure 3.3. Similar to the previous networks, the inputs in the regres-
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sion discriminator network first separately pass through their own convolution
branches and down-sampling layers before their features are concatenated to-
gether. And then the concatenated features pass through more convolution
layers before getting into the fully-connected layer. In this discriminator net-
work, the convolution branch consists of a long set of individual convolution
layers.
In LGANRegression, the loss of G is the same as we described in section
3.2.2 and the loss of the discriminator network is:
Ex1∼Pz ,x2∼Preal [D(G(x1), x2)]. (3.11)
By playing the min-max game, the generator prevents the distance com-
puted by discriminator from going to positive infinity while the discriminator
network prevents it from going to negative infinity. The generator and the
discriminator networks play this min-max game for several rounds until a tie
is reached.
3.4 Experiments
3.4.1 Dataset
The original RAW CT Scan images are acquired from the public database
founded by the Lung Image Database Consortium and Image Database Re-
source Initiative (LIDC-IDRI), as we have previously used in [55].
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There are 220 patients’ CT Scans in our dataset, and each scan contains
more than 130 slices. Each CT slice has a size of 512×512 pixels. We randomly
select 180 patients’ scans as the training data and the other 40 patients’ scans
as the testing data for experiments. To generate the ground-truth for lung
segmentation, on each CT scan, we first apply thresholding to filter out major
lung parts and then perform region growing to smooth the result. At last, the
mask is further corrected by radiologists.
3.4.2 Experiment Design
Since both 2D-CNN based network and 3D-CNN based network are widely
used in medical image segmentation. The 2D-CNN predicts the mask based
on the single CT slice as an input. As a CT scan contains a series of slices
where each slice is related to its connected slices, a CT clip could provide
spatial-temporal information among different slices. Therefore, 3D-CNN is
applied to extract spatial-temporal information from multiple consecutive CT
slices.
We design two sets of experiments according to two major methods used
in CT image analysis, which are 2D-LGAN and 3D-LGAN. The 2D-LGAN
is the same as the model we described in the previous section. 2D-LGAN is
to perform segmentation on each single CT slice, where the input is a single
CT slice and the output is the segmented mask, while the 3D-LGAN is an
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extension to conduct 3D segmentation on slice clip. For the 3D-LGAN, the
input is multiple k CT slices and the output is k slices of predicted masks
corresponding to the input slices.
In both sets of experiments, on the same dataset, we compare the perfor-
mance of five different LGAN structures which we described in section 3.3 and
are listed in Tab. 3.1.
At last, we compare our best model with the current state-of-art (STOA)
methods using LIDC-IDRI dataset to perform 2D lung segmentation following
the settings and evaluation metrics from the literature.
We use Adam [41] optimizer with a batch size of 32 for 2D-LGAN and 4 for
3D-LGAN. And all models are trained from scratch without using pretrained
weights. The learning rate is set to 10−5, momentum to 0.9, and weight decay
to 0.0005. The network is initialized with a Gaussian Distribution. During
testing, only the Segmentor network is employed to generate the final mask.
3.4.3 Evaluation Metrics
We take two metrics to evaluate the performance of the networks: segmenta-
tion quality and shape similarity.
Segmentation Quality
Intersection over Union (IOU) score is a commonly used for semantic segmen-
tation. Given two images X and Y , where X is the predicted mask and Y is
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the ground truth. The IOU score is calculated as:
IOU =
X ∩ Y
X ∪ Y , (3.12)
which is the proportion of the overlapped area to the combined area. The
numerator is obtained from the intersection operation of the predicted segmen-
tation mask and the ground truth segmentation mask, and the denominator
is obtained from the union operation of the predicted segmentation mask and
the ground truth mask.
Shape Similarity
To evaluate the similarity between shapes, the commonly used Hausdorff dis-
tance [56] is employed to measure the similarity between the segmented lung
and the ground truth. In this work, we use the symmetrical Hausdorff distance
mentioned in [57] as shthe ape similarity evaluation metric.
Given generated mask M and groundtruth G, the symmetrical Hausdorff
distance is calculated as:
HausDist(M,G) = max
{
supx∈M infy∈G ‖x− y‖ ,
supx∈G infy∈M ‖x− y‖
}
. (3.13)
For all three evaluation metrics, we compute and compare their mean values
as well as their median values.
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Figure 3.4: Results of 2D-LGAN on 3 lung slices, which achieves the worst
IOUs in our test dataset. The first column is the ground truth which is the
overlap of the CT slice and the corresponding mask. The green color represents
the lung area, while the blue color represents the other area. The other columns
are the segmentation results of different LGAN structures.
3.5 Results
3.5.1 Results of 2D-LGAN
The experimental results of 2D-LGAN are shown in Tab. 3.2. The LGAN mod-
els achieve a significant improvement in the performance than U-Net, which is
a segmentation network has the same architecture as the generator network.
The performance of LGAN is more than 20% higher than the benchmark,
which demonstrates the effectiveness of the LGAN. All the LGAN achieve bet-
ter performance than the generator alone, among which the LGANRegression
obtains the best performance.
To qualitatively study the performance of the proposed architectures and
demonstrate the power of our proposed GAN framework, we compare the
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performance of all the models on three selected CT slices, which achieves the
worst IOUs in our dataset. As shown in Fig. 3.4, the significant improvement
in lung segmentation using LGAN structures can be observed. All of the
LGAN models can capture the lung area, and the LGANRegression has the best
result compared with others.
One problem of the neural network based methods is that it is hard to know
what really happened inside the network. Therefore, besides segmentation
accuracy, we would like to attain further insight into the learned convolution
models. We select the most representative feature maps obtained by each layer
of the generator. The feature maps of 2D-LGANs are illustrated in Fig. 3.5.
The feature maps show that, similar to human brain, the network can extract
the major information about the boundary of the lung through the contracting
part, and then gradually expending the extracted highly compressed features
into a clear mask. Obviously, the lung aretendsnd to have a brighter color,
which means higher activation, than the rest part of CT. This means the
trained model could capture and focus on the lung area in the contraction
part. Then only this information is expanded into a clear mask with noise
reduced
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Figure 3.5: Visualization of activations in proposed 2D-LGAN based segmen-
tation. The activation maps from (b) to (i) correspond to the output maps
from lower to higher layers in the generator. We select the most representative
activation in each layer for effective visualization. The image (a) is the input
image, the image in (b) to (i) are activation of convolution blocks, and image
(k) is the predicted mask. The finer details of the lung are revealed, as the
features are forward-propagated through the layers in the generator. It shows
that the learned filters tend to capture the boundary of the lung.
3.5.2 Results of the 3D-LGAN
For the 3D-LGAN, the input is 8 (k=8) consecutive CT slices. The comparison
results are demonstrated in Tab. 3.3. We could observe the effectiveness of
LGAN structures in significantly enhancing segmentation quality compared
to the generator. All our modified 3D-LGANs outperform the benchmark,
among which the design of LGANRegression achieves the best performance.
As shown in Fig. 3.6, we also demonstrate some qualitative result of 3D-
CNN on selected lung slices from different parts of body. From the figure,
we can observe that the 3D-LGAN is robust to segment lung from different
body parts. Also, to have further insights, we provide the featuremaps has
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(a) Example with small lung areas from 3D-LGAN.
Figure 3.6: Qualitatively visualization of the result of 3D LGANBasic. Each
example contains three rows, the first row is the input (8 connected CT slices),
the second is the selected feature maps of the first convolution layer, and the
third row is the predicted masks. Example (a) is a lung batch with small lung
area and example (b), in contrast, is a batch with large lung area included.
Our proposed LGAN schema is robust to different size of lung areas.
the highest activation in the first convolution layer. The lung areas in differet
slices tend to have brighter color i.e. higher activation, which means the
trained network learned to focus on the lung area. A full visualization of the
featuremaps the with the highest activation of different layers are shown in
Fig. 3.7. As shown in the feature map, the same as 2D-LGAN, we could also
observe the procedure of high-level feature extraction and expansion.
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Table 3.4: Performance Comparison with State-of-Art (Dice Score)
Model Mean Median
Morph [40] 0.862±2.93 -
U-net [48] 0.970±0.59 98.449
Fusion gNet [50] 0.983±0.05 -
Tiramisu [58] - 0.9841
SegCaps [49] - 0.9847
Our Model 0.985±0.03 0.9864
As shown in Tab. 3.2 and 3.3, we observe that 3D-LGAN with spatial-
temporal information achieves better shape similarity with the mean and
median Hausdorff distances improved from (2D-LGAN: 3.3802, 3.0) to (3D-
LGAN: 2.8701, 2.6458). However, the mean IOU of 3D-LGAN is a little
bit lower than that of 2D-LGAN. One possible reason for such decrease could
be caused by a relative low resolution provided by spatiotemporal informa-
tion (resolution on the transection plane) comparing to that on the 2D slices
(coronal or sagittal plane) due to the thickness of slices.
3.5.3 Compare With State-of-Art (STOA)
We compare our model with the best performance, which is 2D LGANRegression,
with current STOA methods using LIDC-IDRI dataset as shown in Tab. 5.2.
To compare, we adopted the commonly used 3D Dice Score metrics and cal-
culate the mean as well as median values following the same settings from
literature.
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From the table, our model achieves the highest performance score com-
paring to current STOAs. Moreover, as mentioned in [50], due to the High-
resolution of the LIDC-IDRI CT volume, 0.001 better Dice-coefficient means
correctly covering 5k more pixels.
3.5.4 Discussion
For our LGAN schema, we have designed five different discriminative networks,
and evaluate these five structures with two sets of experiments for 2D and 3D
based lung segmentation respectively. The experimental results demonstrated
that our proposed LGAN structures significantly outperform the basic GAN
framework, which demonstrates the effectiveness of the LGAN schema. Fur-
thermore, our model outperforms current STOAs with higher dice score.
The generator network in our LGAN model is designed based on the cur-
rently most widely used benchmark method, U-Net. As the task of finding
an optimal network structure is still ongoing, our LGAN schema could also
be optimized correspondingly. A deeper network design would extract higher-
level features but requires more data as well as more parameters and higher
computation cost. Patch normalization and random initialization in our model
training show a significant effect and the optimization method by Adam [59]
is also used in our work.
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3.6 Conclusions
In this chapter, I introduce the solution of improving deep learning based
medical imaging segmentation by Generative Adversarial Network on the task
of lung segmentation, which serves as the first step of many medical imaging
analysis tasks, such as nodule detection, lung disease detection and low-dose
CT reconstruction.
Lung segmentation is usually performed by the methods such as thresh-
olding and region growing. Such methods, on the one hand, require dataset-
specific parameters, and on the other hand, require a series of pre- and post-
processing to improve the segmentation quality. To reduce the processing steps
for lung segmentation and remove the empirical based parameters adjustments,
we have proposed a Generative Adversarial Network based lung segmentation
schema (LGAN) by redesign the discriminator with EM loss. The lung segmen-
tation is achieved by the adversarial between the segmentation mask generator
network and the discriminator network which can differentiate the real mask
from the generated mask. Such adversarial makes the generated mask more
realistic and accurate than a single network for image segmentation. Moreover,
our schema can be applied to different kinds of segmentation networks.
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Figure 3.7: Visualization of activation by 3D LGANBasic. The first row is the
input (8 connected CT slices), the last row is the predicted masks, and others
are the activation of different layers. We can observe from the activation maps
that the network can capture the boundary of the lung in different levels of
features.
Chapter 4
Two-stage nodule segmentation
Instead of GAN based segmentation for medical image, a two-stage Segmentor-
Refiner design could also be an option. The first model performs image seg-
mentation on the raw CT. Then the second model will refine the segmentation
mask by segmentor with regard to the raw CT image. Here I introduce my
design with regard to lung nodule segmentation task.
4.1 Introduction
A crucial step in developing a CAD system is the automatic segmentation of
the pulmonary nodule. A high quality segmentation is the prerequisite for an
efficient detection and characterization of the nodules with various geometric
features such as size, shape, etc., and thus is the basis of successful classi-
fication and retrieval systems [60]. These systems can assist physicians in
differentiating between malignant and benign nodules and in delivering timely
treatment and accurate prognosis.
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The segmentation of pulmonary nodules is challenging. The most difficult
cases are the juxta-pleural nodules, namely, the ones adjacent or close to the
chest wall. The nodule and the wall have similar intensity and texture. The
interface between them can easily be missed by classic segmentation methods
such as region growing [41]. To capture the subtle difference, methods have
been proposed to better model the texture of the nodule [61] and the intensity
of the background [62]. A common issue with these methods is that they all
have many hyper-parameters and need a lot of fine-tuning. This makes it very
difficult to generalize the solutions to a different setting or a different dataset.
Recent years have witnessed a great success of deep learning techniques in
computer vision and medical image analysis. In the context of lung nodule
detection, convolutional neural network methods [63, 64] have become the
state-of-the-arts. However, these deep learning methods are not as impressive
as they are in other medical applications, and still have a lot of room to
improve. The major reason is the limited quality and quantity of data in
the standard nodule segmentation dataset, which contains too noisy labels
and too few data samples comparing to million level dataset in Computer
Vision. Therefore, it is not surprising that deep learning, as an extremely
data-intensive technique, cannot realize its full potential.
To further improve the result of CNN, Mukherjee et al. [63] used graphcut
as a postprocessing step. Graphcut does improve the CNN result, but fails to
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help when the initial result is very different from the ground truth.
Inspired by their work, in this section, we propose a novel two-stage net-
work, called the segmentor-refiner (SR) Network. We first use a standard CNN
as a first-round segmentor, which cannot succeed due to limited resource. Next,
we add another CNN, called the refiner, to further improve the imperfect re-
sults of the segmentor. The reason we believe the refiner will succeed is that
it uses both the original image and the output of the segmentor. To some
extent, this is similar to the classic cascading idea, in which weak learners are
applied sequentially to achieve high quality performance.
We propose two variants of our SR-Network. In the first case, we use a
two-stage training. We train the refiner after the segmentor has been trained.
In the second case, we train the two models together in an end-to-end fashion.
Our model outperforms all existing methods in the largest public database
founded by the Lung Image Database Consortium and Image Database Re-
source Initiative (LIDC-IDRI)[65]. We also show that when the data is further
limited, e.g., downsampled, our model is much more robust compared to other
methods.
Related Work CNN has been applied to many medical image segmenta-
tion tasks. Patch-based methods predict the class label of each pixel based on
its neighborhood [66]. Instead of one pixel at a time, Long et al. [25] proposed
to generate segmentation mask of the input at once using a fully convolutional
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network. Noh et al. [47] proposed an Encoder-Decoder network. Ronneberger
et al. [48] proposed U-Net, which consists of a contracting part as an encoder
to analyze the whole image and an expanding part as decoder to produce a
full-resolution segmentation. This design has been widely used and proved to
be successful in many medical imaging applications such as Lumbar Surgery
[30] and gland segmentation [31]. Recently Mukherjee et al. [6] used graphcut
as a postprocessing step to improve the CNN result. In [7], need to complete In
computer vision, the idea of concatenating multiple networks has been applied
to image inpaining [67], semantic segmentation [68], and for neuron boundary
detection [69].
4.2 Method
The proposed Segmentor-Refiner (SR) Network is illustrated in Fig. 4.1. Both
the Segmentor and the Refiner networks are convolutional neural networks.
The Segmentor generates an initial likelihood map, `. The refiner predicts a
refined likelihood map based on both the original image and `.
Given a Lung CT Dataset D, which in the domain ς ∈ R3the nodule
segmentation task is to learn a function f that maps the class label cm for
each pixel mx,y,z ∈ Pi, where x, y and z denote the coordinates of the pixel.
The learning objective function is:
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f ∗ = argmin
f
∑
m
Ef (m), (4.1)
where Ef (m) is the energy with regard to f on the dataset.
In Fig. 4.1, we use U-Net [48] for both the Segmentor and the Refiner
networks though our experiments also show the effectiveness of the model when
using different kinds of networks. U-Net follows the encoder-decoder structure.
The encoder learns hierarchy features ranging from low-level to high-level,
while the decoder uses the deconvolution layers to predict the segmentation
mask from these features. Both the encoder and decoder are composed of
convolution layers which are indicated as the blue box in the Fig. ??. We
propose two ways to train the network, a two-stage training strategy and an
end-to-end training strategy. We first explain the Segmentor and the refiner
respectively. Afterwards, we discuss both training strategies.
4.2.1 Segmentor
The input of the Segmentor is a 32 × 32 patch cropped from the CT scan
and the output is the initial likelihood map of the same size, indicating the
probability that a pixel belongs to the nodule. For the Segmentor, the encoder
includes four convolutional blocks and each of them consists of two convolution
layers and one max pooling layer. The decoder consists of four deconvolution
blocks, and each of them consists of one convolution layer and one deconvo-
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Figure 4.1: The pipeline of the proposed SR Model which includes a segmen-
tation network (or Segmentor) and a refinement network (or Refiner). The
Segmentor is trained to generate initial likelihood of being part of nodule, and
the Refiner is trained to predict the final mask based on the likelihood and the
gray-scale images.
lution layer. There are ten convolution blocks, and the number of kernels in
each convolution blocks are {64, 128, 256, 512, 1024, 512, 256, 128, 64, 1}
respectively with kernel size all set to 3× 3.
After the Segmentor predicts the likelihood, the binary cross entropy loss,
as this is a binary classification task, is computed according to the groundtruth
to update the weight of the Segmentor.
E1(m) = BCE(φ1(m), yˆ), (4.2)
where φ1(m) denotes the segmentor.
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4.2.2 Refiner
The likelihood obtained by the Segmentor may have low quality due to the
limited quantity of data or the nonoptimal network structure. Therefore, we
propose to employ another network, the Refiner, to refine the initial likelihood.
The Refiner is trained to predict the final likelihood based on the initial likeli-
hood and the input gray-scale image. Our experiments show that the Refiner
can significantly improve the performance by correcting the errors made by
the Segmentor.
As shown in the Fig. ??, the Refiner is similar to the Segmentor except
that it has one additional input, the initial likelihood map. After the initial
likelihood and the CT raw image are processed separately through 64 3 × 3
kernels, their first layer of features are concatenated and then pass through
the remaining convolution blocks.
The training loss is defined as the binary cross entropy loss between the
generated final likelihood map and the groundtruth.
E1(m) = BCE(φ2(m, I), yˆ), (4.3)
4.2.3 Training strategies
For a two-stage training strategy, we first train the Segmentor and then train
the Refiner, both using the cross-entropy loss between the generated mask
and the groundtruth. For an end-to-end strategy, we train the two networks
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together. The loss function is the weighted sum of the cross-entropy losses of
the two networks.
Ef (m) = E1(m) + λE2(m, llq), (4.4)
where the weight λ is determined by cross-validation and set to 0.9 in our
experiment. For all the models proposed, we use Adam [41] optimizer with a
batch size of 32 for training. The learning rate is set to 10−5, momentum to
0.9, and weight decay to 0.0005. The network is initialized with a Gaussian
Distribution.
4.3 Experiments and discussions
4.3.1 Dataset
Our experiments are performed on the raw CT images of LIDC-IDRI[65]
dataset with the focus on the juxtapleural nodules. There are 220 chest CT
scans with at least one juxtapleural attachment and each CT slice has a size
of 512 × 512 with more than 130 slices per scan. Our radiologist labeled the
location of the nodule for each CT slice.
We randomly split the dataset into 180 patients’ scans for training, and the
other 40 for testing. The juxta-pleural nodules in our dataset are relatively
small with a radius ∈ [6, 20]mm, which increases the difficulty of performing
the nodule segmentation. We generate image patches with size 32× 32, which
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covers the defined region of interest (ROI) and includes the area surrounding
the lung nodule. After applying rotation, we generate 5464 patches for training
and 860 for testing.
4.3.2 Evaluation metrics
We take three metrics to evaluate the performance of the model: Intersection
over Union (IOU) for segmentation quality, F1 score for segmentation accuracy,
and Hausdorff distance for shape dissimilarity.
IOU: Given predicted mask X and groundtruth Y , IOU is calculated as:
IOU =
X ∩ Y
X ∪ Y . (4.5)
F1: This metric is formulated as:
F1 =
2 · Precision ·Recall
Precision + Recall
, (4.6)
Hausdorff: Given generated mask M and groundtruth G, the Hausdorff
distance is calculated as:
HausDist(M,G) = max
{
supx∈M infy∈G ‖x− y‖ ,
supx∈G infy∈M ‖x− y‖
}
. (4.7)
4.3.3 Compare different model performances
We first evaluate our proposed schema assuming there are sufficient data and
models are optimally trained. We compare our methods with two other base-
lines, including a U-net and a U-net with graphcut postprocessing which is
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Table 4.1: Segmentation results for strong segmentor.
Model IOU F1 Hausdorff
Unet 0.73 0.83 1.80
Unet CRF 0.74 0.84 1.82
SR 0.76 0.85 1.5
SRe2e 0.74 0.84 1.78
called Unet-CRF. And we test the performance improvement obtained by the
Refiner.
This set of experiments is to test model performance when the Segmentor
is maximally trained. The Segmentor generates relatively high quality likeli-
hood. As shown in Table 4.1, Graphcut improves the performance 1% for the
mean IOU value than the U-Net alone while our two-stage method improves
the mean IOU value by 3%. With the highest F1 score, the closest shape
match and better IOU values, our two-stage method outperforms the other
benchmark methods. Based on permutation tests between our model’s results
with others, we have p-value<<0.05, which shows that this improvement is
significant.
We take a further analysis on the experimental results, on 30% of the test
data, the Refiner improves the initial segmentation by > 0.05 IOU; and on
16% of the test data, the improvement is > 0.10 IOU.
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Table 4.2: Segmentation results for weak segmentor.
Experiment1 Experiment2
Model IOU F1 Hausdorff Model IOU F1 Hausdorff
Unet 0.54 0.65 2.23 SegNet 0.37 0.52 2.43
Unet CRF 0.54 0.65 2.10 SegNet CRF 0.38 0.53 2.40
SR(Unet) 0.65 0.75 2.0 SR(SegNet) 0.48 0.61 2.20
SRe2e(Unet) - - - SRe2e(SegNet) 0.48 0.63 2.0
4.3.4 Experiment on robustness of our schema
Furthermore, we experiment on the robustness of our proposed schema by
comparing with other benchmarks under different situations.
Low quality initial segmentation mask by the Segmentor. We test
the model performance when the Segmentor itself produces the low-quality
masks, which could be caused by the scenaria that the model is not trained
optimally or the model is relative weak to learn on the given dataset. We
perform two experiments. In the first experiment, we use the strategy of early
stop on the segmentor training to simulate the situation that the model is
not optimally trained. The second experiment is designed by replacing both
the Segmentor and the Refiner with a different and weaker but still optimally
trained network, SegNet [70]. The results are shown in table 4.2. Note that
the end-to-end model needs to train Segmentor and Refiner together, so we
don’t compare SRe2e in experiment 1.
Our model enhances the performance by more than 10% in IOU value and
also achieves significant improvement in F1 and Hausdorff scores. Meanwhile,
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Figure 4.2: Comparison of different nodule segmentation methods on correct-
ing three typical low IOU case. The masks predicted by our SR model (the
last column) are superior than the baseline.
we have validated that our model can be generalized to different kinds of
networks.
In practice, the worst case is that the generated mask rarely has overlap
with groundtruth, which results in a low IOU. Therefore, we compare the effect
on correcting low IOU cases and demonstrate three typical low IOU examples
in Fig. 4.2. CRF has an obvious effect on generating smooth boundaries but
it could barely deal with the situation that the initial segmentation mask has
poor quality. On the other hand, our method could effectively fix the wrongly
classified pixels.
Insufficient training data Usually, the quality of the performance of
the deep neural network highly depends on the amount of the training data.
However, in practice, medical imaging problems suffer from the fact that only
limited training data are available. With this consideration, we study the
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Figure 4.3: The impacts of the insufficient amount of training data on the
performance.
impact of the insufficient amount of training data on the performance by com-
paring our SRe2e model and the baselines. As shown in Fig. 4.3, the quality
of the end-to-end model segmentation results is improved logarithmically with
the size of training data increased. When magnifying the insufficiency using a
smaller training set, our SRe2e model is much more robust than others.
4.4 Conclusion
We have proposed a novel SR model for lung nodule segmentation. By refin-
ing the segmentation result step by step, our SR model achieves better per-
formance than one-stage ones and CRF based refinement design. Our model
can be generalized to different kinds of networks for lung nodule segmentation
in CT images and also suggests a great potential of our method in handling
similar challenges in many other contexts.
Chapter 5
Expert Knowledge-Infused
Model
Simply apply CNN model on the CT image seems to be straightforward. How-
ever, limited by the size of dataset and image quality, such design may not
achieve high AUC score. Moreover, purely rely on the self-learning power of
CNN means discard the domain knowledge by the researchers in decades. As
a result, we propose to infuse domain knowledge to help the feature learning
and design an efficient deep learning based models for cancer detection and
diagnosis. In this chapter, we introduce our expert knowledge infusion strat-
egy by models designed for two major types of cancer, lung cancer and colon
cancer, which are two major cancer problems in US.
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5.1 Expert Knowledge-Infused Deep Learning
for Automatic Lung Nodule Detection
5.1.1 Background and motivation
Based on their locations, lung nodules can be classified into isolated nodules,
which are within the lung area, and juxta-pleural nodules, which are typically
attached to the lung wall. Since juxta-pleural nodules have similar intensities
as the lung wall, they are even more difficult to detect. As a result, the
traditional methods such as region growing and active contour model, usually
fail in the classification of juxta-pleural nodules.
In the past decades, a lot of research has been done in this field. Ini-
tially in 1970s nodule detection was performed by a series of low-level image
processing (e.g. adaptive filtration and histogram equalization [71]) and ge-
ometry modeling (circularity, size [72]). Then starting from the 1990s, su-
pervised techniques with engineered (hand-crafted) features were commonly
applied for nodule detection. Specific methods ranged from grey level thresh-
olding method [73], surface normal overlap method [74], combined volumet-
ric shape index and dot maps followed by adaptive thresholding and modi-
fied expectation-maximization method[75], to support vector machine (SVM)
based methods [55] etc. All these methods are usually implemented through a
series of procedures with manually empirical parameter adjustments and thus
are computationally complex and potentially sub-optimal, resulting in false
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positives (FP) and missed detections.
Nevertheless, from these researches, a lot of features have been found very
effective in pulmonary nodules detection and diagnosis. For example, Ye et al.
[75] demonstrated that the combination of the shape index (local shape infor-
mation) and ldquodotrdquo features (local intensity dispersion information)
provides a good structure descriptor for the initial nodule candidate (INC)
generation. Their proposed feature-based classifier obtained an average de-
tection rate of 90.2%, with approximately 8.2 FPs per scan. Han et. al. [55]
extracted features by four categories, including 10 geometric or shape features,
16 intensity features, 15 gradient features, and 8 Hessian eigenvalue based fea-
tures. Their feature-based classifier obtained an overall sensitivity of 82.7%
at a specificity of 4 FPs/scan, and 89.2% sensitivity at 4.14 FPs/scan for the
classification of juxta-pleural INCs only.
Recently, due to its power for automatically feature learning, deep learn-
ing based techniques started to be applied to computer aided detection in
medical imaging including the pulmonary nodules detection on CT scans (
[5],[6]). Deep learning based methods, following the end-to-end design, are
totally automatic with fewer steps and more data invariant. However, due to
the complexity of medical imaging (e.g. anatomical structure details and low
image contrast among soft tissues), it is very hard to obtain effective features
from raw data by self-learning and achieve comparable or even better perfor-
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mance than the traditional hand-crafted feature based techniques in terms of
the metrics of the receiver operating characteristic (ROC), the Area Under the
ROC curve (AUC) and the False Positive Rate. Moreover, limited available
annotated training sets make their application in medical image analysis even
more challenging.
Two related solutions are proposed so far. Shin et al. [46] utilize the well-
trained benchmark weights from computer vision to solve medical imaging
problem via transfer learning. However, models trained in computer vision
have constraints on the input size and requires the input to have three channels.
The method to convert single channel input into three channels is hard to
design and will result in information loss. Wang et al. [4] proposed a hybrid
model for nodule malignancy risk prediction by adding shape and texture
feature as one part of the model inputs, which demonstrates the possibility of
combining traditional features to improve deep learning based model.
In this research, we introduce a novel system for pulmonary nodule de-
tection from CT scan images inspired by the simplicity of deep learning and
the efficiency of features obtained from the previous study of the traditional
hand-engineered features based methods. Our main goal is to achieve a re-
duction of run time complexity and prevent CNN from overfitting without
losing detection accuracy. To this endeavor, we design the expert knowledge-
infused deep learning-based method, in which two-stage fusion (early fusion
CHAPTER 5. EXPERT KNOWLEDGE-INFUSED MODEL 79
and late fusion) is proposed for integrating different types of expert knowl-
edge features. We evaluated our methodology on 208 patients with at least
one juxta-pleural nodule (which is more challenging to be detected) from the
largest public database founded by the Lung Image Database Consortium and
Image Database Resource initiative (LIDC-IDRI). Results showed that our
methodology achieved comparable and even better accuracy compared to the
state of the art ([55], [6]), while attaining reduced running time resulted from
the CNN neural network with less overfitting.
5.1.2 Related works
In view of characteristics of feature design, CADe systems for lung nodule
detection can be classified into hand-engineered features based systems or self-
learned features based systems.
Hand-engineered features based systems are built on the domain knowl-
edge about lung nodule characteristics. Tan et al. [76] developed a two-stage
CADe system. The detection stage is to generate nodule candidates based on
nodule and vessel enhancement and locate the centers of the nodule clusters.
The classification stage is based on the proposed extract invariant features to
differentiate between real and false nodules. A feature selection with genetic
algorithms and artificial neural networks in classification stage was used for a
better combination of all designed features. Choi et al. [77] focused on the
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shape characteristics of the lung nodules. After nodule candidates are detected
through multi-scale dot enhancement filtering, three-dimensional shape-based
features are extracted from these candidates, and then used for classification by
means of support vector machine. Pena et al. [78] took advantage of the three-
dimensional (3D) shape characteristics of nodule candidates and proposed a
3D blob algorithm associated with a connectivity algorithm for nodule shaped
candidate selection. In their method, eight minimal representative features
are extracted for candidates discrimination with SVM classifier. And their
proposed CADe system considers both internal and juxta-pleural nodules de-
tection. In [79], after lung parenchyma is segmented by region growing and
the opening process based lung segmentation, a stable 3D Mass-Spring Model
associated with a spline curves reconstruction is used for suspected nodular
lesions segmentation and extraction. Gray value, contour and shape features
extracted from nodule candidates are used with neural network for a further
false positives reduction. Sivakumar et al. [80] designed an efficient CADe
system by utilizing fuzzy based clustering for nodule segmentation. Besides,
SVM with three different kernel functions is used for good nodule classification
results. To increase the accuracy of lung nodules identification, Camarlinghi
et al. [81] proposed to ensemble the outputs of three different CADe systems
developed by the Italian MAGIC-5 collaboration.
A self-learned feature based system, in contrast, does not have pre-defined
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features but can automatically find useful features from the input data. In-
spired by the feature learning power of deep learning methods [43], several suc-
cessful attempts have been made. Shin et al. [46] evaluated the performance
of different deep CNNs with the help of transfer learning to take advantage of
the pre-trained CNN model from computer vision to perform CT scan analy-
sis. Two CADe tasks were experimented on: thoraco-abdominal lymph node
detection and interstitial lung disease classification. Anirudh et al. [5] have
applied 3D CNN on a weakly labeled lung nodule dataset. Given only center
point and estimated region size as a label, unsupervised segmentation is used
to grow out a 3D region for patch preparation.
Due to the complexity of medical imaging with limited data size, it is es-
sential for us to design a deep learning based method to be able to effectively
learn useful features and achieve efficient self-learning from those features.
Setio et al. [82] designed a model that fuses features learned from differ-
ently oriented planes extracted from each candidate for final decision making.
Teramoto et al. [83] proposed to combine CT image and positron emission
tomography image for a better decision making. Jiang et al. [6] proposed to
provide the candidate mask as a second input, which can denote the location
of the candidate in the input patch. And the candidate is centered with center
pooling applied to enhance feature learned inside the candidate. Recently, in
the area of computer vision, to overcome the challenges of the limited existing
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datasets and the difficulty for network to learn various types of robust fea-
tures simultaneously, some researchers have proposed methods to incorporate
the hand-crafted features in combination with CNN based models ([84], [85],
[86], [87], [88], [89] ).
Inspired by these designs, we propose to infuse domain knowledge to help
the feature learning and design an efficient deep learning based CADe for
lung nodule detection. From the research of the traditional hand-engineered
features based CADe systems, a lot of domain knowledge have been shown to
be effective for lung nodule detection. For example, Ye et. al [75] proposed
to combine local shape information and local intensity dispersion information
to improve initial nodule candidates generation; Tac et al. [90] applied shape
and texture based features for the juxta-pleural nodule detection and showed
the effectiveness of 33 features; Santos et al. [91] considered Tsallis’s and
Shannon’s entropy measurements as texture features combined with SVM for
designing a CADe for small nodules (diameters between 2 and 10 mm); and
in [55], a contrast of inside/outside candidate region is shown to be beneficial
in the task of candidate classification.
In this section, we consider to infuse various domain knowledge and ex-
amine the performance of our expert knowledge infused deep learning based
pulmonary nodule detection model. Starting from our basic deep learning
based model, we explore ways of incorporating expert knowledge and compare
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their performance. Experimental results showed that our proposed knowledge
infused deep learning based method outperforms the basic model by a large
scale with more than 10% in AUC, and moreover achieves comparable and
even better accuracy compared to the state of the art ([55], [6]) while attain-
ing reduced running time resulted from the CNN with less overfitting and
limited dataset issues.
5.1.3 Methods
As Shown in Fig. 5.1, our pulmonary nodule detection method consists of
two steps: INC detection and INC classification. In the INC detection step
(Fig. 5.1 (a)), we segment lung area from the thoracic CT scan and then extract
the INCs within the lung area with a sensitivity of 100% while maintaining a
low percentage of FPs. INCs are then centered and resized, and used as the
input of the INC classification step. In the INC classification step (Fig. 5.1
(b)), we design a CNN based classification model infused with various expert
knowledge which includes the contrast information of the INCs and the outer
environments (which are denoted as inside and outside INCs knowledge respec-
tively), and the important shape and texture features obtained from the hand
engineered methods. In the following, we first describe the data preparation
for our nodule detection method, and then give the details of INC detection
step and INC classification step respectively.
CHAPTER 5. EXPERT KNOWLEDGE-INFUSED MODEL 84
Figure 5.1: The outline of our proposed method, which contains (a) INC
detection and (b) INC classification.
Data Preparation
The original RAW CT data is acquired from the largest public database
founded by the LIDC-IDRI database [92]. A CT scan combines data from
several X-rays to produce a detailed image of structures inside the body. Usu-
ally, CT scans produce two-dimensional (2D) images of a ”slice” or section of
the body, but the data can also be used to construct 3D images. Each CT
slice has a size of 512× 512. Radiologists label the position of the nodule for
each CT slice. Then we transform the RAW data into a matrix file which is
the CNN friendly format. Most of the juxta-pleural nodules in our datasets,
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Figure 5.2: Diameter distribution of the juxta-pleural nodules.
as shown in Fig. 5.2, are relatively small with a radius less than 15mm, which
increases the difficulty of conducting nodule detection.
Compared with non juxta-pleural nodules, juxta-pleural nodules are usu-
ally semispherical or spiculate in shape, making them more difficult to detect.
In addition, because they have similar intensities with the pleural wall, correct-
ing the lung borders to include these nodules is another challenge task. This
study focuses on evaluate our CADe system on 208 patients with irregularly-
shaped juxta-pleural nodules to demonstrate the robustness of our system.
INC Detection
Step 1: lung segmentation
In order to ensure nodule detection being performed within the lung area,
the segmentation of lungs from the body volume is desired. First of all, we
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need to separate the body structure from its surrounding CT background,
where a threshold of -500 HU was imposed on the entire scan. Based on
the obtained binary image, the chest body volume was then extracted by
removing the outside component that connects to image margins. Our next
task is to segment lungs via a vector quantization (VQ) algorithm from the
chest body volume. In this study, we choose the first-order 3D neighbors for
constructing local intensity vectors of 7 elements or dimensions. The principal
component analysis [93] is utilized to generate a series of feature vectors via the
Karhunen-Loeve transformation[94]. The first few principal components that
sum up, at least, 95% percent of the total variance are chosen for optimizing the
dimensions of the feature vectors. Then a self-adaptive online VQ algorithm is
applied to these feature vectors for classification, where the maximum number
of classes for classification is preset based on the anatomical knowledge. For
the chest body volume, we observe a clear separation of two major classes (i.e.,
the air, tissue and other dense body tissue). Since the lung parenchyma and
the air in other organs have similar image intensities, they were classified into
the low-intensity class. The initial lung mask corresponds to the largest and
the second largest (if the left and right lungs are disconnected due to pathologic
abnormalities) connected components in the low-intensity class. Then a flood-
fill operation [95] is utilized to fill the holes inside the extracted lung mask.
Furthermore, morphological closing [96] is operated on the lung boundaries to
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include the juxta-pleural nodules (i.e., nodules grow near or originated from
the parenchyma wall) into consideration.
Step 2: INCs extraction via VQ
After the extraction of the lung fields by the initial two-class VQ, a second-
stage VQ aims to simultaneously detect and segment INCs within the lung
area. Detection of INCs is a very important and challenging task in the
computer-aided detection of lung nodules which require our algorithm to accu-
rately characterize all nodules with a sensitivity of 100% while maintaining a
low percentage of FPs. Thus, in this stage, we aimed at developing an accurate
VQ scheme to detect all INCs. Statistically, we observed the image intensity
distribution can be decomposed into four normal-tailed Gaussian mixtures.
Based on physicians input, we interpret the four classes as the low-intensity
parenchyma, the high-intensity parenchyma, blood vessels, and INCs. As a
result, we applied a four-class VQ algorithms for extracting INCs in this stage.
Because the intensity of lung nodule class is relatively higher than the other
three classes, the class with the highest average intensity was extracted as the
INCs.
Step 3: INC resizing
After the INCs are extracted, we centered the INCs in each extracted
patch. CNN based model could only take fixed input size, while the detected
INCs have a large range in diameters from 3mm to 20 mm approximately.
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Figure 5.3: Design of our patch cut, the nodule is centered. The environment
is taken by a ratio considering the diameter of the nodule.
One simple way is to take a patch with the smallest size which can contain
all nodules of various sizes. However, such INC patch extraction method will
make small nodules too subtle in the patch for detection and thus provides
too little information for candidate classification. This issue worsens as the
diameter of nodules in our dataset has a large variance.
Considering this situation, we propose a proportional patch extraction
method. As shown in Fig. 5.3 and Eq. (5.1), we cut the patch based on
a predefined parameter r which is the ratio of nodule diameter d to the envi-
ronment b. Then we resize the patches to the same size with image resizing
method, for which various methods have been proposed and used. In this
study, we applied the bilinear resize method.
r =
d
b
(5.1)
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Deep Learning based INC Classification
CNN has shown a great success in computer vision on the ImageNet chal-
lenge. Since AlexNet[97] was proposed, the performance improvement has
been achieved for almost every year with deeper and deeper structures sup-
ported by high-performance computing facilities. CNN could learn features
from data itself, which turns out to be efficient and automatic. Some progress
has been made in medical imaging using CNN to solve classification problems,
including lung nodule detection ([43], [46], [5], [98]). However, due to the
limited medical image dataset, it is very hard to design and train the CNN
models to achieve the same performance as in computer vision. On the other
side, with the decades of study on the traditional hand engineered methods,
some useful features have been found to be effective for lung cancer detection
and diagnosis. In this section, we aim at designing a deep learning based pul-
monary nodule detection system with expert knowledge infused. This model
will leverage the limited medical image dataset as well as achieve the best
possible detection results by applying the expert knowledge to the deep learn-
ing model. In the following, we first introduce our basic deep learning model
for pulmonary nodule detection, and then we will present ways that expert
knowledge including environment (inside and outside) of the INC knowledge,
shape-based knowledge, and texture based knowledge, are infused in our deep
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learning based INC classification model.
(1) Basic model design
Generally speaking, CNN is a deep neural network, inspired by the biology
study of human cortex and constructed by four types of layers: input layer,
multiple convolution layers with each followed by a subsampling layer, and
several fully-connected layers in the end.
Table 5.1: Our basic model design.
Layer Type Kernel No.
1 Convolution 5× 5 32
2 Max-pooling 2× 2 -
3 Convolution 3× 3 64
4 Max-pooling 2× 2 -
5 Fully connected - 500
6 Fully connected - 2
A convolution layer has K different kernels, and each has the shape m× n
and performs convolution operation (denoted as ?) on each of J sub-images
of the input image u. A non-linear activation function g will be applied to
the convolution result with a learnable bias bˆ added. The whole procedure is
shown in Eq. (5.2), where (Wk denotes the learnable weight matrix of kernel
k (k ∈ K).
f = g((Wk ∗ u1:J) + bˆ). (5.2)
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Correspondingly, the output of the convolution layer is K feature maps,
which are generated by a convolution operation with one kernel applied on the
whole image. Rectified linear unit (ReLU) function, as shown in Eq. ( 5.3),
are commonly used as activation functions after the convolution layers [6] as
it can help the CNN structure reduce the training error rate faster than other
activation functions [97]. Given a value t, the ReLU function is defined in
Eq. (5.3).
ReLU(t) = max(t, 0). (5.3)
However, there might be potential problems caused by ReLU, as it sets 0
for all negative values. To alleviate this, we employ LeakRelu as the activation
function which was first proposed in [54]. As shown in Eq. ( 5.4), LeakyReLU
sets a small non-zero gradient NegativeSlope, denoted as α, which is user pre-
defined, to negative values.
LeakyReLU(t, α) = max(t, 0) + α×min(t, 0). (5.4)
As for the pooling layer, we take the commonly used max-pooling opera-
tion.
(2)Early fusion of the knowledge from inside and outside of INCs
As addressed in [55], a contrast of inside and outside INC knowledge is
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Figure 5.4: Illustration of separation of the inside and outside for both non-
nodule INCs and nodule INCs.
beneficial in the task of candidate classification. To help CNN learn better
features, after we obtain the INC patches from the raw image as shown in
Section 5.1.3, we extract the INC knowledge and infuse it into our deep learning
detection model. There are two possible ways to extract the INC knowledge.
The first way is to obtain the INC mask indicating the position of INC such
that the values within the region of INC are set to 1 and the values outside are
set to 0. In this way, we can take the original CT patch with INC mask as the
input. The second way is to generate two separate images from the original
INC patches, one is the inside INC image which contains only the INC with all
the pixel values outside set to 0 and the other is the outside INC image which
contains only the environment with all the pixel values within INC set to 0.
Fig. 5.4 shows the inside INC images and the outside INC images separated
from the INC patches for nodule INCs and non-nodule INCs. In this way, we
can take both the inside INC image and the outside INC image as inputs.
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For both types of INC knowledge, we will use them as inputs for the first
convolution layer. Since this fusion is performed in the early stage of the CNN
model, we denote it as early fusion. Moreover, there are two different designs
to use this INC knowledge as inputs: The first way is to take two images, which
are the original image and the INC mask image for the first type or the inside
INC image and the outside INC image for the second type, as dual input paths.
That is, each as the separate input passes through an individual convolution
path and the outputs from these two paths will be combined afterwards as
illustrated in Fig. 5.5(a). The second way is to take both images as single
input path, i.e., combine two images as one input with two channels that pass
through one convolution path as illustrated in Fig. 5.5(b).
(3) Early fusion of the histogram of oriented gradients (HOG) fea-
ture
Shape characteristics of the lung nodules have been shown effective in the
task of INC classification by Ye et. al [75], Tas¸cı et al. [90], and Choi et al.
[77] etc. In this research, we will extract the shape features from the obtained
INC images and infuse them into our CNN based detection model.
We utilize the HOG feature, which is designed based on the idea that the
distribution of local intensity gradients in an image could characterize the
appearance and shape of an object [99]. HOG feature generates a normalized
histogram of gradient orientations in localized portions of an image. Similar
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Figure 5.5: Two network designs with inside/outside INC knowledge infused.
(a) The late fusion solution, where two separate inputs fused after passed
through individual convolution path. (b) The early fusion solution, where two
inputs first fused into a single input with two channels and then passed into
the same convolution path.
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to edge map, as it operates on local cells, it is invariant to geometric and
photometric transformations.
The first-order derivatives of HOG features are computed in the following
three steps:
Gradient Calculation: For each pixel in original image I, we generate
two matrix, Ix for gradients in x-axis and Iy for gradients in y-axis, which are
calculated as:
Ix(x, y) = I(x+ 1, y)− I(x− 1, y). (5.5)
Iy(x, y) = I(x, y + 1)− I(x, y − 1). (5.6)
Then the gradient magnitude m could be calculated as
m(x, y) =
√
Ix(x, y)2 + Iy(x, y)2, (5.7)
And orientation θ is calculated as:
θ(x, y) = arctan
(
Iy(x, y)
Ix(x, y)
)
(5.8)
Orientation Bining The second step is to generate cell histograms. The
whole image is divided into cells and then HOG is computed for each cell.
Block Normalization The last step is to perform block normalization.
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Figure 5.6: Illustration of HOG and LBP features for both non-nodule INCs
and nodule INCs.
At this step, the cells are grouped into blocks and the HOG features are nor-
malized locally. Then the whole HOG feature of the input image is generated
by combining all the blocks.
HOG columns in Fig. 5.6 show the HOG images extracted from the INC
patches for nodule INCs and non-nodule INCs. Since the HOG feature, as
matrix, is CNN input friendly, we use the produced HOG feature as an input
for the first convolution layer. That is, we perform the early fusion of the
HOG knowledge.
(4) Early fusion of the local binary patterns (LBP) feature
Besides the shape characteristics, we also infuse the texture features in
our detection model. We utilize LBP feature which is a powerful texture
descriptor and computes a local representation of texture [100]. It has shown
a performance enhancement when jointly used with HOG both in Computer
Vision [101] and Medical Imaging[4].
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We adopt the most commonly used 8-neighbor setting of LBP. For each
pixel c in the grayscale image, based on its eight neighbors, the LBP feature
of c is then calculated as below:
LBPN,R(c) =
N−1∑
i=0
δ(Ii − Ic)2i, δ(x) =
{
1, x ≥ 0
0, otherwise
, (5.9)
where N is number of neighbors and is set to 8, Ic is the gray value of the
central pixel c in the local neighborhood, and Ii (0 ≤ i ≤ N − 1) is the gray
values of N equally spaced pixels (neighbors) on a circle centered at c with
the radius of R. Therefore, the signs of the pixel value differences between the
neighbors and the center c are interpreted as an N-bit binary number, resulting
in 2N (e.g., 28 = 256) distinct values for the binary pattern. Due to the fact
that the nodule images could not contain all 256 patterns, the selection of
effective patterns is adapted.
LBP columns in Fig. 5.6 show the LBP images extracted from the INC
patches for nodule INCs and non-nodule INCs. Similar to HOG feature, LBP
feature is CNN input friendly, so we perform the early fusion of LBP knowledge
feeding the LBP feature as the input to the first convolution layer.
(5) Late fusion of Haralick features
Different from the LBP features that describe the local texture features,
another group of text features, named Haralick features [102], describe the
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Figure 5.7: Illustration of the 2D Haralick method for extraction of texture
features with image pixel size unit of d = 1 and four directions in an image
slice.
global texture and have also been shown to be effective in the task of nodule
detection [103, 104]. In this research, we also infuse Haralick features in our
detection model.
Haralick features are statistical texture features extracted from 2D intensity
or gray-level image, which are calculated from a gray level co-occurrence matrix
(GLCM) to capture the gray-level correlations among resolution cells or image
pixels in a 2D image slice. Along each direction through the image, 14 texture
measures are calculated from the GLCM. The 14 texture measures are listed
in [102]. These measurements are utilized to describe the overall texture of
the image using measures such as entropy and sum of variance.
For 2D Haralick features, four directions, as shown in Fig. 5.7, are defined
on the image plane (0, 45, 90, 135 degrees) which are sufficient to span over
the image slice.
Assuming a similarity among the four directions, the mean and range for
each of the 14 sets of four directions are calculated resulting in 28 features.
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Different from HOG and LBP features which are extracted as a matrix, Har-
alick features are extracted as a vector of 28 feature values and thus cannot be
used directly as an input of the convolution layers. As a result, we design to
integrate Haralick features into the extracted features obtained from the last
max-pooling layer and are fed as an input into the fully-connected layers to
give the classification results. Since this fusion is performed in the late stage
of the CNN model, we denote it as late fusion.
(6) Extension of feature fusion model
As addressed above, we propose our Feature Fusion Model by combining
traditional features with deep learning based detection model. The whole
design of our model is illustrated in Fig. 5.1 (b). For this model, we apply
BCE loss as our training loss. One can extend this model by infusing more
features. If the extracted features are the same size as the original image such
as HOG and LBP features, the early fusion of these features can be applied;
Otherwise, if the extracted features are not the same size and are very hard
to be converted to the same size of the original image, as Haralick feature, the
late fusion of these features can be employed.
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5.1.4 Experiment
(1) Experiment setting
As we described in Section 5.1.3, we extract INCs with a size of 24× 24 from
the original CT images, center the INCs, and resize them using the bilinear
interpolation method. To augment the dataset, we apply rotation in four
directions, which results in 5604 INCs containing nodules. To train this binary
classifier, in each iteration, we randomly sample the same number of negative
samples to build a balanced dataset such that in each iteration we trained our
model with a dynamically sampled balanced dataset.
Then for each INC patch, we separate the inside INC image and outside
INC image to obtain the inside and outside INC knowledge as addressed in
Section 5.1.3, and extract the HOG feature, LBP feature, and Haralick features
to obtain the shape, local texture, and global texture knowledge as addressed
in Section 5.1.3, Section 5.1.3, Section 5.1.3, respectively. All these knowledge
is infused into our deep learning based pulmonary nodule detection model in
the way of either early fusion or late fusion.
As for the parameter settings, for the HOG feature, we set the cell size to
be 8 × 8 pixels and each block contains 2 × 2 cells, and for LBP feature, we
take 8 neighbors from the circle centered at each center pixel with the radius
R set to 2. For all of our experiments, the results are achieved by the 10-fold
cross-validation.
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In the experiment, we implement our model with PyTorch [18]. We use
Adam [59] optimizer with a batch size of 20. The learning rate is set to 10−5,
momentum to 0.9, and weight decay to 5e− 4. The network is initialized with
a Gaussian Distribution. All the programs were executed on the server which
had a 64-bit operating system, 64GB RAM and 20-core Intel Core i7-6950X
processor with the main frequency of 1.9GHz. The GPU we worked on is
Nvidia GTX 1080.
(2) Experiment result
Experiment 1: Comparison of the effect of INC resizing
First, we experiment on the effect of INC resize operation. This experiment
is performed on our basic deep learning INC classification model which is
described in Section 5.1.3. We use two datasets both containing the INC
patches of the size 24×24 and having the INCs centered. The only difference is
that the first dataset contains the INC patches directly cut from the CT image
without any resize operation performed while the second one with the resize
operation performed following the proportional patch extraction described in
Section 5.1.3. The experimental results are shown in Fig. 5.8(a). Comparing
basic model’s performance on two datasets with the obtained AUC of 0.89 and
0.86 respectively, we observed great performance improvement by applying our
INC resize method based on the proportional patch extraction.
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Figure 5.8: Illustration of experiment results. (a) AUC measurement with INC
resize vs without INC resize; (b) Four ways of INC knowledge fusion; (c) Per-
formance comparison of three model structures; (d) Performance comparison
with different proportional extraction ratios.
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Experiment 2: Comparison of different ways of infusing INC knowl-
edge
As addressed in Section 5.1.3, we can extract two types of INC knowledge
from INC patches which are the original image and the INC mask image for
the first type and the inside INC image and the outside INC image for the
second type. For each type of INC knowledge, we can use two images as the
input in two ways: (1) use two images as dual input paths as illustrated by
Fig. 5.5(a); (2) use two images as single input path as illustrated by Fig. 5.5(b).
Therefore, we come up with four different designs to infuse INC knowledge in
our deep learning detection model.
• MaskNet: The original image and the INC mask image each as the
separate input passes through an individual convolution path and the
outputs from these two paths will be combined afterward.
• MaskChannel: The original image and the INC mask image are com-
bined as one input with two channels and pass through one convolution
path.
• SepNet: The inside INC image and the outside INC image each as the
separate input passes through an individual convolution path and the
outputs from these two paths will be combined afterward.
• DualChannel: The inside INC image and the outside INC image are
CHAPTER 5. EXPERT KNOWLEDGE-INFUSED MODEL 104
combined as one input with two channels and pass through one single
path.
We conducted an experiment to compare these four designs based on our
deep learning detection model. As shown in Fig. 5.8(b), the SepNet with AUC
of 0.931 outperforms all other designs. And on the other hand, the combination
of the inside INC image and the outside INC image yields better performance
than taking mask as reference for the original image. One possible explanation
is that dividing original image into two separate images will be less confusing
than using a reference mask attached to the original image patch. The CNN
model needs to find the correlation between the reference mask and the original
image. As a result, we decide to select the SepNet as a design criteria to infuse
the INC knowledge as well as other expert knowledge in our deep learning INC
classification model.
Experiment 3: Step by step experiment result comparison
In this experiment, we examine the effect of our deep learning pulmonary
nodule detection model with the fusion of expert knowledge. Our experiments
are thus performed step by step: first on the basic model, then the basic model
with INC knowledge infused, and last the basic model with INC knowledge
and HOG, LBP and Haralick features infused. Formally, we define them as
the following three structures:
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• Basic: Our basic model design.
• Dual: The basic model with INC knowledge infused as the SepNet de-
sign.
• Dual+Features: Based on the structure Dual, the HOG, LBP and
Haralick features are further infused addressed above.
The experimental results are shown in Fig. 5.8(c). We can see each of
our proposed improvement steps could result in an improvement of model
performance. Moreover, a Wilcoxon signed-rank test [105] was performed for
comparing the prediction results on the dataset in each step, where all of the
P-values are much less than 0.05, indicating that the proposed method could
significantly improve model performance.
Our basic model achieves 0.89 in AUC and the Dual model increased per-
formance by around 4%. Then with combined traditional features, the model
achieves 1% more in AUC score, which is 0.943 as our final model performance.
A comparison of free-response ROC curve (FROC) of these three models is
illustrated in Fig. 5.9.
Experiment 4: Experiment on different proportional extraction ra-
tios
We now conduct experiments on the effect of different proportional extrac-
tion ratio used for INC resize on our final deep learning based expert knowl-
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Figure 5.9: FROC curve for our final model
edge infused INC classification model (Dual+Features). Fig. 5.8(d) shows the
performance comparison when the ratio is set to 20%, 40%, 60% and 80%
respectively.
The best performance is achieved with the ratio of 60%. A similar perfor-
mance is achieved with the ratio of 40%. However, when the ratio of INCs is
too small or too large, the performance will exacerbate. This could be caused
by the fact that either the separated INC or the environment is too small to
provide enough information in the comparison.
Experiment 5: Comparison of our model with other related work
Finally, we compare the performance of our model with other state of art
work as shown in Table 5.2.
Our work focuses on the juxta-pleural dataset which has 208 patients. The
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Table 5.2: Performance comparison of our model with the state of the art
work.
Researches Sensitivity FP scan Number of Cases
M.Firmino et al. [106] 94.4% 7.04 420
M. Tan et al. [76] 87.5% 4 360
W. J. Choi et al. [77] 97.5% 6.67 84
D. M. Pena et al. [78] 94.23% 0.2 45
D. Cascio et al. [79] 88% 2.5 84
H. Han et al. [55] 89.2% 4.14 205
Teramoto A et al. [83] 90.1% 4.9 84
Setio et al. [82] 85.4%/90.1% 1/4 888
A. Teramoto et al. [107] 80% 4.2 84
Netto et al. [108] 85.93% 0.138 29
Akbarizadeh G et al. [109] 85.5% 1.99 22
Dou et al. [110] 84.8%/90.7% 1/4 888
Jiang et al. [6] 80.06%/85.06%/90.13%/94% 4.7/6.9/11.3/15.1 1006
Our work 80.10%/84.80%/90.14%/94.01% 1.89/2.65/3.175/4.01 208
method listed in the table, either rely on the traditional features such as HOG,
LBP, Haralick, etc. or rely on deep learning method only. Compared to H.
Han et al. [55], which acquires the best performance in the literature for
juxta-pleural nodules with a sensitivity of 89.2% and lower FP/scan of 4.14,
our method achieves a sensitivity of 88% with the FP/scan of 1.89, and the
sensitivity of 94.01% with the FP/scan of 4.01.
5.1.5 Discussion
Like many other medical imaging tasks, in our task, the limitation the capacity
of CNN is the insufficient data. To cope with this issue, data augmentation and
additional features ( HOG, LBP, etc.) have been used to help CNN effectively
learn a better feature representation. We attribute the success of our method
to the ability to ”augment” the data in a novel way, rather than improving the
depth (capacity) of the network. Current deep learning method purely relies
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on the model itself to find a meaningful pattern from data. However, when
only limited data is available, the power of model’s feature learning is limited.
Then domain knowledge could serve as a good way to help the deep learning
model effectively learn from the limited data. Domain knowledge provides
more insights and guides the model to learn better. In addition, our method
is simple and can be easily generalized to different settings/problems.
In this work, the expert knowledge we infused into the deep learning model
is mainly based on the image-based features. For lung nodule detection, the
effective features of nodules could also include the clinical-based features, such
as age, sex, race, smoking status, etc. It would be our future work to infuse
the clinical-based feature into our CADe framework.
5.1.6 Conclusion
We presented a novel knowledge-infused deep learning-based system for auto-
mated detection of juxta-pleural pulmonary nodules in chest CT scans. This
system is designed to relieve the dataset limitation challenge for the general
deep learning-based methods in the medical imaging field and significantly re-
duces the complications of the traditional procedures for pulmonary nodules
detection while retaining and even outperforming the state-of-art accuracy.
With the proposed two-stage fusion method (early fusion and late fusion),
this system has shown good scalability and adaption capability in that one
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can easily combine more useful expert knowledge in the CNN-based model
and apply it to other medical imaging problems.
It is interesting to investigate whether there are other effective methods to
infuse expert knowledge as well as to augment the data.
5.2 Expert Knowledge Infused polyp diagno-
sis
5.2.1 Background and motivation
A colon polyp is a small clump of cells that forms on the lining of the colon.
As a lesion, polyps may be categorized as non-neoplastic and neoplastic. Most
non-neoplastic polyps are always benign, while neoplastic polyps are malignant
and will become cancerous. In terms of risk being cancer or not, polyps are
categorized as hyperplastic (no-risk) and adenomatous (risk).
In this work, we adapt our hybrid model for CT image based polyp diag-
nosis. Comparing to CNN model without domain knowledge such as shape
and texture information, our proposed expert knowledge infused model could
significantly improve the model performance.
5.2.2 Experiment
Dataset description
The dataset used for the experiments of this study consists of 59 patients with
a total number of 63 polyp masses found through CTC and confirmed by OC.
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All the polyp masses have a diameter size of 30mm and larger. All the patients
were scheduled for surgical removal intervention after the detection and con-
firmation. When the polyp masses were removed, the pathology reports were
obtained to verify whether each of the polyp masses was indeed cancerous as
an adenocarcinoma, or was benign as an adenomatous polyp. The breakdown
of the dataset can be seen in Tab. 5.3. To benefit the surgical intervention,
it is important to know the malignant risk of each polyp mass. Given the
pathology reports, these polyp CTC scans provide an excellent database to
develop machine learning strategies to predict the adenocarcinomas for more
aggressive removal. In addition to the direct clinical impact, this database
also provides good opportunities to evaluate different machine learning strate-
gies regarding to the pathological ground truth. This study is an example of
evaluating methodology development for polyp classification using the patho-
logically approved database.
Table 5.3: Polyp masses dataset used for experiments
Category Pathology Count Male:Female Average Size (mm)
Benign (0) Serrated Adenoma 3 2:1 34.3
Tubular Adenoma 2 2:0 35.0
Tubulovillous Adenoma 21 11:10 37.6
Villous Adenoma 5 4:1 55
Malignant (1) Adenocarcinoma 32 12:20 43.9
For classification as discussed below, the dataset was divided into binary
categories with 31 of them being benign and the others malignant. The regions
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of interest or ROI, used to compute the texture features described below, were
manually selected around the polyp region of the CTC image. For each polyp
mass, a volume was extracted, which was confirmed by radiologists to ensure
accuracy of the manual procedure. We note that an automated cleansing
step is used to discard all voxels below -450 HU within these ROIs, as being
predominately air from the lumen of the colon. The information encoded in
these voxels from partial volume effects (above the range of pure air HU values)
is minimal if any, and contributes more noise to the features for classification.
In our experiment setting, we randomly select 40 polyps for training and 23
for testing. We train the model with all slices with a batch size of 10. To test
our model, it could be biased if we take each slice as an individual sample and
calculate the AUC based on the model score on all slices because some polyps
may contain more slices and are easy to be classified. As a result, each time we
iteratively choose 1 slice from each testing polyp to make it one experiment.
Then we choose another slice from each polyp and repeat 20 times to make 20
experiments where each contain different slice from the same polyp. The basic
ConvNet design could be seen in Tab . 5.4, similar to that of nodule detection
task, we modify basic structure to fit for different number of inputs and fusion
strategy.
The experiment result could be shown in Tab. 5.5. Channel means the
features are fused as different channels. Separate means the features are passed
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Table 5.4: Basic ConvNet Design for polyp CT diagnosis. We design a Con-
vNet with two convolutional layers followed by max-pooling layer and ReLU
as activation function
Layer Type Kernel No.
1 Convolution 3× 3 32
2 Max-pooling 2× 2 - 2
3 Convolution 3× 3 64 3
4 Max-pooling 2× 2 - 4
5 Fully connected - 500 5
6 Fully connected - 2
through different subnetwork and then fused before the fully-connected layer.
Table 5.5: Experiment Result. Channel means the features are fused as dif-
ferent channels. Separate means the features are passed through different
subnetwork and then fused before the fully-connected layer.
Model Accuracy AUC
Raw CT only 0.742 0.772
Inside+HOG (channel) 0.757 0.8209
Inside+HOG (Separate) 0.764 0.8193
Inside+LBP (channel) 0.7642 0.8100
Inside+LBP (Separate) 0.719 0.7690
Inside+LBP+HOG (channel) 0.79 0.90
Inside+LBP+HOG (Separate) 0.732 0.794
As we can see, the domain knowledge infused model outperforms the CNN
model takes only raw CT as input. Different from detection task, combine dif-
ferent inputs as a single input with multiple channels has more improvements
than take them as separate inputs.
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5.2.3 Conclusion
In this section, we apply our proposed domain knowledge infused model for
polyp diagnosis. The results proved the robustness of our proposed model.
One future work is to perform leave-one-out cross validation to achieve more
unbiased experiment results.
5.3 Conclusion
In this chapter, we proposed a domain knowledge infused CNN model to fur-
ther improve model performance as well as overcome the problem of limited
data and over-fitting. Based on our experiment on two different tasks, nodule
detection and polyp diagnosis, our model has proved to be robust and could
adapt to different tasks.
Chapter 6
Voting Based CNN model
One property of CNN is that the model should have a fixed number and fixed
size of input(s). However, due to the huge variant of lesion’s size, simply find
the minimum size of patch that can contain all the lesions may cause potential
problems as small lesion will be overlooked. Besides the aforementioned INC
resize method, patch-based method can be another solution. On the other
hand, use a voting algorithm that could reach a final decision based on all the
individual patches’ inspection results extracted from the INC could greatly
increase the accuracy of the decision than only inspect once, especially when
only weak model could be trained.
In this chapter, we introduce two propsed patch-based voting solutions to
solve nodule detection and polyp diagnosis.
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6.1 A Fast Automatic Juxta-pleural Lung Nod-
ule Detection Framework Using Convolu-
tional Neural Networks and Vote Algo-
rithm
6.1.1 Background and motivation
As mentioned, lung nodules can be classified into two types. One is juxta-
pleual and isolated type due to its position, where juxta-pleural nodules are
more difficult to detect. As a result, the traditional methods such as region
growing[41] and active contour model[42], usually fail in the detection of juxta-
pleual nodules. Some examples of juxta-pleural nodules are shown in Fig. 6.1,
where the red part is the labeled nodule by the radiologist.
In contrast to the traditional feature-engineering, where machines use hu-
man hand-crafted features to learn, ConvNet is designed to have the machine
learn features from data itself without human involvement. This makes the
machine learning task more efficient as less pre-processing is needed. The
success of ConvNet has cast some light on the area of bio-medical. Only in
the area of bio-medical image scan analysis, ConvNet has already been ap-
plied. Recently, Suzuki et al.[2] applied ConvNet for lung nodule detection
and compared several different ConvNet designs.
Traditionally, nodule detection pipeline requires a series of preprocessing,
such as lung segmentation, vessel elimination, suspect candidates extraction
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Figure 6.1: Examples of juxta-pleural nodule from our dataset. The red color
indicating the location and shape of nodules
and classification. On the other side, for a ConvNet based solution, it is tricky
to find a proper input patch size to contain the whole nodules as it has high
variance in diameter. Small nodules might be easily overlooked if the patch
size is too small.
In this section, we design a fast automatic voting based framework using
Convolutional Neural Network to detect juxta-pleural nodules from raw CT
scan. For each CT slice, we first divide the CT image into regions, where each
region could be viewed as a bag of candidates. Then instead of throwing the
whole region into ConvNet, we extract several candidates from each region
and apply a voting algorithm to decide whether a nodule exists in that region
or not. In addition, we compare our ConvNet with two ConvNet structures
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which have the highest AUC from [2] in terms of the performance on our
juxta-pleural dataset. We perform two sets of experiments: one is to validate
our framework and the other is to compare different ConvNet designs under
our framework. Our experimental results show that the framework is efficient
and our ConvNet structure outperforms the ones from [2] especially when only
weakly labeled data with noise is available for training. Our voting algorithm
could improve the original model by a large margin.
There are three major strengths of our propose framework. First, our model
does not need any pre-processings on the raw data. Secondly, with the design
of patch-based voting framework, we eliminate the problem of window size
selection as well as enhance model performance. At last, our voting framework
could significantly improve original ConvNet model’s performance and could
be generalized to different kinds of ConvNets.
6.1.2 Method
We designed a bag-of-voting-candidates (BOVC) model to perform nodule
detection. For a CT scan R, we assume it contains H regions, denoted as
R = R1, R2, ..., RH , where each region has size M × N and independent and
identically distributed (i.i.d). We view each region Ri as a bag of K voting
candidates Ri = Ci,1, Ci,2, ..., Ci,K , where Ci,j =< xi,j, yi,j > is the jth candi-
date of region i containing a data patch xi,j with its corresponding label yi,j.
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We further assume that each candidate is independently generated by a hidden
variable φi, indicating the class distribution of region i. The total probability
of this generative model could be written as:
P (R;φ) =
H∏
i=1
P (Ri|φi)P (φi) =
H∏
i=1
K∏
j=1
P (Ci,j|φi)P (φi) (6.1)
The major workflow of our framework is shown in figure 2. There are
two steps, the first step is to generate candidate given a certain region, the
second step is to generate detection result with our ConvNet based patch
voting algorithm. We will introduce both steps accordingly in the rest of this
section.
Figure 6.2: Workflow of our framework, the first step is candidate extraction
and the second step is our ConvNet based voting algorithm.
Phase 1: candidate extraction
We formulate our candidate generating algorithm as follow: For each region,
take region i as an example, we extract k1 candidates with size T × T (T <
min(M,N)) from region i, where k1 is set to make sure there are the least
overlap to cover the whole region. Then we design to randomly extract k2
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more candidates to get more random votes. At last, we have K candidates
in total. Then we perform translation on each candidate, which can further
enrich dataset as well as provide more possible views of the candidate, as a
result, several image patches (which will also be candidates) can be generated
from a single original candidate.
Phase 2: Parameter estimation with ConvNet
We design our parameter estimation algorithm with ConvNets. The two-step
algorithm is described as follow:
Step1:
We update the ConvNet parameter θ with regard to the following equation:
θ = arg max
θ
P (R|φ; θ) = arg max
θ
P (R|θ) = arg max
θ
∏
xi,j∈R
P (xi,j, yi|θ) (6.2)
Step 2:
Given θ, φi is estimated by:
φij =
Nij
Ni
, (6.3)
where Nij is the count of candidates in region i predicted with label j by
ConvNet and Ni is the total number of candidates in region i.
For our task, there are only two classes (nodule or non-nodule contained),
denoted as positive and negative. Our vote algorithm generates the final de-
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cision for region i based on φi with the following rule:
Result(Regioni) =
{
Positive Ratio > Threshold
Negative Ratio < Threshold
(6.4)
The threshold in the equation is a predefined empirical value, which is the
15 percentile of the validation dataset and the ratio of region i is calculated
as:
Ratioi =
φi,Possitive
φi,Possitive + φi,Negative
(6.5)
ConvNet design
The design of the ConvNet contains input layer, convolution layer, subsam-
pling layer and fully connected layer. We design a ConvNet of input size 64×64
with two convolutional layers, each followed by a max-pooling layer. For the
convolutional layer, we choose Leaky Rectied Linear Unit (LeakyReLU)[111]
as the activation function:
LeakyReLU(x, α) = max(x, 0) + α×min(x, 0),
where α is a small user pre-defined non-zero gradient negative slope that
is set to negative values.
In table 1, we detailed our ConvNet design with two ConvNet designs with
the highest AUC in [2] as a comparison, which is denoted as sh-CNN and
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rd-CNN. The last column shows how many different kernels are used for a
convolution layer or how many neurons are used in a fully connected layer.
We are not specifying the input layer in the table since all ConvNets take
input size of 64× 64.
Layer Type Kernel No. Layer Type Kernel No.
(1) Our Model (3) rd-CNN
1 Convolution 7× 7 32 1 Convolution 11× 11 32
2 Max-pooling 2× 2 - 2 Max-pooling 2× 2 -
3 Convolution 5× 5 64 3 Convolution 5× 5 32
4 Max-pooling 2× 2 - 4 Max-pooling 2× 2 -
5 Fully connected - 128 5 Convolution 3× 3 32
6 Fully connected - 2 6 Max-pooling 2× 2 -
(2) sh-CNN 7 Convolution 3× 3 64
1 Convolution 11× 11 32 8 Max-pooling 2× 2 -
2 Max-pooling 2× 2 - 9 Fully connected - 128
3 Fully connected - 128 10 Fully connected - 2
4 Fully connected - 2
Table 6.1: Table of Different ConvNet Designs, here we compare three different
designs, our proposed network, the one with the best performance from [2] and
a very shallow model as comparisons.
A softmax fully-connected layer is used as the last layer to generate the
probability distribution over two classes (Nodule and Non-Nodule). For the
training of our ConvNet, cross-entropy Loss is used to minimize the difference
between detected class and real class from groundtruth with L2 Norm regu-
larization added. Note that in order to reuse training data, we design weight
sharing among the separate ConvNet paths to make better use of the training
data.
6.1.3 Experiments
The goal of the experiments is two-fold. One is to validate our framework,
and the other is to compare different ConvNet designs under our framework.
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Dataset
The original RAW CT data is acquired from the largest public database
founded by the Lung Image Database Consortium and Image Database Re-
source Initiative (LIDC-IDRI). Each CT slice has a size of 512 × 512. Our
radiologist labels the position of the nodule for each given CT slice.
We select 90 patients from our dataset with at least one juxta-pleural
nodules included and has more than 12 slices containing nodules on average.
By randomly sampling patches around nodule areas and non-nodule areas
respectively, we obtain the positive samples and negative samples. And the
rotation is applied as a translation method to each sample. In each patient’s
CT scan, the ratio of the nodule to non-nodule areas is now not balanced.
However, to train a binary classifier, we have to use a balanced dataset, which
means that there should be equal numbers of positive and negative samples.
With regard to this point, we perform the last step to balance our training
dataset.
Experiment design
In our experiments, we choose the region size to be 128×128 and use rotation as
the translation method. We extract k=9 candidates from each region, which
are patches located at 4 corners, 4 middle part on each edge, and 1 in the
center. Apparently, there are some overlaps among the candidates. However,
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our candidate extraction method is more efficient than using a sliding window
to cover the whole region. Each candidate will then be rotated 3 times.
We use Theano to implement ConvNet designs. For training, we apply
Adam [59] optimizer with a batch size of 40. The learning rate is set to 10−4,
momentum to 0.9, and weight decay to 0.0005. The network is initialized with
a Gaussian Distribution.
We designed two experiments to validate our framework. In the first exper-
iment, we compare three models with and without voting algorithm to validate
our framework on a test dataset containing 20 patients with a balanced num-
ber of positive and negative regions. The model without voting will consider
each patch as a distinct input. And the voting result is achieved by our pro-
posed model. We use AUC and F1 score as evaluation metrics for experiment
1. However, in practice, nodule detection is performed on highly unbalanced
data. As a result, we designed second experiment to test our framework per-
formance on 10 patients’ CT slices containing nodules without balancing the
dataset and use AUC for evaluation.
Experiment result
The result of experiment 1 is shown in Fig. 6.3 (a). It shows that vote algorithm
has improved AUC for all ConvNet. And our model has a better performance
than both rd-CNN and sh-CNN in both scenarios when the voting algorithm
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is used and not used respectively. Different from [2], sh-CNN has the worst
performance on our dataset in both scenarios. Some typical highly confusing
patches are shown in figure Fig. 6.4. We can see that most False Positive ones
are caused by including the chest wall or some other tissues into the sampled
patches, which increase the noise of data samples. On the other hand, the
small size (radius) of a nodule is a major reason for True Negative ones.
Figure 6.3: Experiment result, (a) Performance comparison results in experi-
ment 1 and (b) Performance comparison results in experiment 2.
(a) False Positive Samples (b) True Negative Samples
Figure 6.4: Typical highly confusing samples in experiment 1
In experiment 2, as the real detection has unbalanced data for two classes
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(positive : neagtive > 1 : 20), the performance is lower than that of exper-
iment 1. The results are shown in Fig. 6.3 (b). We can see that our model
works the best, which is slightly better than rd-CNN, while sh-CNN has the
lowest AUC.
In conclusion, our experiments showed that our automatic detection frame-
work, which is based on ConvNet, can detect juxta-pleural lung nodule from
CT scan of a patient efficiently. Especially when the effect of a detection clas-
sifier is limited by noisy training data, our vote algorithm could be used to
enhance its performance.
6.1.4 Conclusion
In this work, we propose a framework to detect juxta-pleural nodule from CT
scans based on ConvNet using vote algorithm. We compared different ConvNet
structures in our framework and examined the effectiveness of our framework
on LIDC-IDRI juxta-pleural lung nodule datasets. Experiments show that our
framework is competent at detecting juxta-pleural nodules. On the other side,
our experiments show that the incorrectly classified data samples are those
containing the chestwall or some noisy, so some preprocessing methods could be
used to filter out those ”bad” samples. A possible extension could be training
different ConvNet with image patch randomly split into different groups. For
our future work, besides the above mentioned continuing research, we will also
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try other ConvNet structures to enhance the accuracy of the classifier and
design an efficient framework to locate the nodules from CT scans.
6.2 Clinical colonoscopy based polyp differ-
entiation using representative candidates
voting schema
6.2.1 Background and motivation
Colorectal cancer is a major cause of mortality through the world. As all
colorectal cancers are transformed from malignant polyps, the detection and
excision of them in early stages is critical for survival rate enhancement. The
colonoscope is now widely used in clinic and is a gold standard for polyp de-
tection. Obtained by the fibro-colonoscope and currently used as a diagnosing
reference in clinic, white light images (WLI) could depict the color, shape and
texture of polyps for better analysis. Many studies have been made in recent
years to automatically classify polyps using colonoscope image ([112],[113]).
Based on the fact that polyp in our dataset has variant sizes and camera
distortion makes the shape information hard to acquire, we design a patch-
based CNN model to learn texture information to differentiate polyps so as
to overcome high variation in size. Furthermore, as colonoscopy images are
huge, usually larger than 128 × 128, there could be hundreds of candidate
patches generated with a small sliding window step even after highlight removal
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algorithm. To solve this, we employ a cluster based representative selection
method. Experiment results show that our proposed method could greatly
improve efficiency and proved to be effective.
6.2.2 Method
Step 1: data preparation
Colonoscopy videos downloaded from the publicly available website are used
as source of data. The white light images are selected from frames of video and
the polyp areas are outlined manually with the help of a GI expert. A total
number of 74 polyps are obtained, including 19 hyperplastic (benign) polyps
and 55adenomatous (at-risk or malignant) polyps.
As there is non-polyp colon tissue and strong highlights caused by the light
source of colonoscope in the video images, we semi-automatically create a mask
for each image with the manual outline and a highlight defining algorithm.
Only the polyp data (white part in the mask) inside the mask is used in patch
extraction.
Step 2: clustering based candidate selection
After step 1, we extract image patch with size 32 × 32 from the segmented
polyp with a step-size 2. After this, hundreds or even thousands patches can be
selected and throw all of the patches into CNN model for final decision is low
efficiency. On the other hand, not every patch is representative to demonstrate
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Figure 6.5: Steps for semi-automatic mask extraction: (a) The original polyp
image. (b) The polyp image. (c) The polyp mask generated with the manual
outline and a highlight defining algorithm. The white part in the mask is
effective part, while the black part is non-effective.
the malignancy of the given polyp.
To reduce patches to be inspected in order to improve efficiency as well as
remove noisy patches, we proposed a cluster-based candidate selection method.
In details, we perform K-means clustering on all the extracted patches based on
its color LBP feature. We define our color LBP model to be the combination of
LBP feature acquired from each single (RGB) channel, which is shown below:
ColorLBP = Concat(LBP (R), LBP (G), LBP (B)), (6.6)
where the LBP features from each channel are concatenated into a single
feature vector.
For the K-mean clustering, the number of K decides the number of candi-
dates to be selected. To select the most representative candidate, we choose
the candidate that are mostly close to the center of each cluster.
After this step, K candidates are selected for a given polyp.
CHAPTER 6. VOTING BASED CNN MODEL 129
Step 3: voting based polyp diagnosis
The final step is to perform voting based polyp diagnosis using a CNN model,
where the detailed design is shown in Tab. 6.2. We design a 5 layer ConvNets
containing 3 convolution layers and 2 fully-connected layers. For the convolu-
tion layer, we use ReLU as activation function while the last convolution layer
does not have pooling operation.
Table 6.2: Table of ConvNet Design used for polyp diagnosis. Here we use a
five layer ConvNet with 3 convolution layers while the last convolution layer
does not have pooling operation.
Layer Type Kernel No.
1 Convolution 3× 3 32
2 Max-pooling 2× 2 - 2
3 Convolution 3× 3 64 3
4 Max-pooling 2× 2 - 4
5 Convolution 3× 3 64 3
6 Fully connected - 500 5
7 Fully connected - 2
To train the ConvNets, we trained it on all the patches to take advantage
of the limited dataset. Then for diagnosis, the final decision is achieved by an
averaging of the model scores on all the candidates.
6.2.3 Experiment Results
To perform experiments, we randomly select about 70% of the data for training
and the rest 30% for testing. Specifically, 24 for testing and 50 for training.
The results could be shown in Tab. 6.3. To compare, first we implement a
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CNN method that take each whole polyp as an input, where each polyp are
resized to be the same size of 150 × 150, and we denote this method to be
RZ-CNN. Secondly, to validate the effect of candidate selection, we compare
with our model without candidate selection, which we denoted as NC-CNN.
Also, we compare the effect of different number of clusters.
Table 6.3: Experiment Result of our proposed model comparing to resize based
method (RZ-CNN) and non-candidate setection method (NC-CNN). We also
compare the effect of number of clusters.
Method Accuracy AUC
RZ-CNN 0.5 0.55
NC-CNN 0.71 0.79
50 Cluster 0.72 0.81
60 Cluster 0.73 0.82
As can be seen in the table, our model outperforms the two other mod-
els, RZ-CNN and NC-CNN, which proved our patch-based voting design and
candidate selection design to be effective. Due to limited data and large vari-
ants in size, the RZ-CNN barely works. Also the performance of NC-CNN is
effected by noisy candidates, which proves it is not always true that the more
candidates the better. For the number of clusters, there is a trade-off between
efficiency and effective, when we have more clusters, we tend to choose more
candidate but the efficiency is lowered.
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6.2.4 Conclusion
In this work, we present a patch-voting based CNN polyp diagnosis model with
clustering based candidate selection. More work could be done on comparing
different candidate selection method, such as instead selecting one candidate
each cluster, the number of candidates should be decided by cluster size. And
a random process could be used to automatically detect clusters from data
instead of a pre-defined number of clusters.
6.3 Conclusion
In this chapter, I discuss the work of patch-based CNN model for cancer
detection and diagnosis. In summary, there are three benefits of applying
patch-based CNN model. First of all, patch-based method could overcome the
problem of large variants of input sizes. Secondly, patch based method could
make the CNN model focus more on the texture, this is especially of great im-
portance when shape should not be considered. At last, patch-based method
could further enhance model performance as the final decision is made by a
combination of all the patches.
Chapter 7
GLCM Based CNN Model for
Diagnosis
As a lesion, polyps may be categorized as non-neoplastic and neoplastic. Most
non-neoplastic polyps are always benign, while neoplastic polyps are malignant
and will become cancerous. In terms of risk being cancer or not, polyps are
categorized as hyperplastic (no-risk) and adenomatous (risk). Adenomatous
polyps include (1) serrated adenoma, (2) tubular adenoma, (3) tubulovillous
adenoma, (4) villous adenoma, and (5) adenocarcinoma types in the order
from low to high cancer risk. The risk of serrated adenoma polyps becoming
cancerous may depend on the size and location in the colon. In general, the
larger of an adenomatous polyp, the greater risk of becoming cancer. When a
polyp grows to a size of 30mm and larger, it is usually called polyp mass and
labeled as benign adenomas or invasive adenocarcinoma.
Colorectal cancer (CRC) is the term that is commonly used for the cancer
of colon or rectum. As the newest report of the International Agency for
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Research on Cancer, CRC ranks third for total cancer deaths in the world
since 2012 [13]. In USA, CRC is the second most common cancer in men
(more than 8.4%) and the third in women (more than 8.1%) based on the US
mortality data from 2001 to 2015 as reported by the National Center for Health
Statistics, Centers for Disease Control and Prevention. It was estimated that
140,250 new cases had been diagnosed during 2000 to 2014 from 48 states,
and about 50,630 patients had died from this disease during this period [12].
Therefore, early detection and removal of the polyps could effectively decrease
the incidence rate before the malignant transformation [[14],[15]].
Besides the fore-mentioned OC, computed tomographic colonography (CTC)
is a minimally-invasive alternative method (insuﬄation of CO2 gas through
the rectum into the colon by a small tube) for detection of polyps. It is less
expensive and safer for examination of the entire colon for polyp detection.
It further provides fully three-dimensional (3D) image data for characteriza-
tion of the volumetric colon wall for computer-aided detection (CADe) and
diagnosis (CADx) of polyps. This volumetric-based CADe and CADx tech-
nologies will not only speed up the experts (radiologists) examination but also
increase their confidence in decision making with the fully 3D information and
the related artificial intelligent information processing methodologies such as
texture analysis and machine learning ([114], [115], [116], [117]).
In diagnosing a lesion as benign or malignant, the heterogeneity of the le-
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sion is a critical measure [118]. The lesion heterogeneity is closely related to
the lesion image textures. Image textures are considered to be the appearance,
structure and arrangement of the parts of some objects within an image [119].
Among these methods, Haralick model is one of methods with higher perfor-
mance for polyp description[12,13, 35,36] ([117], [120], [102], [104]), which are
a group of features extracted from Gray Level Co-occurrence Matrix (GLCM).
Several research has been made on extension of the Haralick model with
more directions or more possible statistics extracted. Instead of manually
search for representative statistics, in this work, we propose a Convolution
Neural Network (CNN) based method (GLCM-CNN) that can automatically
extract features from GLCM so as to perform polyp diagnosis.
The contribution of our end-to-end GLCM-CNN model lies in three fold:
1. Comparing to traditional Haralick feature and its extension, which only
extract fixed types of features, our GLCM-CNN model could learn to
extract discriminative features during training.
2. Comparing to traditional CNN based solution, which takes original CT
image as an input and learn without any prior knowledge, our model
takes advantage of the domain knowledge that focus on texture based
features as an input. The experiment results show that our proposed
texture based model outperforms a general CNN.
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3. Nowadays, most of the traditional CNN based model only takes 2D slice
as an input, regardless of the 3D information. Instead of applying 3D
convolution operation, we proposed different ways to convert 3D infor-
mation into a 2D GLCM, which could be used by a tradition 2D CNN
model.
The rest of this work is organized as follow: in section 2, we introduce our
GLCM-CNN model in details. Experiment and result is given in section 3.
Then conclusion is given in section 4.
7.1 Method
The workflow of our proposed GLCM-CNN model could be seen in Fig. 7.1.
Our end-to-end model only has two steps, the first step is to extract GLCM
from the input CT voxel. Secondly, a CNN model is used to perform diagnosis
using the generated GLCM. In the rest of this section, we will introduce our
model in details.
7.1.1 GLCM extraction
Similar to the original Haralick model, our GLCM extraction step has a gray
level image conversion phase and a GLCM matrix generation phase.
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Figure 7.1: Illustration of our end-to-end GLCM-CNN model, which contains
only a GLCM extraction part and a CNN based diagnosis part. The GLCM
part convert the input CT into gray level image and then generate GLCM
matrix. Then in the CNN based diagnosis part. CNN model is used to perform
diagnosis based on the generated GLCM.
Phase 1: Gray level image conversion
In phase 1, we will quantize each input CT voxel into k discrete values. There
are several different ways that quantize the CT voxel values. In this work, we
only evenly quantize all the discrete CT values into k bins.
In summary, the input of this phase is a 3D CT voxel containing the lesion
and the output is the quantized CT voxel with only k discrete values.
Phase 2: GLCM generation
In a digital image, Co-occurrence matrix is defined by the frequency of pixel-
pairs in one image as the following[102].
C(i, j, d, θ) =
∑
p∈V
{
1 ifI(p) = i I(p+ d(cosθ, sinθ)) = j
0 otherwise
(7.1)
where I is the image slice data, p is a point within the slice domain (V),
I(p) is a pixel value at point p in the image , i and j represent a pair of image
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pixels, d is a displacement between p and another point along the direction θ.
For 2D image data, we extract based on the 4 original direction used in
Haralick features. For 3D volumetric image data, the definition of CM is
similar, the only difference is that there are two angular variables in the 3D
space. In this phase, we adopt our previous work [104] that extend GLCM
extraction from 2D to 3D with 13 directions.
In summary, the input of this phase is the graylevel image with k unique
values, generated in phase 1. For 2D based analysis, the ouput is 4 GLCM
with size k by k per slice. For the 3D based analysis, the output is 13 GLCM
with size k by k.
7.1.2 CNN based polyp diagnosis
As shown in Fig. 7.1, we proposed a CNN based polyp diagnosis method using
the GLCM generated in the previous step. Here, considering different ways to
utilize 3D information for diagnosis, we design two strategies.
Strategy 1: Slice level GLCM
In order to take advantage of the information from all the slices, we proposed
to combine all the GLCM extracted from each slice as final inputs to the CNN
model.
The GLCMs, each has dimension (k, k, 4) are combined by directional-
wisely addition. So the combined GLCM still has dimension (k, k, 4). Then
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the combined GLCM are normalized as the final feature.
Strategy 2: Voxel level GLCM
The other strategy is to directly calculate GLCM in 3D volume, which takes the
13 directional GLCM as input. So the input feature has dimension (k, k, 13)
in such scenario.
Table 7.1: ConvNet design for step 2. We replace the conventional pooling
layer by stride 2 in the convolution layer.
Layer Type Kernel Number Stride.
1 Convolution 3× 3 32 2
2 Convolution 3× 3 64 2
3 Convolution 3× 3 64 1
4 Fully connected - 700 -
5 Fully connected - 2 -
For the CNN model, as shown in 7.1, we designed a shallow CNN network
with the pooling layer replaced by convolution layer with stride 2. The pooling
layer will cause information loss and proved to be less effective by our experi-
ments. So by different strategy, the CNN input has 4 channels for strategy 1
and 13 channels for strategy 2. The CNN model is trained with Cross-entropy
loss.
7.2 Experiments and results
We perform step by step experiments to validate our proposed model. First of
all, we compare our model with CT image based methods. Then we compare
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two strategies. At last, we compare with current state-of-the-art.
7.2.1 Experiment setting
Here we use the same dataset as mentioned before. In brief, the dataset used
for the experiments of this study consists of 59 patients with a total number
of 63 polyp masses found through CTC and confirmed by OC. All the polyp
masses have a diameter size of 30mm and larger. The breakdown of the dataset
can be seen in Tab. 7.2.
Table 7.2: Polyp masses dataset used for experiments
Category Pathology Count Male:Female Average Size (mm)
Benign (0) Serrated Adenoma 3 2:1 34.3
Tubular Adenoma 2 2:0 35.0
Tubulovillous Adenoma 21 11:10 37.6
Villous Adenoma 5 4:1 55
Malignant (1) Adenocarcinoma 32 12:20 43.9
All the experiment results provided are based on leave-one-out cross vali-
dation. The CNN model is trained with Adam optimizer with a batch size of
10 for both strategies. The learning rate is set to 1e − 5, momentum to 0.9,
and weight decay to 5e−4. The kernel weights are initialized with a Gaussian
Distribution.
For the gray level k, we choose k equals 8 for 2D slice level GLCM extraction
and 32 for 3D level GLCM extraction, which are proved to be the best fit based
on our experiment.
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7.2.2 Compare two proposed strategies with CT based
polyp diagnosis
First we compare our two strategy with CT based polyp diagnosis using CNN
model, which means only CT slice is taken as an input of CNN model. As one
polyp has multiple slices, we only take the center one as an input, which is the
largest and contains the most information. We denote this model as SliceCNN.
Then we compare with only the GLCM of the center polyp is taken, which is
denoted as Single GLCM. The experiment results could be seen in Tab. 7.3.
Table 7.3: Experiment Result of different CNN based model designs. SliceCNN
is the model with only CT slices are taken as input. SingleGLCM is the model
only slice level GLCM is taken as input. Strategy 1 and 2 are as described in
method part.
Model Accuracy AUC
SliceCNN 0.56 0.57
SingleGLCM 0.58 0.65
Strategy1 0.67 0.78
Strategy2 0.85 0.92
As we can see, slice level GLCM based CNN model (Accuracy 0.58, AUC
0.65) could outperform CT slice based CNN model (Accuracy 0.58, AUC 0.65),
which can prove that GLCM based learning is more efficient than CT image
based learning. Moreover, when combined multiple slice information, the di-
agnosis performance could be greatly improved.
As we can see, strategy 2 (Accuracy 0.85, AUC 0.92) outperforms strategy 1
(Accuracy 0.67, AUC 0.78) by a large margin. This is because the 13 direction
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design could extract 3D level spatial-temporal information, which contains
more information than only combine 2D slices together.
7.2.3 Compare with current state-of-the-arts
Then we take a further step to compare our proposed model with current state-
of-the-arts, which only achieves 0.89 AUC on our dataset. Our GLCM-CNN
outperforms current state-of-the-art, which means our GLCM based CNN
model could on the one hand, automatically learn effective features and on
the other hand, overcome the problem of small dataset.
7.3 Conclusion
In this work, we proposed a GLCM based CNN model, which we denoted as
GLCM-CNN, to perform polyp diagnosis. Constrained by limited dataset and
high noise, it is hard for CNN based model to learn effective feature as well
as overcome the problem of overfitting. Based on leave-one-out experiment on
our polyp dataset, our model outperforms other possible CNN based strategies
and current state-of-the-arts. Moreover, our model could be extended to solve
other medical imaging problem and computer vision problems.
Chapter 8
Low-dose CT reconstruction
8.1 Background and motivation
X-ray computed tomography (CT) has been widely exploited clinically for di-
agnosis in symptomatic patients and screening of asymptomatic patients [121].
However, CT scan is a radiation-intensive procedure and the issue of radiation
dosage reduction has been raised received great attention ([9], [10]). To reduce
the radiation exposure, besides lowering the X-ray flux towards each detector
bins, one effective way is to decrease the required number of projection views
during the inspection, which is known as the sparse-view CT [11]. The sparse-
view CT remains the full-dose quality in each view but usually suffers aliasing
artifacts due to insufficient sampling. To deal with this, various approaches
have been reported either in the image domain to suppress the noise or in the
sinogram to recover the missing data [[122],[123], [124],[125], [126]]. However,
during the operation of recovering missing sinogram data, the interpolation
method predicts the missing point data by averaging its neighbors values and
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thus results in a smoothed sinogram. Smoothing the sinogram might sacrifice
significant clinical information because the sharpness change of the sinogram
data often refers to the tissue boundary or texture variation. Recently, at-
tempts using the power of deep learning to synthesis full-view sinogram have
also been presented ([125], [126]). However, the presented model also confront
the over-smoothed issue. To address this, we propose a convolutional neural
network (CNN)-based model in full-view sinogram synthesis to preserve both
sinogram sharpness and tissue texture information. Specially, we design the
loss function with a combination of zero-order and first-order difference, which
correspond to intensity-level loss and gradient-level loss. In addition, we design
a very deep CNN model with the concept of residual block [22] and residual
learning [127] for effective high level information extraction and sinogram syn-
thesis. The remainder of this paper is organized as follows. Section 2 depicts
our method. In Section 3, experimental design and results are reported. Fi-
nally, the breakthrough of our work and conclusions are given in Sections 4
and 5.
8.2 Method
Inspired by the success of the super resolution method in computer vision and
the current attempts by Hoyeon Lee et al. ([125],[126]), we propose a task-
driven deep learning based sinogram synthesis method, which can recover the
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Figure 8.1: General workflow of our proposed method.
missing view data while preserve the sharpness at the same time.
8.2.1 Model design
As demonstrated in Fig. 8.1, our proposed task-driven full view sinogram syn-
thesis model consists of two subnetworks, a feature extraction network and
a reconstruction network. The feature extraction network aims at extracting
features, especially high level features, which will be used by the reconstruction
network for full view sinogram synthesis. Residual block design and residual
learning design are used to overcome degradation and improve model perfor-
mance. The training loss is a combination of pixel level loss and gradient level
loss.
For the feature extraction network, as investigated by literatures, a deeper
network design can acquire much higher level features [128] while suffer the
problem of degradation [22], which means the accuracy gets saturated and
rapidly degrades when we increasing the depth of the network. In our design,
we use very deep network (20 layers) for feature extraction to learn high level
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features and the residual design was introduced to solve the degradation prob-
lem. The residual block, as is shown in Fig. 8.1, is the basic component of our
feature extraction network, which was first proposed by He .et al [22] to over-
come the problem of model degradation for very deep networks. The general
idea of the residual block is that instead of training each stack of layers directly
to learn an underlying mapping, we explicitly train them to learn a residual
mapping denoted as F(x). Then the original mapping is recast into F(x) + x,
where x is the original input to the block. In our design, the residual block
has two convolution layers, each followed by a batch normalization layer and a
nonlinearity activation layer, the input and the network output are combined
with an element-wise sum.
For the reconstruction network, we use the upscale block as the basic struc-
ture, which consists of a deconvolution layer with step size 2 to upscale the
input with a factor of 2, followed by batch normalization and Leaky ReLU as
activation function. We use two upscale blocks as we would like to synthesis
full-view sonogram from a sparse-view sinogram. We also apply the residual
learning design, which has been proved to be effective by Hoyeon Lee et al.
([125],[126]), to achieve high quality synthesis result. So the original input and
the network output are element-wisely summed before the last layer. The last
layer is a tanh activation layer to convert the output to be within the range
[-1, 1].
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Comparing with traditional convolution neural network, we do not use the
subsampling layer, as information loss will be caused during the procedure of
down sampling. In our feature extraction network, we design all convolution
layers to have the same settings of 64 kernels with size 33, padding to be 1
and stride size to be 1. And for the nonlinear activation function, we choose
Leaky ReLU [20]. Leaky ReLU sets a user pre-defined small non-zero gradient
NegativeSlope to negative values, comparing to the commonly used ReLU,
which might cause potential problems by setting 0 to all negative values.
8.2.2 Training Loss Design
To address the sharpness preserving in our model, we formulate our loss func-
tion as a combination of the intensity level (zero order) loss and the gradient
level (first order) loss, as:
L = LMSE + αLgrd, (8.1)
where is a group of hyper parameter controls the strength of two type
of losses, which will be described later in details. For the intensity loss, we
compute the pixel-wise mean squared error (MSE) loss, which is the most
widely used optimization target for reconstruction, as:
LMSE =
1
WH
W∑
x=1
H∑
y=1
(Iˆx,y −Gθ(Ix,y))2, (8.2)
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where W and H are the view number and bin number of the synthesis
sinogram, G(I) is the generated full view sinogram from our model, Iˆ is the
ground truth of the sinogram and the subscription ·x,y means the corresponding
pixel with position (x,y) in the given sinogram. As investigated by recent
literatures [129], although achieving particularly high peak signal to noise ratio
(PSNR), MSE optimization based image reconstruction will often oversmooth
the texture with a loss of high frequency content. The high frequency content
is the sharpness information in the sinogram. To overcome this problem and
maintain the sharpness information, we proposed our gradient loss as:
αLgrd = αxLgrdx + αyLgrdy , (8.3)
where Lgrdx and Lgrdy are the gradient losses on the x (view) and y (bin)
direction. As sinogram is a group of measurement of detectors at a set of
X-ray source positions, the resolution of the x (view) and y (bin) axis may be
different depending on the detector bin size and rotating angle of each view.
Therefore, we measures the gradient loss on x (view) and y (bin) direction
separately with different weights. Two hyper parameters and are assigned to
control the strength of gradient loss in two directions.
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8.3 Results
We synthesize a full view sinogram based on 1
4
sparse-viewed sinogram by
implementing the proposed CNN in Fig. 8.1.
The clinical data was obtained from the patients who were scheduled for
CT-guided lung nodule needle biopsy at Stony Brook University Hospital. All
the patients were recruited to this study under informed consent after approval
by the Institutional Review Board. The patient was scanned using a Siemens
CT scanner, of which the X-ray tube voltage was set to be 120kVp, and the
tube current was set to be 100 mAs. The full-view sinogram has the size of 1160
views and 672 bins. The sparse view sinogram data was simulated by selecting
the first view of every four views from projection data, and thus its size is
290 × 672. Instead of patch based reconstruction, which may lose important
information on view direction and result in data inconsistency, we perform a
view based strategy. The simulated sparse view sinogram data was cut into
168 view parts as model inputs. In other words, the model has an input size
of 168(views) × 672(bins). To enrich training data, we use a sliding window
with size 168 × 672 with step size 1 to generate training dataset. Around
5000 sparse view sinogram datasets were used to train the CNN model. We
randomly select 760 test samples from patients that are not used in training.
To quantitatively evaluate our results, we adapt three most widely used
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measurements from literature: normalized root mean square error (NMSE),
peak signal to noise ratio (PSNR), and structural similarity (SSIM) [130] of
the synthesized sinogram and its reconstructed image for each network.
8.4 Quantitative comparison
8.4.1 Ablation investigation
Firstly, we performed ablation investigation on the effect of residual block
(RB), residual learning (RL) and gradient loss (GL). All the networks have
the same number of convolution layers with the same settings (number of
kernels, kernel size, activation function, and etc.). Our basic model (BM) is a
CNN network without RB, RL or GL and its performance will be our baseline
to study the influence of our proposed blocks. Then we added the RB, RL or
GL design and their associate combinations to BM respectively.
The quantitative evaluation of each model was summarized in Tab. 8.1.
It is observed that the BM performed poorly (SSIM=0.9276, PSNR=36.9292,
NMSE=0.0450), as expected. As mentioned in [128], a simple stacked blocks
may not result in better performance without any optimization. By adding
the proposed block, we can see all the three quantified measures are improved.
Comparing the first four rows, the residual learning (RL) improve the perfor-
mance best, which can also be expected since the original image is directly
connected to the output layer. Although the GL bring in the least improve-
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Table 8.1: Ablation Investigation of Residual Block (RB), Residual Learning
(RL) and Gradient Loss (GL).
MODEL SSIM PSNR NMSE
BM 0.9276 36.9292 0.0450
BM+RB 0.9525 39.4095 0.0347
BM+RL 0.9727 39.7122 0.0330
BM+GL 0.9567 33.3429 0.0639
BM+RB+RL 0.9777 41.5248 0.0268
BM+RB+GL 0.9579 38.9734 0.0355
BM+RL+GL 0.9713 39.2438 0.0350
BM+RB+RL+GL 0.9782 42.122 0.0256
ment, it benefits a lot in the sharpness preservation, which can be seen in
the qualitative evaluation part. By comparing the results of model BM+RB,
BM+RB+RL, BM+RB+GL, we can see the associate combined blocks help
to improve the performance than the single block. By combing all the pro-
posed blocks together (BM+RB+RL+GL), we obtain the model demonstrate
the best performance.
8.4.2 Comparison with current state-of-the-art
We compared our method with the traditional bi-cubic interpolation method
and two deep learning based state-of-the-art models: SSCNN [125] and Resid-
ual U-net [126]. The results are presented in Tab. 8.2. Our model outperforms
state-of-the-art models by all the three measurements. It is worthwhile to
note that, without residual design, a very deep network (SSIM 0.9276, PSNR
36.9292, NMSE 0.0450) may have worse performance than a simple bicubic in-
terpolation (SSIM 0.9481, PSNR 38.5688, NMSE 0.0403) due to degradation.
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Table 8.2: Comparison of our method with current state-of-art. Our model
outperforms the traditional interpolation and deep learning based models.
Model SSIM PSNR NMSE
Bicubic 0.9481 38.5688 0.0403
Residual U-net [126] 0.9626 38.2488 0.0392
SSCNN [125] 0.9744 40.8187 0.0293
Our Method 0.9782 42.1220 0.0256
8.4.3 Qualitative comparison
We performed visual qualitative comparison, as shown in Fig. 8.2, for more
intuitive judgement. In Fig. 8.2, we compared the original full-view sinogram
and the synthesized sinogram by each model. Then zoomed in pictures focused
on the region of interest (ROI, red box in Fig. 2 left) and demonstrate the
difference between the synthesized sinogram and the ground truth sinogram.
It can be seen that the bicubic method cause a lot of error in the sharp change
area, marked by the red arrow. The deep learning method reduce the error in
this cross-like but results in obvious oversmooth error (green arrow). It can be
seen our proposed model outperformed all the methods both in the cross-like
area and the oversmoothed area.
Moreover, we recovered CT image from sinogram based on FBP method.
We chose two ROIs from the CT scan to compare the quality of the generated
CT image by detail preservation and edge sharpness. Our method has the least
difference comparing to the original sinogram and maintains the most details
as well as least streaking artifacts in the generated CT image. The bi-cubic
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Figure 8.2: Qualitative comparison of our proposed models and state-of-the-
arts. First we compared the synthesized sinograms with the original one with
focus on one ROI by comparing the difference with the original sinogram. Then
we compared the generated CT image using FBP with two selected ROIs. The
sinogram generated by our model has the least difference comparing to the
original sinogram and the least streaking artifacts as well as the most details
preserved.
generated CT image has very obvious streaking artifacts in the texture. The
other deep learning and MSE optimization based methods tend to over-smooth
the CT image with a loss of details.
8.4.4 Study of hyper-parameters
We researched on the effect of gradient loss by different settings of hyper-
parameters and . We compared model performances on the same test dataset
using SSIM as evaluation metric. As shown in Fig. 8.3, the x axis shows
different αx settings and the y axis shows αy different settings. The value
near each point shows the average SSIM under that configuration. The best
performance is achieved by setting both αx and αy to be 0.04.
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Figure 8.3: Comparison of different hyper-parameter settings on the effect of
SSIM change. The x axis are the values of αx and y axis are the values of αy.
The values on each point are the average SSIM value on the test dataset with
current setting.
CHAPTER 8. LOW-DOSE CT RECONSTRUCTION 154
8.5 New and breakthrough work
In this study, we proposed a novel deep learning based sharpness preserved
sinogram synthesis method. Our proposed method achieved high performance
(SSIM, PSNR, NMSE) score while maintaining the sharpness of the original
sinogram. In brief, the major breakthrough of our study includes: (1) Our
proposed network could not only recover the full dose sinogram, but also keep
the sharpness and texture information, which are important for medical image
analysis. (2) We explored and research on the effect of different CNN designs
with regard to the task of sinogram synthesis. (3) We researched on the effect
of gradient loss by varying model hyper-parameters. The residual block design
in our proposed method could overcome the problem of information loss when
very deep network is used for this task.
8.6 Conclusions
We performed deep learning based sinogram synthesis using spare view sina-
gram with a preserving of the sharpness information. Experimental results
demonstrated our model outperforms the state-of-art with a design of inte-
grating both pixel level and gradient level loss. Our model, based on a residual
design, overcomes the problem of degradation for the deep network.
Chapter 9
Conclusions and future work
In this chapter, I will give the conclusion and some possible future work.
9.1 Conclusion
Medical imaging analysis is the key task in the early detection of cancer, which
are heavily rely on human effort. CNN or deep learning based methods, could
automatically extract feature from data, which are robust and not dataset
dependent. However, medical imaging data has the property of high noise,
limited size and relative low resolution comparing to the natural image used
in the area of computer vision. How to train model efficiently and supervise
model learn effectively are two major topics people research on in this area.
One research path lies in applying transfer learning, which means adopt
CNN models trained with natural images to the area of medical imaging. As
those models are usually trained with color images which has three channels
rather than single channeled medical image, one research issue is how to col-
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orize or convert single channel image into three channels. Such methods, in my
view, has two potential challenges. The first is 3-channel conversion may lose
information. The second is natural image looks very different from medical
image either in content, texture and shape, which requires a proper transfer
way. Besides, in my study and medical imaging literatures, if task is proper
defined, a relative shallow CNN could achieve good performance as well as
suitable for small dataset.
Instead of following the transfer learning path, my research focus on de-
signing effective learning and training strategy to improve CNN model perfor-
mance. Through different strategies, including but not limited GAN, Segmenter-
Refiner, knowledge infusion (hybrid), voting, Co-occurrence matrix based, and
loss controlled. With such strategies, sometimes even very shallow CNN, with
merely 3 convolution layers, could achieve good performance and even outper-
form state-of-the-art.
9.2 Future work
Based on my current work, some extensions or new research directions could
be proposed. For GAN based models, it could serve as a way to enrich dataset
for training. For segmentation, a further inspect on the effect of that on
final diagnosis or whether we can reuse some learned feature for diagnosis
could be expected. For the knowledge infusion model, one possible path is to
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inspect on several different traditional features, and whether we can perform
feature selection using CNN or even reinforcement learning. For the voting
method, one thing needs to be done is whether we can perform a two-step
schema that retrain CNN models based on current result and remove noisy
data samples from training dataset. The idea of co-occurence based method
has great potential and could be extended to the area of computer vision. For
the sinogram based models, we have a long path to go and we need more
understanding.
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