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Abstract—We address the problem of structured covariance
matrix estimation for radar space-time adaptive processing
(STAP). A priori knowledge of the interference environment
has been exploited in many previous works to enable accurate
estimators even when training is not generous. Specifically, recent
work has shown that employing practical constraints such as the
rank of clutter subspace and the condition number of disturbance
covariance leads to powerful estimators that have closed form
solutions. While rank and the condition number are very effective
constraints, often practical non-idealities makes it difficult for
them to be known precisely using physical models. Therefore, we
propose a robust covariance estimation method for radar STAP
via an expected likelihood (EL) approach. We analyze covariance
estimation algorithms under three cases of imperfect constraints:
1) a rank constraint, 2) both rank and noise power constraints,
and 3) condition number constraint. In each case, we formulate
precise constraint determination as an optimization problem
using the EL criterion. For each of the three cases, we derive
new analytical results which allow for computationally efficient,
practical ways of setting these constraints. In particular, we prove
formally that both the rank and condition number as determined
by the EL criterion are unique. Through experimental results
from a simulation model and the KASSPER data set, we show the
estimator with optimal constraints obtained by the EL approach
outperforms state of the art alternatives.
Index Terms—ML estimation, rank constraint, expected like-
lihood, condition number, radar signal processing, STAP, convex
optimization.
I. INTRODUCTION
Radar systems using multiple antenna elements and pro-
cessing multiple pulses are widely used in modern radar
signal processing since it helps overcome the directivity and
resolution limits of a single sensor. Joint adaptive processing
in the spatial and temporal domains for the radar systems,
called space-time adaptive processing (STAP) [1]–[3], enables
suppression of interfering signals as well as preservation of
gain on the desired signal. Interference statistics, in particular
the covariance matrix of the disturbance, which must be
estimated from secondary training samples in practice, play
a critical role on the success of STAP. To obtain a reliable
estimate of the disturbance covariance matrix, a large number
of homogeneous training samples are necessary. This gives
rise to a compelling challenge for radar STAP because such
generous homogeneous (target free) training is generally not
available in practice [4].
Much recent research for radar STAP has been developed to
overcome this practical limitation of generous homogeneous
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training. Specifically, the knowledge-based processing which
uses a priori information about the interference environment
is widely referred in the literature [5], [6] and has merit in the
regime of limited training data. These techniques include in-
telligent training selection [5] and the spatio-temporal degrees
of freedom reduction [6]–[8]. In addition, covariance matrix
estimation techniques that enforce and exploit a particular
structure have been pursued as one approach of these meth-
ods. Examples of structure include persymmetry [9], Toeplitz
structure [10]–[12], circulant structure [13], eigenstructure
[14]–[16]. In particular, the fast maximum likelihood (FML)
method [14] which enforces a special eigenstructure that the
disturbance covariance matrix represents a scaled identity
matrix plus a rank deficient and positive semidefinite clutter
component also falls in this category and is shown to be the
most competitive technique experimentally.
Previous works, notably in statistics [17], [18] (and refer-
ences therein) have considered factor analysis approaches for
incorporating rank information in ML estimation. Recently,
Kang et al. [15] have developed extensions based on convex
optimization approaches and furnished closed forms for rank
constrained ML (RCML) estimation in practial radar STAP.
Crucially, Kang et al. show that rank of the clutter covari-
ance if exactly known and incorporated, enables much higher
normalized SINR and detection performance over the state-of-
the-art, particularly FML, even under limited training.
Aubry et al. [16] also improve upon the FML by exploiting
a practical constraint inspired by physical radar environment,
specifically the eigenstructure of the disturbance covariance
matrix. They employed a condition number of the interfer-
ence covariance matrix as well as the structural constraint
used in the FML. Though the initial optimization problem is
non-convex, the estimation problem is reduced to a convex
optimization problem.
In [15], the authors assume the rank of the clutter is given
by Brennan rule [19] under ideal conditions. However, in
practice (under non-ideal conditions) the clutter rank departs
from the Brennan rule prediction due to antenna errors and
internal clutter motion. In this case, the rank is not known
precisely and needs to be determined before using the RCML
estimator. Determination of the number of signals in a mea-
surement record is a classical eigenvalue problem, which has
received considerable attention in the past 60 years. It is
important to note that the problem does not have a simple and
unique solution. Consequently, a number of techniques have
been developed to address this problem [18], [20]–[23]. The
problem of rank estimation using the knowledge aided sensor
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2signal processing and expert reasoning (KASSPER) data [24]
was also studied in [25] for the time varying multichannel
autoregressive model, that provides an approximation to the
spectral properties underlying the clutter phenomenon. A
detailed comparison of the approach adopted here with that of
[25] is beyond the scope of this paper. The condition number
is also rarely known precisely, in fact Aubry et al. [16] employ
an ML estimate of the condition number.
Expected likelihood (EL) approach [26] has been proposed
to determine a regularization parameter based on the statistical
invariance property of the likelihood ratio (LR) values. Specif-
ically, the probability density function (pdf) of LR values for
the true covariance matrix depends on only the number of
training samples (K) and the dimension of the true covariance
matrix (N ), not the true covariance itself under a Gaussian as-
sumption on the observations. This statistical independence of
LR values on the true covariance itself enables pre-calculation
of LR values even though the true covariance is unknown.
Finally, the regularization parameters are selected so that the
LR value of the estimate agrees as closely as possible with
the median LR value determined via its pre-characterized pdf.
Contributions: In view of the aforementioned observations,
we develop covariance estimation methods which automati-
cally and adaptively determine the values of practical con-
straints via an expected likelihood approach for practical radar
STAP.1 Our main contributions are outlined below.
• Fast Algorithms for adaptively determining practical
constraints: We propose methods to select practical
constraints employed in the optimization problems for
covariance estimation in radar STAP using the expected
likelihood approach. The proposed methods guide the
selection of the constraints via the expected likelihood
criteria when they are imperfectly known. We consider
three different cases of the constraints in this paper: 1)
the clutter rank constraint, 2) jointly the rank and the
noise power constraints, and 3) the condition number
constraint.
• Analytical results with formal proofs: For each case
mentioned above, we derive new analytical results. We
first formally prove that the rank selection problem based
on the expected likelihood approach has a unique so-
lution. This guarantees there is only one rank which
is the best (global optimal) rank in the sense of the
EL approach. Second, we derive a closed-form solution
of the optimal noise power for a given rank, which
means we do not need iterative or numerical methods
to find the optimal noise power, which in turn enables
fast implementation. Finally, we also prove there exists
a unique optimal condition number for the condition
number selection criterion via the EL approach.
• Experimental Results through simulated model and
the KASSPER data set: Experimental investigation
on a simulation model and on the KASSPER data set
shows that the proposed methods for three different cases
outperform alternatives such as the FML, leading rank
1A preliminary version of the work appeared at the 2015 IEEE Radar
Conference [27].
selection methods in radar literature and statistics, and
the ML estimation of the condition number constraint
with respect to the normalized output SINR.
The rest of the paper is organized as follows. Section II
briefly reviews the previous structured covariance estimation
methods including the rank constrained ML estimator and the
condition number constrained ML estimator and the expected
likelihood approach. Constraint selection problems via the
EL approach and their corresponding solutions are provided
in Section III. Section IV performs experimental validation
wherein we report the performance of the proposed method
and compare it against existing methods in terms of nor-
malized output SINR on both the simulation model and the
KASSPER data set. Section V concludes the paper.
II. BACKGROUND
In this section, we briefly provide a review of related
structured covariance estimation algorithms and the expected
likelihood criterion which can be useful in estimating param-
eters/constraints.
A. Rank Constrained ML estimation
It has been shown [15] that the rank can be employed
into the optimization problem in a tractable manner and the
RCML estimator is the best STAP estimator when the rank
is accurately predicted by the Brennan rule. The initial non-
convex optimization problem for the rank constrained ML
estimation is given by
max
R
f(Z) = 1
piNK |R|K exp(− tr{ZHR−1Z})
s.t. R = σ2I + Rc
rank(Rc) = r
Rc  0
(1)
Rank constrained ML estimation has been studied in statis-
tics [17] and in the radar signal processing literature [15]. In
particular, the closed form estimator when the radar noise floor
is known is given by [15]
R? = σ2X?−1 = σ2VΛ?−1VH (2)
where V is the eigenvector matrix of the sample covariance
matrix S and Λ? is a diagonal matrix with diagonal entries
λ?i which is given by
λ?i =
 min(1,
1
d¯i
) for i = 1, 2, . . . , r
1 for i = r + 1, r + 2, . . . , N
(3)
where d¯i’s are the eigenvalues of the normalized sample
covariance and r is the clutter rank. Note that the ML solution
of the eigenvalue is a function of the rank r and d¯i’s.
B. Condition Number constrained ML estimation
Aubry et al. proposed the method of a structured covariance
matrix under a condition number upper-bound constraint [16].
3The initial non-convex optimization problem is
max
R
f(Z) = 1
piNK |R|K exp(− tr{ZHR−1Z})
s.t. R = σ2I + Rc
λmax(R)
λmin(R)
≤ Kmax
Rc  0
σ2 ≥ c
(4)
The authors showed that the optimization problem falls
within the class of MAXDET problems [28], [29] and de-
veloped an efficient procedure for its solution in closed form
which is given by
R? = VΛ?−1VH (5)
where
Λ? = diag
(
λ?(u¯)
)
(6)
, λ?(u¯) = [λ?1(u¯), . . . , λ
?
N (u¯)] with
λ?i (u¯) = min
(
min(Kmaxu¯, 1),max
(
u¯,
1
d¯i
))
(7)
, Kmax is a condition number constraint, and u¯ is an optimal
solution of the following optimization problem,{
min
u
∑N
i=1Gi(u)
s.t. 0 < u ≤ 1 (8)
where
Gi(u) =
{
logKmax − log u+Kmaxd¯iu if 0 < u ≤ 1Kmax
d¯i if 1Kmax ≤ u ≤ 1
(9)
for d¯i ≤ 1, and
Gi(u)
=

logKmax − log u+Kmaxd¯iu if 0 < u ≤ 1Kmaxd¯i
log d¯i + 1 if 1Kmaxd¯i < u ≤
1
d¯i
1
d¯i
+ d¯iu if 1d¯i ≤ u ≤ 1
(10)
for d¯i > 1. Similar to the RCML estimator, the ML solution
is a fucntion of d¯i’s and the condition number Kmax.
C. Expected Likelihood Approach
Abramovich et al. [26] proposed an approach called the ex-
pected likelihood (EL) method which develops a new criterion
for selection of parameters such as the loading factor based
on direct likelihood matching. Expected likelihood approach
is motivated by invariance properties of the likelihood ratio
(LR) value which is given by
LR(R,Z) ≡
[f(Z|R)
f(Z|S)
]1/K
(11)
=
|R−1S| expN
exp[tr(R−1S)]
(12)
under a Gaussian assumption on the observations, zi’s. Fur-
thermore, the unconstrained ML solution S has the LR value
of 1. That is,
max
R
LR(R,Z) = LR(S,Z) = 1 (13)
However, as shown in [26] the LR values of the true
covariance matrix R0 are much lower than that of the ML
solution S. Therefore, it seems natural to replace the ML
estimate by one that generates LR values consistent with what
is expected for the true covariance matrix. More importantly,
Abramovich et al. showed [26] that the pdf of the LR for the
true covariance matrix, which is given by
LR(R0,Z) =
|R−10 S| expN
exp[tr(R−10 S)]
(14)
=
|R−1/20 SR−1/20 | expN
exp[tr(R
−1/2
0 SR
−1/2
0 )]
(15)
does not depend on the true covariance itself since
Cˆ ≡ NR−1/20 SR−1/20 ∼ CW(K,N, I) (16)
where CW represents complex Wishart distribution which is
determined entirely by K and N and does not need R0.
Therefore, the pdf of LR values for the true covariance matrix
can be precalculated for given K and N and indeed the
moments of distribution of the LR values were derived by
Abramovich et al. in their paper [26].
Based on the invariance of the pdf of LR values, the EL
approach can be used to determine values of parameters in
estimation problems. For instance, the EL estimator for a diag-
onally loaded SMI technique under homogeneous interference
training conditions and fluctuating target with known power is
given by [26]
RˆLSMI = βˆI + S (17)
where
βˆ ≡ argβ
{
|(βI + S)−1S| expN
exp
(
tr[(βI + S)−1S]
) ≡ LR0} (18)
and LR0 is the reference median statistic, which can be
precalculated from the pdf of the LR values∫ LR0
0
f
[
LR(R0,Z)
]
dLR = 0.5 (19)
where f
[
LR(R0,Z)
]
is the invariant pdf of the LR values.
III. CONSTRAINTS SELECTION METHOD VIA EXPECTED
LIKELIHOOD APPROACH
A. Selection of rank constraint
We propose to use the EL approach to refine and find the
optimal rank when the rank determined by underlying physics
is not necessarily accurate.
Now we set up the optimization criterion to find the rank
via the EL approach. Since the rank is an integer, there may
not exist the rank which exactly satisfies Eq. (18). Therefore,
we instead find a rank which such that the corresponding LR
value departs the least from the median (and precomputed) LR
value LR0. That is,
RˆRCMLEL = σ
2VΛ?−1(rˆ)VH (20)
where
rˆ ≡ arg min
r∈Z
∣∣∣LR (RRCML(r),Z)− LR0 ∣∣∣2 (21)
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(
log
(
LR
(
RRCML(r),Z
)
/LR0
))2
versus r for KASSPER
dataset (K = 2N = 704)
and LR
(
RRCML(r),Z
)
is given by Eq. (22).
Now we investigate the optimization problem (21) for the
rank selection. Since the eigenvectors of RRCML are identical
to those of the sample covariance matrix S as shown in Eq.
(2), the LR value of RRCML in Eq. (21) can be reduced
to the function of the eigenvalues of RRCML and S. Let
the eigenvalues of RRCML and S be λi and di (arranged
in descending order). Then the LR value of RRCML can be
simplified to a function of ratio of di to λi,
di
λi
. That is,
LR
(
RRCML(r),Z
)
=
|Rˆ−1RCML(r)S| expN
exp
(
tr
[
Rˆ−1RCML(r)S
]) (22)
=
N∏
i=1
di
λi
· expN
exp
[ N∑
i=1
di
λi
] (23)
Lemma 1. The LR value of the RCML estimator,
LR
(
RRCML(r),Z
)
, is a monotonically increasing function
with respect to the rank r and there is only one unique rˆ
in the optimization problem (21).
Proof: We derive the relationship between
LR
(
RRCML(i)
)
and LR
(
RRCML(i + 1)
)
. See Appendix
A for details.
Lemma 1 gives us a significant analytical result that is
the EL approach leads to a unique value of the rank, i.e.,
when searching over the various values of the rank it is
impossible to come up with multiple choices. That also means
that it is guaranteed that we can always find the global
optimum of r not local optima (minima). We plot the values
of
(
log
(
LR
(
RRCML(r),Z
)
/LR0
))2
versus the rank r for
one realization for the KASSPER dataset (K = 2N = 704) in
Fig. 1. Since the LR values are too small in this case, we use
a log scale and the ratio between two instead of the distance
to see the variation clearly. Note that monotonic increase of
the value of LR
(
RRCML(r),Z
)
w.r.t r guarantees a unique
optimal rank even if the optimization function as defined in
(21) is not necessarily convex in r.
The algorithm to find the optimal rank is simple and not
computationally expensive due to the analytical results above.
Algorithm 1 The proposed algorithm to select the rank via
EL criterion
1: Initialize the rank r by physical environment such as
Brennan rule.
2: Evaluate LR(r−1), LR(r), LR(r+1)), the LR values of
RCML estimators for the ranks r−1, r, r+1, respectively.
• if |LR(r + 1)− LR0 | < |LR(r)− LR0 |
→ increase r by 1 until |LR(r)−LR0 | is minimized
to find rˆ.
• elseif |LR(r − 1)− LR0 | < |LR(r)− LR0 |
→ decrease r by 1 until |LR(r)−LR0 | is minimized
to find rˆ.
• else rˆ = r, the initial rank.
For a given initial rank, we first determine a direction of
searching and then find the optimal rank by increasing or
decreasing the rank one by one. The value of the initial
rank can be given by Brennan rule for the KASSPER data
set and the number of jammers for a simulation model. The
availability of the initial guess hastens the process of finding
the optimal rank as shown in Algorithm 1.
B. Joint selection of rank and noise power constraints
In this section, we investigate the second case that both the
rank r and the noise power σ2 are not perfectly known. We
propose the estimation of both the rank and the noise level
based on the EL approach. The estimator with both the rank
and the noise power obtained by the EL approach is given by
RˆRCMLEL = σˆ
2VΛ?−1(rˆ)VH (24)
where
(rˆ, σˆ2) ≡ arg min
r∈Z,σ2>0
∣∣∣LR (RRCML(r, σ2),Z)− LR0 ∣∣∣2
(25)
In section III-A, we have shown that the optimal rank via
the EL approach is uniquely obtained for a fixed σ2. Now we
analyze the LR values of the RCML estimator for various σ2
and a fixed rank.
Lemma 2. For a fixed rank, the LR value of the RCML
estimator, which is a function of σ2, has a maximum value
at σ2 = σ2ML. It monotonically increases for σ
2 < σ2ML and
monotonically decreases for σ2 > σ2ML.
Proof: We first represent the LR values as a function of
σ2 and show the function is increasing or decreasing according
to the sign of the first derivative. See Appendix B for details.
Fig. 2 shows an example of the LR values as a function of
the noise level σ2 when two optimal solutions exist. As shown
in Lemma 2, we see that the LR value is maximized for the
ML solution of σ2. It is obvious that we have three cases of the
number of the solution of the optimal noise power for given a
fixed rank from Lemma 2: 1) no solution if LR0 > LR(σ2ML),
2) only one solution if LR0 = LR(σ2ML), and 3) two optimal
solutions if LR0 < LR(σ2ML). Now we discuss how to obtain
the optimal noise power for a fixed rank.
5Algorithm 2 The proposed algorithm to select the rank and
the noise level via EL
1: Initialize the rank r by physical environment such as
Brennan rule or the number of jammers.
2: If there is no solution of σ2 for given r, increase r until
the solution of σ2 exists.
3: Obtain σ2ML =
1
N−r
∑N
i=r+1 di.
4: For given σ2ML, find a new r using Algorithm 1.
5: Repeat Step 3 and Step 4 until the rank r converges.
6: After r is determined, choose σˆ2 among σ2ML, σ
2
EL1, σ
2
EL2.
Lemma 3. For given a fixed rank, r, satisfying LR0 <
LR(r, σ2ML) , the noise power obtained by the expected likeli-
hood approach, σˆ2EL, is given by
σˆ2EL = exp
(
Wk
(
b
a
e−
c
a
)
+
c
a
)
(26)
where Wk(z) is the k-th branch of Lambert W function, k =
0, 1, and 
a = r −N
b =
∑N
k=r+1 dk
c = log LR0− log
(∏N
k=r+1 dk
)
+ a
(27)
Proof: We first set LR(σ2) to LR0 and rewrite the
equation by using a transformation of variables. The equation
is reduced to a well-known form whose solution is expressed
by a Lambert W function. See Appendix C for details.
Lemma 3 shows that there is a closed-form solution of the
optimal noise power for a fixed rank. Therefore we do not
need expensive iterative or numerical algorithms to find the
optimal noise power.
Now we propose the method to alternately find the optimal
solution of both the rank and the noise power. For a fixed
σ2, we can obtain the optimal rank via Algorithm 1. For a
fixed rank, we should consider three cases described above.
For the first case that the LR value corresponding σ2ML is
less than LR0, we increase the rank until at least one of
the solutions of σ2 exists. For the second case, we can
easily determine σˆ2 = σ2ML. For the third case that there
are two solutions of σ2, we have to choose one among two
EL solutions and the ML solution. We intuitively observe
that with target-free training samples the values of the test
statistics such as the normalized matched filter given in (28)
are typically smaller for the better estimator since smaller
values of the test statistics clearly separate the values from
observations including target information and lead to higher
detection probability. Therefore, we generate the values of
the test statistics for estimates with σ2ML, σ
2
EL1, σ
2
EL2 and
choose one that generates the smallest average value of the
test statistics. The detailed procedure of jointly determining
the best rank and noise power is described in Algorithm 2.
|sHRˆ−1z|2
(sHRˆ−1s)(zHRˆ−1z)
H1
≷
H0
λNMF (28)
<2
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2
LR
(<2
)
0
0.005
0.01
0.015
0.02
0.025
0.03
LR0
<2EL1 <2EL2
<2ML
Fig. 2. The LR value versus σ2 for the simulation model, N = 20, K = 40,
r = 5
C. Selection of condition number constraint
Now we propose a method to determine the condition
number constraint through the EL approach in this section.
As shown in Eq. (5) through Eq. (10), the condition number
constrained ML estimator is a function of u which is a
function of the condition number Kmax. Therefore, the final
estimate is also a function of Kmax. Our goal is to find
the optimal condition number so that the LR value of the
estimated covariance matrix should be as close as possible
to the statistical median value of the LR value of the true
covariance matrix, that is
RˆCNCMLEL = σˆ
2VΛ?−1(Kˆmax)VH (29)
where
Kˆmax ≡ arg min
Kmax≥1
∣∣∣LR (RCNCML(Kmax),Z)− LR0 ∣∣∣2
(30)
Before we discuss the algorithm to find the optimal con-
dition number, we analyze the closed-form solution for the
condition number constrained ML estimation which is pro-
posed in [16]. We derive a more explicit closed-form solution
to analyze the LR values of the estimator more tractably.
Lemma 4. The more simplified closed-form solution of the
condition number constrained ML estimator is given by
1) d1 ≤ σ2,
RˆCN = σ
2I (31)
2) σ2 ≤ d1 ≤ σ2Kmax,
RˆCN = RˆFML (32)
3) d1 > σ2Kmax and Kmax ≥
∑c
i=1 di
c−∑N
N¯+1
(di−1) ,
RˆCN = Φ diag(λ
∗)ΦH (33)
where
λ? =
[
σ2Kmax, . . . , σ
2Kmax, dc+1, . . . , dN¯ , σ
2, . . . , σ2
]
,
(34)
c and N¯ are the vector of the eigenvalues of the estimate,
the largest indices so that dc > σ2Kmax, and dN¯ ≥ σ2
6Algorithm 3 The proposed algorithm to select condition
number via EL
1: Obtain the ML solution of the condition number KmaxML
by the method in [16] and set the initial value of Kmax =
KmaxML
2: Set the initial step, ∆ = Kmax/100
3: Evaluate LR(Kmax −∆), LR(Kmax), LR(Kmax + ∆)
• if |LR(KmaxML +∆)−LR0 | < |LR(KmaxML)−LR0 |
→ increase Kmax by ∆ until it does not hold.
→ then ∆ = −∆/10
• elseif |LR(KmaxML + ∆)− LR0 | > |LR(KmaxML)−
LR0 |
→ decrease Kmax by ∆ until it does not hold.
→ then ∆ = −∆/10
4: Repeat Step 3 until ∆ < 0.0001.
4) d1 > σ2Kmax and Kmax <
∑c
i=1 di
c−∑N
N¯+1
(di−1) ,
λ? =
[σ2
u
, . . . ,
σ2
u
, dp+1, . . . , dq,
σ2
uKmax
, . . . ,
σ2
uKmax
]
(35)
and the condition numbers of the estimates are 1, d1σ2 , Kmax,
and Kmax, respectively.
Proof: In each case, we derive the closed form using u¯
which is the optimal solution of (8) provided in [16]. See
Appendix D for details.
From Lemma 4, for the first two cases that is d1 ≤ σ2Kmax,
the estimator is either a scaled identity matrix or the FML.
Therefore, there is no need to find an optimal condition
number in these cases since the estimator is not a function
of the condition number.
Now we investigate uniqueness of the optimal condition
number as we have done in the case of only rank constraint for
the last two cases where the optimal eigenvalues are functions
of the condition number.
Lemma 5. The LR value of the condition number ML estima-
tor is a monotonically increasing function with respect to the
condition number Kmax and there is only one unique KmaxEL .
Proof: We simplify LR(Kmax) and evaluate the first
derivative. Then we show its increasing property in each case
in Lemma 4. See Appendix E for details.
Lemma 5 formally proves that the there exist only one op-
timal condition number and therefore we can find the optimal
condition number numerically. The algorithm of finding the
global optimal condition number is shown in Algorithm 3.
We first set the initial condition number as the ML condition
number obtained by [16]. Then we increase or decrease
the condition number to the direction where the LR value
decreases. Reducing the stepsize as the direction is reversed,
we find the optimal condition number as precisely as we want.
IV. EXPERIMENTAL VALIDATION
A. Experimental setup
We focus on structured covariance estimation techniques
which incorporate rank, noise power and condition number
TABLE I
KASSPER DATASET-1 PARAMETERS
Parameter Value
Carrier Frequency 1240 MHz
Bandwidth (BW) 10 MHz
Number of Antenna Elements 11
Number of Pulses 32
Pulse Repetition Frequency 1984 Hz
1000 Range Bins 35 km to 50 km
91 Azimuth Angles 87◦, 89◦, . . . 267◦
128 Doppler Frequencies -992 Hz, -976.38 Hz, . . ., 992 Hz
Clutter Power 40 dB
Number of Targets 226 ( 200 detectable targets)
Range of Target Dop. Freq. -99.2 Hz to 372 Hz
constraints. Two data sets are used in the experiments: 1)
a radar covariance simulation model and 2) the KASSPER
dataset [24].
First, we consider a radar system with an N -element
uniform linear array for the simulation model. The overall
covariance which is composed of jammer and additive white
noise can be modeled by
R(n,m) =
J∑
i=1
σ2i sinc[0.5βi(n−m)φi]ej(n−m)φi+σ2aδ(n,m)
(36)
where n,m ∈ {1, . . . , N}, J is the number of jammers, σ2i is
the power associated with the ith jammer, φi is the jammer
phase angle with respect to the antenna phase center, βi is
the fractional bandwidth, σ2a is the actual power level of the
white disturbance term, and δ(n,m) has the value of 1 only
when n = m and 0 otherwise. This simulation model has been
widely and very successfully used in previous literature [14],
[16], [29], [30] for performance analysis.
Data from the L-band data set of KASSPER program is
the other data set used in our experiments. Note that the
KASSPER data set exhibits two desirable characteristics: 1)
the low-rank structure of clutter and 2) the true covariance
matrices for each range bin have been made available. These
two characteristics facilitate comparisons via powerful figures
of merit. The L-band data set consists of a data cube of 1000
range bins corresponding to the returns from a single coherent
processing interval from 11 channels and 32 pulses. Therefore,
the dimension of observations (spatio-temporal product) N is
11× 32 = 352. Other parameters are detailed in Table I.
As a figure of merit, we use the normalized signal to
interference and noise ratio (SINR). The normalized SINR
measure is widely used and given by
η =
|sHRˆ−1s|2
|sHRˆ−1RRˆ−1s||sHR−1s| (37)
where s is the spatio-temporal steering vector, Rˆ is the data-
dependent estimate of R, and R is the true covariance matrix.
It is easily seen that 0 < η < 1 and η = 1 if and only if
Rˆ = R. The SINR is plotted in decibels in all our experiments,
that is, SINR(dB) = 10 log10 η. Therefore, SINR(dB) ≤ 0.
For the KASSPER data set, since the steering vector is a
function of both azimuthal angle and Doppler frequency, we
obtain plots as a function of one variable (azimuthal angle or
Doppler) by marginalizing over the other variable. We evaluate
7and compare different covariance estimation techniques and
parameter selection methodsas given by:
• Sample Covariance Matrix: The sample covariance
matrix is given by S = 1KZZ
H . It is well known that
S is the unconstrained ML estimator under Gaussian
disturbance statistics. We refer to this as SMI.
• Fast Maximum Likelihood: The fast maximum like-
lihood (FML) [14] uses the structural constraint of the
covariance matrix. The FML method just involves the
eigenvalue decomposition of the sample covariance and
perturbing eigenvalues to conform to the structure. The
FML also can be considered as the RCML estimator with
the rank which is the greatest index i satisfying λi > σ2
where λi’s are the eigenvalues of the sample covariance
in descending order. Therefore, a rank can be considered
as an output of the FML. The FML’s success in radar
STAP is widely known [31].
• Rank Constrained ML Estimators: The RCML estima-
tor with the rank or the rank and the noise level obtained
by the proposed methods using the expected likelihood
approach. The rank is obtained by the EL approach in the
case of the imperfect rank constraint and both of the rank
and the noise level are obtained by the EL approach in
the case of imperfect rank and noise power constraints.
We refer to these as RCMLEL.
• Chen et al. Rank Selection Method: Chen et al. [32]
proposed a statistical procedure for detecting the mul-
tiplicity of the smallest eigenvalue of the structured co-
variance matrix using statistical selection theory. The rank
can be estimated from their methods using pre-calculated
parameters. We refer to this method as RCMLChen.
• AIC: Akaike [20] proposed the information theoretic
criteria for model selection. The Akaike’s imformation
criteria (AIC) selects the model that best fits the data for
given a set of observations and a family of models, that
is, a parameterized family of probability densities. Wax
and Kailath [18] proposed the method to determine the
number of signals from the observed data based on the
AIC. Since their method only determines the rank, we
compare the RCML estimator with the rank obtained by
their method. We refer to this method as RCMLAIC.
• Condition number constrained ML estimators: The
maximum likelihood estimation method of the covariance
matrix with a condition number [16] proposed by Aubry
et al. is considered for evaluating the performance with
three different condition numbers. 1) CNCML: the con-
dition number obtained by the proposed method in [16],
and 2) CNCMLEL: the condition number obtained by the
expected likelihood approach.
B. Rank constraint
First, we compare the rank estimation method proposed
in Section III-A with alternative algorithms including SMI,
FML, AIC, and Chen’s algorithm. We plot the normalized
SINR (in dB) versus the number of training samples, 20,
30, and 40 in Fig. 3 for the simulation model. For this
experiment, the parameters used are J = 3, βi = [0.2, 0, 0.3],
20 30 40
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Fig. 3. Normalized SINR in dB versus number of training samples K
(N = 20) for the simulation model.
TABLE II
RANGES OF RANKS ESTIMATED BY VARIOUS METHODS
SMI FML RCMLChen RCMLEL RCMLAIC
Simulation 20 11-13 18-20 3-5 4-7
KASSPER 352 200-210 300-350 41-45 47-60
Corrupted 352 200-210 300-350 41-45 47-70
σi = [10, 100, 1000], φi = [20◦, 40◦, 60◦], and σa = 1.
The initial rank for Algorithm 1 is the number of jammers
(J = 3). The SINR values are obtained by averaging SINR
values from 500 Monte Carlo trials. It is shown that the SINR
values increases monotonically as K increases. Fig. 3 reveals
that RCMLEL exhibits the best performance in all training
regimes. Particularly, the difference between RCMLEL and
other methods increases when training samples are limited.
Table II shows the values of the rank estimated by the
compared methods. Note that the ranks of SMI and FML
are just output of the covariance estimate since they do not
estimate the rank. In our simulation model, the true rank is 5
and the rank estimated by RCMLEL is closer to the true rank.
Fig. 4 shows the normalized SINR values for various
number of training samples for the KASSPER data set. We
plot the averaged SINR values in decibel over either azimuth
angle or Doppler frequency domain. The left and right column
show the results for angle and Doppler, respectively. We use
the rank given by Brennan rule, i.e. M + P − 1 = 42, as
the initial guess for Algorithm 1. Similar to the results for the
simulation model, RCMLEL outperforms competing methods
in all training regimes. Table II confirms that the rank predicted
via RCMLEL is closer to the true rank (43 in this case).
Realistic case of contaminated observations: In practice,
homogeneous training samples are hard to obtain and a
subset of the received signals is often corrupted by outliers
resembling a target of interest. Therefore, it is meaningful to
compare the performance for nonhomogeneous observation to
investigate which algorithm indeed works well and is robust
in practice. In this case, the training observations are given by{
z = αs + d when corrupted
z = d otherwise (38)
where s and d represent a target component and the distur-
bance vector, respectively. Fig. 5 shows the normalized SINR
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Fig. 4. Normalized SINR versus azimuthal angle and Doppler frequency for the KASSPER data set. (a) and (b) for K = N = 352, (c) and (d) for
K = 1.5N = 528, and (e) and (f) for K = 2N = 704.
values when a half of the training samples contain s with
α = 50. The gaps between RCMLEL and the others are bigger
than those in Fig. 4. Unsurprisingly, all methods fare worse in
the case of corrupted data. However, the drop in RCMLEL is
much smaller than that of competing methods. Notably, in
this realistic case of heterogenous or corrupted training, the
RCMLEL now offers a clear advantage over RCMLAIC. This
is further corraborated by the results in Table II, which shows
that the AIC significantly over-estimates the clutter rank in
heterogeneous data than in the homogeneous case leading to
the performance degradation.
C. Rank and noise power constraints
In this case, we assume that both the rank and the noise
power are unknown for both the simulation model and the
KASSPER data set. Since the previous works such as AIC and
Chen’s algorithm are for only estimating the rank and can not
be extended to estimate both the rank and the noise power, we
compare the proposed EL method with the sample covariance,
FML, and the RCML estimator with a prior knowledge of
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Fig. 5. Normalized SINR versus azimuthal angle and Doppler frequency for the KASSPER data set. The case of 50% of corrupted training data. (a) and (b)
for K = N = 352, (c) and (d) for K = 1.5N = 528, and (e) and (f) for K = 2N = 704
the rank. For the RCML estimator, we employ the number
of jammers (r = 3) and the Brennan rule (r = 42) as the
clutter rank for the simulation model and the KASSPER data
set, respectively. In addition, since the FML method requires a
prior knowledge of the noise power, we calculate and use the
maximum likelihood estimate of the noise power for a rank
given by a prior knowledge for the FML.
Fig. 6 shows the performance of various estimators in the
sense of the normalized SINR values for the simulation model.
Similar to the case of only rank estimation, the RCMLEL show
the best performance in all training regimes.
Fig. 7 shows the performance of the methods in terms
of the normalized output SINR for the KASSPER data set.
RCMLEL is slightly better than the RCML estimator using
the rank by Brennan rule. This is expected because for the
KASSPER data set Brennan rule predicts a rank very close to
the true rank.
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Fig. 7. Normalized SINR versus azimuthal angle and Doppler frequency for the KASSPER data set. (a) and (b) for K = N = 352, (c) and (d) for
K = 1.5N = 528, and (e) and (f) for K = 2N = 704.
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Fig. 6. Normalized SINR in dB versus number of training samples K
(N = 20) for the simulation model.
D. Condition number constraint
Now we show experimental results for the condition number
estimation method proposed in Section III-C. We compare the
proposed method, denoted by CNCMLEL, with three different
covariance estimation methods, the sample covariance matrix
(SMI), FML, and CNCML proposed by Aubry et al. [16].
Table III shows the normalized SINR values for the simula-
tion model. We analyze five different scenarios with different
parameters of the simulated covariance model given by Eq.
(36). We use the same parameters as those used in [16] to
evaluate the performances and they are shown in Table IIIf.
For the narrowband scenarios (Bf = 0) in Table IIIa and
Table IIIc, CNCMLEL outperforms the alternatives for the
limited training regime and FML is the best in other training
regimes. Note that the gap between CNCMLEL and FML
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σ2 K SMI FML CNCML CNCMLEL
20 -9.3785 -0.5195 -0.5212 -0.4822
-5 30 -4.2579 -0.4242 -0.4257 -0.4256
40 -2.7424 -0.3460 -0.3476 -0.3476
20 -9.3196 -0.5511 -0.5521 -0.5141
0 30 -4.2276 -0.4202 -0.4221 -0.4220
40 -2.7649 -0.3513 -0.3530 -0.3528
20 -9.0922 -0.5269 -0.5279 -0.4875
5 30 -4.2172 -0.4348 -0.4364 -0.4362
40 -2.7300 -0.3484 -0.3503 -0.3505
20 -9.3511 -0.5355 -0.5305 -0.4998
10 30 -4.1955 -0.4164 -0.4180 -0.4175
40 -2.7491 -0.3501 -0.3515 -0.3518
(a)
σ2 K SMI FML CNCML CNCMLEL
20 -9.3069 -1.7371 -1.7322 -1.7358
-5 30 -4.1795 -1.2399 -1.2388 -1.2347
40 -2.7535 -0.9496 -0.9492 -0.9456
20 -9.1354 -1.6944 -1.6928 -1.7027
0 30 -4.2345 -1.2986 -1.2987 -1.2955
40 -2.7545 -1.0041 -1.0043 -1.0023
20 -9.2524 -1.3976 -1.4016 -1.3244
5 30 -4.2309 -1.0737 -1.0784 -1.0666
40 -2.7523 -0.8848 -0.8876 -0.8818
20 -9.3660 -1.2567 -1.2569 -1.2115
10 30 -4.3013 -0.9526 -0.9545 -0.9450
40 -2.7350 -0.7171 -0.7197 -0.7139
(b)
σ2 K SMI FML CNCML CNCMLEL
20 -9.3702 -0.5340 -0.5349 -0.4925
-5 30 -4.2791 -0.4302 -0.4316 -0.4315
40 -2.7856 -0.3493 -0.3510 -0.3509
20 -9.2898 -0.5485 -0.5501 -0.5104
0 30 -4.2648 -0.4202 -0.4219 -0.4220
40 -2.7274 -0.3604 -0.3621 -0.3621
20 -9.0582 -0.5318 -0.5328 -0.4899
5 30 -4.1548 -0.4142 -0.4155 -0.4152
40 -2.7655 -0.3515 -0.3531 -0.3533
20 -9.3632 -0.5352 -0.5363 -0.4974
10 30 -4.2728 -0.4328 -0.4348 -0.4349
40 -2.7577 -0.3538 -0.3554 -0.3547
(c)
σ2 K SMI FML CNCML CNCMLEL
20 -9.0316 -1.7161 -1.7131 -1.7634
-5 30 -4.1465 -1.1704 -1.1691 -1.1659
40 -2.7727 -0.9390 -0.9384 -0.9351
20 -9.2091 -1.6706 -1.6701 -1.6674
0 30 -4.2004 -1.2681 -1.2682 -1.2633
40 -2.7423 -1.0102 -1.0117 -1.1009
20 -9.3538 -1.3980 -1.4028 -1.3216
5 30 -4.2203 -1.0869 -1.0910 -1.0785
40 -2.7079 -0.8694 -0.8721 -0.8666
20 -9.221 -1.2446 -1.2455 -1.1982
10 30 -4.2116 -0.9428 -0.9460 -0.9382
40 -2.7563 -0.7235 -0.7264 -0.7226
(d)
σ2 K SMI FML CNCML CNCMLEL
20 -9.2679 -1.1593 -1.1616 -1.1150
-5 30 -4.2234 -0.9262 -0.9286 -0.9242
40 -2.8271 -0.7705 -0.7729 -0.7712
20 -9.2934 -0.9052 -0.9051 -0.8422
0 30 -4.1617 -0.6909 -0.6920 -0.6862
40 -2.7387 -0.5711 -0.5724 -0.5676
20 -9.4154 -0.8398 -0.8334 -0.7909
5 30 -4.2284 -0.6273 -0.6231 -0.6070
40 -2.7208 -0.5034 -0.5022 -0.4945
20 -9.1447 -0.7388 -0.7225 -0.6815
10 30 -4.2046 -0.5931 -0.5803 -0.5535
40 -2.7241 -0.4821 -0.4738 -0.4576
(e)
J σ2J φ Bf
(a) 1 30 20◦ 0
(b) 1 30 20◦ 0.3
(c) 3 [30 30 30] [20◦ 40◦ 60◦] [0 0 0]
(d) 3 [30 30 30] [20◦ 40◦ 60◦] [0.3 0.3 0.3]
(e) 3 [10 20 30] [20◦ 40◦ 60◦] [0.2 0 0.3]
(f)
TABLE III
NORMALIZED SINR FOR VARIOUS VALUES OF PARAMETERS FOR THE SIMULATION MODEL.
(at most 0.002) is much smaller than that of the limited
training regime (at least 0.3). On the other hand, for the
wideband scenarios in Table IIIb, Table IIId, and Table IIIe,
CNCMLEL shows the best performance in most cases.
The experimental results for the KASSPER data set are
shown in Fig. 8. We do not plot the sample covariance
matrix to clarify the difference among the estimators. In every
case, FML and CNCML are very close to each other and
CNCMLEL is the best estimator.
V. CONCLUSION
We propose robust covariance estimation algorithms which
automatically determine the optimal values of practical con-
straints via the expected likelihood criterion for radar STAP.
Three different cases of practical constraints which is exploited
in recent works including the rank constrained ML estimation
and the condition number constrained ML estimation are
investigated. New analytical results are derived for each case.
Uniqueness of the optimal values of the rank constraint and
the condition number constraint is formally proved and a
closed form solution of the noise level is obtained for a
fixed rank. Experimental results show that the estimators with
the constraints obtained by the expected likelihood approach
outperform state of the art alternatives including those based
on maximum likelihood solution of the constraints.
APPENDIX
A. Proof of Lemma 1
First, let r be the largest i such that di+1 ≥ σ2. Then,
from the closed form solution of the RCML estimator, the
12
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Fig. 8. Normalized SINR versus azimuthal angle and Doppler frequency for the KASSPER data set. (a) and (b) for K = N = 352, (c) and (d) for
K = 1.5N = 528, and (e) and (f) for K = 2N = 704
eigenvalues of the RCML estimator with rank i and i+ 1 for
given i < r will be
• RˆRCML(i) : d1, d2, . . . , di, σ2, . . . , σ2
• RˆRCML(i+ 1) : d1, d2, . . . , di, di+1, σ2, . . . , σ2
since di+1 ≥ σ2. Then di
λi
should be
• RˆRCML(i) : 1, 1, . . . , 1i,
di+1
σ2
, . . . ,
dN
σ2
• RˆRCML(i+1) : 1, 1, . . . , 1i, 1i+1,
di+2
σ2
, . . . ,
dN
σ2
From Eq. (23), the LR values of the RCML estimators with
the ranks i and i+ 1 are
LR(i) =
expN
σ2(N−i)
N∏
k=i+1
dk
exp(i+
1
σ2
N∑
k=i+1
dk)
(39)
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LR(i+ 1) =
expN
σ2(N−i−1)
N∏
k=i+2
dk
exp(i+ 1 +
1
σ2
N∑
k=i+2
dk)
(40)
From Eq. (39) and Eq. (40), we obtain
LR(i+ 1) =
expN
σ2(N−i−1)
N∏
k=i+2
dk
exp(i+ 1 +
1
σ2
N∑
k=i+2
dk)
(41)
=
expN
σ2(N−i)
N∏
k=i+1
dk · σ
2
di+1
exp(i+
1
σ2
N∑
k=i+1
dk) exp(1− di+1
σ2
)
(42)
= LR(i) · σ
2
di+1
· exp(di+1
σ2
− 1) (43)
Eq. (43) tells us LR(i + 1) can be calculated by multiplying
LR(i) by the coefficient
σ2
di+1
· exp(di+1
σ2
− 1). Fig. 9 shows
that
σ2
di+1
· exp(di+1
σ2
− 1) ≥ 1 (44)
for all values of
σ2
di+1
. Therefore, it is obvious that
LR(i+ 1) ≥ LR(i), (45)
which means the LR value monotonically increases with
respect to i.
Now, let’s consider the other case, i ≥ r. In this case, since
di+1 < σ
2, it is easily shown that
RRCML(i) = RRCML(i+ 1) (46)
Therefore,
LR(i+ 1) = LR(i) (47)
This proves that LR(i) monotonically increases for all 1 ≤
i ≤ N .
B. Proof of Lemma 2
In this section, I investigate the LR values for varying noise
level σ2 and a given rank r. From Eq. (39) we obtain the LR
value when the rank is r,
LR(σ2) =
expN
σ2(N−r)
N∏
k=r+1
dk
exp(r +
1
σ2
N∑
k=r+1
dk)
(48)
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Fig. 9. The value of the coefficient
σ2
λr+1
· exp(λr+1
σ2
− 1)
For simplicity, let σ2 = t then Eq. (48) can be simplified as
LR(t) =
eN−r
N∏
k=r+1
dk
tN−re
∑N
k=r+1 dk
t
(49)
Now let
N∑
k=r+1
dk = ds and
N∏
k=r+1
dk = dp, then
LR(t) =
eN−rdp
tN−re
ds
t
(50)
= dpe
N−rtr−Ne−
ds
t (51)
To analyze increasing or decreasing property Eq. (51), I cal-
culate its first derivative. Since dpeN−r is a positive constant,
it does not affect increasing or decreasing of the function.
Therefore,
(tr−Ne−
ds
t )′
= (r −N)tr−N−1e−ds/t + tr−Ne−ds/t ds
t2
(52)
= (r −N)tr−N−1e−ds/t + tr−N−2e−ds/tds (53)
= tr−N−2
(
(r −N)t+ ds
)
e−ds/t (54)
Since tr−N−2 and e−ds/t are always positive, the first deriva-
tive (tr−Ne−
ds
t )′ = 0 if and only if
t =
ds
N − r =
∑N
k=r+1 dk
N − r (55)
and it is positive when t <
∑N
k=r+1 dk
N − r and negative other-
wise. This means that LR(σ2) increases for σ2 <
∑N
k=r+1 dk
N − r
and decreases for σ2 >
∑N
k=r+1 dk
N − r . The LR value is
maximized when σ2 =
∑N
k=r+1 dk
N − r . Note that
∑N
k=r+1 dk
N − r is
the average value of N −r smallest eigenvalues of the sample
covariance matrix and in fact a maximum likelihood solution
of σ2 as shown in the RCML estimator [15].
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C. Proof of Lemma 3
For a given rank r, the optimal solution of the noise power
via the EL approach, tˆ(= σˆ2EL), is the solution of LR(t) =
LR0. From Eq. (51), that is, tˆ is the solution of the equation
given by
dpe
N−rtr−Ne−
ds
t = LR0 (56)
Taking log on both side leads
log dp +N − r + (r −N) log t− ds
t
= log LR0 (57)
For simplification, we take substitutions of variables,
a = r −N
b =
∑N
k=r+1 dk
c = log LR0− log
(∏N
k=r+1 dk
)
+ a
(58)
Then, Eq. (57) is simplified to an equation of t,
a log t− b
t
= c (59)
Again, let u = log t. Then, since t = eu, we obtain
au− be−u = c (60)
e−u =
a
b
u− c
b
(61)
Now let s = u− ca . Then, the equation is
e−s−
c
a =
a
b
s (62)
ses =
b
a
e−
c
a (63)
The solution of Eq. (63) is known to be obtained using
Lambert W function [33]. That is,
s = W
(
b
a
e−
c
a
)
(64)
where W (·) is a Lambert W function which is defined to be
the function satisfying
W (z)eW (z) = z (65)
Finally, we obtain
u = W
(
b
a
e−
c
a
)
+
c
a
(66)
and
σˆ2EL = tˆ = exp
(
W
(
b
a
e−
c
a
)
+
c
a
)
(67)
D. Proof of Lemma 4
We consider 5 cases provided in [16].
1) d1 ≤ σ2 ≤ σ2 Kmax
Since u? = 1Kmax ,
λ?i = min(min(Kmax u
?, 1),max(u?,
1
d¯i
)) (68)
= min(min(1, 1),max(
1
Kmax
,
1
d¯i
)) (69)
= min(1,
1
d¯i
) = 1 (70)
Therefore,
RˆCN = σ
2I (71)
and the condition number is 1.
2) σ2 < d1 ≤ Kmax
Since u? = 1
d¯1
,
λ?i = min(min(Kmax u
?, 1),max(u?,
1
d¯i
)) (72)
= min(min(
Kmax
d¯1
, 1),max(
1
d¯1
,
1
d¯i
)) (73)
= min(1,
1
d¯i
) (74)
=
{ 1
d¯i
d¯i ≥ 1
1 d¯i < 1
(75)
Therefore,
RˆCN = RˆFML (76)
and the condition number is d1σ2 .
3) d1 > σ2 Kmax and u? = 1d¯1
Since u? is the optimal solution of the optimization
problem (8), dG(u)du |u= 1d¯1 must be zero if u
? = 1
d¯1
. From,
Eq. (9) and Eq. (10), the first derivative of Gi(u) is given
by
G′i(u) =
{ − 1u + Kmax d¯i if 0 < u ≤ 1Kmax
0 if 1Kmax ≤ u ≤ 1
(77)
for d¯i ≤ 1, and
G′i(u) =

− 1u + Kmax d¯i if 0 < u ≤ 1Kmax d¯i
0 if 1
Kmax d¯i
< u ≤ 1
d¯i− 1u + d¯i if 1d¯i ≤ u ≤ 1
(78)
for d¯i > 1. Therefore,
dG(u)
du
|u= 1
d¯1
=
N∑
i=N¯+1
(Kmax d¯i−d¯1)+
N¯∑
i=p
(Kmax d¯i−d¯1)
(79)
where p is the greatest index such that 1
d¯1
< 1
Kmax d¯p
.
For i = N¯ , . . . , N , since d¯i ≤ 1,
Kmax d¯i − d¯1 < Kmax−d¯1 < 0 (80)
and for i = p, . . . , N¯−1, since d¯1 > Kmax d¯i, Kmax d¯i−
d¯1 < 0. Therefore, in this case, it is obvious that
dG(u)
du
|u= 1
d¯1
< 0 (81)
which implies u = 1
d¯1
can not be the optimal solution
of (8).
4) d1 > σ2 Kmax and u? = 1Kmax
Aubry et al. [16] showed that u? = 1Kmax if
dG(u)
du |u= 1Kmax ≤ 0. From Eq. (77) and Eq. (78),
dG(u)
du
|u= 1Kmax =
N∑
i=N¯+1
Kmax(d¯i−1)+
p∑
i=1
(d¯i−Kmax)
(82)
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where p is the greatest index such that d¯p > Kmax.
Therefore,
dG(u)
du |u= 1Kmax ≤ 0 (83)
⇔
N∑
i=N¯+1
Kmax(d¯i − 1) +
p∑
i=1
(d¯i −Kmax) ≤ 0 (84)
⇔ Kmax(
∑N
i=N¯+1(d¯i − 1)− p) +
∑p
i=1 d¯i ≤ 0(85)
⇔ Kmax(
∑N
i=N¯+1(d¯i − 1)− p) ≤ −
∑p
i=1 d¯i (86)
⇔ Kmax ≥
∑p
i=1 d¯i
p−∑N
i=N¯+1
(d¯i−1) (87)
In this case,
λ?i = min(min(Kmax u
?, 1),max(u?,
1
d¯i
)) (88)
= min(min(1, 1),max(
1
Kmax
,
1
d¯i
)) (89)
= min(1,max(
1
Kmax
,
1
d¯i
)) (90)
=
{
min(1, 1Kmax ) d¯i ≥ Kmax
min(1, 1
d¯i
) d¯i < Kmax
(91)
=

1
Kmax
d¯i ≥ Kmax
1
d¯i
1¯ ≤ d¯i < Kmax
1 d¯i < 1
(92)
Finally we obtain
λ? =
[
σ2Kmax, . . . , σ
2Kmax, dp+1, . . . , dN¯ , σ
2, . . . , σ2
]
,
(93)
where p and N¯ are the largest indices so that dp >
σ2Kmax and dN¯ ≥ σ2, respectively.
5) d1 > σ2Kmax and Kmax <
∑p
i=1 d¯i
p−∑N
i=N¯+1
(d¯i−1)
In this case, since 1
d¯1
< u? < 1Kmax ,
λ?i = min(min(Kmax u
?, 1),max(u?,
1
d¯i
)) (94)
= min(Kmax u
?,max(u?,
1
d¯i
)) (95)
=
{
min(Kmax u
?, u?) d¯i ≥ 1u?
min(Kmax u
?, 1
d¯i
) d¯i <
1
u?
(96)
=

u? d¯i ≥ 1u?
1
d¯i
1
Kmax u?
≤ d¯i ≤ 1u?
Kmax u
? d¯i <
1
Kmax u?
(97)
Therefore, we obtain
λ? =
[σ2
u?
, . . . ,
σ2
u?
, dp+1, . . . , dq,
σ2
u?Kmax
, . . . ,
σ2
u?Kmax
]
(98)
where p and q are the largest indices so that dp > σ
2
u
and dq > σ
2
uKmax
, respectively.
E. Proof of Lemma 5
1) d1 ≤ σ2
RˆCN = σ
2I (99)
In this case, RˆCN does not change, so LR(Kmax) is a
constant.
2) σ2 ≤ d1 ≤ σ2Kmax
RˆCN = RˆFML (100)
In this case, RˆCN does not change, so LR(Kmax) is a
constant.
3) d1 > σ2Kmax and Kmax ≥
∑p
i=1 di
c−∑N
N¯+1
(di−1)
RˆCN = Φ diag(λ
∗)ΦH (101)
where
λ? =
[
σ2Kmax, . . . , σ
2Kmax, dp+1, . . . , dN¯ , σ
2, . . . , σ2
]
,
(102)
p and N¯ are the largest indices so that dp > σ2Kmax
and dN¯ ≥ σ2, respectively.
LR(Kmax)
=
∏N
i=1
di
λi
eN
exp(
∑N
i=1
di
λi
)
(103)
=
p∏
i=1
di
σ2 Kmax
·
N¯∏
i=p+1
1 ·
N∏
i=N¯+1
di
σ2
· eN
exp(
p∑
i=1
di
σ2 Kmax
+
N¯∑
i=p+1
1 +
N∑
i=N¯+1
di
σ2
)
(104)
=
∏p
i=1
di
σ2 Kmax
·∏Ni=N¯+1 diσ2 · eN
exp(
p∑
i=1
di
σ2 Kmax
) · eN¯−p · exp(
N∑
i=N¯+1
di
σ2
)
(105)
a) within the range where p remains same
LR(Kmax)
=
∏p
i=1
di
σ2 Kmax
·∏Ni=N¯+1 diσ2 · eN
exp(
p∑
i=1
di
σ2 Kmax
) · eN¯−p · exp(
N∑
i=N¯+1
di
σ2
)
(106)
= c1
∏p
i=1
di
σ2 Kmax
exp(
∑p
i=1
di
σ2 Kmax
)
(107)
= c1
1
(σ2 Kmax)p
∏p
i=1 di
exp( 1σ2 Kmax
∑p
i=1 di)
(108)
= c1
1
(σ2 Kmax)p
∏p
i=1 di
(exp(
∑p
i=1 di))
1
σ2 Kmax
(109)
= c2
( 1Kmax )
p
c
1
Kmax
3
(110)
= c2
1
(Kmax)p · c
1
Kmax
3
(111)
where c1 =
∏N
i=N¯+1
di
σ2
·eN
exp(N¯−p)·exp(∑N
i=N¯+1
di
σ2
)
, c2 =
c1
∏p
i=1 di
σ2p , and c3 = exp(
1
σ2
∑p
i=1 di).
Now let’s evaluate the first derivative of the de-
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nominator of Eq. (111).
((Kmax)
p · c
1
Kmax
3 )
′
= p(Kmax)
p−1c
1
Kmax
3 + (Kmax)
p c
1
Kmax
3 log c3
−(Kmax)2 (112)
= p(Kmax)
p−1c
1
Kmax
3 − (Kmax)p−2c
1
Kmax
3 log c3 (113)
= (Kmax)
p−2c
1
Kmax
3 (pKmax− log c3) (114)
= (Kmax)
p−2c
1
Kmax
3 (pKmax−
1
σ2
p∑
i=1
di) (115)
Since d1 > d2 > · · · > dp > σ2 Kmax,
pKmax− 1
σ2
p∑
i=1
di < 0 (116)
This implies the denominator of Eq. (111) is a
decreasing function, and therefore, LR(Kmax) is
a increasing function with respect to Kmax.
b) p→ p+ 1 as Kmax decreases
The LR(Kmax) is a continuous function since
λp+1 = dp+1 at the moment that σ2 Kmax = dp+1
and there is no discontinuity of λi. Therefore,
LR(Kmax) is an increasing function in this case.
4) d1 > σ2Kmax and Kmax <
∑c
i=1 di
c−∑N
N¯+1
(di−1)
RˆCN = Φ diag(λ
∗)ΦH (117)
where
λ? =
[σ2
u
, . . . ,
σ2
u
, dp+1, . . . , dq,
σ2
uKmax
, . . . ,
σ2
uKmax
]
(118)
p, q, and N¯ are the vector of the eigenvalues of the esti-
mate, the largest indices so that dp > σ
2
u , dq >
σ2
uKmax
,
and dN¯ ≥ σ2, respectively.
Before we prove the increasing property of LR(Kmax),
we show u decreases as Kmax increases. u is the optimal
solution of the optimization problem. In this case, u?, the
optimal solution of the optimization problem (8) is ob-
tained by making the first derivative of the cost function
0. Let u1 and u2 be the optimal solutions for Kmax1
and Kmax2, respectively. Then,
∑N
i=1G
′
i(u1) = 0 for
Kmax1. Since 1di ≤ u1 ≤ 1Kmax1 in this case, for
Kmax2 < Kmax1, the value of G′i(u1) decreases for
di ≤ 1. G′i(u) also decreases for di > 1 and u ≤ 1Kmax di
and remain same for di > 1 and 1Kmax di < u.
Therefore,
∑N
i=1G
′
i(u1) < 0 for Kmax2. Finally, since∑N
i=1G
′
i(u2) must be zero for Kmax2, it is obvious that
u1 < u2. This shows that u decreases as Kmax increases.
Now we show the increasing property of LR(Kmax).
a) within the range where p and q remain same
In this case, We show LR(u) is a decreasing
function of u and an increasing function of Kmax
for each of u and Kmax.
i) Proof of LR(u) is a decreasing function.
LR(u)
=
∏p
i=1
udi
σ2 ·
∏N¯
i=q+1
Kmax udi
σ2 · eN
exp(
∑p
i=1
udi
σ2 +
∑q
i=p+1 1
+
∑N
i=q+1
Kmax udi
σ2 )
(119)
=
up
∏p
i=1
di
σ2 · uN−q
∏N¯
i=q+1
Kmax di
σ2 · eN
exp(u(
∑p
i=1
di
σ2 +
∑N
i=q+1
Kmax di
σ2 )
+q − p) (120)
=
c1u
N−q+p
exp(c2u+ c3)
(121)
= c4
uN−q+p
cu5
(122)
where c1 =
∏p
i=1
di
σ2 ·
∏N¯
i=q+1
Kmax di
σ2 ·eN , c2 =∑p
i=1
di
σ2 +
∑N
i=q+1
Kmax di
σ2 , c3 = q − p, c4 =
c1
ec3 , and c5 = e
c2 . The first derivative of Eq.
(122) is obtained by
LR′(u)
= (N − q + p)uN−q+p−1c−u5
− uN−q+p log c5 · c−u5 (123)
= uN−q+p−1c−u5 (N − q + p− u log c5) (124)
= uN−q+p−1c−u5 (N − q + p− c2u) (125)
= uN−q+p−1c−u5 (N − q + p
− u(
p∑
i=1
di
σ2
+
N∑
i=q+1
Kmax di
σ2
)) (126)
Since σ
2
u ≤ dp,
N − q + p− u(
p∑
i=1
di
σ2
+
N∑
i=q+1
Kmax di
σ2
)
≤ N − q + p− u( p
u
+
N − q
u
·Kmax) (127)
= N − q −Kmax(N − q) (128)
Since Kmax > 1, LR′(u) < 0 which implies
LR(u) is a decreasing function with respect to
u.
ii) Proof of LR(Kmax) is an increasing function.
LR(Kmax)
=
∏p
i=1
udi
σ2 ·
∏N¯
i=q+1
Kmax udi
σ2 · eN
exp(
∑p
i=1
udi
σ2 +
∑q
i=p+1 1
+
∑N
i=q+1
Kmax udi
σ2 )
(129)
=
c1 Kmax
N−q
exp(c2 Kmax +c3)
(130)
= c4
Kmax
N−q
cKmax5
(131)
where c1 =
∏p
i=1
udi
σ2 ·
∏N¯
i=q+1
udi
σ2 · eN , c2 =∑N
i=q+1
udi
σ2 , c3 =
∑p
i=1
udi
σ2 +q−p, c4 = c1ec3 ,
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and c5 = ec2 . The first derivative is
LR′(Kmax)
= (N − q) KmaxN−q−1 c−Kmax5
− KmaxN−q log c5 · c−Kmax5 (132)
= Kmax
N−q−1
× c−Kmax5 (N − q −Kmax log c5) (133)
= Kmax
N−q+p−1
× c−u5 (N − q − c2 Kmax) (134)
= Kmax
N−q+p−1
× c−u5 (N − q −Kmax
N∑
i=q+1
udi
σ2
) (135)
Since σ
2
uKmax
≤ dq+1,
N − q −Kmax
N∑
i=q+1
udi
σ2
≥ N − q −Kmax(N − q
Kmax
) = 0 (136)
Therefore, LR′(Kmax) ≥ 0 and LR(Kmax) is
an increasing function with respect to Kmax.
These two proofs show that LR(u,Kmax) is an
increasing function with respect to Kmax.
b) p and q changes as Kmax decreases
The LR(u,Kmax) is a continuous function, and
therefore, LR(u,Kmax) is an increasing function
in this case.
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