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Generalized Fourier Integral Operators
on spaces of Colombeau type
Claudia Garetto
Abstract. Generalized Fourier integral operators (FIOs) acting on Colombeau
algebras are defined. This is based on a theory of generalized oscillatory inte-
grals (OIs) whose phase functions as well as amplitudes may be generalized
functions of Colombeau type. The mapping properties of these FIOs are stud-
ied as the composition with a generalized pseudodifferential operator. Finally,
the microlocal Colombeau regularity for OIs and the influence of the FIO ac-
tion on generalized wave front sets are investigated. This theory of generalized
FIOs is motivated by the need of a general framework for partial differential
operators with non-smooth coefficients and distributional data.
1. Introduction
This work is part of a program that aims to solve linear partial differential equa-
tions with non-smooth coefficients and highly singular data and investigate the
qualitative properties of the solutions. A well established theory with powerful
analytic methods is available in the case of operators with (relatively) smooth co-
efficients [21], but cannot be applied to many models from physics which involve
non-smooth variations of the physical parameters. These models require indeed
partial differential operators where the smoothness assumption on the coefficients
is dropped. Furthermore, in case of nonlinear operations (cf. [25, 29, 35]), the
theory of distribution does not provide a general framework in which solutions
exist.
An alternative framework is provided by the theory of Colombeau algebras of
generalized functions [4, 19, 35]. We recall that the space of distributions D′(Ω) is
embedded via convolution with a mollifier in the Colombeau algebra G(Ω) of gen-
eralized functions on Ω and interpreting the non-smooth coefficients and data as
elements of the Colombeau algebra, existence and uniqueness has been established
for many classes of equations by now [1, 2, 3, 5, 23, 27, 30, 33, 35, 36, 37, 39]. In
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order to study the regularity of solutions, microlocal techniques have to be intro-
duced into this setting, in particular, pseudodifferential operators with generalized
amplitudes and generalized wave front sets. This has been done in the papers
[15, 16, 17, 22, 24, 26, 28, 32, 38], with a special attention for elliptic equations
and hypoellipticity.
The interest for hyperbolic equations, regularity of solutions and inverse
problems (determining the non-smooth coefficients from the data is an impor-
tant problem in geophysics [8]), leads in the case of differential operators with
Colombeau coefficients, to a theory of Fourier integral operators with general-
ized amplitudes and generalized phase functions. This has been initiated in [18]
and has provided some first results on propagation of singularities in the dual
L(Gc(Ω), C˜) of the Colombeau algebra Gc(Ω). We recall that within the Colombeau
algebra G(Ω), regularity theory is based on the subalgebra G∞(Ω) of regular gen-
eralized functions, whose intersection with D′(Ω) coincides with C∞(Ω). Since
G∞(Ω) ⊆ G(Ω) ⊆ L(Gc(Ω), C˜), two different regularity theories coexist in the
dual: one based on G(Ω) and one based on G∞(Ω).
This work can be considered as a compendium of [18], in the sense that col-
lects (without proof) the main results achieved in [18] and studies the composition
between a generalized Fourier integral operator and a generalized pseudodifferen-
tial operator in addition.
We can now describe the contents in more detail. Section 2 provides the
needed background of Colombeau theory. In particular, topological concepts, gen-
eralized symbols and the definition of G- and G∞-wave front set are recalled. In
Subsection 2.5 we elaborate and state in full generality the notion of asymptotic ex-
pansion of a generalized symbol introduced for the first time in [15] and we prove a
new and technically useful characterization. Section 3 develops the foundations for
generalized Fourier integral operators: oscillatory integrals with generalized phase
functions and amplitudes. They are then supplemented by an additional parameter
in Section 4, leading to the notion of a Fourier integral operator with generalized
amplitude and phase function. We study the mapping properties of such opera-
tors on Colombeau algebras, the extension to the dual L(Gc(Ω), C˜) and we present
suitable assumptions on phase function and amplitude which lead to G∞-mapping
properties. The core of the work is Section 5, where, by making use of some tech-
nical preliminaries, we study in Theorem 5.10 the composition a(x,D)Fω(b) of a
generalized pseudodifferential operator a(x,D) with a generalized Fourier integral
operator of the form
Fω(b)(u)(x) =
∫
Rn
eiω(x,η)b(x, η)û(η) d−η.
The final Section 6 collects the first results of microlocal analysis for generalized
Fourier integral operators obtained in [18, Section 4]. A deeper investigation of the
microlocal properties of generalized Fourier integral operators is current topic of
research.
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2. Basic notions: Colombeau and duality theory
This section gives some background of Colombeau and duality theory for the
techniques used in the sequel of the current work. As main sources we refer to
[12, 13, 15, 16, 19].
2.1. Nets of complex numbers
Before dealing with the major points of the Colombeau construction we begin by
recalling some definitions concerning elements of C(0,1].
A net (uε)ε in C
(0,1] is said to be strictly nonzero if there exist r > 0 and
η ∈ (0, 1] such that |uε| ≥ εr for all ε ∈ (0, η].
The regularity issues discussed in Sections 3 and 4 will make use of the following
concept of slow scale net (s.s.n). A slow scale net is a net (rε)ε ∈ C(0,1] such that
∀q ≥ 0 ∃cq > 0 ∀ε ∈ (0, 1] |rε|
q ≤ cqε
−1.
Throughout this paper we will always consider slow scale nets (rε)ε of positive real
numbers with infε∈(0,1] rε 6= 0. A net (uε)ε in C
(0,1] is said to be slow scale-strictly
nonzero is there exist a slow scale net (sε)ε and η ∈ (0, 1] such that |uε| ≥ 1/sε
for all ε ∈ (0, η].
2.2. C˜-modules of generalized functions based on a locally convex topological vec-
tor space E
The most common algebras of generalized functions of Colombeau type as well as
the spaces of generalized symbols we deal with are introduced and investigated
under a topological point of view by referring to the following models.
Let E be a locally convex topological vector space topologized through the
family of seminorms {pi}i∈I . The elements of
ME := {(uε)ε ∈ E
(0,1] : ∀i ∈ I ∃N ∈ N pi(uε) = O(ε
−N ) as ε→ 0},
MscE := {(uε)ε ∈ E
(0,1] : ∀i ∈ I ∃(ωε)ε s.s.n. pi(uε) = O(ωε) as ε→ 0},
M∞E := {(uε)ε ∈ E
(0,1] : ∃N ∈ N ∀i ∈ I pi(uε) = O(ε
−N ) as ε→ 0},
NE := {(uε)ε ∈ E
(0,1] : ∀i ∈ I ∀q ∈ N pi(uε) = O(ε
q) as ε→ 0},
are called E-moderate, E-moderate of slow scale type, E-regular and E-
negligible, respectively. We define the space of generalized functions based on E as
the factor space GE :=ME/NE.
The ring of complex generalized numbers, denoted by C˜ := EM/N , is obtained
by taking E = C. C˜ is not a field since by Theorem 1.2.38 in [19] only the elements
which are strictly nonzero (i.e. the elements which have a representative strictly
nonzero) are invertible and vice versa. Note that all the representatives of u ∈ C˜
are strictly nonzero once we know that there exists at least one which is strictly
nonzero. When u has a representative which is slow scale-strictly nonzero we say
that it is slow scale-invertible.
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For any locally convex topological vector space E the space GE has the struc-
ture of a C˜-module. The C-module GscE :=M
sc
E/NE of generalized functions of slow
scale type and the C˜-module G∞E :=M
∞
E /NE of regular generalized functions are
subrings of GE with more refined assumptions of moderateness at the level of rep-
resentatives. We use the notation u = [(uε)ε] for the class u of (uε)ε in GE . This
is the usual way we adopt to denote an equivalence class.
The family of seminorms {pi}i∈I on E determines a locally convex C˜-linear
topology on GE (see [12, Definition 1.6]) by means of the valuations
vpi([(uε)ε]) := vpi((uε)ε) := sup{b ∈ R : pi(uε) = O(ε
b) as ε→ 0}
and the corresponding ultra-pseudo-seminorms {Pi}i∈I , where Pi(u) = e
−vpi(u).
For the sake of brevity we omit to report definitions and properties of valuations
and ultra-pseudo-seminorms in the abstract context of C˜-modules. Such a theo-
retical presentation can be found in [12, Subsections 1.1, 1.2]. We recall that on
C˜ the valuation and the ultra-pseudo-norm obtained through the absolute value
in C are denoted by veC and | · |e respectively. Concerning the space G
∞
E of regular
generalized functions based on E the moderateness properties of M∞E allows to
define the valuation
v∞E ((uε)ε) := sup{b ∈ R : ∀i ∈ I pi(uε) = O(ε
b) as ε→ 0}
which extends to G∞E and leads to the ultra-pseudo-norm P
∞
E (u) := e
−v∞E (u).
The Colombeau algebra G(Ω) = EM (Ω)/N (Ω) can be obtained as a C˜-module
of GE-type by choosing E = E(Ω). Topologized through the family of seminorms
pK,i(f) = supx∈K,|α|≤i |∂
αf(x)| where K ⋐ Ω, the space E(Ω) induces on G(Ω) a
metrizable and complete locally convex C˜-linear topology which is determined by
the ultra-pseudo-seminorms PK,i(u) = e
−vpK,i (u). From a structural point of view
Ω→ G(Ω) is a fine sheaf of differential algebras on Rn.
The Colombeau algebra Gc(Ω) of generalized functions with compact support
is topologized by means of a strict inductive limit procedure. More precisely, setting
GK(Ω) := {u ∈ Gc(Ω) : suppu ⊆ K} for K ⋐ Ω, Gc(Ω) is the strict inductive
limit of the sequence of locally convex topological C˜-modules (GKn(Ω))n∈N, where
(Kn)n∈N is an exhausting sequence of compact subsets of Ω such that Kn ⊆ Kn+1.
We endow GK(Ω) with the topology induced by GDK′ (Ω) where K
′ is a compact
subset containing K in its interior. For more details concerning the topological
structure of Gc(Ω) see [13, Example 3.7].
Regularity theory in the Colombeau context as initiated in [35] is based on
the subalgebra G∞(Ω) of all elements u of G(Ω) having a representative (uε)ε
belonging to the set
E∞M (Ω) := {(uε)ε ∈ E [Ω] : ∀K ⋐ Ω ∃N ∈ N ∀α ∈ N
n
sup
x∈K
|∂αuε(x)| = O(ε
−N ) as ε→ 0}.
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G∞(Ω) can be seen as the intersection ∩K⋐ΩG
∞(K), where G∞(K) is the space
of all u ∈ G(Ω) having a representative (uε)ε satisfying the condition: ∃N ∈ N
∀α ∈ Nn, supx∈K |∂
αuε(x)| = O(ε−N ). The ultra-pseudo-seminormsPG∞(K)(u) :=
e−vG∞(K) , where
vG∞(K) := sup{b ∈ R : ∀α ∈ N
n sup
x∈K
|∂αuε(x)| = O(ε
b)}
equip G∞(Ω) with the topological structure of a Fre´chet C˜-module.
Finally, let us consider the algebra G∞c (Ω) := G
∞(Ω) ∩ Gc(Ω). On G∞K (Ω) := {u ∈
G∞(Ω) : suppu ⊆ K} with K ⋐ Ω, we define the ultra-pseudo-norm PG∞K (Ω)(u) =
e−v
∞
K (u) where v∞K (u) := v
∞
DK′(Ω)
(u) and K ′ is any compact set containing K in its
interior. At this point, given an exhausting sequence (Kn)n of compact subsets of
Ω, the strict inductive limit procedure equips G∞c (Ω) = ∪nG
∞
Kn
(Ω) with a complete
and separated locally convex C˜-linear topology (see [13, Example 3.13].
2.3. Topological dual of a Colombeau algebra
A duality theory for C˜-modules had been developed in [12] in the framework of
topological and locally convex topological C˜-modules. Starting from an investi-
gation of L(G, C˜), the C˜-module of all C˜-linear and continuous functionals on
G, it provides the theoretical tools for dealing with the topological duals of the
Colombeau algebras Gc(Ω) and G(Ω). In the paper L(G(Ω), C˜ and L(Gc(Ω), C˜)
are endowed with the topology of uniform convergence on bounded subsets. This is
determined by the ultra-pseudo-seminorms
PB◦(T ) = sup
u∈B
|T (u)|e,
where B is varying in the family of all bounded subsets of G(Ω) and Gc(Ω) re-
spectively. For general results concerning the relation between boundedness and
ultra-pseudo-seminorms in the context of locally convex topological C˜-modules
we refer to [13, Section 1]. For the choice of topologies illustrated in this section
Theorem 3.1 in [13] shows the following chains of continuous embeddings:
(2.1) G∞(Ω) ⊆ G(Ω) ⊆ L(Gc(Ω), C˜),
(2.2) G∞c (Ω) ⊆ Gc(Ω) ⊆ L(G(Ω), C˜),
(2.3) L(G(Ω), C˜) ⊆ L(Gc(Ω), C˜).
In (2.1) and (2.2) the inclusion in the dual is given via integration
(
u →
(
v →∫
Ω u(x)v(x)dx
))
(for definitions and properties of the integral of a Colombeau
generalized functions see [19]) while the embedding in (2.3) is determined by the
inclusion Gc(Ω) ⊆ G(Ω). Since Ω→ L(Gc(Ω), C˜) is a sheaf we can define the support
of a functional T (denoted by suppT ). In analogy with distribution theory, from
Theorem 1.2 in [13] we have that L(G(Ω), C˜) can be identified with the set of
functionals in L(Gc(Ω), C˜) having compact support.
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By (2.1) it is meaningful to measure the regularity of a functional in the
dual L(Gc(Ω), C˜) with respect to the algebras G(Ω) and G∞(Ω). We define the
G-singular support of T (singsuppG T ) as the complement of the set of all points
x ∈ Ω such that the restriction of T to some open neighborhood V of x belongs to
G(V ). Analogously replacing G with G∞ we introduce the notion of G∞-singular
support of T denoted by singsuppG∞T . This investigation of regularity is connected
with the notions of generalized wave front sets considered in Subsection 2.8 and
will be focused on the functionals in L(Gc(Ω), C˜) and L(G(Ω), C˜) which have a
“basic” structure. In detail, we say that T ∈ L(Gc(Ω), C˜) is basic if there exists a
net (Tε)ε ∈ D′(Ω)(0,1] fulfilling the following condition: for all K ⋐ Ω there exist
j ∈ N, c > 0, N ∈ N and η ∈ (0, 1] such that
∀f ∈ DK(Ω)∀ε ∈ (0, η] |Tε(f)| ≤ cε
−N sup
x∈K,|α|≤j
|∂αf(x)|
and Tu = [(Tεuε)ε] for all u ∈ Gc(Ω).
In the same way a functional T ∈ L(G(Ω), C˜) is said to be basic if there exists
a net (Tε)ε ∈ E ′(Ω)(0,1] such that there exist K ⋐ Ω, j ∈ N, c > 0, N ∈ N and
η ∈ (0, 1] with the property
∀f ∈ C∞(Ω)∀ε ∈ (0, η] |Tε(f)| ≤ cε
−N sup
x∈K,|α|≤j
|∂αf(x)|
and Tu = [(Tεuε)ε] for all u ∈ G(Ω).
Clearly the sets Lb(Gc(Ω), C˜) and Lb(G(Ω), C˜) of basic functionals are C˜-linear
subspaces of L(Gc(Ω), C˜) and L(G(Ω), C˜) respectively. In addition if T is a basic
functional in L(Gc(Ω), C˜) and u ∈ Gc(Ω) then uT ∈ L(G(Ω), C˜) is basic. We
recall that nets (Tε)ε which define basic maps as above were already considered in
[9, 10] with slightly more general notions of moderateness and different choices of
notations and language.
2.4. Generalized symbols
For the convenience of the reader we recall a few basic notions concerning the
sets of symbols employed in the course of this work. More details can be found
in [15, 16] where a theory of generalized pseudodifferential operators acting on
Colombeau algebras is developed.
Definitions. Let Ω be an open subset of Rn,m ∈ R and ρ, δ ∈ [0, 1]. Smρ,δ(Ω×R
p)
denotes the set of symbols of order m and type (ρ, δ) as introduced by Ho¨rmander
in [20]. The subscript (ρ, δ) is omitted when ρ = 1 and δ = 0. If V is an open
conic set of Ω×Rp we define Smρ,δ(V ) as the set of all a ∈ C
∞(V ) such that for all
K ⋐ V ,
sup
(x,ξ)∈Kc
〈ξ〉−m+ρ|α|−δ|β||∂αξ ∂
β
xa(x, ξ)| <∞,
where Kc := {(x, tξ) : (x, ξ) ∈ K t ≥ 1}. We also make use of the space S1hg(Ω×
Rp \ 0) of all a ∈ S1(Ω × Rp \ 0) homogeneous of degree 1 in ξ. Note that the
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assumption of homogeneity allows to state the defining conditions above in terms
of the seminorms
sup
x∈K,ξ∈Rp\0
|ξ|−1+α|∂αξ ∂
β
xa(x, ξ)|
where K is any compact subset of Ω.
The space of generalized symbols S˜mρ,δ(Ω × R
p) is the C˜-module of GE -type
obtained by taking E = Smρ,δ(Ω× R
p) equipped with the family of seminorms
|a|
(m)
ρ,δ,K,j = sup
x∈K,ξ∈Rn
sup
|α+β|≤j
|∂αξ ∂
β
xa(x, ξ)|〈ξ〉
−m+ρ|α|−δ|β|, K ⋐ Ω, j ∈ N.
The valuation corresponding to | · |
(m)
ρ,δ,K,j gives the ultra-pseudo-seminorm P
(m)
ρ,δ,K,j .
S˜mρ,δ(Ω × R
p) topologized through the family {P
(m)
ρ,δ,K,j}K⋐Ω,j∈N of ultra-pseudo-
seminorms is a Fre´chet C˜-module. In analogy with S˜mρ,δ(Ω×R
p) we use the notation
S˜mρ,δ(V ) for the C˜-module GSmρ,δ(V ).
S˜mρ,δ(Ωx×R
p
ξ) has the structure of a sheaf with respect to Ω. So it is meaningful
to talk of the support with respect to x of a generalized symbol a (suppx a).
We define the conic support of a ∈ S˜mρ,δ(Ω×R
p) (cone supp a) as the complement of
the set of points (x0, ξ0) ∈ Ω×R
p such that there exists a relatively compact open
neighborhood U of x0, a conic open neighborhood Γ of ξ0 and a representative
(aε)ε of a satisfying the condition
(2.4)
∀α ∈ Np ∀β ∈ Nn ∀q ∈ N sup
x∈U,ξ∈Γ
〈ξ〉−m+ρ|α|−δ|β||∂αξ ∂
β
xaε(x, ξ)| = O(ε
q) as ε→ 0.
By definition cone supp a is a closed conic subset of Ω×Rp. The generalized symbol
a is 0 on Ω \ πx(cone supp a).
Slow scale symbols. In the paper the classes of the factor space G scSmρ,δ(Ω×Rp)
are called generalized symbols of slow scale type. For simplicity we introduce the
notation S˜m,scρ,δ (Ω×R
p). Substituting Smρ,δ(Ω×R
p) with Smρ,δ(V ) we obtain the set
S˜m,scρ,δ (V ) := G
sc
Smρ,δ(V )
of slow scale symbols on the open set V ⊆ Ω× (Rp \ 0).
Generalized symbols of order −∞. Different notions of regularity are re-
lated to the sets S˜−∞(Ω×Rp) and S˜−∞,sc(Ω×Rp) of generalized symbols of order
−∞.
The space S˜−∞(Ω× Rp) of generalized symbols of order −∞ is defined as the C˜-
module GS−∞(Ω×Rp). Its elements are equivalence classes a whose representatives
(aε)ε have the property |aε|
(m)
K,j = O(ε
−N ) as ε→ 0, where N depends on the order
m of the symbol, on the order j of the derivatives and on the compact set K ⊆ Ω.
S˜−∞,sc(Ω × Rp) is defined by substituting O(ε−N ) with O(λε) in the previous
estimate, where (λε)ε is a slow scale net depending as above on the order m of
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the symbol, on the order j of the derivatives and on the compact set K ⊆ Ω. It
follows that (aε)ε is G∞-regular, in the sense that
|aε|
(m)
K,j = O(ε
−1)
as ε→ 0 for all m, j and K ⋐ Ω.
Generalized microsupports. The G- and G∞-regularity of generalized sym-
bols on Ω × Rn is measured in conical neighborhoods by means of the following
notions of microsupports.
Let a ∈ S˜lρ,δ(Ω×R
n) and (x0, ξ0) ∈ T ∗(Ω) \ 0. The symbol a is G-smoothing
at (x0, ξ0) if there exist a representative (aε)ε of a, a relatively compact open
neighborhood U of x0 and a conic neighborhood Γ ⊆ Rn \ 0 of ξ0 such that
(2.5) ∀m ∈ R ∀α, β ∈ Nn ∃N ∈ N ∃c > 0 ∃η ∈ (0, 1] ∀(x, ξ) ∈ U × Γ ∀ε ∈ (0, η]
|∂αξ ∂
β
xaε(x, ξ)| ≤ c〈ξ〉
mε−N .
The symbol a is G∞-smoothing at (x0, ξ0) if there exist a representative (aε)ε of a,
a relatively compact open neighborhood U of x0, a conic neighborhood Γ ⊆ Rn \ 0
of ξ0 and a natural number N ∈ N such that
(2.6) ∀m ∈ R ∀α, β ∈ Nn ∃c > 0 ∃η ∈ (0, 1] ∀(x, ξ) ∈ U × Γ ∀ε ∈ (0, η]
|∂αξ ∂
β
xaε(x, ξ)| ≤ c〈ξ〉
mε−N .
We define the G-microsupport of a, denoted by µ suppG(a), as the complement
in T ∗(Ω) \ 0 of the set of points (x0, ξ0) where a is G-smoothing and the G∞-
microsupport of a, denoted by µ suppG∞(a), as the complement in T
∗(Ω)\0 of the
set of points (x0, ξ0) where a is G∞-smoothing.
Continuity results. By simple reasoning at the level of representatives one
proves that the usual operations between generalized symbols, as product and
derivation, are continuous. In particular the C˜-bilinear map
(2.7) Gc(Ω)× S˜
m
ρ,δ(Ω× R
p)→ S˜mρ,δ(Ω× R
p) : (u, a)→ a(y, ξ)u(y)
is continuous. If l < −p each b ∈ S˜lρ,δ(Ω×R
p) can be integrated onK×Rp, K ⋐ Ω,
by setting ∫
K×Rp
b(y, ξ) dy dξ :=
[(∫
K×Rp
bε(y, ξ) dy dξ
)
ε
]
.
Moreover if suppyb ⋐ Ω we define the integral of b on Ω× R
p as∫
Ω×Rp
b(y, ξ) dy dξ :=
∫
K×Rp
b(y, ξ) dy dξ,
where K is any compact set containing suppyb in its interior. Integration defines a
continuous C˜-linear functional on this space of generalized symbols with compact
support in y as it is proven in [18, Proposition 1.1, Remark 1.2].
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2.5. Asymptotic expansions in S˜mρ,δ(Ω× R
p) and S˜m,scρ,δ (Ω× R
p)
In this subsection we elaborate and state in full generality the notion of asymptotic
expansion of a generalized symbol introduced for the first time in [15]. We also
provide a technical result which will be useful in Section 5. We begin by working
on moderate nets of symbols and we recall that a net (Cε)ε ∈ C(0,1] is said to be
of slow scale type if there exists a slow scale net (ωε)ε such that |Cε| = O(ωε).
Definition 2.1. Let {mj}j∈N be sequences of real numbers with mj ց −∞, m0 =
m.
(i) Let {(aj,ǫ)ǫ}j∈N be a sequence of elements (aj,ǫ)ǫ ∈ MSmjρ,δ (Ω×Rp)
. We say
that the formal series
∑∞
j=0(aj,ǫ)ǫ is the asymptotic expansion of (aǫ)ǫ ∈
E [Ω× Rn], (aǫ)ǫ ∼
∑
j(aj,ǫ)ǫ for short, iff for all r ≥ 1(
aǫ −
r−1∑
j=0
aj,ǫ
)
ǫ
∈MSmrρ,δ (Ω×Rp).
(ii) Let {(aj,ǫ)ǫ}j∈N be a sequence of elements (aj,ǫ)ǫ ∈ M
sc
S
mj
ρ,δ (Ω×R
p)
. We say
that the formal series
∑∞
j=0(aj,ǫ)ǫ is the asymptotic expansion of (aǫ)ǫ ∈
E [Ω× Rn], (aǫ)ǫ ∼sc
∑
j(aj,ǫ)ǫ for short, iff for all r ≥ 1(
aǫ −
r−1∑
j=0
aj,ǫ
)
ǫ
∈MscSmrρ,δ (Ω×Rp)
.
Theorem 2.2.
(i) Let {(aj,ǫ)ǫ}j∈N be a sequence of elements (aj,ǫ)ǫ ∈ MSmjρ,δ (Ω×Rp)
with
mj ց −∞ and m0 = m. Then, there exists (aε)ε ∈ MSmρ,δ(Ω×Rp) such
that (aǫ)ǫ ∼
∑
j(aj,ǫ)ǫ. Moreover, if (a
′
ǫ)ǫ ∼
∑
j(aj,ǫ)ǫ then (aε − a
′
ε)ε ∈
MS−∞(Ω×Rp).
(ii) Let {(aj,ǫ)ǫ}j∈N be a sequence of elements (aj,ǫ)ǫ ∈ Msc
S
mj
ρ,δ (Ω×R
p)
with
mj ց −∞ and m0 = m. Then, there exists (aε)ε ∈ MscSmρ,δ(Ω×Rp)
such
that (aǫ)ǫ ∼sc
∑
j(aj,ǫ)ǫ. Moreover, if (a
′
ǫ)ǫ ∼sc
∑
j(aj,ǫ)ǫ then (aε−a
′
ε)ε ∈
MscS−∞(Ω×Rp).
Proof. The proof follows the classical line of arguments, but we will have to keep
track of the ǫ-dependence carefully. We consider a sequence of relatively compact
open sets {Vl} contained in Ω, such that for all l ∈ N, Vl ⊂ Kl = Vl ⊂ Vl+1 and⋃
l∈N Vl = Ω. Let ψ ∈ C
∞(Rp), 0 ≤ ψ(ξ) ≤ 1, such that ψ(ξ) = 0 for |ξ| ≤ 1 and
ψ(ξ) = 1 for |ξ| ≥ 2.
(i) We introduce
bj,ǫ(x, ξ) = ψ(λj,εξ)aj,ǫ(x, ξ),
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where λj,ε will be positive constants with λj+1,ε < λj,ε < 1, λj,ε → 0 if j → ∞.
We can define
(2.8) aǫ(x, ξ) =
∑
j∈N
bj,ǫ(x, ξ).
This sum is locally finite and therefore (aε)ε ∈ E [Ω × Rp]. We observe that
∂α(ψ(λj,εξ)) = ∂
αψ(λj,εξ)λ
|α|
j,ε , supp (∂
αψ(λj,εξ)) ⊆ {ξ : 1/λj,ε ≤ |ξ| ≤ 2/λj,ε},
and that 1/λj,ε ≤ |ξ| ≤ 2/λj,ε implies λj,ε ≤ 2/|ξ| ≤ 4/(1 + |ξ|). We first estimate
bj,ε. Fixing K ⋐ Ω and α ∈ Np, β ∈ Nn, we obtain for j ∈ N, ǫ ∈ (0, 1], x ∈ K,
ξ ∈ Rp,
|∂αξ ∂
β
x bj,ǫ(x, ξ)| ≤
∑
γ≤α
(
α
γ
)
λ
|α−γ|
j,ε |∂
α−γψ(λj,εξ)||aj,ε|
(mj)
ρ,δ,K,γ,β〈ξ〉
mj−ρ|γ|+δ|β|
≤
∑
γ≤α
c(ψ, γ)4|α−γ|〈ξ〉−|α−γ||aj,ε|
(mj)
ρ,δ,K,γ,β〈ξ〉
mj−ρ|γ|+δ|β|
≤ Cj,α,β,K,ε〈ξ〉
mj−ρ|α|+δ|β|,
where
Cj,α,β,K,ε :=
∑
γ≤α
c(ψ, γ)4|α−γ||aj,ε|
(mj)
ρ,δ,K,γ,β.
Since (Cj,α,β,K,ε)ε is a moderate net of positive numbers, we have that (bj,ε)ε ∈
M
S
mj
ρ,δ (Ω×R
p)
. At this point we choose λj,ε such that for |α+ β| ≤ j, l ≤ j
(2.9) Cj,α,β,Kl,ελj,ε ≤ 2
−j.
Our aim is to prove that aǫ(x, ξ) defined in (2.8) belongs to MSm
ρ,δ
(Ω×Rp). Since
there exists Nj ∈ N and ηj ∈ (0, 1] such that
Cj,α,β,Kl,ε ≤ ε
−Nj
for l ≤ j and |α+β| ≤ j, we take λj,ε = 2−jεNj on the interval (0, ηj ]. We observe
that
(2.10)
∀K ⋐ Ω, ∃l ∈ N : K ⊂ Vl ⊂ Kl,
∀α0 ∈ Np, ∀β0 ∈ Nn, ∃j0 ∈ N, j0 ≥ l : |α0|+ |β0| ≤ j0, mj0 + 1 ≤ m,
and we write (aǫ)ǫ as the sum of the following two terms:
j0−1∑
j=0
bj,ǫ(x, ξ) +
+∞∑
j=j0
bj,ǫ(x, ξ) = fǫ(x, ξ) + sǫ(x, ξ).
Generalized Fourier Integral Operators 11
For x ∈ K, we have that
|∂α0ξ ∂
β0
x fǫ(x, ξ)| ≤
j0−1∑
j=0
|bj,ε|
(mj)
ρ,δ,K,α0,β0
〈ξ〉mj−ρ|α0|+δ|β0|
≤
(j0−1∑
j=0
|bj,ε|
(mj)
ρ,δ,K,α0,β0
)
〈ξ〉m−ρ|α0|+δ|β0|,
where (j0−1∑
j=0
|bj,ε|
(mj)
ρ,δ,K,α0,β0
)
ε
∈ EM .
We now turn to sǫ(x, ξ). From the estimates on bj,ε and (2.9), we get for x ∈ K
and ǫ ∈ (0, 1],
|∂α0ξ ∂
β0
x sǫ(x, ξ)| ≤
+∞∑
j=j0
Cj,α0,β0,Kl〈ξ〉
mj−ρ|α0|+δ|β0|
≤
+∞∑
j=j0
2−jλ−1j,ε 〈ξ〉
−1〈ξ〉mj+1−ρ|α0|+δ|β0| ≤
+∞∑
j=j0
2−jλ−1j,ε 〈ξ〉
−1〈ξ〉m−ρ|α0|+δ|β0|.
Since ψ(ξ) is identically equal to 0 for |ξ| ≤ 1, we can assume in our estimates
that 〈ξ〉−1 ≤ λj,ε, and therefore from (2.10), we conclude that
|∂α0ξ ∂
β0
x sǫ(x, ξ)| ≤ 2〈ξ〉
m−ρ|α0|+δ|β0|,
for all x ∈ K, ξ ∈ Rp and ε ∈ (0, 1].
In order to prove that (aǫ)ǫ ∼
∑
j(aj,ǫ)ǫ we fix r ≥ 1 and we write
aǫ(x, ξ)−
r−1∑
j=0
aj,ǫ(x, ξ) =
r−1∑
j=0
(ψ(λj,εξ)− 1)aj,ǫ(x, ξ) +
+∞∑
j=r
ψ(λj,εξ)aj,ǫ(x, ξ)
= gǫ(x, ξ) + tǫ(x, ξ).
Recall that ψ ∈ C∞(Rp) was chosen such that ψ− 1 ∈ C∞c (R
p) and supp(ψ− 1) ⊆
{ξ : |ξ| ≤ 2}. Thus, for 0 ≤ j ≤ r − 1,
supp(ψ(λj,εξ)− 1) ⊆ {ξ : |λj,εξ| ≤ 2} ⊆ {ξ : |ξ| ≤ 2λ
−1
r−1,ε}.
As a consequence, for fixed K ⋐ Ω and for all ǫ ∈ (0, 1],
|∂αξ ∂
β
x gǫ(x, ξ)| ≤
r−1∑
j=0
∑
α′≤α
(
α
α′
)
λ
|α′|
j,ε c(ψ, α
′)〈2λ−1r−1,ε〉
mj−mr+ρ|α
′||aj,ε|
(mj)
ρ,δ,K,α−α′,β
· 〈ξ〉mr−ρ|α|+δ|β|,
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where, from our assumptions on (aj,ε)ε and (λj,ε)ε, the nets (|aj,ε|
(mj)
ρ,δ,K,α−α′,β)ε
and (〈2λ−1r−1,ε〉
mj−mr+ρ|α
′|)ε are both moderate. Repeating the same arguments
used in the construction of (aǫ)ǫ we have that (tǫ)ǫ belongs to MSmrρ,δ (Ω×Rp). It is
clear that (aε)ε is uniquely determined by
∑
j(aj,ε)ε modulo MS−∞(Ω×Rp).
(ii) In the slow scale case one easily sees that (bj,ε)ε ∈ Msc
S
mj
ρ,δ (Ω×R
p)
. Moreover,
since there exists a slow scale net ωj(ε) and ηj ∈ (0, 1] such that
Cj,α,β,Kl,ε ≤ ωj(ε)
for l ≤ j and |α+ β| ≤ j, we can take λj,ε = 2−jω
−1
j (ε) on the interval (0, ηj ]. It
follows that (aε)ε ∈ MscSmρ,δ(Ω×Rp)
and that both the nets (gε)ε and (tε)ε belong to
Msc
Smrρ,δ (Ω×R
p)
.
Proposition 2.3.
(i) Let {(aj,ǫ)ǫ}j∈N be a sequence of elements (aj,ǫ)ǫ ∈ MSmjρ,δ (Ω×Rp)
with
mj ց −∞ and m0 = m. Let (aε)ε ∈ E [Ω × R
p] such that for all K ⋐ Ω,
for all α, β there exists µ ∈ R and (Cε)ε ∈ EM such that
(2.11) |∂αξ ∂
β
xaε(x, ξ)| ≤ Cε〈ξ〉
µ,
for all x ∈ K, ξ ∈ Rp, ε ∈ (0, 1]. Furthermore, assume that for any r ≥ 1
and K ⋐ Ω there exists µr = µr(K) and (Cr,ε)ε = (Cr,ε(K))ε ∈ EM such
that µr → −∞ as r → +∞ and
(2.12)
∣∣∣∣aε(x, ξ)−
r−1∑
j=0
aj,ε(x, ξ)
∣∣∣∣ ≤ Cr,ε〈ξ〉µr
for all x ∈ K, ξ ∈ Rp, ε ∈ (0, 1]. Then, (aε)ε ∼
∑
j(aj,ǫ)ǫ.
(ii) (i) holds with (aj,ǫ)ǫ ∈ Msc
S
mj
ρ,δ (Ω×R
p)
, the nets (Cε)ε and (Cr,ε)ε of slow
scale type and (aε)ε ∼sc
∑
j(aj,ǫ)ǫ in the sense of Definition 2.1(ii).
The proof of Proposition 2.3 requires the following lemma.
Lemma 2.4. Let K1 and K2 be two compact sets in R
p such that K1 ⊂ IntK2.
Then there exists a constant C > 0 such that for any smooth function f on a
neighborhood of K2, the following estimate holds:(
sup
x∈K1
∑
|α|=1
|Dαf(x)|
)2
≤ C sup
x∈K2
|f(x)|
(
sup
x∈K2
|f(x)|+ sup
x∈K2
∑
|α|=2
|Dαf(x)|
)
.
Proof of Proposition 2.3. (i) By Theorem 2.2 we know that there exists (bε)ε ∈
MSmρ,δ(Ω×Rp) such that (bε)ε ∼
∑
j(aj,ε)ε.We consider the difference dε = aε − bε.
From (2.11) and the moderateness of (bε)ε we have that for all α, β and K ⋐ Ω
there exist (C′ε)ε and µ
′ such that
(2.13) |∂αξ ∂
β
xdε(x, ξ)| ≤ C
′
ε〈ξ〉
µ′ ,
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for all x ∈ K, ξ ∈ Rp and ε ∈ (0, 1]. Combining (bε)ε ∼
∑
j(aj,ε)ε with (2.12) we
obtain that for all r > 0 and for all K ⋐ Ω there exists (Cr,ε(K))ε ∈ EM such that
|dε(x, ξ)| ≤ Cr,ε(K)〈ξ〉
−r, x ∈ K, ξ ∈ Rp, ε ∈ (0, 1].
Set dξ,ε(x, θ) = dε(x, ξ+θ). Then, ∂
α
θ ∂
β
xdξ,ε(x, θ)|θ=0 = ∂
α
ξ ∂
β
xd(x, ξ), and applying
Lemma 2.4 withK1 = K×0 andK2 = K ′×{|θ| ≤ 1}, whereK ⊂ IntK ′ ⊂ K ′ ⋐ Ω,
we obtain
(2.14)
(
sup
x∈K
∑
|α+β|=1
|∂αξ ∂
β
xdε(x, ξ)|
)2
≤ C sup
x∈K′,|θ|≤1
|dε(x, ξ + θ)|·
·
(
sup
x∈K′,|θ|≤1
|dε(x, ξ + θ)|+ sup
x∈K′,|θ|≤1
∑
|α+β|=2
|∂αξ ∂
β
xdε(x, ξ + θ)|
)
≤ CCr,ε(K
′) sup
|θ|≤1
〈ξ + θ〉−r
(
Cr,ε(K
′) sup
|θ|≤1
〈ξ + θ〉−r + C′ε(K
′) sup
|θ|≤1
〈ξ + θ〉µ
′(K,2)
)
≤ C′′r,ε(K)〈ξ〉
−r ,
where C′′r,ε(K) ∈ EM . By induction one can prove that for all r > 0, for all K ⋐ Ω
and for all α ∈ Np, β ∈ Nn, there exists a moderate net (cε)ε such that the estimate
|∂αξ ∂
β
xdε(x, ξ)| ≤ cε〈ξ〉
−r
is valid for all x ∈ K, ξ ∈ Rp and ε ∈ (0, 1]. This means that (dε)ε ∈MS−∞(Ω×Rp)
and therefore (aε)ε ∼
∑
j(aj,ε)ε.
(ii) It is clear that when we work with nets of slow scale type then (dε)ε ∈
MscS−∞(Ω×Rp) and (aε)ε ∼sc
∑
j(aj,ǫ)ǫ.
Remark 2.5. Proposition 2.3 can be stated for nets of symbols in MSmρ,δ(Ω×Rp\0)
and MscSmρ,δ(Ω×Rp\0)
. The proof make use of (2.13) when |ξ| ≤ 1 and (2.14) when
|ξ| > 1.
Definition 2.6. Let {mj}j∈N with mj ց −∞ and m0 = m.
(i) Let {aj}j∈N be a sequence of symbols aj ∈ S˜
mj
ρ,δ (Ω × R
p). We say that
the formal series
∑
j aj is the asymptotic expansion of a ∈ S˜
m
ρ,δ(Ω × R
p),
a ∼
∑
j aj for short, iff there exist a representative (aǫ)ǫ of a and, for
every j, representatives (aj,ǫ)ǫ of aj , such that (aǫ)ǫ ∼
∑
j(aj,ǫ)ǫ.
(ii) Let {aj}j∈N be a sequence of symbols aj ∈ S˜
mj ,sc
ρ,δ (Ω × R
p). We say that
the formal series
∑
j aj is the asymptotic expansion of a ∈ S˜
m,sc
ρ,δ (Ω×R
p),
a ∼
∑
j aj for short, iff there exist a representative (aǫ)ǫ of a and, for
every j, representatives (aj,ǫ)ǫ of aj , such that (aǫ)ǫ ∼sc
∑
j(aj,ǫ)ǫ.
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2.6. Generalized pseudodifferential operators
Let Ω be an open subset of Rn and a ∈ S˜mρ,δ(Ω× R
n). The generalized oscillatory
integral (see [15])∫
Ω×Rn
ei(x−y)ξa(x, ξ)u(y) dy d−ξ :=
(∫
Ω×Rn
ei(x−y)ξaε(x, ξ)uε(y) dy d
−ξ
)
ε
+N (Ω),
defines the action of the pseudodifferential operator a(x,D) with generalized sym-
bol a ∈ S˜mρ,δ(Ω×R
n) on u ∈ Gc(Ω). The operator a(x,D) maps Gc(Ω) continuously
into G(Ω) and can be extended to a continuous C˜-linear map from L(G(Ω), C˜) to
L(Gc(Ω), C˜). If a is of slow scale type then a(x,D) maps G∞c (Ω) continuously into
G∞(Ω). Pseudodifferential operators with generalized symbol of order −∞ are reg-
ularizing, in the sense that a(x,D) maps Lb(G(Ω), C˜) to G(Ω) if a ∈ S˜−∞(Ω×Rn)
and Lb(G(Ω), C˜) to G∞(Ω) if a ∈ S˜−∞,sc(Ω×Rn). Clearly, all the previous results
can be stated for pseudodifferential operators given by a generalized amplitude
a(x, y, ξ) ∈ S˜mρ,δ(Ω×Ω×R
n). For a complete overview on generalized pseudodiffer-
ential operators acting on spaces of Colombeau type we advise the reader to refer
to [14, 15, 16]
2.7. Generalized elliptic symbols
One of the main issues in developing a theory of generalized symbols has been the
search for a notion of generalized elliptic symbol. This is obviously related to the
construction of a generalized pseudodifferential parametrix by means of which to
investigate problems of G- and G∞-regularity. In the sequel we recall some of the
results obtain in this direction in [15, 16], which will be employed in Section 5.
We work at the level of representatives and we set ρ = 1, δ = 0. We leave to the
reader the proof of the next proposition which is based on [15, Section 6].
Proposition 2.7. Let (aε)ε ∈MSm(Ω×Rn\0) such that
(e1) for all K ⋐ Ω there exists s ∈ R, (Rε)ε ∈ EM strictly nonzero and η ∈ (0, 1]
such that
|aε(x, ξ)| ≥ ε
s〈ξ〉m,
for all x ∈ K, |ξ| ≥ Rε and ε ∈ (0, η].
Then,
(i) for all K ⋐ Ω, for all α, β ∈ Nn there exist N ∈ N, (Rε)ε ∈ EM strictly
nonzero and η ∈ (0, 1] such that
|∂αξ ∂
β
xaε(x, ξ)| ≤ ε
−N 〈ξ〉−|α||aε(x, ξ)|
for all x ∈ K, |ξ| ≥ Rε and ε ∈ (0, η];
(ii) (i) holds for the net (a−1ε )ε;
(iii) if (a′ε)ε ∈MSm′ (Ω×Rn\0) withm
′ < m then (e1) holds for the net (aε+a
′
ε)ε.
Let (aε)ε ∈M
sc
Sm(Ω×Rn\0) such that
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(e2) for all K ⋐ Ω there exists (sε)ε with (s
−1
ε )ε s.s.n., (Rε)ε s.s.n. and η ∈
(0, 1] such that
|aε(x, ξ)| ≥ sε〈ξ〉
m,
for all x ∈ K, |ξ| ≥ Rε and ε ∈ (0, η].
Then,
(iv) for all K ⋐ Ω, for all α, β ∈ Nn there exist (cε)ε, (Rε)ε s.s.n and η ∈ (0, 1]
such that
|∂αξ ∂
β
xaε(x, ξ)| ≤ cε〈ξ〉
−|α||aε(x, ξ)|
for all x ∈ K, |ξ| ≥ Rε and ε ∈ (0, η];
(v) (i) holds for the net (a−1ε )ε;
(vi) if (a′ε)ε ∈M
sc
Sm′ (Ω×Rn\0)
withm′ < m then (e2) holds for the net (aε+a
′
ε)ε.
Proposition 2.8. Let (aε)ε be a net of elliptic symbols of S
m(Ω× Rn \ 0).
(i) If (aε)ε ∈ MSm(Ω×Rn\0) fulfills condition (e1) then there exists (pε)ε ∈
MS−m(Ω×Rn\0) such that for all ε ∈ (0, 1]
pεaε = 1 + rε,
where (rε)ε ∈MS−∞(Ω×Rn\0).
(ii) If (aε)ε ∈ MscSm(Ω×Rn\0) fulfills condition (e2) then there exists (pε)ε ∈
MscS−m(Ω×Rn\0) such that for all ε ∈ (0, 1]
pεaε = 1 + rε,
where (rε)ε ∈MscS−∞(Ω×Rn\0).
Proof. As in [15, Proposition 6.4] we define pε as
∑
j
a−1ǫ (x, ξ)ϕ
( ξ
Rj,ǫ
)
ψj(x),
where ψj is a partition of unity subordinated to a covering of relatively compact
subsets Ωj of Ω, (Rj,ε)ε is the radius corresponding to Ωj and ϕ is a smooth
function on Rn such that ϕ(ξ) = 0 for |ξ| ≤ 1 and ϕ(ξ) = 1 for |ξ| ≥ 2. From
Proposition 2.7 we have that (e1) yields (pε)ε ∈ MS−m(Ω×Rn\0) and (e2) yields
(pε)ε ∈ M
sc
S−m(Ω×Rn\0). Let K ⋐ Ω. By construction, for all x ∈ K,
pε(x, ξ)aε(x, ξ) = 1 +
( j0∑
j=0
ϕ
( ξ
Rj,ǫ
)ψj(x) − 1
)
= 1 +
j0∑
j=0
(
ϕ
( ξ
Rj,ǫ
)− 1
)
ψj(x),
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and the following estimates hold for all l > 0 and α ∈ Nn \ 0:
sup
ξ 6=0
〈ξ〉l|ϕ
( ξ
Rj,ǫ
)− 1| ≤ sup
|ξ|≤2Rj,ǫ
〈ξ〉l|ϕ
( ξ
Rj,ǫ
)− 1| ≤ cϕ〈2Rj,ε〉
l,
sup
ξ 6=0
〈ξ〉l|∂αξ ϕ
( ξ
Rj,ǫ
)|(Rj,ε)
−|α| ≤ sup
Rj,ε≤|ξ|≤2Rj,ǫ
〈ξ〉l|∂αξ ϕ
( ξ
Rj,ǫ
)|(Rj,ε)
−|α|
≤ cϕ〈2Rj,ε〉
l(Rj,ε)
−|α|.
We deduce that (pεaε − 1)ε belongs to MS−∞(Ω×Rn\0) under the hypothesis (e1)
on (aε)ε and that (pεaε−1)ε belongs toMscS−∞(Ω×Rn\0) under the hypothesis (e2)
on (aε)ε.
2.8. Microlocal analysis in the Colombeau context: generalized wave front sets in
L(Gc(Ω), C˜)
In this subsection we recall the basic notions of microlocal analysis which involve
the duals of the Colombeau algebras Gc(Ω) and G(Ω) and have been developed in
[14]. In this generalized context the role which is classically played by S (Rn) is
given to the Colombeau algebra G
S
(Rn) := GS (Rn). GS (R
n) is topologized as in
Subsection 2.2 and its dual L(G
S
(Rn), C˜) is endowed with the topology of uniform
convergence on bounded subsets. In the sequel Gτ (Rn) denotes the Colombeau
algebra of tempered generalized functions defined as the quotient Eτ (Rn)/Nτ (Rn),
where Eτ (Rn) is the algebra of all τ-moderate nets (uε)ε ∈ Eτ [Rn] := OM (Rn)(0,1]
such that
∀α ∈ Nn ∃N ∈ N sup
x∈Rn
(1 + |x|)−N |∂αuε(x)| = O(ε
−N ) as ε→ 0
and Nτ (Rn) is the ideal of all τ-negligible nets (uε)ε ∈ Eτ [Rn] such that
∀α ∈ Nn ∃N ∈ N ∀q ∈ N sup
x∈Rn
(1 + |x|)−N |∂αuε(x)| = O(ε
q) as ε→ 0.
Theorem 3.8 in [12] shows that we have the chain of continuous embeddings
G
S
(Rn) ⊆ Gτ (R
n) ⊆ L(G
S
(Rn), C˜).
Moreover, since for any u ∈ Gc(Ω) with suppu ⊆ K ⋐ Ω and any K ′ ⋐ Ω with
K ⊂ IntK ′ one can find a representative (uε)ε with suppuε ⊆ K ′ for all ε ∈ (0, 1],
we have that Gc(Ω) is continuously embedded into GS (R
n).
The Fourier transform on G
S
(Rn), L(G
S
(Rn), C˜) and L(G(Ω), C˜). The
Fourier transform on G
S
(Rn) is defined by the corresponding transformation at
the level of representatives, as follows:
F : G
S
(Rn)→ G
S
(Rn) : u→ [(ûε)ε].
F is a C˜-linear continuous map from G
S
(Rn) into itself which extends to the dual
in a natural way. In detail, we define the Fourier transform of T ∈ L(G
S
(Rn), C˜)
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as the functional in L(G
S
(Rn), C˜) given by
F(T )(u) = T (Fu).
As shown in [14, Remark 1.5] L(G(Ω), C˜) is embedded in L(G
S
(Rn), C˜) by means
of the map
L(G(Ω), C˜)→ L(G
S
(Rn), C˜) : T →
(
u→ T ((uε|Ω)ε +N (Ω))
)
.
In particular, when T is a basic functional in L(G(Ω), C˜) we have from [14, Propo-
sition 1.6, Remark 1.7] that the Fourier transform of T is the tempered gener-
alized function obtained as the action of T (y) on e−iyξ, i.e., F(T ) = T (e−i·ξ) =
(Tε(e
−i·ξ))ε +Nτ (Rn).
Generalized wave front sets of a functional in L(Gc(Ω), C˜). The notions
of G-wave front set and G∞-wave front set of a functional in L(Gc(Ω), C˜) have
been introduced in [14] as direct analogues of the distributional wave front set
in [20]. They employ a subset of the space GscSm(Ω×Rn) of generalized symbols of
slow scale type denoted by S˜
m
sc(Ω × R
n) (see [16, Definition 1.1]) and a suitable
notion of slow scale micro-ellipticity [16, Definition 1.2]. In detail, (x0, ξ0) 6∈WFG T
(resp. (x0, ξ0) 6∈ WFG∞ T ) if there exists a(x,D) properly supported with a ∈
S˜
0
sc(Ω×R
n) such that a is slow scale micro-elliptic at (x0, ξ0) and a(x,D)T ∈ G(Ω)
(resp. a(x,D)T ∈ G∞(Ω)).
When T is a basic functional of L(Gc(Ω), C˜), Proposition 3.14 in [14] proves that
one can limit to classical properly supported pseudodifferential operators in the
definition of WFG T and WFG∞ T . More precisely,
(2.15) Wcl,G(T ) :=
⋂
AT∈G(Ω)
Char(A)
and
(2.16) Wcl,G∞(T ) :=
⋂
AT∈G∞(Ω)
Char(A)
where the intersections are taken over all the classical properly supported operators
A ∈ Ψ0(Ω) such that AT ∈ G(Ω) in (2.15) and AT ∈ G∞(Ω) in (2.16). WFGT
and WFG∞T are both closed conic subsets of T
∗(Ω) \ 0 and, as proved in [14,
Proposition 3.5],
πΩ(WFGT ) = sing suppGT
and
πΩ(WFG∞T ) = sing suppG∞T.
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Characterization of WFGT and WFG∞T when T is a basic functional.
We will employ a useful characterization of the G-wave front set and the G∞-wave
front set valid for functionals which are basic. It involves the sets of generalized
functions GS ,0(Γ) and G∞S,0(Γ), defined on the conic subset Γ of R
n \ 0, as follows:
GS ,0(Γ) := {u ∈ Gτ (R
n) : ∃(uε)ε ∈ u ∀l ∈ R ∃N ∈ N
sup
ξ∈Γ
〈ξ〉l|uε(ξ)| = O(ε
−N ) as ε→ 0},
G∞S,0(Γ) := {u ∈ Gτ (R
n) : ∃(uε)ε ∈ u ∃N ∈ N ∀l ∈ R
sup
ξ∈Γ
〈ξ〉l|uε(ξ)| = O(ε
−N ) as ε→ 0}.
Let T ∈ L(Gc(Ω), C˜). Theorem 3.13 in [14] shows that:
(i) (x0, ξ0) 6∈ WFGT if and only if there exists a conic neighborhood Γ of ξ0
and a cut-off function ϕ ∈ C∞c (Ω) with ϕ(x0) = 1 such that F(ϕT ) ∈
GS ,0(Γ).
(ii) (x0, ξ0) 6∈ WFG∞T if and only if there exists a conic neighborhood Γ of
ξ0 and a cut-off function ϕ ∈ C∞c (Ω) with ϕ(x0) = 1 such that F(ϕT ) ∈
G∞
S,0(Γ).
3. Generalized oscillatory integrals: definition
This section is devoted to a notion of oscillatory integral where both the amplitude
and the phase function are generalized objects of Colombeau type.
In the sequel Ω is an arbitrary open subset of Rn. We recall that φ(y, ξ) is
a phase function on Ω× Rp if it is a smooth function on Ω× Rp \ 0, real valued,
positively homogeneous of degree 1 in ξ with ∇y,ξφ(y, ξ) 6= 0 for all y ∈ Ω and ξ ∈
Rp\0. We denote the set of all phase functions on Ω×Rp by Φ(Ω×Rp) and the set of
all nets in Φ(Ω×Rp)(0,1] by Φ[Ω×Rp]. The notations concerning classes of symbols
have been introduced in Subsection 2.4. The proofs of the statements collected in
this section can be found in [18]. In the paper [18] the authors deal with generalized
symbols in S˜mρ,δ(Ω×R
p) as well as with regular generalized symbols. This last class
of symbols is modelled on the subalgebra G∞(Ω) of regular generalized functions
and contains the generalized symbols of slow scale type as a submodule. Even
though many statements of Section 3, 4 and 6 hold for regular symbols as well,
for the sake of simplicity and in order to have uniformity of assumptions between
phase functions and symbols, we limit in this work to consider S˜mρ,δ(Ω × R
p) and
the smaller class S˜m,scρ,δ (Ω× R
p) of generalized symbols of slow scale type.
Definition 3.1. An element of MΦ(Ω × Rp) is a net (φε)ε ∈ Φ[Ω × Rp] satisfying
the conditions:
(i) (φε)ε ∈ MS1hg(Ω×Rp\0),
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(ii) for all K ⋐ Ω the net(
inf
y∈K,ξ∈Rp\0
∣∣∣∣∇φε
(
y,
ξ
|ξ|
)∣∣∣∣2
)
ε
is strictly nonzero.
OnMΦ(Ω×Rp) we introduce the equivalence relation ∼ as follows: (φε)ε ∼ (ωε)ε
if and only if (φε − ωε) ∈ NS1hg(Ω×Rp\0). The elements of the factor space
Φ˜(Ω× Rp) :=MΦ(Ω× R
p)/∼.
will be called generalized phase functions.
We shall employ the equivalence class notation [(φε)ε] for φ ∈ Φ˜(Ω × Rp).
When (φε)ε is a net of phase functions, i.e. (φε)ε ∈ Φ[Ω×Rp], Lemma 1.2.1 in [20]
shows that there exists a family of partial differential operators (Lφε)ε such that
tLφεe
iφε = eiφε for all ε ∈ (0, 1]. Lφε is of the form
(3.1)
p∑
j=1
aj,ε(y, ξ)
∂
∂ξj
+
n∑
k=1
bk,ε(y, ξ)
∂
∂yk
+ cε(y, ξ),
where the coefficients (aj,ε)ε belong to S
0[Ω× Rp] and (bk,ε)ε, (cε)ε are elements
of S−1[Ω × Rp]. The following technical lemma is crucial in proving Proposition
3.3.
Lemma 3.2.
(i) Let ϕφε(y, ξ) := |∇φε(y, ξ/|ξ|)|
−2. If (φε)ε ∈MΦ(Ω× Rp) then
(ϕφε)ε ∈ MS0hg(Ω×Rp\0).
(ii) If (φε)ε, (ωε)ε ∈ MΦ(Ω× Rp) and (φε)ε ∼ (ωε)ε then(
(∂ξjφε)ϕφε − (∂ξjωε)ϕωε
)
ε
∈ NS0
hg
(Ω×Rp\0)
for all j = 1, ..., p and(
(∂ykφε)|ξ|
−2ϕφε − (∂ykωε)|ξ|
−2ϕωε
)
ε
∈ NS−1
hg
(Ω×Rp\0)
for all k = 1, ..., n.
Proposition 3.3.
(i) If (φε)ε ∈ MΦ(Ω × Rp) then (aj,ε)ε ∈ MS0(Ω×Rp) for all j = 1, ..., p, (bk,ε)ε ∈
MS−1(Ω×Rp) for all k = 1, ..., n, and (cε)ε ∈ MS−1(Ω×Rp).
(ii) If (φε)ε, (ωε)ε ∈ MΦ(Ω× Rp) and (φε)ε ∼ (ωε)ε then
Lφε − Lωε =
p∑
j=1
a′j,ε(y, ξ)
∂
∂ξj
+
n∑
k=1
b′k,ε(y, ξ)
∂
∂yk
+ c′ε(y, ξ),
where (a′j,ε)ε ∈ NS0(Ω×Rp), (b
′
k,ε)ε ∈ NS−1(Ω×Rp) and (c
′
ε)ε ∈ NS−1(Ω×Rp) for all
j = 1, ..., p and k = 1, ..., n.
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As a consequence of Propositions 3.3 we can claim that any generalized phase
function φ ∈ Φ˜(Ω× Rp) defines a generalized partial differential operator
Lφ(y, ξ, ∂y, ∂ξ) =
p∑
j=1
aj(y, ξ)
∂
∂ξj
+
n∑
k=1
bk(y, ξ)
∂
∂yk
+ c(y, ξ)
whose coefficients {aj}
p
j=1 and {bk}
n
k=1, c are generalized symbols in S˜
0(Ω × Rp)
and S˜−1(Ω×Rp), respectively. By construction, Lφ maps S˜mρ,δ(Ω×R
p) continuously
into S˜m−sρ,δ (Ω×R
p), where s = min{ρ, 1−δ}. Hence Lkφ is continuous from S˜
m
ρ,δ(Ω×
Rp) to S˜m−ksρ,δ (Ω× R
p).
Before stating the next proposition we recall a classical lemma valid any
symbol φ ∈ S1(Ω× Rp \ 0).
Lemma 3.4. For all α ∈ Np and β ∈ Nn,
∂αξ ∂
β
y e
iφ(y,ξ) =
∑
k≤|α+β|,
α1+α2+...+αk=α
β1+β2+...+βk=β
cα1,...,αk,β1,...,βk ∂
α1
ξ ∂
β1
y φ(y, ξ)...∂
αk
ξ ∂
βk
y φ(y, ξ).
It follows that
∂αξ ∂
β
y e
iφ(y,ξ) = eiφ(y,ξ)aα,β(y, ξ),
where aα,β ∈ S|β|(Ω× Rp \ 0) and
(3.2) |aα,β |
(|β|)
K,j ≤ c sup
y∈K,ξ 6=0
sup
|γ+δ|≤|α+β|+j
〈ξ〉−1+|γ||∂γξ ∂
δ
yφ(y, ξ)|,
where the constant c depends only on α, β, and j.
From (3.2) we have that
(φε)ε ∈MS1(Ω×Rp\0) ⇒ (aα,β,ε)ε ∈MS|β|(Ω×Rp\0)
or more in general that the net (aα,β,ε)ε has the “ε-scale properties” of (φε)ε.
Proposition 3.5. Let φ ∈ Φ˜(Ω× Rp). The exponential
eiφ(y,ξ)
is a well-defined element of S˜10,1(Ω× R
p \ 0).
Proof. From Lemma 3.4 we have that if (φε)ε ∈ MΦ(Ω × R
p) then (eiφε(y,ξ))ε ∈
MS00,1(Ω×Rp\0). When (φε)ε ∼ (ωε)ε, the equality
eiωε(y,ξ) − eiφε(y,ξ) = eiωε(y,ξ)
(
1− ei(φε−ωε)(y,ξ)
)
= eiωε(y,ξ)
p∑
j=1
ei(φε−ωε)(y,θξ)∂ξj (φε − ωε)(y, θξ)iξj ,
with θ ∈ (0, 1), implies that
(3.3) sup
y∈K,ξ∈Rp\0
|ξ|−1
∣∣eiωε(y,ξ) − eiφε(y,ξ)∣∣ = O(εq)
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for all q ∈ N. At this point writing ∂αξ ∂
β
y (e
iωε(y,ξ) − eiφε(y,ξ)) as
∂αξ ∂
β
y e
iωε(y,ξ)
(
1− ei(φε−ωε)(y,ξ)
)
+
+
∑
α′<α,β′<β
(
α
α′
)(
β
β′
)
∂α
′
ξ ∂
β′
y e
iωε(y,ξ)
(
− ∂α−α
′
ξ ∂
β−β′
y e
i(φε−ωε)(y,ξ)
)
we obtain the characterizing estimate of a net in NS10,1(Ω×Rp\0), using (3.3) the
moderateness of (eiωε(y,ξ))ε and Lemma 3.4.
By construction of the operator Lφ the equality
tLφe
iφ = eiφ holds in
S˜10,1(Ω × R
p \ 0). In addition, Proposition 3.5 and the properties of Lkφ allow to
conclude that
eiφ(y,ξ)Lkφ(a(y, ξ)u(y))
is a generalized symbol in S˜m−ks+10,1 (Ω×R
p) which is integrable on Ω×Rp in the
sense of Section 2 when m− ks+1 < −p. From now on we assume that ρ > 0 and
δ < 1.
Definition 3.6. Let φ ∈ Φ˜(Ω×Rp), a ∈ S˜mρ,δ(Ω×R
p) and u ∈ Gc(Ω). The generalized
oscillatory integral ∫
Ω×Rp
eiφ(y,ξ)a(y, ξ)u(y) dy d−ξ
is defined as ∫
Ω×Rp
eiφ(y,ξ)Lkφ(a(y, ξ)u(y)) dy d
−ξ
where k is chosen such that m− ks+ 1 < −p.
The functional
Iφ(a) : Gc(Ω)→ C˜ : u→
∫
Ω×Rp
eiφ(y,ξ)a(y, ξ)u(y) dy d−ξ
belongs to the dual L(Gc(Ω), C˜). Indeed, by (2.7), the continuity of Lkφ and of the
product between generalized symbols we have that the map
Gc(Ω)→ S˜
m−ks+1
0,1 (Ω× R
p) : u→ eiφ(y,ξ)Lkφ(a(y, ξ)u(y))
is continuous and thus, by an application of the integral on Ω× Rp, the resulting
functional Iφ(a) is continuous.
4. Generalized Fourier integral operators
Definition and mapping properties
We now study oscillatory integrals where an additional parameter x, varying in
an open subset Ω′ of Rn
′
, appears in the phase function φ and in the symbol a.
The dependence on x is investigated in the Colombeau context. We denote by
Φ[Ω′; Ω×Rp] the set of all nets (φε)ε∈(0,1] of continuous functions on Ω
′ ×Ω×Rp
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which are smooth on Ω′×Ω×Rp \ {0} and such that (φε(x, ·, ·))ε ∈ Φ[Ω×R
p] for
all x ∈ Ω′.
Definition 4.1. An element of MΦ(Ω′; Ω × Rp) is a net (φε)ε ∈ Φ[Ω′; Ω × Rp]
satisfying the conditions:
(i) (φε)ε ∈ MS1
hg
(Ω′×Ω×Rp\0),
(ii) for all K ′ ⋐ Ω′ and K ⋐ Ω the net
(4.1)
(
inf
x∈K′,y∈K,ξ∈Rp\0
∣∣∣∣∇y,ξφε
(
x, y,
ξ
|ξ|
)∣∣∣∣2
)
ε
is strictly nonzero.
On MΦ(Ω′; Ω × Rp) we introduce the equivalence relation ∼ as follows: (φε)ε ∼
(ωε)ε if and only if (φε−ωε)ε ∈ NS1hg(Ω′×Ω×Rp\0). The elements of the factor space
Φ˜(Ω′; Ω× Rp) :=MΦ(Ω
′; Ω× Rp)/ ∼ .
are called generalized phase functions with respect to the variables in Ω× Rp.
Lemma 3.2 as well as Proposition 3.3 can be adapted to nets in MΦ(Ω
′; Ω×
Rp). More precisely, the operator
(4.2) Lφε(x; y, ξ, ∂y, ∂ξ) =
p∑
j=1
aj,ε(x, y, ξ)
∂
∂ξj
+
n∑
k=1
bk,ε(x, y, ξ)
∂
∂yk
+ cε(x, y, ξ)
defined for any value of x by (3.1), has the property tLφε(x,·,·)e
iφε(x,·,·) = eiφε(x,·,·)
for all x ∈ Ω′ and ε ∈ (0, 1] and its coefficients depend smoothly on x ∈ Ω′.
Lemma 4.2.
(i) Let
(4.3) ϕφε(x, y, ξ) := |∇y,ξφε(x, y, ξ/|ξ|)|
−2.
If (φε)ε ∈ MΦ(Ω′; Ω× Rp) then (ϕφε)ε ∈ MS0hg(Ω′×Ω×Rp\0).
(ii) If (φε)ε, (ωε)ε ∈ MΦ(Ω
′; Ω× Rp) and (φε)ε ∼ (ωε)ε then(
(∂ξjφε)ϕφε − (∂ξjωε)ϕωε
)
ε
∈ NS0hg(Ω′×Ω×Rp\0)
for all j = 1, ..., p and(
(∂ykφε)|ξ|
−2ϕφε − (∂ykωε)|ξ|
−2ϕωε
)
ε
∈ NS−1hg (Ω′×Ω×Rp\0)
for all k = 1, ..., n.
Proposition 4.3.
(i) If (φε)ε ∈ MΦ(Ω′; Ω × Rp) then the coefficients occurring in (4.2) satisfy the
following: (aj,ε)ε ∈ MS0(Ω′×Ω×Rp) for all j = 1, ..., p, (bk,ε)ε ∈ MS−1(Ω′×Ω×Rp)
for all k = 1, ..., n, and (cε)ε ∈ MS−1(Ω′×Ω×Rp).
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(ii) If (φε)ε, (ωε)ε ∈ MΦ(Ω
′; Ω× Rp) and (φε)ε ∼ (ωε)ε then
(4.4) Lφε − Lωε =
p∑
j=1
a′j,ε(x, y, ξ)
∂
∂ξj
+
n∑
k=1
b′k,ε(x, y, ξ)
∂
∂yk
+ c′ε(x, y, ξ),
where (a′j,ε)ε ∈ NS0(Ω′×Ω×Rp), (b
′
k,ε)ε ∈ NS−1(Ω′×Ω×Rp) and (c
′
ε)ε∈ NS−1(Ω′×Ω×Rp)
for all j = 1, ..., p and k = 1, ..., n.
Proposition 4.3 yields that any generalized phase function φ in Φ˜(Ω′; Ω×Rp)
defines a partial differential operator
(4.5) Lφ(x; y, ξ, ∂y, ∂ξ) =
p∑
j=1
aj(x, y, ξ)
∂
∂ξj
+
n∑
k=1
bk(x, y, ξ)
∂
∂yk
+ c(x, y, ξ)
with coefficients aj ∈ S˜0(Ω′×Ω×Rp), bk, c ∈ S˜−1(Ω′×Ω×Rp) such that tLφeiφ =
eiφ holds in S˜10,1(Ω
′ × Ω × Rp \ 0). Arguing as in Proposition 3.5 we obtain that
eiφ(x,y,ξ) is a well-defined element of S˜10,1(Ω
′ ×Ω×Rp \ 0). The usual composition
argument implies that the map
Gc(Ω)→ S˜
m−ks+1
0,1 (Ω
′ × Ω× Rp) : u→ eiφ(x,y,ξ)Lkφ(a(x, y, ξ)u(y))
is continuous.
The oscillatory integral
Iφ(a)(u)(x) =
∫
Ω×Rp
eiφ(x,y,ξ)a(x, y, ξ)u(y) dy d−ξ
:=
∫
Ω×Rp
eiφ(x,y,ξ)Lkφ(a(x, y, ξ)u(y)) dy d
−ξ,
where φ ∈ Φ˜(Ω′; Ω × Rp) and a ∈ S˜mρ,δ(Ω
′ × Ω × Rp) is an element of C˜ for fixed
x ∈ Ω′. In particular, Iφ(a)(u) is the integral on Ω×Rp of a generalized amplitude
in S˜l0,1(Ω
′ × Ω × Rp) having compact support in y. The order l can be chosen
arbitrarily low.
Theorem 4.4. Let φ ∈ Φ˜(Ω′; Ω× Rp), a ∈ S˜mρ,δ(Ω
′ × Ω × Rp) and u ∈ Gc(Ω). The
generalized oscillatory integral
(4.6) Iφ(a)(u)(x) =
∫
Ω×Rp
eiφ(x,y,ξ)a(x, y, ξ)u(y) dy d−ξ
defines a generalized function in G(Ω′) and the map
(4.7) A : Gc(Ω)→ G(Ω
′) : u→ Iφ(a)(u)
is continuous.
The operator A defined in (4.7) is called generalized Fourier integral operator
with amplitude a ∈ S˜mρ,δ(Ω
′ × Ω× Rp) and phase function φ ∈ Φ˜(Ω′; Ω× Rp).
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Example. Our outline of a basic theory of Fourier integral operators with Colom-
beau generalized amplitudes and phase functions is motivated to a large extent by
potential applications in regularity theory for generalized solutions to hyperbolic
partial (or pseudo-) differential equations with distributional or Colombeau-type
coefficients (or symbols) and data (cf. [25, 30, 34]). To illustrate the typical situa-
tion we consider here the following simple model: let u ∈ G(R2) be the solution of
the generalized Cauchy-problem
∂tu+ c ∂xu+ b u = 0(4.8)
u |t=0 = g,(4.9)
where g belongs to Gc(R) and the coefficients b, c ∈ G(R2). Furthermore, b, c,
as well as ∂xc are assumed to be of local L
∞-log-type (concerning growth with
respect to the regularization parameter, cf. [34]), c being generalized real-valued
and globally bounded in addition. Let γ ∈ G(R3) be the unique (global) solution
of the corresponding generalized characteristic ordinary differential equation
d
ds
γ(x, t; s) = c(γ(x, t; s), s)
γ(x, t; t) = x.
Then u is given in terms of γ by u(x, t) = g(γ(x, t; 0)) exp(−
∫ t
0 b(γ(x, t; r), r) dr).
Writing g as the inverse of its Fourier transform we obtain the Fourier integral
representation
(4.10) u(x, t) =
∫∫
ei(γ(x,t;0)−y)ξ a(x, t, y, ξ) g(y) dy d−ξ,
where a(x, t, y, ξ) := exp(−
∫ t
0 b(γ(x, t; r), r) dr) is a generalized amplitude of order
0. The phase function φ(x, t, y, ξ) := (γ(x, t; 0)− y)ξ has (full) gradient
(∂xγ(x, t; 0), ∂tγ(x, t; 0),−ξ, γ(x, t; 0)− y)
and thus defines a generalized phase function φ. Therefore (4.10) reads u = Ag
where A : Gc(R)→ G(R2) is a generalized Fourier integral operator.
Regularity properties
We now investigate the regularity properties of the generalized Fourier integral
operator A. We will prove that for appropriate generalized phase functions and
generalized amplitudes, A maps G∞c (Ω) into G
∞(Ω′). The following example shows
that a G∞-kind of regularity assumption for the net (φε)ε with respect to the
parameter ε does not entail the desired mapping property.
Example. Let n = n′ = p = 1 and Ω = Ω′ = R and φε(x, y, ξ) = (x − εy)ξ. Then
(φε)ε ∈ MΦ(R;R× R) and in particular we have N = 0 in all moderateness esti-
mates (see Definition 4.1(i))) and |∇y,ξφε(x, y, ξ/|ξ|)|2 ≥ ε2. Choose the amplitude
a identically equal to 1. The corresponding generalized operator A does not map
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G∞c (R) into G
∞(R). Indeed, for 0 6= f ∈ C∞c (R) we have that
A[(f)ε] =
[(∫
R×R
ei(x−εy)ξf(y) dy d−ξ
)
ε
]
= [(ε−1f(x/ε))ε] ∈ G(R) \ G
∞(R).
This example suggests that a stronger notion of regularity on generalized
phase functions has to be designed. Such is provided by the concept of slow scale
net.
Definition 4.5. We say that φ ∈ Φ˜(Ω′; Ω × Rp) is a slow scale generalized phase
function in the variables of Ω × Rp if it has a representative (φε)ε fulfilling the
conditions
(i) (φε)ε ∈ MscS1hg(Ω′×Ω×Rp\0)
,
(ii) for all K ′ ⋐ Ω′ and K ⋐ Ω the net (4.1) is slow scale-strictly nonzero.
In the sequel the set of all (φε)ε ∈ Φ[Ω′; Ω × Rp] fulfilling (i) and (ii) in
Definition 4.5 will be denoted by MscΦ (Ω
′; Ω × Rp) while we use Φ˜sc(Ω′; Ω × Rp)
for the set of slow scale generalized functions as above. Similarly, using ∇x,y,ξ in
place of ∇y,ξ in (ii) we define the space Φ˜sc(Ω′×Ω×Rp) of slow scale generalized
phase functions on Ω′ × Ω × Rp. We refer to [18, Section 3] for the proof of the
following theorem.
Theorem 4.6. Let φ ∈ Φ˜sc(Ω′; Ω× Rp).
(i) If a ∈ S˜m,scρ,δ (Ω
′ × Ω × Rp) the corresponding generalized Fourier integral
operator
A : u→
∫
Ω×Rp
eiφ(x,y,ξ)a(x, y, ξ)u(y) dy d−ξ
maps G∞c (Ω) continuously into G
∞(Ω′).
(ii) If a ∈ S˜−∞,sc(Ω′×Ω×Rp) then A maps Gc(Ω) continuously into G∞(Ω′).
Extension to the dual
Finally, we prove that under suitable hypotheses on the generalized phase function
φ ∈ Φ˜(Ω′ × Ω× Rp), the definition of the generalized Fourier integral operator A
can be extended to the dual L(G(Ω), C˜).
Definition 4.7. We say that φ ∈ Φ˜(Ω′ × Ω × Rp) is a generalized operator phase
function if it has a representative (φε)ε of operator phase functions satisfying the
conditions (i) and (ii) of Definition 4.1 and such that
(iii) for all K ′ ⋐ Ω′ and K ⋐ Ω the net(
inf
x∈K′,y∈K,ξ∈Rp\0
∣∣∣∣∇x,ξφε
(
x, y,
ξ
|ξ|
)∣∣∣∣2
)
ε
is strictly nonzero.
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It is clear that when φ is a generalized operator phase function then by
Theorem 4.4 the oscillatory integral
(4.11)
∫
Ω′×Rp
eiφ(x,y,ξ)a(x, y, ξ)v(x) dx d−ξ,
where a ∈ S˜mρ,δ(Ω
′×Ω×Rp) and v ∈ Gc(Ω′), defines a generalized function in G(Ω)
and a continuous C˜-linear operator from Gc(Ω
′) to G(Ω). More precisely, we have
the following result.
Proposition 4.8. Let φ be a generalized operator phase function on Ω′ × Ω × Rp,
a ∈ S˜mρ,δ(Ω
′ × Ω × Rp) and A : Gc(Ω) → G(Ω
′) the generalized Fourier integral
operator given by (4.6)-(4.7). Then,
(i) the transposed tA of A is the generalized Fourier integral operator given
by (4.11);
(ii) the operator A can be extended to a continuous C˜-linear map acting from
L(G(Ω), C˜) to L(Gc(Ω′), C˜).
Proof. Working at the level of representatives, the proof of the first assertion is a
simple application of the corresponding classical result. It follows that A can be
extended to a C˜-linear map from L(G(Ω), C˜) to L(Gc(Ω
′), C˜) by setting
A(T )(u) = T ( tAu),
for all T ∈ L(G(Ω), C˜) and u ∈ Gc(Ω′). Finally, let B a bounded subset of Gc(Ω′).
From the continuity of tA and T we have that
sup
u∈B
|A(T )(u)|e = sup
u∈B
|T ( tAu)| = sup
v∈ tA(B)
|T (v)|,
where tA(B) is a bounded subset of G(Ω). This shows that A : L(G(Ω), C˜) →
L(Gc(Ω′), C˜) is continuous.
5. Composition of a generalized Fourier integral operator with a
generalized pseudodifferential operator
Generalized Fourier integral operators of the type Fω(b)
Let Ω and Ω′ be open subsets of Rn and Rn
′
respectively. We now focus on oper-
ators of the form
(5.1) Fω(b)(u)(x) =
∫
Rn
eiω(x,η)b(x, η)û(η) d−η,
where ω ∈ S˜1hg(Ω
′ × Rn \ 0), b ∈ S˜m(Ω′ × Rn) and u ∈ Gc(Ω).
Note that φ(x, y, η) := ω(x, η) − yη is a well-defined generalized phase function
belonging to Φ˜(Ω′; Ω×Rn). Indeed, for any (ωε)ε representative of ω we have that
(ωε(x, η)−yη)ε ∈ MS1hg(Ω′×Ω×Rn), if (ωε−ω
′
ε)ε ∈ NS1hg(Ω′×Rn) then (ωε−yη−ω
′
ε+
yη)ε ∈ NS1hg(Ω′×Ω×Rn) and |∇y,ηφ(x, y, η)| = |(−η,∇ηω−y)| ≥ |η|. In particular it
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follows that for any representative φε := ωε(x, η) − yη and any K
′
⋐ Ω′, K ⋐ Ω,
the net inf
x∈K′,y∈K,η∈Rn\0
|∇y,ηφε
(
x, y,
η
|η|
)
| is slow scale-strictly non-zero.
We recall that by Lemma 3.4, the estimate (3.2) and Proposition 3.5
- if ω ∈ S˜1hg(Ω
′ × Rn \ 0) then eiω(x,η) ∈ S˜10,1(Ω
′ × Rn) and
∂αη ∂
β
x e
iω(x,η) = eiω(x,η)aα,β(x, η),
where aα,β ∈ S˜ |β|(Ω′×Rn\0) and the equality is intended in the space S˜
1+|β|
0,1 (Ω
′×
Rn \ 0);
- if ω ∈ S˜ 1,schg (Ω
′ × Rn \ 0) then aα,β ∈ S˜ |β|,sc(Ω′ × Rn \ 0).
An immediate application of Theorem 4.4 and Proposition 4.8 yields the
following mapping properties.
Proposition 5.1.
(i) If ω ∈ S˜1hg(Ω
′ × Rn \ 0) and b ∈ S˜m(Ω′ × Rn) then Fω(b) maps Gc(Ω)
continuously into G(Ω′).
(ii) If ω ∈ S˜1hg(Ω
′ × Rn \ 0) has a representative (ωε)ε ∈ Φ[Ω′ × Rn] such that
for all K ′ ⋐ Ω′ (
inf
x∈K′,η∈Rn\0
|∇xωε
(
x,
η
|η|
)
|
)
ε
is strictly non-zero, then Fω(b) can be extended to a continuous C˜-linear
map from L(G(Ω), C˜) to L(Gc(Ω′), C˜).
(iii) If ω ∈ S˜ 1,schg (Ω
′×Rn \ 0) and b ∈ S˜m,sc(Ω′ ×Rn) then Fω(b) maps G∞c (Ω)
continuously into G∞(Ω′).
(iv) If suppxb ⋐ Ω
′ then Fω(b) maps Gc(Ω) into Gc(Ω′) and under the assump-
tions of (ii) maps L(G(Ω), C˜) into L(G(Ω′), C˜).
Proof. The first assertion is clear from Theorem 4.4 and the second one from
Proposition 4.8(ii).
(iii) Lemma 3.4 and the considerations which precede this proposition entail
∂βxFω(b)(u)(x) =
∑
β′≤β
(
β
β′
)∫
Rn
eiω(x,η)aβ′(x, η)∂
β−β′b(x, η)û(η), d−η,
where aβ′ ∈ S˜|β
′|,sc(Ω′ × Rn \ 0). Hence, if b ∈ S˜m,sc(Ω′ × Rn) and u ∈ G∞c (Ω)
then Fω(b) ∈ G
∞(Ω′). Moreover, since for all β ∈ Nn
′
and K ′ ⋐ Ω′ there exists
h ∈ N and c > 0 such that for all g ∈ C∞K (Ω) and ε ∈ (0, 1] the estimate
sup
x∈K′
|∂βFωε(bε)(g)(x)| ≤ cmax
β′≤β
|aβ′,ε|
(|β′|)
K′,0 |bε|
(m)
K′,|β| sup
y∈K,|γ|≤h
|∂γg(y)|,
holds, we conclude that when [(aβ′,ε)ε] and [(bε)ε] are symbols of slow scale type
then the map Fω(b) : G∞c (Ω)→ G
∞(Ω′) is continuous.
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(iv) If suppxb ⋐ Ω
′ from the first assertion we have that Fω(b) ∈ Gc(Ω
′). Un-
der the assumptions of (ii) for the phase function ω we have that tFω(b) maps
G(Ω′) continuously into G(Ω) and therefore Fω(b) can be extended to a map from
L(G(Ω), C˜) to L(G(Ω′), C˜).
Remark 5.2. Taking Ω = Rn and noting that Gc(Ω′) ⊆ Gc(Rn), it is clear that Fω(b)
maps Gc(Rn) into Gc(Rn) when suppxb ⋐ Ω
′. In addition, tFω(b) : G(Rn)→ G(Rn)
and Fω(b) : L(G(Rn), C˜)→ L(G(Rn), C˜).
In the sequel we assume Ω = Ω′ ⊆ Rn. Our main purpose is to investigate
the composition a(x,D) ◦ Fω(b), where a(x,D) is a generalized pseudodifferential
operator and Fω(b) a generalized Fourier integral operator as in (5.1). This requires
some technical preliminaries.
Technical preliminaries
The proof of the following lemma can be found in [6, Lemmas A.11, A.12].
Lemma 5.3. Let a ∈ C∞(Ω× Rn \ 0) and ω ∈ C∞(Ω× Rn \ 0). Then,
∂αx ∂
σ
η (a(x,∇xω(x, η)) =
∑
σ′≤σ
(
σ
σ′
) ∑
|β+γ|≤|α|
∑
|σ′′|≤|σ′|
∂βx∂
γ+σ′′
η a(x,∇xω(x, η)) ·
· P σ
′
η,σ′′ (x, η)∂
σ−σ′
η P
α
xβγ(x, η),
where
P σ
′
η,σ′′ (x, η) = 1 if σ
′ = 0,
P σ
′
η,σ′′ =
∑
δ1,...,δq
s1,...,sq
c
s1,...,sq
δ1,...,δq
∂δ1η ∂xs1ω(x, η)...∂
δq
η ∂xsqω(x, η) otherwise,
with q = |σ′′|,
∑q
j=1 |δj | = |σ
′| and
Pαxβγ = 1 if γ = 0,
Pαxβγ =
∑
δ1,...,δr
s1,...,sr
ds1,...,srδ1,...,δr ∂
δ1
x ∂xs1ω(x, η)...∂
δr
x ∂xsrω(x, η) otherwise,
with |γ| = r and
∑r
j=1 |δj |+ |β| = |α|.
Proposition 5.4.
(h1) Let (ωε)ε ∈ MS1hg(Ω × R
n \ 0) such that ∇xωε 6= 0 for all ε ∈ (0, 1] and
for all K ⋐ Ω (
inf
x∈K,η∈Rn\0
∣∣∣∣∇xωε(x, η|η|)
∣∣∣∣
)
ε
is strictly non-zero.
(i) If (aε)ε ∈MSm(Ω×Rn\0) then (aε(x,∇xωε(x, η)))ε ∈ MSm(Ω×Rn\0);
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(ii) if (aε)ε ∈ NSm(Ω×Rn\0) then (aε(x,∇xωε(x, η)))ε ∈ NSm(Ω×Rn\0).
(h2) Let (ωε)ε ∈ MscS1hg
(Ω × Rn \ 0) such that ∇xωε 6= 0 for all ε ∈ (0, 1] and
for all K ⋐ Ω (
inf
x∈K,η∈Rn\0
∣∣∣∣∇xωε(x, η|η|)
∣∣∣∣
)
ε
is slow scale strictly non-zero.
(iii) If (aε)ε ∈M
sc
Sm(Ω×Rn\0) then (aε(x,∇xωε(x, η)))ε ∈ M
sc
Sm(Ω×Rn\0).
(h3) Finally, let (ωε − ω
′
ε)ε ∈ NS1hg(Ω×R
n \ 0) with (ωε)ε and (ω
′
ε)ε satisfying
the hypothesis (h1) above.
(iv) If (aε)ε ∈MSm(Ω×Rn\0) then
(aε(x,∇xωε(x, η)) − aε(x,∇xω
′
ε(x, η)))ε ∈ NSm(Ω×Rn\0).
Proof. From Lemma 5.3 it follows that ∂αx ∂
σ
η (aε(x,∇xωε(x, η)) is a finite sum of
terms of the type
∂α
′
x ∂
σ′
η aε(x,∇xωε(x, η))gα′,σ′,ε(x, η),
where (gα′,σ′,ε)ε is a net of symbols in S
|σ′|−|σ|(Ω× Rn \ 0). Note that (gα′,σ′,ε)ε
depends on (ωε)ε and is actually a finite sum of products of derivatives of (ωε)ε.
One can easily prove that
(ωε)ε ∈MS1hg(Ω× R
n \ 0) ⇒ (gα′,σ′,ε)ε ∈MS|σ′|−|σ|(Ω×Rn\0),
(ωε)ε ∈M
sc
S1hg
(Ω× Rn \ 0) ⇒ (gα′,σ′,ε)ε ∈M
sc
S|σ′|−|σ|(Ω×Rn\0)
.
(5.2)
and that the following
(5.3) ∀α′, σ′ ∈ Nn ∀K ⋐ Ω ∃(λε)ε ∈ R
(0,1] ∀x ∈ K ∀η ∈ Rn \ 0 ∀ε ∈ (0, 1]
|∂α
′
x ∂
σ′
η aε(x,∇xωε(x, η))| ≤ λε〈∇xωε〉
m−|σ′|
holds, with (λε)ε ∈ EM if (aε)ε ∈ MSm(Ω×Rn\0), (λε)ε slow scale net if (aε)ε ∈
MscSm(Ω×Rn\0) and (λε)ε ∈ N if (aε)ε ∈ NSm(Ω×Rn\0). Now, let us consider
(∇xωε(x, η))ε. We have that
(h1) ⇒ ∀K ⋐ Ω ∃r > 0 ∃c1, c2 > 0 ∃η ∈ (0, 1] ∀x ∈ K ∀|η| ≥ 1 ∀ε ∈ (0, η]
〈η〉c1εr ≤ |∇xωε(x, η)| ≤ c2ε−r〈η〉,
(h2) ⇒ ∀K ⋐ Ω ∃(µε)ε s.s.n ∃η ∈ (0, 1] ∀x ∈ K ∀|η| ≥ 1 ∀ε ∈ (0, η]
〈η〉µ−1ε ≤ |∇xωε(x, η)| ≤ µε〈η〉.
Under the hypothesis (h1), combining (5.2) with (5.3) we obtain the assertions (i)
and (ii). Moreover, from the second implications of (5.2) and (5.3) we see that
(h2) yields (iii). It remains to prove that if (h3) holds and (aε)ε is a moderate net
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of symbols then (aε(x,∇xωε(x, η))−aε(x,∇xω
′
ε(x, η)))ε ∈ NSm(Ω×Rn\0). If suffices
to write ∂αx ∂
σ
η (aε(x,∇xωε(x, η)) − aε(x,∇xω
′
ε(x, η))) as the finite sum
(5.4)
∑
α′,σ′
∂α
′
x ∂
σ′
η aε(x,∇xωε(x, η))(gα′,σ′(ωε)− gα′,σ′(ω
′
ε))
+
∑
α′,σ′
[∂α
′
x ∂
σ′
η aε(x,∇xωε(x, η)) − ∂
α′
x ∂
σ′
η aε(x,∇xω
′
ε(x, η))]gα′,σ′(ω
′
ε).
An inspection of Lemma 5.3 shows that the net (gα′,σ′(ωε)− gα′,σ′(ω′ε))ε belongs
to NS|σ′|−|σ|(Ω×Rn\0) and from the hypothesis (h1) on (ωε)ε it follows that the first
summand in (5.4) is an element of NSm−|σ|(Ω×Rn\0). We use Taylor’s formula on
the second summand of (5.4). Therefore, for x varying in a compact set K and for
ε small enough we can estimate
|∂α
′
x ∂
σ′
η aε(x,∇xωε(x, η)) − ∂
α′
x ∂
σ′
η aε(x,∇xω
′
ε(x, η))|
by means of
n∑
j=1
ε−N〈∇xω
′
ε(x, η) + θ(∇xωε(x, η) −∇xω
′
ε(x, η))〉
m−|σ′|−1|∂xj (ωε − ω
′
ε)(x, η)|
≤ εq〈∇xω
′
ε(x, η) + θ(∇xωε(x, η) −∇xω
′
ε(x, η))〉
m−|σ′|−1〈η〉,
where θ ∈ [0, 1]. Since, taking ε small and |η| ≥ 1 the following inequalities
|∇xω
′
ε(x, η) + θ(∇xωε(x, η)−∇xω
′
ε(x, η))| ≥ ε
r〈η〉 − εr+1〈η〉 ≥
εr
2
〈η〉,
|∇xω
′
ε(x, η) + θ(∇xωε(x, η)−∇xω
′
ε(x, η))| ≤ ε
−r〈η〉
hold for some r > 0, we conclude that(
∂α
′
x ∂
σ′
η aε(x,∇xωε(x, η)) − ∂
α′
x ∂
σ′
η aε(x,∇xω
′
ε(x, η))
)
ε
∈ NSm−|σ′|(Ω×Rn\0).
Thus, from (gα′,σ′(ω
′
ε))ε ∈ MS|σ′|−|σ|(Ω×Rn\0) we have that the second summand
of (5.4) belongs to NSm−|σ|(Ω×Rn\0) and the proof is complete.
Corollary 5.5. If a ∈ S˜m(Ω×Rn \ 0) and ω ∈ S˜1hg(Ω×R
n \ 0) has a representative
satisfying condition (h1) of Proposition 5.4 then a(x,∇xω(x, η)) ∈ S˜m(Ω×Rn\0).
If a ∈ S˜m,sc(Ω×Rn \ 0) and ω ∈ S˜1,schg (Ω×R
n \ 0) has a representative satisfying
condition (h2) of Proposition 5.4, then a(x,∇xω(x, η)) ∈ S˜m,sc(Ω× Rn \ 0).
Let ω ∈ S˜1hg(Ω × R
n \ 0) have a representative satisfying (h1). We want to
investigate the properties of
(5.5) Dβz
(
eiω(z,x,η)
)
|z=x,
where ω(z, x, η) := ω(z, η) − ω(x, η) − 〈∇xω(x, η), z − x〉. We make use of the
following technical lemma, whose proof can be found in [7, Proposition 15].
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Lemma 5.6. Let ω ∈ C∞(Ω×Rn \ 0) and ω(z, x, η) as above. Then, for |β| 6= 0,we
have
Dβz e
iω(z,x,η) = eiω(z,x,η)
[
(∇zω(z, η)−∇xω(x, η))
β
+
∑
j1
cj1(∇zω(z, η)−∇xω(x, η))
θj1
n1,j1∏
j2=1
∂
γj1,j2
z ω(z, η)
+
∑
j1
c′j1
n2,j1∏
j2=1
∂
δj1,j2
z ω(z, η)
]
,
where cj1 , c
′
j1
are suitable constants, |γj1,j2 | ≥ 2, |δj1,j2 | ≥ 2 and
θj1 +
n1,j1∑
j2=1
γj1,j2 =
n2,j1∑
j2=1
δj1,j2 = β.
It follows that
(5.6) Dβz
(
eiω(z,x,η)
)
|z=x =
∑
j1
cj1
n1,j1∏
j2=1
∂
γj1,j2
x ω(x, η) +
∑
j1
c′j1
n2,j1∏
j2=1
∂
δj1,j2
x ω(x, η),
with
n1,j1∑
j2=1
γj1,j2 =
n2,j1∑
j2=1
δj1,j2 = β.
Moreover, from |γj1,j2 | ≥ 2, |δj1,j2 | ≥ 2 we have |β| ≥ 2n1,j1 and |β| ≥ 2n2,j1 .
Since the constants cj1 , c
′
j1
do not depend on ω, we can use the formula (5.6)
in estimating the net (Dβz
(
eiωε(z,x,η)
)
|z=x)ε.
Proposition 5.7.
(i) If ω ∈ S˜1hg(Ω×R
n \ 0) then (5.5) is a well-defined element of S˜|β|/2(Ω×Rn \ 0).
(ii) If ω ∈ S˜1,schg (Ω×R
n\0) then (5.5) is a well-defined element of S˜|β|/2,sc(Ω×Rn\0).
Proof. From (5.6) we have that
(ωε)ε ∈ MS1
hg
(Ω× Rn \ 0) ⇒ (Dβz
(
eiωε(z,x,η)
)
|z=x)ε ∈MS|β|/2(Ω×Rn\0),
(ωε)ε ∈ M
sc
S1
hg
(Ω× Rn \ 0) ⇒ (Dβz
(
eiωε(z,x,η)
)
|z=x)ε ∈M
sc
S|β|/2(Ω×Rn\0).
Noting that (ωε − ω′ε)ε ∈ NS1hg(Ω×Rn\0) entails(n1,j1∏
j2=1
∂
γj1,j2
x ωε(x, η)−
n1,j1∏
j2=1
∂
γj1,j2
x ω
′
ε(x, η)
)
ε
∈ NS|β|/2(Ω×Rn\0),
(n2,j1∏
j2=1
∂
δj1,j2
x ωε(x, η) −
n2,j1∏
j2=1
∂
δj1,j2
x ω
′
ε(x, η)
)
ε
∈ NS|β|/2(Ω×Rn\0),
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we conclude that the net
(
Dβz
(
eiωε(z,x,η)
)
|z=x − Dβz
(
eiω
′
ε(z,x,η)
)
|z=x
)
ε
belongs to
NS|β|/2(Ω×Rn\0).
By combining Corollary 5.5 with Proposition 5.7 we obtain the following
statement.
Proposition 5.8. Let α ∈ Nn and
(5.7) hα(x, η) =
∂αξ a(x,∇xω(x, η))
α!
Dαz
(
eiω(z,x,η)b(z, η)
)
|z=x.
(i) If a ∈ S˜m(Ω × Rn \ 0), ω ∈ S˜1hg(Ω × R
n \ 0) has a representative satisfying
condition (h1) and b ∈ S˜l(Ω × Rn \ 0), then hα ∈ S˜ l+m−|α|/2(Ω× Rn \ 0) for all
α.
(ii) If a ∈ S˜m,sc(Ω× Rn \ 0), ω ∈ S˜ 1,schg (Ω× R
n \ 0) has a representative satisfying
condition (h2) and b ∈ S˜ l,sc(Ω×Rn \ 0), then hα ∈ S˜ l+m−|α|/2,sc(Ω×Rn \ 0) for
all α.
Our next task is to give a closer look to eiω(x,η).
Proposition 5.9. Let ω ∈ S˜1hg(Ω×R
n \0) have a representative satisfying condition
(h1). Then for any positive integer N there exists pN ∈ S˜
−2N (Ω × Rn \ 0) such
that
(5.8) eiω(x,η) =
(
pN (x, η)∆
N
x + r(x, η)
)
eiω(x,η),
where r ∈ S˜−∞(Ω× Rn \ 0).
If ω ∈ S˜1hg(Ω × R
n \ 0) is of slow scale type and has a representative satisfying
condition (h2) then pN and r are of slow scale type.
Proof. Let (ωε)ε be a representative of ω satisfying (h1). We leave to the reader
to prove by induction that
∆Nx
(
eiωε(x,η)
)
= aε(x, η)e
iωε(x,η),
where (aε)ε ∈MS2N (Ω×Rn\0) with principal part given by
a2N,ε = (−1)
N |∇xωε(x, η)|
2N .
From (h1) we have that ∇xωε 6= 0 for all ε ∈ (0, 1] and for all K ⋐ Ω there exist
r > 0 and ε0 ∈ (0, 1] such that |∇xωε(x, η)| ≥ εr|η| for all x ∈ K, η 6= 0 and
ε ∈ (0, ε0]. Hence,
|∇xωε(x, η)| ≥
εr
2
〈η〉,
for |η| ≥ 1, x ∈ K and ε ∈ (0, ε0]. It follows from Proposition 2.7(iii) that (aε)ε
is a net of elliptic symbols of S2N (Ω×Rn \ 0) such that for all K ⋐ Ω there exist
s ∈ R, (Rε)ε strictly nonzero and ε0 ∈ (0, 1] such that
|aε(x, η)| ≥ ε
s〈η〉2N ,
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for x ∈ K, |η| ≥ Rε and ε ∈ (0, ε0]. By Proposition 2.8(i) we find (pN,ε)ε ∈
MS−2N (Ω×Rn\0) and (rε)ε ∈MS−∞(Ω×Rn\0) such that
(5.9) pN,εaε = 1− rε
for all ε. Therefore,
eiωε(x,η) =
(
pN,ε(x, η)∆
N
x + rε(x, η)
)
eiωε(x,η).
This equality at the representatives’level implies the equality (5.8) between equiv-
alence classes of S˜10,1(Ω× R
n \ 0).
Now, let ω be a slow scale symbol with a representative (ωε)ε satisfying
condition (h2). From Proposition 2.7(vi) we have that (aε)ε ∈ MscS2N (Ω×Rn\0) is a
net of elliptic symbols such that for some (sε)ε inverse of a slow scale net, (Rε)ε
slow scale net and ε0 ∈ (0, 1] the inequality
|aε(x, η)| ≥ sε〈η〉
2N ,
holds for all x ∈ K, |η| ≥ Rε and ε ∈ (0, ε0]. Proposition 2.8(ii) shows that (5.9)
is true for some (pN,ε)ε ∈ MscS−2N (Ω×Rn\0) and (rε)ε ∈ M
sc
S−∞(Ω×Rn\0).
Main theorems
The make use of the previous propositions in proving the main theorems of this
section: Theorems 5.10 and 5.11.
Theorem 5.10. Let ω ∈ S˜1hg(Ω×R
n \ 0) have a representative satisfying condition
(h1). Let a ∈ S˜m(Ω × Rn) and b ∈ S˜l(Ω × Rn \ 0) with suppx b ⋐ Ω. Then, the
operator a(x,D)Fω(b) has the following properties:
(i) maps Gc(Ω) into G(Ω) and L(G(Ω), C˜) into L(Gc(Ω), C˜);
(ii) is of the form ∫
Rn
eiω(x,η)h(x, η)û(η) d−η + r(x,D)u,
where h ∈ S˜ l+m(Ω×Rn\0) has asymptotic expansion given by the symbols
hα defined in (5.7) and r ∈ S˜−∞(Ω× Rn \ 0).
Proof. From Proposition 5.1(iv) is clear that Fω(b) maps Gc(Ω) and L(G(Ω), C˜)
into themselves respectively. We obtain (i) combining this results with the usual
mapping properties of a generalized pseudodifferential operator. We now have to
investigate the composition
a(x,D)Fω(b)u(x) =
∫
Ω×Rn
ei(x−z)θa(x, θ)Fω(b)u(z) dz d
−θ
=
∫
Ω×Rn
ei(x−z)θa(x, θ)
(∫
Rn
eiω(z,η)b(z, η)û(η) d−η
)
dz d−θ
=
∫
Rn
∫
Ω×Rn
ei((x−z)θ+ω(z,η))a(x, θ)b(z, η) dz d−θ û(η) d−η,
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for u ∈ Gc(Ω). The last integral in dz and d
−θ is regarded as the oscillatory integral
(5.10)
∫
Ω×Rn
ei(x−z)θa(x, θ)b(z, η)eiω(z,η) dz d−θ,
with b(z, η)eiω(z,η) ∈ Gc(Ωz).
In the sequel we will work at the level of representatives and we will follow
the proof of Theorem 4.1.1 in [31].
Step 1. Let(σε)ε such that σε ≥ cεs for some c, s > 0 and for all ε ∈ (0, 1]. We
take ϕ ∈ C∞(Rn) such that ϕ(y) = 1 for |y| ≤ 1/2 and ϕ(y) = 0 for |y| ≥ 1 and
we set
bε(z, η) = b
′
ε(z, x, η) + b
′′
ε (z, x, η) = ϕ
(x− z
σε
)
bε(z, η) +
(
1− ϕ
(x− z
σε
))
bε(z, η).
We now write the integral in dz and d−θ of (5.10) as∫
Ω×Rn
ei((x−z)θ+ωε(z,η))aε(x, θ)b
′
ε(z, x, η) dz d
−θ
+
∫
Ω×Rn
ei((x−z)θ+ωε(z,η))aε(x, θ)b
′′
ε (z, x, η) dz d
−θ := I1,ε(x, η) + I2,ε(x, η)
and we begin to investigate the properties of (I2,ε)ε. Proposition 5.9 provides the
identity
eiωε(z,η) =
(
pN,ε(z, η)∆
N
z + rε(z, η)
)
eiωε(z,η),
where (pN,ε)ε ∈ MS−2N (Ω×Rn\0) and (rε)ε ∈ MS−∞(Ω×Rn\0), and allows us to
write (I2,ε)ε as∫
Ω×Rn
eiωε(z,η)∆Nz
(
ei(x−z)θpN,ε(z, η)b
′′
ε (z, x, η)
)
aε(x, θ) dz d
−θ
+
∫
Ω×Rn
ei(x−z)θaε(x, θ)b
′′
ε (z, x, η)rε(z, η)e
iωε(z,η) dz d−θ := I12,ε(x, η) + I
2
2,ε(x, η)
The net (I22,ε)ε ∈MS−∞(Ω×R
n\0). Indeed, I22,ε(x, η) =
∫
Rn
∫
Rn
gε(x, η, z, θ) dz d
−θ,
where
gε(x, η, z, θ) = e
i(x−z)θaε(x, θ)b
′′
ε (z, x, η)rε(z, η)e
iωε(z,η)
and the following holds: for all K ⋐ Ω, for all α ∈ Nn and d > 0 exist N ∈ N and
ε0 ∈ (0, 1] such that∣∣∣∣(iθ)α
∫
Rn
gε(x, η, z, θ) dz
∣∣∣∣ ≤ ε−N〈θ〉m〈η〉−d.
This is due to the fact that suppzbε ⊆ Kb ⋐ Ω for all ε and (rε)ε ∈MS−∞(Ω×Rn\0).
Step 2. By construction b′′ε (z, x, η) = 0 if |x−z| ≤ σε/2 for all ε ∈ (0, 1]. By making
use of the identity
ei(x−z)θ = |x− z|−2k(−∆θ)
k
(
ei(x−z)θ
)
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we have
I12,ε(x, η)
=
∫
Ω×Rn
eiωε(z,η)∆Nz
(
|x−z|−2k(−∆θ)
k
(
ei(x−z)θ
)
pN,ε(z, η)b
′′
ε (z, x, η)
)
aε(x, θ) dz d
−θ
=
∫
Ω×Rn
eiωε(z,η)(−∆θ)
kaε(x, θ)∆
N
z
(
ei(x−z)θ|x−z|−2kpN,ε(z, η)b
′′
ε (z, x, η)
)
dz d−θ.
It follows that for x ∈ K ⋐ Ω and ε small enough
|I12,ε(x, η)| ≤ cε
−Na−Np−Nb(σε)
−2k
∑
|γ|≤2N
cγσ
−|γ|
ε
∫
Rn
〈θ〉m−2k+2N dθ 〈η〉−2N+l
≤ ε−N
′
∫
Rn
〈θ〉m−2k+2N dθ 〈η〉−2N+l.
Hence, given d > 0 and taking N, k such that −2N+l < −d andm−2k+2N < −n
we obtain that (I12,ε)ε is a moderate net of symbols of order −∞ on Ω × R
n \ 0.
Summarizing,∫
Ω×Rn
ei((x−z)θ+ωε(z,η))aε(x, θ)bε(z, η) dz d
−θ = I1,ε(x, η) + I
1
2,ε(x, η) + I
2
2,ε(x, η),
where (I12,ε)ε and (I
2
2,ε)ε belong to MS−∞(Ω×Rn\0).
Step 3. It remains to study
I1,ε(x, η) =
∫
Ω×Rn
ei((x−z)θ+ωε(z,η))aε(x, θ)b
′
ε(z, x, η) dz d
−θ.
We expand aε(x, θ) with respect to θ at θ = ∇xωε(x, η) and we observe that
(θ −∇xωε(x, η))
αei(x−z)(θ−∇xωε(x,η)) = (−1)|α|Dαz e
i(x−z)(θ−∇xωε(x,η)).
By integrating by parts we obtain
e−iωε(x,η)I1,ε(x, η)
=
∫
Ω×Rn
eiωε(z,x,η)ei(x−z)(θ−∇xωε(x,η))b′ε(z, x, η)aε(x, θ) dz d
−θ
=
∑
|α|<k
1
α!
∂αξ aε(x,∇xωε(x, η))·
·
∫
Ω×Rn
Dαz
(
eiωε(z,x,η)b′ε(z, x, η)
)
ei(x−z)(θ−∇xωε(x,η)) dz d−θ
+
∑
|α|=k
k
α!
∫
Ω×Rn
Dαz
(
eiωε(z,x,η)b′ε(z, x, η)
)
e−i(x−z)θrα,ε(x, η, θ) dz d
−θ,
where ωε(z, x, η) := ωε(z, η)− ωε(x, η) − (∇xωε(x, η))(z − x) and
rα,ε(x, η, θ) =
∫ 1
0
(1− t)k−1∂αξ aε(x,∇xωε(x, η) − tθ) dt.
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Since, b′ε(z, x, η) = bε(x, η) if |x− z| ≤
σε
2 we have that∫
Ω×Rn
Dαz
(
eiωε(z,x,η)b′ε(z, x, η)
)
ei(x−z)(θ−∇xωε(x,η)) dz d−θ
=
∫
Ω×Rn
Dαz
(
eiωε(z,x,η)b′ε(z, x, η)
)
ei(x−z)θ dz d−θ
= Dαz
(
eiωε(z,x,η)bε(z, η)
)
|x=z
This means that
e−iωε(x,η)I1,ε(x, η) =
∑
|α|<k
hα,ε(x, η) +
∑
|α|=k
k
α!
Rα,ε(x, η),
where (hα,ε)ε is defined in (5.7) and
Rα,ε(x, η) :=
∫
Ω×Rn
Dαz
(
eiωε(z,x,η)b′ε(z, x, η)
)
e−i(x−z)θrα,ε(x, η, θ) dz d
−θ.
Step 4. Our next task is to prove moderate symbol estimates for the net (Rα,ε)ε.
Let χ ∈ C∞c (R
n) such that χ(θ) = 1 for |θ| ≤ 1 and χ(θ) = 0 for |θ| ≥ 3/2. Let us
take a positive net (τε)ε such that τε ≥ cεr for some c > 0 and r > 0. We define
the sets
W 1τε,η = {θ ∈ R
n : |θ| < τε|η|}, W
2
τε,η = R
n \W 1τε,η.
Set now χε(θ) := χ(θ/τε). By construction we have that χε(θ/|η|) = 1 on W 1τε,η,
suppχε(·/|η|) ⊆W 12τε,η and supp(1− χε(·/|η|)) ⊆W
2
τε,η. We write Rα,ε(x, η) as∫
Ω×Rn
Dαz
(
eiωε(z,x,η)b′ε(z, x, η)
)
e−i(x−z)θrα,ε(x, η, θ)χε(θ/|η|) dz d
−θ
+
∫
Ω×Rn
Dαz
(
eiωε(z,x,η)b′ε(z, x, η)
)
e−i(x−z)θrα,ε(x, η, θ)(1 − χε(θ/|η|)) dz d
−θ
:= R1α,ε(x, η) +R
2
α,ε(x, η).
We begin by estimating the net R1α,ε. We make use of the identity
e−i(x−z)θ = (1 + |η|2|x− z|2)−N (1− |η|2∆θ)
Ne−i(x−z)θ
which yields
R1α,ε(x, η) =
∫
Ω×Rn
Dαz
(
eiωε(z,x,η)b′ε(z, x, η)
)
e−i(x−z)θ·
· (1 + |η|2|x− z|2)−N (1− |η|2∆θ)
N
(
rα,ε(x, η, θ)χε(θ/|η|)
)
dz d−θ.
By the moderateness of the net (ωε) and Taylor’s formula we have the inequality
(5.11) |∇xωε(x, η) −∇zωε(z, η)| ≤ cε
−M |η|1|x− z|,
valid for z ∈ Kb, |x− z| ≤ σε and σε small enough such that ∪ε∈(0,1]{z+λ(x− z) :
z ∈ Kb, |x− z| ≤ σε, λ ∈ [0, 1]} ⊆ K ′ ⋐ Ω. ClearlyM depends on the compact set
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K ′. By Lemma 5.6 we have that for all x and z as above, |η| ≥ 1 and ε ∈ (0, ε0],
the estimate ∣∣∣∣Dβz eiωε(z,x,η)
∣∣∣∣ ≤ c′ε−M ′〈η〉 |β|2 (1 + |η|2|x− z|2)Lβ
holds for some Lβ ∈ N and M ′ ∈ N. Hence, recalling that σε ≥ cεs for some
c, s > 0, we are led from the previous considerations to
(5.12)
∣∣∣∣Dαz
(
eiωε(z,x,η)b′ε(z, x, η)
)∣∣∣∣ ≤ Cε−N ′〈η〉l+ |α|2 (1 + |η|2|x− z|2)Lα ,
valid for |η| ≥ 1, ε small enough and N ′ depending on Kb, α and the bound cεs of
σε. Before considering (1−|η|2∆θ)N
(
rα,ε(x, η, θ)χε(θ/|η|) it is useful to investigate
the quantity |∇xωε(x, η)− tθ| for x ∈ K ⋐ Ω and θ ∈ W 12τε,η. We recall that there
exists r > 0, c0, c1 > 0 and ε0 ∈ (0, 1] such that
c0ε
r|η| ≤ |∇xωε(x, η)| ≤ c1ε
−r|η|,
for all x ∈ K, η 6= 0 and ε ∈ (0, ε0]. Since, if θ ∈ W 12τε,η then |θ| ≤ 2τε|η|, we
obtain, for all x ∈ K, θ ∈ W 12τε,η and t ∈ [0, 1], the following estimates:
|∇xωε(x, η) − tθ| ≤ |∇xωε(x, η)| + |θ| ≤ (1 + 2τεc
−1
0 ε
−r)|∇xωε(x, η)|
|∇xωε(x, η) − tθ| ≥ (1− 2τεc
−1
0 ε
−r)|∇xωε(x, η)|.
It follows that assuming τε ≤
εr
4c−10
the inequality
(5.13)
c0
2
εr|η| ≤
1
2
|∇xωε(x, η)| ≤ |∇xωε(x, η)− tθ| ≤
3
2
|∇xωε(x, η)| ≤ c1
3
2
ε−r|η|
holds for x ∈ K, η 6= 0, θ ∈ W 12τε,η, t ∈ [0, 1] and ε small enough. We make use
of (5.13) in estimating (1− |η|2∆θ)N
(
rα,ε(x, η, θ)χε(θ/|η|)
)
and we conclude that
for all N ∈ N there exists N ′′ such that
(5.14) |(1 − |η|2∆θ)
N
(
rα,ε(x, η, θ)χε(θ/|η|)
)
| ≤ ε−N
′′
〈η〉m−|α|,
for all x ∈ K, η 6= 0, θ ∈ W 12τε,η and ε ∈ (0, ε0]. A combination of (5.12) with
(5.14) entails
|R1α,ε(x, η)| ≤ ε
−N ′−N ′′〈η〉m+l−
|α|
2
∫
W 12τε,η
dθ
∫
Rn
(1 + |η|2|y|2)Lα−N dy.
Therefore, choosing N ≥ Lα +
n+1
2 we obtain
|R1α,ε(x, η)| ≤ cε
−N ′−N ′′(τε)
n〈η〉m+l−
|α|
2 |η|n
∫
Rn
〈z〉−n−1 dz|η|−n
≤ c1ε
−N1〈η〉m+l−
|α|
2 ,
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for x ∈ K and |η| ≥ 1.
The case |η| ≤ 1 requires less precise estimates. More precisely, it is enough to see
that from Lemma 5.6 we have that for all α there exists some d ∈ R such that∣∣∣∣Dαz
(
eiωε(z,x,η)b′ε(z, x, η)
)∣∣∣∣ ≤ Cε−M ′〈η〉d
for all x ∈ K, z ∈ Kb and |x− z| ≤ σε. Thus,
|R1α,ε(x, η)| ≤ cε
N2〈η〉d−l−
|α|
2 〈η〉m+l−
|α|
2 ≤ c2ε
N2〈η〉m+l−
|α|
2 ,
when |η| ≤ 1. In conclusion, there exists (CK,ε)ε ∈ EM such that
|R1α,ε(x, η)| ≤ CK,ε〈η〉
m+l−
|α|
2
for all x ∈ K, η ∈ Rn \ 0 and ε ∈ (0, 1].
Step 5. Finally, we consider R2α,ε(x, η). By Lemma 5.6 we can write
Dαz
(
eiωε(z,x,η)b′ε(z, x, η)
)
as the finite sum
eiωε(z,x,η)
∑
β
bα,β,ε(z, x, η),
where, by making use of the hypotheses on b′ε and σε, the following holds:
∀β ∈ Nn ∃mβ ∈ R ∀γ ∈ N
n ∃(µβ,γ,ε)ε ∈ EM ∀x ∈ Ω ∀z ∈ Ω ∀η ∈ R
n \ 0 ∀ε ∈ (0, 1]
|∂γz bα,β,ε(z, x, η)| ≤ µβ,γ,ε〈η〉
mβ ,
with bα,β,ε(z, x, η) = 0 for |x− z| ≥ σε. Hence, we have
R2α,ε(x, η)
=
∑
β
∫
Ω×Rn
eiωε(z,x,η)bα,β,ε(z, x, η)e
−i(x−z)θrα,ε(x, η, θ)(1 − χε(θ/|η|)) dz d
−θ
=
∑
β
∫
Rn
e−ixθrα,ε(x, η, θ)(1 − χε(θ/|η|))
∫
Ω
eiρε(z,x,η,θ)bα,β,ε(z, x, η) dz d
−θ,
where ρε(z, x, η, θ) = ωε(z, x, η) + zθ. Since χε(θ/|η|) = 1 for θ ∈ W 1τε,η, we may
limit ourselves to consider θ ∈ W 2τε,η, i.e., |θ| ≥ τε|η|. We investigate now the
properties of the net (ρε)ε. We have
∇zρε(z, x, η, θ) = θ +∇zωε(z, η)−∇xωε(x, η),
and therefore (5.11) yields
|θ +∇zωε(z, η)−∇xωε(x, η)| ≤ |θ|+ ε
−Mσε|η| ≤ |θ|(1 + ε
−Mσετ
−1
ε )
for θ ∈ W 2τε,η, |x− z| < σε, z ∈ Kb and ε small enough. We now take σε so small
that ε−Mσε ≤
τε
2 . From (5.11) and the previous assumptions we obtain
|θ +∇zωε(z, η)−∇xωε(x, η)| ≥ |θ| − ε
−Mσε|η| ≥ |θ| − ε
−Mσετ
−1
ε |θ| ≥
1
2
|θ|.
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In other words, there exists (λ1,ε)ε ∈ EM strictly nonzero and (λ2,ε)ε ∈ EM such
that
λ1,ε|θ| ≤ |θ +∇zωε(z, η)−∇xωε(x, η)| ≤ λ2,ε|θ|,
for θ ∈ W 2τε,η, |x− z| < σε, z ∈ Kb and ε ∈ (0, 1].
Consider now
pN,ε(z, x, η, θ) = e
−iρε(z,x,η,θ)∆Nz e
iρε(z,x,η,θ).
Noting that ∂γz ρε(z, x, η, θ) = ∂
γ
zωε(z, η) for |γ| ≥ 2, and making use of the previous
estimates on |∇zρε(z, x, η, θ)|, one can prove by induction that
∆Nz e
iρε(z,x,η,θ) = eiρε(z,x,η,θ)
(
(−1)N |∇zρε(z, x, η, θ)|
2N + sN,ε(z, x, η, θ)
)
,
where (sN,ε)ε has the following property:
(5.15) ∃l ∈ [0, 2N)∀γ ∈ Nn ∃(s′γ,N,ε)ε ∈ EM |∂
γ
z sN,ε(z, x, η, θ)| ≤ s
′
γ,N,ε|θ|
l,
for |η| ≥ 1, θ ∈W 2τε,η, |x− z| < σε and z ∈ Kb. It follows that
(5.16) |pN,ε(z, x, η, θ)| ≥
1
22N
|θ|2N − s′0,N,ε|θ|
l = |θ|2N
( 1
22N
− s′0,N,ε|θ|
l−2N
)
≥
1
22N+1
|θ|2N ,
for θ ∈ W 2τε,η, |x − z| < σε, z ∈ Kb and |η| ≥ λN,ε := τ
−1
ε (2
2N+1s′0,N,ε)
1
2N−l .
Moreover, we have that for all γ ∈ Nn there exists (aγ,N,ε)ε ∈ EM such that
(5.17) |∂γz |∇zρε(z, x, η, θ)|
2N | ≤ aγ,N,ε|θ|
2N ,
for |η| ≥ 1, θ ∈ W 2τε,η, |x−z| < σε and z ∈ Kb. This allows us to prove by induction
that
(5.18)
∀γ ∈ Nn ∃(bγ,N,ε)ε ∈ EM ∃(λγ,N,ε)ε ∈ EM |∂
γ
z p
−1
N,ε(z, x, η, θ)| ≤ bγ,N,ε|θ|
−2N ,
for θ ∈ W 2τε,η, |x − z| < σε, z ∈ Kb and |η| ≥ λγ,N,ε. The assertion (5.18) is clear
for γ = 0 by (5.16). Assume now that (5.18) holds for |γ′| ≤ N and take |γ| = N .
From p−1N,εpN,ε = 1 we obtain
∂γz p
−1
N,ε(z, x, η, θ)pN,ε(z, x, η, θ) = −
∑
γ′<γ
(
γ
γ′
)
∂γ
′
z p
−1
N,ε(z, x, η, θ)∂
γ−γ′
z pN,ε(z, x, η, θ)
and therefore
|∂γz p
−1
N,ε(z, x, η, θ)| ≤
∑
γ′<γ
bγ′,N,ε|θ|
−2N (aγ−γ′,N,ε|θ|
2N + s′γ−γ′,N,ε|θ|
l)|θ|−2N
≤ bγ,N,ε|θ|
−2N ,
for θ ∈ W 2τε,η, |x− z| < σε, z ∈ Kb and |η| ≥ λγ,N,ε := maxγ′<γ λγ′,N,ε. We make
use of the identity
eiρε(z,x,η,θ) = ∆Nz e
iρε(z,x,η,θ)p−1N,ε(z, x, η, θ)
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in the integral ∫
Ω
eiρε(z,x,η,θ)bα,β,ε(z, x, η) dz.
Since, suppzbα,β,ε(z, x, η) ⊆ Kb, bα,β,ε(z, x, η) = 0 for |x − z| ≥ σε and 1 −
χε(θ/|η|) = 0 for θ 6∈ W 2τε,η, we can write∫
Rn
e−ixθrα,ε(x, η, θ)(1 − χε(θ/|η|))
∫
Ω
eiρε(z,x,η,θ)bα,β,ε(z, x, η) dz d
−θ
=
∫
Rn
e−ixθrα,ε(x, η, θ)(1 − χε(θ/|η|))
∫
Ω
eiρε(z,x,η,θ)·
·∆Nz
(
p−1N,ε(z, x, η, θ)bα,β,ε(z, x, η)
)
dz d−θ,
where∣∣∣∣rα,ε(x, η, θ)(1 − χε(θ/|η|))
∫
Ω
eiρε(z,x,η,θ)∆Nz
(
p−1N,ε(z, x, η, θ)bα,β,ε(z, x, η)
)
dz
∣∣∣∣
≤ c|rα,ε(x, η, θ)||1 − χε(θ/|η|)|bN,εµβ,N,ε|θ|
−2N 〈η〉mβ ,
for |η| ≥ λN,ε and mβ independent of N . We take 2N = N1 + N2 such that
−N2 + mβ ≤ 0. Hence, from |θ| ≥ τε|η| we have, for some (cN,ε)ε ∈ EM and
|η| ≥ λN,ε, the following estimate:∣∣∣∣rα,ε(x, η, θ)(1 − χε(θ/|η|))
∫
Ω
eiρε(z,x,η,θ)∆Nz
(
p−1N,ε(z, x, η, θ)bα,β,ε(z, x, η)
)
dz
∣∣∣∣
≤ cN,ε|rα,ε(x, η, θ)||1 − χε(θ/|η|)||θ|
−N1 .
By definition of rα,ε we easily see that for all K ⋐ Ω there exists (dε)ε, (d
′
ε)ε ∈ EM
such that
|rα,ε(x, η, θ)(1 − χε(θ/|η|))| ≤ dε〈θ〉
m+〈∇xωε(x, η)〉
m+ ≤ d′ε〈θ〉
2m+ .
Hence for all h ≥ 0 there exists 2N = N1 +N2 large enough such that, for x ∈ K
and |η| ≥ λN,ε∣∣∣∣rα,ε(x, η, θ)(1 − χε(θ/|η|))
∫
Ω
eiρε(z,x,η,θ)∆Nz
(
p−1N,ε(z, x, η, θ)bα,β,ε(z, x, η)
)
dz
∣∣∣∣
≤ νK,ε〈θ〉
−h ≤ νK,ετ
−h
ε 〈η〉
−h,
with (νK,ε)ε ∈ EM . This means that for all h ≥ 0 there exists (λε)ε ∈ EM such
that
|R2α,ε(x, η)| ≤ νK,ε〈η〉
−h
when x ∈ K, |η| ≥ λε and ε ∈ (0, 1]. A simple investigation of the oscillatory
integral which defines R2α,ε(x, η) shows that there exists some h
′ ≥ 0 and some
ν′K,ε ∈ EM such that the estimate
|R2α,ε(x, η)| ≤ ν
′
K,ε〈η〉
h′
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holds for all x ∈ K, η ∈ Rn \ 0 and ε ∈ (0, 1]. This yields for |η| ≤ λε
|R2α,ε(x, η)| ≤ ν
′
K,ε〈η〉
−h〈η〉h+h
′
≤ ν′K,ε〈λε〉
h+h′〈η〉−h.
In conclusion, we have that for all h ≥ 0 there exists (Ch,ε(K))ε ∈ EM such that
|R2α,ε(x, η)| ≤ Ch,ε(K)〈η〉
−h
for all x ∈ K, η ∈ Rn \ 0 and ε ∈ (0, 1].
Step 6. Finally, we combine all the results of the previous steps. We have that
(5.19) aε(x,D)Fωε (bε)uε(x) =
∫
Rn
I1,ε(x, η)ûε(η) d
−η +
∫
Rn
I2,ε(x, η)ûε(η) d
−η,
where (I2,ε)ε ∈ MS−∞(Ω×Rn\0). From Theorem 2.2(i) and Proposition 5.8 there
exists (hε)ε ∈ MSm+l(Ω×Rn\0) such that hε(x, η) ∼
∑
α hα,ε(x, η). We write the
first integral in (5.19) as∫
Rn
eiωε(x,η)hε(x, η)ûε(η) d
−η+
∫
Rn
eiωε(x,η)
(
e−iωε(x,η)I1,ε(x, η)−hε(x, η)
)
ûε(η) d
−η
and we concentrate on
e−iωε(x,η)I1,ε(x, η)− hε(x, η).
From the previous computations we have that for all k ≥ 1 and K ⋐ Ω there exists
(Ck,ε(K))ε ∈ EM such that∣∣∣∣e−iωε(x,η)I1,ε(x, η)− ∑
|α|<k
hα,ε(x, η)
∣∣∣∣ ≤ Ck,ε(K)〈η〉m+l− k2
for all x ∈ K, η ∈ Rn \ 0 and ε ∈ (0, 1]. Moreover, regarding I1,ε(x, η) as the
oscillatory integral∫
Ω×Rn
e−izθeixθ+iωε(z,η)aε(x, θ)b
′
ε(z, x, η) dz d
−θ,
from Theorem 3.1 in [11], we obtain that for all α, β ∈ Nn there exists d ∈ R and
for all K ⋐ Ω there exists (cα,β,ε(K))ε ∈ EM such that for all η ∈ Rn \ 0 and
ε ∈ (0, 1],
sup
x∈K
|∂αη ∂
β
x I1,ε(x, η)| ≤ cα,β,ε(K)〈η〉
d.
Recalling that
∂αη ∂
β
x e
−iωε(x,η) = e−iωε(x,η)aα,β,ε(x, η),
with (aα,β,ε)ε ∈ MS|β|(Ω×Rn\0), we conclude that the net (e
−iωε(x,η)I1,ε(x, η))ε
satisfies the hypothesis of Proposition 2.3(i). It follows that
(e−iωε(x,η)I1,ε(x, η))ε ∼
∑
α
(hα,ε)ε.
Hence, by Theorem 2.2(i) we conclude
(e−iωε(x,η)I1,ε(x, η) − hε(x, η))ε ∈MS−∞(Ω×Rn\0).
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Going back to (5.19) we have that there exists (rε)ε ∈ MS−∞(Ω×Rn\0) such that
aε(x,D)Fωε(bε)uε(x) =
∫
Rn
eiωε(x,η)hε(x, η)ûε(η) d
−η + rε(x,D)(uε)(x).
Theorem 5.11. Let ω ∈ S˜ 1,schg (Ω×R
n \0) have a representative satisfying condition
(h2). Let a ∈ S˜ m,sc(Ω × Rn) and b ∈ S˜ l,sc(Ω × Rn \ 0) with suppx b ⋐ Ω. Then,
the operator a(x,D)Fω(b) has the following properties:
(i) maps G∞c (Ω) into G
∞(Ω);
(ii) is of the form ∫
Rn
eiω(x,η)h(x, η)û(η) d−η + r(x,D)u,
where h ∈ S˜ l+m,sc(Ω × Rn \ 0) has asymptotic expansion given by the
symbols hα defined in (5.7) and r ∈ S˜−∞,sc(Ω× Rn \ 0).
Proof. Combining Proposition 5.1(iii) with the usual mapping properties of gen-
eralized pseudodifferential operators we have that (i) holds. Concerning assertion
(ii), we argue as in the proof of Theorem 5.10 by taking the nets (σε)ε and (τε)ε
slow scale strictly nonzero. From the assumptions of slows scale type on ω, a and
b we have that all the moderate nets involved are of slow scale type. This leads to
the desired conclusion.
6. Generalized Fourier integral operators and microlocal analysis
Concluding, we present some first results of microlocal analysis for generalized
Fourier integral operators provided in [18, Section 4]. A deeper investigation of
the microlocal properties of
A : Gc(Ω)→ Gc(Ω
′) : u→
∫
Ω×Rp
eiφ(x,y,ξ)a(x, y, ξ)u(y) dy d−ξ
is current topic of research.
Generalized singular supports of the functional Iφ(a)
We begin with the functional
Iφ(a) : Gc(Ω)→ C˜ : u→
∫
Ω×Rp
eiφ(y,ξ)a(y, ξ)u(y) dy d−ξ
Before defining specific regions depending on the generalized phase function φ, we
observe that any φ ∈ Φ˜(Ω×Rp) can be regarded as an element of S˜1hg(Ω×R
p \ 0)
and consequently |∇ξφ|2 ∈ S˜0hg(Ω× R
p \ 0).
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Let Ω1 be an open subset of Ω and Γ ⊆ R
p \0. We say that b ∈ S˜0(Ω×Rp \0)
is invertible on Ω1 × Γ if for all relatively compact subsets U of Ω1 there exists a
representative (bε)ε of b, a constant r ∈ R and η ∈ (0, 1] such that
(6.1) inf
y∈U,ξ∈Γ
|bε(y, ξ)| ≥ ε
r
for all ε ∈ (0, η]. In an analogous way we say that b ∈ S˜0(Ω × Rp \ 0) is slow
scale-invertible on Ω1 × Γ if (6.1) holds with the inverse of some slow scale net
(sε)ε in place of ε
r. This kind of bounds from below hold for all representatives of
the symbol b once they are known to hold for one.
In the sequel πΩ denotes the projection of Ω× R
p on Ω.
Definition 6.1. Let φ ∈ Φ˜(Ω×Rp). We define Cφ ⊆ Ω×R
p \ 0 as the complement
of the set of all (x0, ξ0) ∈ Ω×Rp \ 0 with the property that there exist a relatively
compact open neighborhood U(x0) of x0 and a conic open neighborhood Γ(ξ0) ⊆
Rp \ 0 of ξ0 such that |∇ξφ|2 is invertible on U(x0)× Γ(ξ0). We set πΩ(Cφ) = Sφ
and Rφ = (Sφ)
c.
By construction Cφ is a closed conic subset of Ω×Rp \0 and Rφ ⊆ Ω is open.
It is routine to check that the region Cφ coincides with the classical one when φ
is classical.
Proposition 6.2. The generalized symbol |∇ξφ|2 is invertible on Rφ × Rp \ 0.
The more specific assumption of slow scale-invertibility concerning the gen-
eralized symbol |∇ξφ|2 is employed in the definition of the following sets.
Definition 6.3. Let φ ∈ Φ˜(Ω×Rp). We define Cscφ ⊆ Ω×R
p \ 0 as the complement
of the set of all (x0, ξ0) ∈ Ω×Rp \ 0 with the property that there exist a relatively
compact open neighborhood U(x0) of x0 and a conic open neighborhood Γ(ξ0) ⊆
Rp \ 0 of ξ0 such that |∇ξφ|2 is on U(x0) × Γ(ξ0). We set πΩ(Cscφ ) = S
sc
φ and
Rscφ = (S
sc
φ )
c.
By construction Cscφ is a conic closed subset of Ω×R
p \ 0 and Rscφ ⊆ Rφ ⊆ Ω
is open. In analogy with Proposition 6.2 we can prove that |∇ξφ|2 is slow scale-
invertible on Rscφ × R
p \ 0.
Theorem 6.4. Let φ ∈ Φ˜(Ω× Rp) and a ∈ S˜mρ,δ(Ω× R
p).
(i) The restriction Iφ(a)|Rφ of the functional Iφ(a) to the region Rφ belongs
to G(Rφ).
(ii) If φ ∈ Φ˜sc(Ω× Rp) and a ∈ S˜m,scρ,δ (Ω× R
p) then Iφ(a)|Rsc
φ
∈ G∞(Rscφ ).
Theorem 6.4 means that
sing suppG Iφ(a) ⊆ Sφ
if φ ∈ Φ˜(Ω× Rp) and a ∈ S˜mρ,δ(Ω× R
p) and that
sing suppG∞Iφ(a) ⊆ S
sc
φ
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if φ ∈ Φ˜sc(Ω× Rp) and a ∈ S˜m,scρ,δ (Ω× R
p).
Example. Returning to the first example in Section 4 we are now in the position
to analyze the regularity properties of the generalized kernel functional Iφ(a) of
the solution operator A corresponding to the hyperbolic Cauchy-problem. For any
v ∈ Gc(R3) we have
(6.2) Iφ(a)(v) =
∫
eiφ(x,t,y,ξ) a(x, t, y, ξ) v(x, t, y) dx dt dy d−ξ,
where a and φ are as in Section 4. Note that in the case of partial differential
operators with smooth coefficients and distributional initial values the wave front
set of the distributional kernel of A determines the propagation of singularities
from the initial data. When the coefficients are non-differentiable functions, or
even distributions or generalized functions, matters are not yet understood in
sufficient generality. Nevertheless, the above results allow us to identify regions
where the generalized kernel functional agrees with a generalized function or is
even guaranteed to be a G∞-regular generalized function. To identify the set Cφ in
this situation one simply has to study invertibility of ∂ξφ(x, t, y, ξ) = γ(x, t; 0)− y
as a generalized function in a neighborhood of any given point (x0, t0, y0).
Under the assumptions on c of the example in Section 4, the representing
nets (γε(., .; 0))ε∈(0,1] of γ are uniformly bounded on compact sets (e.g., when c is
a bounded generalized constant). For given (x0, t0) define the generalized domain
of dependence D(x0, t0) ⊆ R to be the set of accumulation points of the net
(γε(x0, t0; 0))ε∈(0,1]. Then we have that
{(x0, t0, y0) ∈ R
3 : y0 6∈ D(x0, t0)} ⊆ Rφ.
When c ∈ R˜ this may be proved by showing that if (x0, t0, y0) ∈ Cφ then there
exists an accumulation point c′ of a representative (cε)ε of c such that y0 = x0−c′t0.
Example. As an illustrative example concerning the regions involving the regularity
of the functional Iφ(a) we consider the generalized phase function on R
2×R2 given
by φε(y1, y2, ξ1, ξ2) = −εy1ξ1− sεy2ξ2 where (sε)ε is bounded and (s−1ε )ε is a slow
scale net. Clearly φ := [(φε)ε] ∈ Φ˜sc(R2 × R2). Simple computations show that
Rφ = R
2 \ (0, 0) and Rscφ = R
2 \ {y2 = 0}. We leave it to the reader to check that
the oscillatory integral∫
R2
eiφ(y,ξ)(1 + ξ21 + ξ
2
2)
1
2 d−ξ =
[(∫
R2
e−iεy1ξ1−isεy2ξ2(1 + ξ21 + ξ
2
2)
1
2 d−ξ1 d
−ξ2
)
ε
]
defines a generalized function in R2 \ (0, 0) whose restriction to R2 \ {y2 = 0} is
regular.
The Colombeau-regularity of the functional Iφ(a) is easily proved in the case
of generalized symbols of order −∞.
Proposition 6.5.
(i) If φ ∈ Φ˜(Ω× Rp) and a ∈ S˜−∞(Ω× Rp) then sing suppGIφ(a) = ∅.
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(ii) If φ ∈ Φ˜sc(Ω× Rp) and a ∈ S˜−∞,sc(Ω× Rp) then sing suppG∞Iφ(a) = ∅.
Proposition 6.5 leads to the following result.
Proposition 6.6.
(i) If φ ∈ Φ˜(Ω× Rp) and a ∈ S˜mρ,δ(Ω× R
p) then
sing suppG Iφ(a) ⊆ πΩ(Cφ ∩ cone supp a).
(ii) If φ ∈ Φ˜sc(Ω× Rp) and a ∈ S˜m,scρ,δ (Ω× R
p) then
sing suppG∞Iφ(a) ⊆ πΩ(C
sc
φ ∩ cone suppa).
Generalized wave front sets of the functional Iφ(a)
The next theorem investigates the G-wave front set and the G∞-wave front set of
the functional Iφ(a) under suitable assumptions on the generalized symbol a and
the phase function φ.
Theorem 6.7.
(i) Let φ ∈ Φ˜(Ω× Rp) and a ∈ S˜mρ,δ(Ω × R
p). The generalized wave front set
WFGIφ(a) is contained in the set Wφ,a of all points (x0, ξ0) ∈ T
∗(Ω) \ 0
with the property that for all relatively compact open neighborhoods U(x0)
of x0, for all open conic neighborhoods Γ(ξ0) ⊆ Rn \ 0 of ξ0, for all open
conic neighborhoods V of cone supp a∩Cφ such that V ∩(U(x0)×Rp\0) 6= ∅
the generalized number
(6.3) Inf
y∈U(x0),ξ∈Γ(ξ0)
(y,θ)∈V∩(U(x0)×R
p\0)
|ξ −∇yφ(y, θ)|
|ξ|+ |θ|
is not invertible.
(ii) If φ ∈ Φ˜sc(Ω× Rp) and a ∈ S˜m,scρ,δ (Ω × R
p) then WFG∞Iφ(a) is contained
in the set W scφ,a of all points (x0, ξ0) ∈ T
∗(Ω) \ 0 with the property that for
all relatively compact open neighborhoods U(x0) of x0, for all open conic
neighborhoods Γ(ξ0) ⊆ Rn \ 0 of ξ0, for all open conic neighborhoods V
of cone supp a ∩ Cscφ such that V ∩ (U(x0) × R
p \ 0) 6= ∅ the generalized
number (6.3) is not slow scale-invertible.
Note that when φ is a classical phase function the set Wφ,a as well as the set
W scφ,a coincide with
(6.4) {(x,∇xφ(x, θ)) : (x, θ) ∈ cone suppa ∩Cφ}.
For more details see [18, Remark 4.13].
Example. Theorem 6.7 can be employed for investigating the generalized wave
front sets of the kernel KA := Iφ(a) of the Fourier integral operator introduced
in the first example of Section 4. For simplicity we assume that c is a bounded
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generalized constant in R˜ and that a = 1. Let ((x0, t0, y0), ξ0) ∈ WFGKA. From
the first assertion of Theorem 6.7 we know that the generalized number given by
(6.5) inf
(x,t,y)∈U,ξ∈Γ
((x,t,y),θ)∈V∩(U×R\0)
|ξ − (θ,−cεθ,−θ)|
|ξ|+ |θ|
is not invertible, for every choice of neighborhoods U of (x0, t0, y0), Γ of ξ0 and V
of Cφ. Note that it is not restrictive to assume that |θ| = 1. We fix some sequences
(Un)n, (Γn)n and (Vn)n of neighborhoods shrinking to (x0, t0, y0), {ξ0λ : λ > 0}
and Cφ respectively. By (6.5) we find a sequence εn tending to 0 such that for all
n ∈ N there exists ξn ∈ Γn, (xn, tn, yn, θn) ∈ Vn with |θn| = 1 and (xn, tn, yn) ∈ Un
such that
|ξn − (θn,−cεnθn,−θn)| ≤ εn(|ξn|+ 1).
In particular, ξn remains bounded. Passing to suitable subsequences we obtain
that there exist θ such that (x0, t0, y0, θ) ∈ Cφ, an accumulation point c′ of (cε)ε
and a multiple ξ′ of ξ0 such that ξ
′ = (θ,−c′θ,−θ). It follows that
ξ0
|ξ0|
=
ξ′
|ξ′|
=
1√
2 + (c′)2|θ|
(θ,−c′θ,−θ).
In other words the G-wave front set of the kernel KA is contained in the
set of points of the form ((x0, t0, y0), (θ0,−c′θ0,−θ0)) where (x0, t0, y0, θ0) ∈ Cφ
and c′ is an accumulation point of a net representing c. Since in the classical case
(when c ∈ R) the distributional wave front set of the corresponding kernel is the
set {((x0, t0, y0), (θ0,−cθ0,−θ0)) : (x0, t0, y0, θ0) ∈ Cφ}, the result obtained above
for WFGKA is a generalization in line with what we deduced about the regions
Rφ and Cφ.
Particular case: generalized pseudodifferential operators
Finally, we consider a generalized pseudodifferential operator a(x,D) on Ω and
its kernel Ka(x,D) ∈ L(Gc(Ω × Ω), C˜). By Remark 4.15 in [18], we have that
WFG(Ka(x,D)) is contained in the normal bundle of the diagonal in Ω × Ω when
a ∈ S˜mρ,δ(Ω×R
n) and that WFG∞(Ka(x,D)) is a subset of the normal bundle of the
diagonal in Ω× Ω when a is of slow scale type. We define the sets
WFG(a(x,D)) = {(x, ξ) ∈ T
∗(Ω) \ 0 : (x, x, ξ,−ξ) ∈WFG(Ka(x,D))}
and
WFG∞(a(x,D)) = {(x, ξ) ∈ T
∗(Ω) \ 0 : (x, x, ξ,−ξ) ∈WFG∞(Ka(x,D))}.
From Theorem 6.7 one deduces the following.
Proposition 6.8. Let a(x,D) be a generalized pseudodifferential operator.
(i) If a ∈ S˜mρ,δ(Ω× R
n) then WFG(a(x,D)) ⊆ µ suppG(a).
(ii) If a ∈ S˜m,scρ,δ (Ω× R
n) then WFG∞(a(x,D)) ⊆ µ suppG∞(a).
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