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a b s t r a c t
The Galois closure on the set of relations invariant to all finite partial automorphisms
(automorphisms) of a countable partial structure is established via quantifier-free infinite
predicate languages (infinite languages with finite string of quantifiers respectively).
Based on it the homogeneous and strictly homogeneous criteria for a countable partial
structure as well as an ultrahomogeneous criterion for a countable relational structure are
found. Next it is shown that infinite languages with a finite string of quantifiers cannot
determine the corresponding Galois closure for relations invariant to all automorphisms of
an uncountable partial structure.
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0. Introduction
In this paper we explore two types of Galois connections between arbitrary sets of finite arity relations on an infinite
base set E and sets of partial and total automorphisms of those relations. For finite partial automorphisms, the Galois closure
on the relations side is determined by an infinite predicate language Lα+0(card E = α), i.e., quantifier-free language with
intersections of atmostα predicates of the same arity. For countable E and total automorphismsweutilize the language Lω1ω ,
i.e., the language with countable intersections and a finite string of quantifiers.
We apply these results to partial structures, having partial (both not everywhere defined and everywhere defined)
operations in their signatures which also includes the case of conventional structures. This extension does not provide
much new insight into classic systems which have everywhere defined main operations. Rather it may be helpful in areas
of Systems Analysis where it is important to consider not everywhere defined operations either due to lack of information
or due to the specifics of a problem, e.g., relational database inquiry functions.
Next using the above Galois closures we represent semantic properties of countable partial structures with arbitrary
signatures: to beω-categorical, to be homogeneous and to be strictly homogeneous (which in the case of countable relational
structures coincides with ultrahomogeneity [5]) via the conditions on their infinite predicate languages. Note that most of
the criteria in this field are restricted to countable signatures (e.g., see [5,18,19]).
The classification of strictly homogeneous countable structures with a single binary relation in its signature (in graph-
theoretical interpretation: digraphs, graphs, tournaments etc.) is an established branch of infinite combinatorics (see [4,9,
17]). However, there are no such results beyond the case of a binary relationwhich underscores the difficulty of the problem.
The Galois connections, which are determined by fragments of finite predicate languages on one side and polymorphisms
(algebraic operations which preserve atomic formulas) on the other, became an important tool in investigating Constraint
Satisfaction Problems (CSP) that represent combinatorial algorithms. The basic connection is described via the closure by
(∃,&,=)-formulas (called primitive-positive) which corresponds (is dually isomorphic) to the lattice of clones of algebraic
operations [2]. Note that each of the two logic operations (namely,∃ and = ) can be omitted, butwe still obtain ameaningful
closure reflecting some specific properties of CSP and the types of problems they represent. In this case, one the other side
of the Galois connection, apart from partial polymorphisms, we find recently discovered hyperclones (e.g., see [13,15]).
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Moreover, we add to the list of languages in this paper, to be utilized in CSP theory, their multi-sorted analogues which are
also, in the author’s view, very promising.
In case of finite relational structures (finite number of predicates and constants) strict homogeneity is equivalent to the
elimination of quantifier property. Hence the quantifier elimination in such theories can be tested via extendability of finite
partial automorphisms to the total ones in all their finite and countable models (see Section 3).
For an uncountable structure of cardinality α, a natural question arises: whether the language Lα+ω (with finite string of
quantifiers and intersections of at most α predicates of the same arity) is still enough to define all relations which are invariant
to all automorphisms of that structure? We give a negative answer to this question using indirect proofs; next we present an
example of a unary relation invariant to all automorphisms of an uncountable structure which is not definable in Lα+ω .
1. Partial structures and constraint satisfaction problems
Let E be an infinite set of cardinality α(α ≥ ω). A partial structure (structure)M on E is a tripleM = 〈E;R,=〉, whereR
is a set of finite arity predicates on E and = is a set of finite arity partial operations (operations, respectively) on E including
constants, which are considered as everywhere defined 0-ary operations. Similarly to structures (e.g., see [19]) we define for
M the notions of a term and an atomic formula by the generalized inductive definition. All terms overM represent a partial
clone (a clone of partial operations) generated by the set =. Note that if = consists of only everywhere defined operations,
then we obtain a conventional structure. Therefore, any result in the paper formulated for partial structures is valid also for
structures.
For every R ∈ R of arity m ≥ 1 and terms g1, . . . , gm, f , g atomic formulas are exactly the following relations: [i]
R(g1, . . . , gm) and [ii] f = g .
In addition, for partial structures we need to clarify the meaning of expressions [i] and [ii] for not everywhere defined
operations represented by terms. For this reason, we will use the relational representation of partial operations and their
composition by graphs (e.g., see [13,15] for multi-valued operations). Namely, for each n-ary f ∈ = we define its graph Gf
as (n+ 1)-ary relation: Gf (x1, . . . , xn, xn+1)⇔ f (x1, . . . , xn) = xn+1 (note that variables in the above term’s definition are
unary identical operations and also for a constant a we consider the unary graph Ga(x) ⇔ x = a). Then for a composition
f (a, g1, . . . , gn)we have
Gf (a,g2,...,gn)(x1, . . . , xm, xm+1)⇔ f (a, g2(x1, . . . , xm), . . . , gn(x1, . . . , xm)) = xm+1 ⇔
∃y1 . . . ym[Ga(y1) & Gg2(x1, . . . , xm, y2) & . . . & Ggn(x1, . . . , xm, yn) & Gf (y1, . . . , yn, xm+1)].
Finally, for [i] and [ii] we obtain:
R(a, f2(x1, . . . , xn2), . . . , fm(x1, . . . , xnm))⇔
∃y1 . . . ym[Ga(y1) & Gf2(x1, . . . , xn2 , y2) & . . . & Gfm(x1, . . . , xnm , ym) & R(y1, . . . , ym)], (1)
f (xi1 , . . . , xin) = g(xj1 , . . . , xjm)⇔ ∃y[Gf (xi1 , . . . , xin , y) & Gg(xj1 , . . . , xjm , y)]. (2)
Note that if any f2, . . . , fm (f or g) represent empty (void) terms, then (1) (respectively (2)) becomes also void.
For a relation R of arity m(m ≥ 1) defined on E a one-to-one finite partial mapping ϕ : Dom(ϕ)→ E(|Dom(ϕ)| < ∞)
is called a finite partial automorphism (in brief: f.p.a.) of R if:
R(x1, . . . , xm)⇔ R(ϕx1, . . . , ϕxm) (3)
holds for all x1, . . . , xm ∈ Dom(ϕ).
In turn, R in (3) is called an invariantrelation forϕ. Note that if bothϕ andϕ−1 are not applicable to R, i.e., R∩[Dom(ϕ)]m =
∅ and R∩[Dom(ϕ−1)]m = ∅, then from the definition ϕ is a f.p.a. of R. In the sequel, whenever it is possible, we will identify
the set of all atomic formulas of a partial model M with M itself. Next if (3) holds for all R ∈ M (meaning for all atomic
formulas from M), then ϕ is a f.p.a. of M; if (3) holds for all R that are represented by formulas of the first order predicate
calculus constructed from atomic formulas overM , then ϕ is called a finite partial elementary automorphism (in brief: f.p.e.a.)
ofM . Note that if ϕ is a bijective (i.e., one-to-one and onto) mapping on E (one-to-one mapping between subsets of E) and
(3) holds for all atomic formulas, then clearly ϕ is an automorphism (partial automorphism, respectively) ofM .
A countable partial structure M is homogeneous if every f.e.p.a. of M can be extended to an automorphism of M [19].
Then M is called strictly homogeneous if every f.p.a. of M can be extended to an automorphism of M . Next M is called
ultrahomogeneous [5] if every partial automorphism of M with the domain which is a finitely generated substructure of
M (closed under application of all functions from =) can be extended to an automorphism of M . Note that in the case of
relational signatures (consisting only of predicates and a finite number of constants) the definitions of strict homogeneity
andultrahomogeneity coincide. Later (Section 3)wewill show that for finite relational signatures this definition is equivalent
to the quantifier elimination property.
Example 1.1. Let N = 〈N; f (x, y) = x − y, 0, 1〉 be a partial countable structure, where N is the set of all natural
numbers. Then for every n ∈ N there exists a unary first order formula representing it, namely, G2(x) ⇔ f (x, 1) = 1,
G3(x) ⇔ ∃y[G2(y) & f (x, y) = 1], . . . ,Gn(x) ⇔ ∃y[Gn−1(y) & f (x, y) = 1](n ≥ 3) and a ∈ Gn ⇔ a = n(n ≥ 2). Hence
every f.e.p.a. ofN is a restriction of the identity unary operation onN and soN is homogeneous. Then every finitely generated
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substructure of N has the domain {0, 1, . . . , n}(n ≥ 1) (using subtraction with 1 one may define via n every element less
than n). Clearly each f.p.a. ϕ with this domain is an identity on {0, 1, . . . , n} (just repeatedly apply ϕ to f (m, 1) = m − 1
and obtain f (ϕ(m), 1) = ϕ(m − 1) for every m ≤ n). Hence N is also an ultrahomogeneous partial structure. At the same
time if we consider a relational structure N1 = 〈N;G(x, y, z)⇔ f (x, y) = z, 0, 1〉, then N1 is still a homogeneous structure.
However, there exists an f.p.a. ϕ of N1 with Dom(ϕ) = {0, 1, 3} defined as: ϕ0 = 0, ϕ(1) = 1 and ϕ(3) = 4, which cannot
be extended to the identity operation (the only automorphism of N1). Therefore, N1 is not a strictly homogeneous relational
structure.
Next for any infinite cardinal α we consider predicate languages Lα+ω and Lα+0 with expressions of infinite length [7],
namely, admitting intersections of α predicates of the same arity, but having only finite string of quantifiers on each step of
the formula construction in the first case and quantifier-free formulas in the second. Furthermore, Lωω is the conventional
first order predicate calculus language and Lω0 is the quantifier-free language of this calculus. Note that all above languages
include the equality relation.
Applying methods of Universal Algebra and Discrete Mathematics, in particular, Galois connections (e.g., see [8] and [2]
or [10]) between the systems of finite arity relations and the sets of their automorphisms (partial and total alike)we describe
the semantic properties of a partial structure (to be homogeneous, strictly homogeneous, and ω-categorical) via the syntax
conditions on its infinite predicate languages. Namely, the homogeneity criterion for a countable partial structureM has the
form (here ω1 stands for ω+):
Lω1ω(M) = Lω10(Lωω(M)), (4)
as well as the strict homogeneity criterion for a countable partial structureM has the form:
Lω1ω(M) = Lω10(M). (5)
Then on this basis we investigate the quantifier elimination property in finite signature relational systems (|R| <
∞, |=| < ∞ and = contains only constants). Next we prove that the extension of these criteria to uncountable structures
(substituting α+ instead of ω1 in (4) and (5), card M = α > ω) does not hold. The main reason for this is: the language with
finite string of quantifiers cannot define the set of all relations invariant to all automorphisms of an uncountable structureM .
1.1. Constraint satisfaction problems
These types of structures (ω-categorical, homogeneous, and strictly homogeneous) have many properties of finite
structures and so they are utilized in Constraint Satisfaction Problems (CSP) over the countable set [1] (some combinatorial
computational problems cannot be described using CSP over a finite set). LetR be a set of finite arity relations (templates or
constraints) defined on a base set Ewhich determine some class CSP(R) of computational problems. Each particular problem
from CSP(R) corresponds to a &-formula over R in such a way, that if the relation defined by this formula is empty, then
it does not have a solution, otherwise, all solutions are exactly the tuples of this relation. So an algorithm solving CSP(R)
recognizes for every &-formula overRwhether it is void or not. If we replaceR by the set of all primitive-positive definable
relations over R (constructed from elements of R by (∃,&,=)-formulas), then this does not change the computational
complexity of CSP(R) [6]. Moreover, from [2] we get that in the case of a finite base set the primitive-positive definable
relations overR coincide with the set InvPol(R) of all relations invariant to any polymorphism ofR (see definitions in [2]).
Remark. Note that we do not use functional symbols in the definition of CSP. Actually their utilization is mostly a matter
of an adequate interpretation of atomic formulas of the types R(f , g) and f = g , where f and g are terms. Indeed, in this
case, we may consider (similar to a Functional Analysis approach) a set (clone) of all operations on E represented by terms
to be the base set (instead of E). Then a template R(f , g) (f = g) is non-void, i.e., presents a solution to some problem, if
there exists an n-tuple a over E such that (f (a), g(a)) ∈ R (f (a) = g(a), respectively). This approach may be more suitable
in algorithmic problems involving theoretical computer programming, where terms and, in particular, variables (not just
elements of a set) represent the stages of computer processing.
The clone of operations Pol(R), which includes the set of all automorphisms Aut(R), can be viewed as the generalized
measure of symmetry of the system R. One can prove algebraically, using the properties of the Galois closure InvPol, that
the more sophisticated symmetry patterns R has, the more likely CSP(R) is tractable and vice versa. For example, if R is
the set of all relations (classical satisfiability problem), then Pol(R) includes only trivial functions (projections), and if R
is the minimal closed set of all relations obtained from the equality relation via &-formulas, then Pol(R) is the full clone
of operations. Similar characterization of InvPol(R) via primitive-positive formulas still holds for ω-categorical countable
relational systems with countable signatures [1] (this is also true for any arbitrary signature [16]). Furthermore, there exist
countable relational structures,which are notω-categorical, but the same characterization is still valid for them (wemention
without proof such a structure presented later in Example 2.3). The general case for the description of InvPol(R) for a
countable structure see in [16, Theorem 3.5].
Note that there are types of Galois closures, other than produced by (∃,&,=)-formulas, that are very promising for
applications to different kinds of algorithmic problemspresented byCSP, in casewhenwe are askingmore specific questions,
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not only about the existence of a solution. For example, we may ask whether two problems have the same set of solutions
(two unequal relations may become equal after application of ∃ to the same set of coordinates). Another essential question
is: whether a problem has a single solution (a relation with a non-single element domain may obtain the single one after
application of ∃).
We present the list of such closures on a finite base set in an increasing order with respect to the complexity of their dual
Galois closures:
(1) the closure via (&,=)-formulas that corresponds to clones of partial polymorphisms (partial operations preserving
relations) (see [11]);
(2) the closure via (∃,&)-formulas that corresponds to hyperclones (see [13]);
(3) the closure via &-formulas that corresponds to partial hyperclones (see [15]).
Considering CSP on an infinite domain it is worth mentioning that the characterization of the Galois closure given for a
finite base set in the case (1) is valid for any infinite domain provided we have a finite set of constraintsR.
Proposition ([11]). For a relational structure M = 〈E;R〉(|R| <∞) on an infinite domain, a relation R on E is represented by
a (&,=)-formula over R if and only if it is invariant to (or preserved by) all partial polymorphisms of M (i.e., of the set R).
Another useful tool is provided by multi-sorted predicate languages over the system {E i}(i = 1, . . . , n) of n(n > 1)
pair-wise disjoint finite base sets. They are corresponding to n sorts of variables in multi-sorted predicates. For example,
R(x1, x2, y, z) ⊆ E1×E1×E2×E3 is a 3-sorted relational constraintwith two variables from the first sort, one from the second
and one from the third. Such an approach allows looking at more sophisticated computational problems [3]. Similar to the
casen = 1 eachparticular problem fromCSP(R) (R ∈ R) corresponds to a&-formula overR, e.g., T (x1, x2, x3, x4, y1, y2, z) ≡
R(x1, x1, y2, z) & R(x2, x1, y1, z) & R(x3, x4, y1, z) represents the set of 7-tuples over 3 sorts of base sets, which are the
solutions to this problem. Next the formation of a set of all primitive-positive definable multi-sorted relations (constructed
by (∃,&, {=i}i=1,...,n)-formulas, where =i is the equality relation on E i (i = 1, . . . , n)) does not change the computational
complexity of CSP(R). Thus, we come to utilize the Galois connections between primitive-positive definable sets of multi-
sorted relations and n-clones of n-dimensional vectors of algebraic operations defined on the same base sets, which were
established by the author in 1973 (e.g., see [12]). Note that unlike the conventional case, we still do not have any description
of non-trivial minimal n-clones, even for the Boolean base sets (minimal clones are pivotal to discovering the borderline
between tractability and intractability of CSP on a finite base set). So we add to our list two multi-sorted closures:
(4) the closure via (∃,&, {=i}i=1,...,n)-formulas on a set of multi-sorted relations that corresponds to n-clones of vectors
of algebraic operations (see [12]);
(5) the closure via (&, {=i}i=1,...,n)-formulas on a set of multi-sorted relations that corresponds to n-clones of vectors of
partial algebraic operations (see [14]).
2. Homogeneous and strictly homogeneous criteria
Now we will establish the Galois connection between the sets of relations and the sets of their partial and total
automorphisms. A one-to-one partial mapping ϕ preserves an n-ary (n ≥ 1) relation R defined on the same set E, if for
every (a1, . . . , an) ∈ R we have (ϕa1, . . . , ϕan) ∈ R whenever ϕ is applicable to all a1, . . . , an, i.e., a1, . . . , an ∈ Dom(ϕ). If
ϕ is not applicable to any n-tuple of R, then from the definition ϕ preserves R. Next ϕ is a partial automorphism of R if ϕ and
its inverse ϕ−1 both preserve R (this is equivalent to: ϕ preserves simultaneously R and¬R). Clearly this definition coincides
with (3).
Denote Autp(R) (Aut(R)) the set of all f.p.a’s (automorphisms respectively) preserving R. For a systemR of relations on E
set Autp(R) = ∩R∈R Autp(R) (Aut(R) = ∩R∈R Aut(R) respectively). Then InvAutp(R)(InvAut(R)) is the set of all relations
on E invariant to all f.p.a. from Autp(R) (to all automorphisms from Aut(R), respectively).
Note that Autp(R) represents the set of all finite substructures of a structure 〈E;R〉 with isomorphisms between them.
Indeed, each ϕ ∈ Autp(R), Dom(ϕ) = {a1, . . . , an}, is an isomorphism of a substructure on the domain {a1, . . . , an} to a
substructure on the domain {ϕa1, . . . , ϕan}. Then the description of the Galois closure Autp(R) provides a characterization
of the sets of one-to-one mappings that form the set of all partial finite automorphisms for some structure (the proof is
similar to the proof of the characterization of finite partial polymorphisms given in [11]):
Let Ω be a set of finite partial one-to-one mappings defined on an infinite base set E. Then the condition Ω = Autp(R) (Ω
represents the set of all finite partial automorphisms for some structure 〈E;R〉) is equivalent to:Ω is closed under compositions,
inversions and restrictions of mappings and contains for every finite subset A ⊂ E the identity and a void mapping on A.
For a countable strictly homogeneous structure, there is an important amalgamation property of its finite substructures.
Let Ξ be a set of finite relational structures with the same signature closed under isomorphisms and restrictions. If for any
structures A, B, C ∈ Ξ and embeddings ϕ1 : A → B, ϕ2 : A → C , there exists D ∈ Ξ and embeddings ψ1 : B → D,
ψ2 : C → D, such that ψ1ϕ1 = ψ2ϕ2, then Ξ has amalgamation property. An age of a relational structure is the set of all
finite structures of the same signature which are isomorphically embedded into it.
Theorem (Fraïssé [5]). A countable classΞ of finite structureswith countable signature is the age of a unique (up to isomorphism)
countable strictly homogeneous (ultrahomogeneous) relational structure if and only if Ξ has amalgamation property.
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Note that in this paper we implement different underlying assumptions. Namely, we define all structures under
consideration on the same base set E.
Next we describe the operators of Galois closure InvAutp and InvAut via predicate languages defined above.
Lemma 2.1. For any non-void system of relationsR on an infinite set E(card E = α ≥ ω)
InvAutp(R) = Lα+0(R).
Proof. Clearly Lα+0(R) ⊆ InvAutp(R), since quantifier-free operations do not change the invariant property of relations
with respect to partial automorphisms. We will show the converse inclusion. The proof is following the lines of [11], where
the Galois closure was described for the sets of relations that are invariant to finite domain partial polymorphisms defined
on an arbitrary infinite set.
First we establish some properties of an inclusion minimal relation H〈a1, . . . , an〉 from Lα+0(R), containing a fixed n-
tuple a = (a1, . . . , an)(n ≥ 1) with distinct coordinates. Let {Rλ}(λ ∈ Λ) be the set of all n-ary relations from Lα+0(R)
containing the n-tuple a. Set H〈a1, . . . , an〉 ≡ ∩λ∈Λ R λ. Clearly H〈a1, . . . , an〉 is a non-void n-ary relation, since the full
n-ary relation belongs to Lα+0(R). Next we use the following proposition [11]:
An intersection of the set of relations of cardinality cardΛ > card E = α, defined on E, coincides with the intersection of some
its subsets of cardinality α.
Hence we obtain H〈a〉 ∈ Lα+0(R). Next we have the following properties:
(i) H〈a〉 is areflexive, i.e., it contains only pair-wise distinct n-tuples.
Since x = y ∈ Lα+0(R)we have H〈a〉 ≡ H〈a〉 & & 1≤i≤j≤n(xi 6= xj).
(ii) If b = (b1, . . . , bn) ∈ H〈a〉, then H〈b〉 ≡ H〈a〉.
AssumeH〈a〉 6= H〈b〉, whereH〈b〉 ∈ Lα+0(R). If a ∈ H〈b〉, thenwehave a ∈ H〈a〉 & H〈b〉 ⊂ H〈a〉, which contradicts
the minimality of H〈a〉. Next consider the case a 6∈ H〈b〉. Then a ∈ H〈a〉 & ¬H〈b〉 ⊂ H〈a〉. Contradiction.
(iii) For every b ∈ H〈a〉 the mapping ϕ : ai → bi(i = 1, . . . , n; n ≥ 1) is a f.p.a. ofR.
Proof of (iii). Clearly (iii) is equivalent to: ϕ and ϕ−1 preserve all relations from R. Assume that there exists R ∈ R of arity
m ≥1 such that ϕ does not preserve it (from (ii) we obtain that the case ‘‘ϕ−1 does not preserve R’’ can be handled in the
same way). Hence there is an m-tuple r = (r1, . . . , rm) ∈ R such that ϕ(r) 6∈ R, where r1, . . . , rm ∈ {a1, . . . , an}. Define a
mapping φ : {1, . . . ,m} → {1, . . . , n} such that φi = j⇔ ri = aj(1 ≤ i ≤ m, 1 ≤ j ≤ n).
From the minimal property of H〈a〉 ≡ H(x1, . . . , xn)we have:
H(x1, . . . , xn) ≡ H(x1, . . . , xn) & R(xφ1, . . . , xφm), (6)
since a is included in both sides of (6).
Next consider the relation:
Q (x1, . . . , xn, y1, . . . , ym) ≡ H(x1, . . . , xn) & xφ1 = y1 & . . . & xφm = ym.
Note that ϕ and ϕ−1 both preserve Q. Then from (6) we obtain:
Q ≡ H(x1, . . . , xn) & R(xφ1, . . . , xφm) & xφ1 = y1 & . . . & xφm = ym ≡ H(x1, . . . , xn) & R(y1, . . . , ym) &
xφ1 = y1 & . . . & xφm = ym.
Finally, from a× r ∈ Q we have ϕ(a× r) = ϕ(a)× ϕ(r) ∈ Q ⊆ H × R (where× stands for repetition-free conjunction).
Hence ϕ(r) ∈ R. Contradiction. This completes the proof of (iii). 
Now we show how to define any R ∈ Autp(R) in Lα+0(R). First note that for every r = (r1, . . . , rm) with equal
coordinates we choose H〈r1, . . . , rs〉 (for all distinct coordinates, s < m) and using conjunction with the equality relation
and permutation of coordinates we obtain the minimal relation H〈r〉 ∈ Lα+0(R). Next from (iii) we get H〈r〉 ⊆ R for all
r ∈ R. Finally, R ≡ ∨r∈R H〈r〉 ≡ ¬∧r∈R ¬H〈r〉.
If we replaceR by the set of all relations represented by atomic formulas from a partial structure we obtain the following
statement:
For any infinite partial structure M defined on the set E, card E = α,
InvAutp(M) = Lα+0(M). (7)
Lemma 2.2. For any non-void system of relationsR defined on the countable set E(card E = ω)
InvAut(R) = Lω1ω(R).
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Proof. Clearly Lω1ω(R) ⊆ InvAut(R). We prove the converse inclusion. Consider the inclusion minimal relation
G〈a1, . . . , an〉 ≡ Ga(x1, . . . , xn) containing an n-tuple a = (a1, . . . , an)(n ≥ 1) which is obtained by intersection of all
n-ary relations R ∈ Lω1ω(R) with a ∈ R. We have G〈a〉 ∈ Lω1ω(R)(see the proof of Lemma 2.1). Next we establish the
following properties of these relations.
(i) G〈a〉 is an areflexive relation.
See the proof of (i) in Lemma 2.1.
(ii) If (b1, . . . , bn) ∈ G〈a〉, then G〈b1, . . . , bn〉 ≡ G〈a〉.
See the proof of (ii) in Lemma 2.1.
(iii) G〈a2, . . . , an〉 ≡ (∃x1)Ga(x1, . . . , xn)(n ≥ 2).
Proof. Since each relation G is minimal in Lω1ω(R) with respect to inclusion of relations we obtain G〈a2, . . . , an〉 ⊆
(∃x1)Ga(x1, . . . , xn)(n ≥ 2). Then a ∈ x1 = x1 & G〈a2, . . . , an〉 and hence Ga(x1, . . . , xn) ⊆ x1 = x1 & G〈a2, . . . , an〉.
Since ∃ preserves inclusion of relations (∃x1)Ga(x1, . . . , xn) ⊆ G〈a2, . . . , an〉(n ≥ 2). 
(iv) For each (b1, . . . , bn) ∈ G〈a1, . . . , an〉(n ≥ 1) there exists an automorphism ϕ of R with the property: ϕ (ai) =
bi(i = 1, . . . , n).
Proof of (iv). Let E be ordered according to the type ω (natural numbers). We build an automorphism ϕ using the following
inductive procedure.
Let n be even, then we choose an+1 = min E \ {a1, . . . , an}. From (iii) there exists an (n + 1)-tuple (b1, . . . , bn, bn+1) ∈
G〈a1, . . . , an, an+1〉. Set ϕ(an+1) = bn+1(n ≥ 2). If n is odd, then we choose bn+1 = min E \ {b1, . . . , bn}. From (ii) and (iii)
there exists an (n+ 1)-tuple (a1, . . . , an, an+1) ∈ G〈b1, . . . , bn, bn+1〉. Set ϕ(an+1) = bn+1(n ≥ 1).
Repeating this procedure we obtain that everym ∈ E will appear in the initial segment of the length 2m+ n+ 1 in both
{ai} and {bi}. From (i) we get that these sequences are repetition-free. Hence ϕ is a bijective mapping from E to E.
To prove that ϕ is actually an automorphism ofRwe use the following Fact.
Fact. For everym-tuple (d1, . . . , dm)(m ≥ 1) on E wehave: (1) (ϕd1, . . . , ϕdm) ∈ G〈d1, . . . , dm〉; (2) (ϕ−1d1, . . . , ϕ−1dm) ∈
G〈d1, . . . , dm〉.
Proof of the Fact. Part (1). First consider a pairwise distinct m-tuple. We choose the initial segment {ai}(1 ≤ i ≤ s)
containing d1, . . . , dm. From the definition of ϕ we have (a1, . . . , as), (ϕa1, . . . , ϕas) ∈ G〈a1, . . . , as〉 of arity s(s ≥ d).
Then the set of numbers of coordinates in the relation G〈a1, . . . , as〉 ≡ Ga(x1, . . . , xs)may be presented as two disjoint sets:
{1, . . . , s} = {i1, . . . , im} ∪ {j1, . . . , js−m}, where the first set designates the numbers of d1, . . . , dm in the tuple (a1, . . . , as).
Next from the definition of ϕ we obtain (d1, . . . , dm), (ϕd1, . . . , ϕdm) ∈ ∃xj1 . . . xjs−mGa(x1, . . . , xs). Finally, from (iii) we get
that the last relation coincides with G〈d1, . . . , dm〉.
If the m-tuple (d1, . . . , dm) has some repetition of coordinates, then similar to the proof of Lemma 2.1 we use the
conjunction with the equality relation corresponding to equal coordinates in this tuple.
Also from (iii) we obtain that Part (2) follows straight from Part (1). 
Now we will show that ϕ and ϕ−1 both preserve each ∈ R. For every tuple r ∈ R we have G〈r〉 ⊆ R (minimal relation
property). Then from the above Fact ϕ(r) ∈ R and ϕ−1(r) ∈ R. Hence ϕ is an automorphism of R. This completes the proof
of (iv). 
For everyR ∈ InvAut(R)we find an expression in Lω1ω(R) representing it. First from (iv)wehave for every r ∈ RG〈r〉 ⊆ R,
where G〈r〉 ∈ Lω1ω(R). Finally, R ≡ ∨r∈R G〈r〉 ≡ ¬∧r∈R ¬G〈r〉 ∈ Lω1ω(R) (some variants of languages with expressions of
infinite length admit only intersection as the basic infinite operation [7]). 
We rewrite this Lemma in the equivalent form which for the case of countable signatures was obtained by Scott [18]:
Definability theorem. A relation R on the domain of a countable partial structure M is definable by a formula from Lω1ω(M) if
and only if every automorphism of M is an automorphism of R.
Example 2.3. Consider a countable structureM = 〈E; ε〉, where ε is an equivalence relation having the countable number
of blocks: E = E1 + E2 + · · · (one infinite and the others are finite), |E1| = ω, 2 ≤ |Ek| = k < ∞(k = 2, 3, . . .). Then
clearly all Ek(x)⇔ x ∈ Ek are unary invariant relations to all automorphisms ofM : Ek(x) ∈ InvAut(M)(k = 1, 2, . . .). Then
from Lemma 2.2 these predicates can be presented as expressions in Lω1ω(M). Namely, set Pn(x) ≡ ∃x1 . . . xn[ & 1≤i≤j≤nxi 6=
xj & ε(x, x1) & . . . & ε(x, xn)](n ≥ 2). Then E1(x) ≡ ∧n<ω Pn(x) and Ek(x) ≡ Pk(x) & ∀x1 . . . xk+1[ & 1≤i≤j≤k(xi 6=
xj) & ε(x, x1) & . . . & ε(x, xk) & ε(x, xk+1)→ x1 = xk+1 ∨ · · · ∨ xk = xk+1] (k = 2, 3, . . .).
Lemma 2.4. Let M be an infinite partial structure and S ⊆ InvAut(M). Then every f.p.a. of S can be extended to an automorphism
of M if and only if:
InvAutp(S) = InvAut(M). (8)
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Proof. (⇒) Applying InvAutp to both sides of S ⊆ InvAut(M), we obtain InvAutp(S) ⊆ InvAut(M), since from Lemma 2.1
InvAutp(InvAut(M)) = Lα+0(InvAut(M)) = InvAut(M). Assume that there exists φ ∈ Autp(S) such that either φ or φ−1
does not preserve some R ∈ InvAut(M) so the above inclusion is actually strict. Thenφ is extended toϕ ∈ Aut(M) and clearly
ϕ and ϕ−1 both preserve R. Hence φ and φ−1 must also preserve R as restrictions of ϕ and ϕ−1 respectively. Contradiction.
(⇐) Choose any f.p.a. of S φ(ai) = bi(i = 1, . . . , n; n ≥ 1). Then consider the n-graph G〈a1, . . . , an〉 (cf. Lemma 2.2), an
n-ary relation consisting exactly of all n-tuples which are images of (a1, . . . , an) under the application of any automorphism
of M. Clearly G〈a1, . . . , an〉 ∈ InvAut(M) for any partial structureM . So we have G〈a1, . . . , an〉 ∈ InvAutp(S) and hence φ is
also a f.p.a. of this relation, i.e., (b1, . . . , bn) ∈ G〈a1, . . . , an〉. Therefore, there exists ϕ ∈ Aut(M) extending φ. 
Throughout the end of this section we set M to be a countable partial structure with an arbitrary signature. Then from
Lemma2.2we obtain the proposition that describes the semantic property ofM to beω-categorical, i.e., all countablemodels
of the theory Th(M) are isomorphic, via syntax properties of its associated predicate languages.
Proposition 2.5. For a countable partial structure M the following are equivalent:
(a) Lω1ω(M) = Lωω(M);
(b) R ∈ Lωω(M)⇔ R ∈ InvAut(M) (predicate R is definable in M if and only if R is invariant to all automorphisms of M);
(c) M is ω-categorical.
Proof. (a) ⇔ (b) follows straight from Lemma 2.2. Case (a) ⇒ (c). Now for any minimal relation in Lω1ω(M) we
have G〈a1, . . . , an〉 ∈ Lωω(M) (see Lemma 2.2). This implies that any n-type (n ≥ 1) in M is principal. Next we apply
Ryll–Nardzewski Theorem. Note thatwemay use this part of the above theoremwithout restrictions to countable signatures
(e.g., see [19]).
Case (c) ⇒ (a). Let {Gi}(i = 1, . . . ,m) be the finite set of pairwise non-equivalent n-ary generating predicates for all
n-types (n ≥1) inM . Clearly for any n-ary R ∈ Lωω(M)(n ≥ 1)we have either Gi ⊆ R or Gi ∩ R = ∅. Hence R is represented
by a disjunction of some generating relations. Therefore, there is only a finite number of non-equivalent n-ary predicates
from Lωω(M). Hence all infinite intersections of predicates from Lωω(M) become finite and so (a) is valid. 
Note that some results from this Proposition were already known (e.g., (b)⇔ (c)).
Corollary 2.6. The theory Th(M) of a countable partial structure M isω-categorical if and only if every non-void infinite formula
∧i∈ω Qi, where Qi(i = 1, . . .) are n-ary first order predicate calculus formulas from M(Qi ∈ Lωω(M)), is equivalent in M to some
n-ary formula Q ∈ Lωω(M)(n ≥ 1).
Then we consider two cases in Lemma 2.4.
I. If we put S = Lωω(M) in Lemma 2.4, then we obtain that the homogeneous structure property is equivalent to:
InvAut(M) = InvAutp(Lω1ω(M)). From Lemma 2.1 (countable case) and Lemma 2.2 we get the following proposition.
Proposition 2.7. A countable partial structure M is homogeneous if and only if Lω1ω(M) = Lω10(Lωω(M)).
Corollary 2.8. A countable partial structure M is homogeneous if and only if any non-void infinite formula (∃x)∧i∈ω Qi, where
Qi(i = 1, . . .) are n-ary first order predicate calculus formulas from M(Qi ∈ Lωω(M)), is equivalent to countable conjunctions
and disjunctions of (n− 1)-ary formulas (n ≥ 2) from Lωω(M).
Corollary 2.9. A partial structure M is homogeneous, if its elementary theory Th(M) is ω-categorical.
Proof. Follows straight from Propositions 2.5 and 2.7. Indeed, we start with an identity Lω1ω(M) = Lω10(Lω1ω(M)). Then by
replacing Lω1ω(M)on the right side by Lωω(M) (see condition (a) fromProposition 2.5)weobtain (4) fromProposition 2.7. 
The converse is not true. Consider a homogeneous partial structureN from Example 1.1, which is also ultrahomogeneous.
This structure has an infinite number of distinct unary predicates Gn(x) ∈ InvAut(N)(n = 1, 2, . . .). That contradicts to ω-
categoricity.
II. If we put S = M in Lemma 2.4, then we get:M is strictly homogeneous if and only if InvAutp(M) = InvAut(M). Next
applying Lemmas 2.1 and 2.2 we obtain the proposition.
Proposition 2.10. A countable partial structure M is strictly homogeneous if and only if Lω1ω(M) = Lω10(M). Moreover, if M is
a countable relational structure with a finite number of constants, then it is ultrahomogeneous if and only if Lω1ω(M) = Lω10(M).
Corollary 2.11. A countable partial structure M is strictly homogeneous if and only if any non-void infinite formula (∃x)∧i∈ω Qi,
where Qi are n-ary (n ≥ 2) quantifier-free formulas constructed from atomic formulas from M(Qi ∈ Lω0(M)), is equivalent
to countable disjunctions and conjunctions of (n − 1) ary quantifier-free formulas constructed from atomic formulas from M
(countable Boolean combinations over M).
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Similar to the condition (b) of Proposition 2.5 we investigate the property:
InvAutp(M) = Lω0(M) (Lω10(M) = Lω0(M)), (9)
i.e., every predicate invariant to all finite partial automorphisms is presented as a quantifier-free first order formula (Boolean
combination) overM . Clearly it follows from (b). However, there are structures with this property that are notω-categorical.
Indeed, consider a structure M from Example 2.3. Since M consists of only one relation in its signature the above property
is valid for it. At the same time, there is an infinite number of distinct unary predicates Ek(x) ∈ InvAut(M)(k = 1, 2, . . .)
which contradicts to ω-categoricity.
A set S of the first order formulas over M , i.e., S ⊂ Lωω(M), is called an elimination set for M (Tarski, see [5]) if every
R ∈ Lωω(M) can be defined as a Boolean combination of relations from S. In our notation:
Lωω(M) = Lω0(S). (10)
Proposition 2.12. A set S of the first order formulas over an ω-categorical countable structure M is the elimination set for M if
and only if every f.p.a. of S can be extended to an automorphism of M. Moreover, Th(M) admits elimination of quantifiers if and
only if M is strictly homogeneous.
Proof. From Lemmas 2.1, 2.2 and 2.4 we obtain that it suffices to prove: Lωω(M) = Lω0(S)⇔ Lω1ω(M) = Lω10(S). SinceM
is ω-categorical we get Lω1ω(M) = Lωω(M) (see Proposition 2.5(a)). In addition, in an ω-categorical structure there is only a
finite number of n-ary (n > 0) distinct predicates from Lωω(M) [19]. Hence Lω10(S) = Lω0(S) for every S ⊆ Lωω(M) (infinite
intersections of n-ary predicates become finite). Then the required equivalence follows straight from the last two equalities.
Next if we put S = M into (10), then we obtain the second part of the corollary. 
To underscore the similarity between ω-categorical and finite structures we mention that the same proposition is valid
for any finite structure (the proof is based on [2,11] and Lemma 2.4 which also holds for a finite case).
Next we will show that the second part of the last proposition holds even for a weaker, thanω-categoricity, property (9).
Corollary 2.13. If M is a countable structure with the property (9), then the following are equivalent: (a) Th(M) admits
elimination of quantifiers; (b)M is strictly homogeneous. Moreover, (9) plus (a) ((9) plus (b)) implies ω-categoricity of M.
Proof. We rewrite conditions (a) and (b) in the equivalent form. It suffices to show that: Lωω(M) = Lω0(M)⇔ Lω1ω(M) =
Lω10(M). (b) ⇒ (a): from (9) and the right side we get Lω1ω(M) = Lω0(M) which implies the left side. (a) ⇒ (b): we use
the presentation Lω1ω(M) = ∪{Li : i = 1, 2, . . .}, where L1 = Lωω(M), L2 = Lω10(Lωω(M)), L3 = Lωω(Lω10(Lωω(M))), . . ..
Then from (9) and (a) we obtain Li = Lω0(M)(i = 1, 2, . . .) and Lω1ω(M) = Lω0(M). Hence Lω1ω(M) = Lω10(M)(condition
(b)) and also Lω1ω(M) = Lωω(M) (ω-categoricity). 
3. Finite signature relational structures
In this section we consider countable relational structures of the type P = 〈E; R1, . . . , Rn, e1, . . . , em〉 consisting of only
a finite number of predicates and constants. Denote Lsω0(P) the set of all relations represented by quantifier-free first order
s-ary formulas, i.e., formulas having exactly s free variables (s ≥1). It is easy to prove the following fact.
Fact 1. For a finite signature relational structure (in brief: f.s.r.s.) P, |Lsω0(P)| <∞(s ≥ 1).
Hence in Lsω0(P) any infinite intersection of the same arity relations become finite and so P has the property (9).
We establish a criterion of quantifier elimination for this type of relational systems.
Proposition 3.1. For a f.s.r.s. P the following conditions are equivalent:
(a) Th(P) admits elimination of quantifiers;
(b) each f.p.a. of P is f.p.e.a. of P;
(c) each f.p.a. of P is extended to an automorphism of P (P is strictly homogeneous).
Proof. Since (9) holds for P we apply Corollary 2.13 and obtain (a)⇔ (c).
(a)⇔ (b): First clearly (a) is equivalent to:
Lωω(P) = Lω0(P). (11)
Then we use the following property of the Galois connection.
Fact 2. For two sets of relations M1 and M2 defined on the same base set Autp(M1) = Autp(M2) holds if and only if
InvAutp(M1) = InvAutp(M2).
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From this fact (b) is equivalent to InvAutp(Lωω(P)) = InvAutp(P). Then applying Lemma 2.1 we obtain that it is equivalent
to:
Lω10(Lωω(P)) = Lω10(P). (12)
Now using stipulation (9) we prove (11)⇔ (12) (substituting Lωω(P) by Lω0(P) in (12) we get the identity and conversely
replacing Lω10(P) by Lω0(P) in (12) we obtain Lω10(Lωω(P)) = Lω0(P) and hence Lωω(P) ⊆ Lω0(P). Therefore, (11) holds).

Applying Proposition 3.1 to the relational structure N1 from Example 1.1 we find that Th(N1) does not admit elimination
of quantifiers.
Next we need a corollary which results are already known.
Corollary 3.2. (1) If Th(P) admits elimination of quantifiers, then P is homogeneous and Th(P) isω-categorical; (2) if P is strictly
homogeneous, then Th(P) is ω-categorical.
Proof. Follows straight from Corollary 2.9 and Proposition 3.1. 
Notice that from the Fraisse’s results ([5], Corolloary 6.4.2) one can obtain the statement: the condition (a) from
Proposition 3.1 is equivalent to (c) plus ω-categoricity. The latter addition can be easily omitted (e.g., see Corollary 3.2).
Example 3.3. Consider a countable structure P = 〈E; ε〉, where ε is an equivalence relation on E with the blocks of the same
cardinality (finite or countable). It is easy to verify that each f.p.a. of P can be extended to some automorphism of P and,
therefore, from Proposition 3.1 P admits elimination of quantifiers. Next from Corollary 3.2 P is homogeneous and Th(P) is
ω-categorical
Note that Proposition 3.1 also holds for any f.s.r.s. that is defined on a finite base set. Hence from Proposition 3.1 and
Löwenheim–Skolem Theorem we obtain the following proposition.
Proposition 3.4. An elementary theory with a finite signature consisting only of predicates and constants does not admit
elimination of quantifiers if and only if it contains a countable or a finite model P with some f.p.a. ϕ in it such that ϕ cannot
be extended to any automorphism of P, i.e., P is not strictly homogeneous.
Proof. First we use the following fact.
Fact 3. Let ℘ be an elementary theory with a countable or finite signature. Then ℘ admits elimination of quantifiers if and
only if every finite or countable model of ℘ admits elimination of quantifiers.
Proof of the Fact. Let M be an uncountable model of ℘ which does not admit elimination of quantifiers (contrary to all
finite and countable models of ℘). Then from Löwenheim–Skolem Theorem there exists a finite or countable model P of ℘
which is elementary equivalent toM , i.e., P ∈ Th(M), and hence P admits elimination of quantifiers. The same must be true
forM . Contradiction. 
Next we use the equivalence of (a) and (c) from Proposition 3.1 (including the case of finite base sets). 
Corollary 3.5. Any relational theory of a field (contains two predicates S(x, y, z) ≡ x + y = z, T (x, y, z) ≡ x × y = z and
constants 0 and 1) of characteristics p = 0 or p ≥ 7 does not admit elimination of quantifiers.
Proof. We choose a countable or a finite field P and f.p.a. in it defined as follows: ϕ(0) = 0, ϕ(1) = 1 and ϕ(3) = 4,
Dom(ϕ) = {0, 1, 3}, i.e., both ϕ and ϕ−1 preserve all atomic formulas from P . This argument does not hold for p = 5, since
in this case (1, 4, 0) ∈ S, but ϕ−1(1, 4, 0) = (1, 3, 0) 6∈ S. Clearly each automorphism of P has 3 as its fixed point and so ϕ
can not be extended to any automorphism of P . Next we use Proposition 3.4. 
It is known that all countable algebraically closed fields (each polynomial over this field has a solution in it) of the same
characteristics are isomorphic. Hence using previous Corollary we obtain an example of a relational structure P such that
Th(P) isω-categorical, but does not admit elimination of quantifiers. Therefore, the converse statement to Corollary 3.2 does
not hold.
4. Uncountable structures
Let P be an uncountable finite signature relational structure (signature contains only a finite number of predicates and
constants), card E = α > ω. Clearly Fact 1 also holds for any uncountable f.s.r.s. Hence we have the analogue of (9):
Lα+0(P) = Lω0(P), (13)
for any f.s.r.s. P defined on a set of cardinality α.
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Proposition 4.1. For any f.s.r.s. P the following are equivalent:
(a) Th(P) admits elimination of quantifiers;
(b) each f.p.a. of P is a f.e.p.a. of P.
Proof. We follow the proof of Proposition 3.1. Namely, (a) is equivalent to: Lωω(P) = Lω0(P). From the Fact 2 and Lemma 2.1
(b) can be presented as: Lα+0(Lωω(P)) = Lα+0(P) (an uncountable analogue of (12)). Then using (13) we easily show that
these stipulations are actually equivalent. 
Extending the definition of a strictly homogeneous structure to an uncountable P (i.e., every finite partial automorphism
of P is extendable to an automorphism of P) we obtain the following corollary.
Corollary 4.2. For any uncountable strictly homogeneous f.s.r.s. P, its elementary theory Th(P) admits elimination of quantifiers.
Proof. From Lemma 2.4 we get that the condition ‘‘P is strictly homogeneous’’ is equivalent to: InvAutp(P) = InvAut(P).
Then from Lemma 2.1 we obtain InvAutp(P) = Lα+0(P). Next applying (13) we get InvAut(P) = Lω0(P). Clearly Lωω(P) ⊆
InvAut(P). Finally, Lωω(P) = Lω0(P). 
But the converse is not true. Next we prove that the equivalence of conditions (a) and (c) from Proposition 3.1 does not
hold for uncountable f.s.r.s. and show that this is a direct consequence of the following fact: Lemma 2.2 does not hold for
uncountable structures with respect to languages with finite string of quantifiers.
Proposition 4.3. For an infinite partial structure P(card P = α) the following are equivalent: (a) InvAut(P) = Lα+ω(P);
(b) each f.p.a. of Lα+ω(P) can be extended to an automorphism of P.
Proof. Clearly Lα+ω(P) ⊆ InvAut(P). Then we put S = Lα+ω(P) in Lemma 2.4 and obtain that (b) is equivalent to
InvAutp(Lα+ω(P)) = InvAut(P) and from Lemma 2.1 Lα+0(Lα+ω(P)) = InvAut(P). Finally, Lα+ω(P) = InvAut(P). 
Proposition 4.4. Let P be a f.s.r.s., card P = α > ω. If InvAut(P) = Lα+ω(P) and Th(P) admits elimination of quantifiers, then
every f.p.a. of P is extended to some ϕ ∈ Aut(P).
Proof. Following the proof of (a) ⇒ (b) from Corollary 2.13 from (13) and Lωω(P) = Lω0(P) (by changing ω1 to α+)
we obtain Lα+ω(P) = Lα+0(P). The latter can be presented as InvAut(P) = InvAutp(P) (see Lemma 2.1). Then we apply
Lemma 2.4 with S = P . 
Nowwe show that for each uncountable α there exists a f.s.r.m. P(card P = α)which theory Th(P) admits elimination of
quantifiers but not every f.p.a. of P is extended to an automorphism of P. Hence from Proposition 4.4 Lα+ω(P) ⊂ InvAut(P).
Consider a countable f.s.r.s. P = 〈E; ε〉, where ε is an equivalence relation with exactly two infinite countable blocks.
Then the system of axioms:
(1) (∀x)ε(x, x);
(2) ∀xy[ε(x, y)→ ε(y, x)];
(3) ∀xyz[ε(x, y) & ε(y, z)→ ε(x, z)];
(4) ∀x1∃x2 . . . xn[∧1≤i≤j≤n(xi 6= xj) & ε(x1, x2) & . . . & ε(x1, xn)] (n = 2, 3, . . .);
(5) ∀xyz[¬ε(y, z)→ ε(x, y) ∨ ε(x, z)]
determines the complete theory Th(P) (see Vaught Criterion [19]), since Th(P) has no finite models (axiom 4) and is ω-
categorical (Example 3.3).
In addition, Th(P) admits elimination of quantifiers (see Example 3.3). Next we choose an uncountable model of
Th(P) P ′ = 〈E ′; ε〉(card E ′ = α > ω), where ε has two blocks E1 + E2 = E ′, |E1| = α, |E2| = ω, and choose f.p.a. ϕ
defined as follows: ϕa1 = b1, ϕa2 = b2(a1, a2 ∈ E1, b1, b2 ∈ E2). Clearly ϕ cannot be extended to any automorphism of P ′
(E1 and E2 have different cardinalities).
Hence from Proposition 4.4 Lα+ω(P ′) ⊂ InvAut(P ′).
Moreover from (13) and Proposition 4.1 Lα+ω({ε}) = Lω0({ε}). Then it is easy to show that for the unary relations
E1(x)⇔ x ∈ E1 and E2(x)⇔ x ∈ E2 we have E1(x), E2(x) ∈ InvAut({ε}), but E1(x), E2(x) 6∈ Lα+ω({ε}).
Therefore, we proved the proposition.
Proposition 4.5. The stipulation InvAut(P) = Lα+ω(P) does not hold for uncountable partial structures (card P = α), i.e., the
language Lα+ω with finite string of quantifiers does not represent all relations which are invariant to all automorphisms of an
uncountable structure.
Notice that modifying the results of [8] one can obtain InvAut(P) = Lα+α+(P) for any uncountable partial structure P (so
far it is unknown whether we could lower the second index α+ reflecting the cardinality of quantifier strings). Hence we
may state (without proof) an uncountable analogue of Definability theorem:
A relation R on the domain of an uncountable structure P(card P = α) is definable by a formula from Lα+α+(P) if and only if
every automorphism of P is an automorphism of R.
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