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a b s t r a c t
In this note, we prove a structural theorem for planar graphs, namely that every planar
graph has one of four possible configurations: (1) a vertex of degree 1, (2) intersecting
triangles, (3) an edge xy with d(x) + d(y) ≤ 9, (4) a 2-alternating cycle. Applying this
theorem, new moderate results on edge choosability, total choosability, edge-partitions
and linear arboricity of planar graphs are obtained.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
All graphs considered in this note are finite, simple and undirected. See [2] for undefined terminology and notation. Let
G = (V (G), E(G)) be a graph with the vertex set V (G) and the edge set E(G). For a vertex v ∈ V (G), the degree of v in G,
denoted by dG(v) (or simply by d(v) if this causes no confusion), is the number of edges incident with v in G. Themaximum
degree and theminimum degree of G are denoted by∆(G) and δ(G), respectively. Call a vertex v a k-vertex, or a k+-vertex, or
a k−-vertex in G if dG(v) = k, or dG(v) ≥ k, or dG(v) ≤ k, respectively. A k-neighbor of v is a k-vertex adjacent to v in G. A
triangle means a cycle of length 3. Call two triangles intersecting if they share at least one vertex. A 2-alternating cycle is a
cycle C = v1 · · · v2n with d(v2i) = 2 for 1 ≤ i ≤ n.
A graph is planar if it can be drawn on the plane so that its edges only meet at their ends. Any such a particular drawing
of a planar graph is called a plane graph. For a plane graph G, we use F(G) to denote its face set. For a face f ∈ F(G), we use
dG(f ), or simply d(f ), to denote its size or degree, namely, the length of the boundary walk of f . A k-face is a face of degree k.
A total coloring of a graph G is a coloring of V (G) ∪ E(G) such that no two adjacent or incident elements receive the
same color. The total chromatic number of G, denoted by χ ′′(G), is the smallest integer k such that G has a total coloring
using exactly k colors. A graph G is said to be list-k-totally colorable if, whenever we give lists of k colors to each element
x ∈ V (G) ∪ E(G), there exists a total coloring of Gwhere each element is colored with a color from its own list. The list total
chromatic number of G, denoted by χ ′′l (G), is the smallest integer k such that G is list-k-totally colorable. The edge chromatic
index χ ′(G) and the list edge chromatic index χ ′l (G) of G are defined similarly in terms of coloring edges alone. Obviously,
∆(G) ≤ χ ′(G) ≤ χ ′l (G) and∆(G)+ 1 ≤ χ ′′(G) ≤ χ ′′l (G).
Conjecture A. For any graph G: (a) χ ′l (G) = χ ′(G); (b) χ ′′l (G) = χ ′′(G).
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Part (a) of Conjecture A was posed independently by Vizing, by Gupta, by Abertson and Collins, and by Bollobás and
Harris, and is well-known as the List Coloring Conjecture. Part (b) of the conjecture was posed by Borodin, Kostochka and
Woodall [3]. Both parts of this conjecture are very challenging and still open, even for planar graphs. What is known so far
is as follows: χ ′l (G) = χ ′(G) = ∆(G) and χ ′′l (G) = χ ′′(G) = ∆(G)+1 if ∆(G) ≥ 4 and G has no cycles of length from 4 to 14,
see [7]; or ∆(G) ≥ 5 and G has no cycles of length from 4 to 8 [7]; or ∆(G) ≥ 6 and G has either no 4- and 6-cycles [9], or 4- and
5-cycles [7]; or ∆(G) ≥ 7 and G has either no 3-cycles [3], or 4-cycles [7], or 5- and 6-cycles [9]; or ∆(G) ≥ 8 and G has either
no intersecting 4-cycles [10], or 5-cycles [11], or 6-cycles [11]; or ∆(G) ≥ 12 [3]. For new interesting evidence supporting
Conjecture A, we refer the reader to [4]. In this note, we shall prove Conjecture A for planar graphs with maximum degree
at least 8 and without intersecting triangles.
As a generalization of the edge-coloring, an edge-partition of a graph G is a decomposition of G into subgraphs G1,
G2, . . . ,Gm such that E(G) = E(G1)∪ E(G2)∪ · · · ∪ E(Gm) and E(Gi)∩ E(Gj) = ∅ for i ≠ j. A linear k-forest is a graph whose
components are paths of length atmost k. The linear k-arboricity ofG, denoted by lak(G), is the least integerm such thatG can
be edge-partitioned into m linear k-forests. la1(G) is just the classical edge chromatic index χ ′(G). The concept of linear k-
arboricity of a graphwas first introduced byHabib and Péroche [6], and since then has been extensively studied. For the study
of linear k-arboricity of planar graphs, what is known so far is as follows: Lih et al. [8] proved that la2(G) ≤

∆(G)+1
2

+ 12
for any planar graph G; la2(G) ≤

∆(G)+1
2

+6 if G has no triangles; la2(G) ≤

∆(G)+1
2

+2 if G has neither cycles of length 3
nor cycles of length 4; la2(G) ≤

∆(G)+1
2

+ 1 if G has no cycles of length from 3 to 6. Very recently, Ma andWu [11] proved
that for a planar graph G without 5-cycles or without 6-cycles, la2(G) ≤

∆(G)+1
2

+ 6. In this note, we shall prove that for
a planar graph Gwithout intersecting triangles, la2(G) ≤

∆(G)
2

+ 6.
The rest of the material of this note is organized as follows. In Section 2, we improve a structural theorem for planar
graphs, which was proved in [12] and was successively applied to obtain some results on edge-partitions and linear
2-arboricity of planar graphs in [8]. Then, in Section 3, we apply the improved structural theorem to derive the new results
stated above.
2. The main theorem
Theorem 1. Every planar graph has one of four possible configurations:
(1) a vertex of degree 1,
(2) intersecting triangles,
(3) an edge xy with d(x)+ d(y) ≤ 9,
(4) a 2-alternating cycle.
Proof. Suppose that G is a counterexample to Theorem 1with the fewest vertices. Clearly, G is connected. Embedding G into
the plane we get a plane graph G = (V , E, F)with the vertex set V , edge set E and face set F . Since G has no vertex of degree
1, δ(G) ≥ 2. Let H be the subgraph induced by the edges incident with the 2-vertices of G. Since d(x)+ d(y) ≥ 10 for every
edge xy ∈ E, every pair of 2-vertices is nonadjacent. Since G does not contain any 2-alternating cycle, H does not contain
any cycle at all. So every component of H is a tree. By induction, there exists a matchingM such that all 2-vertices in H are
saturated byM . Here if uv ∈ M and d(u) = 2, we say that v is themaster of u, or u is the dependent of v.
By Euler’s formula |V (G)| − |E(G)| + |F(G)| = 2, we can derive the following identity:−
v∈V
(2d(v)− 6)+
−
f∈F
(d(f )− 6) = −12.
Let ch(x) denote the weight function defined on V ∪ F by ch(v) = 2d(v)− 6 if v ∈ V and ch(f ) = d(f )− 6 if f ∈ F . We
apply the following discharging rule simultaneously to all vertices and faces (see Fig. 1).
R1: Charge to a 2-vertex v.
Every 2-vertex gets 2 from its master.
R2: Charge to a 3-face.
R2.1. A 3-face incident with a 3−-vertex gets 32 from each of its two incident 7
+-vertices.
R2.2. A 3-face incident with a 4-vertex gets: 12 from each of its incident 4-vertices;
5
4 from each of its incident 6
+-vertices.
R2.3. A 3-face not incident with any 4−-vertex gets 1 from each of its incident vertices.
R3: Charge to a 4-face.
R3.1. A 4-face incident with two 3−-vertices gets 1 from each of its two incident 7+-vertices.
R3.2. A 4-face incident with exactly one 3−-vertex and one vertex of degree between 4 and 6 gets: 34 from each of its two
incident 7+-vertices; 12 from the remaining incident vertex of degree between 4 and 6.
R3.3. A 4-face incident with exactly one 3−-vertex and three 7+-vertices gets: 12 from each of the 7
+-neighbors of the 3−-
vertex on the face; 1 from the remaining 7+-vertex on the face.
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Fig. 1. Discharging rules.
R3.4. A 4-face not incident with any 3−-vertex gets 12 from each of its incident vertices.
R4: Charge to a 5-face.
A 5-face gets 13 from each of its incident 4
+-vertices.
The rest of the proof is devoted to checking that ch′(x) ≥ 0 for all x ∈ V ∪ F , where ch′(x) denotes the final charge of
x ∈ V∪F after carrying out all rules R1–R4. If this can be completed, thenwe get−12 =∑x∈V∪F ch(x) =∑x∈V∪F ch′(x) ≥ 0,
a contradiction. According to d(x)+d(y) ≥ 10 for every edge xy ∈ E and our rules, ch′(x) ≥ 0 for all faces and all 4−-vertices.
Hence we only need to check that ch′(v) ≥ 0 for all 5+-vertices v ∈ V .
Let v be a 5-vertex. Since G has no intersecting triangles, v is incident with at most one 3-face. By our rules, v discharges
at most 1+ 4× 12 = 3 to its incident faces. Thus, ch′(v) ≥ ch(v)− 3 = 1 > 0.
Let v be a 6-vertex. By our rules, v discharges at most 54 + 5 × 12 = 154 to its incident faces. It follows that ch′(v) ≥
ch(v)− 154 = 94 > 0.
Let v be a 7-vertex. By R2.1 andR3.3, v discharges atmost 32+6×1 = 152 to its incident faces. Hence ch′(v) ≥ ch(v)− 152 =
1
2 > 0.
Let v be an 8-vertex. By our rules, v not only sends charge to its incident 5−-faces but also to its dependent, if any. If v
has no 2-neighbor, then the incident 5−-faces of v receive in total charge from v at most 32 + 7× 1 = 172 by our rules; hence
ch′(v) ≥ ch(v) − 172 = 32 > 0. Assume that v is adjacent to at least one 2-vertex. If v is not incident with any 3-face, then
ch′(v) ≥ ch(v) − 2 − 8 × 1 = 0. Assume that v is incident with at least one 3-face. By our hypothesis, v is incident with
exactly one 3-face. If v is incident with at least one 5+-face, then ch′(v) ≥ ch(v)− 2− 32 − 13 − 6× 1 > 0. Now, the only
gap for closing our checking is: v is adjacent to at least one 2-vertex and incident with exactly one 3-face and seven 4-faces.
Let f1, f2, . . . , f8 be the faces incident with v in the clockwise order, and v1, v2, . . . , v8, the neighbors of v such that vi is
incident with fi−1, fi, i = 2, . . . , 8, and v1 is incident with f1 and f8. Assume that f1 is the only 3-face T at v; then f2, . . . , f8
are 4-faces. Let ui be the remaining undefined vertex on fi, i = 2, . . . , 8.
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By symmetry, we may assume that d(v1) ≤ d(v2). If d(v1) ≥ 7, then d(v2) ≥ 7, namely, v sends 1 to T by R2.3;
hence ch′(v) ≥ 10 − 2 − 1 − 7 × 1 = 0. If 4 ≤ d(v1) ≤ 6, then v sends at most 54 to T by R2, and 34 to f8 by R3; hence
ch′(v) ≥ 10−2− 54− 34−6×1 = 0. Assume that d(v1) ≤ 3. Since d(x)+d(y) ≥ 10 for each edge xy inG, d(v2) ≥ 7. By R2.1, v
sends 32 to T . If there is at least one vertex vi, 3 ≤ i ≤ 8, such that d(vi) ≥ 4, then v sends in total atmost 32+2× 34+5×1 = 8
to all incident faces by R3.2 and R3.3; hence ch′(v) ≥ ch(v)− 2− 8 = 0. Assume that d(vi) ≤ 3, 3 ≤ i ≤ 8. In this case, v
sends 12 to f2 and 1 to other incident 4-faces by R3.3; we have ch
′(v) = ch(v)− 2− 32 − 12 − 6× 1 = 0.
Finally, let v be a 9+-vertex. In this case, we have ch′(v) ≥ ch(v)− 2− 32 − (d(v)− 1)× 1 = d(v)− 172 > 0.
The proof of Theorem 1 is completed. 
3. Applications
3.1. The list edge and list total colorings of planar graphs
Theorem 2. Let G be a planar graph with maximum degree ∆(G) ≤ ∆. If ∆ ≥ 8 and G has no intersecting triangles,
then G is list-∆-edge-colorable and list-(∆ + 1)-totally colorable. In particular, we have χ ′l (G) = χ ′(G) = ∆(G) and
χ ′′l (G) = χ ′′(G) = ∆(G)+ 1.
Proof. We only prove the second statement because the first one can be similarly (even more easily) proved. Let G be
a minimal counterexample. It is easy to see that δ(G) ≥ 2. We first suppose that G contains an edge e = uw with
d(u)+d(w) ≤ 9.Wemay assume that d(u) ≤ d(w), and hence d(u) ≤ 4. By theminimality ofG, we can totally color all edges
and vertices ofG−e from their lists. Erase the color of u. There are now at least (∆+1)−[(d(u)+d(w)−2)+1] ≥ ∆−7 ≥ 1
colors for coloring e, and then at least (∆+ 1)− 2× 4 ≥ 1 colors available for u, namely, we can color all elements of G, a
contradiction showing that d(u) + d(w) ≥ 10 for every edge e = uw of G. By Theorem 1, G contains a 2-alternating cycle
C . Remove the edges and the 2-vertices of C from G. By the minimality of G, we can color the remaining edges and vertices
of G from their lists. There are now at least two colors available for each edge of C; hence all edges of C can be properly
colored since an even cycle is list-2-colorable, and then the uncolored 2-vertices of C are easily colored, namely, G is not a
counterexample, a contradiction completing the proof. 
3.2. An edge-partition theorem
Lemma 3. Every planar graph G without intersecting triangles can be edge-partitioned into two forests F1, F2 and a subgraph H
such that for every v ∈ V (G), dF1(v) ≤

dG(v)
2

, dF2(v) ≤

dG(v)
2

and dH(v) ≤ 4.
Proof. We prove the lemma by induction on the number |V (G)| + |E(G)|. If |V (G)| + |E(G)| ≤ 5, then the result holds
trivially. Let G be a planar graph with |V (G)| + |E(G)| ≥ 6. If∆(G) ≤ 4, it suffices to take H = G and F1 = F2 = ∅.
Now suppose that ∆(G) ≥ 5. We may assume that G is connected. If G′ is a proper subgraph of G, then G′ has an edge-
partition as desired by the induction hypothesis, namely, G′ = F ′1 ∪ F ′2 ∪ H ′. We shall choose an appropriate subgraph G′ so
that we can extend F ′1, F
′
2 and H
′ to F1, F2 and H , respectively, such that F1, F2 and H forms a desired edge-partition of G.
We first assume that δ(G) = 1. Let G′ = G − uv where uv ∈ E(G) and dG(u) = 1. If dH ′(v) ≤ 3, we simply let
H = H ′ + uv and Fi = F ′i for i = 1, 2, getting a proper edge-partition of G. If dH ′(v) = 4, we suppose that dF ′1(v) ≤ dF ′2(v).
Since dG′(v) = dF ′1(v)+ dF ′2(v)+ dH ′(v) = dF ′(v)+ dF ′2(v)+ 4 and dG′(v) = dG(v)− 1, we have dF ′1(v) ≤ (dG(v)− 5)/2. Let
F1 = F ′1+ uv, F2 = F ′2, and H = H ′; we then get a proper edge-partition of G, because dF2(x) = dF ′2(x), dH(x) = dH ′(x) for all
x ∈ V (G′), dF1(x) = dF ′1(x) for all x ∈ V (G) \ {u, v}, dF1(u) = 1, and dF1(v) = 1+ dF ′1(v) ≤ 1+ (dG(v)− 5)/2 < ⌈dG(v)/2⌉.
We next assume that δ(G) ≥ 2. By Theorem 1, we only need to consider two cases.
1. There is an edge xy in G such that dG(x)+ dG(y) ≤ 9.
Define G′ = G − xy and assume that dH ′(x) ≤ dH ′(y). If dH ′(y) ≤ 3, let H = H ′ + xy, F1 = F ′1 and F2 = F ′2; we are
done. Assume that dH ′(y) = 4. In this case, we have dF ′1(y) = dF ′2(y) = 0 and 1 ≤ dG′(x) ≤ 3. We may assume that
dF ′1(x) ≤ dF ′2(x). If dG′(x) = 3, letting F1 = F ′1 + xy, F2 = F ′2, and H = H ′, then F1 is still a forest, dF1(y) = 1 ≤ ⌈dG(y)/2⌉ and
dF1(x) = 1+ dF ′1(x) ≤ ⌈dG(x)/2⌉ (note that dF ′1(x) ≤ 1 and dG(x) = 4); we are done. If dG′(x) = 2, then dF ′1(x) = dF ′2(x) = 1
since dF ′i (x) ≤ ⌈dG′(x)/2⌉ = 1 for i = 1 and 2. Again let F1 = F ′1 + xy, F2 = F ′2, and H = H ′. We see that F1 is a forest,
dF1(y) = 1 ≤ ⌈dG(y)/2⌉ and dF1(x) = 2 = ⌈3/2⌉ = ⌈dG(x)/2⌉. If dG′(x) = 1, then dF ′1(x) = 0. Let F1 = F ′1+ xy, F2 = F ′2, and
H = H ′. We see that F1 is a forest, dF1(y) = 1 ≤ ⌈dG(y)/2⌉ and dF1(x) = 1 = ⌈dG(x)/2⌉.
2. There is a 2-alternating cycle C = v1v2 · · · v2sv1, s ≥ 2, such that dG(v1) = dG(v3) = · · · = dG(v2s−1) = 2.
Define G′ = G − E(C). Let H = H ′, F1 = F ′1 + {v1v2, v3v4, . . . , v2s−1v2s} and F2 = F ′2 + {v2v3, v4v5, . . . , v2sv1}. Note
that both F1 and F2 are forests. Since dG(x) = dG′(x) + 2 for x ∈ V (C), we see that dF1(vj) = dF2(vj) = 1 = dG(vj)/2 for
j = 1, 3, . . . , 2s− 1, and dFi(vj) = dF ′i (vj)+ 1 ≤ ⌈dG′(vj)/2⌉ + 1 = ⌈dG(vj)/2⌉ for i = 1, 2 and j = 2, 4, . . . , 2s. The proof
is completed. 
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As a corollary of Lemma 3, we immediately have:
Theorem 4. Let G be a planar graph without intersecting triangles. Then G can be edge-partitioned into two forests F1, F2 and a
subgraph H such that ∆(F1) ≤ ⌈∆(G)/2⌉,∆(F2) ≤ ⌈∆(G)/2⌉ and∆(H) ≤ 4.
3.3. The linear 2-arboricity of planar graphs
By the definition of the linear 2-arboricity of a graph, Lemma 5 below is evident.
Lemma 5. If a graph G can be edge-partitioned into m subgraphs G1,G2, . . . ,Gm, then la2(G) ≤∑mi=1 la2(Gi).
Lemma 6. For a forest F , la2(F) ≤

∆(F)+1
2

; see [5].
Lemma 7. For a graph G, la2(G) ≤ ∆(G); see [1].
Theorem 8. If G is a planar graph without intersecting triangles, then la2(G) ≤

∆(G)
2

+ 6.
Proof. By Theorem 4, G can be partitioned into two forests F1, F2 and a subgraph H with ∆(F1) ≤ ⌈∆(G)/2⌉, ∆(F2) ≤
⌈∆(G)/2⌉ and∆(H) ≤ 4. Applying Lemmas 5–7, we obtain
la2(G) ≤ la2(F1)+ la2(F2)+ la2(H)
≤

∆(F1)+ 1
2

+

∆(F2)+ 1
2

+∆(H)
≤ 2

∆(G)/2+ 1
2

+ 4
≤

∆(G)
2

+ 2+ 4
=

∆(G)
2

+ 6. 
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