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Аннотация. При применении классификаторов в реальных приложениях часто число элементов одного 
класса больше числа элементов другого, т. е. имеет место дисбаланс данных. В статье исследуются оцен-
ки результатов классификации данных такого типа. Рассматривается, какой из переводов термина 
confusion matrix более точен, как предпочтительнее представлять данные в такой матрице и какими 
функциями лучше оценивать результаты классификации по ней. 
На реальных данных демонстрируется, что с помощью популярной функции точности accuracy не всегда 
корректно оцениваются ошибки классификации несбалансированных данных. Нельзя также сравнивать 
значения функции accuracy, вычисленные по матрицам с абсолютными количественными и нормализо-
ванными по классам результатами классификации. При дисбалансе данных точность, вычисленная по 
матрице ошибок с нормализованными значениями, как правило, будет иметь меньшие значения, по-
скольку она определяется по иной формуле. Такой же вывод сделан относительно большинства функций, 
используемых в литературе для нахождения оценок результатов классификации.  
Показывается, что для представления матриц ошибок лучше использовать абсолютные значения распре-
деления объектов по классам вместо относительных, так как они описывают количество протестирован-
ных данных каждого класса и их дисбаланс. 
При построении классификаторов рекомендуется оценивать ошибки функциями, не зависящими от дис-
баланса данных, что позволяет надеяться на получение более корректных результатов классификации 
реальных данных. 
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Abstract. When applying classifiers in real-world applications, data imbalance often occurs when the number of 
elements of one class is greater than another. The article examines the estimates of the classification results for 
this type of data. The paper provides answers to three questions: which term is a more accurate translation of the 
phrase confusion matrix, how it is preferable to represent data in this matrix, and what functions are better to 
evaluate the results of classification by such a matrix. 
The paper demonstrates on real data that the popular accuracy function cannot correctly estimate the                  
classification errors for imbalanced data. It is also impossible to compare the values of this function, calculated 
by matrices with the absolute quantitative results of classification and normalized by classes. If the data is                
imbalanced, the accuracy calculated from the confusion matrix with normalized values will usually have lower 
values, since it is calculated by a different formula. The same conclusion is made for most of the classification 
accuracy functions used in the literature for estimation of classification results. 
It is shown that to represent confusion matrices it is better to use absolute values of object distribution by classes 
instead of relative ones, since they give an idea of the amount of data tested for each class and their imbalance. 
When constructing classifiers, it is recommended to evaluate errors by functions that do not depend on the data 
imbalance, which allows us to hope for more correct classification results for real data. 
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Введение. Классификация – это процедура разделения некоторого множества объектов на 
заранее определенные классы. Так, скрининг в здравоохранении представляет собой 
обследование группы клинически бессимптомных лиц с целью выявления случаев некоторого 
заболевания, т. е. разделения людей на здоровых и больных. Флюорография служит для 
выявления скрыто протекающих заболеваний легких и является примером бинарной класси-
фикации. При диагностике многих заболеваний определяют их стадии согласно ряду призна-
ков. Можно выполнить разделение группы пациентов с выявленным заболеванием на классы 
согласно стадии заболевания по образцу многоклассовой классификации. Пропорции классов 
неизвестны, но, как правило, имеют разные размеры. Этим и определяется дисбаланс дан-
ных [1]. 
Результаты деления некоторого множества данных на N классов часто описываются в виде 
квадратной матрицы C = [cij ], i, j ∈ [1, 2, ..., N], где i – номер строки, j – номер столбца, N – чис-
ло предварительно определенных классов. По строкам обычно записываются результаты, опре-
деленные экспертами и называемые истинными, по столбцам – предсказанные классификато-
рами. Тогда cij есть число объектов i-го класса, отнесенных к j-му классу. Количество объектов 
m-го класса определено экспертами и равно nm =     
 
   . Коэффициент дисбаланса классов 
данных (отношение числа объектов большего класса i к числу объектов меньшего класса k) оп-
ределяется выражением        ,             .  
В англоязычной литературе матрицу, подобную C = [cij], называют confusion matrix. Одно из 
первых упоминаний такой матрицы при описании результатов классификации приведено 
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в статье [2]. Известны разные трактовки данного выражения в русскоязычной литературе 
(табл. 1). На взгляд авторов, более точным и распространенным вариантом перевода является 
словосочетание «матрица ошибок». 
 
Таблица 1 
Частота использования вариантов перевода термина confusion matrix 
Термин 
Число ссылок 
при поиске в 
google.com 
Число ссылок 
 на сайте 
scholar.google.com 
Confusion matrix 1 350 000 121 000 
Matrix error 111 000 6270 
Матрица ошибок 508 000 8130 
Матрица неточностей 1580 105 
Матрица путаницы 1720 9 
 
Чтобы представить данные в матрице ошибок для последующей оценки результатов класси-
фикации, обычно используются два варианта значений: абсолютные количественные 
и нормализованные по классам. В первом варианте элементы матрицы ошибок – это числа объек-
тов, отнесенных к каждому классу. Во втором варианте сначала формируется матрица абсолют-
ных значений, затем она нормализуется путем деления каждого элемента матрицы на сумму эле-
ментов строки, в которой он находится, т. е. на число элементов класса согласно экспертным 
оценкам. После этого сумма элементов каждой строки матрицы ошибок становится равной еди-
нице. 
Для определения лучшего способа оценки результатов классификации несбалансированных 
данных, представленных матрицей ошибок, оценим на примерах инвариантность оценок резуль-
татов классификации, вычисленных по обоим вариантам представления матриц ошибок. 
Одной из самых популярных функций оценок результатов классификации является функция 
точности accuracy, которая вычисляется по данным матрицы ошибок. При использовании этой 
функции часто возникают некорректные заключения о качестве работы классификатора, когда 
не учитывается представление данных в матрице (абсолютное или нормализованное). Кроме 
того, accuracy часто используется в процессе обучения искусственных нейронных сетей разных 
типов, а некорректные оценки результатов классификации могут привести к выбору не самого 
лучшего варианта классификатора.  
В табл. 2 приведены основные формулы оценки результатов многоклассовой классифика-
ции, используемые в статье.  
 
Таблица 2 
Основные функции оценок многоклассовой классификации 
Обозначение Математическое выражение 




 (с11 + с22 + … +сNN) 
ACCBal – сбалансированная по классам  






   
  
 
   
  
     
   
  
  
SinACC – сбалансированная по классам  
функция точности на базе синусов [4] 




     
  
   
     
  
   
 
   
 
AU1U – среднее сумм функций чувствительно-
сти и специфичности, вычисленных для всех 
вариантов бинарных матриц [cii, cki; ckk, cik], по-
строенных из матрицы ошибок C [5] 
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Далее в табл. 3 и 4 используются следующие наименования оценочных функций, формулы 
которых можно найти в работах [5–7]: 
Kappa – каппа-функция Коэна; 
AveragePrecision – среднее арифметическое функций Precision, вычисленных для отдельных 
классов;  
GeomMeanPrecision – среднее геометрическое функций Precision, вычисленных для отдель-
ных классов; 
GeomMeanSensitivity – среднее геометрическое функций Sensitivity, вычисленных для от-
дельных классов; 
CosineCoef – косинусный коэффициент; 
VM – среднее геометрическое функций Sensitivity и Precision, вычисленных для отдельных 
классов; 
Fmicro – среднее арифметическое гармонических средних Sensitivity и Precision для отдель-
ных классов; 
Fmacro – гармоническое среднее Sensitivity и Precision для отдельных классов; 
Jmacro – среднее арифметическое индексов Юдена для отдельных классов; 
sInd – среднее арифметическое индексов сходства в ROC-пространстве на базе специ-
фичности и чувствительности отдельных классов; 
normMCC – нормализованный коэффициент Коэна с диапазоном значений [0, 1]; 
AUNU – средняя площадь под ROC-кривыми N бинарных матриц ошибок, построенных по 
принципу «один против всех» из матрицы С [6]; 
AUNP – то же с учетом весов, пропорциональных числу элементов каждого класса к сумме 
всех данных. 
Если классификация бинарная (N = 2), то AU1U = ACCBal по определению. Кроме того, 
AU1U = AUNU = AUNP, а для нормализованных матриц ошибок все эти функции совпадают 
с ACC.  
Анализ оценок результатов классификации заболеваний кожи. В работе [8] исследована 
задача классификации семи классов заболеваний кожи с помощью глубокой сверточной нейрон-
ной сети. Экспериментировали на наборе данных, который использовался при проведении 
международного конкурса компьютерных алгоритмов ISIC-2018 Challenge. В нем собраны цвет-
ные цифровые изображения пораженных участков кожи по семи приведенным ниже классам за-
болеваний: 
1. Actinic keratoses. Актинический кератоз и интраэпителиальная карцинома, распро-
страненные неинвазивные варианты плоскоклеточного рака, которые можно лечить без хи-
рургического вмешательства. 
2. Basal cell carcinoma. Базально-клеточная карцинома – распространенный вариант эпите-
лиального рака кожи, который редко метастазирует, но при отсутствии лечения разрастается. 
3. Benign keratosis. Доброкачественный кератоз, себорейный кератоз, солнечный лентиго 
и лишайник плоскоклеточный как кератоз. 
4. Dermatofibroma. Дерматофиброма – доброкачественное поражение кожи как воспали-
тельная реакция на травму. 
5. Melanocytic nevi. Меланоцитарные невусы – доброкачественные новообразования мела-
ноцитов. 
6. Melanoma. Меланома – смертельная форма рака кожи, которая на ранней стадии часто не 
диагностируется или ошибочно диагностируется как доброкачественное поражение кожи. 
7. Vascular lesions. Сосудистые поражения кожи. 
Раннее и точное выявление меланомы крайне важно, поскольку от этого зависит жизнь 
пациентов. На рис. 1, а показана матрица ошибок С из статьи [8], где в шестом классе описаны 
результаты определения меланомы: в шестом столбце – экспертами, в шестой строке – нейрон-
ной сетью. Отметим, что во всех матрицах ошибок, представленных в настоящей статье, ис-
тинные результаты классификации записаны в столбцах.  
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        а)            б) 
Рис. 1. Примеры представления матрицы ошибок: а) абсолютные значения;  
б) нормализованные (округленные до сотых) значения 
 
Показатель точности (accuracy, ACC) для данной матрицы ошибок составляет                      
ACC = 0,8864, или 88,64 %, а для ее нормализованного варианта (рис. 1, б) ACC = 0,77465, или 
77,465 %. Разные оценки точности получились потому, что тестируемые данные не сбаланси-
рованы по классам, а функция ACC этого не учитывает. Самым большим классом в исходной 
матрице является пятый, самым маленьким – четвертый, коэффициент дисбаланса IR = 68,87. 
Для более объективной оценки точности классификации следует применять функцию сбалан-
сированной точности (balanced accuracy, ACCBal) либо другой показатель, например функцию 
точности на базе синусов SinACC [4]. 
Если в матрице ошибок изменить результаты классификации шестого класса, увеличив 
их пропорционально в десять и сто раз (рис. 2), значения функции ACC станут равными 
0,71194 и 0,5677 соответственно. Однако после нормализации измененных значений все матри-
цы ошибок примут одинаковый вид, как на рис. 1, б. При этом значение функции ACC для трех 
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где     
     – значения диагональных элементов нормализованной матрицы ошибок. 
Таким образом, при наличии несбалансированных классов данных при нормализации значе-
ний матрицы ошибок теряется информация о дисбалансе классов. Популярная функция точно-
сти ACC трансформируется в функцию сбалансированной точности ACCBal. Вследствие этого 
сравнивать значения функции ACC, вычисленные для нормализованных и ненормализованных 
матриц, некорректно.  
 
 
а)                     б) 
 
Рис. 2. Количество объектов шестого класса, увеличенное в десять (а) и сто (б) раз. 
Ошибки классификации распределены в тех же пропорциях 
 
 Если требуется выполнить разделение на два класса (меланому и другие заболевания), то 
данные будут сбалансированы по-иному: IR = 7,8775. Как видно на рис. 3, 79 % от общего чис-
ла изображений меланомы диагностированы верно на фоне других заболеваний кожи. Точность 
диагностики по матрице абсолютных значений ошибок функцией accuracy равна 0,9320, при 
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этом точность по нормализованным значениям ошибок, вычисленная другими функциями, рав-
на ACCBal = AUNU = AUNP = AU1U = 0,8673.  
 
  
       а)                              б) 
Рис. 3. Заболевания кожи, разделенные на два класса: меланома и другие заболевания. 
Матрицы ошибок с абсолютными (а) и нормализованными значениями (б) 
 
Рассмотрим оценки, вычисляемые по матрицам ошибок при мультиклассовой классифика-
ции (табл. 3). Курсивом выделены значения функций, которые изменяются при разном дисба-
лансе классов. Только четыре функции в табл. 3 инвариантны к дисбалансу классов: ACCBal, 
SinACC, GeomMeanSensitivity и AU1U. 
 
Таблица 3 
Оценки, вычисленные по матрицам, представленным на рис. 1 и 2 
Функция 
С абсолютными  
значениями, 
IR = 68,87 
С нормализованными  
значениями, 
IR = 1 
С увеличенным в сто раз  
шестым классом, 
IR = 1151,3 
ACC 0,8864 0,7746 0,5677 
ACCBal 0,7746 0,7746 0,7746 
SinACC 0,7966 0,7966 0,7966 
Kappa 0,7681 0,7371 0,1591 
AveragePrecision 0,8324 0,8133 0,3116 
GeomMeanPrecision 0,8296 0,7992 0,2152 
GeomMeanSensitivity 0,7581 0,7581 0,7581 
CosineCoef 0,8030 0,7937 0,4913 
VM 0,8010 0,7849 0,4363 
FMicro 0,8025 0,7935 0,4445 
FMacro 0,7985 0,7762 0,3603 
JMacro 0,7392 0,7371 0,7077 
sInd 0,8232 0,8276 0,8069 
normMCC 0,8862 0,8726 0,6422 
AUNU 0,8696 0,8685 0,8538 
AUNP 0,8759 0,8685 0,7656 
AU1U 0,9527 0,9527 0,9527 
 
Анализ оценок результатов классификации землетрясений. Проанализируем матрицы 
ошибок, описанные в статье [9]. Целью работы было исследование возможностей искус-
ственных нейронных сетей по предсказанию мощности землетрясений. Рассматривались три 
варианта деления наблюдаемых сейсмических сигналов в зависимости от предсказанной 
и зарегистрированной магнитуды М в эпицентре. Все данные были суммированы по месяцам 
с июля 2012 г. по июнь 2013 г. По данным каждого месяца строились матрицы ошибок класси-
1                          2 1                          2 
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фикации землетрясений в зависимости от магнитуды на два класса (M ≤ 2,0; M > 2,0), три клас-
са (M ≤ 1,5; 1,5 < M < 3,0; M ≥ 3,0) и четыре класса (M < 0,5; 0,5 ≤ M < 1,5; 1,5 ≤ M < 3,0;                
M ≥ 3,0) соответственно. 
Рассмотрим результаты классификации данных о землетрясениях за июнь 2013 г. на три 
класса (рис. 4, а). Авторы работы [9] утверждают, что точность прогноза, представленного этой 
матрицей, очень хорошая, особенно для слабых землетрясений, которых подавляющее боль-
шинство. В данном примере коэффициент дисбаланса классов IR = 3066,5. Формально резуль-
тат классификации хорош, так как значение точности ACC = 0,9932. Однако в матрице ошибок 
только 37,98 % объектов второго и 30,00 % объектов третьего класса классифицированы верно. 
При этом сбалансированная точность ACCBal = 0,6966, т. е. в 1,4258 раза меньше, чем точность 
при абсолютном представлении данных в матрице ошибок. 
В результаты прогноза для второго класса в матрицу ошибок были внесены изменения 
(рис 4, б). В новой матрице всего 27 % объектов второго класса классифицированы верно. 
При этом ACC = 0,9908, т. е. показатель точности при оценке абсолютных данных уменьшился 
всего на 0,24 %. Однако для нормализованного варианта матрицы ошибок сбалансированная 
точность ACCBal = 0,5214, т. е. она уменьшилась на 33,6 % относительно исходного нормали-
зованного значения функции ACCBal.  
Далее в матрице ошибок изменим результаты классификации третьего класса. Он описан 
в третьем столбце матрицы на рис. 4, в и соответствует самым мощным землетрясениям. Аб-
солютная погрешность по сравнению с исходной матрицей невелика: всего пять лишних объ-
ектов третьего класса ошибочно отнесены к соседнему второму классу землетрясений сред-
ней мощности. Этой матрице соответствуют следующие оценки результатов классификации: 
абсолютная точность ACC = 0,9931; сбалансированная точность ACCBal = 0,6113, т. е. на 
37,54 % ниже. 
 
 
   а)        б)      в) 
Рис. 4. Матрица ошибок предсказания землетрясений за июнь 2013г. (а), измененные  
результаты классификации второго (б) и третьего (в) классов  
 
Приведем еще два примера оценок классификации реальных результатов предсказания зем-
летрясений из работы [9]. На рис. 5, а показаны ошибки классификации по измерениям, полу-
ченным за январь 2013 г. (всего 63 675 объектов), а на рис. 5, б – за декабрь 2012 г. (всего 63 677 
объектов, на два больше). Вместе с тем IR первой матрицы на рис. 5 равен 3961,8, а второй – 
5279,8. При этом значения функции точности ACC практически одинаковы: 0,9956 и 0,99536, 
но значения сбалансированной точности ACCBal намного меньше: 0,6423 и 0,6012. Вычислим 
точность классификации по отдельным классам: для первой матрицы 0,9962, 0,8474 и 0,0833; 
для второй – 0,9972, 0,6815 и 0,1250. Последние числа в каждой тройке объясняют, почему сни-
зились усредненные значения сбалансированной точности, но ничего не говорят о дисбалансе 
классов. Матрицы с оценками ошибок изображены на рис. 6. 
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   а)                 б) 
Рис. 5. Матрицы ошибок классификации данных за январь 2013 г. (а) и декабрь 2012 г. (б) 
 
 
а)                    б) 
Рис. 6. Графики и оценки классификации (общие и по классам), 
вычисленные по матрицам на рис. 5 за январь 2013 г. (а) и декабрь 2012 г. (б) 
 
На рис. 7 показаны матрицы ошибок предсказания землетрясений при разделении одних 
и тех же данных на два, три и четыре класса землетрясений согласно магнитудам (см. данные за 
декабрь 2012 г. в статье [9]). Коэффициенты дисбаланса данных в этих матрицах равны 470,7, 
5279,8 и 5256,9. При делении данных на четыре класса (рис. 7, в) второй и четвертый классы 
были распознаны недостаточно: всего 11,68 и 8,33 % образцов в этих классах распознаны вер-
но. Тем не менее для всех четырех классов стандартная функция точности дает значение 0,9953, 
а нормализованная – всего 0,5119. При делении данных на два класса (рис. 7, а) значения этих 
функций равны соответственно 0,9934 и 0,9302, т. е. достаточно высокие. Таким образом, при 
создании классификатора нужно учитывать дисбаланс при делении данных на классы и резуль-
таты классификации отдельных классов.  
 
  
  а)          б)                         в) 
Рис. 7. Матрицы ошибок классификации данных за декабрь 2012 г. при их разделении  
на два (а), три (б) и четыре (в) класса землетрясений 
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Приведенные примеры матриц ошибок (рис. 2–5, 7) подтверждают так называемый парадокс 
точности (accuracy paradox, впервые описанный в статье [10]), который отмечает некоррект-
ность применения классической функции точности к несбалансированным данным. Если абсо-
лютно все данные будут отнесены неким примитивным классификатором к самому большому 
классу, точность этого классификатора будет равна отношению реального числа объектов наи-
большего класса к общему объему данных. Например, для данных, представленных матрицей 
ошибок на рис. 4, а, точность будет равна 98,95 %. Однако такой классификатор будет абсо-
лютно бесполезен, так как он не предскажет ни одного мощного землетрясения, а в медицин-
ских приложениях – ни одного заболевания. 
В табл. 4 приведены значения других оценок, используемых при мультиклассовой класси-
фикации данных и вычисленных по матрицам, представленным на рис. 4, а и б, а также их нор-
мализованным вариантам. Курсивом выделены значения оценок, изменившихся после норма-
лизации матрицы ошибок; жирным курсивом – значения оценок, увеличившихся после 
существенного уменьшения числа правильно классифицированных данных второго класса; 
жирным шрифтом – названия функций, значения которых не меняются после нормализации 
матрицы ошибок. 
 Все месячные данные и результаты их классификации, приведенные в работе [9], очень схо-
жи. Показатели точности разделения сейсмических сигналов этих данных на два, три и четыре 
класса выше 99 %, поэтому авторы статьи [9] заявляют о разработке очень хорошего классифи-
катора сигналов для предсказания землетрясений. Проведенный анализ показывает, что это не 
совсем корректно. 
Таблица 4 
Оценки результатов классификации, вычисленные по матрицам  
ошибок предсказания землетрясений 
Функция 
Матрица  
на рис. 4, а  
с абсолютными 
значениями,  




IR = 1 
Матрица  
на рис. 4, б  
c измененными  
результатами 
второго класса,  




IR = 1 
ACC 0,9932 0,5085 0,9908 0,4249 
ACCBal 0,5085 0,5085 0,4249 0,4249 
SinACC 0,3933 0,3933 0,3473 0,3473 
Kappa 0,5329 0,2628 0,3689 0,1374 
AveragePreci
sion 
0,6966 0,5947 0,5339 0,3576 
GeomMeanPr
ecision 
0,6191 0,5632 0,2792 0,3232 
GeomMeanS
ensitivity 
0,3816 0,3816 0,2662 0,2662 
CosineCoef 0,5952 0,5499 0,4763 0.3898 
VM 0,5854 0,4910 0,4476 0,3711 
FMicro 0,5879 0,5483 0,4732 0,3883 
FMacro 0,5692 0,4453 0,4226 0,3523 
JMacro 0,3174 0,2628 0,2287 0,1374 
sInd 0,5177 0,5369 0,4555 0,4783 
normEMCC 0,7851 0,6499 0,6985 0,5764 
AUNU 0,6587 0,6314 0,6143 0,5687 
AUNP 0,7132 0,6314 0,7056 0,5687 
AU1U 0,6495 0,6495 0,5122 0,5122 
 
Заключение. Популярная функция точности accuracy не может корректно оценивать ошиб-
ки классификации несбалансированных классов данных. Нельзя также сравнивать значения 
данной функции, вычисленные по матрицам с абсолютными количественными и нормализо-
ванными по классам результатами классификации. В этом случае оценки могут существенно 
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различаться при дисбалансе классов данных, поскольку функция точности, вычисленная по 
матрице ошибок с нормализованными значениями, является сбалансированной и имеет другую 
формулу.  
Такой же вывод сделан относительно большинства функций, используемых для вычисле-
ния оценок результатов классификации данных и представленных в статье. Исключением     
являются только функции сбалансированной точности ACCBal, функции SinACC, 
GeomMeanSensitivity и AU1U. Любые вычисляющие геометрическое среднее функции, такие 
как GeomMeanSensitivity и GeomMeanPrecision, равняются нулю, если хотя бы один из клас-
сов будет полностью неверно классифицирован, т. е. не будет верно распознанных объектов 
этого класса. Все это имеет место при использовании простейших классификаторов. Поэтому 
функции геометрического усреднения не следует применять для оценок результатов класси-
фикации, особенно при большом числе классов и (или) малом количестве объектов одного из 
классов. 
При использовании любого классификатора для прогнозирования в реальных ситуациях ни-
когда не известен истинный баланс данных. В реальных приложениях дисбаланс имеет место 
всегда: здоровых больше, чем больных; слабых землетрясений больше, чем сильных, и т. п. Это 
подтверждают оценки матриц ошибок на рис. 4, которые приведены в табл. 4. Таким образом, 
при обучении и настройке классификаторов лучше оценивать результаты функциями, не зави-
сящими от дисбаланса данных. Независимость от дисбаланса позволяет надеяться на получение 
более корректных результатов классификации реальных данных. 
Для представления матриц ошибок лучше использовать абсолютные значения вместо отно-
сительных, так как они дают представление о количестве протестированных данных каждого 
класса и их дисбалансе. 
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