Sputtering yields are reported for the release of Mg, Fe, Si and O under impact of He, C, O, Si and Fe on grain material composed of Mg-and Fe-bearing silicates. The yields were derived using the trim code, which simulates the results of the transport of ions in matter by means of classical Monte Carlo techniques. The energetics of the sputtering process are a key factor in the sputtering calculations, and so detailed determinations have been made of the energy with which atoms are bound to the lattice, using solid-state simulation programs. The probability of ejection of an atom is computed at a given energy, for a number of angles of incidence, and integrated to obtain the mean yield at that energy. These numerical results are then fitted with a simple function of energy for convenience in subsequent applications.
data (e.g. Dutrey, Guilloteau & Bachiller 1997; Lefloch et al. 1998) as a guide to the shock conditions in any particular region.
In Section 2 the technical means for calculating sputtering yields are described, with particular reference to the energetics of the processes involved in sputtering. Sputtering yields are presented in Section 3 for magnesium silicate (Mg 2 SiO 4 ), or forsterite', iron silicate (Fe 2 SiO 4 ), or`fayalite' and an`olivine', MgFeSiO 4 , for a variety of projectile species. In Section 4, the grid of shock models is presented and brief reference is made to molecular outflows in regions of star formation.
C A L C U L AT I O N O F S P U T T E R I N G Y I E L D S
FMFF described how the well-known code transport of ions in matter (trim ; Ziegler Biersack & Littmark 1985) could be used to calculate sputtering yields for interstellar grains. The reader is referred to FMFF for a more detailed account of the operation of trim. Further information, describing recent versions of trim, may also be found at www.research.ibm.com/ionbeans/SRM/ SRMINTR.HTM. To recapitulate briefly, the trim code was developed to simulate the effects of ion bombardment of surfaces (see Eckstein 1991) . The code operates by following classical trajectories of impacting particles as they enter the surface of the target and undergo a series of binary collisions with the target atoms, losing energy in each successive collision. The trajectories of displaced target atoms are also followed. Back-scattering of the original projectile, implantation into the target, or sputtering of the target material may result. Many trajectories are followed, up to 10 7 being used in the present study, for a specific impact angle and energy. The sputter yield is given directly by the number of sputtered atoms divided by the total number of impacting particles used in the simulation. The limit on the number of trajectories places a lower limit of significance <10 26 on the calculated sputter yields.
The target is considered to be an amorphous solid, with target atoms distributed randomly throughout the solid, which has a defined density. Collisions occur at random locations, based upon a particle mean free path, itself dependent upon the nuclear stopping powers of the particle±target-atom collision partners (see Pirronello 1993; Ziegler et al. 1985) . A simplifying assumption in trim is that the target remains unchanged as far as atom trajectories are concerned for all the trajectories studied and thus no account is taken of any prior implantation, damage or sputtering effects. The version of trim used in the present work is srim-96 (96.01). This version runs on a PC and uses more accurate stopping powers and cross-sections than the version used in FMFF (Ziegler et al. 1985) .
In order to obtain reliable results for sputtering yields using trim, considerable care must be employed in defining the energetics of events that lead to sputtering. The computation of the various energies is an important facet of the present work and is discussed here in more detail than in FMFF.
The energies involved in sputtering are: the surface binding energy, E S ; the displacement energy, E D ; the lattice binding energy, E B ; and the cut-off energy, E C . We deal with three different materials: forsterite, fayalite and an iron±magnesium silicate, that is, an olivine containing equal quantities of Mg and Fe; we refer to this material simply as`olivine'. We shall now consider the values of the four energies that should be assigned to each of these materials. Note that an ion which is bound at a lattice site is located in a potential well of depth E B relative to its energy at infinite separation. In order to escape from its site, a recoiling ion must overcome a potential barrier of height E D , relative to the potential minimum, and loses a net energy E B on escaping.
Surface binding energy, E S
E S is the energy holding a surface atom to the lattice. An atom passing through the surface layer must have at least this energy to exit the solid and become a sputtered particle. For a multicomponent target, we assume that there is an average surface energy relevant to all atoms equally. E S may be considered as an energy barrier arising from a plane parallel potential acting to prevent particles leaving the solid. The heat of atomization of a solid may be used as an estimate for E S . . Similar calculations for forsterite yield a heat of atomization of 5.60 eV and, for olivine, 5.64 eV. FMFF had not appreciated that E S could be evaluated reliably in this manner and the present estimates remove a significant degree of uncertainty in our computations.
Displacement energy, E D
The displacement energy E D may be described as follows. An ion in the solid is bound in a potential of some characteristic depth. When this ion is struck by another particle, it will oscillate within this potential but will not be able to escape from its lattice site unless it has been given an additional energy which is at least equal to the displacement energy. Very few reliable data are available in the literature for displacement energies of silicates or related ceramics and oxides. The best estimates (Hayes & Stoneham 1985; Lidiard, personal communication) Dick & Overhauser (1958) is used to take account of electronic polarization. Simulations of the perfect lattice yield the crystal structure and the corresponding lattice energy. In the static limit, the structure is determined by the condition EaX i 0Y where E is the static contribution to the internal energy, and the X i are the variables that define the structure. These are the three lattice vectors, the atomic positions in the unit cell and, in the case of the shell model, the shell displacements (Taylor et al. 1997) . The most convenient approach to vacancy and other defect energies is the two-region approach introduced by Lidiard & Norgett (1972) and described in full by Catlow & Mackrodt (1982) . In this method, the total energy of the defective system is minimized by a relaxation of the nuclear positions and shell displacements of the ions surrounding the defect. It is a reasonable assumption that this relaxation is greatest in the proximity of the defect and that the relaxations decrease fairly rapidly with distance from the defect. The crystal is accordingly partitioned into an inner region immediately surrounding the defect, where the relaxations are assumed to be greatest, and an outer region which is only slightly perturbed. In the inner region, the appropriate elastic equations for the force are solved explicitly, yielding the relaxed nuclear positions and shell displacements. In the outer region, however, the latter are estimated using a suitable approximation, in this case that suggested by Mott & Littleton (1938) . The success of any simulation relies on the accuracy and transferability of the short-range interatomic potentials. We have used a well-established set of potentials based on the transferability of potentials from SiO 2 (Sanders, Leslie & Catlow 1984) and binary oxides such as MgO and FeO (Lewis & Catlow 1985) . The model has been demonstrated to reproduce accurately the structure and thermodynamic properties of a wide range of minerals (e.g. Patel, Price & Mendelssohn 1991; Winkler, Dove & Leslie 1991; Purton, Allan & Blundy 1997a) , including olivine and also the partitioning of trace elements between coexisting silicate phases (Purton et al. 1996; Purton, Allan & Blundy 1997b) .
Vacancy energies of the various species, ionization potentials and resulting lattice binding energies are shown in Table 1 . Vacancy energies in the environments of the three different compounds were found to be negligibly different and a single value is quoted for each species. The uncertainty to be assigned to the resulting lattice binding energies in Table 1 is^0.5 eV. Since trim is able to handle only a single value of E B for each compound, a weighted average of the values of E B in Table 1 has been used in each case. Thus for fayalite, a value of 10.0 eV was used, for forsterite, 9.4 eV and for olivine, 9.7 eV.
Cut-off energy, E C
The cut-off energy, E C , is the energy below which trajectories of particles within the solid are no longer followed and is essentially a computational parameter chosen to moderate cpu usage. In the present work, all trajectories are followed down to an energy equal to that of the surface binding energy, E S .
Grain density
A further parameter of the model is the density of the target material. FMFF showed that variations in the density of^20 per cent caused variations in sputtering yields of no more than 5 per cent. Thus the density is not a critical parameter. Grains in the ISM remain cold during passage of a shock wave, and a temperature of 20 K has been taken to be representative (Flower & Pineau des Fore Ãts 1995) . Densities at 20 K were estimated by linear extrapolation of the values tabulated versus temperature for forsterite and fayalite (Anderson 1995) and found to be 3X250 X02 and 4X44^0X02 g cm 23 Y respectively, where the errors include those of extrapolation and the uncertainty in the dust temperature. Olivine at 20 K was assumed to have a density of the average of fayalite and forsterite, an assumption based on the principle that the lattice parameter, and hence crudely the density, of a solid solution is given by a mole-fraction-weighted mean of the substituents (sometimes known as`Vegard's law'). The density of olivine used in the models was therefore 3X84^0X02 g cm 23 X Room-temperature data for olivine show that Vegard's law is accurate to better than 3 per cent.
Determination of the yields
As discussed in FMFF, the sputtering yield is a strong function of the angle of incidence of the impacting particle, with the highest yields associated with the more grazing angles of incidence. For example, the sputtering yield may change by one order of magnitude between normal incidence and grazing incidence. The behaviour at very grazing angles may be complicated and strongly energy dependent. This is illustrated in Fig. 1 for Si impacting on olivine. As in FMFF, care has been taken to ensure that the chosen angles and energies adequately sample this behaviour.
Collisions of particles with dust grains may be isotropic, or the projectiles may stream in one dimension, colliding with the grains, which are assumed to be spherical. FMFF examined both cases and showed that the computed yields were little different, especially at the lower energies of interest here. As in FMFF, we assume the isotropic case, which may arise if the dust grains are highly convolved and/or the grains are tumbling. The isotropic yield is given by
where E is the impact energy and u is the angle of incidence, measured with respect to the normal. The accuracy of the values of sputtering yields depends on the inherent reliability of the techniques used in trim in the lowenergy, low-yield regime and also on the uncertainties in the energies discussed above. Regarding the accuracy of trim, FMFF Mackrodt & Stewart (1979) . The value for the first ionization energy is close to that (29.0 eV) suggested by Dickens, Heckingbottom & Linnett (1968) 24.1 <0 Figure 1 . Variation of the sputtering yield, Y(u, E), with the angle of incidence, u , measured with respect to the normal to the surface and impact energy, E. The material is olivine and the case of the sputtering of Si following Si impact is considered.
showed that agreement between experimental and calculated yields was good down to impact energies of <200 eV. There are very few recent data below 1 keV impact energy with which to assess the accuracy of trim, and no advance can presently be made on the comparison made in FMFF. The sensitivity of the sputtering yields to the energies involved in sputtering was discussed in FMFF and is considered further in Section 3 below.
The results of our calculations of yields refer to a specific atom impacting on Mg 2 SiO 4 , Fe 2 SiO 4 or MgFeSiO 4 (olivine) to yield a specific sputtered atom. The atoms studied ± He, C, O, Si and Fe ± cover the range of mass of astrophysically important species; H atoms carry too little momentum, at the differential velocities of gas and grains encountered in C-type shocks, to sputter significantly. Molecular species, such as CO and H 2 O, also impact upon the grains. Data for the impact of atomic species may be used to estimate sputtering yields for molecules; this is discussed below. Sputtering yields, Y, are collated in Tables 2±4 in the form of a three parameter (k, b, E th ) fit
where E is the impact energy and E th may be interpreted as the sputtering threshold energy. This function (equation 2) is somewhat different from that used in FMFF; it was found to be more satisfactory for fitting the present data. By way of illustration, we plot in Fig. 2 the yield for the sputtering of Si from olivine (MgFeSiO 4 ), by O impact and Fe impact. The data points computed by trim and the fits to these data are given. For O impact, the functional form (2) is seen to yield an excellent representation of the data. For Fe impact, on the other hand, the fit is less good, although still adequate for the applications to be considered below. The fits illustrated in Fig. 2 may be considered to be representative of the best and worst cases.
A more complete sample of the fits to the sputtering yields is to be seen in Fig. 3 . Once again, the results are given for olivine, but for the complete range of impacting projectiles (He, C, O, Si and Fe) and for three different sputtered atoms (Mg, Si and Fe). The yield is plotted as a function of the velocity of impact, which can be related directly to the ion±neutral drift speed in the models discussed below. To compensate for their lower mass, He projectiles require higher velocities to induce sputtering than do the heavier species. Fig. 3 additionally shows that the sputtering efficiencies of heavier projectiles, such as Fe, may be less than those of lighter projectiles. For example Fig. 3(c) shows that, away from the threshold region, the sputtering yield of O or Si impacting on olivine to yield Fe is about 4 times greater than that associated with the impact of Fe. We now consider the sensitivity of our results to uncertainties in the surface binding energy, the lattice binding energy, the density of the target and the displacement energy. Tests were conducted in the threshold region, where the sensitivity is greatest. Since our aim is to characterize the velocities of shocks, the uncertainty in the sputtering yield is expressed in terms of velocity. This procedure affords a clearer description of the sputtering threshold region, where a very large change in sputtering yield accompanies a small change in velocity (cf. Fig. 2 ).
Surface and lattice binding energies and the density of the target have been varied by^10 per cent in calculations involving sputtering of O atoms from fayalite by O atoms, for an impact velocity of 25 km s 21 . The corresponding uncertainties in the velocity do not exceed approximately^0.25 per cent. However, our results are more sensitive to the value of the displacement energy. A variation in this energy from 45 to 55 eV, that is bŷ 10 per cent, corresponds to an uncertainty in the velocity of approximately^6 per cent. Poor knowledge of the displacement energy is the single most important contributor to uncertainty in the sputtering yields reported in this paper. In Section 4, the velocities assigned to any computation should be accorded an error of^6 per cent.
The relationship between sputtering by atomic and molecular projectiles is deduced from the experimental work of Yao et al. (1998) , the only authors to report sputtering yields for molecular impact at energies of less than 1 keV. At high energies, i.e. .1 keV, molecular sputtering yields correspond to the sum of the effects of the individual atoms in the molecule. However, from a comparison of yields of Au sputtered by N 1 and N 2 1 , Yao et al. (1998) found a considerable enhancement of the yield near threshold, compared with the independent-atom model observed at high energies. Similar results were obtained for O 1 and O 1 2 X It was found that, below a certain impact energy, molecules give rise to sputtering yields characteristic of particles of mass equal to the sum of the masses of the constituent atoms. Using the method outlined by Yao et al. (1998) , involving the comparison of collision times with half-vibrational periods, we estimate that important molecular species, such as CO, H 2 O, N 2 and O 2 , tend towards behaving as particles of effective mass equal to the sum of the masses of their atomic constituents, at velocities of impact for CO below approximately 50 km s
21
, for H 2 O below 80± 90 km s 21 , for N 2 below 50 km s 21 and for O 2 below 35 km s 21 . Differential velocities, between charged grains and neutrals, in the C-type shocks considered below place the calculations in the threshold regime, where molecules sputter as atoms of equivalent mass. Thus, the sputter yields used for molecules were those computed for the atomic species ( 12 C, 16 O, 28 Si) the mass of which is closest to that of the impacting molecule. This procedure was also adopted by FMFF, although there was no supporting experimental evidence available at that time.
M O D E L S O F C -T Y P E S H O C K S
Shocks propagating in interstellar molecular clouds are expected to have C-type characteristics owing to the decoupling of the flows of the charged and the neutral fluids. Charged grains undergo sputtering in collisions with the abundant neutral particles, principally molecules. As mentioned at the end of the previous section, we adopt the sputtering yield computed for the impacting atom of nearest mass.
The present model of a planar C-type shock is a development of that used by FMFF. We note that the dynamical and chemical rate equations are solved in parallel, thereby allowing for the variation in the fractional ionization of the gas owing to chemical reactions within the shock wave. In addition to the ion±neutral drag, the collisional coupling between the neutral gas and the charged grains is included. More information may be found in Flower & Pineau des Fore Ãts (1999) . When incorporating the new sputtering yields, discussed above, we make allowance for the variation of the radius of the grain core as material is removed by the sputtering process; the method employed is described in Appendix A.
We have computed a grid of models for pre-shock densities in the range 10 4 < n H nH 1 2nH 2 < 10 6 cm 23 and shock speeds 20 < v s < 45 km s 21 X The initial value of the transverse magnetic induction was given by the frequently used scaling relation BmG n H cm 23 1a2 (Troland & Heiles 1986) . It was assumed that elemental Mg, Si and Fe were initially in the form of olivine, MgFeSiO 4 , with a trace amount (10 23 of the elemental abundance) of Fe in the gas phase, as a representative heavy Table 5 . Elemental fractions of Mg, Si and Fe sputtered from olivine and column densities, N, of atomic Si and of SiO, for the C-shock models with the specified velocity and pre-shock gas density. The initial magnetic induction was assumed to scale with the density as BmG n H cm 23 1a2 X Numbers in parentheses are powers of 10. metal. We followed the chemical processing of silicon released into the gas phase (see Schilke et al. 1997 ), but the gas-phase chemistry of magnesium and iron have not yet been included in the model. In Table 5 , we summarize the results obtained for the sputtered species. For each model are given the fractions of the initially solid Mg, Si and Fe which are released into the gas phase. Also listed are the column densities of atomic Si and of SiO, computed within the shock wave by integrating along its direction of propagation. It may be seen that, when the sputtered fractions are significant, for v s . 25 km s 21 Y their values are insensitive to the pre-shock gas density. In Fig. 4 , we show the variations with the shock speed of the sputtered fractions. Evident is the knee in the curves, where the ion±neutral drift velocity becomes sufficiently large to induce sputtering. More than 90 per cent of the Fe, 70 per cent of the Si and 60 per cent of the Mg are removed by sputtering when v s 45 km s 21 X By extrapolation, we deduce that the grains would be essentially completely destroyed for v s in excess of 50 km s
21
. However, as trim makes no allowance for the effects of prior exposure to ion impact, notably ion implantation, the quantitative aspects of this conclusion should be viewed with some caution.
The column densities of atomic Si and of SiO are plotted as functions of v s in Fig. 5 Schilke et al. 1997) . Part of the discrepancy may be attributable to beam dilution. However, it is clear that the assumption of a planar stationary state C-type shock is unrealistic, given the geometries and the timescales which are relevant to molecular outflows. Models of bow shocks or non-stationary shocks (Flower & Pineau des Fore Ãts 1999; Wilgenbus et al. 2000) are expected to yield lower column densities.
In Table 6 we compare the elemental fractions sputtered from olivine, fayalite (Fe 2 SiO 4 ) and forsterite (Mg 2 SiO 4 ), for v s 30 km s 21 and n H 10 4 cm 23 X The variations with the chemical composition of the grains reflect the relative magnitudes of the sputtering yields, particularly as they approach saturation.
C O N C L U D I N G R E M A R K S
The sputtering yields reported here were derived using techniques that are well established in the areas of microelectronic device fabrication and solid-state chemistry. Our data serve to remove a significant source of error in calculations of sputtering following the fast impact of a variety of species on olivine and related silicate grains. The computed sputtering yields are subject to some remaining uncertainties, but these are well defined and have been reduced, so far as is currently possible, by a critical evaluation of the energetics of the sputtering process.
The high yields of Si, for example, computed for moderate impact velocities have important implications for the nature of C-type shocks. As we have noted above, observations constrain the column density of SiO to be typically <10 15 cm
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. For the planar C-type shocks considered here, this column density would imply shock velocities in a narrow range between approximately 25 and 30 km s
21
, independent of the pre-shock gas density. Such a restriction on the range of the shock velocities appears to be unphysical, unless there is an as yet unknown mechanism that prevents the velocities of C-type shocks from exceeding approximately 30 km s
. Our results suggest that geometries other than planar or non-stationary shocks need to be considered when modelling fast outflows in regions of star formation. Figure 5 . Column densities of atomic Si and SiO, as functions of the Cshock speed. The pre-shock gas density is n H 10 4 cm 23 and the initial transverse magnetic induction is BmG n H cm 23 1a2 100X 
