The advances in Automatic Speaker Verification (ASV) system for voice biometric purpose comes with the danger of spoofing attacks. The replay attack is the most accessible attack, where the attacker imitates speaker's identity by replaying the pre-recorded speech samples of the target speaker. Most of the conventional features, such as Mel Frequency Cepstral Coefficients (MFCC), Instantaneous Frequency Cepstral Coefficients (IFCC), etc. uses filterbank structure for feature extraction purpose. In this paper, we propose a novel Empirical Mode Decomposition Cepstral Coefficient (EMDCC) feature set, where the filterbank in MFCC is replaced with the Empirical Mode Decomposition (EMD) to obtain the subband signals. The proposed feature set takes an advantage of using EMD that acts as a dyadic filterbank and handles the nonlinear and non-stationary nature of the speech signal. The stand-alone EMDCC feature set gives the Equal Error Rate (EER) of 28.06 % compared to the baseline CQCC and MFCC system with EER of 29.18 % and 31.3 %, respectively on the evaluation set of ASV Spoof 2017 Challenge database. Furthermore, the proposed feature set is fused with the Linear Frequency Modified Group Delay Cepstral Coefficient (LFMGDCC) at score-level and we obtain a reduced EER of 18.36 % on evaluation set.
Introduction
In the past few years, there has been noteworthy hike in the use of Automatic Speaker Verification (ASV) system for numerous applications, such as security, telephone banking etc. [1] . In practice, the ASV system should be robust across various variabilities, such as speaker aging, microphone, transmission channel etc. Nullifying the effects of variabilities of these components makes the ASV system robust, however, it comes with the disadvantage of making the ASV system vulnerable to spoofing attacks. Hence, it is necessary to make the ASV system secure against spoofing attacks. The various kinds of spoofing attack include impersonation [2] , Voice Conversion (VC) [3] , Speech Synthesis (SS) [4] and replay [5] . Replay is the simplest and easily accessible spoofing attack, as it does not require any prior knowledge of specific expertise and special computer knowledge [6] . Replay is a spoofing attack, where the attacker tries to fool ASV system using a pre-recorded speech samples of the target genuine speaker [6] .
The replay speech can be mathematically model as a convolution of the genuine speech signal with the impulse response of recording device, the impulse response of recording environment, the impulse response of multimedia speaker (playback device) and impulse response of playback environment [5] . The quality of recording/ playback device, and noise level in recording/ playback environment decides the quality of replay speech and hence the difficulty of replay spoof detection. The replay speech recorded with a high quality recording and playback device in clean recording environment is very difficult to detect as it is very much similar to the genuine speech.
One of the initial study in replay detection for textdependent ASV used score normalization approach and decision was made based on N -similarity scores [7] . The channel noise from recording device was used to detect the replay speech [8] . The replay speech obtained through far-field recording using land line and GSM telephone channel using modulation index and spectral ratio was studied in [9] for textdependent ASV system and in [10] for text-independent ASV system. Recently the second ASV spoof 2017 challenge is organized to develop a countermeasure to prevent replay attack under unseen conditions [11] . The high frequency gets highly affected and hence most of the cues for replay spoof detection can be found in the high frequency region [12] . Instantaneous Frequency (IF)-based approach was studied in [13] . Single Frequency Filtering (SFF) approach was used to capture channel information present along with generative and discriminative model using Gaussian Mixture Model (GMM) and Bidirectional Long Short Term Memory (BLSTM) classifier at the back end [14] . The source-based features, namely, Epoch Feature (EF) and Peak to Side lobe Ratio Mean and Skew (PSRMS) were used in [15] . The score-level fusion of these feature with IFCC, Mel Frequency Cepstral Coefficients (MFCC) and Constant Q Cepstral Coefficients (CQCC) was carried out to capture complementary information. To detect known and unknown replay audio, effective ensemble learning classifier was proposed along with various acoustic features in [16] . Various neural network-based countermeasures were developed in [17, 18, 19, 20] .
Several conventional features, such as MFCC, LFCC, IFCC, etc. uses filterbank structure to obtain the subband filtered signal for processing. This filterbank is fixed for all the utterances in feature extraction process. In addition, these feature extraction methods assume that the input speech signal is a stationary signal and produced by linear system. The Empirical Mode Decomposition (EMD) were first used for non linear and non-stationary time-series analysis [21] . The EMD decomposes signal into special Intrinsic Mode Functions (IMFs), assuming that the input signal is produced by non linear system and is non-stationary in nature. In addition, all the events are handled as they arise. Flandrin et. al. reported that the EMD acts as a dyadic filterbank and decomposes input signal similar to wavelet-like decomposition [22] . In this paper, we propose a new feature extraction approach in which the filterbank is replaced with EMD to capture all the advantages of EMD.
We refer to this feature set as Empirical Mode Decomposition Cepstral Coefficients (EMDCC). The experimental results are compared with MFCC [23] and CQCC [24] results. Furthermore, the EMDCC feature set is fused with the LFMGDCC at score-level to capture possible complementary information.
Empirical Mode Decomposition (EMD)
The EMD deals with the signals that are produced by non linear system and non-stationary in nature and the events are handled as the signal occur [25] . EMD decomposes a signal into zero mean Amplitude Modulation and Frequency Modulation (AM-FM) waveforms. These AM-FM waveforms are known as Intrinsic Mode Functions (IMFs), and aims to represent underlying intra-wave modulated components in the signal. The locally zero mean condition is assured by maintaining mean of the lower and upper envelope (obtained by interpolating minimas and maximas) of an IMF equal to zero [21, 26] . For a given signal s(n), it can be decomposed into two part, one is high-frequency (local) part also known as detail, d(n) and the other part is low-frequency (local) part known as trend, m(n) [22] .
To obtain the further detail and trend signal, the procedure of decomposing signal into detail and trend, iteratively applied on residual term considering as a new signal. For given signal s(n), the IMFs can be found as follows [21] : 1. Identify all the relative minima and maxima of the signal.
2. Interpolate maxima (and minima) to get upper envelope eup(n) (and lower envelope e low (n)). 3. The mean of upper and lower envelope is computed as,
4. To get rid of overriding wave, the mean signal menv(n) is subtracted from the original signal s(n).
Due to small humps present in speech signal and which are not identified as minima or maxima in the first step, x1(n) cannot be said as IMF. Hence, to get the actual IMF the process continued iteratively, considering x1(n) as new signal, sifting process is continued to obtained x11(n). The following series is called x1j(n). The procedure is repeated till the following condition is meet by the residue:
Assuming d1(n) = h1J , satisfies condition in Eq. (4), d1(n) is called as first IMF. 5. Subtract the IMF d1(n) from the actual signal s(n),
6. Considering this m1(n) as a new signal, the entire process (step 1-step 5) is repeated to obtain other IMFs. For stoping either of the following two conditions should be satisfied.
• The signal does not contain any minima and maxima i.e., signal becomes void or monotonic.
• The signal level becomes negligible such that it can be neglected for further processing.
Finally, for a given signal s(n), having I number of IMFs the EMD can be represented as,
where mI (n) represents residual term and di(n), (i = 1, 2, ..., I − 1) represents zero mean AM-FM waveforms (IMFs/modes). Figure 1 shows the IMFs obtained for the voiced frame of the speech signal. The first IMF obtained is high frequency signal indicating the filter for IMF: 1 or mode: 1 is high pass in nature, while the other filters associated with another IMFs or modes are bandpass in nature [22] . The narrowband condition for decomposed signals can be assured by maintaining number of zero crossings of components to be either same or differ by at most one with number of minima and maxima. The EMD behaves as a dyadic filterbank and decomposes signal similar to the wavelet like decomposition for fractional Gaussian noise [22] and for white noise [27] . From the process of EMD, each IMF is zero mean AM-FM waveform whose number of zero crossings is equal or differ by at most one with its number of extremas. The number of zero crossings can be roughly interpreted as mean frequency of each IMF. Empirical results shows that the number of zero crossing resemble to log2 scale and shows equivalent structure of filterbank with log scale [22] . Figure 2 (a) shows the spectrogram of first 11 IMFs obtained by EMD decomposition and Figure 2(b) shows the spectrogram of first 11 subbands obtained by passing speech signal through mel triangular filterbank of 11 filters. From Figure 2 , it is observed that the IMF spectrogram is very much similar to spectrogram of subband obtained through filterbank, however, EMD gives the very good resolution at the lower frequencies and poor resolution at high frequencies compared to filterbank (due to log2 scale). It is also observed that EMD behaves as a very sharp filter blocking for most of the frequencies outside the range of IMF frequencies compared to filterbank, which passes other frequencies with less attenuation. Figure 3 shows the functional block diagram to extract the proposed EMDCC feature set. The input speech signal is first decomposed into I zero-mean AM-FM waveforms (IMFs). Each IMF is then segmented with 20 ms duration with 50 % overlap. Further, the energy in each frame x(n) is computed for every IMF as follows:
Feature Extraction

Proposed EMDCC Feature
where M is the length of frame (320 samples) and E represents energy in frame x(n). To approximate the non linear relation between auditory-nerve firing rate and signal intensity, log function is applied on the computed energies. This nonlinearity provides remarkable robustness by suppressing small signal variability and also mimics the human perception of loudness [26, 28] . The Discrete Cosine Transform (DCT) is used to exploit the redundancy and to obtain the cepstral coefficients. First few cepstral coefficients are retained and in order to capture the dynamic nature of the speech signal they are appended with their first and second order derivatives to obtain high dimensional feature vector.
Linear Frequency Modified Group Delay Cepstral Coefficients (LFMGDCC)
The phase spectrum need complex unwrapping algorithm before processing, hence the use of phase spectrum in speech applications has been ignored for several years. In this paper, to capture the phase information LFMGDCC feature set is used with EMDCC feature set. The Group Delay (GD) function which is defined as negative frequency derivative of phase function, has same properties as the phase function [29] . Speech signal is a output of a stable system, hence only zeros (due to noise or analysis window) are very close to unit circle. These zeros causes the GD function to be spiky in nature. The Modified Group Delay (MGD) function, proposed in [30] suppresses these zeros. The GD function G(ω) for speech frame s(n) can be computed as [31] :
where S(ω) and Q(ω) represents Fourier Transform (FT) of s(n) and ns(n) respectively (suffix r and i indicates real and imaginary part respectively). To suppress the zeros close to unit circle, the denominator term is replaced by cepstrally smoothed spectra (R(ω)) of S(ω).
where Gm(ω) represents MGD function. The parameters ρ and γ decides the reduction level in amplitude of spikes and restores the dynamic range in GD function and needs to be tuned as per application. To use this MGD fuction for replay spoof detection, the cepstral coefficients are computed similar to Mel Frequency Modified Group Delay Cepstral Coefficients (MFMGDCC) [32] except that the Mel scale is replaced with linear scale. We refer to this feature set as LFMGDCC. The extraction of LFMGDCC start with computing MGD values and passing them through linear triangular filterbank. The energy in each filter of the filterbank is computed, and to decorrelate the signal DCT is applied [33] . First few coefficients are retained and are appended with ∆ and ∆∆ coefficients to capture dynamic information.
Experimental Setup and Results
Database
All the experiments are performed on ASV spoof 2017 challenge database. The database is based on the text-dependent RedDots corpus and its replayed version. All the speech signals have sampling frequency of 16 kHz and 16 bit per sample precision. The database contains three subsets, namely, training, development and evaluation set. The details of database are given in [11] . The GMM classifier is used to classify between genuine and replay speech. Two GMMs are trained for genuine and replay speech using training set of ASV Spoof 2017 Challenge database.
EMDCC
The cubic spline interpolation is used to interpolate maxima and minima to obtain upper and lower envelope. 
LFMGDCC
The parameter ρ and γ are set to 0.4 and 0.1 respectively for computing MGD function. The 13-D static LFMGDCCs along with ∆ and ∆∆ coefficients are used to get 39-D feature vector. The feature were extracted using 40 linearly scaled triangular filters along with the Hamming window of 25 ms duration and 10 ms shift. The GMM classifier with 512 Gaussian components is used.
Results
The results of our proposed feature set along with other feature sets are shown in Table 1 . We have compared our proposed feature set with CQCC (baseline system) and MFCC feature set. The CQCC-GMM system is a baseline system provided by the organizers of the ASV Spoof 2017 Challenge, having EER of 29.18 % on evaluation set. The MFCC-GMM and LFMGDCC-GMM systems gives an EER of 31.3 % and 22.91 % on evaluation set. The EMDCC gives result of 28.06 % compared to MFCC system on evaluation set giving improvement of 3.24 %. Further, EMDCC feature set is fused with phasebased LFMGDCC feature at score-level giving reduced EER of 12.42 % and 18.36 % on development and evaluation set respectively, indicating that the feature sets captures complementary information. Figure 4 shows the DET curves [34] for the development and evaluation set of the ASV spoof 2017 challenge database. From DET plots, it is clear that score-level fusion of EMDCC and LFMGDCC gives better performance over entire operating region of DET curve. The authors also performed experiments with power law nonlinearity, where the exponent value − 1 30 gave best results. Using power law nonlinearity, the EER of 28.99 % and 27.87 % on development and evaluation set of ASV spoof 2017 challenge database respectively is obtained. However, It is observed that log nonlinearity captures better complementary information compared to power law nonlinearity.
Summary and Conclusions
In this paper, we proposed novel EMDCC feature for replay spoof detection task. The EMD decomposes a signal into IMFs assuming that the signal is produced by non linear system and is non-stationary in nature. In addition, EMD act as dyadic filterbank. The proposed feature set uses EMD to decompose speech signal into subbands and uses log nonlinearity to approximate non linear relation between auditory nerve firing rate and signal intensity. Further, this feature set is fused with phase-based feature LFMGDCC at score-level, to capture complementary information. We also observed the individual EMDCC system performance for power law nonlinearity is better, however log nonlinearity capture better complementary information. The results of the final fused system are compared with baseline CQCC and MFCC system. The EMDCC-GMM system performs relatively better than baseline CQCC-GMM and MFCC-GMM system. In future, neural network-based classifiers can be used to improve the performance of spoof detection system. In addition, replay spoof detection system can be implemented using channel noise estimated by EMD.
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