Abstract-A method of classification of digitized multispectral image data is described. It is designed to exploit a particular type of dependence between adjacent states of nature that is characteristic of the data. The advantages of this, as opposed to the conventional "per point" approach, are greater accuracy and efficiency, and the results are in a more desirable form for most purposes. Experimental results from both aircraft and satellite data are included.
tistical dependence between consecutive states of nature, which the simple symmetric classifier fails to exploit. To reflect this property, we shall refer to simple symmetric classification as "no-menmory" classification.
One method for dealing with dependent states is to apply the principles of compound decision theory or sequential compound decision theory. Abend [1] points out that a sequential procedure can be implemented fairly efficiently when the states form a low-order Markov chain. However, the prospect is considerably less attractive when they form a Markov mesh, which is a more suitable model for two-dimensional scenes. Furthermore, estimation of the state transition probabilities could be another significant obstacle to implementation of such a procedure.
The compound decision formulation is a powerful approach for handling very general types of dependence. This suggests that perhaps by tailoring an approach more directly to the problem at hand, one can obtain similar results with considerable simplification. A distinctive characteristic of the spatial dependence in MSS data is "redundance;" i.e., the probability of transition from state i to state j is much greater ifi = i than if j * i, because the sampling interval is generally smaller than the size of an object. This suggests the use of an "image partitioning" transformation to delineate the arrays of statistically similar pixels before classifying them. Since each homogeneous array represents a statistical "sample" (a set of observations from a common population), a "sample classifier" could then be used to classify the objects. In this way, the classification of each pixel in the sample is a result of the spectral properties of its neighbors as well as its own. Thus its "context" in the scene is used to provide better classification. The acronym ECHO (extraction and classification of homogeneous objects) designates this general approach.
A characteristic of both no-memory and compound decision techniques is that the number of classifications which must be performed is much larger than the actual number of objects in the scene. When each classification requires a large amount of computation, even the no-memory classifier can be relatively slow. An [3] , but they are incompatible with sample classifiers due mainly to their failure to produce boundaries that always close on themselves. The other category can be called "object seeking" algorithms, which characteristically exploit the internal regularity (homogeneity) of the objects. As the name implies, an object seeking algorithm always produces well-defined samples (and thus closed boundaries as well). There are two opposite approaches to object seeking, which we shall call conjunctive and disjunctive. A conjunctive algorithm begins with a very fine partition and simplifies it by progressively merging adjacent elements together that are found to be similar according to certain statistical criteria [4], [5] . A disjunctive algorithm begins with a very simple partition and subdivides it until each element satisfies a criterion of homogeneity. For example, Robertson's algorithm [2] , [6] is based on the premise that if a region contains a boundary, splitting the region arbitrarily will usually produce two subregions with significantly different statistical characteristics.
We combined Rodd's [5] conjunctive partitioning algorithm with a minimum distance sample classifier and observed an improvement in classification accuracy over conventional nomemory classification, but processing time was increased [7] . Two pixels in spatial proximity to one-another are unconditionally correlated, with the degree of correlation decreasing as the distance between them increases. Much of this correlation is attributable to the effect of depeindent states mnentionied in the previous section, which is the effect we wish to exploit. For simplicity we shall ignore other sources of correlation. Thus we assume class-conditional independeince (as does the compound decision approach).
If X = (Xl, *, Xn) E-R"q represents a set of pixels in some object, then this set constitutes a "sample" from a population characterized by one of the class-conditional pdf's. A sample classifier is simply a strategy for deciding which one, based on the n observations. One popular approach is the "minimum distance (MD) strategy" [9] . In MD classification, the n data vectors are used to estimate the pdf of the population, and the class is chosen whose pdf is closest to this estimate as measured by some appropriately defined "distance measure" on the set of density functions. A popular distance measure is the Bhattacharyya distance, which for N(x; Mi, C,) and N(x; M, C) is given by:
A drawback of the MD approach is that it fails for small n, because the density estimate becomes degenerate.
Our preference is the maximum likelihood (ML) strategy which assigns X to class i if
In p(XI Wj) = max In p(XI Wi).
Due to the assumption of class-conditional independenice, these quantities can be computed as:
Of course: M=S1/n and CS2/n MMt. Formula (2) is much faster to compute than formula (1) for each (S1,S2) pair, once the non-data-dependent constants have been initialized. Thus the ML strategy is computationally efficient.
Another important property is that it does not fail for small n. The basic approach that we have adopted (due to Rodd [5] ) consists of two "levels" of tests. Initially the pixels are divided, by a rectangular grid, into small groups of four (for example). At the first level of testing, each group becomes a unit called a "cell," provided that it satisfies a relatively mild criterion of homogeneity. Those groups that are rejected are assumed to overlap a boundary and their individual pixels are classified by the no-memory method. These groups are referred to as "singular" cells. At this level it is usually desirable to maintain a fairly low rejection rate to reflect the relatively high a priori probability of a group being homogeneous. The goal at this level is essentially the same as the goal of the boundary seeking techniques mentioned previously; i.e., to detect as many pixels as possible that lie along boundaries without requiring that the ones detected form closed contours or even be connected.
At the second level, an individual cell is compared to an adjacent "field," which is simply a group of one or more connected cells that have previously been merged. If This approach has the important advantage that it can be implemented "sequentially;" i.e., raw data need be accessed only once and in the same order that it is stored on tape. This is important for practical, rather than theoretical, considerations. The flow chart in Figure 1 indicates how it can be done. In this chart, the top of the scene is referred to as north, and the general processing sequence is from north to south.
Many modifications to the basic flow chart are, of course, possible. One of the modifications we use involves comparing a cell to as many as three different fields at once (seeking the best "match"), instead of one-at-a-time.
Annexation Criterion
Let X = (X1, -* * , Xn ) represent the pixels in a group of one or more cells which have been merged by successive annexations. Let Y = (Y1, --, Yn ) represent the pixels in an adjacent, non-singular cell. Since both X and Y have satisfied certain criteria of homogeneity, we assume that each is a sample from a MVN population. Let f and g represent the corresponding density functions. It is desired to test the (null) hypothesis that f = g. This is a composite hypothesis, since it does not specify f and g. The "likelihood ratio procedure" [10] ,g ) is the conditional joint density of X and Y evaluated at x C Rq and y E Rq and S2 is a set of MVN density functions. The assumption of class-conditional independence enables us to express the joint-density of pixels as the product of their marginal densities. Thus: p(x, yIf, g) =p(xIf) P(yg) = (I i f(x) H g(y1)
The generalized likelihood ratio is given by:
For an "unsupervised" approach to partitioning we take Q2 to be the following set of functions of x C Rq: Anderson also suggests modifying A by replacing the number of pixels in each sample by the number of degrees of freedom; i.e., replace n by n -1, m by m -1, and N by N -2 in formulas (4) and (5) . In either case, the statistics are invariant with respect to a linear transformation on the data vectors. It follows that their distributions under the null hypothesis are independent of the actual MVN population from which the samples are drawn.
Therefore we can construct a significance test of the null hypothesis. A1 and A2 are independent under the null hypothesis [12] , so the procedure we use is to test A1 at significance level cc, and A2 at level a2, and reject the null hypothesis if either test produces a rejection. (Cooley and Lohnes [13] give transformations of Al and A2 (the modified versions) with F-distributions under the null hypothesis.) The overall significance level is then cx = -(1 -Ccl ) (1 -cx2). Essentially, A2 tests the hypothesis of equal covariance matrices (second order statistics), and A1 tests the hypothesis of equal mean vectors (first-order statistics).
These multivariate (MV) tests have the same weakness as MD classification, namely the problem of estimating a MVN density from a relatively small sample (sometimes known as the "dimensionality" problem). This led to the constraint m > q, a condition which is often not met. Even when the condition is met, poor estimates can result, leading to decision errors. One approach to this problem is to reduce q by deleting features. It is well-known, for example, that a subset of features used to train a classifier from small training samples can sometimes produce better classification results than the full set. With this approach, however, one is faced with the problem of choosing the subset.
Another approach is to base the decision on the q, univariate, marginal distributions; i.e., simply consider the data in one spectral channel at a time. This has been termed a "multiple univariate" (MUV) approach. In each channel we test the univariate hypothesis that the means and variances of the two samples are equal. Since the boundaries may be strong in some spectral channels and weak in others, we accept the null hypothesis only if the univariate hypothesis is accepted in all q channels. Besides avoiding the dimensionality problem, the MUV procedure requires less computation and simpler distribution theory. However, it must be pointed out that in situations where class separability is primarily a multivariate effect, the MV procedure may be more advantageous.
For a "supervised" approach to partitioning we take Q to be: [14] . The cell size for #2-#4 was fixed at 2 X 2 pixels, which is the minimum allowed in the unsupervised mode.
A qualitative assessment of the results is provided by Figures  2 and 3 . Figure 2 (left side) shows a section of aircraft data that has been classified by method #1. Each class has been assigned a gray level, and each pixel has been displayed as the gray level assigned to its classification. A great deal of "classification noise" is readily apparent. In contrast to this, Figure 2 (right side) shows the same section as classified by method #4. The random errors have, for the most part, been eliminated. This map is much closer to the desired "typemap" form of output that is generally desired. Figure 3 shows the centers of these two maps in greater detail. Each class is represented by an assigned symbol and each symbol represents one pixel. The four rectangular areas are test areas designated as wooded pasture (displayed as a blank).
The diversity of symbols in the test areas testifies to the inadequacy of the no-memory method for classifying this section, whereas most of the confusion is avoided by the ECHO technique.
The estimated probability of error for each method gives an important quantitive measure of performance. It is obtained 
