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TWO BOUNDARY CENTRALIZER ALGEBRAS FOR q(n)
JIERU ZHU
Abstract. We define the degenerate two boundary affine Hecke-Clifford algebra Hd, and show it
admits a well-defined q(n)-linear action on the tensor space M ⊗N ⊗ V ⊗d, where V is the natural
module for q(n), and M,N are arbitrary modules for q(n), the Lie superalgebra of Type Q. When
M and N are irreducible highest weight modules parameterized by a staircase partition and a single
row, respectively, this action factors through a quotient of Hd. We then construct explicit modules
for this quotient, Hp,d, using combinatorial tools such as shifted tableaux and the Bratteli graph.
These modules belong to a family of modules which we call calibrated. Using the relations in Hp,d,
we also classify a specific class of calibrated modules. The irreducible summands of M ⊗N ⊗ V ⊗d
coincide with the combinatorial construction, and provide a weak version of the Schur-Weyl type
duality.
1. Introduction
In the early twentieth century, Schur studied the actions of the general linear group, GL(V ),
and the symmetric group on a tensor space V ⊗d. The two actions fully centralize each other. This
is now known as Schur-Weyl duality and it provides a powerful link between the representation
theories of these two groups. For example, the finite-dimensional irreducible representations of
GL(V ) which occur as summands of V ⊗d are in bijection with the finite dimensional irreducible
representations of the symmetric group, whenever dimV ≥ d. Schur-Weyl duality continues to be
studied and has been generalized to many other settings.
For example, following Schur’s work, given a finite dimensional module M and the natural
module V for the general linear Lie algebra gln(C), Arakawa-Suzuki [1] studied an action of the
affine Hecke algebra Haff on M ⊗ V ⊗d which centralizes the action of gln(C). As a result, there
exists a family of functors from the category of finite-dimensional gln(C)-modules to the category
of finite-dimensional Haff -modules.
An analogue of Haff , called the degenerate two-boundary braid algebra Gd, was studied by
Daugherty [6]. The quantum version of this algebra has a diagrammatic presentation in [7] . In
particular, given any two finite dimensional gln(C)-modulesM,N , there exists a well defined action
of Gd on the tensor module M ⊗ N ⊗ V ⊗d. As a special case, one can choose M,N to be simple
modules parameterized by rectangular Young diagrams. Daugherty then defined a quotient Hextd
of Gd, under extra relations dependent on the Young diagrams. It follows that the action of Gd
satisfies the extra relations and factors through the quotientHextd . Moreover, Daugherty constructed
irreducible Hextd -modules using combinatorial tools, and showed that irreducible direct summands
of M ⊗N ⊗ V ⊗d are isomorphic to these combinatorially constructed modules.
A super (i.e. Z2-graded) analogue of the above result was developed by the author in [18].
This was done by studying the connection between the representation theory of Hextd and the
representation theory of the general linear Lie superalgebras gln|m(C). Similar to the representation
theory of gln(C), polynomial gln|m(C)-representations are also parameterized by combinatorial
objects, and characters of polynomial representations are given by hook Schur functions.
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In particular, given finite dimensional supermodulesM,N for the general linear Lie superalgebra
gln|m(C), M ⊗N ⊗ V ⊗d is naturally a module for gln|m(C). An action of Gd on M ⊗N ⊗ V ⊗d can
be defined using a certain Casimir element, and this action commutes with the action of gln|m(C).
Moreover, when M and N are irreducible representations whose highest weights are given by
rectangular Young diagrams, the defining relations for Hextd , as a quotient of Gd, are also satisfied,
and this induces a further action of Hextd . We therefore recover the irreducible Hextd -modules in [6]
by studying irreducible summands of M ⊗ N ⊗ V ⊗d as Hextd -modules, and they coincide with
Daugherty’s combinatorial construction in [6].
On the other hand, Hill-Kujawa-Sussan [10] studied the Type Q version of the construction in
Arakawa-Suzuki [1]. In particular, the Type Q analogue of the affine Hecke algebra is the affine
Hecke-Clifford algebra Hd, whose underlying vector space is the tensor product between Haff and
the Clifford algebra. Given any finite dimensional module M for the Type Q Lie superalgebra
q(n), there is a well-defined action of Hd on M ⊗ V ⊗d, which commutes with the q(n)-action.
Similar to Arakawa-Suzuki [1], there is a family of functors from the category of finite-dimensional
q(n)-modules to the category of finite-dimensional Hd-modules. In addition, Hill-Kujawa-Sussan
constructed Hd-modules using combinatorial tools such as shifted Young tableaux.
This article is a generalization of Hill-Kujawa-Sussan [10] to the two boundary setting, or alter-
natively, a generalization of Daugherty [6] and Zhu [18] to Type Q. In Section 2.2, we first define
the degenerate two boundary affine Hecke-Clifford algebra Hd in the spirit of the two boundary
Hecke algebra Gd. Similar to the case of gln(C) and gln|m(C), there is an odd Casimir element
Ω ∈ q(n)⊗ q(n) which induces a q(n)-linear action on M ⊗N for any q(n)-modules M and N . We
have our first main result in Theorem 2.2:
Theorem 1.1. Let d ≥ 0 and M,N be arbitrary modules for q(n). There is a well-defined algebra
homomorphism Hd → Endq(n)(M ⊗N ⊗ V ⊗d).
We then focus our study on the case when M and N are polynomial modules. By definition
these are modules which occur as direct summands of V ⊗e for some e ≥ 0. Polynomial modules are
semisimple as explained in Section 3.1, and they are closed under tensor product. According to [17],
irreducible polynomial modules of q(n) are parameterized by strict partitions defined in Section 3.1,
and their tensor product decomposes into polynomial representations in a fashion controlled by
combinatorics of the Schur P-function [14]. We further choose M and N so that the irreducible
summands occurring in the decomposition of M ⊗N have the smallest possible multiplicity. Based
on a combinatorial result developed by Bessenrodt [2], this is true whenM = L(α) is parameterized
by a staircase shape α and N = L(β) is parameterized by a single row partition β. In this case,
any irreducible summand occurs with multiplicity 2 (see Section 3.1). A similar result is true for
W ⊗V when W is any simple polynomial module and N is the natural module. These multiplicity
results allow us to describe summands of M ⊗ N ⊗ V ⊗d using the Bratteli graph introduced in
Section 4.1.
A special phenomenon exists in the theory of q(n)-modules, called Super Schur’s Lemma, in
which the endomorphism ring of a simple module can sometimes be two-dimensional, spanned by
the identity map and an odd endomorphism. Because of this, we take slightly larger algebras HNd
and HMNd that are tensor products between Hd and the Clifford algebras on one or two generators.
If β has p boxes, we define Hevd,p as a quotient of HNd , and Hodd,p as a quotient of HMNd , under extra
relations involving n and p. A key formula in Proposition 3.5 establishes a connection between
Ω and certain even central elements in q(n), whose actions on a simple polynomial module can
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be easily calculated. Using this formula, we show the above action factors through the quotient,
leading to the following result in Theorem 3.3.
Theorem 1.2. There is a well-defined action
ρ : Hevd,p → Endq(n)(L(α)⊗ L(β)⊗ V ⊗d).
Further, if n is odd, there is a well-defined action
ρ : Hodd,p → Endq(n)(L(α)⊗ L(β)⊗ V ⊗d).
Similar to Daugherty and Hill-Kujawa-Sussan, we also construct Hevd,p- and Hodd,p-modules in
Section 4.2 using combinatorial tools. In Lemma 3.2, we reformulated the decomposition formula
for Schur P-fuctions given by Stembridge [14], and define a Bratteli graph Γα,β whose vertices are
strict partitions and directed edges are defined representation theoretically. Let λ be a fixed vertex
in this graph, and denote Γλ to be the set of all paths from α to λ. Let f : Γλ → C× be any
function satisfying the condition (4.2), such as the one in Lemma 4.4. We define vector spaces Dλf
and Eλf , whose bases are given in terms of paths in the Bratteli graph and the generators of Hevd,p
and Hodd,p acts by explicit formulas. In particular, the graph and these formulas depend on α and
β, which are determined by the parameters n and p in the defining relations of Hevd,p and Hodd,p. We
have the following result in Theorem 4.2 and Theorem 4.16.
Theorem 1.3. The vector space Dλf admits a well-defined action of Hevp,d, and is irreducible. Sim-
ilarly, the vector space Eλf admits a well-defined action of Hodp,d, and is irreducible.
Following the spirit of Hill-Kujawa-Sussan [10] and Wan [16], we study Hevp,d- and Hodp,d-modules
on which certain polynomial generators act by eigenvalues. We then classify a specific family of
these modules, whose eigenvalues are assumed to be given by the combinatorial data in the Bratteli
graph. In particular, for each path T and integer i, the eigenvalue κT (i) is defined in Section 4.2. In
Theorem 4.17 and Theorem 4.21, we show that these eigenvalues determine the module structure
of Dλf and Eλf defined above. By definition the algebra Hevp,d contains the Clifford algebra on d+ 1
generators as a subalgebra.
Theorem 1.4. Given an Hevp,d-module Wλ, if it is free over Cld+1 with basis {vT }T∈Γλ , where
each vT is homogeneous and zi.vT = κT (i)vT , 0 ≤ i ≤ d, then Wλ ≃ Dλf for some function f .
A similar result holds for Hodp,d and the module Eλf , if additionally, the module Wλ admits an odd
q(n)-endomorphism.
The module L(α) ⊗ L(β) ⊗ V ⊗d can be regarded as a bimodule for q(n) and the centralizer
Zd = Endq(n)(L(α) ⊗ L(β) ⊗ V ⊗d). Similar to Schur-Weyl duality, a q(n)-version of the double
centralizer theorem describes properties of its irreducible summands as a bimodule. Since the
image ρ(Hevp,d) or ρ(Hodp,d) in Theorem 1.2 is a subalgebra of Zd, if Lλ is an irreducible Zd-summand
of L(α) ⊗ L(β) ⊗ V ⊗d, its restriction ResZdρ(Hevp,d) L
λ is a module for ρ(Hevp,d) and further for Hevp,d.
Similarly, ResZd
ρ(Hodp,d)
Lλ can be regarded as a module for Hodp,d. In Theorem 4.24, we show that we
can recover the combinatorially constructed irreducible modules Dλf via this restriction:
Theorem 1.5. When n, the number of nonzero rows in α is even, there exists an isomorphism
ResZdρ(Hevp,d)
Lλ ≃ Dλf for some choice of f . When n is odd, then there exists an isomorphism
ResZd
ρ(Hodp,d)
Lλ ≃ Eλf for some choice of f .
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2. Centralizing Actions
2.1. The Lie superalgebra q(n). We first introduce some basics. The Lie superalgebra q = q(n)
is the C-vector space
q(n) =
{[
A B
B A
]
| A,B ∈ Matn,n(C)
}
with a Z2-grading q(n) = q0 ⊕ q1 where
q0 =
{[
A 0
0 A
]
| A ∈ Matn,n(C)
}
q1 =
{[
0 B
B 0
]
| B ∈ Matn,n(C)
}
.
An element x ∈ q is said to be homogeneous of degree i if x ∈ qi, i = 0, 1, and we denote by x the
degree of x. For homogeneous x, y ∈ q, the Lie superbracket is defined as
[x, y] = xy − (−1)x·yyx,(2.1)
using matrix multiplication and extended linearly to all elements in q. This sign convention will
also apply in similar contexts, where an extra negative sign is introduced whenever odd elements
commute past each other. It is straightforward to check that this superbracket satisfies the axioms
for Lie superalgebras:
[x, y] + (−1)x·y[y, x] = 0
(−1)y·z[x, [y, z]] + (−1)z·x[y, [z, x]] + (−1)x·y[z, [x, y]] = 0
For two Lie superalgebras g and h, an even Lie superalgebra homomorphism φ : g→ h is a map
such that [φ(x), φ(y)] = φ([x, y]), φ(g0) ⊂ φ(h0) and φ(g1) ⊂ φ(h1). A supermodule W for q(n) is a
Z2-graded C-vector space with an even homomorphism of Lie superalgebras q(n)→ End(W ). Here,
End(W ) is equipped with the superbracket defined similar to (2.1) using composition of maps, and
an element f ∈ End(W ) is even if and only if f preserves the grading in W , and is odd if and only
if f reverses the grading. For this article, we will always be discussing supermodules and refer to
them as just modules.
Let V = C2n be the set of column vectors of height 2n. For 1 ≤ i ≤ n, Let ei be the column
vector with 1 on the i-th entry and 0 everywhere else, and fi be the column vector with 1 on
the n + i-th entry and 0 everywhere else. Impose a Z2-grading on V with V0 = 〈e1, . . . , en〉 and
V1 = 〈f1, . . . , fn〉. Let q acts on V by matrix multiplication on the left. It is straightforward to
check that this defines a q(n)-module structure. For q(n)-modules M and N , define the module
structure on M ⊗N as follows: on v ⊗ w ∈M ⊗N , a homogeneous element x ∈ q(n) acts as
x.(v ⊗ w) = (x.v)⊗ w + (−1)x·vv ⊗ (x.w).(2.2)
We extend this definition to a tensor product of multiple modules, such as M ⊗N ⊗W , by taking
successive tensor products, and it is straightforward to check M ⊗ (N ⊗W ) ≃ (M ⊗N)⊗W under
the obvious map. Hence for arbitrary q(n)-modules M and N , the tensor product M ⊗ N ⊗ V ⊗d
is again a q(n)-module.
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2.2. The two boundary affine Hecke-Clifford algebra. The goal of this section is to define
another superalgebra, which acts on M ⊗ N ⊗ V ⊗d, and the action supercommutes with that of
q(n). This algebra is a natural generalization of the Sergeev algebra. First, a superalgebra is an
associative algebra A with a Z2-grading A = A0 ⊕ A1, such that AiAj ⊂ Ai+j for i, j ∈ {0, 1}.
Let d ∈ Z≥0, the Clifford algebra Cld is a superalgebra generated by odd c1, . . . , cd, subject to the
relations
c2i = −1, cicj = −cjci (i 6= j)(2.3)
The Sergeev algebra Serd is generated by odd c1, . . . , cd, even s1, . . . , sd−1, under the Cld-relations
and
s2i =1, sisj = sjsi (|i− j| > 1), sisi+1si = si+1sisi+1 (1 ≤ i ≤ d− 2)
sicj =cjsi (j 6= i, i+ 1), sici = ci+1si, sici+1 = cisi
Notice s1, . . . , sd−1 generate the group algebra for symmetric group Sd. Recall that V is the natural
representation for q(n). In [12], Sergeev defined an action of Serd on V
⊗d, where si acts by signed
permutation, using the sign convention introduced in the previous section:
si.(v1 ⊗ · · · ⊗ vi ⊗ vi+1 ⊗ · · · ⊗ vd) = (−1)vi·vi+1v1 ⊗ · · · ⊗ vi+1 ⊗ vi ⊗ · · · ⊗ vd(2.4)
and ci acts by
ci(v1 ⊗ · · · ⊗ vi ⊗ · · · ⊗ vd) = (−1)v1+···+vi−1v1 ⊗ · · · ⊗ C.vi ⊗ · · · ⊗ vd.(2.5)
Here, C ∈ End(V ) is left multipllication by the matrix
C =
[
0 −In
In 0
]
(2.6)
and In is the n × n identity matrix. This action is known to supercommute with q(n), in the
following sense: for any y ∈ Serd, x ∈ q(n) and v ∈ V ⊗d, y.(x.v) = (−1)x·yx.(y.v). In general, for
q(n)-modules W and U , a homogeneous linear map f : W → U is said to supercommute with q(n),
if f(x.w) = (−1)x·fx.f(w) for all homogeneous x ∈ q(n) and w ∈ W . Denote by Endq(n)(W ) the
space spanned by all homogeneous endomorphisms of W that supercommute with q(n).
Generalizing this result, Hill-Kujawa-Sussan [10] defined the following affine Hecke-Clifford alge-
bra Hd: it is the superalgebra generated by Serd and even x1, . . . , xd, under further relations.
xixj =xjxi, (1 ≤ i, j ≤ d) sixi = xi+1si − 1 + cici+1
cixj =xjci (i 6= j) cixi = −xici
To define the action of Hd on V
⊗d, Hill-Kujawa-Sussan introduced an even Casimir tensor element.
Let Eij be the elementary n× n matrix with 1 in the (i, j)-position and zero elsewhere, and let
eij =
[
Eij 0
0 Eij
]
, fij =
[
0 Eij
Eij 0
]
(2.7)
The even Casimir element is
Ω =
∑
1≤i,j≤n
eij ⊗ fjiC −
∑
1≤i,j≤n
fij ⊗ ejiC ∈ q(n)⊗ End(V )(2.8)
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In [10, Theorem 7.4.1], Hill-Kujawa-Sussan showed that for an arbitrary q(n)-module M , there is
a well defined action of Hd on M ⊗V ⊗d, on which the Sergeev algebra Serd acts as (2.4) and (2.5),
and xk acts on M ⊗ V ⊗d as follows, using the element Ω:
xk.(vM ⊗ v1 ⊗ · · · ⊗ vk ⊗ · · · ⊗ vd)(2.9)
=
∑
1≤i,j≤n
(−1)vM+v1+···+vk−1eij .vM ⊗ v1 ⊗ · · · ⊗ fji.C(vk)⊗ · · · ⊗ vd(2.10)
−
∑
1≤i,j≤n
fij.vM ⊗ v1 ⊗ · · · ⊗ eji.C(vk)⊗ · · · ⊗ vd(2.11)
For short, we will also denote this action as ΩM,k, because the two tensor factors in Ω act on the
module M and the k-th copy of V , respectively. We will later use similar notations XW,k or Xℓ,k
for any tensor X ∈ q⊗ q, any q(n)-module W and any integer 1 ≤ ℓ, k ≤ d.
The following superalgebra is a generalization of Hd to the setting of M ⊗ N ⊗ V ⊗d. This
was motivated by an analogous construction in the gl(n) setting: the usual Schur-Weyl duality
on the tensor representation was extended to the one boundary setting M ⊗ V ⊗d by Arakawa-
Suzuki [1], and then further extended to the two boundary setting M ⊗N ⊗V ⊗d by Daugherty [6].
The following superalgebra is motivated by the extended degenerate two boundary affine Hecke
algebra in [6]. We define the two boundary degenerate affine Hecke-Clifford algebra Hd, to be
the superalgebra generated by the even generators s1, . . . , sd−1, odd generators c1, . . . , cd, odd
generators x˜1, z˜0, . . . , z˜d, under the Sergeev relations among si and ci, together with further relations
(2.12) through (2.20):
(Hecke relations)
siz˜i = z˜i+1si + ci − ci+1 (1 ≤ i ≤ d− 1)(2.12)
x˜1si = six˜1 (2 ≤ i ≤ n)(2.13)
z˜jsi = siz˜j (j 6= i, i+ 1, 0 ≤ j ≤ d)(2.14)
(Clifford twist relations)
cix˜1 = −x˜1ci (2 ≤ i ≤ d)(2.15)
ciz˜j = −z˜jci (1 ≤ i ≤ d, 0 ≤ j ≤ d)(2.16)
(Polynomial relations)
x˜1(s1x˜1s1 − (c1 − c2)s1) = −(s1x˜1s1 − (c1 − c2)s1)x˜1(2.17)
z˜1z˜2 = −z˜2z˜1, z˜0z˜1 = −z˜1z˜0(2.18)
(Relations between polynomial rings)
z˜2x˜1 = −x˜1z˜2(2.19)
(z˜0 − z˜1 + x˜1)x˜1 = −x˜1(z˜0 − z˜1 + x˜1)(2.20)
It is worth pointing out that, using x˜1 and the simple transpositions si, one can generate a
polynomial ring in d variables: for 1 ≤ i ≤ d, define element x˜i recursively by
x˜i+1 = six˜isi − (ci − ci+1)si.(2.21)
Also, define additional variables y˜i, such that y˜1 = z˜1 − x˜1, and
y˜i+1 = siy˜isi − (ci − ci+1)si,(2.22)
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then the following proposition explores further relations among these newly defined elements, and
draws an analogy between Hd and the extended degenerate two boundary affine Hecke algebra in
Daugherty’s construction [6].
Proposition 2.1. The following relations hold in Hd. Assume 1 ≤ i, j ≤ d for all indices if not
specified otherwise.
(Hecke relations)
x˜isj = sjx˜i, y˜isj = sj y˜i (i 6= j, j + 1)
(Clifford twist relations)
cj x˜i = −x˜icj , cj y˜i = −y˜icj
(Polynomial relations)
x˜ix˜j = −x˜jx˜i, y˜iy˜j = −y˜j y˜i (i 6= j, 1 ≤ i, j ≤ d) z˜iz˜j = −z˜j z˜i (i 6= j, 0 ≤ i, j ≤ d)
(Relations between polynomial rings)
x˜iz˜j = −z˜jx˜i, y˜iz˜j = −z˜j y˜i (i < j)(2.23)
(z˜0 + z˜1 − y˜1)y˜1 = −y˜1(z˜0 + z˜1 − y˜1)(2.24)
x˜i + y˜i = z˜i −
∑
1≤j≤i−1
(cj − ci)tj,i(2.25)
Here, tj,i = sjsj+1 · · · si−2si−1si−2 · · · sj+1sj corresponds to the symmetric group element (ij) in
cycle notation.
Proof. We check each set of relations in order.
(Hecke relations) Let us induct on i. The base case when i = 1 is a defining relation in Hd.
Notice by (2.21) we have
x˜k+1 = skx˜ksk − (ck − ck+1)sk
Suppose the statement is true for all i ≤ k, j 6= i, i − 1. When i = k + 1, i 6= j, j + 1, j + 2 (or
equivalently, k 6= j − 1, j, j + 1),
x˜k+1sj − sjx˜k+1 = (skx˜ksk − (ck − ck+1)sk)sj − sj(skx˜ksk − (ck − ck+1)sk)
= skx˜ksjsk − sksj x˜ksk − (ck − ck+1)sksj − sj(ck − ck+1)sk
= −(ck − ck+1)sksj + (ck − ck+1)sjsk = 0
When i = k + 1 = j + 2,
x˜k+1sj − sjx˜k+1 = (skx˜ksk − (ck − ck+1)sk)sk−1 − sk−1(skx˜ksk − (ck − ck+1)sk)
= (sk(sk−1x˜k−1sk−1 − (ck−1 − ck)sk−1)sk − (ck − ck+1)sk)sk−1
− sk−1(sk(sk−1x˜k−1sk−1 − (ck−1 − ck)sk−1)sk − (ck − ck+1)sk)
= sksk−1x˜k−1sksk−1sk − sk(ck−1 − ck)sk−1sksk−1 − (ck − ck+1)sksk−1
− sksk−1skx˜k−1sk−1sk + sk−1sk(ck−1 − ck)sk−1sk + sk−1(ck − ck+1)sk
= −sk(ck−1 − ck)sksk−1sk − (ck − ck+1)sksk−1
+ sk−1(ck−1 − ck+1)sksk−1sk + (ck−1 − ck+1)sk−1sk
= −(ck−1 − ck+1)sk−1sk − (ck − ck+1)sksk−1
+ sk−1(ck−1 − ck+1)sk−1sksk−1 + (ck−1 − ck+1)sk−1sk
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= −(ck − ck+1)sksk−1 + (ck − ck+1)sksk−1 = 0
For the y˜j version, (z˜1− x˜1)si = si(z˜1− x˜1) for 2 ≤ i ≤ d, which provides the base case y˜1si = siy˜1.
The induction argument is exactly same as above.
(Clifford twist relations) Again induct on the index for x˜. Assume that the statement is true for
i ≤ k.
x˜k+1cj + cj x˜k+1 = (skx˜ksk − (ck − ck+1)sk)cj + cj(skx˜ksk − (ck − ck+1)sk)
= −(ck − ck+1)skcj − cj(ck − ck+1)sk
The above quantity is 0 if j 6= k, k + 1. When j = k,
x˜k+1cj + cj x˜k+1 = −(ck − ck+1)skck − ck(ck − ck+1)sk
= −(ck − ck+1)ck+1sk − ck(ck − ck+1)sk = 0
Similarly when j = k + 1,
x˜k+1cj + cj x˜k+1 = −(ck − ck+1)skck+1 − ck+1(ck − ck+1)sk
= −(ck − ck+1)cksk − ck+1(ck − ck+1)sk = 0
The base case for y˜i follows from (z˜1 − x˜1)cj = −cj(z˜1 − x˜1) and a similar induction argument
proves the relations for y˜i.
(Polynomial relations) The polynomial relations for x˜i are shown as follows. Relation (2.17) is
equivalent to x˜1x˜2 = −x˜2x˜1. We now show x˜1x˜j = −x˜jx˜1 for all 2 ≤ j ≤ d. Assume it is true for
j ≤ k, then
x˜1x˜k+1 + x˜k+1x˜1 = x˜1(skx˜ksk − (ck − ck+1)sk) + (skx˜ksk − (ck − ck+1)sk)x˜1
= sk(x˜1x˜k + x˜kx˜1)sk − x˜1(ck − ck+1)sk − (ck − ck+1)skx˜1 = 0
Now we show x˜ix˜j = −x˜jx˜i by fixing j and induction on i. Suppose it is true for i ≤ k − 1, then
x˜kx˜j + x˜jx˜k = (sk−1x˜k−1sk−1 − (ck−1 − ck)sk−1)x˜j + x˜j(sk−1x˜k−1sk−1 − (ck−1 − ck)sk−1)
= sk−1(x˜k−1x˜j + x˜j x˜k−1)sk−1 − (ck−1 − ck)sk−1x˜j − x˜j(ck−1 − ck)sk−1 = 0
The argument for z˜iz˜j = z˜j z˜i is exactly the same. For the y˜-version, the induction argument is also
the same and the base case is shown via
(z˜1 − x˜1)(s1(z˜1 − x˜1)s1 − (c1 − c2)s1) + (s1(z˜1 − x˜1)s1 − (c1 − c2)s1)(z˜1 − x˜1)
= z˜1z˜2 + z˜2z˜1 − z˜1s1x˜1s1 − s1x˜1s1z˜1 − x˜1z˜2 − z˜2x˜1 + x˜1s1x˜1s1 + s1x˜1s1x˜1
= −(s1z˜2 − (c1 − c2))x˜1s1 − s1x˜1(z˜2s1 + (c1 − c2))
+ (s1x˜2 − (c1 − c2))x˜1s1 + s1x˜1(x˜2s1 + (c1 − c2)) = 0
The last equality requires relations z˜2x˜1 = −x˜1z˜2 and x˜1x˜2 = −x˜2x˜1 in Hd.
(Relations between polynomial rings) To show (2.23), we first claim z˜j x˜1 = −x˜1z˜j (2 ≤ j ≤ d)
by induction on j. The base case j = 2 is a defining relation in Hd. Suppose this statement is true
for i ≤ k, then
z˜k+1x˜1 + x˜1z˜k+1 = (skz˜ksk − (ck − ck+1)sk)x˜1 + x˜1(skz˜ksk − (ck − ck+1)sk)
= sk(z˜kx˜1 + x˜1z˜k)sk = 0
Then we claim z˜ix˜j = x˜j z˜i by fixing i and induction on j. Suppose this is true for j ≤ j0, then
z˜ix˜j0+1 + x˜j0+1z˜i = z˜i(sj0x˜j0sj0 − (cj0 − cj0+1)sj0) + (sj0 x˜j0sj0 − (cj0 − cj0+1)sj0)z˜i
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= sj0(z˜ix˜j0 + x˜j0 z˜i)sj0 − (z˜i(cj0 − cj0+1)sj0) + (cj0 − cj0+1)sj0)z˜i) = 0
Notice the argument fails when sj0 and z˜i no longer commute, especially when j0 = i − 1, which
explains the condition i < j on the indices.
The induction argument for y˜-version is the same, with the base case following from
z˜iy˜1 = z˜i(z˜1 − x˜1) = −(z˜1 − x˜1)z˜i = −y˜1z˜i (2 ≤ i ≤ d).
To show (2.24), notice
(z˜0 + z˜1 − (z˜1 − x˜1))(z˜1 − x˜1) + (z˜1 − x˜1)(z˜0 + z˜1 − (z˜1 − x˜1))
= (z˜0 + x˜1)(z˜1 − x˜1) + (z˜1 − x˜1)(z˜0 + x˜1)
= x˜1(z˜1 − x˜1)− z˜0x˜1 + z˜0z˜1 + (z˜1 − x˜1)x˜1 + z˜1z˜0 − x˜1z˜0
= x˜1(z˜1 − x˜1 − z˜0) + (z˜1 − x˜1 − z˜0)x˜1 = 0
Lastly, for (2.25), let us induct on i. The base case i = 1 is from the definition of y˜1. Assume the
claim is true for i ≤ k,
x˜k+1 + y˜k+1 = skx˜ksk + sky˜ksk − 2(ck − ck+1)sk = sk(z˜k −
∑
1≤j≤k−1
(cj − ck)tj,k)sk − 2(ck − ck+1)sk
= z˜k+1 − sk(
∑
1≤j≤k−1
(cj − ck)tj,k)sk − (ck − ck+1)sk
= z˜k+1 − (
∑
1≤j≤k−1
(cj − ck+1)sktj,ksk)− (ck − ck+1)sk
= z˜k+1 − (
∑
1≤j≤k−1
(cj − ck+1)tj,k+1)− (ck − ck+1)sk = z˜k+1 − (
∑
1≤j≤k
(cj − ck+1)tj,k+1).

2.3. An action of Hd. For arbitrary q(n)-module M and N , we aim to define an action of Bd on
M ⊗ N ⊗ V ⊗d which supercommutes with q(n). Recall the elements eij and fij defined in (2.7).
We now define the odd Casimir tensor element
Ω =
∑
1≤i,j≤n
eij ⊗ fji −
∑
1≤i,j≤n
fij ⊗ eji ∈ q(n)⊗ q(n)(2.26)
this is related to the even Casimir tensor Ω in (2.8) by Ω = Ω(1⊗C) for the element C ∈ End(V )
in (2.6). Similar to Ω, Ω is known to induce q(n)-linear actions: on a tensor product M ⊗ N of
arbitrary q(n)-modulesM and N , the action of Ω supercommutes with that of q(n). Also recall the
notation ΩM⊗N,k introduced after (2.9). In particular, ΩM⊗N,k ∈ End(M ⊗N ⊗ V ⊗d) is defined to
be the action of the following element, using the module structure on M ⊗N introduced in (2.2):
ΩM⊗N,k = ΩM,k +ΩN,k
=
∑
1≤i,j≤d
eij ⊗ 1N ⊗ 1⊗k−1 ⊗ fji ⊗ 1⊗d−k +
∑
1≤i,j≤d
1M ⊗ eij ⊗ 1⊗k−1 ⊗ fji ⊗ 1⊗d−k
−
∑
1≤i,j≤d
fij ⊗ 1N ⊗ 1⊗k−1 ⊗ eji ⊗ 1⊗d−k −
∑
1≤i,j≤d
1M ⊗ fij ⊗ 1⊗k−1 ⊗ eji ⊗ 1⊗d−k
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Theorem 2.2. There is a well-defined action of the algebra Hd on V ⊗d, where s1, . . . , sd−1,
c1, . . . , cd act by the Sergeev action in (2.4) and (2.5), x˜1 acts as ΩM,1, z˜0 acts as ΩM,N , and
z˜i acts as
ΩM⊗N⊗V ⊗i−1,i = ΩM,i +ΩN,i +Ω1,i + · · ·+Ωi−1,i
for 1 ≤ i ≤ d (under the convention V ⊗0 = C). Moreover, this action supercommutes with q(n),
and induces an algebra homomorphism Hd → Endq(n)(V ⊗d).
Proof. It is enough to show that all the defining relations inHd are satisfied. The “Sergeev relations”
are automatically satisfied because of the action of the Sergeev algebra. Some of these calculations
have an analogue using the even Casimir tensor in (2.8), in the proof of [10, Theorem 7.4.1].
1) Hecke relations.
First we argue that siΩj,i = Ωj,i+1si. For any j ≤ i− 1, vM ⊗ vN ⊗ v1⊗· · ·⊗ vd ∈M ⊗N ⊗V ⊗d,
siΩj,i(vM ⊗ vN ⊗ v1 ⊗ · · · ⊗ vd)
= (−1)vM+···+vi−1si
∑
1≤p,q≤n
vM ⊗ · · · ⊗ epqvj ⊗ · · · ⊗ fqpvi ⊗ vi+1 ⊗ · · · ⊗ vd
− (−1)vM+···+vj−1si
∑
1≤p,q≤n
vM ⊗ · · · ⊗ fpqvj ⊗ · · · ⊗ eqpvi ⊗ vi+1 ⊗ · · · ⊗ vd
= (−1)(vi+1)vi+1+vM+···+vi−1
∑
1≤p,q≤n
vM ⊗ · · · ⊗ epqvj ⊗ · · · ⊗ vi+1 ⊗ fqpvi ⊗ · · · ⊗ vd
− (−1)vi·vi+1+vM+···+vj−1
∑
1≤p,q≤n
vM ⊗ · · · ⊗ fpqvj ⊗ · · · ⊗ vi+1 ⊗ eqpvi ⊗ · · · ⊗ vd
On the other hand,
Ωj,i+1si(vM ⊗ vN ⊗ v1 ⊗ · · · ⊗ vd)
= (−1)vi+1·viΩj,i+1(vM ⊗ vN ⊗ v1 ⊗ · · · ⊗ vi+1 ⊗ vi ⊗ · · · ⊗ vd)
= (−1)vi+1·vi+vM+···+vi−1+vi+1
∑
1≤p,q≤n
vM ⊗ · · · ⊗ epqvj ⊗ · · · ⊗ vi+1 ⊗ fqpvi ⊗ · · · ⊗ vd
+ (−1)vi+1·vi+vM+···+vj−1
∑
1≤p,q≤n
vM ⊗ · · · ⊗ fpqvj ⊗ · · · ⊗ vi+1 ⊗ eqpvi ⊗ · · · ⊗ vd
And the two expressions are equal as expected. Similarly, siΩM,i = ΩM,i+1si and siΩN,i = ΩN,i+1si.
We also check that −Ωi,i+1si − ci + ci+1 = 0:
Recall that {e1, . . . , en, f1, . . . , f1} defined in Section 2.2 form an ordered basis of V . If w is
either symbol e or f , then the action of a basis of q(n) in (2.7) act as
epqwi = δiqwp, fpqwi = (−1)wiδiq(c.wp)
Assume that vi and vi+1 are basis vectors of V , and vi = wa, vi+1 = ub, where w, u are symbols e
or f . The following sums are over all 1 ≤ p, q ≤ n.
(−Ωi,i+1si − ci + ci+1).(vM ⊗ · · · ⊗ vi−1 ⊗ wa ⊗ ub ⊗ · · · ⊗ vd)
= −(−1)wa·ubΩi,i+1(vM ⊗ · · · ⊗ vi−1 ⊗ wb ⊗ ua ⊗ · · · ⊗ vd)
− (−1)vM+···+vi−1vM ⊗ · · · ⊗ vi−1 ⊗ c.wa ⊗ ub ⊗ · · · ⊗ vd
+ (−1)vM+···+vi−1+wavM ⊗ · · · ⊗ vi−1 ⊗ wa ⊗ c.ub ⊗ · · · ⊗ vd
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= −(−1)wa·ub+vM+···+vi−1+ub
∑
vM ⊗ · · · ⊗ vi−1 ⊗ epqub ⊗ fqpwa ⊗ · · · ⊗ vd
+ (−1)wa·ub+vM+···+vi−1
∑
vM ⊗ · · · ⊗ vi−1 ⊗ fpqub ⊗ eqpwa ⊗ · · · ⊗ vd
− (−1)vM+···+vi−1vM ⊗ · · · ⊗ vi−1 ⊗ c.wa ⊗ ub ⊗ · · · ⊗ vd
+ (−1)vM+···+vi−1+wavM ⊗ · · · ⊗ vi−1 ⊗ wa ⊗ c.ub ⊗ · · · ⊗ vd
= −(−1)wa·ub+vM+···+vi−1+ub+wavM ⊗ · · · ⊗ vi−1 ⊗ ua ⊗ c.wb ⊗ · · · ⊗ vd
+ (−1)wa·ub+vM+···+vi−1+ubvM ⊗ · · · ⊗ vi−1 ⊗ c.ua ⊗ wb ⊗ · · · ⊗ vd
− (−1)vM+···+vi−1vM ⊗ · · · ⊗ vi−1 ⊗ c.wa ⊗ ub ⊗ · · · ⊗ vd
+ (−1)vM+···+vi−1+wavM ⊗ · · · ⊗ vi−1 ⊗ wa ⊗ c.ub ⊗ · · · ⊗ vd
The answer is zero if u and w are the same symbols. If u is e and w is f , ub = 0, wa = 1, c.wi = −ui
and c.ui = wi.
(−Ωi,i+1si − ci + ci+1).(vM ⊗ · · · ⊗ vi−1 ⊗ wa ⊗ ub ⊗ · · · ⊗ vd)
= −(−1)vM+···+vi−1vM ⊗ · · · ⊗ vi−1 ⊗ ua ⊗ ub ⊗ · · · ⊗ vd
+ (−1)vM+···+vi−1vM ⊗ · · · ⊗ vi−1 ⊗ wa ⊗ wb ⊗ · · · ⊗ vd
− (−1)vM+···+vi−1+1vM ⊗ · · · ⊗ vi−1 ⊗ ua ⊗ ub ⊗ · · · ⊗ vd
+ (−1)vM+···+vi−1+1vM ⊗ · · · ⊗ vi−1 ⊗ wa ⊗ wb ⊗ · · · ⊗ vd = 0
On the other hand, if If u is f and w is e, ub = 1, wa = 0, c.wi = ui and c.ui = −wi.
(−Ωi,i+1si − ci + ci+1).(vM ⊗ · · · ⊗ vi−1 ⊗ wa ⊗ ub ⊗ · · · ⊗ vd)
= −(−1)vM+···+vi−1+1vM ⊗ · · · ⊗ vi−1 ⊗ ua ⊗ ub ⊗ · · · ⊗ vd
+ (−1)vM+···+vi−1vM ⊗ · · · ⊗ vi−1 ⊗ wa ⊗ wb ⊗ · · · ⊗ vd
− (−1)vM+···+vi−1vM ⊗ · · · ⊗ vi−1 ⊗ ua ⊗ ub ⊗ · · · ⊗ vd
+ (−1)vM+···+vi−1+1vM ⊗ · · · ⊗ vi−1 ⊗ wa ⊗ wb ⊗ · · · ⊗ vd = 0
Therefore,
siz˜i − z˜i+1si − ci + ci+1
= si(ΩM,i +ΩN,i +Ω1,i + · · ·+Ωi−1,i)− (ΩM,i+1 +ΩN,i1 +Ω1,i+1 + · · · +Ωi,i+1)si − ci + ci+1
= −Ωi,i+1si − ci + ci+1 = 0
The remaining commuting Hecke relations are straightforward to check.
2) Clifford twist relations.
It is enough to check that Ωi,j commutes with ck, for any 1 ≤ i, j ≤ d. The cases when k 6= i, j
are straightforward to check. When i = k, it is enough to check that Ω(c⊗ 1) = −(c⊗ 1)⊗Ω. The
following sums are over all 1 ≤ p, q ≤ d.
Ω(c⊗ 1) =
∑
(epq ⊗ fqp)(1⊗ c)−
∑
(fpq ⊗ eqp)(1⊗ c) =
∑
(epq ⊗ fqpc)−
∑
(fpq ⊗ eqpc)
= −
∑
(epq ⊗ cfqp)−
∑
(fpq ⊗ ceqp) = −
∑
(1⊗ c)(epq ⊗ fqp) +
∑
(1⊗ c)(fpq ⊗ eqp)
= −(1⊗ c)Ω.
Similarly, Ω(c⊗ 1) = −(c⊗ 1)⊗ Ω and therefore Ωi,jcj = −cjΩi,j.
3) Polynomial relations.
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For the relations x˜1x˜2 = −x˜2x˜1 and z˜0z˜1 = −z˜1z˜0, we will first show
ΩM,N (ΩM,1 +ΩN,1) = −(ΩM,1 +ΩN,1)ΩM,N(2.27)
First,
ΩM,NΩM,1 +ΩM,1ΩM,N
=
∑
i,j
(eij ⊗ fji ⊗ 1− fij ⊗ eji ⊗ 1)
∑
p,q
(epq ⊗ 1⊗ fqp − fpq ⊗ 1⊗ eqp)
+
∑
p,q
(epq ⊗ 1⊗ fqp − fpq ⊗ 1⊗ eqp)
∑
i,j
(eij ⊗ fji ⊗ 1− fij ⊗ eji ⊗ 1)
=
∑
i,j,p,q
((eijepq − epqeij)⊗ fji ⊗ fqp + (eijfpq − fpqeij)⊗ fji ⊗ eqp
− (fijepq − epqfij)⊗ eji ⊗ fqp + (fijfpq + fpqfij)⊗ eji ⊗ eqp
=
∑
i,j,p,q
((δjpeiq − δiqepj)⊗ fji ⊗ fqp + (δjpfiq − δiqfpj)⊗ fji ⊗ eqp
− (δjpfiq − δiqfpj)⊗ eji ⊗ fqp + (δipeiq + δiqepj)⊗ eji ⊗ eqp
=
∑
i,p,q
eiq ⊗ fpi ⊗ fqp −
∑
j,p,q
epj ⊗ fjq ⊗ fqp +
∑
i,p,q
fiq ⊗ fpi ⊗ eqp −
∑
j,p,q
fpj ⊗ fjq ⊗ eqp
−
∑
i,p,q
fiq ⊗ epi ⊗ fqp +
∑
j,p,q
fpj ⊗ ejq ⊗ fqp +
∑
j,p,q
eiq ⊗ ejp ⊗ eqp +
∑
j,p,q
epj ⊗ ejq ⊗ eqp,
Also
ΩM,NΩN,1 +ΩN,1ΩM,N
=
∑
p,q
(epq ⊗ fqp ⊗ 1− fpq ⊗ eqp ⊗ 1)
∑
i,j
(1⊗ eij ⊗ fji − 1⊗ fij ⊗ eji)
+
∑
i,j
(1⊗ eij ⊗ fji − 1⊗ fij ⊗ eji)
∑
p,q
(epq ⊗ fqp ⊗ 1− fpq ⊗ eqp ⊗ 1)
=
∑
i,j,p,q
epq ⊗ (fqpeij − eijfqp)⊗ fji −
∑
i,j,p,q
epq ⊗ (fqpfij + fijfqp)⊗ eji
−
∑
i,j,p,q
fpq ⊗ (eqpeij − eijeqp)⊗ fji +
∑
i,j,p,q
fpq ⊗ (eqpfij − fijeqp)⊗ eji
=
∑
i,j,p,q
epq ⊗ (δpifqj − δjqfip)⊗ fji −
∑
i,j,p,q
epq ⊗ (δpieqj + δjqeip)⊗ eji
−
∑
i,j,p,q
fpq ⊗ (δpieqj − δjqeip)⊗ fji +
∑
i,j,p,q
fpq ⊗ (δpifqj − δjqfip)⊗ eji
=
∑
j,p,q
epq ⊗ fqj ⊗ fjp −
∑
i,p,q
epq ⊗ fip ⊗ fqi −
∑
j,p,q
epq ⊗ eqj ⊗ ejp −
∑
i,p,q
epq ⊗ eip ⊗ eqi
−
∑
j,p,q
fpq ⊗ eqj ⊗ fjp +
∑
i,p,q
fpq ⊗ eip ⊗ fqi +
∑
j,p,q
fpq ⊗ fqj ⊗ ejp −
∑
i,p,q
fpq ⊗ fip ⊗ eqi
By comparison, these two expressions are equal, (2.27) holds, therefore z˜0z˜1 = −z˜1z˜0. Similarly,
ΩM,1(ΩM,2 +Ω1,2) = −(ΩM,2 +Ω1,2)ΩM,1
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By an argument similar to the ones proving“Hecke relations”, x˜2 acts as ΩM,2 + Ω1,2, therefore
x˜1x˜2 = −x˜2x˜1.
Lastly, z˜1z˜2 = −z˜2z˜1 is equivalent to
(ΩM,1 +ΩN,1)(ΩM,2 +ΩN,2 +Ω1,2) = −(ΩM,2 +ΩN,2 +Ω1,2)(ΩM,1 +ΩN,1)
To prove this, one simply uses the fact that
ΩM,1(ΩM,2 +Ω1,2) =− (ΩM,2 +Ω1,2)ΩM,1(2.28)
ΩN,1(ΩN,2 +Ω1,2) =− (ΩN,2 +Ω1,2)ΩN,1(2.29)
ΩM,1ΩN,2 +ΩN,2ΩM,1 =ΩN,1ΩM,2 +ΩM,2ΩN,1 = 0(2.30)
where (2.28) and (2.29) are variations of (2.27), and (2.30) is straightforward to check.
(4) Relations between polynomial rings.
Since
z˜2x˜1 + x˜1z˜2 = (ΩM,2 +ΩN,2 +Ω1,2)ΩM,1 +ΩM,1(ΩM,2 +ΩN,2 +Ω1,2)
One simply uses (2.28) and the first part of (2.30).
Lastly,
(z˜0 − z˜1 + x˜1)x˜1 + x˜1(z˜0 − z˜1 + x˜1) = (ΩM,N −ΩN,1)ΩM,1 +ΩM,1(ΩM,N − ΩN,1),(2.31)
where
and
ΩN,1ΩM,1 +ΩM,1ΩN,1
=
∑
i,j
(1⊗ eij ⊗ fji − 1⊗ fij ⊗ eji)
∑
pq
(epq ⊗ 1⊗ fqp − fpq ⊗ 1⊗ eqp)
+
∑
pq
(epq ⊗ 1⊗ fqp − fpq ⊗ 1⊗ eqp)
∑
i,j
(1⊗ eij ⊗ fji − 1⊗ fij ⊗ eji)
=
∑
i,j,p,q
(epq ⊗ eij ⊗ (fjifqp + fqpfji) + fpq ⊗ eij ⊗ (fjieqp − eqpfji)
− epq ⊗ fij ⊗ (ejifqp − fqpeji)− fpq ⊗ fij ⊗ (ejieqp − eqpeji))
=
∑
i,j,p,q
(epq ⊗ eij ⊗ (δiqejp + δjpeqi) + fpq ⊗ eij ⊗ (δiqfjp − δjpfqi)
− epq ⊗ fij ⊗ (δiqfjp − δjpfqi)− fpq ⊗ fij ⊗ (δiqejp − δjpeqi))
=
∑
j,p,q
epq ⊗ eqj ⊗ ejp +
∑
i,p,q
epq ⊗ eip ⊗ eqi +
∑
j,p,q
fpq ⊗ eqj ⊗ fjp −
∑
i,p,q
fpq ⊗ eip ⊗ fqi
−
∑
j,p,q
epq ⊗ fqj ⊗ fjp +
∑
i,p,q
epq ⊗ fip ⊗ fqi −
∑
j,p,q
fpq ⊗ fqj ⊗ ejp +
∑
i,p,q
fpq ⊗ fip ⊗ eqi.
By comparing this expression and (2.27) one obtains that (4.25) is zero. Therefore we have checked
all the relations. 
The proof for “Hecke relations” lead to an explicit description of the action of x˜i and y˜i defined
in (2.21) and (2.22).
Corollary 2.3. Based on the action in Theorem 2.2, for 1 ≤ i ≤ d, x˜i acts as
ΩM⊗V ⊗i−1,V = ΩM,i +Ω1,i + · · ·+Ωi−1,i
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and y˜i acts as
ΩN⊗V ⊗i−1,V = ΩN,i +Ω1,i + · · ·+Ωi−1,i.
We mentioned earlier that this action generalizes the construction by Sergeev [12] and Hill-
Kujawa-Sussan [10]. We now describe this more precisely. Recall that Hd is the degenerate affine
Hecke-Clifford algebra introduced shortly after (2.6). Similar to (2.21) and (2.22), define elements
wi ∈ Serd recursively via w1 = 0, wi+1 = siwisi − (ci − ci+1)si for 1 ≤ i ≤ d− 1.
Proposition 2.4. 1) There exists a surjective homomorphism φ1 : Hd → Serd, sending x˜1 7→ 0,
z0 7→ 0, z˜i 7→ wi(1 ≤ i ≤ d), and si, ci to generators under the same name. When M = N = C is
the trivial q(n)-module, the action of Hd on M ⊗ N ⊗ V ⊗d factors through the quotient Serd and
induces the action introduced in (2.4) and (2.5).
2) There exists a surjective homomorphism φ2 : Hd → Hd, sending x˜1 7→ 0, z˜0 7→ 0, and
z˜i 7→ −xici(1 ≤ i ≤ d), si, ci to generators under the same name. When M = C is the trivial
q(n)-module, the action of Hd on M ⊗ N ⊗ V ⊗d factors through the quotient Hd and induces the
action introduced in (2.9).
Proof. Under the specified maps, all the relations in Hd are satisfied. The second half of both
claims follows directly from the fact that Ω = −Ω(1⊗ c), ΩM,i = 0 whenever M = C, and ΩN,i = 0
whenever N = C. 
2.4. When M or N is of Type Q. For the remaining sections of this article, we shall impose
further conditions on the modules M and N . In particular, q(n)-modules admit a special phenom-
enon in which Schur’s lemma no longer holds. Intead, the following super Schur’s lemma holds, as
mentioned in [17, Lemma 3.4]. A q(n)-module is simple if it has no proper submodules.
Lemma 2.5 (Super Schur’s Lemma). [17, Lemma 3.4] Let W,U be two simple modules for q(n),
then
dimHomq(n)(W,U) =


0 if W 6≃ U
1 if W ≃ U is of Type M, by definition
2 if W ≃ U is of Type Q, by definition
In the last case, Endq(n)(W ) is spanned by the identity map and an odd endomorphism c.
We shall define two slightly larger algebras HNd and HMNd , such that Hd ⊂ HNd ⊂ HMNd . In
particular, for two superalgebras A and B, A⊗B is again a superalgebra with a Z2-grading:
(A⊗B)0 = A0 ⊗B0 ⊕A1 ⊗B1, (A⊗B)1 = A0 ⊗B1 ⊕A1 ⊗B0
and the multiplication is defined as
(a1 ⊗ b1)(a2 ⊗ b2) = (−1)b1·a2a1a2 ⊗ b1b2
Recall that Clk is the Clifford algebra on k letters, defined in (2.3). Let HNd = Hd⊗Cl1, and c0 be
the extra Clifford generator. Further, let HMNd = HNd ⊗Cl1 and cM be the extra Clifford generator.
Then these two algebras act on M ⊗N ⊗ V ⊗d under the specific conditions on M or N .
Proposition 2.6. When N is of Type Q, let cN ∈ Endq(n)(N) be an odd endomorphism such that
(cN )2 = − idN , then there is a well defined action of HNd on M ⊗ N ⊗ V ⊗d, where Hd acts as in
Theorem 2.2, and c0 acts as 1 ⊗ cN ⊗ 1⊗d. Moreover, this action supercommutes with q(n) and
induces a homomorphism of superalgebras HNd → Endq(n)(M ⊗N ⊗ V ⊗d).
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Furthermore, if M is also of Type Q, let cM ∈ Endq(n)(M) be an odd endomorphism such that
(cM )2 = − idN , then there is a well defined action of HMNd on M ⊗ N ⊗ V ⊗d, where HNd acts as
above, and cM acts as c
M ⊗ 1 ⊗ 1⊗d. Moreover, this action supercommutes with q(n) and induces
a homomorphism of superalgebras HMNd → Endq(n)(M ⊗N ⊗ V ⊗d).
Proof. When N if of Type Q, it is enough to show that the extra relations
c20 =− 1, c0ci = −cic0 (1 ≤ i ≤ d) c0si = sic0 (1 ≤ i ≤ d− 1)
c0x˜i =− x˜ic0, c0y˜i = −y˜ic0 (1 ≤ i ≤ d) c0z˜i = −z˜ic0 (0 ≤ i ≤ d)
are satisfied. The first line is easy to check. The second line follows from the fact that
ΩM,1(1⊗ c⊗ 1) = −(1⊗ c⊗ 1)ΩM,1, ΩN,1(1⊗ c⊗ 1) = −(1⊗ c⊗ 1)ΩN,1
The case when M is also of Type Q can be proved similarly. 
3. A quotient of the Hecke-Clifford algebra
3.1. Combinatorics of polynomial modules. We will now take M and N to be an even more
specific type of q(n)-modules called polynomial modules. A polynomial q(n)-module is a direct
summand of V ⊗k for some k ∈ Z≥0. It is immediate that a tensor product of polynomial modules
are still polynomial. By Sergeev [12], the category of polynomial q(n)-modules is semisimple,
therefore, the tensor product of polynomial modules decomposes into a direct sum of polynomial
modules. Furthermore, simple polynomial modules are paramatrized by the following set
Λ = {λ = (λ1, . . . , λn) ∈ Zn≥0 | λ1 ≥ λ2 ≥ · · · ≥ λn, λi > λi+1 if λi 6= 0}.
Let L(λ) be the simple module parameterized by λ. Recall that eij ∈ q(n) are elements defined in
(2.7). The module L(λ) is known to have the following property. Let h0 ⊂ q(n) be the subalgebra
spanned by e11, . . . , enn, and let ǫi = e
∗
ii ∈ h∗ be their duals. For µ ∈ Λ, identify µ with the element
µ1ǫ1 + · · ·+ µnǫn ∈ h∗. The µ-weight space for a given q(n)-module W is the vector space
Wµ = {w ∈W | eii.v = µ(eii)v, 1 ≤ i ≤ n}(3.1)
then the module L(λ) is known to have a weight space decomposition L(λ) =
⊕
µ L(λ)µ, where the
direct sum is over all weights µ ∈ h∗ for which L(λ)µ is nonzero. Moreover, L(λ)λ 6= 0, and λ is
highest according to a certain partial order among all the weights occurring in the direct sum. We
will refer to any vλ ∈ L(λ)λ a highest weight vector.
The weights in Λ can also be represented using shifted Young diagrams (sometimes also called
strict partitions). A shifted Young diagram λ = (λ1, . . . , λn) is a stacking of boxes, with λ1 boxes in
the first row, λ2 boxes in the second row, etc, and the beginning of the i-th row is the i-th column.
For example, the diagram associated to (4, 3, 2, 1) is the following
(3.2)
Our choice of M and N depends on the following considerations:
1) M and N should be polynomial, because a tensor product between polynomial modules
decomposes into a direct sum of polynomial modules.
2) The multiplicity of each irreducible summand in M ⊗N should be as small as possible.
Our next goal is to choose suitable M and N , then give a complete description of all irreducible
summands in M ⊗ N ⊗ V ⊗d, and their multiplicities, for any nonnegative integer d. To do so
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we need some combinatorics developed by Stembridge [14], in addition to the character theory of
q(n)-modules.
For a finite dimensional q(n)-modules with weight space decomposition W = ⊕µ∈IWµ, where I
is the set of weights for which the weight space is nonzero. The character of W is defined as
ChW =
∑
µ∈I
dimWµx
µ1
1 x
µ2
2 · · · xµnn
Let ℓ(λ) be the number of nonzero entries in λ. As mentioned in [3, Theorem 4.11] and the
fact that the Euler modules coincide with L(λ) when L(λ) is polynomial, its character is given
by ChL(λ) = 2⌊
ℓ(λ+1)
2
⌋Pλ, where Pλ is the Schur’s P-function. This is a combinatorially defined
function by counting certain types of tableaux of shape λ. The multiplicity mγλ,µ of each irreducible
module L(γ) in L(λ)⊗L(µ) is related to the structural constants of Pλ in the following sense, using
properties of characters:
2⌊
ℓ(λ+1)
2
⌋Pλ · 2⌊
ℓ(µ+1)
2
⌋Pµ = ChL(λ) · ChL(µ) = Ch(L(λ)⊗ L(µ))
= Ch
(⊕
γ
L(γ)⊕m
γ
λ,µ
)
=
∑
γ
mγλ,µChL(γ) =
∑
γ
mγλ,µ2
⌊ ℓ(γ+1)
2
⌋Pγ
Therefore, if fγλ,µ is the structural constant appearing in PλPµ =
∑
γ f
γ
λ,µPγ , then
mγλ,µ = f
γ
λ,µ2
⌊
ℓ(λ+1)
2
⌋2⌊
ℓ(µ+1)
2
⌋2−⌊
ℓ(γ+1)
2
⌋(3.3)
In [14, Theorem 8.3], Stembridge computed the structural constants fγλ,µ for the functions Pλ by
counting a certain type of tableaux satisfying the lattice condition. In particular, a semistandard
shifted tableaux of skew shape γ/λ, is a filling of boxes in γ that are not in λ, with integers 1, 2, . . .
and 1′, 2′, . . . under the order 1′ < 1 < 2′ < 2 < · · · , subject to the semistandard condition: the
numbers weakly increase along each row and each column, and each i′ (the primed integers) occur
at most once along each row and each i (the regular integers) occur at most once along each column.
Given a semistandard tableau T of shape λ/γ with entries from {1, 1′, . . . , s, s′}, let the multiplicity
µ(T ) ∈ ZN be (µ1, µ2, . . . , µs, 0, 0, . . . ), where µ1 is the total number of 1 and 1′, µ2 is the total
number of 2 and 2′, etc.
To compute fγλ,µ we also need to define a lattice condition: in particular, let w = w1w2 · · ·wt be
a word in 1, 1′, . . . , s, s′. Denote by #i the number of times entry i appears. For any integer i ≥ 0,
define the occurrence mi(k) in word w at step k as follows, with the convention mi(0) = 0.
1) 1 ≤ k ≤ t,
mi(k) = #i in wt−k+1, . . . , wt
2) t+ 1 ≤ k ≤ 2t,
mi(k) = mi(k − t) + #i′ in w1, . . . , wk−t
In other words, the function mi(k) is counting regular integers from the end of w backward to
the beginning, and on top of that, counting primed integers from the beginning of w forward to
the end. Call w a lattice word if the following is true
1) When 1 ≤ k ≤ t, if mi(k) = mi+1(k), then wt−k 6= i+ 1, (i+ 1)′
2) When t+ 1 ≤ k ≤ 2t, if mi(k) = mi+1(k), then wk−t+1 6= i, (i + 1)′
Define the absolute value |i| = |i′| = i for 1 ≤ i ≤ n. In [14], the Stembridge states the following
rule for computing fγλ,µ in (3.3), analogous to the Littlewood-Richardson rule for regular Schur
functions.
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Theorem 3.1. [14, Theorem 8.3] fγλ,µ is equal to the number of semistandard tableaux T of shape
γ/λ, satisfying the following property: let w be the word obtained by reading the entries in T from
bottom row to the top row, from left to right, then w is a lattice word of content µ, and for any
integer i with nonzero multiplicity, the first letter in w with absolute value i is a regular integer.
Example. Let us compute fγλ,µ, where
λ = µ = γ =
All semistandard shifted tableaux must be of the following form, if they are of shape γ/λ with
fillings of multiplicity µ, where ⋆ is representing one of 1, 1′, 2, 2′.
⋆ ⋆
⋆ ⋆
The square can be filled with the following posibilities:
1 1
1′ 2
1 1
1′ 2′
1 1′
1′ 2
1 1′
1′ 2′
1 2
1′ 2′
1 2′
1′ 2′
1 1
2 2
1 1
2 2′
1 1′
2 2
1 1′
2 2′
1 2
2 2′
1 2′
2 2′
However, only the following satisfies the Stembridge rule, and therefore fγλ,µ = 1:
1 1
2 2′
The others fail for various reasons:
1 1
1′ 2
: the associated word 1′211 has 1′ before all other 1.
1 1′
2 2
: yellow box violates the lattice condition (1).
1 1
2 2′
: yellow box violates the lattice condition (2).
Using the above result, Bessenrodt [2, Theorem 2.2] classified all pairs of partitions (λ, µ) such
that fγλ,µ is either 0 or 1. Among them, two cases are important for us and they are as follows:
1) λ = (t, t− 1, . . . , 1), a staircase shape, and µ = (s, 0, . . . , 0).
2) λ is arbitrary and µ is a single box.
For Case 2, it is immediate that fγλ,µ = 1 if and only if γ can be obtained from adding a single
box to λ. We will refer to this as the Pieri Rule for tensoring with V . We reformulate Theorem
3.1 for Case 1. Denote by |λ| the total number of boxes in λ.
Lemma 3.2. When λ = (t, t− 1, . . . , 1, 0, 0, . . . ), µ = (s), fγλ,µ = 1 if and only if γ is of the form
γ = λ+ (s0, 1, 1, . . . , 1)
= (t+ s0, t, t− 1, . . . , j + 1, j, j − 2, j − 3, . . . , 1)
and |γ| = |λ| + |µ|. In other words, γ is obtained by pasting an upside down L-shaped diagram to
the right of λ. Otherwise, fγλ,µ = 0.
Proof. By [14, Theorem 8.3], fγλ,µ 6= 0 if and only if there exists a semistandard tableau of shape
γ/λ with content µ, satisfying the conditions in this theorem. Since µ has a single row, these entries
must be either 1 or 1′. On the other hand, the semistandard condition eliminates a 2-by-2 square
to appear in γ/λ, because the first row must be 1′ 1 and the lower right box cannot be filled with
either 1 or 1′.
Therefore, boxes in γ/λ must form an upside-down L-shape. On the other hand, given any such
partition λ+ (s0, 1, 1, . . . , 1), the following tableau satisfies the condition
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1′ 1 ··· 1 1
1′
1′...
1′
1
the word w = 11′1′ · · · 1′11 · · · 1 can be checked to satisfy the condition in [14, Theorem 8.3]. 
Based on this result, we take M = L(α) with α = (n, n− 1, n − 2, . . . , 1). We will refer to α as
the staircase of height n because it has shape similar to (3.2). On the other hand, take N = L(β)
with β = (p, 0, 0, . . . , 0), for a fixed positive integer p. Pictorially β is a single row of p boxes.
Polynomial representations for q(n) are known to be parameterized by strict partitions with
length at most n, and if γ contains α, ℓ(γ) is at least n. Therefore any summand L(γ) inM⊗N⊗V ⊗d
has ℓ(γ) = n. Furthermore, ℓ(λ) = ℓ(µ) = n in equation (3.3), and if ℓ(µ) = 1, fγλ,µ = 1 then
mγλ,µ = 2f
γ
λ,µ = 2 for all γ. Hence the multiplicity of any irreducible summand in L(α) ⊗ L(β), or
any irreducible summand in L(λ)⊗ V in successive tensor products, is always two.
3.2. Exta relations in the kernel. When M and N are taken to be specifc modules L(α) and
L(β), further relations may hold for the action of Hd. As mentioned in [17, Section 1.4], a q(n)-
module L(λ) is of Type Q (meaning it admits an odd module endomorphism) if and only if ℓ(λ) is
odd, and is of Type M if and only if ℓ(λ) is even. Since ℓ(α) = n and ℓ(β) = 1, L(β) is of Type Q.
Recall the two algebras HNd and HMNd defined in Section 2.4, and HNd acts on L(α)⊗ L(β)⊗ V ⊗d
when L(β) is of Type Q. Furthermore, if n is odd, then L(α) is also of Type Q, and the larger
algebra HMNd also acts on L(α) ⊗ L(β) ⊗ V ⊗d. Recall that p is the number of boxes in β, and
y˜1 ∈ Hd is defined shortly before Proposition 2.1.
Theorem 3.3. The following relations are satisfied by the action of HNd on L(α) ⊗ L(β) ⊗ V ⊗d,
and are also satisfied by the action of HMNd on L(α) ⊗ L(β)⊗ V ⊗d when n is odd.
x˜21 − n(n+ 1) =0
y˜21
(
y˜21 − p(p+ 1)
)
=0
To prove this, we need a few lemmas about the odd Casimir tensor Ω defined in (2.26), using
central elements in U(q(n)) introduced by Sergeev in [13]. First, let
xij(1) = eij , x
′
ij(1) = fij (1 ≤ i, j ≤ n)
xij(m) =
n∑
s=1
(eisxsj(m− 1) + (−1)m−1fisx′sj(m− 1))
x′ij(m) =
n∑
s=1
(eisx
′
sj(m− 1) + (−1)m−1fisxsj(m− 1))
Sergeev’s central elements are
zr =
n∑
i=1
xii(2r − 1).(3.4)
Remark 3.4. For future convenience, here are the explicit formulas for elements of low ranks.
xij(2) =
∑
1≤s≤n
(eisesj − fisfsj), x′ij(2) =
∑
1≤s≤n
(eisfsj − fisesj)
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xij(3) =
∑
1≤s≤n
(eisxsj(2) + fisx
′
sj(2)) =
∑
1≤s,k≤n
(eiseskekj − eisfskfkj + fiseskfkj − fisfskekj)
z1 =
∑
1≤i≤n
eii, z2 =
∑
1≤i≤n
xii(3)
z1(λ) = λ1 + · · ·λn, z2(λ) = (λ31 + · · · λ3n)− (λ1 + · · ·+ λn)2
The following proposition will allow us to compute the action of z0, . . . , zd on L(α)⊗L(β)⊗V ⊗d:
Proposition 3.5. Let zi be the elements defined in (3.4). The following is true
Ω2 =
1
3
(
∆(z2)− z2 ⊗ 1− 1⊗ z2 + 2z1 ⊗ z1
)
.
Proof. First,
z2 =
∑
1≤i,s,k≤n
(eiseskeki − eisfskfki + fiseskfki − fisfskeki)
where
∆(
∑
1≤i,s,k≤n
eiseskeki) =
∑
1≤i,s,k≤n
(eis ⊗ 1 + 1⊗ eis)(esk ⊗ 1 + 1⊗ esk)(eki ⊗ 1 + 1⊗ eki)
=
∑
1≤i,s,k≤n
(1⊗ eiseskeki + eis ⊗ eskeki + esk ⊗ eiseki + eki ⊗ eisesk+
= eisesk ⊗ eki + eiseki ⊗ esk + eskeki ⊗ eis + eiseskeki ⊗ 1
−∆(
∑
1≤i,s,k≤n
eisfskfki) = −
∑
1≤i,s,k≤n
(eis ⊗ 1 + 1⊗ eis)(fsk ⊗ 1 + 1⊗ fsk)(fki ⊗ 1 + 1⊗ fki)
= −
∑
1≤i,s,k≤n
(eisfskfki ⊗ 1 + eisfsk ⊗ fki − eisfki ⊗ fsk + fskfki ⊗ eis
+ eis ⊗ fskfki + fsk ⊗ eisfki − fki ⊗ eisfsk + 1⊗ eisfskfki)
∆(
∑
1≤i,s,k≤n
fiseskfki) =
∑
1≤i,s,k≤n
(fis ⊗ 1 + 1⊗ fis)(esk ⊗ 1 + 1⊗ esk)(fki ⊗ 1 + 1⊗ fki)
=
∑
1≤i,s,k≤n
(fiseskfki ⊗ 1 + fisesk ⊗ fki + fisfki ⊗ esk − eskfki ⊗ fis
+ fis ⊗ eskfki + esk ⊗ fisfki − fki ⊗ fisesk + 1⊗ fiseskfki)
−∆(
∑
1≤i,s,k≤n
fisfskeki)) = −
∑
1≤i,s,k≤n
(fisfskeki ⊗ 1 + fisfsk ⊗ eki + fiseki ⊗ fsk − fskeki ⊗ fis
+ fis ⊗ fskeki − fsk ⊗ fiseki + eki ⊗ fisfsk + 1⊗ fisfskeki)
Therefore,
∆(z2)− z2 ⊗ 1− 1⊗ z2
=
∑
1≤i,s,k≤n
(eisesk ⊗ eki + eiseki ⊗ esk + eskeki ⊗ eis − eisfsk ⊗ fki + eisfki ⊗ fsk − eskfki ⊗ fis
+ fisesk ⊗ fki − fiseki ⊗ fsk + fskeki ⊗ fis − fisfsk ⊗ eki + fisfki ⊗ esk − fskfki ⊗ eis
− fis ⊗ fskeki + fsk ⊗ fiseki − fki ⊗ fisesk + eis ⊗ eskeki + esk ⊗ eiseki + eki ⊗ eisesk
+ fis ⊗ eskfki − fsk ⊗ eisfki + fki ⊗ eisfsk − eis ⊗ fskfki + esk ⊗ fisfki − eki ⊗ fisfsk)
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On the other hand, let us compute Ω2. All sums without indexing set are understood to be taken
over 1 ≤ i, j, p, q ≤ n.
3Ω2 =
∑
1≤i,j≤n
3(eij ⊗ fji − fij ⊗ eji)
∑
1≤p,q≤n
(epq ⊗ fqp − fpq ⊗ eqp)
=
∑
3(eijepq ⊗ fjifqp + eijfpq ⊗ fjieqp − fijepq ⊗ ejifqp + fijfpq ⊗ ejieqp)
=
∑ 3
2
(eijepq ⊗ fjifqp − epqeij ⊗ fjifqp + epqeij ⊗ fjifqp + eijepq ⊗ fjifqp)
+
∑
3(eijfpq ⊗ fjieqp − fpqeij ⊗ fjieqp + fpqeij ⊗ fjieqp − fijepq ⊗ ejifqp)
+
∑ 3
2
(fijfpq ⊗ ejieqp + fpqfij ⊗ ejieqp − fpqfij ⊗ ejieqp + fijfpq ⊗ ejieqp)
=
∑ 3
2
((δjpeiq − δiqepj))⊗ fjifqp + epqeij ⊗ fjifqp + epqeij ⊗ fqpfji)
+
∑
3((δjpfiq − δiqfpj)⊗ fjieqp + fpqeij ⊗ fjieqp − fpqeij ⊗ eqpfji)
+
∑ 3
2
((δjpeiq + δiqepj)⊗ ejieqp − fpqfij ⊗ ejieqp + fpqfij ⊗ eqpeji)
=
∑
i,p,q
3
2
eiq ⊗ fpifqp −
∑
j,p,q
3
2
epj ⊗ fjqfqp +
∑ 3
2
epqeij ⊗ (δiqejp + δjpeqi)
+
∑
i,p,q
3fiq ⊗ fpieqp −
∑
j,p,q
3fpj ⊗ fjqeqp +
∑
3fpqeij ⊗ (δiqfjp − δjpfqi)
+
∑
i,p,q
3
2
eiq ⊗ epieqp +
∑
j,p,q
3
2
epj ⊗ ejqeqp −
∑ 3
2
fpqfij ⊗ (δiqejp − δjpeqi)
=
∑
i,p,q
3
2
eiq ⊗ fpifqp −
∑
j,p,q
3
2
epj ⊗ fjqfqp +
∑
j,p,q
3
2
epqeqj ⊗ ejp +
∑
i,p,q
3
2
epqeip ⊗ eqi
+
∑
i,p,q
3fiq ⊗ fpieqp −
∑
j,p,q
3fpj ⊗ fjqeqp +
∑
j,p,q
3fpqeqj ⊗ fjp −
∑
i,p,q
3fpqeip ⊗ fqi
+
∑
i,p,q
3
2
eiq ⊗ epieqp +
∑
j,p,q
3
2
epj ⊗ ejqeqp −
∑
j,p,q
3
2
fpqfqj ⊗ ejp +
∑
i,p,q
3
2
fpqfip ⊗ eqi
Comparing the two results,
3Ω2 − (∆(z2)− z2 ⊗ 1− 1⊗ z2)
=
∑
i,p,q
1
2
(eiq ⊗ fpifqp + eiq ⊗ fqpfpi) +
∑
j,p,q
1
2
(epqejp ⊗ eqj − ejpepq ⊗ eqj)
+
∑
i,p,q
2(fiq ⊗ fpieqp − fiq ⊗ eqpfpi)−
∑
j,p,q
(fpj ⊗ fjqeqp − fpj ⊗ eqpfjq)
+
∑
j,p,q
(fpqeqj ⊗ fjp − eqjfpq ⊗ fjp)−
∑
i,p,q
2(fpqeip ⊗ fqi − eipfpq ⊗ fqi)
+
∑
i,p,q
1
2
(eiq ⊗ epieqp − eiq ⊗ eqpepi) +
∑
j,p,q
1
2
(fpqfqj ⊗ ejp + fqjfpq ⊗ ejp)
=
∑
i,p,q
1
2
eiq ⊗ (δiqepp + eqi) +
∑
j,p,q
1
2
(δqjepp − ejq)⊗ eqj
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+
∑
i,p,q
2fiq ⊗ (δiqfpp − fqi)−
∑
j,p,q
fpj ⊗ (fjp − δpjfqq)
+
∑
j,p,q
(fpj − δpjfqq)⊗ fjp −
∑
i,p,q
2(δqifpp − fiq)⊗ fqi
+
∑
i,p,q
1
2
eiq ⊗ (δiqepp − eip) +
∑
j,p,q
1
2
(epj + δpjeqq)⊗ ejp
= 2
∑
i,p
eii ⊗ epp = 2(
∑
i
eii)⊗ (
∑
p
epp) = 2z1 ⊗ z1

Brundan-Kleshchev calculated the action of zi on a highest weight vector of weight λ = (λ1, . . . , λn):
Theorem 3.6. [5, Lemma 8.4] Let M be a q(n)-modules and vλ ∈Mλ be a vector annihilated by
eij and fij, ∀1 ≤ i < j ≤ n, then zr.vλ = zr(λ)v, where
zr(λ) =
∑
(−2)s+1λi1 · · ·λis(λ2i1 − λi1)a1 · · · (λ2is − λis)as
and the sum is taken over all 1 ≤ s ≤ r, 1 ≤ i1 < · · · < is ≤ n, ai ∈ Z≥0, a1 + · · ·+ as = r − s.
Remark 3.7. Left multiplication by the element zr induces an even q(n)-endomorphism on L(λ),
and hence acts by a scalar on L(λ) according to super Schur’s Lemma in Lemma 2.5. This is the
same scalar by which zr acts on a highest weight vector vλ ∈ L(λ)λ.
For a box b in a shifted Young diagram, denote by c(b) the content of b:
c(b) = column of b− row of b(3.5)
Recall the Pieri Rule introduced shortly before Lemma 3.2, which describes the irreducible
summands in L(λ)⊗V . The following result shows that we can use the action of Ω2 to distinguish
various isotypic components from each other in the decomposition.
Corollary 3.8. Let L(γ) be an irreducible summand of L(λ)⊗ V , and let b be the unique box in γ
that does not belong to λ. Then Ω2 acts on L(γ) by the scalar c(b)(c(b) + 1).
Proof. By Proposition 3.5, Ω2 acts as 13(∆(z2)− z2⊗ 1− 1⊗ z2+2z1⊗ z1). Also recall that zi acts
on L(λ) by the scalar zi(λ) in Theorem 3.6, and V = L(ǫ1). Assume γ = λ+ ǫi for some 1 ≤ i ≤ n.
In particular, let |λ| = λ1 + · · ·λn,
z1(λ) = |λ|, z2(λ) = λ31 + · · ·λ3n − |λ|2, z1(γ) = |λ|+ 1
z2(γ) = λ
3
1 + · · ·+ (λi + 1)2 + · · · + λ3n − (|λ|+ 1)2 z1(ǫ1) = 1, z2(ǫ1) = 0
Therefore, Ω2 acts as the scalar
1
3
(z2(γ)− z2(λ)− z2(ǫ1) + 2z1(λ)z1(ǫ1))
=
1
3
((λ31 + · · ·+ (λi + 1)2 + · · ·+ λ3n − (|λ|+ 1)2)− (λ31 + · · ·λ3n − |λ|2)) + 2|λ| = λi(λi + 1)
and the last equality holds because the content of the first box in any row is zero, and the content
of the added box is equal to the number of boxes in the i-th row of λ. 
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Recall that α is the staircase Young diagram with length n and β is a single row of p boxes. In
Lemma 3.2 we gave a description of all partitions λ such that L(λ) is an irreducible summand of
L(α) ⊗ L(β). We can also use the action of Ω2 to distinguish these summands from each other.
This following result will motivate some of the definitions in Section 4.2.
Corollary 3.9. Let L(λ) ⊂ L(α) ⊗ L(β) be an irreducible summand. Then Ω2 acts on L(λ) via
the scalar mp(m− p), where m is the number of boxes in the first row of λ.
Proof. Let s = m− n, Observe that
z1(α) =
n(n+ 1)
2
, z2(α) = (1
3 + 23 + · · · + n3)− (1 + 2 + · · · + n)2 = 0
z1(β) = p, z2(β) = p
3 − p2
γ = α+ (s, 1, 1, . . . , 1) = (n + s, n, n− 1, . . . , n− p+ s+ 1, n− p+ s− 1, . . . , 1)
z1(γ) =
n(n+ 1)
2
+ p, z2(γ) = (n + s)
3 + (13 + 23 + · · · + n3)− (n− p+ s)3 −
(
n(n+ 1)
2
+ p
)2
Therefore, by Proposition 3.5, for any v ∈ L(γ), Ω2 acts by the scalar
1
3
(z2(γ)− z2(α)− z2(β) + 2z1(α)z1(β))
=
1
3
((n+ s)3 + (13 + 23 + · · · + n3)− (n− p+ s)3
−
(
n(n+ 1)
2
+ p)2 − (p3 − p2) + 2 · n(n+ 1)
2
· p
)
=
1
3
((n+ s)3 − (n− p+ s)3 − p3) = 1
3
(m3 − (m− p)3 + p3)
=
1
3
(3m2p− 3mp2) = mp(m− p)

Proof of Theorem 3.3. Using the isomorphism L(α)⊗L(β)⊗V ⊗d ≃ L(α)⊗V ⊗d⊗L(β), the action
of x˜21 is equivalent to the action of Ω
2 on the first two tensor factors L(α)⊗V . By the Pieri Rule, an
irreducible summand L(γ) is parameterized by γ which is obtained by adding a box to α. There is
only one way to add such a box, namely at the end of the first row with content n. By Corollary 3.8,
x˜21 acts as n(n+ 1).
Similarly, using the isomorphism L(α) ⊗ L(β) ⊗ V ⊗d ≃ L(β) ⊗ V ⊗d ⊗ L(α), the action of y˜21
is equivalent to the action of Ω2 on the first two tensor factors L(β) ⊗ V . By the Pieri Rule, an
irreducible summand L(γ) is parameterized by γ which is obtained by adding a box to β. There
are two ways to add such a box: to the end of the first row or the beginning of the second row,
whose added box has content p or 0. By Corollary 3.8, x˜21 acts as either p(p+ 1) or 0.

3.3. A quotient of HNd or HMNd . Recall the algebras HNd and HMNd defined in Section 2.4. Let
Hevp,d be a quotient of HNd under the extra relations in Theorem 3.3. Also, let Hodp,d be a quotient of
HNd under the extra relations in Theorem 3.3. By Theorem 3.3, Hevp,d acts on L(α) ⊗ L(β)⊗ V ⊗d.
Furthermore, when n is odd, both Hevp,d and Hodp,d act on L(α) ⊗ L(β)⊗ V ⊗d.
For later use, it is more convenient to introduce presentations of these two quotients with even
polynomial generators. We define even elements in Hevp,d and Hodp,d via z0 = z˜0c0, z1 = z˜1c1, . . . ,
zd = z˜dcd and x1 = x˜1c1, and rewrite the relations as follows.
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Lemma 3.10. When n is even, the algebra Hevp,d is isomorphic to the algebra generated by x1, z0, . . . , zd,
c0, c1, . . . , cd and s1, . . . , sd−1, subject to the Sergeev relations and the following relations
(Hecke relations)
sizi = zi+1si − 1 + cici+1 (1 ≤ i ≤ d− 1)(3.6)
x1si = six1 (2 ≤ i ≤ n)(3.7)
zjsi = sizj (j 6= i, i+ 1)(3.8)
(Clifford twist relations)
x1c1 = −c1x1, cix1 = x1ci (i = 0, 2, 3, . . . , d)(3.9)
zici = −cizi (0 ≤ i ≤ d), cizj = zjci (j 6= i)(3.10)
(Polynomial relations)
x1(s1x1s1 + (1− c1c2)s1) = (s1x1s1 + (1− c1c2)s1)x1(3.11)
z1z2 = z2z1(3.12)
(Relations between polynomial rings)
z2x1 = x1z2(3.13)
(z0c0c1 + z1 − x1)x1 = −x1(z0c0c1 + z1 − x1)(3.14)
(Additional Sergeev relations for c0)
c20 = −1, c0ci = −cic0 (1 ≤ i ≤ d), c0si = sic0 (1 ≤ i ≤ d− 1)
(Extra relations)
x21 − n(n+ 1) =0(3.15)
(z1 − x1)2
(
(z1 − x1)2 − p(p+ 1)
)
=0(3.16)
Lemma 3.11. The algebra Hodp,d is isomorphic to the algebra generated by x1, z0, . . . , zd, c0, c1, . . . , cd,
s1, . . . , sd−1 and the extra generator cM , subject to the relations in Lemma 3.10 and extra relations
c2M = −1, cM ci = −cicM (0 ≤ i ≤ d), cMsi = sicM (1 ≤ i ≤ d− 1)
cMx1 = x1cM , cMzi = zicM (0 ≤ i ≤ d)
4. Calibrated modules for Hpd
4.1. The Bratteli graph. The goal of this section is to construct certain types of modules for Hpd
using combinatorial data. Recall in Lemma 3.2 we described all partitions λ for which L(λ) is a
direct summand of L(α)⊗L(β), and the Pieri rule describing all irreducible summands of L(µ)⊗V .
Fix positive integers n and p, which determines the partitions α and β. Define the Bratteli graph
Γ associated to n and p, to be the directed graph with vertices in row i ∈ {−1, 0, 1, 2, 3, . . . }. Row
−1 contains an only partition α, Row 0 contains the following partitions
P0 = P0(α, β) = {λ | L(λ) is a summand of L(α)⊗ L(β)}
For i ≥ 1, define the vertices in Row i recursively as follows:
Pi = Pi(α, β) = {λ | L(λ) is a summand of L(µ)⊗ V, for some µ in Row i− 1}
Edges in Γ are defined as follows. There is an edge from α to every partition λ ∈ P0. For i ≥ 0,
there is an edge from µ ∈ Pi(α, β) to λ ∈ Pi+1(α, β), if and only if L(λ) is a summand of L(µ)⊗V .
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For example, when n = 5, p = 3.
α = β =
Partitions in P0(α, β):
A1 = A2 = A3 =
For the remaining partitions we omit the staircase portion α and only display the yellow portion.
Partitions in P1(α, β):
B1 = B2 = B3 = B4 = B5 =
Partitions in P2(α, β):
C1 = C2 = C3 =
C4 = C5 = C6 = C7 =
The associated Bratteli graph starts with
α
}}④④
④④
④④
④④
 !!
❈❈
❈❈
❈❈
❈❈
A1
~~⑤⑤
⑤⑤
⑤⑤
⑤⑤

A2
~~⑤⑤
⑤⑤
⑤⑤
⑤⑤
   
❇❇
❇❇
❇❇
❇❇
A3
   
❇❇
❇❇
❇❇
❇❇
B1
~~⑤⑤
⑤⑤
⑤⑤
⑤⑤

B2
~~⑤⑤
⑤⑤
⑤⑤
⑤⑤
   
❇❇
❇❇
❇❇
❇❇
B3
~~⑤⑤
⑤⑤
⑤⑤
⑤⑤
  
❇❇
❇❇
❇❇
❇❇
B4
~~⑤⑤
⑤⑤
⑤⑤
⑤⑤
   
❇❇
❇❇
❇❇
❇❇
B5
   
❇❇
❇❇
❇❇
❇❇
C1 C2 C3 C4 C5 C6 C7
Fix a partition λ ∈ Pd(α, β). Let Γλ be the set of all directed paths from α to λ. Suppose a path
T ∈ Γλ travels through the vertices α, T (0), T (1), . . . , T (d). It is helpful to record this information
using a tableaux of skew shape λ/T (0). The position of integer i indicates of the distinct box in
T (i) that is not in T (i−1). For example, the path T : α → A2 → B3 → C5 above is represented by
the following tableaux
T =
1
2
A Young tableau of skew shape with each of the entries 1, 2, . . . , d exactly is said to satisfy
the standard condition, if the numbers increase along each row and column. A tableau obtained
from a path T will automatically satisfy the standard condition, based on the allowed positions of
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adding a box. Conversely, any standard Young tableau of skew shape λ/µ for some µ ∈ P0(α, β),
corresponds to a path T ∈ Γλ.
For future use we also need to define actions of s0, . . . , sd−1 on Γ
λ ∪ {⋆}, the set of paths
enlarged by a symbol ⋆. We first have a corollary as a result of Lemma 3.2. For two partitions
µ = (µ1, . . . , µn) and γ = (γ1, . . . , γn), we say µ is contained in γ if and only if µi ≤ γi for 1 ≤ i ≤ n.
Corollary 4.1. For any partition µ ∈ P1(α, β), there are at most two partitions in P0(α, β)
contained in µ. Furthermore, if there exists two such partitions, their first rows differ by one box.
Proof. This is a direct consequence of Lemma 3.2. If the skew shape µ/α contains a 2-by-2 square,
then there is a unique λ ⊂ µ which satisfies the condition in Lemma 3.2, by removing the lower
right box in the 2-by-2 square. On the other hand, if µ/α does not contain such a square, then this
skew shape forms an upside-down L, and a box can be removed from either far end of the vertical
or horizontal edge, resulting in two partitions λ1, λ2 ∈ P0(α, β) which are contained in µ. 
As a result, for any path T ∈ Γλ, there is at most one other path which differs from T at a
vertex in Row 0. If such a path S exists, define s0.T = S. If there is no such a path, let s0.T = ⋆
by definition.
Example. Let T (0) ∈ P0(α, β) be the target of the first edge in T . For the following tableaux, we
use green to highlight the boxes that are in T (0) but are not in α. Then s0.T = L:
T = 1 3
2
4
L = 3
1 2
4
For the following tableau, s0.T = ⋆:
T = 2 3
1
4
Similarly, for 1 ≤ i ≤ d− 1, define si.T to be the tableau by swapping the entries i and i+ 1, if
the resulting tableau is still standard. In terms of paths, this corresponds to reversing the order of
adding the two boxes containing i and i+ 1, and the two paths T and si.T share all other vertices
except the one at Row i. If the resulting tableau is no longer standard, let si.T = ⋆ by definition.
4.2. Constructing calibrated modules. We define a module for Hevp,d or Hodp,d to be calibrated
if it admits a basis on which the generators z0, . . . , zd act by eigenvalues. We now construct an
explicit class of calibrated modules for Hevp,d and Hodp,d. Fix a partition λ in Row d of the Bratteli
graph Γ, we define scalars based on a given path T ∈ Γλ. Recall the content of a box defined in
(3.5). Denote by cT (i) the content of the box containing integer i in the tableau T . Recall T
(0) is
the partition in Row 0 of path T , and let m be the number of boxes in the first row of T (0). Define
κT (0) =
√
mp(m− p), κT (i) =
√
cT (i)(cT (i) + 1) (1 ≤ i ≤ d)(4.1)
Now let N0 = n(n+1), and let Γ
λ
0 be the set of paths T ∈ Γλ such that s0.T 6= ⋆. Fix a function
f : Γλ0 → C satisfying the following condition:
f(T )f(s0.T ) = −
(κ2T (0) + p
2κ2T (1))(N0 − κ2T (1))(N0 − κ2s0.T (1))
(κ2T (0) + pκ
2
T (1))
2((κT (0)− κs0.T (0))2 + (κT (1) + κs0.T (1))2)
=: FT(4.2)
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We will show the right hand side remains unchanged if one replaces T with s0.T , hence such a
function exists. Let Cld+1 be the subalgebra of Hevp,d generated by c0, . . . , cd, and Cld+2 be the
subalgebra of Hodp,d generated by cM , c0, . . . , cd.
1) Let Dλf be the free module over Cld+1 with basis {vT }T∈Γλ .
2) Let Eλf be the free module over Cld+2 with basis {vT }T∈Γλ .
We impose the Z2-grading on Dλf and Eλf as follows: each vector vT has the same parity as
the number of boxes in the first row of T (0). Extend this grading to all of Dλf and Eλf , so that
multiplication by a Clifford generator reverses the grading.
We now define an Hevp,d-module structure on Dλf and an Hodp,d-module structure on Eλf . Using
appropriate relations, the remaining generators z0, . . . , zd, x1, s1, . . . , sd−1 can be moved past the
Clifford algebra, and act on vT directly. Therefore it is enough to define the action on each vT . In
the case of either Df or Eλf , generators zi act by zi.vT = κT (i)vT for 0 ≤ i ≤ d.
Declare v⋆ = 0, and the simple transpositions act by the following.
si.vT = (− 1
κT (i)− κT (i+ 1) +
1
κT (i) + κT (i+ 1)
cici+1)vT
+
√
1− 1
(κT (i) + κT (i+ 1))2
− 1
(κT (i) − κT (i+ 1))2 vsi.T(4.3)
Lastly, to define the action of x1, let κ =
√
κ2T (0) + κ
2
T (1). For a, b ∈ C, let D(a, b) be the following
matrix
D(a, b) =
[
a b
b −a
]
(4.4)
and we introduce the following 2× 2 matrices for the path T :
Z =D(κT (0) − κs0.T (0), κT (1) + κs0.T (1))(4.5)
A =
N0
κT (0)2 + pκT (1)2
D(pκT (1),−κT (0)) + κT (0)κT (1)
κT (0)2 + pκT (1)2
D(κT (0), κT (1))(4.6)
B =
N0
κs0.T (0)
2 + pκs0.T (1)
2
D(pκs0.T (1), κs0.T (0)) +
N0
κs0.T (0)
2 + pκs0.T (1)
2
D(κs0.T (0),−κs0.T (1))
(4.7)
When s0.T 6= ⋆, the action of x1 on vT is given by the following 4 × 4 matrix on the subspace
spanned by vectors vT , c0c1vT ,c0vs0.T and c1vs0.T :
x1(T ) =
[
A f(s0.T )Z
f(T )Z B
]
(4.8)
When s0.T = ⋆, the action of x1 on 〈vT , c0c1vT 〉 is given by the upper left 2× 2 block of the above
matrix.
One main result of this paper is as follows.
Theorem 4.2. The above construction gives a well-defined action of Hevp,d on Dλf and Hodp,d on Eλf .
In other words, all the relations in Hevp,d and Hodp,d are satisfied.
Checking all relations is a little involved. First let us start with some algebraic identities regarding
the scalars in (4.1). For future references, when the path T is clear from the context and s0.T 6= ⋆,
let us write κ0 = κT (0), κ1 = κT (1), κ
′
0 = κs0.T (0), κ
′
1 = κs0.T (1). In addition, let κ
2 = κ20 + κ
2
1.
These four scalars are relationed by following identities.
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Lemma 4.3. When s0.T 6= ⋆, the following identities hold
κ20 + κ
2
1 =(κ
′
0)
2 + (κ′1)
2(4.9)
κ40 + p
2κ41 =p
3(p+ 1)κ21 + p(p+ 1)κ
2
0 + 2pκ
2
0κ
2
1(4.10)
κ′0 = pκ1
√
κ20 + κ
2
1
κ20 + p
2κ21
, κ′1 = κ0
√
κ20 + κ
2
1
κ20 + p
2κ21
,κ0 = pκ
′
1
√
(κ′0)
2 + (κ′1)
2
(κ′0)
2 + p2(κ′1)
2
, κ1 = κ
′
0
√
(κ′0)
2 + (κ′1)
2
(κ′0)
2 + p2(κ′1)
2
(4.11)
p(p+ 1) =
(κ1 + κ
′
1)
2
(
(κ0 − κ′0)2 + (κ1 − κ′1)2
)
(κ0 − κ′0)2 + (κ1 + κ′1)2
(4.12)
p(p+ 1) +
4(m+ 1)(m − p)p
1 + p
=
(κ1 + κ
′
1)
2
(
(κ0 + κ
′
0)
2 + (κ1 − κ′1)2
)
(κ0 + κ′0)
2 + (κ1 + κ′1)
2
(4.13)
Here, m is the number of boxes in the first row of partition T (0), the target of the first edge in T .
In addition, m > p, and the right hand side of condition (4.2) is never zero.
Proof. To prove (4.9), let λ1 = T
(0) and λ2 = (s0.T )
(0), which are the two partitions in Row 0
of paths T and s0.T . By definition, T and s0.T travel through the same vertex in any other row,
specifically parition µ in Row 1. By Lemma 4.1, let λ1 be the partition with a shorter first row, then
µ is the following partition, where yellow boxes form the shape of α, λ1 is the partition without
the green box, and λ2 is the partition without the red box.
· · · · · ·
· · · ·
· · · · · ·
· · · · ·
· ·
·
· ·
If λ1 has m boxes in the first row, then the green box has content m. Using the fact that the skew
shape λ/α has p boxes, the red box has content m−p. Since all rows start with a box with content
0, m− p > 0 and m > p. These are the two boxes added to λ1 or λ2 to obtain µ, therefore by the
definition (4.1),
κ20 = mp(m− p), κ21 = m(m+ 1)(4.14)
(κ′0)
2 = (m+ 1)p(m− p+ 1), (κ′1)2 = (m− p)(m− p+ 1)(4.15)
and (4.9) is a straightforward calculation. To see (4.10), notice
κ20 − pκ21 = −mp2 −mp = −mp(p+ 1), m = −
κ20 − pκ21
p(p+ 1)
.
and substituting the second equality in the expression for p2(p+1)2κ21 = p
2(p+1)2m(m+1). This
leads to (4.10).
To see (4.11), notice
κ0κ
′
0 = p
√
m(m+ 1)(m− p)(m− p+ 1), κ1κ′1 =
√
m(m+ 1)(m− p)(m− p+ 1)(4.16)
Therefore κ0κ
′
0 = pκ1κ
′
1. The last equality in (4.11) follows from substituting κ0 =
pκ′1
κ′0
κ1 in (4.9)
and solve for κ1. The other equalities can be shown similarly.
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To see (4.12), one can use (4.16) and the following
κ21 + (κ1)
2 = m(m+ 1) + (m− p)(m− p+ 1), κ2 = m(p+ 1)(m− p+ 1)
to substitute them in
(κ1 + κ
′
1)
2
(
(κ0 − κ′0)2 + (κ1 − κ′1)2
)
(κ0 − κ′0)2 + (κ1 + κ′1)2
=
(
κ21 + (κ
′
1)
2 + 2κ1κ
′
1
)
(2κ2 − 2κ0κ′0 − 2κ1κ′1)
2κ2 − 2κ0κ′0 + 2κ1κ′1
and
(κ1 + κ
′
1)
2
(
(κ0 + κ
′
0)
2 + (κ1 − κ′1)2
)
(κ0 + κ
′
0)
2 + (κ1 + κ
′
1)
2
=
(
κ21 + (κ
′
1)
2 + 2κ1κ
′
1
)
(2κ2 + 2κ0κ
′
0 − 2κ1κ′1)
2κ2 + 2κ0κ
′
0 + 2κ1κ
′
1
and obtain (4.12) and (4.13) via a straightforward calculation. We also verify this using MAGMA
codes which are included in Section 5.1.
To prove the last claim, notice that κ20 + p
2κ21 = m
2p + m2p2 6= 0. On the other hand, the
content of the red box is at least 1 and at most n− 1, therefore 1 ≤ m− p ≤ n− 1, and by (4.15)
(κ′1)
2 6= n(n + 1). Also, since λ1 has at least n + 1 boxes in the first row, m ≥ n + 1 and (4.14)
implies κ21 6= n(n+ 1). Therefore the right hand side of (4.2) is never zero.

It is also helpful to give a reformulation of the action x1 defined in (4.8). This alternative
construction is more technical to define, but will be helpful when we check all relations in Hevp,d or
Hodp,d . Recall the matrix D(a, b) in (4.4).
Lemma 4.4. The following three quantities are equal
2N0
κ2
(κ2 − κ21 − (κ′1)2) + (κ21 + (κ′1)2 − p(p+ 1))
2(κ0κ1 + κ
′
0κ
′
1)
=
κ0κ1
κ20 + pκ
2
1
(
N0
κ2
(p− 1) + 1) = κ
′
0κ
′
1
(κ′0)
2 + p(κ′1)
2
(
N0
κ2
(p − 1) + 1) := c(4.17)
Further let
Q = D(κ1,−κ0), X = D(κ0, κ1), R = D(κ′1, κ′0), Y = D(κ′0,−κ′1)(4.18)
Recall the matrix Z in (4.5). The following is true, where the scalars represent the corresponding
2-by-2 scalar matrices
Q2 = R2 = X2 = Y 2 = κ2, Z2 = (κ0 − κ′0)2 + (κ1 + κ′1)2(4.19)
QX +XQ = Y R+RY = XZ + ZY = ZX + Y Z = QZ + ZR = RZ + ZQ = 0(4.20)
Also, the upper-left and lower-right block of the matrix x1(T ) in (4.8) can be rewritten, so that
x1(T ) =
[N0
κ2
Q+ cX f(s0.T )Z
f(T )Z N0
κ2
R+ cY
]
(4.21)
Furthermore, using the newly defined quantity c in (4.17), the condition (4.2) on f is equivalent to
f(T )f(s0.T )
(
(κ0 − κ′0)2 + (κ1 + κ′1)2
)
= N0 − N
2
0
κ2
− c2κ2(4.22)
and the right hand side FT of (4.2) remains invariant when replacing T with s0.T , and therefore
such an f exists by taking f(T ) =
√
FT .
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Proof. To see (4.19), notice D2(a, b) = a2+b2. The identities in (4.20) are straightforward to check.
The first equality in (4.17) is obtained by first using (4.11) in Lemma 4.3 to rewrite κ′0 and κ
′
1, and
simplifying the result using (4.10). To see the second equality in (4.17) holds, we can use (4.14)
and (4.15) in the proof of Lemma 4.3, and obtain
κ0κ1
κ20 + pκ
2
1
=
m
√
(m+ 1)(m− p)p
mp(2m− p+ 1) =
(m+ 1− p)
√
(m+ 1)(m − p)p
(m+ 1− p)p(2m+ 1− p) =
κ′0κ
′
1
(κ′0)
2 + p(κ′1)
2
To check that the entries in x1(T ) match those in (4.8), notice
N0
κ2
Q+ cX =
N0
κ2
[
κ1 −κ0
−κ0 −κ1
]
+
κ0κ1
κ20 + pκ
2
1
(
N0
κ2
(p− 1) + 1)
[
κ0 κ1
κ1 −κ0
]
=
N0
κ2(κ20 + pκ
2
1)
[
κ1(κ
2
0 + pκ
2
1) + (p− 1)κ20κ1 −κ0(κ20 + pκ21) + (p− 1)κ0κ21
−κ0(κ20 + pκ21) + (p− 1)κ0κ21 −κ1(κ20 + pκ21)− (p− 1)κ20κ1
]
+
κ0κ1
κ20 + pκ
2
1
[
κ0 κ1
κ1 −κ0
]
=
N0
κ2(κ20 + pκ
2
1)
[
pκ1(κ
2
0 + κ
2
1) −κ0(κ20 + κ21)
−κ0(κ20 + κ21) −pκ1(κ20 + κ21)
]
+
κ0κ1
κ20 + pκ
2
1
[
κ0 κ1
κ1 −κ0
]
=
N0
κ20 + pκ
2
1
[
pκ1 −κ0
−κ0 −pκ1
]
+
κ0κ1
κ20 + pκ
2
1
[
κ0 κ1
κ1 −κ0
]
and the lower-right block can be checked similarly.
To check the last claim, we use (4.10) in Lemma 4.3:
(κ20 + pκ
2
1)
2 + (p− 1)2κ20κ21
κ2
=
κ40 + p
2κ41 + (p
2 + 1)κ20κ
2
1
κ20 + κ
2
1
= κ20 + p
2κ21
Therefore
N0 − N
2
0
κ2
− c2κ2
=
1
(κ20 + pκ
2
1)
2
(N0(κ
2
0 + pκ
2
1)
2 − N
2
0
κ2
(κ20 + pκ
2
1)
2 − κ20κ21(
N0
κ2
(p − 1) + 1)2κ2)
=
1
(κ20 + pκ
2
1)
2
(−N
2
0
κ2
((κ20 + pκ
2
1)
2 + (p− 1)2κ20κ21) +N0((κ20 + pκ21)2 − 2(p − 1)κ20κ21)− κ20κ21κ2)
=
1
(κ20 + pκ
2
1)
2
(−N20 (κ20 + p2κ21) +N0(κ40 + p2κ41 + 2κ20κ21)− κ20κ21κ2)
= − 1
(κ20 + pκ
2
1)
2
(N0 − κ21)(N0(κ20 + p2κ21)− κ20(κ20 + κ21))
= − κ
2
0 + p
2κ21
(κ20 + pκ
2
1)
2
(N0 − κ21)(N0 − κ20
κ20 + κ
2
1
κ20 + p
2κ21
) = − κ
2
0 + p
2κ21
(κ20 + pκ
2
1)
2
(N0 − κ21)(N0 − (κ′1)2)
and the last equality follows from (4.11).
By Lemma 4.3, κ2 = κ20+κ
2
1 = (κ
′
0)
2+(κ′1)
2, and by the first claim c is constant for T and s0.T ,
(4.22) remains unchanged when we replace T with s0.T , therefore such an f exists. 
To prove Theorem 4.2, let us check each relation in Hodp,d or Hevp,d separately.
Lemma 4.5. The relations x1si = six1(2 ≤ i ≤ d− 1) are satisfied in the definition of Dλf and Eλf .
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Proof. For a fixed i, 2 ≤ i ≤ d − 1, if S = si.T , then T and S share vertices at all rows except
at Row i, therefore they share vertices at Row 0 and Row 1, κ0(T ) = κ0(S) and κ1(T ) = κ1(S).
Since the entries in x1(T ) are determined completely by κ0(T ) and κ1(T ), we have x1(T ) = x1(S).
If a1, a2, a3, a4 are entries in the first column of this matrix, then
x1.vT = (a1 + a2c0c1)vT + (a3c0 + a4c1)vs0.T , x1.vS = (a1 + a2c0c1)vS + (a3c0 + a4c1)vs0.S
On the other hand, if s0.T = R, then T and R share the same vertices at Row 1 and beyond,
hence κi(T ) = κi(R) and κi+1(T ) = κi+1(R) for 2 ≤ i ≤ d − 1. Let b1, b2, b3 be the coefficients in
the action of si in (4.3), since they are completely determined by κi(T ) and κi+1(T ),
si.vT = (b1 + b2cici+1)vT + b3vS, si.vR = (b1 + b2cici+1)vR + b3vsi.R
Lastly, as actions on the set Γλ of paths, si (2 ≤ i ≤ d) commutes with s0, and
s0.S = s0.(si.T ) = si(s0.T ) = si.R
We compare the actions on either side:
x1.(sivT ) = x1((b1 + b2cici+1)vT + b3vS)
= (b1 + b2cici+1)((a1 + a2c0c1)vT + (a3c0 + a4c1)vs0.T ) + b3((a1 + a2c0c1)vS + (a3c0 + a4c1)vs0.S)
si.(x1vT ) = si((a1 + a2c0c1)vT + (a3c0 + a4c1)vR)
= (a1 + a2c0c1)((b1 + b2cici+1)vT + b3vS) + (a3c0 + a4c1)((b1 + b2cici+1)vR + b3vsi.R)
The two results are the same by comparison. 
Lemma 4.6. The relation x21 = n(n+ 1) is satisfied in the definition of Dλf and Eλf .
Proof. On the subspace spanned by {vT , c0c1vT , c0vs0.T , c1vs0.T }, x21 acts as
x21 =
[N0
κ2
Q+ cX f(s0.T )Z
f(T )Z N0
κ2
R+ cY
]2
Let us calculate the 2 × 2 blocks individually. By (4.19), (4.20) and (4.22) in Lemma 4.4, the
upper left block is
(x21)11 =
N20
κ4
Q2 + c2X2 +
cN0
κ2
(QX +XQ) + f(T )f(s0.T )Z
2
=
N20κ
2
κ4
+ c2κ2 + f(T )f(s0.T )((κ0 − κ′0) + (κ1 + κ′1)2) = n(n+ 1)
Similarly, the lower right block is
(x21)22 =
N20
κ4
R2 + c2X2 +
cN0
κ2
(RX +XR) + f(T )f(s0.T )Z
2
=
N20κ
2
κ4
+ c2κ2 + f(T )f(s0.T )((κ0 − κ′0) + (κ1 + κ′1)2) = n(n+ 1)
The other two blocks are as follows
(x21)12 = f(s0.T )(
N0
κ2
(QZ + ZR) + f(s0.T )c
2(XZ + ZY )) = 0
(x21)12 = f(T )(
N0
κ2
(ZQ+RZ) + f(T )c2(ZX + Y Z)) = 0
Therefore x21 = N0 = n(n+ 1). 
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To check the next two relations, notice
z0.(c0c1vT ) = −c0c1(z0.vT ) = −κT (0)c0c1vT .
One can also obtain the eigenvalues for c0vT and c1vT via a similar fashion. In particular, let
d(r1, . . . , rt) be the diagonal matrix with diagonal entries r1, . . . , rt, then z0 acts on the subspace
spanned by vT , c0c1vT , c0vs0.T , c1vs0.T via the matrix
d(κT (0),−κT (0),−κs0.T (0), κs0.T (0))
On the other hand, z1 acts as d(κT (1),−κT (1), κs0 .T (1),−κs0.T (1)), and c0c1 acts as d(C,C), whose
diagonal blocks are the 2-by-2 matrix C in (2.6).
Lemma 4.7. The relation (z0c0c1+ z1−x1)x1 = −x1(z0c0c1+ z1−x1) is satisfied in the definition
of Dλf and Eλf .
Proof. Under the above discussion, z0c0c1 + z1 acts as the matrix
[
Q 0
0 R
]
where Q and R are
defined in Lemma 4.4. Therefore, using (4.19) and (4.20), Therefore,
(z0c0c1 + z1)x1 + x1(z0c0c1 + z1)
=
[
Q 0
0 R
] [N0
κ2
Q+ cX f(s0.T )Z
f(T )Z N0
κ2
R+ cY
]
+
[N0
κ2
Q+ cX f(s0.T )Z
f(T )Z N0
κ2
R+ cY
] [
Q 0
0 R
]
=
[2N0
κ2 Q
2 + c(QX +XQ) f(s0.T )(QZ + ZR)
f(T )(ZQ+RZ) 2N0
κ2
Q2 + c(RY + Y R)
]
= 2N0 = 2x
2
1.

Lemma 4.8. The relation (x1 − z1)4 = p(p + 1)(x1 − z1)2 is satisfied in the definition of Dλf and
Eλf .
Proof. Let J =
[
1 0
0 −1
]
. Based on the reformulation of x1 in Lemma 4.4, and the discussion before
Lemma 4.7, x1 − z1 acts on the space spanned by {vT , c0c1vT , c0vs0.T , c1vs0.T} via the following 4-
by-4 matrix:
x1 − z1 =
[N0
κ2
Q+ cX − κ1J f(s0.T )Z
f(T )Z N0κ2 R+ cY − κ′1J
]
Let us compute each 2× 2 block in (x1 − z1)2 = (Aij) individually, using (4.19), (4.20) and (4.22)
developed in Lemma 4.4. The scalars represent suitable scalar matrices:
A11 = (
N20
κ4
Q2 + c2X2 + f(T )f(s0.T )Z
2) + κ21 −
N0c
κ2
(QX +XQ)
− N0κ1
κ2
(JQ+QJ)− cκ1(JX +XJ) = N0 + κ21 −
2N0κ
2
1
κ2
− 2cκ0κ1
A22 = (
N20
κ4
R2 + c2Y 2 + f(T )f(s0.T )Z
2) + (κ′1)
2 − N0c
κ2
(RX +XR)
− N0κ1
κ2
(JR+RJ)− cκ1(JY + Y J) = N0 + κ21 −
2N0(κ
′
1)
2
κ2
− 2cκ′0κ′1
A12 = f(s0.T )(
N20
κ4
(QZ + ZR) + c(XZ + ZY )− (κ1JZ + κ′1ZJ)) = −f(s0.T )(κ1JZ + κ′1ZJ)
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A21 = f(T )(
N20
κ4
(ZQ+RZ) + c(ZX + Y Z)− (κ′1JZ + κ1ZJ)) = −f(T )(κ′1JZ + κ1ZJ)
Therefore the relation becomes
(x1 − z1)4 − p(p+ 1)(x1 − z1)2 =
[
A211 +A12A21 (A11 +A22)A12
(A11 +A22)A21 A
2
22 +A21A12
]
− p(p+ 1)
[
A11 A12
A21 A22
](4.23)
The upper-right and lower-left blocks can be checked as follows, using the first definition of c, in
(4.17) of Lemma 4.4:
A11 +A22 = (N0 + κ
2
1 −
2N0κ
2
1
κ2
− 2cκ0κ1) + (N0 + (κ′1)2 −
2N0(κ
′
1)
2
κ2
− 2cκ′0κ′1)
=
2N0
κ2
(κ2 − κ21 − (κ′1)2) + (κ21 + (κ′1)2)− 2c(κ0κ1 + κ′0κ′1) = p(p+ 1)
Now let us check the upper-left block and the remaining block can be checked similarly. Notice
JZJZ =
[
1 0
0 −1
] [
κ0 − κ′0 κ1 + κ′1
κ1 + κ
′
1 −(κ0 − κ′0)
] [
1 0
0 −1
] [
κ0 − κ′0 κ1 + κ′1
κ1 + κ
′
1 −(κ0 − κ′0)
]
=
[
κ0 − κ′0 κ1 + κ′1
−(κ1 + κ′1) κ0 − κ′0
]2
= (κ0 − κ′0)2 − (κ1 + κ′1)2
Similarly,
JZZJ = ZJJZ = (κ0 − κ′0)2 + (κ1 + κ′1)2, ZJZJ = (κ0 − κ′0)2 − (κ1 + κ′1)2
Using (4.12) in Lemma 4.3, and the equivalent condition on f in (4.22) of Lemma 4.4,
A12A21
= f(T )f(s0.T )(κ1JZ + κ
′
1ZJ)(κ
′
1JZ + κ1ZJ)
= f(T )f(s0.T )
(
2κ1κ
′
1((κ0 − κ′0)2 − (κ1 + κ′1)2) + (κ21 + (κ′1)2)((κ0 − κ′0)2 + (κ1 + κ′1)2)
)
= f(T )f(s0.T )
(
(κ21 + κ
′
1)
2(κ0 − κ′0)2 + (κ21 + κ′1)2(κ1 − κ′1)2
)
= f(T )f(s0.T )((κ0 − κ′0)2 + (κ1 + κ′1)2)p(p+ 1) = p(p+ 1)(N0 −
N20
κ2
− c2κ2)
Now we check the upper-left block of (4.23) by rewriting N0 = xκ
2, and viewing the expression as
a polynomial in x. In particular, the second expression for c in (4.17) becomes
c =
κ0κ1
κ20 + pκ
2
1
(x(p − 1) + 1)
and
A211 +A12A21 − p(p+ 1)A11 =
(
xκ2 + κ21 − 2xκ21 − 2
κ20κ
2
1
κ20 + pκ
2
1
(x(p − 1) + 1)
)2
+ p(p+ 1)
(
xκ2 − x2κ2 − κ
2κ20κ
2
1
(κ20 + pκ
2
1)
2
(x(p − 1) + 1)2
)
− p(p+ 1)
(
xκ2 + κ21 − 2xκ21 −
2κ20κ
2
1
κ20 + pκ
2
1
(x(p− 1) + 1)
)
This is zero by checking coefficients of x. We check the coefficient of x2 and the other two can be
checked in a similar fashion. For example, each coefficient of xi is a rational expression of κ, κ0, κ1
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and p. Using (4.14) in the proof of Lemma 4.3, one can rewrite it as a rational expression of m, n
and p, and check whether its denominator is the zero polynomial. Using this method one can check(
κ2 − 2κ21 −
2κ20κ
2
1
κ20 + pκ
2
1
(p− 1)
)2
− p(p+ 1)κ2 − p(p+ 1) κ
2κ20κ
2
1
(κ20 + pκ
2
1)
2
(p − 1) = 0(4.24)
This can be done via a lengthy yet straightforward calculation, or by a few lines of codes in
MAGMA. The codes are included in the Appendix. 
Lemma 4.9. The relation
x1(s1x1s1 + (1− c1c2)s1) = (s1x1s1 + (1− c1c2)s1)x1(4.25)
is satisfied in the definition of Dλf and Eλf .
Proof. To verify the relation, we need to discuss T by cases. In particular, the orbit of the action
of {s0, s1} on the set of paths plus ⋆, is always of cardinality 5 and of the form of one of following
two cases. We omit the staircase portion of the tableaux, and leave boxes empty if they are filled
with integers 3, 4, . . . . The green boxes outline the partition in Row 0 of T .
Case 1)
s0 L1 s1 L2 s0 L3 s1 L4 s0
⋆ ←→ · 2
1
·
←→ · 1
2
·
←→ ·
2
·
1
←→ ·
1
·
2
←→ ⋆
Since v⋆ = 0 by definition, vs0.L1 = vs0.L4 = 0. Let m be the number of green boxes in the first
row of L2. By (4.14) and (4.15) in Lemma 4.3 and the definition of κT (i) in (4.1), the eigenvalues
for z0, z1, z2 are as follows
Table 1. Eigenvalues for paths in Case 1
κ(0) κ(1) κ(2)
L1
√
mp(m− p) √N0
√
m(m+ 1)
L2
√
mp(m− p)
√
m(m+ 1)
√
N0
L3
√
(m+ 1)p(m+ 1− p)
√
(m− p)(m− p+ 1) √N0
L4
√
(m+ 1)p(m+ 1− p) √N0
√
(m− p)(m− p+ 1)
Case 2)
s1 T1 s0 T2 s1 T3 s0 T4 s1
⋆ ←→ · 1 2
·
←→ · 2
·
1
←→ · 1
·
2
←→ ·
·
1
2
←→ ⋆
Let m be the number of green boxes in the first row of T3, then the eigenvalues for z0, z1, z2 are
as follows.
Recall the definition of κ0, κ1, κ
′
0, κ
′
1 associated to path T shortly before Lemma 4.3. We now
define new scalars κ′′0 , κ
′′′
0 , κ2, κ
′
2, κ
′′
2 , κ
′′′
2 as eigenvalues for associated paths in the left half of
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Table 2. Eigenvalues for paths in Case 2
κ(0) κ(1) κ(2)
T1
√
(m− 1)p(m− 1− p)
√
m(m− 1)
√
m(m+ 1)
T2
√
mp(m− p) √(m− p− 1)(m − p) √m(m+ 1)
T3
√
mp(m− p)
√
m(m+ 1)
√
(m− p− 1)(m− p)
T4
√
(m+ 1)p(m+ 1− p)
√
(m− p)(m− p+ 1)
√
(m− p− 1)(m− p)
following table. The eigenvalues for the right half can be deducted using the left half, using the
fact that the action of s1 interchanges the eigenvalues for z1 and z2. If any of the paths in the top
row is ⋆, then the associated eigenvalues in that column are undefined.
Table 3. Notation of some eigenvalues
T s0.T s0s1.T s0s1s0.T s1.T s1s0.T s1s0s1.T
z0 κ0 κ
′
0 κ
′′
0 κ
′′′
0 κ0 κ
′
0 κ
′′
0
z1 κ1 κ
′
1 κ
′′
2 κ
′′′
2 κ2 κ2 κ1
z2 κ2 κ2 κ1 κ
′
1 κ1 κ
′
1 κ
′′
2
To obtain explicit formulas for every entry in this table, we also list the following results of
applying all possible moves to each of the eight paths.
T L1 L2 L3 L4 T1 T2 T3 T4
s0.T ⋆ L3 L2 ⋆ T2 T1 T4 T3
s0s1.T L3 ⋆ ⋆ L2 ⋆ T4 T1 ⋆
s0s1s0.T ⋆ ⋆ ⋆ ⋆ T4 ⋆ ⋆ T1
By superimposing (the transpose) of this table with Tables 1 and 2, one obtain explicit expressions
for all eigenvalues in Table 3 and for all paths. For example, for T1,
κ′′′0 = κs0s1s0.T1(0) = κT4(0) =
√
(m+ 1)p(m+ 1− p).
Let C3 be the Clifford algebra generated by c0, c1, c2. For any path T ∈ Γλ, let aT , bT ∈ C3 be
the coefficients defined in (4.8), and dT , eT ∈ C3 be the ones in (4.3), such that
x1.vT = aT vT + bT vs0.T , s1.vT = dT vT + es1.T vT(4.26)
Notice eT ∈ C. Specifically, these coefficients have explicit expressions for each relevant path:
aT = γ + δc0c1 =
(N0p+ κ
2
0)κ1
κ20 + pκ
2
1
+
(−N0 + κ21)κ0
κ20 + pκ
2
1
c0c1
as0.T = γ
′ + δ′c0c1 =
(N0p+ (κ
′
0)
2)κ′1
(κ′0)
2 + p(κ′1)
2
+
(−N0 + (κ′1)2)κ′0
(κ′0)
2 + p(κ′1)
2
c0c1
as1.T = γ1 + δ1c0c1 =
(N0p+ κ
2
0)κ2
κ20 + pκ
2
2
+
(−N0 + κ22)κ0
κ20 + p(κ2)
2
c0c1
as1s0.T = γ
′′′ + δ′′′c0c1 =
(N0p+ (κ
′
0)
2)κ2
(κ′0)
2 + pκ22
+
(−N0 + κ22)κ′0
(κ′0)
2 + pκ22
c0c1
as0s1.T = γ2 + δ2c0c1 =
(N0p+ (κ
′′
0)
2)κ2
(κ′′0)
2 + p(κ′′2)
2
+
(−N0 + (κ′′2)2)κ′′0
(κ′′0)
2 + p(κ′′2)
2
c0c1
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The quantities bT :
bT = Ac0 +Bc1 = f(T )(A
′c0 +B
′c1) = f(T )
(
(κ0 − κ′0)c0 + (κ1 + κ′1)c1
)
bs0.T = Dc0 +Ec1 = f(s0.T )(−A′c0 +B′c1) = f(s0.T )
(− (κ0 − κ′0)c0 + (κ1 + κ′1)c1)
bs1.T = f(s1.T )(Fc0 +Gc1) = f(s1.T )
(
(κ0 − κ′′0)c1 + (κ2 + κ′′2)c1
)
bs0s1.T = f(s0s1.T )(−Fc0 +Gc1)
bs1s0.T = f(s1s0.T )(Hc0 + Ic1) = f(s1s0.T )
(
(κ′0 − κ′′′0 )c0 + (κ2 + κ′′′2 )c1
)
The quantities dT :
dT = α+ βc1c2 = − 1
κ1 − κ2 +
1
κ1 + κ2
c1c2, ds0.T = α
′ + β′c1c2 = − 1
κ′1 − κ2
+
1
κ′1 + κ2
c1c2
ds1.T = α1 + β1c1c2 = −
1
κ2 − κ1 +
1
κ2 + κ1
c1c2, ds0s1.T = α2 + β2c1c2 = −
1
κ′′2 − κ1
+
1
κ′′2 + κ1
c1c2
ds0s1s0.T = α3 + β3c1c2 = −
1
κ′′′2 − κ′1
+
1
κ′′′2 + κ
′
1
c1c2
The quantities eT :
eT = es1.T =
√
1− 1
(κ1 − κ2)2 −
1
(κ1 + κ2)2
, es0.T = es1s0.T =
√
1− 1
(κ′1 − κ2)2
− 1
(κ′1 + κ2)
2
We now calculate the action of both sides of Relation (4.25) on a vector vT . To shorten our
notation, let φ0, φ1 : C3 → C3 be the C-algebra homomorphism such that
φ0(c0) = c0, φ0(c1) = −c1, φ0(c2) = c2, φ1(c0) = c0, φ1(c1) = c2, φ1(c2) = c1(4.27)
Then some of the relations can be written compactly as x1ci = φ0(ci)x1 and s1ci = φ1(ci)s1 for
i = 0, 1, 2.
x1s1.vT = x1(dT vT + eT vs1.T ) = φ0(dT )(aT vT + bT vs0.T ) + eT (as1.T vs1.T + bs1.T vs0s1.T ),
x1s1x1s1.vT = x1s1.
(
φ0(dT )(aT vT + bT vs0.T ) + eT (as1.Tvs1.T + bs1.Tvs0s1.T )
)
=x1.
(
φ1φ0(dT )φ1(aT )(dT vT + eT vs1.T ) + φ1φ0(dT )φ1(bT )(ds0.T vs0.T + es0.T vs1s0.T )
+ eTφ1(as1.T )(ds1.Tvs1.T + es1.T vT ) + eTφ1(bs1.T )(ds0s1.Tvs0s1.T + es0s1.T vs1s0s1.T )
)
=φ0φ1φ0(dT )φ0φ1(aT )φ0(dT )(aT vT + bT vs0.T ) + φ0φ1φ0(dT )φ0φ1(aT )eT (as1.Tvs1.T + bs1.T vs0s1.T )
+ φ0φ1φ0(dT )φ0φ1(bT )φ0(ds0.T )(as0.T vs0.T + bs0.T vT )
+ φ0φ1φ0(dT )φ0φ1(bT )es0.T (as1s0.T vs1s0.T + bs1s0.T vs0s1s0.T )
+ eTφ0φ1(as1.T )φ0(ds1.T )(as1.T vs1.T + bs1.T vs0s1.T ) + eTφ0φ1(as1.T )es1.T (aT vT + bT vs0.T )
+ eTφ0φ1(bs1.T )φ0(ds0s1.T )(as0s1.T vs0s1.T + bs0s1.T vs1T )
+ eTφ0φ1(bs1.T )es0s1.T (as1s0s1.Tvs1s0s1.T + bs1s0s1.Tvs0s1s0s1.T )
Similarly
s1x1.vT = s1(aT vT + bT vs0.T ) = φ1(aT )(dT vT + eT vs1.T ) + φ1(bT )(ds0.T vs0.T + es0.Tvs1s0.T ),
s1x1s1x1.vT = s1x1
(
φ1(aT )(dT vT + eT vs1.T ) + φ1(bT )(ds0.Tvs0.T + es0.T vs1s0.T )
)
=s1
(
φ0φ1(aT )φ0(dT )(aT vT + bT vs0.T ) + φ0φ1(aT )eT (as1.T vs1.T + bs1.T vs0s1.T )
+ φ0φ1(bT )φ0(ds0.T )(as0.T vs0.T + bs0.TvT ) + φ0φ1(bT )es0.T (as1s0.T vs1s0.T + bs1s0.T vs0s1s0.T )
)
=φ1φ0φ1(aT )φ1φ0(dT )φ1(aT )(dT vT + eT vs1.T )
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+ φ1φ0φ1(aT )φ1φ0(dT )φ1(bT )(ds0.T vs0.T + es0.T vs1s0.T )
+ φ1φ0φ1(aT )eTφ1(as1.T )(ds1.T vs1.T + es1.T vT )
+ φ1φ0φ1(aT )eTφ1(bs1.T )(ds0s1.T vs0s1.T + es0s1.Tvs1s0s1.T )
+ φ1φ0φ1(bT )φ1φ0(ds0.T )φ1(as0.T )(ds0.Tvs0.T + es0.T vs1s0.T )
+ φ1φ0φ1(bT )φ1φ0(ds0.T )φ1(bs0.T )(dT vT + eT vs1.T )
+ φ1φ0φ1(bT )es0.Tφ1(as1s0.T )(ds1s0.T vs1s0.T + es1s0.T vs0.T )
+ φ1φ0φ1(bT )es0.Tφ1(bs1s0.T )(ds0s1s0.T vs0s1s0.T + es0s1s0.T vs1s0s1s0.T )
Relation (4.25) can also be written as
x1s1x1s1 − s1x1s1x1 + (1 + c1c2)x1s1 − (1− c1c2)s1x1 = 0
For any of the eight paths listed in the beginning of the proof, s0s1s0s1.T = s1s0s1s0.T = ⋆,
therefore vs0s1s0s1.T = vs1s0s1s0.T = 0 by definition. We now act the left hand side on vT , and claim
that the coefficients of vT , vs0.T , vs1.T , vs0s1.T , vs1s0.T , vs1s0s1.T , vs0s1s0.T are zero. To illustrate the
steps needed, we compute the coefficient of vs1.T , and the other five coefficients can be checked via
a similar computation. Using the explicit formulas of aT , bT , dT , eT in (4.26) for all paths T , and
the definition of φ0 and φ1 in (4.27), the coefficients of vs1.T is eTW , where
W =(1 + c1c2)as1.T − (1− c1c2)φ1(aT ) + φ0φ1φ0(dT )φ0φ1(aT )as1.T + φ0φ1(as1.T )φ0(ds1.T )as1.T
− φ1φ0φ1(aT )φ1φ0(dT )φ1(aT )− φ1φ0φ1(aT )φ1(as1.T )ds1.T + φ0φ1(bs1.T )φ0(ds0s1.T )bs0s1.T
− φ1φ0φ1(bT )φ1φ0(ds0.T )φ1(bs0.T )
=(1 + c1c2)(γ1 + δ1c0c1)− (1− c1c2)(γ + δc0c2) + (α+ βc2c1)(γ − δc0c2)(γ1 + δ1c0c1)
+ (γ1 − δ1c0c2)(α1 + β1c1c2)(γ1 + δ1c0c1)− (γ − δc0c1)(α+ βc2c1)(γ + δc0c2)
− (γ − δc0)(γ1 + δ1c0c2)(α1 + β1c1c2)
+ f(s1.T )f(s0s1.T )(−Fc0 +Gc2)(α2 + β2c1c2)(−Fc0 +Gc1)
− f(T )f(s0.T )(−A′c0 +B′c1)(α′ + β′c2c1)(−A′c0 +B′c2)
Here, we organize the terms using a C-basis of C3, W =W0c1c2 +W1c0c2 +W2c0c1 +W3, where
W0 =f(s1.T )f(s0s1.T )(−F 2β2 −G2α2)− f(T )f(s0.T )((A′)2β′ + (B′)2α′)
− γβγ1 − αδδ1 − γ21β1 − δ21α1 − γ2β − δ2α− δδ1α1 − γγ1β1 + γ1 + γ
W1 =f(s1.T )f(s0s1.T )(GFα2 − FGβ2)− f(T )f(s0.T )(−A′B′β′ +A′B′α′)
+ αδγ1 − γβδ1 + δαγ1 − γ1β1δ1 + δβγ − γαδ − γδ1α1 + δγ1β1 + δ1 − δ
W2 =f(s1.T )f(s0s1.T )(−GFβ2 +GFα2)− f(T )f(s0.T )(A′B′α′ −A′B′β′)
+ βδγ1 + αγδ1 − δ1β1γ1 + γ1α1δ1 − δαγ + γβδ − δγ1α1 − γδ1β1 + δ1 − δ
W3 =f(s1.T )f(s0s1.T )(F
2α2 +G
2β2)− f(T )f(s0.T )((A′)2α′ + (B′)2β′)
+ αγγ1 − βδδ1 + γ21α1 + δ21β1 − γ2α− δ2β − γγ1α1 + δδ1β1 + γ1 − γ
and f(T )f(s0.T ), f(s1.T )f(s0s1.T ) are subject to condition (4.2) by definition. It is straightforward
to check that, one can use explicit expressions for a, b, d, e given shortly after (4.26), and replace
all symbols with expressions of κ’s. Then one can use the discussion shortly before (4.26) and
Tables 1,2,3, to further replace κ’s with expressions of m,n and p, and check that
W0 =W1 =W2 =W3 = 0(4.28)
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as rational expressions of m,n and p (in fact, we check their denominators are zero.) Since s1.T1
and s1.T4 are both = ⋆, we only need to check (4.28) for the remaining six paths. This can be
checked via MAGMA using codes that will be included in the Appendix.

To verify the last relation, we review the combinatorially constructed modules in [10, Section
5.1]. Recall that Hd is the affine Hecke-Clifford algebra introduced in Section 2.2. Let Cld be
the subalgebra generated by c1, . . . , cd. For given a skew shape λ/µ, Hill-Kujawa-Sussan defined
a module Hˆλ/µ, which is free over Cld with basis {vT }T∈Iλ/µ . Here, Iλ/µ is the set of standard
tableaux of shape λ/µ, filled with with each of the entries 1, . . . , d exactly once, and the action of si
is as (4.3). They further checked that all relations in Hd are satisfied and this defines a Hd-module
structure.
Since all relations in Hd are already relations in Hevp,d or Hevp,d, there exists following algebra maps
φ1 : Hd → Hevp,d and φ2 : Hd → Hodp,d, sending xi 7→ zi for 1 ≤ i ≤ d, and ci, si to generators under
the same name. Given a partition µ ∈ P0(α), and let Dˆλ/µ be the module for φ1(Hd) generated
by vectors {vT }T∈Iλ/µ . Then Dˆλ/µ is also an Hd-module and it is straightforward to see that
Dˆλ/µ ≃ Hˆλ/µ. Similarly, let Eˆλ/µ be the module for φ2(Hd) generated by vectors {vT }T∈Iλ/µ , then
Eˆλ/µ ≃ Hˆλ/µ. We have the following.
Corollary 4.10. The relations sizi = zi+1si − 1 + cici+1, (1 ≤ i ≤ d − 1) are satisfied in the
definition of Dλf or Eλf .
Proof of Theorem 4.2. Since the acton of si on a tableau T only interchanges the integers i and
i+1 while fixing the other entries, both vT and vsi.T have the same eigenvalue κT (j) = κsi.T (j) for
j 6= i, i + 1. Therefore in the action of si in (4.3), si preserves the eigenvalue of vT for all zj with
j 6= i, i+ 1. Relations (3.8) hold in the presentation given by Lemma 3.10. Similarly, the action of
s0 on T fixes entries 2, 3, . . . , d, and κT (j) = κs0.T (j) for all j 6= 0, 1, therefore the action of x1 in
(4.21) perserves the eigenvalue of vT for all zj with j ≥ 2, Relation (3.13) holds. Relations (3.12)
hold because zi acts semisimply. The Clifford relations hold by definition. The rest of the relations
are satisfied by Lemma 4.5 through Corollary 4.10. 
4.3. Isomorphism condition and irreducibility. The definition of Df depends on the choice of
a function f satisfying condition (4.21). By the last claim in Lemma 4.4, this function f exists and
can simply taken as f(T ) = f(s0.T ) =
√
FT =
√
Fs0.T , therefore we have constructed at least one
Df -module for each partition λ. Fixing λ, we now explore whether these modules are isomorphic
for different choices of f . We first point out an obvious but important fact. Recall that Γλ is the
set of paths from α to λ.
Lemma 4.11. A tableau T ∈ Γλ is uniquely determined by its eigenvalues κT (1), . . . , κT (d).
Proof. The path T ends at the partition λ. Using κT (d) =
√
cT (d)(cT (d+ 1)) one can recover the
content of integer d and identify the last added box, as well as the partition prior to λ. Similarly,
one can identify each of the consecutively added box and identify all partitions in Row 1, . . . , d.
The remaining partition is the one in Row 0. 
We also need a few lemmas. Let eT (i) =
√
1− 1
(κT (i)+κT (i+1))2
− 1
(κT (i)−κT (i+1))2
be the coefficient
in the action of si in (4.3).
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Lemma 4.12. Fix a path T ∈ Γλ and an integer i (1 ≤ i ≤ d − 1). If si.T 6= ⋆, then the scalar
eT (i) is nonzero.
Proof. By clearing the denominators, it is equivalent to showing the following quantity is never
zero, where a = κT (i) and b = κT (i+ 1).
YT (i) =(κT (i)2 − κT (i+ 1)2)2 − (κT (i)− κT (i+ 1))2 − (κT (i) + κT (i+ 1))2(4.29)
=(a2 − b2)2 − (a− b)2 − (a+ b)2 = ((a+ b)2 − 1)((a− b)2 − 1)− 1
if si.T 6= ⋆, then the boxes containing i and i+1 are not adjacent to each other, therefore |a−b| ≥ 2.
Moreover, all boxes in a shifted tableau have contents at least 1, hence one of a, b is at least 1 and
|a+ b| ≥ 3. Therefore the above quantity is at least 3 · 1− 1 = 2.

We also need the following well-known result in combinatorics of Young tableaux. Recall the
definition of standard Young tableaux shortly before Section 4.2. Given a tableau T ∈ Γλ, let T row
be the tableau of the same skew shape, whose entries are consecutive integers 1, 2, 3, . . . filled from
left to right in each row, then from the top row to the bottom row.
Lemma 4.13. Given T ∈ Γλ, there exists a word w in s1, . . . , sd−1 such that w.T = T row. In other
words, the symmetric group Sd acts transitively on the set of standard tableaux of the same skew
shape.
The following theorem gives a condition on the functions f, g to produce two isomorphic modules.
Theorem 4.14. Let f, g be C-valued functions on Γλ which satisfy condition (4.2), then Dλf ≃ Dλg
if and only if there exists a C×-valued function H on Γλ, such that H is constant for all paths that
share the same first edge, and for any T ∈ Γλ, s0.T 6= ⋆,
f(T )
g(T )
=
H(T )
H(s0.T )
.(4.30)
equivalently, a more direct check is the following condition
f(T )
g(T )
=
f(si.T )
g(si.T )
, 2 ≤ i ≤ d.(4.31)
Proof. Dλf ≃ Dλg ⇒ (4.30): Let {vT }T∈Γλ , {wT }T∈Γλ be the Cld-bases of Dλf and Dλg in their
construction. By Lemma 4.11, if T 6= S are two paths, the list of eigenvalues for z0, . . . , zd is
different for vT and vS . Moreover, by the “Clifford twist relations”, xi anticommutes with ci and
commutes with cj if j 6= i, therefore cǫ00 cǫ11 · · · cǫdd vT has eigenvalues (−1)ǫ0κT (0), (−1)ǫ1κT (1), . . . ,
(−1)ǫdκT (d), therefore each simultaneous eigenspace has dimension 1.
If there exists a module isomorphism φ : Dλf → Dλg , then φ preserves each simultaneous
eigenspace, and φ(vT ) = H(T )wT for some H(T ) ∈ C×. Let dT , eT be the coefficients in (4.3)
such that si.vT = dT vT + eT vsi.T , and similarly si.wT = dTwT + eTwsi.T . Whenever si.T 6= ⋆,
φ(si.vT ) = dTφ(vT ) + eTφ(vsi.T ) = dTH(T )wT + eTH(si.T )wsi.T ,
si.φ(vT ) = si(h(T )wT ) = H(T )(dTwT + eTwsi.T ).
By comparing the coefficients of wsi.T , and the fact that eT 6= 0 from Lemma 4.12, H(si.T ) = H(T )
for any 1 ≤ i ≤ d − 1. By applying all possible permutations, H must be constant on all paths
which go through the same partition at Row 0, or equivalently, constant on all tableaux of the same
skew shape.
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Let aT , b
′
T be the coefficients defined in (4.21) such that x1.vT = aT vT + f(T )b
′
T vs0.T , and
similarly x1.wT = aTwT + g(T )b
′
Tws0.T . Whenever s0.T 6= ⋆,
φ(x1.vT ) = aTφ(vT ) + f(T )b
′
Tφ(vs0.T ) = aTH(T )wT + f(T )b
′
TH(s0.T )ws0.T ,
x1.φ(vT ) = x1.(h(T )wT ) = H(T )(aTwT + b
′
T g(T )ws0.T ).
In (4.21), b′T = (κ0 − κ′0)c0 + (κ1 + κ′1)c1 6= 0. By comparing the coefficients of ws0.T we obtain
g(T )H(T ) = f(T )H(s0.T ). In Lemma 4.4 we showed g(T ) is never zero, and H(s0.T ) is nonzero
because φ is an isomorphism. Therefore we obtain the identity in the claim.
Conversely, if there exists such a function H , then the map φ : Dλf → Dλg defined by vT 7→
H(T )wT defines a module isomorphism, based on the calculations given above.
(4.30)⇒ (4.31): Condition (4.30) implies that for all 2 ≤ i ≤ d,
f(si.T )
g(si.T )
=
H(si.T )
H(s0si.T )
=
H(si.T )
H(sis0.T )
=
H(T )
H(s0.T )
=
f(T )
g(T )
(4.31)⇒ (4.30): Any partition in Row 0 of the Bratteli graph is uniquely determined by the number
of boxes in the first row, that is, there is a bijection
φ : P0 → I = {n+ p, n+ p− 1, . . . ,max{n+ 1, p+ 1}}, φ(µ) = µ1
Recall that T (0) is the target of the first edge in T , or equivalently the partition in P0 among vertices
in T . Let h : I → C be the unique map (up to scalar multiples) determined by h(i)h(i+1) =
f(T )
g(T ) for
all suitable i, where T is a tableau such that φ(T (0)) = i and φ(s0.T
(0)) = i+ 1. The function h is
well-defined, because even though the fraction f(T )g(T ) depends on the choice of T , the first two edges
in T are fixed, and T can only be paths related by operations of s2, . . . , sd−1, which leaves
f(T )
g(T )
invariant by condition (4.31).
Define H to be the function on Γλ such that H(T ) = h(i) if φ(T (0)) = i and φ(s0.T
(0)) = i+ 1,
then condition (4.30) is satisfied by design. 
We now aim to show that the modules Dλf and Eλf are simple. Recall the definition of T row
shorlty before Lemma 4.13. Specifically, the set Γλ contains tableaux of various skew shapes. We
now show the analogue of Lemma 4.13 once we include the action of s0.
Lemma 4.15. The set {s0, . . . , sd−1} acts on Γλ ∪ {⋆} transitively.
Proof. Given two tableaux T1, T2 ∈ Γλ, it is enough to show there exists a word w in s0, . . . , sd−1
such that w.T row1 = T
row
2 . We first assume the unfilled boxes in T
row
1 and T
row
2 (or equivalently, the
targets of the first edge in these two paths) differ by a single box in the first row. The other cases
can be obtained from applying the following moves repeatly. In the picture we omit the staircase
portion, as well as entries 4, 5, 6, . . . , where empty boxes are labeled green.
· 1 2 3 ·
· ·
·
·
·
·
·
·
(via s0) · 2 3 ·· ·
·
·
·
1 ·
·
·
(via a word in s1, . . . , sd) · 1 2 ·· ·
·
·
·
·
·
·

Theorem 4.16. The modules Dλf and Eλf are simple.
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Proof. We first give the proof when n is even. When n is odd, the proof is very similar. Let
E = {0, 1}d+1. For any sequence ǫ = (ǫ0, . . . , ǫd) ∈ E and T ∈ Γλ define
PT,ǫ =
∏
σ∈E,S∈Γλ,S 6=T
(z0 − (−1)σ0κ0(S))2 + · · ·+ (zd − (−1)σdκd(S))2
((−1)ǫ0κ0(T )− (−1)σ0κ0(S))2 + · · · + ((−1)ǫdκd(T )− (−1)σdκd(S))2
·
∏
σ∈E,σ 6=ǫ
(z0 − (−1)σ0κ0(T ))2 + · · ·+ (zd − (−1)σdκd(T ))2
((−1)ǫ0κ0(T )− (−1)σ0κ0(T ))2 + · · ·+ ((−1)ǫdκd(T )− (−1)σdκd(T ))2
(4.32)
Let cǫ = cǫ11 · · · cǫdd . Since zi.(cǫvT ) = (−1)ǫicǫvT , it follows that PT,ǫ : Dλf → Dλf acts as a
projection onto the space spanned by cǫvT :
PT,ǫ.(c
σvS) = 0, (S 6= T ) PT,ǫ.(cσvT ) = 0, (σ 6= ǫ) PT,ǫ.(cǫvT ) = cǫvT
Assume on the contrary that Dλf is not simple. Let W be a proper submodule of Dλ, then there
must exist T ∈ Γ and σ ∈ E such that PT,σw 6= 0, and T,σw = acσvT for some a 6= 0. Recall the
scalar eT (i) defined in Lemma 4.12 based on (4.3), so that by definition if si.T 6= ⋆,(
si +
1
κT (i) − κT (i+ 1) −
1
κT (i) + κT (i+ 1)
cici+1
)
vT = eT (i)vsi.T
In Lemma 4.12 we showed eT (i) 6= 0, therefore vsi.T ∈W if vT ∈W , for any 1 ≤ i ≤ d− 1.
On the other hand, by (4.21) if s0.T 6= ⋆,
((κT (0) − κ′T (0))c0 + (κT (1) + κ′T (1))c1)
· (x1 − N0
κ2
(κT (1)− κT (0)c0c1)− c(κT (0) + κT (1)c0c1))vT
= ((κT (0) − κ′T (0))2 + (κT (1) + κ′T (1))2)vs0.T
The coefficient of vs0.T is nonzero since κT (1) 6= 0, therefore vs0.T ∈W if vT ∈W .
By Lemma 4.15, the set {s0, . . . , sd−1} acts transitively on Γλ, therefore vT ∈W for all T ∈ Γλ,
and cǫvT ∈W for all ǫ ∈ E. This contradicts the fact that W is proper.

4.4. Classfying calibrated modules. In fact, the action of x1 and transpositions si in the def-
inition of Dλf and Eλf are determined by the action of z0, . . . , zd, up to a choice of the function
f .
Theorem 4.17. Assume n is even, and furthermore, n2(n+1)2+p2(p+1)2 is not a perfect square.
Fix λ in Row d of the Bratteli diagram Γ. Let W be a module for Hevp,d. If W is a free module over
Cld+1 with basis {vT }T∈Γλ , and zi.vT = κT (i)vT for all T ∈ Γλ and 0 ≤ i ≤ d, then W ≃ Dλf for
some choice of f .
We break down the proof into two lemmas.
Lemma 4.18. Let W be an Hevp,d-module satisfying the condition in Theorem 4.17, then the action
of x1 is given by (4.21) for some choice of the function f . If s0.T 6= ⋆, the parity of vT differs from
the parity of vs0.T .
Proof. Since x1zj = zjx1 for j ≥ 2, x1 preserves the subspace whose eigenvalues are κT (2), . . . , κT (d)
for z2, . . . , zd. These eigenvalues determine the last d−1 edges in T , and T has fixed vertices except
at Row 0. Therefore this simultaneous eigenspace is spanned by vectors vT , c0c1vT , c0vS , c1vS ,
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vS , c0c1vS , c0vT , c1vT over C, where S = s0.T (these vectors are arranged in this order for parity
considerations). The linear maps will be given as matrices in this basis. Let d(X1, . . . ,Xt) be the
block diagonal matrix with diagonal blocks X1, . . . ,Xt. Recall the matrix C in 2.6, the matrix
D(a, b) in (4.4) for a, b ∈ C and let H = D(1, 0). Then it is straightforward to calculate that the
matrix associated to the action of the following elements.
c0c1 = d(C,C,C,C), z0 = d(κ0H,−κ′0H,κ′0H,−κ0H), z1 = d(κ1H,κ′1H,κ′1H,κ1H)
Therefore z0c0c1 + z1 = d(P1, P2), where
P1 = d(κ0HJ + κ1H,−κ′0HJ + κ′1H), P2 = d(κ′0HJ + κ′1H,−κ0HJ + κ1H)(4.33)
Assume x1 =
[
A B
C D
]
, where A =
[
A11 A12
A21 A22
]
with each Aij being a 2 × 2 matrix, and the
notation is similar for Blocks B, C and D. Now we use some of the relations to determine the
action of x1.
1) First we use the relation x1(c0c1) + (c0c1)x1 = 0. The matrix form of this relation implies
JAij +AijJ = 0. If Aij =
[
a b
c d
]
, then
[−c −d
a b
]
+
[
b −a
d −c
]
= 0
therefore a = −d and b = c, and Aij is in the form of D(a, b). Similarly, Bij , Cij and Dij are also
of this form (with potentially different scalars a, b).
2) Next, we combine relations (3.14) and (3.15) to obtain
x1(z0c0c1 + z1) + (z0c0c1 + z1)x1 = 2x
2
1 = 2n(n+ 1) = 2N0
Using the matrix for z0c0c1 + z1 in (4.33), and the blocks A,B,C,D in the matrix for x1,[
A B
C D
] [
P1 0
0 P2
]
+
[
P1 0
0 P2
] [
A B
C D
]
= 2N0(4.34)
therefore
P1A+AP1 = 2n(n+ 1), P1B +BP2 = 0, P2C + CP1 = 0, P2D +DP2 = 2n(n+ 1)(4.35)
We now use the first equation:[
κ0HJ + κ1H 0
0 −κ′0HJ + κ′1H
] [
A11 A12
A21 A22
]
+
[
A11 A12
A21 A22
] [
κ0HJ + κ1H 0
0 −κ′0HJ + κ′1H
]
= 2N0
which is equivalent to
(κ0HJ + κ1H)A11 +A11(κ0HJ + κ1H) =2N0(4.36)
(κ0HJ + κ1H)A12 +A12(−κ′0HJ + κ′1H) =0(4.37)
(−κ′0HJ + κ′1H)A21 +A21(κ0HJ + κ1H) =0(4.38)
(−κ′0HJ + κ′1H)A22 +A22(−κ′0HJ + κ′1H) =2N0(4.39)
By the claim in 1), A11 = D(a, b) for some a, b ∈ C. Once computed more explicitly, (4.36) becomes
κ0D(−b, a) + κ1D(a, b) + κ0D(−b,−a) + κ1D(a,−b) = 2N0, aκ1 − bκ0 = N0
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therefore a = N0
κ2
κ1 + cκ0 and b = −N0κ2 κ0 + cκ1 for some c ∈ C. Using the matrices Q and X
in (4.18) of Lemma 4.4, A11 =
N0
κ2
Q + cX for some undetermined c ∈ C. By using (4.37), (4.38),
(4.39) in similar calculations, we obtain
A11 =
N0
κ2
Q+ cX, A12 = eZ, A21 = fZ, A22 =
N0
κ2
R+ dY
for the matrices X, Y , R, Q, Z defined in (4.18), Z in (4.5) and some undetermined c, e, f, d ∈ C.
The steps in determining the block D are similar to that of determining A, using the last identity
in (4.35). Define matrices Q′, R′,X ′, Y ′, Z ′ similar to those in (4.18), by setting κ0 = κs0.T (0) = κ
′
0
and κ1 = κs0.T (1) = κ
′
1 in (4.18), we have
D11 =
N0
κ2
Q′ + c′X ′, D12 = e
′Z ′, D21 = f
′Z, D22 =
N0
κ2
R′ + d′Y ′
for some undetermined c′, e′, f ′, d′ ∈ C.
Using the remaining identities in (4.35), we can also determine the Blocks B and C. In particular,
let
E = D(κ0 + κ
′
0, κ1 + κ
′
1), F = D(−(κ0 + κ′0), κ1 + κ′1)(4.40)
then by repeating similar steps for the upper right and lower left blocks in (4.34),
B11 = b11E, B12 = b12
[
0 1
1 0
]
, B21 = b21
[
0 1
1 0
]
, B22 = b22F
C11 = c11E, C12 = c12
[
0 1
1 0
]
, C21 = c21
[
0 1
1 0
]
, C22 = c22F
for some undetermined complex numbers b11, b12, b21, b22, c11, c12, c21, c22.
3) We now use relations (3.15) and (3.16) to determine the grading onW. We claim that vT and
vs0.T must have different parities if s0.T 6= ⋆. Since these vectors are homogeneous by assumption,
assume on the contrary they have the same parity. Then x1 acts invariantly on the subspace
spanned by vT , c0c1vT , vS , c0c1vS . Using the matrix identities (4.19) and (4.20) in Lemma 4.4, on
this subspace x21 = N0 acts by the 4× 4 matrix[
A11 B11
C11 D11
]2
=
[N0
κ2 Q+ cX b11E
c11E
N0
κ2
Q′ + c′X ′
]2
=
[
N20
κ2 + c
2κ2 + b11c11E
2 b11(c− c′)XE
c11(c− c′)EX N
2
0
κ2 + (c
′)2κ2b11c11E
2
]
Using E in (4.40) and the fact that E2 = (κ0 + κ
′
0)
2 + (κ1 + κ
′
1)
2, we have
b11c11 =
N0 − N
2
0
κ2
− c2κ2
(κ0 + κ′0)
2 + (κ1 + κ′1)
2
(4.41)
We now use the relation (x1 − z1)4 = p(p + 1)(x1 − z1)2 to reach a contradiction. Recall that
H = D(1, 0), then z1 acts on the subspace spanned by vT , c0c1vT , vS , c0c1vS via the matrix
z1 = d(κ1H,κ
′
1H). Furthermore, let x1z1 + z1x1 act by the matrix G =
[
G11 G12
G21 G22
]
, each Gij
being a 2 × 2 block matrix. In Part 2) we determined the blocks A11, B11, C11, D11 up to some
scalars, and explicitly
G =
[
A11 B11
C11 D11
] [
κ1H 0
0 κ′1H
]
+
[
κ1H 0
0 κ′1H
] [
A11 B11
C11 D11
]
(4.42)
G11 = κ1
(
N0
κ2
(HQ+QH) + c(HX +XH)
)
= 2κ1
(
N0
κ2
κ1 + cκ0
)
(4.43)
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G22 = κ
′
1
(
N0
κ2
(HQ′ +Q′H) + c′(HX ′ +X ′H)
)
= 2κ′1
(
N0
κ2
κ′1 − cκ′0
)
(4.44)
G12 = b11(κ1HE + κ
′
1EH) = b11
[
(κ0 + κ
′
0)(κ1 + κ
′
1) κ
2
1 − (κ′1)2
(κ′1)
2 − κ21 (κ0 + κ′0)(κ1 + κ′1)
]
(4.45)
G21 = c11(κ
′
1HE + κ1EH) = c11
[
(κ0 + κ
′
0)(κ1 + κ
′
1) (κ
′
1)
2 − κ21
κ21 − (κ′1)2 (κ0 + κ′0)(κ1 + κ′1)
]
(4.46)
In particular, if scalars represent the proper 2× 2 scalar matrices,
G12G21 =b11c11
(
(κ0 + κ
′
0)
2(κ1 + κ
′
1)
2 + (κ21 − (κ′1)2)2
)
(4.47)
=b11c11(κ1 + κ
′
1)
2
(
(κ0 + κ
′
0)
2 + (κ1 − κ′1)2
)
(4.48)
Using (4.13) in Lemma 4.3 and (4.41) above, we have
G12G21 =
(
N0 − N
2
0
κ2
− c2κ2
)
(κ1 + κ
′
1)
2
(
(κ0 + κ
′
0)
2 + (κ1 − κ′1)2
)
(κ0 + κ′0)
2 + (κ1 + κ′1)
2
=
(
N0 − N
2
0
κ2
− c2κ2
)(
p(p+ 1) +
4(m+ 1)(m− p)p
1 + p
)
To use relation (x1 − z1)4 = p(p+ 1)(x1 − z1)2, notice
(x1 − z1)2 = x21 + z21 −G = N0 +
[
κ21I2 0
0 (κ′1)
2I2
]
−G
Therefore (
N0 +
[
κ21I2 0
0 (κ′1)
2I2
]
−G
)2
− p(p+ 1)
(
N0 +
[
κ21I2 0
0 (κ′1)
2I2
]
−G
)
= 0(4.49)
Or more explicitly,
N20 − p(p+ 1)N0 +
[
κ41I2 0
0 (κ′1)
4I2
]
+G2 + (2N0 − p(p+ 1))
[
κ21I2 0
0 (κ′1)
2I2
]
− (2N0 − p(p+ 1))G −
([
κ21I2 0
0 (κ′1)
2I2
]
G+G
[
κ21I2 0
0 (κ′1)
2I2
])
= 0.(4.50)
The top right block is as follows,
G11G12 +G12G22 −
(
2N0 − p(p+ 1)
)
G12 − (κ21 + (κ′1)2)G12 = 0(4.51)
We now assume G12 6= 0 (the case when G12 = 0 will be discussed at the end of part 3). Using
(4.43) and (4.44),
2κ1
(
N0
κ2
κ1 + cκ0
)
+ 2κ′1
(
N0
κ2
κ′1 − cκ′0
)
− 2N0 + p(p+ 1)−
(
κ21 + (κ
′
1)
2
)
= 0
Therefore
c =
(
N0
κ2
)
κ2 − κ21 − (κ′1)2
κ0κ1 − κ′0κ′1
+
κ21 + (κ
′
1)
2 − p(p+ 1)
2(κ0κ1 − κ′0κ′1)
(4.52)
We now check the top left block of (4.50): using (4.43) and (4.44), the following quantity must be
zero.
N20 − p(p+ 1)N0 + κ41 +G211 +G12G21 +
(
2N0 − p(p+ 1)
)
κ21 −
(
2N0 − p(p+ 1) + 2κ21
)
G11
(4.53)
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=N20 − p(p+ 1)N0 + κ41 +
(
2N0κ
2
1
κ2
+ 2cκ0κ1
)2
+
(
N0 − N
2
0
κ2
− c2κ2
)(
p(p+ 1) +
4(m+ 1)(m− p)p
1 + p
)
+
(
2N0 − p(p+ 1)
)
κ21 −
(
2N0 − p(p+ 1) + 2κ21
)(2N0κ21
κ2
+ 2cκ0κ1
)
= a2N
2
0 + a1N0 + a0
and the last equality is obtained by rearranging the terms as a polynomial in N0, with coefficients
a2, a1, a0 ∈ Z(m, p), after subsituting all κ values via (4.14) and (4.15) in Lemma 4.3, and the
expression for c in (4.52).
In particular, a1 = 0. This is because, by (4.52)
a1 = −p(p+ 1) + 4κ0κ1
(
2κ21
κ2
+
2κ0κ1
(
κ2 − κ21 − (κ′1)2
)
κ2(κ0κ1 − κ′0κ′1)
)
· κ
2
1 + (κ
′
1)
2 − p(p+ 1)
2(κ0κ1 − κ′0κ′1)
(4.54)
+
(
1− 2κ
2
(
κ2 − κ21 − (κ′1)2
)(
κ21 + (κ
′
1)
2 − p(p+ 1))
2κ2(κ0κ1 − κ′0κ′1)2
)
·
(
p(p+ 1) +
4(m+ 1)(m − p)p
p+ 1
)
+ 2κ21 − 4κ0κ1
κ21 + (κ
′
1)
2 − p(p+ 1)
2(κ0κ1 − κ′0κ′1)
− (− p(p+ 1) + 2κ21)
(
2κ21
κ2
+
2κ0κ1
(
κ2 − κ21 − (κ′1)2
)
κ2(κ0κ1 − κ0κ′1)
)
This is zero by a direct calculation. We also include MAGMA codes as verification in Section 5.4.
We also claim that
a2 =1 +
(
2κ21
κ2
+ 2κ0κ1
κ2 − κ21 − (κ′1)2
κ2(κ0κ1 − κ′0κ′1)
)
1
κ2
(
p(p+ 1) +
4(m+ 1)(m− p)p
1 + p
)
− 2
(
2κ21
κ2
+ 2κ0κ1
κ2 − κ21 − (κ′1)2
κ2(κ0κ1 − κ′0κ′1)
)
=
(2m− p+ 1)2(m− p)(m+ 1)
(p + 1)2(m− p+ 1)m(4.55)
Again, this is a straightforward calculation subsituting all κ values via (4.14). We also include
MAGMA codes as a computer check in Section 5.4.
We also claim that
a0 =κ
4
1 +
(
2κ0κ1
κ21 + (κ
′
1)
2 − p(p+ 1)
2(κ0κ1 − κ′0κ′1)
)2
− p(p+ 1)κ21
− κ2
(
κ21 + (κ
′
1)
2 − p(p+ 1)
2(κ0κ1 − κ′0κ′1)
)2(
p(p+ 1) +
4(m+ 1)(m− p)p
p+ 1
)
− (p(p+ 1) + 2κ21)
(
2κ0κ1
κ21 + (κ
′
1)
2 − p(p+ 1)
2(κ0κ1 − κ′0κ′1)
)
=
−4p2m(m+ 1)(m− p)(m− p+ 1)
(p− 1)2(4.56)
This is a straightforward calculation subsituting all κ values via (4.14). We also include MAGMA
codes as a computer check in Section 5.4.
Combining the expressions for a0 and a2 in (4.56) and (4.55), we have
N0 =
√−a0
a2
=
2mp(m− p+ 1)(p + 1)
(p− 1)(2m − p+ 1)
Or in other words,
2m(m− p+ 1) = (p− 1)(2m − p+ 1) N0
p(p + 1)
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By arranging this into a polynomial in m, it has rational coefficients with discriminant
4(p − 1)2
(
1 +
N0
p(p+ 1)
)2
− 8(p − 1)2 N0
p(p+ 1)
=
4(p− 1)2
p2(p+ 1)2
(
p2(p+ 1)2 + n2(n+ 1)2
)
since p2(p+1)2+n2(n+1)2 is not a perfect square by the assumption in Theorem 4.17, the solution
m will never be rational, contradicting the fact that m is an integer, and relation (4.53) is never
satisfied.
On the other hand, if G12 = 0 in (4.51), then by (4.48), either b11 or c11 is zero. Without a loss
of generality, assume b11 = 0, then by the results in Part 2) and (4.19), (4.20) in Lemma 4.4, the
upper-left block in x21 = N0 is
N0 = A
2
11 = (
N0
κ2
Q+ cX)2 =
N0
κ2
+ c2κ2, c2 =
N0
κ2
− N
2
0
κ4
(4.57)
Also, G12 = 0 from (4.45), therefore G
2 is block diagonal, with upper-left block given by G211. Then
the upper-left block in (4.49) becomes
(N0 + κ
2
1 −G11)2 − p(p+ 1)(N0 + κ21 −G11) =0(4.58)
G11 =
{
N0 + κ
2
1
N0 + κ
2
1 − p(p+ 1)
(4.59)
Using (4.57), (4.43), and the definition κ2 = κ20+ κ
2
1 shortly before Lemma 4.3, the first possibility
in (4.59) becomes
4
(
N0
κ2
− N
2
0
κ4
)
κ20κ
2
1 =
((
1− 2κ
2
1
κ2
N0
)
+ κ21
)2
(
4κ20κ
2
1
κ4
+
(
1− 2κ
2
1
κ2
)2)
N20 −
(
2κ21
(
1− 2κ
2
1
κ2
)
− 4κ
2
0κ
2
1
κ2
)
N0 + κ
4
1 =0
(N0 + κ
2
1)
2 =0
This contradicts N0 = n(n+ 1) > 0. Similarly, the second possibility in (4.59) reduces to(
N0 + κ
2
1 − p(p+ 1)
)2
= −2p(p + 1)2κ
2
1
κ2
N0
which is also a contradiction.
4) Since vT and vs0.T have different parities, the blocks B and C in x1 act as zero, and x1 acts
invariantly on the subspace spanned by {vT , c0c1vT , c0vS , c1vS} via the matrix A, whose blocks A11,
A12, A21, A22 were determined in Part 2).
We now use the relation (x1−z1)4−p(p+1)(x1−z1)2 = 0. Similar to Part 3), let L =
[
L11 L12
L21 L22
]
be the matrix of x1z1 + z1x1 acting on the subspace spanned by {vT , c0c1vT , c0vS , c1vS}. Recall
H = D(1, 0), and z1 acts as d(κ1H,κ
′
1H) on this subspace. A straightforward calculation shows
that
L11 = κ1(
N0
κ2
(KQ+QK) + c(KX +KX)) = 2κ1(
N0
κ2
κ1 + cκ0)(4.60)
L22 = κ
′
1(
N0
κ2
(KR+RK) + c(KY + Y K)) = 2κ′1(
N0
κ2
κ′1 + cκ
′
0)(4.61)
L12 = e(κ
′
1ZH + κ1HZ) = e(κ1 + κ
′
1)
[
κ0 − κ′0 κ1 − κ′1
−(κ1 − κ′1) κ0 − κ′0
]
(4.62)
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L21 = f(κ1ZH + κ
′
1HZ) = f(κ1 + κ
′
1)
[
κ0 − κ′0 −(κ1 − κ′1)
κ1 − κ′1 κ0 − κ′0
]
(4.63)
In particular,
L12L21 = ef(κ1 + κ
′
1)
2
(
(κ0 − κ′0)2 + (κ1 − κ′1)2
)
On one hand, ef 6= 0. If not, then the same argument at the end of Part 3) applies and provides
a contradiction. We now use (x1 − z1)4 − p(p+ 1)(x1 − z1)2 = 0 and observe that
(x1 − z1)2 = x21 + z21 − L = N0 +
[
κ21I2 0
0 (κ′1)
2I2
]
− L(4.64)
and (4.50) is true by replacing G with L. Since ef 6= 0, we assume e 6= 0 without a loss of generality.
The upper right block is given by the following, similar to (4.51):
L11L12 + L12L22 −
(
2N0 − p(p+ 1)
)
L12 − (κ21 + (κ′1)2)L12 = 0(4.65)
If f 6= 0, we use the lower left of (4.64) to reach the same conclusion. The matrix L12 in (4.62) is
not the zero matrix, therefore the scalar
L11 + L22 −
(
2N0 − p(p+ 1)
)− (κ21 + (κ′1)2) =0(
2κ21
κ2
N0 + 2cκ0κ1
)
+
(
2(κ′1)
2
κ2
N0 + 2cκ
′
0κ
′
1
)
− (2N0 − p(p+ 1)) − (κ21 + (κ′1)2) =0
2N0κ2 (κ
2 − κ21 − (κ′1)2) +
(
κ21 + (κ
′
1)
2 − p(p+ 1))
2(κ0κ1 + κ′0κ
′
1)
=c
This is consistent with the definition of the constant c in (4.17), Lemma 4.4, in which we showed
that the upper-left block in x1 given by A11 =
N0
κ2
Q+cX is equivalent to the construction (4.8). To
determine the remaining blocks, let us first show that the constants e and f satisfy the condition
in (4.2), or equivalently, (4.22) in Lemma 4.4. This is because x21 = N0 should act as[N0
κ2
Q+ cX eZ
fZ N0
κ2
+ dY
]2
=
[
(N0
κ2
Q+ cX)2 + efZ2 e((N0
κ2
Q+ cX)Z + Z(N0
κ2
R+ dY ))
f(Z(N0
κ2
Q+ cX) + (N0
κ2
R+ dY )Z) (N0
κ2
R+ dY )2 + efZ2
]2
=
[
N20
κ2
+ cκ2 + efZ2 e(c − d)XZ
f(c− d)ZX N20
κ2
R+ dκ2 + efZ2
]
The upper-right and lower-left block implies c = d, and the block A22 in x1 also follows the form
given in (4.21). The upper-left block implies that
N20
κ2
+ cκ2 + ef
(
(κ0 − κ′0)2 + (κ1 + κ′1)2
)
= N0
and the product ef satisfies condition (4.22). In Lemma 4.4 we showed this is equivalent to (4.2)
in the original definition. 
In order to determine the action of the simple transpositions, we review the following intertwiners
introduced by Wan in [16].
Φi = si(z
2
i − z2i+1) + (zi + zi+1)− c0c1(zi − zi+1)
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and it is straightforward to check that
Φizi = zi+1Φi, Φizi+1 = ziΦi, Φizj = zjΦi (j 6= i, i + 1)
Φ2i = 2(z
2
i + z
2
i+1)− (z2i − z2i+1)2 = −(z2i − z2i+1)2 + (zi − zi+1)2 + (zi + zi+1)2
Also recall YT (i) defined in (4.29) of Lemma 4.12. Since the action of si on T interchanges the
eigenvalues for zi and zi+1, it follows that YT (i) = Ysi.T (i) and Φ2i vT = −YT (i)vT .
Based on the assumptions in Theorem 4.17, let W be a free Cld+1-module with basis {wT }T∈Γλ ,
with zi.wT = κT (i)wT . Using the above intertwiners, we have
κT (i)ΦiwT = Φi(ziwT ) = zi+1(ΦiwT )
κT (i+ 1)ΦiwT = Φi(zi+1wT ) = zi(ΦiwT )
κT (j)ΦiwT = Φi(zjwT ) = zj(ΦiwT ) j 6= i, i+ 1
Therefore ΦiwT has eigenvalues κT (0), . . . , κT (i+1), κT (i), . . . , κT (d) under the action of z0, . . . , zd.
On the other hand, the simultaneous eigenspaces for κT (0), . . . , κT (i + 1), κT (i), . . . , κT (d) are all
one-dimensional: the list of eigenvalues for wT is distinct by Lemma 4.11, with all positive eigen-
values. A general vector cǫ00 c
ǫ1
1 · · · cǫdd vT has eigenvalue (−1)ǫiκT (i) for zi, whose list of eigenvalues
is distinct from all other choices of the tuple (ǫ0, ǫ1, . . . , ǫd).
Since wsi.T is a vector with the same list of eigenvalues as ΦiwT , ΦiwT is a scalar multiple of wsi.T .
By a similar argument, Φiwsi.T is also a scalar multiple of wT . Recall the nonzero constants YT (i)
defined in (4.29). Let aT (i) ∈ C be the unique nonzero scalar such that ΦiwT = aT (i)
√
−YT (i)wsi.T .
Even though the simple transpositions si may not act exactly by (4.3), we can use scalar multiples
of wT to produce a new Cld+1-basis on which si acts as (4.3).
Lemma 4.19. There is a well-defined map φ : Γλ → C× such that √−1φ(si.T ) = aT (i)φ(T ) for
any 1 ≤ i ≤ d and any T ∈ Γλ with si.T 6= ⋆.
Proof. If T, S ∈ Γλ are tableaux of the same skew shape (or equivalently the first edge in either
path ends at the same partition T (0) = S(0)), by Lemma 4.13, they are related by an element in the
symmetric group Sd. Conversely, the action of Sd does not affect T
(0) or S(0), therefore if T and S
are related by the action of Sd, they must be tableaux of the same skew shape. We now fix a skew
shape and focus only on tableaux with such skew shape. Fix any T0, and let φ(T0) = 1. Let S be
another tableau with the same skew shape, and S = w.T0 for a reduced word w ∈ Sd. Define φ on
S by induction on the length of w:
√−1φ(si.T ) = aT (i)T . We claim that this map is well-defined
independent of the reduced expression. In other words, it is invariant under the Coxeter relations:
φ(sisj.T ) = φ(sjsi.T ) for |i− j| > 1 and φ(sisi+1si.T ) = φ(si+1sisi+1.T ) for 1 ≤ i ≤ d− 2.
1) If |i− j| > 1, then ΦiΦj = ΦjΦi. By the definition of aT (i),
ΦiΦjwT = Φi(aT (j)
√
−YT (j)wsj .T ) = aT (j)asj .T (i)
√
(−YT (j))(−Ysj .T (i))wsisj .T
ΦjΦiwT = Φj(aT (i)
√
−YT (i)wsi.T ) = aT (i)asi.T (j)
√
(−YT (i))(−Ysi.T (j))wsjsi.T
Since Ysi.T (j) = YT (j) and YT (i) = Ysj .T (i), it follows that asj .T (i)aT (j) = asi.T (j)aT (i) for any
tableau T , therefore
φ(sisj.T ) = −asj .T (i)aT (j)wT = −asi.T (j)aT (i) = φ(sjsi.T )
2) Similarly,
Φi+1ΦiΦi+1wT = asisi+1.T (i+ 1)asi+1.T (i)aT (i+ 1)(4.66)
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√
(−Ysisi+1.T (i+ 1))(−Ysi+1.T (i))(−YT (i+ 1))wT(4.67)
ΦiΦi+1ΦiwT = asi+1si.T (i)asi.T (i+ 1)aT (i)
√
(−Ysi+1si.T (i))(−Ysi.T (i+ 1))(−YT (i))wT(4.68)
On the other hand, we claim that the following is true
YT (i)Ysi.T (i+ 1)Ysi+1si.T (i) = YT (i+ 1)Ysi+1.T (i)Ysisi+1.T (i+ 1)
Let κi = κT (i), κi+1 = κT (i + 1), κi+2 = κT (i+ 2), then the eigenvalues for various paths are as
follows
κ(i) κ(i + 1) κ(i + 2)
T κi κi+1 κi+2
si.T κi+1 κi κi+2
si+1.T κi κi+2 κi+1
sisi+1.T κi+2 κi κi+1
si+1si.T κi+1 κi+2 κi
If Y(a, b) = (a2 − b2)2 − (a − b)2 − (a + b)2, then both sides are equal to the quantity of
Y(κi, κi+1)Y(κi+1, κi+2)Y(κi, κi+2).
By comparing (4.67) and (4.68), asisi+1.T (i+1)asi+1.T (i)aT (i+1) = asi+1si.T (i)asi.T (i+1)aT (i).
Therefore
φ(sisi+1si.T ) =
√−1asi+1si.T (i)asi.T (i+ 1)aT (i)wT
=
√−1asisi+1.T (i+ 1)asi+1.T (i)aT (i+ 1)wT = φ(si+1sisi+1.T )
since φ satisfies the required condition by design, we have proved the lemma.

Lemma 4.20. Let W be a Hevp,d-module satisfying the condition in Theorem 4.17, and {wT } be the
given Cld+1-basis. Then after rescaling the vectors vT = φ(T )wT using the map φ in Lemma 4.19,
the action of si is given by (4.3). Moreover, if si.T 6= ⋆, then vT and vsi.T have the same parity.
Proof. First, observe
Φ2iwT = Φi
(
aT (i)
√
−YT (i)ws0.T
)
= −aT (i)asi.T (i)YT (i)wT
Since Φ2i acts on vT by the scalar −YT (i), it follows that aT (i)asi.T (i) = 1.
By the definition of aT (i) shortly before Lemma 4.19,
aT (i)
√
−YT (i)wT = Φi.wT
=si(z
2
i − z2i+1)wT + (zi + zi+1)wT − c0c1(zi − zi+1)wT
=si(κT (i)
2 − κT (i+ 1)2)wT + (κT (i) + κT (i+ 1))wT − c0c1(κT (i)− κT (i+ 1))wT
Therefore
si.wT =− 1
κT (i) − κT (i+ 1)wT +
1
κT (i) + κT (i+ 1)
c0c1wT +
aT (i)
√−YT (i)
κT (i)2 − κT (i+ 1)2wsi.T
We now multiply both sides by φ(T ), then use the fact that φ(T )aT (i) =
√−1φ(si.T ), as well as
vT = φ(T )wT for both T and si.T ,
si.vT = − 1
κT (i) − κT (i+ 1)vT +
1
κT (i) + κT (i+ 1)
c0c1vT +
√
YT (i)
κT (i)2 − κT (i+ 1)2 vsi.T .
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This is consistent with (4.3). Since si is odd, the right hand side is a homogeneous vector with the
same parity as vT , therefore vsi.T has the same parity as vT . 
Proof of Theorem 4.17. This is simply a result of Lemma 4.18 and 4.20. 
By definition, Hodp,d ≃ Hevp,d ⊗ Cl1, and it is known that their module categories are related
by taking the Clifford twist of each other. For a superalgebra A and its module W , let ΠW
be the module with the same underlying vector space with reversed grading. For v ∈ W , if we
use Πv to denote the same vector v in the module ΠW , a homogeneous x ∈ A acts on ΠW via
x.(Πv) = (−1)xΠ(x.v). The theory of taking the Clifford twist of a category is well-developed
by Kang-Kashiwara-Tsuchioka [9] and Brundan-Davidson [4]. In particular, for a superalgebra A,
recall the superalgebra A⊗ Cl1 defined in Section 2.4. Let A-smod be the category whose objects
are A-supermodules and whose morphisms are linear combinations of homogeneous A-supermodule
homomorphisms (we will drop the prefix “super” and simply refer to them as modules and module
homomorphisms). Then A-smod and A ⊗ Cl1-smod are related in the following sense: if U is a
type M A-module, and Cl1 is the regular module for Cl1, then U ⊗ Cl1 is known to be a type Q
A⊗Cl1-module, and ResA⊗Cl1A U ⊗Cl1 ≃ U ⊕ΠU . On the other hand, every type Q module W for
A⊗Cl1 can be obtained this way: let φ ∈ EndA⊗Cl1(W ) be an odd endomorphism such that φ2 = 1,
and let c be the Clifford generator in Cl1. Then cφ ∈ EndA(ResA⊗Cl1A W ) is an even endomorphism
with (cφ)2 = 1, and A preserves each eigenspace of cφ. In particular, the 1-eigenspace W1 and
(−1)-eigenspace W−1 are both A-modules. It is known that W−1 ≃ ΠW1, and W ≃ W1 ⊗ Cl1 as
A⊗Cl1-modules. Since Hodp,d ≃ Hevp,d⊗Cl1, we use this result to prove the following case when n is
odd.
Theorem 4.21. Assume n is odd, and furthermore, n2(n+1)2+p2(p+1)2 is not a perfect square.
Fix λ in Row d of the Bratteli diagram Γ. Let W be a module for Hodp,d. If W is a free module over
Cld+2 with basis {vT }T∈Γλ, and zi.vT = κT (i)vT for all T ∈ Γλ and 0 ≤ i ≤ d, then W ≃ Eλf for
some choice of f .
Proof. Let {vT }T∈Γλ be the given Cld+2-basis of W satisfying the assumptions in Theorem 4.17.
By the short discussion before Lemma 4.19 and the fact that cMzi = zicM for all 0 ≤ i ≤ d, each
simultaneous eigenspace for z0, . . . , zd is two dimensional, spanned by c
ǫvT and cMc
ǫvT for some
cǫ = cǫ00 · · · cǫdd . Let φ ∈ EndHodp,d(W) be an odd endomorphism with φ
2 = 1. Since φ commutes with
the action of z0, . . . , zd and preserves their simultaneous eigenspaces, by parity considerations, φvT
is a scalar multiple of cMvT . Call this scalar γ and we have
φ2(vT ) = φ(γcMvT ) = −cMγφ(vT ) = −c2Mγ2vT = γ2vT
therefore γ = ±1. It follows that
(cMφ)(vT ) = γc
2
MvT = −γvT
lies in the (−γ)-eigenspace of (cMφ), and so does any cǫvT . Therefore the free Cld+1-module
generated by c0, . . . , cd and the vectors {vT }Γλ is a module for Hevp,d, and it satisfies the assumptions
in Theorem 4.17. In particular, the generators x1 and si act as specified in Lemmas 4.18 and 4.20,
and the grading is as desired. 
4.5. Irreducible Hpd-summands of L(α)⊗L(β)⊗V ⊗d. The original motivation for constructing
modules in Section 4.2 is that they naturally occur as irreducible summand of L(α)⊗L(β)⊗ V ⊗d.
In particular, let Zd = Endq(n)(L(α)⊗L(β)⊗V ⊗d) be the centralizer algebra for the action of q(n).
In [17, Proposition 3.5], there is a q(n)-analogue of the double centralizer theorem. In particular, if
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a q(n)-modules W and U are both of Type Q, then W ⊗U is no longer irreducible, but is the direct
sum of two isomorphic irreducible Type M q(n)-modules. Denote either of them as 2−1W ⊗ U .
Recall that Pd(α, β) is the set of partitions in Row d in the Bratteli graph Γ, which parametrizes
all irreducible q(n)-summands in L(α)⊗ L(β)⊗ V ⊗d. Then according to [17, Proposition 3.5], the
module L(α)⊗ L(β)⊗ V ⊗d decomposes into irreducible (q(n),Zd)-bimodules:
L(α)⊗ L(β)⊗ V ⊗d ≃
⊕
λ∈Pd(α,β)
2δ(λ)L(λ)⊗ Lλ(4.69)
Here, L(λ) is an irreducible q(n)-module, Lλ is an irreducible Zd-module. Moreover, L(λ) is of
Type Q if and only Lλ is of Type Q. Also, δ(λ) = 0 if and only if ℓ(λ) = n is even; δ(λ) = −1 if
and only if ℓ(λ) = n is odd.
When n is even, the action ρ : Hevp,d → Endq(n)(L(α) ⊗ L(β) ⊗ V ⊗d) has image ρ(Hevp,d) lying
in the centralizer Zd, therefore the irreducible Zd-module Lλ can be restricted to the subalgebra
ρ(Hevp,d), and yield an Hevp,d-module, ResZdρ(Hevp,d) L
λ, using the action of the image. Similarly, when n
is odd, we obtain modules ResZd
ρ(Hodp,d)
Lλ. The goal of this section is to prove that these modules
actually coincide with the calibrated modules we constructed in Section 4.2.
We first mention the following lemmas, as a result of Corollary 3.8 and Corollary 3.9. In
Lemma 3.2 we gave a description of the set P0 of partitions λ such that L(λ) is an irreducible
summand of L(α) ⊗ L(β). Also recall the odd map C ∈ End(V ) in (2.6), and the even Casimir
tensor Ω = Ω(1⊗ C) in (2.8).
Lemma 4.22. 1) Let L(λ) be an irreducible summand of L(α) ⊗ L(β). Then L(λ) has multi-
plicity two, and there exists one copy of L(λ) in its isotopic component, on which Ω acts via the
nonzeroscalar
√
mp(m− p) or −
√
mp(m− p), where m is the number of boxes in the first row of
λ.
2) Let L(λ) be an irreducible summand of L(µ) ⊗ V , where b is the distinct box in λ not in µ.
Then L(λ) has multiplicity two, and there exists one copy of L(λ) in its isotypic component, on
which Ω acts via the nonzeroscalar
√
c(b)(c(b) + 1) or −√c(b)(c(b) + 1).
Proof. We first prove case 1), and case 2) follows by a similar argument. Recall the structural
constants fλλ,µ of the Schur’s P-functiton and their relation to the multiplicitiesm
λ
λ,µ of q(n)-modules
in (3.3). By Lemma 3.2, when α is a staircase and β is a single row, fλα,β = 1 for any λ ∈ P0,
ℓ(λ) = ℓ(α) = n, ℓ(β) = 1, therefore (3.3) implies that mλα,β = 2 for any λ ∈ P0. By Corollary 3.9,
Ω
2
= Ω(1 ⊗ c)Ω(1 ⊗ c) = Ω2 acts on L(λ) via mp(m − p), which is a strictly increasing function
on m, the number of boxes in the first row of λ, and m uniquely determines λ by Lemma 3.2.
Therefore, Ω
2
acts on the isotypic component L(λ)⊕2 by this distinct scalar a = mp(m− p). This
scalar is nonzero because m > p as shown in Lemma 4.3.
Choose a basis of L(λ)⊕2 such that the matrix of Ω is in Jordan normal form. In particular,
there exists one vector v ∈ L(λ)⊕2, such that Ω.v = √av or Ω.v = −√av. Without a loss of
generality we assume Ω.v =
√
av. Since v ∈ L(α)⊗L(β), and Ω commutes with the action of q(n)
on L(α) ⊗ L(β), it follows that Ω(x.v) = x(Ω.v) = √ax.v for all x ∈ q(n), therefore if W is the
irreducible q(n)-module generated by v, W ≃ L(λ) and Ω acts on W by the scalar √a.

Denote by #X the cardinality of a set X.
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Lemma 4.23. When n is even, the dimension of Lλ is equal to 2d+1#Γλ. When n is odd, the
dimension of Lλ is equal to 2d+2#Γλ.
Proof. By Lemma 4.22, each edge in a path T results in two isomorphic copies of an irreducible
summand, therefore the multiplicity of L(λ) in L(α)⊗L(β)⊗V ⊗d is always 2d+1, corresponding to
the d+1 edges in T . Let multW denote the multiplicity of a module W in its isotypic component.
When n is even , (4.69) implies that dimL(λ) ·dimLλ = dimL(λ) ·multL(λ), multL(λ) = dimLλ.
When n is odd, since the module 2−1W ⊗ U has dimension 2−1 dim(W ⊗ U), (4.69) implies that
2−1 dimL(λ) · dimLλ = dimL(λ) ·multL(λ), and 2multL(λ) = dimLλ as desired. 
Theorem 4.24. When n is even, the module ResZdρ(Hevp,d)
Lλ is isomorphic to Dλf for some choice of
f , and is therefore irreducible. Similarly, when n is odd, the module ResZd
ρ(H
od)
p,d
Lλ is isomorphic to
Eλf for some choice of f , and is therefore irreducible.
Proof. We first prove the case when n is even. We also omit the restriction notation and regard
Lλ as a module for Hevp,d. Given any T ∈ Γλ, we claim that there exists a vector vT ∈ Lλ such that
zi.vT = κT (i)vT .
This is because by Lemma 3.9, based on the path T and the target γ = T (0) ∈ P0 of its first edge,
one can choose a unique isotypic component L(γ)⊕2 on which z20 acts as κT (0)
2. By Lemma 4.22,
one can further choose a copy of L(γ) on which z0 acts as either κT (0) or −κT (0). We use this copy
of L(γ) and perform further tensor products: using the target µ = T (1) of the second edge in T , we
then choose the unique isotypic component L(µ)⊕2 in L(γ) ⊗ V , on which z21 acts as κT (1)2, and
furthermore, choose one copy of L(µ) on which z1 acts as either κT (1) or −κT (1). By successfully
choosing the summand using Lemma 4.22, we have obtained a sequence {T (0), . . . , T (d) = λ} of
irreducible summands corresponding to each vertex in T , and a vector wT ∈ L(λ) on which zi acts
as ±κT (i) for all 0 ≤ i ≤ d.
To force such a vector wT in Lλ instead of being in L(λ), notice that wT ∈ L(λ) ⊗ Lλ is
in the isotypic component of Lλ as an Hevp,d-module. This isotypic component is isomorphic to
(Lλ)⊕t for some multiplicity t, and let wT = w1 + · · · + wt be the unique decomposition of wT
under this isomorphism. Notice zi.wT = κT (i)w1 + · · · + κT (i)wt is the unique decomposition of
zi.w1 + · · · + zi.wt, it follows zi.wj = κT (i)wj for some wj 6= 0, wj ∈ Lλ. We can further choose
wj to be homogeneous: either its even or odd component uT is nonzero, and uT also satisfies
κT (i).uT = uT for all 0 ≤ i ≤ d. By acting on uT with the proper collection of ci, one can negate
certain eigenvalues for zi and obtain a homogeneous vector vT such that zi.vT = κT (i)vT for all
0 ≤ i ≤ d.
Let U be the free Cld+1-module generated by all such {vT }T∈Γλ , and U is a submodule of Lλ.
By Lemma 4.23, dimU = dimLλ, and U = Lλ. Since U satisfies the assumptions in Thoerem 4.17,
we have Lλ ≃ Dλf for some choice of f .
When n is odd, the argument is similar, using the vectors {vT }T∈Γλ and the fact that they
generate a free Cld+2-module whose dimension is equal to that of Lλ by Lemma 4.23. The only
extra ingredient needed is that when n is odd, L(λ) and Lλ are both of Type Q, therefore the extra
assumption in Theorem 4.21 is satisfied.

Remark 4.25. Since restriction to ρ(Hevp,d) or ρ(Hodp,d) preserves the irreducibility of the modules
Lλ, we call the subalgebras ρ(Hevp,d) of Zd (in the case when n is even) and ρ(Hodp,d) of Zd (in the case
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when n is odd) to be representation theoretically dense in the centralizer Zd, as a weak version of
the Schur-Weyl duality.
5. Appendix
The following codes were written in Magma Computational Algebra System.
5.1. Codes for Lemma 4.3, (4.12), (4.13). In the following codes, the variables in the polyno-
mial ring represent following quantities in the proof
m p mmp mp1 mmpp1 mmpm1√
m p
√
m− p √m+ 1 √m− p+ 1 √m− p− 1
and the relations among them are recorded in the ideal “Ideal”.
C := IntegerRing(); R<m,p,mmp,mp1,mmpp1,mmpm1> := PolynomialRing(C,6);
Ideal := ideal<R|m^2-1-p-mmpm1^2, m^2+1-mp1^2, m^2+1-p-mmpp1^2, m^2-p-mmp^2>;
k1k1p:=m*mp1*mmp*mmpp1; k0k0p:=p*k1k1p;
sumk1square:=m^2*(m^2+1)+(m^2-p)*(m^2-p+1);
kappasquare:=m^2*(p+1)*(m^2-p+1);
Q1:=(sumk1square+2*k1k1p)*(2*kappasquare-2*k0k0p-2*k1k1p);
M1:=p*(p+1)*(2*kappasquare-2*k0k0p+2*k1k1p);
F:= Q1-M1; F in Ideal;
Q2:=(sumk1square+2*k1k1p)*(2*kappasquare+2*k0k0p-2*k1k1p);
M2:=(p*(p+1)+4*(m^2+1)*(m^2-p)*p/(1+p))*(2*kappasquare+2*k0k0p+2*k1k1p);
G:=Q2-M2; Numerator(G) in Ideal;
5.2. Codes for Lemma 4.8, (4.24).
Q:=RationalField(); <m,p>:=PolynomialRing(Q,2);
k0:=m*p*(m-p); k1:=m*(m+1); k:=k0+k1; k3:=k0+p*k1;
x:=(k-2*k1-2*k0*k1*(p-1)/k3)^2-p*(p+1)*k-p*(p+1)*k*k0*k1*(p-1)^2/k3^2;
Numerator(x);
5.3. Codes for Lemma 4.25, (4.28). In the following codes, the variables in the polynomial ring
represent following quantities in the proof
m p mmp mp1 n np1 mmpp1 mmpm1 mm1√
m
√
p
√
m− p √m+ 1 √n √n+ 1 √m− p+ 1 √m− p− 1 √m− 1
and the relations among them are recorded in the ideal “Ideal”.
When T = L1,
C := IntegerRing(); R<m,p,mmp,mp1,n,np1,mmpp1,mmpm1,mm1> := PolynomialRing(C,9);
Ideal := ideal<R|m^2-1-mm1^2, m^2-1-p^2-mmpm1^2, m^2+1-mp1^2, n^2+1-np1^2,
m^2+1-p^2-mmpp1^2, m^2-p^2-mmp^2>;
N:=n*np1; k0:=(m*p*(mmp)); k1:=(n*(np1)); k2:=(m*(mp1));
k0p:=k0; k1p:=k1; k0pp:=((mp1)*p*(mmpp1)); k2pp:=((mmp)*(mmpp1));
alpha:=-1/(k1-k2); beta:=1/(k1+k2); alpha1:=-1/(k2-k1); beta1:=1/(k1+k2);
alpha2:=-1/(k2pp-k1); beta2:=1/(k2pp+k1);
alphap:=-1/(k1p-k2); betap:=1/(k1p+k2);
A:=k0-k0p; B:=k1+k1p; F:=k0-k0pp; G:=k2+k2pp;
delta:=(-N^2+k1*k1)*k0/(k0*k0+p^2*k1*k1);
delta1:=(-N^2+k2*k2)*k0/(k0*k0+p^2*k2*k2);
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gamma:=(N^2*p^2+k0*k0)*k1/(k0*k0+p^2*k1*k1);
gamma1:=(N^2*p^2+k0*k0)*k2/(k0*k0+p^2*k2*k2);
M:=-(k0*k0+p^2*p^2*k2*k2)*(N^2-k2*k2)*(N^2-k2pp*k2pp)/
((k0*k0+p^2*k2*k2)*(k0*k0+p^2*k2*k2)*((k0-k0pp)*(k0-k0pp)+(k2+k2pp)*(k2+k2pp)));
K:=-(k0*k0+p^2*p^2*k1*k1)*(N^2-k1*k1)*(N^2-k1p*k1p)/
((k0*k0+p^2*k1*k1)*(k0*k0+p^2*k1*k1)*((k0-k0p)*(k0-k0p)+(k1+k1p)*(k1+k1p)));
C0:=-beta*gamma*gamma1-alpha*delta*delta1-delta1*delta1*alpha1
-gamma1*gamma1*beta1-gamma*gamma*beta-delta*delta*alpha-delta*delta1*alpha1
-gamma*gamma1*beta1+M*(-F*F*beta2-G*G*alpha2)
-K*(A*A*betap+B*B*alphap)+gamma1+gamma;
C3:=M*(-F^2*beta2-G^2*alpha2)-K*(A^2*betap+B^2*alphap)-gamma*beta*gamma1
-alpha*delta*delta1-gamma1^2*beta1-delta1^2*alpha1-gamma^2*beta-delta^2*alpha
-delta*delta1*alpha1-gamma*gamma1*beta1+gamma1+gamma;
C2:=M*(-G*F*beta2+G*F*alpha2)-K*(B*A*alphap-A*B*betap)+beta*delta*gamma1
+alpha*gamma*delta1-delta1*beta1*gamma1+gamma1*alpha1*delta1-delta*alpha*gamma
+gamma*beta*delta-delta*gamma1*alpha1-gamma*delta1*beta1+delta1-delta;
C1:=M*(G*F*alpha2-G*F*beta2)-K*(-A*B*betap+B*A*alphap)+alpha*delta*gamma1
-gamma*beta*delta1+delta1*alpha1*gamma1-gamma1*beta1*delta1+delta*beta*gamma
-gamma*alpha*delta-gamma*delta1*alpha1+delta*gamma1*beta1+delta1-delta;
Numerator(C0) in Ideal; Numerator(C1) in Ideal;
Numerator(C2) in Ideal; Numerator(C3) in Ideal;
To check for other paths, simply replace the first few lines with the following:
T = L2:
k0:=(m*p*(mmp)); k1:=(m*(mp1)); k2:=(n*(np1)); k0pp:=k0;
k2pp:=k2; k0p:=((mp1)*p*(mmpp1)); k1p:=((mmp)*(mmpp1));
T = L3:
k0:=((mp1)*p*(mmpp1)); k1:=((mmp)*(mmpp1)); k2:=(n*(np1)); k0pp:=k0;
k2pp:=k2; k0p:=(m*p*(mmp)); k1p:=(m*(mp1));
T = L4:
k2:=((mmp)*(mmpp1)); k0:=((mp1)*p*(mmpp1)); k1:=(N);
k0pp:=(m*p*(mmp)); k2pp:=(m*(mp1)); k0p:=k0; k1p:=k1;
T = T2:
k2:=(m*(mp1)); k0:=((m)*p*(mmp)); k1:=((mmpm1)*(mmp)); k0p:=((mm1)*p*(mmpm1));
k1p:=(m*(mm1)); k0pp:=((mp1)*p*(mmpp1)); k2pp:=((mmp)*(mmpp1));
T = T3:
k2:=((mmp)*(mmpm1)); k0p:=((mp1)*p*(mmpp1)); k1p:=((mmpp1)*(mmp));
k0:=(m*p*(mmp)); k1:=(m*(mp1)); k0pp:=((mm1)*p*(mmpm1)); k2pp:=((m)*(mm1));
5.4. Codes for Lemma 4.18, (4.54), (4.55), (4.56). In the following codes, the variables in
the polynomial ring represent following quantities in the proof
m p mmp mp1 mmpp1√
m
√
p
√
m− p √m+ 1 √m− p+ 1
and the relations among them are recorded in the ideal “Ideal”.
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C := IntegerRing(); R<m,p,mmp,mp1,mmpp1> := PolynomialRing(C,5);
Ideal := ideal<R|m^2+1-mp1^2, m^2+1-p^2-mmpp1^2, m^2-p^2-mmp^2>;
k0:=m*p*mmp; k1:=m*mp1; k0p:=mp1*p*mmpp1; k1p:=mmp*mmpp1;
ksquare:=m^2*(p^2+1)*mmpp1^2; k1sum:=m^2*(m^2+1)+mmp^2*mmpp1^2;
denom:=k0*k1-k0p*k1p;
a1:=-p^2*(p^2+1)+ 2*k0*k1*(2*k1^2/ksquare+2*k0*k1*(ksquare-k1sum)/ksquare/denom)
*(k1sum-p^2*(p^2+1))/denom
+(1-(ksquare-k1sum)/denom*(k1sum-p^2*(p^2+1))/denom)
*(p^2*(p^2+1)+4*(m^2+1)*(m^2-p^2)*p^2/(1+p^2))
+2*k1^2-2*k0*k1*(k1sum-p^2*(p^2+1))/denom-(-p^2*(p^2+1)+2*k1^2)
*(2*k1^2/ksquare+2*k0*k1/ksquare*(ksquare-k1sum)/denom);
Numerator(a1) in Ideal;
a2:=1+(2*k1^2/ksquare+2*k0*k1*(ksquare-k1sum)/denom/ksquare)^2
-1/ksquare*(p^2*(p^2+1)+4*(m^2+1)*(m^2-p^2)*p^2/(p^2+1))
-2*(2*k1^2/ksquare+2*k0*k1*(ksquare-k1sum)/denom/ksquare);
b2:=(2*m^2-p^2+1)^2*(m^2-p^2)*(m^2+1)/(p^2+1)^2/(m^2+1-p^2)/m^2;
Numerator(a2-b2) in Ideal;
a0:=k1^4+(2*k0*k1*(k1sum-p^2*(p^2+1))/(2*denom))^2
-ksquare*((k1sum-p^2*(p^2+1))/(2*denom))^2*(p^2*(p^2+1)
+4*(m^2+1)*(m^2-p^2)*p^2/(p^2+1))
-p^2*(p^2+1)*k1^2-(-p^2*(p^2+1)+2*k1^2)*(2*k0*k1*(k1sum-p^2*(p^2+1))/(2*denom));
b0:=-4*p^4*m^2*(m^2+1)*(m^2-p^2)*(m^2-p^2+1)/(p^2-1)^2;
Numerator(a0-b0) in Ideal;
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