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Introduction générale
L
’évolution des technologies de l’information et de la communication durant la der-
nière décennie ont permis d’entrevoir des solutions vis à vis des applications de
grand challenge. Le décryptage du génome humain1, la biologie moléculaire2 ou
encore l’exploration de la matière avec l’accélérateur de particules du Cern3 ont en effet
mis en évidence des besoins qui dépassent les capacités des infrastructures informatiques
de type grappe de nœuds.
Le concept des grilles informatiques est ainsi né de ces besoins grandissants en terme
de puissance de calcul et de capacité de stockage. Par définition, une grille permet de faire
le lien entre des domaines administratifs disjoints et de rendre exploitable un ensemble de
nœuds hétérogènes disséminés sur le réseau WAN (i.e. Internet). La virtualisation a ensuite
fait évoluer les grilles vers le concept du cloud computing où les nœuds sont désormais des
machines virtuelles instanciées à la demande auprès de fermes de serveurs également dis-
séminées sur le réseau WAN. Par rapport aux infrastructures réseau rencontrées au niveau
d’une grappe, le réseau WAN est caractérisé par une forte latence et une faible bande
passante.
Les solutions traditionnellement mises en œuvre pour l’accès aux données sur la grille
vont de la recopie des données sur le nœud de calcul par un ordonnanceur à l’utilisation de
librairies spécifiques. L’utilisation de ces librairies reporte le problème de la transparence
d’accès aux données au niveau du programmeur. Les ordonnanceurs de grille, quant à eux,
provoquent la recopie des données d’entrée sur un nœud de calcul, lancent l’application
puis procèdent à l’acquisition des fichiers de résultats. Cette approche induit des transferts
dont la granularité est le fichier ainsi que des problèmes de cohérence des données.
Les Systèmes de Gestion de Fichiers (SGF) permettent de structurer, classer et accéder
à des contenus selon une approche hiérarchique fondée sur la notion de fichiers et de
répertoires. Les données utilisateurs sont contenues dans des fichiers et les informations
qui permettent de structurer ces données se nomment les métadonnées.
1Décrypton http://www.decrypthon.fr/
2Folding@Home http://folding.stanford.edu/
3LHC http://lcg.web.cern.ch/LCG/
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Un système de fichiers pour grille permet un accès souple et transparent aux données
en tout point de la grille via un espace de noms global. Les problèmes liés à la transparence
d’accès et à la cohérence des données sont alors pris en charge par le système de fichiers. Les
systèmes de fichiers pour grappe ne sont pas adaptés aux environnements de type grille du
fait des multiples domaines administatifs, de la présence de pare-feux et de la forte latence
des communications.
Dans ce mémoire, nous nous intéressons à la problématique de l’accès aux données dans
le contexte des grilles. Pour cela, nous avons conçu et implémenté le système de fichiers
pour grille VisageFS qui est la composante système de fichiers du projet Rntl4 ViSaGe
(Virtualisation du Stockage appliquée aux Grilles informatiques). Ce projet adresse la pro-
blématique de la mobilisation de ressources de stockage hétérogènes largement disséminées,
de l’accès et du partage de données au sein d’environnements de type grille.
Le système de fichiers VisageFS permet à toute application faisant usage de l’API Po-
six[Pos] un accès souple et transparent aux données via un espace de noms global. Il a
également été doté de fonctionnalités avancées qui permettent de contourner la latence qui
est la caractéristique première des grilles. La mise en œuvre de ces fonctionnalités avancées
permet d’accroître la performance des applications qui s’exécutent sur la grille via une
utilisation transparente de ressources de stockage locales.
Dans la suite de ce mémoire, la dénomination ’application Posix’ fera simplement
référence à une application faisant usage de l’API Posix. Vis à vis de la norme Posix,
VisageFS ne dispose que d’un support partiel de celle-ci.
Contributions
La transparence d’accès aux données, pour toute application Posix exécutée en l’état
sur la grille, est assurée par la présence d’un espace de noms global.
Les communications sur la grille sont fortement impactées par la latence ce qui peut se
traduire par une forte dégradation des performances et de la réactivité des applications.
Nous avons donc développé au niveau de VisageFS des fonctionnalités avancées qui
permettent, en toute transparence vis à vis des applications, de réduire les communica-
tions et ainsi de contourner la latence. Nous nous appuyons pour cela sur l’architecture
symétrique de ViSaGe où tout nœud est à la fois client et serveur. Chaque nœud de la
grille participe ainsi aux capacités de stockage globales en mettant à disposition tout ou
4
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partie de son espace de stockage. Le composant ViSaGe en charge de la virtualisation du
stockage fédère alors ces différents espaces de stockage issus des nœuds de la grille.
Le stockage dynamique local est la première fonctionnalité avancée de VisageFS. Cette
fonctionnalité permet à toute application Posix, évoluant au sein de l’espace de noms de
VisageFS, d’exploiter de façon transparente une ressource de stockage locale au nœud où
elle se trouve. Les données ainsi stockées localement bénéficient des performances intrin-
sèques aux ressources de stockage locales tout en disposant d’une visibilité à l’échelle de la
grille. Il est ainsi possible de tirer parti des avantages liés à l’utilisation du répertoire /tmp
sans en subir les inconvénients.
La fonctionnalité avancée des répertoires translucides dote VisageFS d’une sémantique
Posix dont la portée peut être ajustée à un niveau site ou nœud vis à vis d’un répertoire.
Si l’on considère le cas d’un workflow comprenant des phases de traitements parallèles
indépendants utilisant un même répertoire de sortie, le maintien d’une cohérence de niveau
grille vis à vis de ce répertoire est à la fois coûteux et inutile. En réduisant la visibilité de
ce répertoire de sortie à un niveau site ou à un niveau nœud, nous réduisons le trafic réseau
lié au maintien de la cohérence de l’espace de noms. Les métadonnées présentes au sein de
ce répertoire de sortie ou de sa sous-arborescence peuvent ainsi faire état d’une cohérence
de niveau site ou de niveau nœud.
A l’issue des phases de traitements indépendants, nous faisons apparaître à l’échelle
de la grille l’ensemble des fichiers générées au niveau du répertoire de sortie. Pour cela,
nous étendons la portée de la sémantique Posix de ce répertoire jusqu’au niveau grille. A
cette fin, VisageFS procède simplement à la modification d’une métadonnée de l’espace de
noms. Le temps pris par cette opération peut se résumer à celui nécessaire à l’obtention
d’un verrou en écriture auprès du composant ViSaGe en charge de la gestion de la cohé-
rence. Cette opération fait ainsi preuve d’une grande efficacité.
Les fonctionnalités avancées que nous venons d’introduire s’appliquent avec une granu-
larité très fine et s’activent à la demande via les attributs étendus de VisageFS. Ces attri-
buts étendus permettent aux applications et aux utilisateurs d’influer sur le comportement
du système de fichiers via l’utilisation d’appels système standard. Ces attributs étendus
servent également à collecter des traces d’utilisation de VisageFS et des autres composants
(e.g. chronomètres des appels système, quantité de données transférées, nombre d’appels
réseau etc).
Le gain en performance apporté par la mise en œuvre de ces fonctionnalités avancées a
été évalué via l’exécution d’une application et de différents benchmarks sur la plateforme
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matérielle ViSaGe configurée en grille. Cette plateforme comporte 12 nœuds interconnectés
par un commutateur Ethernet gigabit. Les nœuds ont été répartis au sein de différents ré-
seaux privés virtuels (vlans) où chacun d’eux représente un site. Au moyen du module noyau
Network Emulator (cf. annexe C), nous avons ajouté de la latence dans les communications
entre nœuds situés sur des vlans distincts. La mise en œuvre de latences additionnelles au
niveau du système est transparente pour les utilisateurs et les applications. Ceci nous a
permis d’observer le comportement de la solution ViSaGe à travers l’évolution de la latence
lors des évaluations de performances.
Plan du mémoire
Le premier chapitre introduit les grilles, la problématique de l’accès aux données dans
ces environnements et le projet ViSaGe avec une brève description de chacun de ses com-
posants. Le second chapitre est un état de l’art des systèmes de fichiers pour grille. La
conception et l’implémentation du système de fichiers VisageFS et de ses fonctionnalités
avancées sont exposées dans le chapitre 3. Le quatrième chapitre est une évaluation du gain
en performance apporté par la mise en œuvre des fonctionnalités avancées de VisageFS.
Nous concluons et nous donnons enfin des perspectives d’évolution de ViSaGe dans le cha-
pitre 5.
Ce mémoire est également pourvu d’une première annexe qui présente les solutions de
stockage dans les grappes, c’est-à-dire les SANs, NAS et OSDs. La seconde annexe intro-
duit l’intergiciel de grille Globus et la troisième annexe est une description de la solution
retenue pour émuler un réseau WAN sur un LAN.
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Les Grilles et le Stockage
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Le concept de la grille a émergé à la fin des années 90 [FK98b, FKT01]. Son esprit
s’apparente à celui d’un réseau électrique dans lequel on branche un appareil qui se met
alors à fonctionner. La transposition de ce concept au monde de l’informatique [Sob03] a
bousculé les conventions mais a aussi permis d’envisager une consolidation à grande échelle
des ressources informatiques.
Historiquement, les grilles ont commencé par exploiter la puissance de calcul des nœuds
présents sur Internet, ce sont les grilles de calcul. L’avènement du monde de l’ordinateur
personnel (PC) et le développement d’Internet ont rendus accessible un nombre sans cesse
croissant de machines suréquipées en terme de puissance processeur, capacité mémoire
et espace de stockage. Or, la plus grande proportion de ces machines sont exploitées par
des applications tels que : la bureautique, les jeux ... qui sont peu exigeantes en terme
de besoins en performance au vue de la puissance de calcul et de la capacité de stockage
dont sont dotées ces machines. Ce constat a eu pour conséquence l’apparition de nombreux
projets opérant selon le principe du vol de cycles c’est-à-dire l’exploitation du processeur
lorsque celui-ci n’est pas ou peu utilisé (grid scavenging). L’un des plus connus, le projet
Seti@Home [ACK+02], a pour ambition la recherche de formes de vies extra-terrestre à
partir de l’analyse de signaux captés par des radiotélescopes.
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En parallèle à l’apparition et au développement des grilles de calcul sont apparues les
grilles de données. L’objectif premier des ces dernières est l’agrégation des ressources de
stockage et la mise à disposition d’espaces de stockage virtuels pour le partage de données.
Parmi les grilles de données, on peut notamment citer le projet Napster qui à la fin des
années 90 permettait l’échange de fichiers multimédia à grande échelle.
1.1 Définition et problématique des Grilles
D’un point de vue structurel, les grilles peuvent être classées en deux catégories avec
d’une part les grilles de type grappes de grappes et d’autre part les grilles de type pair-à-
pair (P2P).
Les grilles de type pair-à-pair se composent de nœuds dont le seul point commun est
leur connectivité à l’égard du réseau Internet. Elles sont caractérisées par les points sui-
vants :
• Une forte dynamicité dans l’apparition et la disparition des ressources,
• Une absence de confiance entre les sites,
• L’utilisation d’un réseau virtuel mis en œuvre par des tables de hachage distribuées
(DHT [ZKJ01, SMK+01, RD01]). Ainsi, deux nœuds ne peuvent entrer en commu-
nication qu’en faisant usage du réseau virtuel.
Très utilisées du grand public, les grilles de données de type pair-à-pair permettent
l’échange de contenus multimédia au moyen de protocoles tels que BitTorrent, eDonkey ou
encore FreeNet [CMH+02].
Les grilles de type grappes de grappes sont une fédération, de centres de calcul ou de
grappes de nœuds, caractérisée par les points suivants :
• Une stabilité des ressources,
• Une confiance entre sites,
• Des domaines administratifs disjoints au sein desquels se trouvent des ressources et
des utilisateurs,
• Des pare-feux par le biais desquels sont mis en œuvre des politiques de sécurité
propres à chaque site.
La figure 1.1 est un exemple de ce type de grille.
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Fig. 1.1 – Architecture d’une grille au sens grappe de grappes.
Les systèmes d’informations traditionnellement utilisés dans les centres informatiques
d’entreprise ou les centres de calcul académique (e.g. NIS, LDAP, Active Directory . . .)
bornent les ressources et les utilisateurs au sein d’un domaine administratif propre à ces
centres.
Une organisation virtuelle (OV) permet de regrouper un ensemble d’utilisateurs et de
ressources répartis sur les sites participant à la grille (fig. 1.2). Elle permet ainsi de s’étendre
au-delà des frontières de domaines administratifs.
Fig. 1.2 – Les organisations virtuelles.
Afin d’exploiter efficacement un ensemble de ressources hétérogènes, il faut pouvoir
donner à l’utilisateur une vision abstraite et unifiée de celles-ci.
Pour satisfaire à ces exigences d’abstraction, de sécurité et d’accès aux ressources de la
grille, des intergiciels ont été développés. Leur objectif est de permettre l’interopérabilité
d’un ensemble de services qui s’exécutent sur des plateformes hétérogènes largement dis-
séminées. Parmi ces intergiciels nous pouvons citer Globus Toolkit 4 (cf. annexe B) qui au
moyen de services de grille permet l’interopérabilité entre des services déployés sur la grille.
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Dans la suite de ce mémoire, nous nous intéressons uniquement aux grilles de type
grappes de grappes que nous désignerons simplement sous l’appellation la grille.
1.1.1 Accès et utilisation d’une Grille
Pour pouvoir introduire un certain nombre de points relatifs à la grille, nous allons par-
tir d’un exemple dans lequel un utilisateur soumet un ensemble de tâches pour exécution
sur la grille. La figure 1.3 présente un exemple de grille :
Au niveau grille se trouve le portail de grille qui sert de point d’entrée aux utilisateurs
finaux. A ce niveau se trouvent le contrôleur de grille et le contrôleur d’exploitation. Ces
derniers permettent le contrôle et la mise en application de politiques globales telles que
l’appartenance de ressources et d’utilisateurs à une OV. Ces contrôleurs hébergent le sys-
tème d’information de la grille, mettent en application les droits utilisateurs et centralisent
le monitoring des ressources de la grille.
Au niveau site se trouve le portail de site qui donne accès aux ressources du site. Ce
portail est hébergé par un nœud frontal généralement présent en zone démilitarisée (DMZ).
Il assure le transit des communications entre les nœuds du site et l’extérieur. Le portail de
site héberge les services de grille du site auxquels les pare-feux doivent permettre l’accès.
Ces services de grille mettent en œuvre les politiques globales décidées par le niveau grille.
Le niveau grille soumet des tâches au portail de site qui les ordonnance sur les ressources
de son site. Ce portail sert également à faire remonter au niveau grille l’état des ressources
du site.
Au niveau nœud se trouve l’ensemble des nœuds de calcul et des ressources de stockage
mis à disposition de l’organisation virtuelle. Les applications des utilisateurs de la grille
s’exécutent sur ces nœuds. Les ressources de stockage sont gérées par les services de grille
des niveaux supérieurs et mises à disposition des applications.
En préambule à la soumission de tâches sur la grille, l’utilisateur doit s’authentifier vis
à vis de l’organisation virtuelle dont il fait partie. L’utilisateur contacte ensuite le portail
de grille pour pouvoir soumettre, suivre et contrôler l’évolution des tâches de son workflow.
Si les données exploitées par les tâches ne sont pas déjà présentes sur la grille, l’utilisateur
devra alors procéder à leur transfert (GridFTP).
L’utilisateur procède ensuite à une réservation de ressources dans laquelle il est par
exemple possible de préciser l’architecture des nœuds sur lesquels doit s’exécuter l’appli-
cation (e.g. x86_64, SPARC . . .). En fonction de politiques, de qualités de services et de
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Fig. 1.3 – Accès et utilisation de services de grille.
l’état de la grille, l’ordonnanceur de niveau grille sélectionne les ressources de calcul puis
contacte les ordonnanceurs situés sur les différents portails de site pour la soumission des
tâches.
En préambule à l’exécution d’une tâche, les données utilisées par l’application sont re-
copiées sur les nœuds de calcul. Durant l’exécution, ces derniers renvoient périodiquement
des informations sur l’état de leurs ressources. Ces informations sont collectées et synthé-
tisées par le niveau site qui les propage au niveau grille. L’utilisateur est ainsi en mesure
de suivre le déroulement de son workflow. A la fin de l’exécution, les données générées
sont collectées depuis les nœuds de calcul. Ces opérations de copie des données d’entrée et
d’acquisition de résultats (GridFTP) sont prises en charge par l’ordonnanceur de niveau
site. Une fois l’ensemble des tâches terminées, l’utilisateur contacte le portail de grille pour
procéder à l’acquisition des résultats de son workflow.
Nous avons présenté l’utilisation de la grille d’un point de vue utilisateur. Dans la
section suivante, nous abordons la façon dont les données sont gérées et accédées par les
applications lors de leur exécution sur la grille.
1.2 L’accès aux données dans la grille : constat
Si la grille permet de disposer d’une grande puissance de calcul, encore faut-il pouvoir
permettre aux applications un accès efficace, souple et transparent aux données. Toutes
les applications ont besoin de réaliser des entrées/sorties sur des données et ce dans des
proportions très diverses.
Sur ce point, la grille est en fait confrontée à deux problèmes que sont d’une part la
mobilisation et la fédération de ressources de stockage et d’autre part la nécessité de per-
mettre aux applications qui s’exécutent sur la grille un accès souple et transparent aux
données présentes sur ces ressources.
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La mobilisation de ressources de stockage
Le problème de l’accès à la ressource physique de stockage n’est pas spécifique à la
grille. En effet, l’exploitation de ces ressources s’effectue par le biais d’un système déjà
en place comme par exemple une base de données ou un système de fichiers. Cependant,
l’export de ressources locales à un nœud par le système de fichiers ou la base de données
fait que ces ressources ne pourront être accédées que par le client ad hoc. Des problèmes
d’interopérabilité, de visibilité et d’intégration avec les outils de management de ressources
des intergiciels de grille se posent alors.
Le stockage orienté objet (OSDs) permet l’export de ressources de type disque au
moyen du protocole iSCSI. Les SRMs [srm08, SSG02, SSG04] (Storage Resource Manage-
ment) étendent les possibilités d’export aux ressources telles que les bandes magnétiques et
les systèmes de stockage hiérarchiques. Les SRMs présentent une interface de type fichier.
Ils permettent la réservation d’espace de stockage selon différentes classes qui définissent
une durée de vies des données. Les SRMs ne disposent pas de mécanisme de transport de
données, ils font pour cela appel à un outil tel que GridFTP par exemple.
L’accès aux données
Une application appelée à s’exécuter sur la grille peut être décrite au moyen d’un
langage de spécification [ABD+05]. La description qui en résulte contient notamment les
références aux données qui seront utilisées par l’application. Cette information va alors
être exploitée par les ordonnanceurs des niveaux grille et site pour procéder à la création
d’une copie des données d’entrées sur les nœuds où l’application va s’exécuter. Cela sup-
pose néanmoins que les nœuds de calcul disposent de ressources de stockage en adéquation
avec le volume des données d’entrée. Dans le cas contraire l’application échouera.
Il existe différentes solutions au problème du stockage dans la grille tels que les in-
tergiciels SRB [BMRW98] (Storage Resource Broker), IBP [PBE+99] (Internet Backplane
Protocol) et NeST [BVL+03] ou encore le service de grille OGSA-DAI [KAA+05, OGS]
de Globus. Leur point commun est de faire appel à une API particulière associée à une
librairie qui rendent les applications dépendantes de l’intergiciel. A noter la librairie Globus
XIO [ABKL05] qui par le biais de plugins permet l’accès à un large spectre de sources de
données mais où l’application utilisatrice reste liée à la librairie.
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Constat : pas de transparence d’accès aux données Les solutions évoquées qui
permettent l’accès aux données sur la grille vont de la recopie des données sur le nœud de
calcul à l’utilisation de librairies :
• Les phases de transferts de données effectuées avant et après l’exécution d’une ap-
plication sur la grille s’opèrent avec une forte granularité (e.g. fichier) et requièrent
une description exhaustive des données accedées,
• Une application liée à une librairie induit non seulement un problème de dépendance
vis à vis de cette librairie mais également des problèmes d’interopérabilités avec des
ressources accessibles via d’autres librairies.
Il apparaît ainsi qu’accéder à des données sur la grille se retrouve soit à la charge du
programmeur soit requiert des actions spécifiques de la part de l’ordonnanceur.
La transparence dans l’accès aux données sur la grille passe par la présence d’un espace
de noms global et par une indépendance de l’application vis à vis de l’intergiciel sous-jacent.
Nous introduisons à présent le projet ViSaGe qui satisfait notamment aux objectifs de
transparence d’accès aux données sur la grille. Le système de fichiers pour grille VisageFS
permet en effet aux applications Posix un accès souple et transparent aux données en tout
point de la grille indépendamment de tout intergiciel ou librairie d’accès aux données.
1.3 Le projet ViSaGe
L’objectif du projet ViSaGe est la réalisation d’un système de stockage souple et perfor-
mant à destination des grilles informatiques. ViSaGe est un intergiciel de grille open-source
qui adresse la problématique du partage et de la mobilisation des ressources de stockage
distribuées sur une grille informatique. Cet intergiciel comprend notamment un système de
fichiers pour grille qui s’appuie sur une abstraction des ressources de stockage hétérogènes
fournie par une couche de virtualisation du stockage. Cette abstraction est partagée par
tous les nœuds sur lesquels notre intergiciel est déployé.
ViSaGe [TFM05, TMJ06] est un projet Rntl pré-compétitif démarré en 2005 en par-
tenariat avec les entreprises Eads5, CS-SI6 et Seanodes7.
La société Seanodes est un éditeur de logiciels spécialisé dans la gestion du stockage à
5http://www.eads.net
6http://www.c-s.fr
7http://www.seanodes.com
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l’échelle d’une grappe de nœuds. Leurs solutions permettent notamment une virtualisation
des ressources de stockage des nœuds d’un grappe qu’ils exploitent via différentes politiques
de placement de données innovantes. La virtualisation du stockage à l’échelle d’une grille
de grappes représente une opportunité d’évolution de leur solution.
La société CS est un concepteur, un intégrateur et un opérateur de systèmes critiques.
Elle est impliquée à la fois sur les aspects recherche, développement et exploitation indus-
trielle des grilles. La solution ViSaGe va leur permettre d’une part de faciliter le déploie-
ment d’applications sur la grille et d’autre part de mettre à disposition de ces applications
différents espaces de stockage en adéquation avec les besoins exprimés par leurs clients (e.g
confidentialité, disponibilité, performance). Cette souplesse passe notamment par la mise
en œuvre d’un système d’information de niveau grille.
La société Eads est un groupe industriel du secteur de l’industrie aéronautique et spa-
tiale civile et militaire. Cette société exploite les grilles de manière industrielle au travers
de workflows qui peuvent faire appel à des applications propriétaires ou non. Eads est
impliqué dans plusieurs projets de grille en collaboration avec d’autres industriels tels que
Astrium ou Airbus. L’objectif est d’évaluer la maturité des produits au travers du déploie-
ment, l’intégration et la performance des applications dans un contexte industriel.
Le laboratoire Irit est une unité mixte de recherche (UMR). Le projet ViSaGe a per-
mis un certain nombre de travaux de recherche dans la thématique des grilles tels que
les systèmes de fichiers, l’administration et le monitoring, la réplication des données ou
encore l’exclusion mutuelle. Le déploiement d’une infrastructure de test a ensuite permis
de valider un certains nombre de points vis à vis de nos travaux de recherche.
Voici à présent quelques-uns des points relatifs aux fonctionnalités de ViSaGe :
• Agréger et abstraire les ressources de stockage disséminées sur la grille sous la forme
d’espaces virtuels. Disposer d’une API pour un accès homogène en mode objet à ces
espaces virtuels,
• Disposer de différentes politiques de placement de données et de réplication pour
être en adéquation avec les besoins exprimés par les utilisateurs (e.g espace de tra-
vail temporaire, espace hautes performances etc),
• Présenter un espace de noms global par organisation virtuelle qui permettent un ac-
cès souple et transparent aux données. Garantir la consistance séquentielle et mettre
en œuvre l’API Posix,
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• Donner la possibilité d’affecter des propriétés à des fichiers ou des répertoires de
l’espace de noms pour une mise en œuvre souple de différentes qualités de service,
• Disposer d’outils d’administration et de monitoring qui permettent la gestion et le
suivi de ressources depuis les niveaux nœud, site et grille.
La virtualisation à l’échelle de la grille des ressources de stockages, notamment celles
présentes au niveau des nœuds de calcul, permet de mieux exploiter les ressources exis-
tantes. La virtualisation permet ainsi un accès homogène à des ressources hétérogènes
largement disséminées. Ces ressources sont agrégées pour former des espaces virtuels pos-
sédants différentes qualités de service (e.g entrelacement et réplication) selon les besoins
exprimés par les utilisateurs. Ces espaces virtuels, accessibles à tous les nœuds où ViSaGe
est déployé, sont appelés à contenir des objets sur lesquels est garantie l’atomicité des
opérations de lectures et d’écritures.
La mise en œuvre dans ViSaGe d’une architecture symétrique fait que tout nœud par-
ticipant à la grille est à la fois client et serveur. Cette symétrie est d’une part nécessaire du
fait de la virtualisation des ressources de stockage propres aux nœuds de la grille et d’autre
part elle permet de décentraliser la gestion des services partout sur la grille. Vis à vis d’un
service centralisé, nous évitons ainsi les goulots d’étranglement et les éventuels accès via le
WAN si le service est situé sur un site distant. De plus, la capacité que présente les nœuds
à endosser n’importe quel rôle permet de rendre ViSaGe plus tolérant aux pannes et de
mieux s’adapter aux évolutions de la grille.
VisageFS est la composante système de fichiers de l’intergiciel ViSaGe. Il représente
l’interface par laquelle les applications accèdent aux données stockées dans ViSaGe. Vi-
sageFS implémente l’API Posix, respecte l’atomicité des opérations de lectures et d’écri-
tures, met en œuvre une consistance séquentielle et rend visible à l’échelle de la grille la
modification d’une donnée au sein d’un fichier ouvert. VisageFS présente un espace de
noms global par organisation virtuelle. Cet espace de noms permet aux applications un
accès transparent aux données c’est-à-dire indépendamment de toute information quant
à la localisation physique des données. VisageFS permet le travail collaboratif entre ap-
plications qui s’exécutent sur les nœuds de la grille et simplifie également leur déploiement.
VisageFS offre la possibilité d’affecter des propriétés au sein de l’espace de noms. Cela
permet d’influer de façon très souple sur le modèle de cohérence ou encore sur la politique
de réplication par exemple. L’approche objet du stockage des données et des métadonnées
dans VisageFS va par exemple permettre de tenir compte de la popularité des premières
minutes d’un vidéo en répliquant fortement les objets correspondants. Le stockage des mé-
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tadonnées sous la forme d’objets combiné à l’architecture symétrique de ViSaGe permet
de rendre tout nœud autonome vis à vis des opérations relatives à l’espace de noms global.
La caractéristique première d’une grille est la latence. Celle-ci affecte les communica-
tions sur le WAN avec pour conséquence une réduction de la performance des applications
à l’origine de ces communications. VisageFS est doté de fonctionnalités avancées qui tirent
parti de l’architecture symétrique de ViSaGe et de la virtualisation des ressources de sto-
ckage des nœuds de la grille. Ces fonctionnalités avancées permettent de réduire de manière
significative le trafic réseau contournant ainsi la latence et permettant donc d’accroître la
performance des applications qui s’exécutent sur la grille.
Les travaux que nous avons menés nous ont permis d’aboutir, à ce jour, à une plateforme
ViSaGe déployée sur une infrastructure matérielle d’expérimentation. Cette infrastructure
compte 12 nœuds organisés en une grille de 3 sites via une utilisation combinée de vlans et
du module NetEm (cf. annexe C) de Linux. Cette plateforme fournit un service de virtua-
lisation de ressources de stockage hétérogènes en volumes logiques accessibles de manière
transparente par l’utilisateur et ses applications.
A l’époque du démarrage du projet (2004), il n’existait pas de solution open-source de
virtualisation du stockage à l’échelle de la grille et qui permettent aux applications Posix
un accès transparent aux données sans dépendance envers une librairie.
Le Storage Resources Broker [BMRW98] (SRB) du San Diego Supercomputer Center est
un intergiciel de grille de gestion de données. Via des PSRs (Physical Storage Resources),
SRB permet d’homogénéiser l’accès à des ressources de type systèmes de fichiers et base de
données notamment auxquelles il donne accès via un espace de noms global. SRB met en
œuvre un catalogue central des métadonnées (MCAT) et n’est pas open-source. A l’image
d’IBP [PBE+99], SRB impose aux applications l’usage d’une librairie dotée d’une API
spécifique. Le chapitre relatif à l’état de l’art aborde les systèmes de fichiers pour grille.
D’une manière générale, ViSaGe dispose d’une souplesse accrue vis à vis des autres
intergiciels avec notamment la possibilité d’affecter des propriétés dans l’espace de noms
qui permettent, de manière souple et fine, d’influer sur le comportement de ViSaGe.
Nous abordons à présent l’architecture logicielle du projet ViSaGe.
1.3.1 Architecture logicielle de ViSaGe
Comme nous venons de le voir, la grille est organisée en trois niveaux différents : le
niveau nœud qui regroupe les ressources de stockage et de calcul, le niveau site qui cor-
respond à un domaine administratif distinct et impose ses propres politiques de sécurité,
et enfin le niveau grille qui permet l’interconnexion entre plusieurs sites. L’architecture
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logicielle de ViSaGe est déployée sur chaque niveau de l’infrastructure grille. Elle est struc-
turée autour de 5 composants fondamentaux :
• VCom est le composant qui assure toutes les communications entre les composants
de ViSaGe. Il prend également en charge le routage des communications entre sites,
• VRT est le composant en charge de la virtualisation du stockage. Il procède aux
agrégations logiques des ressources de stockage,
• VCCC est le composant qui fournit les mécanismes de gestion de la concurrence des
accès et de gestion de la cohérence et de la consistance garantissant un état valide
des données accédées de manière concurrente,
• AdMon est le composant d’administration et de monitoring pour contrôler et gérer
l’ensemble des ressources tant physiques que logiques,
• VisageFS est le composant qui réalise le système de gestion de fichiers pour grille,
Les composants VisageFS, AdMon et VCCC ont été développés par l’Irit. Les compo-
sants VRT et VCom ont été développés par la société Seanodes. La société CS-SI a pour sa
part réalisé le portail et les contrôleurs de grille qui interagissent avec le composant AdMon
et les services de grille Globus GT4. Le choix de Globus a été imposé par nos partenaires
qui en faisaient déjà usage.
Nous allons maintenant détailler brièvement les fonctionnalités de chacun des compo-
sants logiciels de ViSaGe dans les paragraphes suivants :
Le composant de communication (VCom) : Les communications dans une configu-
ration grille sont plus complexes à mettre en œuvre que dans le cadre d’une grappe. La
présence de zones démilitarisées qui résultent de la mise en œuvre de stratégies de sécurité
locales ne permet pas un accès direct aux nœuds d’un site. Il est de plus très courant
que les noms des nœuds d’une grappe soient en relation avec un adressage privé local (i.e.
192.168.x.x).
Le composant VCom dispose donc d’un certain nombre de fonctionnalités que sont :
• capacité de routage intra-nœud, intra-site et inter-sites,
• mécanisme de RPC,
• tunnels de communications chiffrés pour le transport de données.
VCom est présent sur tous les nœuds de la grille. Il est formé de trois parties :
• Un module noyau vcomk est installé sur les nœuds de calcul et de stockage. Il implé-
mente un mécanisme de boîtes aux lettres pour des messages de petites tailles. Ce
module assure les communications entre les composants au sein d’un même nœud,
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• Un démon de communication réseau vcomd est installé également sur tous les nœuds.
Il permet des communications transparentes entre composants situés sur des nœuds
d’un même site,
• Le démon de communication réseau vcomg est présent sur les nœuds frontaux des
sites où il assure le routage des communications inter-sites. Dans ViSaGe, chaque
composant est identifié par un triplet <site,nœud,composant>.
Ce partitionnement des fonctionnalités du composant VCom avait été retenu pour per-
mettre des communications simples entre des composants en espace noyau d’une part et
des composants en espace utilisateur d’autre part. Tous les composants de ViSaGe ont en
fait été implémentés en espace utilisateur limitant ainsi l’intérêt du module noyau vcomk.
Pour les transferts de données en volume, un principe de tunnels de communication a
été mis en œuvre. Ces tunnels font appel à un mode connecté contrairement aux messages
qui transitent par les boîtes aux lettres de vcomk. Pour préserver l’intégrité des données
notamment lors des transferts sur le réseau WAN, les tunnels VCom ont la possibilité d’être
chiffrés (SSL).
A noter que préalablement au démon vcomg, les communications inter-sites étaient
implémentées sous la forme d’un service de grille Globus GT4 au format WSRF. Cette
approche permettait de bénéficier de l’infrastructure et des services de découvertes de Glo-
bus sans nécessiter l’ouverture d’un port supplémentaire au niveau des pare-feux. Cette
solution a cependant été abandonnée du fait de l’instabilité du conteneur C de Globus et
des contre-performances induites par l’utilisation de SOAP.
Récemment, nous avons développé une nouvelle version du composant VCom où les
fonctionnalités précédemment décrites ont été fusionnées au sein d’une seule entité. Plus
de détails sont donnés dans la section 3.4.6 relative à l’évolution des composants de ViSaGe.
Le composant de virtualisation (VRT) : Le composant de virtualisation agrège les
ressources de stockage présentes sur les sites de l’OV, en fonction de caractéristiques in-
trinsèques telles que la latence et la bande passante par exemple, en espaces de stockage
virtuels. Ces espaces virtuels sont découpés en volumes logiques au sein desquels sont crées
des conteneurs de stockage en fonction de caractéristiques d’utilisation comme par exemple
un espace utilisateur (home directory) ou encore un espace hautes performances. Ces conte-
neurs sont mis à disposition du système de fichiers VisageFS.
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Au moyen d’une interface orientée objet, le composant VRT sert les requêtes décrites
ci-après :
• création / destruction d’un volume logique,
• lecture / écriture du superblock d’un volume logique,
• création / destruction d’un conteneur de stockage,
• création / destruction / lecture / écriture d’un objet au sein d’un conteneur.
Le superblock d’un volume logique contient un certain nombre de métadonnées propres
à VisageFS. Les conteneurs sont une abstraction dédiée au stockage d’objets sémantique-
ment dépendants. Au final, c’est avec ces conteneurs qu’interagit le système de fichiers
VisageFS lors d’opérations relatives aux objets.
Récemment, nous avons développé une nouvelle version du composant VRT où nous
faisons appel au même modèle que les autres composants développés à l’Irit. Plus de dé-
tails sont donnés dans la section 3.4.6 relative à l’évolution des composants de ViSaGe.
Le composant de gestion de la concurrence et de la cohérence (VCCC) : Le
composant VCCC est constitué de deux modules. Seule la partie gestion de la concurrence
(VCCC_concurrency) a été développée.
Le composant VCCC_concurrency implémente au moyen de bails les mécanismes né-
cessaires à la gestion de la concurrence des accès. Il dispose également de vecteurs de
versions. Ce composant est à la fois exploité par les composants VRT et VisageFS.
L’architecture du VCCC_concurrency est constituée d’un serveur centralisé et de caches
de verrous présents sur chaque nœud. La gestion du cache de verrous propre à chaque nœud
est assurée par une instance locale du composant VCCC_concurrency.
Un mécanisme d’invalidation par fonction de rappel a aussi été implémenté. Lors de
l’acquisition d’un verrou, l’acquéreur a la possibilité d’ajouter un argument de type opaque.
Cet argument qui est propagé lors de la révocation permet par exemple de préciser la raison
de l’invalidation et est notamment exploité par le cache de métadonnées de VisageFS.
Trois types de verrous sont mis en œuvre par le VCCC_concurrency : Read, Write et
Open. Un verrou Open sera attribué au premier nœud effectuant un appel système open.
Les autres clients demandeurs de ce même verrou récupéreront en retour l’identité du nœud
disposant actuellement du verrou. Contrairement aux verrous Read et Write, l’appel au
verrou Open est non bloquant [OTJM09].
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Le composant d’administration et de monitoring (AdMon) : Le composant Ad-
Mon est formé de deux modules : l’un d’administration et l’autre de surveillance (moni-
toring). Chaque module est formé de trois composants adoptant une architecture calquée
sur celle de la grille et est déployé au niveau nœud, au niveau site et au niveau grille.
Le module de monitoring collecte des informations pertinentes sur les nœuds de sto-
ckage, les nœuds de calcul et les frontaux. Les informations collectées sont utilisées pour
faire des statistiques sur l’utilisation des ressources systèmes (CPU, disque, réseau) et sur
les accès aux différentes données stockées par ViSaGe; on peut de la sorte informer le VRT
afin qu’il puisse adapter la politique de placement.
Le module d’administration est dédié à l’administration des composants de ViSaGe
installés aussi sur les nœuds de stockage, les nœuds de calcul et les frontaux. Par exemple,
un administrateur de site peut inscrire une nouvelle ressource de stockage et de calcul qui
pourra dès lors être utilisée pour la virtualisation du stockage. Les tâches d’administration
de ViSaGe sont accessibles par ce module qui propage les actions vers les autres compo-
sants de ViSaGe distribués sur la grille.
L’architecture adoptée d’AdMon lui permet d’une part de propager les informations
collectées, et d’autre part d’intervenir, si nécessaire, pour améliorer la gestion du stockage
et l’accès aux données en s’appuyant sur ces informations collectées. La communication
entre les composants d’administration et les composants de monitoring est faite par l’in-
termédiaire de VCom.
Afin d’établir une communication entre un utilisateur humain et ViSaGe, un service de
grille a été développé. Ce service sert uniquement d’interface de communication incluant
les méthodes de gestion de la virtualisation et de visualisation de l’état des nœuds. Ce
service de grille respecte le standard WSRF. Il est déployé sur les frontaux des sites de la
grille [TOJM08, TJM08].
Le composant système de fichiers (VisageFS) : Le composant VisageFS fournit
aux utilisateurs et aux applications exécutées sur la grille un accès souple et transparent
aux données. VisageFS associe un espace de noms global à chaque organisation virtuelle
constituée au minimum d’un volume logique racine qui représente le point d’entrée propre
à une OV. Comme tous les autres composants de ViSaGe, il est présent sur tous les nœuds
où il est nécessaire d’accéder à l’espace de noms d’une OV. Tous les nœuds disposent d’une
seule et même vision de l’ensemble des données et métadonnées propres à l’OV, quelque
soit le point de montage de cet espace de noms dans l’arborescence locale à chaque nœud.
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VisageFS met en œuvre une sémantique Posix dont la portée est ajustable. Les appli-
cations qui font usage de l’API Posix s’exécutent sans aucun pré-requis du fait de la mise
en œuvre de Fuse [FUS] au sein de VisageFS. Ce point est présenté de façon détaillée dans
le chapitre relatif à VisageFS.
VisageFS prend en charge la gestion des métadonnées et l’accès aux données sans au-
cune distinction entre données et métadonnées. Elles sont toutes des objets du système de
fichiers stockés au sein de conteneurs rattachés à un volume logique. Le stockage effectif
des données et métadonnées est assuré par le VRT. L’unicité d’un objet est garantie sur la
base d’un triplet comprenant le numéro de volume logique, de conteneur et d’inode, soit
<lv,can,ino>.
La gestion des métadonnées est distribuée sur les nœuds de la grille. Chaque nœud a
ainsi la capacité à effectuer toutes les opérations relatives à l’espace de noms. VisageFS
dispose d’un cache de métadonnées dont la cohérence est assurée à l’échelle de la grille via
les callbacks du VCCC_concurrency.
VisageFS dispose d’attributs étendus par le biais desquels la couche applicative peut
influer sur le placement des données et les sur les différents modes de cohérence. Ces
points constituent des avancées destinées à l’amélioration de l’exécution d’applications sur
la grille. Ils sont présentés de façon détaillée dans le chapitre relatif à VisageFS.
1.3.2 Interaction entre les composants de ViSaGe
Pour mettre en évidence les interactions entre les différents composants de ViSaGe,
nous partons d’une application Posix qui lit une donnée dans un fichier (fig. 1.4).
Le composant VisageFS reçoit un appel système read émis par l’application. Cet ap-
pel entraîne une demande de verrou de type Read auprès du composant VCCC local
(VCCC_concurrency) sur l’objet de donnée <lv,can,ino> correspondant. Une demande
de lecture de cet objet est ensuite effectuée auprès du composant VRT.
Le VRT contacte ensuite son homologue sur le nœud distant au travers d’un tunnel
SSL. La donnée transférée est ensuite renvoyée à VisageFS qui la propage à l’application.
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Fig. 1.4 – Interactions entre une application et les composants de ViSaGe.
1.4 Synthèse
Dans ce chapitre nous avons introduit la définition et la problématique des grilles in-
formatiques liée à la mobilisation des ressources de stockage et à la gestion de l’accès aux
données sur la grille. Nous avons alors constaté que lorsqu’une application accède à des
données, deux cas de figures se présentent :
• soit les données accédées ont été préalablement recopiées sur le nœud de calcul par
le service d’ordonnancement de tâches sur description explicite de l’utilisateur,
• soit l’application fait appel à une librairie spécifique qui prend en charge l’accès à la
donnée.
Dans le cas de la recopie, qu’elle soit locale au nœud ou qu’elle utilise un système de
fichiers partagé au niveau du site, il n’y a pas de garantie sur la cohérence des données
accédées. Dans le cas où l’on utilise une librairie, cela signifie que l’application est inti-
mement liée à celle-ci ce qui peut poser des problèmes d’interopérabilité. A noter que la
librairie Globus XIO tente de surmonter ce problème au moyen d’une architecture à base
de plugins. En tout état de cause, si tant est que ces librairies disposent d’un moyen de
maintenir la cohérence sur les données accédées, sa mise en œuvre serait de toute façon à
la charge de l’application.
Nous avons ensuite présenté la solution ViSaGe dont l’objectif est d’apporter :
• une solution à la mobilisation des ressources de stockage hétérogènes et une gestion
simplifiée de ces ressources par la virtualisation,
• une solution pour rendre les accès souples, transparents et performants en contour-
nant la latence du réseau Internet par la conception et l’implémentation d’un système
de fichiers de niveau grille.
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Dans le chapitre suivant, nous allons présenter l’état de l’art des principaux systèmes
de fichiers existants et nous verrons pourquoi il a été nécessaire de concevoir un nouveau
système de gestion de fichiers pour grille.
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Chapitre 2
État de l’art des systèmes de fichiers
pour grille
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L
es systèmes de fichiers locaux tels que FAT [FAT], NTFS [NTF08] ou encore ext2/3
[CTT94, Joh01], permettent aux utilisateurs et aux applications la gestion et l’accès
aux données depuis le poste de travail.
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Les systèmes de fichiers pour grappes étendent les capacités de partage et d’accès aux
données à l’échelle d’un domaine administratif. Parmi eux figurent les systèmes de fichiers
réseau et les systèmes de fichiers distribués. Les systèmes de fichiers réseau tels que CIFS
[Bar97] et NFSv3 [PJS+94, CPS95] disposent d’un espace de noms propre à chaque serveur.
Les systèmes de fichiers distribués tels que Lustre [Bra02] et Gpfs [SH02] disposent d’un
espace de noms global et stockent de façon transparente les fichiers sur plusieurs serveurs.
Les systèmes de fichiers pour grille permettent aujourd’hui de faire le lien entre les
grilles de calcul et les grilles de données. Ils donnent aux applications un accès souple et
transparent aux données en tout point de la grille.
Dans la section suivante nous allons introduire un certain nombre d’éléments d’infor-
mations relatifs aux systèmes de fichiers en général.
2.1 Éléments d’informations sur les systèmes de fichiers
Les systèmes de fichiers permettent à la fois l’accès aux données et les opérations
relatives à leur gestion. Ils donnent une représentation logique structurée des données aux-
quelles accèdent les utilisateurs et les applications.
2.1.1 L’espace de noms
Les systèmes de fichiers présentent une vue logique des données que l’on nomme l’espace
de noms. Cet espace de noms peut être construit selon une approche structurelle hiérar-
chique basé sur l’abstraction que représentent les fichiers et les répertoires. Ce principe de
représentation reste indépendant vis à vis de la sémantique des contenus.
La racine d’un système de fichiers correspond au point d’entrée de l’espace de noms.
Tout nœud possède au minimum un espace de noms local représenté par la racine du sys-
tème de fichiers monté (e.g. / sous Unix). L’ensemble des espaces de noms présents au
sein d’un nœud dépend des opérations de montages effectuées sur ce nœud. L’opération
de montage consiste à choisir un répertoire dans l’espace de noms du nœud, les contenus
de ce répertoire seront alors masqués par la racine du système de fichiers mis en place. Le
montage consiste donc à étendre un espace de noms au moyen de différents systèmes de
fichiers qu’ils soient locaux ou non.
Lorsqu’un groupe de nœuds doit partager un ensemble de données issues de différents
systèmes de fichiers, les montages effectués sur les nœuds du groupe doivent alors être
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identiques. Les systèmes Unix prennent en charge cette opération au moyen d’un service
mais dont la portée est bien souvent limitée à la dimension d’un site.
Dans le cas d’un système de fichiers pour grille, la disponibilité d’un espace de noms
global évite le recours à de multiples montages. Une fois cet espace de noms monté sur
un ensemble de nœuds, tous partagent alors une seule et même vision des données. Cette
vision pourra par la suite être altérée en fonction des possibilités du système de fichiers
sous-jacent.
A noter qu’il existe des systèmes de fichiers qui autorisent le montage de plusieurs
systèmes de fichiers en un même point de l’arborescence [WDG+06, RP93, TMH08]. Ce
répertoire donne alors la vision de l’ensemble des données montées.
Dans un système Unix, applications et utilisateurs interagissent avec l’espace de noms
au travers de l’API Posix. Ces interactions se traduisent par des appels système tels que
open, read, write, close, etc. Ces appels permettent des opérations sur les données elles-
mêmes mais également sur l’organisation de ces données au sein d’une arborescence de
répertoires. Les répertoires font partie de ce que l’on nomme les métadonnées.
2.1.2 La gestion de l’information
Un système de fichiers manipule :
• Des données utilisateurs,
• Des métadonnées qui sont l’information sur les données et sont généralement stockées
sous la forme d’inodes [SGG05],
• Des données systèmes qui sont propres aux systèmes de fichiers.
La représentation de l’information sous une forme arborescente se base sur les méta-
données. Celles-ci contiennent des informations comme par exemple la taille du fichier,
le numéro d’inode, le nom associé à un inode et les droits d’accès. Ces informations per-
mettent à l’utilisateur de structurer ses données et au système de fichiers de mettre en
application des politiques d’accès sur celles-ci. Nous décrivons ci-après trois types de mé-
tadonnées que l’on rencontre dans les systèmes de fichiers Posix :
• Les métadonnées de type fichiers,
• Les métadonnées de type répertoires,
• Les métadonnées de type liens symboliques.
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A chaque fichier utilisateur est associé un inode de type fichier. Cet inode contient,
entre autre, la taille des données, la date de création et la date de dernière modification,
l’identité du propriétaire, les droits d’accès des utilisateurs et une liste de blocs de disque
utilisés pour le stockage des données. Le nom de fichier associé à une donnée est stocké dans
une métadonnée de type répertoire. Les inodes de type répertoire contiennent toutes les
associations <nom, numéro d’inode>. Les liens symboliques sont un moyen de créer des
liens entre des zones de l’espace de noms. Un lien symbolique fait usage d’un inode intermé-
diaire qui contient le nom symbolique de la cible. Il est donc possible de créer des liens entre
des systèmes de fichiers différents contrairement aux hard links qui créent des liens au sein
d’un même système de fichiers. Les entrées d’un répertoire, <nom de fichier, numéro
d’inode> par exemple, sont des hard links et n’utilisent donc pas d’inode intermédiaire
comme les liens symboliques.
Les informations issues du système d’allocation d’inodes et du système d’allocation des
blocs de disque par exemple font partie des données systèmes et sont propres à chaque sys-
tème de fichiers. Un autre élément qui entre dans cette catégorie est le journal. Un journal
contient les opérations qui devront être appliquées aux métadonnées et éventuellement aux
données utilisateurs. Ces opérations sont effectuées de façon atomique avec la possibilité
d’annuler une ou plusieurs transactions de façon à garantir l’intégrité du système de fichiers.
Fig. 2.1 – Données, métadonnées et données systèmes d’un système de fichiers local.
Les métadonnées sont donc de petites unités d’information qui sont gérées par le sys-
tème de fichiers. La figure 2.1 donne une vue synthétique des éléments généralement ren-
contrées dans un système de fichiers local.
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A noter le principe des inodes enfouies [GK97] où les métadonnées sont rassemblées au
sein de méta-inodes. L’objectif est de minimiser la latence d’accès à une myriade de méta-
données disséminées sur le disque en rassemblant celles-ci au sein d’une même structure.
Stockage des données et métadonnées
Dans un système de fichiers local, données et métadonnées sont gérées par le même
nœud. Dans une configuration de type grappe de nœuds, les systèmes de fichiers tels
que Pvfs [CLRT00], Pvfs2 [pvf04], PanFS [NSM04], NFSp [LD02] et Ceph [WBM+06])
opèrent une séparation entre le stockage des données d’une part et celui des métadonnées
d’autre part. Ces systèmes de fichiers disposent d’une architecture dite out-of-band dans
laquelle le ou les serveurs de métadonnées sont des nœuds distincts des nœuds serveurs de
données. Ce partitionnement dans le stockage des données et des métadonnées augmente
le parallélisme et diminue la contention vis à vis du serveur en charge de la gestion des
métadonnées.
Accès et gestion des métadonnées
Dans l’API Posix, la plupart des appels système font référence à un chemin. L’opé-
ration lookup assure la transcription d’un chemin en une information exploitable par le
système de fichiers. Les éléments qui composent ce chemin sont les nœuds et les feuilles
de l’espace de noms. La traversée de répertoires et de liens symboliques définit le chemine-
ment qui conduit à l’identification de l’inode correspondant à l’élément auquel on souhaite
accéder.
La fonctionnalité du “Directory Service” encore appelé “Lookup Service” est de notam-
ment répondre à ces requêtes de parcours de l’espace de noms. Dans un système de fichiers
local tout comme dans les différentes déclinaisons de NFS, cette charge est assurée par
un seul nœud. Les systèmes de fichiers Pvfs2 [pvf04] et pNFS [HH05] (Panasas NFS) par
exemple, utilisent plusieurs serveurs pour la gestion des métadonnées. Ce principe permet
à la fois de répartir la charge et d’être éventuellement tolérant aux pannes et aux parti-
tionnements réseau. Il existe différentes approches quant à la répartition de la gestion des
métadonnées sur un groupe de nœuds [BMLX03, WPBM04].
La proximité entre serveurs de métadonnées et nœuds utilisateurs permet d’améliorer
les performances des applications exécutées sur la grille. Les systèmes de fichiers GlusterFS
[glu] et xFS [ADN+95] distribuent la gestion des métadonnées sur les nœuds sur lesquels
ils sont déployés.
Les métadonnées sont des informations qui concentrent à elles seules 50 à 80% des accès
au système de fichiers [BMLX03]. L’utilisation de caches permet d’amortir les synchroni-
sations avec le support de stockage. En tenant compte de la modification propre à chacun
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des champs au sein de métadonnées, l’approche Soft Updates [GPGP00] réduit le volume
d’information à synchroniser.
Accès aux données
L’API Posix permet l’accès à des données de façon contiguë ou vectorisée mais ne
permet pas la description d’accès selon une signature complexe. Dans [Wel05], les auteurs
proposent un ensemble d’extensions de l’API Posix à destination d’environnements de
type calcul hautes performances.
Les applications scientifiques déployées sur une grappe ont généralement recours aux
standards MPI [MPI08a] ou PVM [GBD+94]. MPI-IO [MPI08b] est la section du standard
MPI qui traite des opérations relatives aux entrées/sorties et permet la description d’en-
trelacements complexes. Les librairies de plus haut niveau HDF5 [HDF] (Hierarchical Data
Format) ou encore PnetCDF [Net] (Parallel Network Common Data Form) permettent la
manipulation de grands volumes de données et déchargent l’utilisateur de la complexité
des entrées/sorties à mettre en œuvre.
A noter qu’il existe des implémentations de MPI pour la grille : MPICH-G/G2 [FK98a,
KTF03] qui s’appuie sur Globus et GridMPI [Gri] par exemple.
L’entrelacement des données sur plusieurs serveurs permet d’augmenter le parallélisme
dans l’accès aux données. Les systèmes de fichiers parallèles tels que Pvfs [CLRT00, pvf04],
Frangipanni/Petal [TML97, LT96], Zebra [HO01], Lustre [Bra02], Ceph [WBM+06] et
Gfarm [TMM+02, TSM+04] mettent en œuvre ce principe.
Remarques : Les systèmes de fichiers Wafl [HLM94],Rama [MK93] et Episode [CAK+92]
(DCE/DFS), stockent les métadonnées dans les fichiers. Une extension [CCL+03] de Pvfs
permet aux nœuds d’entrée/sorties le traitement direct des requêtes MPI-IO à l’image de
ce que permet le système de fichiers Galley [NK96].
Liens entre données et métadonnées
Dans un système de fichiers local tel que ext3, une métadonnée de type fichier contient
la liste des blocks de disque utilisés pour le stockage effectif des données. Cette métadon-
née peut donc être scindée en deux avec une partie qui représente les aspects logiques
(taille, dates, etc) et une autre qui décrit le stockage. Le système de fichiers Rama [MK93]
distingue ces deux catégories d’informations.
Lorsqu’une application souhaite accéder à une donnée, il faut donc consulter la partie
de la métadonnée qui identifie la ressource de stockage utilisée. D’un autre coté, il existe
des méthodes dans lesquelles on va plutôt calculer la position de la donnée et ainsi éviter
une requête vers le service, éventuellement distant, qui gère cette métadonnée. Le système
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de fichiers pour grappe de nœuds Ceph [WBM+06] fait usage de Crush [WBMM06], une
fonction de distribution pseudo aléatoire des données dans des systèmes de stockage orien-
tés objets.
Le partage de données
Le projet Charisma [NKP+96] montre que le partage en écriture d’une même donnée
est rare dans le contexte des applications scientifiques. Les différentes charges de travail
étudiées par [RLA00] montrent un accès bimodal des fichiers où ces derniers ont tendance à
être majoritairement lus ou écrits. Dans [TZJW08], les auteurs décrivent plusieurs bench-
marks tant open-source que professionnels.
Lorsque plusieurs nœuds ouvrent un même fichier se pose alors la question de la sé-
mantique de l’accès aux données. Dans un système de fichiers local tel que ext2/3, c’est
la sémantique Posix qui est mise en œuvre. Dans un système de fichiers pour grappes tel
que NFS, c’est le modèle de consistance close-to-open ou sémantique NFS qui est mise en
œuvre. Dans un système de fichiers pour grille, la mise en œuvre d’une sémantique Posix
est généralement synonyme d’une forte dégradation des performances. Nous verrons plus
tard comment ViSaGe fait face pour éviter ces dépréciations de performances des applica-
tions exécutées sur la grille.
Ouverture de fichier
L’accès aux données d’un fichier requiert que ce dernier ait été préalablement ouvert.
L’ouverture d’un fichier est prise en charge par un service qui conserve un état. Cet état
contient par exemple le mode d’ouverture et la position courante au sein du fichier des
différents processus clients.
Si l’on excepte les systèmes de fichiers locaux, l’information sur le mode d’ouverture
et la position des différents clients est soit maintenue au niveau d’un nœud serveur ou au
niveau du nœud client. Dans ce dernier cas, on parle alors de délégation dans la gestion
de fichier ouvert (e.g. NFSv4). Certains systèmes de fichiers sont également en mesure de
faire migrer cette délégation (e.g. Gpfs).
2.1.3 La mise en œuvre sous Linux
Nous abordons à présent la façon dont Linux traite les accès aux systèmes de fichiers.
En effet, l’ensemble des travaux du projet ViSaGe ont été effectuées sous Linux et la façon
dont sont traités les appels système par le noyau est importante pour comprendre l’implé-
mentation de notre système de fichiers.
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Pour des raisons qui touchent à la fois à la sécurité et aux performances, les systèmes
de fichiers sont généralement présents au niveau du système d’exploitation des machines,
c’est-à-dire en espace noyau. La figure 2.2 présente le cheminement des appels système de-
puis l’application jusqu’au système de fichiers. A noter que les différents caches du noyau
n’ont pas été représentés afin de ne pas alourdir la figure.
Fig. 2.2 – Interactions entre applications et systèmes de fichiers sous Linux.
Pour accéder au système de fichiers, une application émet des appels système. Ces
appels système sont commutés par le système de fichiers virtuel [Kle86] (VFS) qui les
redirige vers le système de fichiers concerné. Le système de fichiers traite l’appel système
transmis par le VFS et renvoie une réponse. Le VFS propage ensuite cette réponse jusqu’à
l’application.
Le cheminement d’un appel système depuis l’application vers le système de fichiers et
la réponse de celui-ci à l’application nécessite le passage par le VFS. Ce passage par le VFS
engendre à chaque fois des commutations de contexte.
2.1.4 Exemple : la famille NFS
La famille des systèmes de fichiers NFS fut développée par SUN microsystème à partir
de 1984 pour les besoins de son système d’exploitation SunOS (futur Solaris). Elle compte
à ce jour les révisions NFSv2 (UDP), NFSv3 (UDP/TCP) et NFSv4 (TCP uniquement).
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Dans les systèmes Linux, toutes les déclinaisons du protocole NFS bénéficient d’une
implémentation en espace noyau.
Les systèmes de fichiers NFS sont basés sur une architecture client/serveur avec un mo-
dèle d’accès distant dans lequel le fichier accédé reste sur le serveur. Les communications
s’appuient sur le protocole RPC (Remote Procedure Call). Les caractéristiques du proto-
cole RPC sont des communications point à point et une abstraction de la représentation
de l’information au moyen de la librairie XDR (eXternal Data Representation). Il n’y a pas
dans NFS de mécanisme de cache mais des tampons associés à une sémantique temporelle :
un tampon coté client est synchronisé avec le serveur soit lorsqu’il est plein soit toutes les
30 secondes. Il n’y a pas de maintien de la cohérence entre les tampons des nœuds clients.
A partir de NFSv3 [PJS+94], les écritures asynchrones (le serveur délaye la synchroni-
sation avec le support de stockage) et les fichiers sur 64bits sont supportés. La sémantique
“close-to-open” c’est-à-dire que l’appel système close est bloquant jusqu’à ce que les don-
nées soient synchronisées avec le support de stockage, est maintenue dans NFSv3.
Fig. 2.3 – Cheminement d’un requête au sein du système NFS.
La figure 2.3 décrit le cheminement d’une requête système à travers les différentes
couches qui composent le protocole NFS.
NFSv4
Le protocole NFSv4 [PSB+00] présente entre autre évolutions une modification majeure
de la sémantique. En effet, alors que les précédentes versions sont dites sans état (stateless),
cette version devient avec état (statefull) de part l’adjonction au protocole des appels open
et close. Vis à vis d’un client, le redémarrage d’un serveur n’avait pour autre conséquence
qu’un temps de réponse plus long. Au démarrage d’un serveur NFSv4, une période de
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grâce de 90s permet aux clients NFS de revalider les bails précédemment obtenus auprès
de celui-ci. Les précédentes versions du protocole NFS faisaient usage de simples verrous.
Le protocole NFSv4 requiert un seul port de communication contre trois pour les pré-
cédentes version. La mise en application des verrous utilisateurs par le système de fichiers
(mandatory locking) et l’ouverture de fichiers en mode exclusif (share reservation) sont
supportés. Une autre avancée est l’agrégation de requêtes sous la forme de transactions
lesquelles sont envoyées au serveur au moyen d’un seul appel RPC. L’accès à une donnée
nécessitait onze appels RPC pour NFSv3 contre deux pour NFSv4.
NFSv4 supporte le principe de la délégation sur la gestion d’un fichier ouvert. Le seul
cas où celle-ci sera refusée correspond à l’ouverture en écriture d’un même fichier par
plusieurs nœuds. Dans ce cas, la gestion du fichier ouvert est rapatriée sur le serveur.
Du point de vue de l’espace de noms, l’ensemble des répertoires exportés par un serveur
peuvent être regroupés pour ainsi exporter un seul espace de noms par serveur. La notion
de referrals permet la construction d’un espace de noms global. Les répertoires exportés
par d’autres serveurs NFSv4 peuvent ainsi être référencés dans l’espace de nom du serveur
primaire de façon transparente pour le client. Cela requiert néanmoins que les requêtes des
clients passent par ce serveur primaire. La réplication a également été introduite mais le
maintien de la cohérence entre répliques ne fait pas partie du protocole NFSv4.
Sur le plan de la sécurité, outre l’authentification système, est apparu le support de
l’API GSS (Generic Securiry Services) qui donne accès aux infrastructures Kerberos et
LIPKEY. De plus, les traditionnels identifiants Unix (uid/gid) sont remplacés par les
noms effectifs au sein des appels RPC.
La résolution du chemin, c’est-à-dire l’opération lookup, s’effectue désormais en un
seul appel RPC là où précédemment la résolution de chaque nœud de l’arborescence était
traité par un appel RPC séparé. Le serveur assure une résolution complète du chemin en
traversant lui-même les points de montages éventuels.
Toutes ces avancées simplifient la configuration des pare-feux et améliorent les condi-
tions d’utilisation du protocole NFS dans le contexte de réseaux à fortes latences.
Alors que subsiste l’utilisation de tampons dans NFSv4 (1Mo max.), Nache [GNT07]
est une implémentation de caches coté client NFS avec maintien de la cohérence.
Remarque : La future révision NFSv4.1 adresse le problème du passage à l’échelle de
NFS évoqué dans [GKS+06]. Cette révision propose notamment une architecture out-of-
band et des transferts parallèles issus des extensions de pNFS [HH05].
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2.1.5 Implémentation en espace noyau vs espace utilisateur
Présenté de façon schématique, un système de fichiers est implémenté soit en espace
noyau [Joh01, HH07] soit en espace utilisateur [CLRT00, DCK+03, TSM+04, TMH08].
Dans le cas d’une implémentation en espace noyau, la transparence d’accès au système
de fichiers par une application Posix est implicite. Dans le cas d’une implémentation en
espace utilisateur, deux cas de figure se présentent :
• Le système de fichiers est une application qui s’appuie sur Fuse [FUS]. Ce dernier
assure alors la transparence d’accès vis à vis des applications Posix,
• Le système de fichiers est une librairie. La transparence d’accès requiert une inter-
ception des appels système émis par l’application qui passe par le positionnement de
la variable d’environnement LD_PRELOAD.
Le tableau ci-après (fig. 2.4) décrit les avantages et inconvénients des différentes implé-
mentations d’un système de fichiers.
Fig. 2.4 – Comparaison dans l’implémentation d’un système de fichiers.
Fuse [FUS] se présente sous la forme d’une librairie et d’un module noyau. Les appels
système émis par une application Posix sont interceptés par le module noyau et propagés
au système de fichiers via la librairie. Le système de fichiers est ainsi une application à part
entière.
Avant de décrire les systèmes de fichiers pour grille de l’état de l’art, nous rappelons
ci-après les objectifs que nous nous sommes fixés pour VisageFS.
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Rappel des objectifs
• Donner un espace de noms global et persistant permettant un accès souple et trans-
parent aux données en tout point de la grille,
• Réduire les accès à des ressources de stockage potentiellement distantes en utilisant
au maximum les ressources locales,
• Réduire le trafic réseau associé au maintien de la cohérence.
La disponibilité d’un espace de noms global correspond à ce que l’on est en droit d’at-
tendre d’un système de fichiers pour grille. Les autres objectifs ont pour but de contourner
la latence.
Nous allons à présent nous intéresser aux systèmes de fichiers destinés aux environne-
ment de type grille. Nous distinguerons les systèmes de fichiers natifs des méta-systèmes
de fichiers.
2.2 Méta-systèmes de fichiers pour la grille
Plusieurs systèmes de fichiers pour grille s’appuient sur le protocole NFS. Ils bénéficient
donc de la stabilité et des performances intrinsèques aux implémentations en espace noyau
(Linux).
Les méta-systèmes de fichiers s’appuient sur un ensemble de systèmes de fichiers pour
grappes ou encore sur des serveurs FTP et HTTP. Ils construisent alors un espace de noms
global arborescent dont les feuilles de l’arbre correspondent aux points de montages vers
les différents systèmes de fichiers et serveurs sur lesquels ils s’appuient.
Nous allons dans les sous-sections suivantes présenter les principaux méta-systèmes de
fichiers.
2.2.1 PUNCH, GVFS et SGFS
Les systèmes de fichiers pour grille PUNCH [FKF01], GVFS [Fig03] et SGFS [ZF07]
s’appuient sur le protocole NFSv3.
Le système de fichiers PUNCH permet un accès souple et transparent aux données le
temps de l’exécution d’une application sur la grille. Il met en œuvre du coté serveur NFSv3
des caches situés en espace utilisateur.
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Le système de fichiers GVFS étend le système de fichiers PUNCH avec des caches coté
clients NFSv3 situés en espace utilisateur. Le principe de la délégation sur la gestion d’un
fichier ouvert n’existant pas dans NFSv3, les auteurs dans [ZF06] ont étendu les caches
coté client et serveur en implémentant un principe de délégation ainsi que deux protocoles
de maintien de la cohérence. A noter que le principe de délégation mis en œuvre par les
auteurs est différent de celui implémenté nativement dans NFSv4.
Le disque local au nœud client est uniquement exploité en tant que tampon pour les
transactions RPC. Les expérimentations menées sur la grille font usage d’un ordonnanceur
qui prend en charge le démarrage et l’arrêt des caches.
Le système de fichiers SGFS étend le système de fichiers GVFS avec le support de
l’architecture d’authentification de Globus GSI.
Discussion : La persistance des données utilisateur ne s’étend pas au delà de la durée
de l’exécution d’une application. Les disques locaux sont au mieux exploités en tant que
tampons.
2.2.2 Expand Parallel File System
Le Expand Parallel File System [GCCC+07] (Epfs) est un méta-système de fichiers
parallèle implémenté en espace utilisateur. Il est basé sur des services de grille Globus
selon les recommandations émises par le groupe de travail GFS-WG (cf. remarque ci-
après). Epfs est apte à exploiter un large panel de serveurs (NFS, GridFTP . . .) ainsi que
des ressources de stockage locales. Il fait usage de GridFTP pour les transferts de données
et du service Globus RNS pour la construction de l’espace de noms.
L’architecture d’Epfs ne comprend pas de serveur de métadonnées relatives au pla-
cement des données dans les ressources physiques. L’entrelacement d’un fichier par Epfs
conduit à la création de sous-fichiers. Chacun d’eux contient un entête dans lequel est
précisé la taille de l’unité d’entrelacement et le nœud de base. Un mécanisme basé sur le
nom du fichier modulo le nombre de serveurs impliqués dans l’entrelacement permet de
déterminer quel sous-fichier contient l’entête actif. Les entêtes des autres sous-fichiers ne
sont pas utilisés. Cette approche nécessite la recopie de l’entête actif lors du renommage
du fichier.
Remarque : Le groupe de travail GFS-WG du Global Grid Forum (GGF8) a défini
l’architecture d’un méta-système de fichiers basé sur l’utilisation de services de grille de
Globus. Le service Globus RNS permet la définition d’une vision globale et unifée d’un
ensemble de ressources sous une forme arborescente. Ainsi, les feuilles de cette arborescence
8Grid File System Working Group http://phase.hpcc.jp/ggf/gfs-rg/.
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spécifient les accès à des serveurs NFS, HTTP, GridFTP ou encore FTP disséminés au sein
de différents sites répartis sur la grille. Les spécifications v1.0 du GFS-WG ont été établies
en 2006. A ce jour, aucune implémentation n’a été intégrée à l’intergiciel Globus.
Discussion : Ce système de fichiers dispose d’un espace de noms global et persistant. La
sémantique dépend du sous-sytème accédé. Epfs ne dispose pas de mécanisme qui permette
une réduction des accès à une ressource de stockage distante au profit d’une ressource locale.
2.2.3 Chirp
Chirp [TMH08] est un méta-système de fichiers implémenté en espace utilisateur. Son
architecture est composée d’un démon catalog, de démons chirp et d’un processus nommé
parrot qui est utilisé pour lancer les applications utilisateurs.
Le démon chirp exporte diverses ressources de stockage telles que des systèmes de
fichiers locaux. Ce démon est lancé sur tout nœud de la grille désirant contribuer aux
ressources de stockage. Le démon catalog centralise ensuite les informations (état, espace
disponible etc) renvoyées par les démons chirp.
Il existe dans Chirp trois types d’espace de noms : un espace de nom privé, un espace
de noms absolu et un espace de noms partagé. L’export de données existantes comme par
exemple l’espace de noms d’un serveur NFS ou encore un volume AFS évite la phase d’im-
portation de données sur la grille. Ces espaces de noms existants peuvent être rassemblés au
sein d’un espace de noms globalement accessibles, c’est l’espace de nom privé. L’espace de
noms absolu est en fait un espace de noms structurel dans lequel les répertoires à la racine
du système de fichiers correspondent aux noms des nœuds de la grille. Enfin l’espace de
noms partagé repose sur une hiérarchie de répertoires lesquels contiennent des fichiers qui
sont autant de pointeurs vers des fichiers stockés sur différents serveurs chirp. Cet espace
de noms peut ensuite devenir commun à plusieurs utilisateurs.
Chirp propose trois sémantiques : une sémantique Posix, une sémantique de session et
une sémantique de session de job. Dans le cas de la sémantique Posix, toutes les opérations
relatives aux fichiers (open, read, write, close) et à la gestion des métadonnées doivent
être adressées au nœud en charge de l’export du système de fichiers. Dans la sémantique de
session, la modification d’une donnée locale au cache client impose son transfert intégral
vers le serveur. La validité du fichier en cache est vérifiée à chaque opération d’ouverture.
Enfin, la sémantique de session de job est identique à la sémantique de session mais avec
un seul contrôle de la validité des fichiers contenus dans le cache client. Ce contrôle est
effectué au début de l’exécution du job.
Concernant les interactions avec les applications, Chirp propose une API propre, l’uti-
lisation de Fuse ou l’utilisation de parrot. Ce dernier est en fait un shell qui permet
d’intercepter les appels système effectués par les applications exécutées dans ce contexte.
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Diverses méthodes d’authentification sont supportées dont Kerberos et Globus GSI. A
noter la disponibilité de fonctionnalités spécifiques qui permettent des transferts de fichiers
en un seul appel (putfile, getfile).
Remarque : L’un des objectifs de Chirp est la simplicité du déploiement. Il est pour cela
entièrement en espace utilisateur et ne nécessite pas de privilèges excepté pour installer
Fuse. Le mode sémantique Posix induit un trafic considérable. En effet, en l’absence
de callbacks, Chirp est contraint de désactiver tous les caches coté clients. Concernant la
sémantique de session de job, il n’est pas mentionné comment sont signalés les débuts et
fin de tâches. De même, aucune information n’est donnée quant à la granularité de mise
en application des différentes sémantiques.
Discussion : Chirp dispose d’espaces de noms globaux, persistants et transparents mais
il ne prend pas en compte l’utilisation transparente de ressources de stockage locales.
2.3 Systèmes de fichiers natifs pour la grille
Nous abordons à présent les systèmes de fichiers natifs pour la grille. Ces systèmes
de fichiers disposent de leur propre protocole que l’on retrouve de bout en bout sur les
différents nœuds.
2.3.1 AFS et Coda
Il s’agit là d’une des plus anciennes familles de systèmes de fichiers distribués dont les
développements débutés en 1984 s’étalent jusqu’à nos jours.
En 1982 démarre une collaboration entre IBM et l’université Carnegie-Mellon avec
pour objectif la création d’un environnement de calcul distribué. L’environnement Andrew
[MSC+86] et son système de fichiers distribué Andrew File System (AFS) fut dès l’origine
pensé pour un grand nombre de noeuds [How88] interagissant avec un grand nombre de
serveurs via l’utilisation d’un réseau de communication.
En 1989 est crée la société Transarc avec pour objectif la commercialisation d’AFS.
En 1994 la société est rachetée par IBM qui en 2000 libère le code source marquant la
naissance du projet OpenAFS (http://www.openafs.org). Solidement établi dans la com-
munauté scientifique comme système de fichiers pour réseau WAN, il est notamment utilisé
par le Cern dans le cadre des activités du LHC.
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Andrew Filesystem
Le système de fichiers AFS [MSC+86] dispose d’une architecture client/serveur. Il fait
état d’une sémantique de session et présente un espace de noms global dont le point de
montage est fixe. L’espace de noms est constitué de cellules représentant des domaines.
Une cellule est constitué de volumes qui contiennent les données utilisateur. Chaque vo-
lume est sous la responsabilité d’un serveur en charge du stockage des données et de la
gestion des métadonnées. Lorsqu’un volume répliqué est modifié, la mise à jour est diffusée
aux répliques via un nœud coordinateur.
Sur un nœud client, AFS exploite les ressources de stockage locales en tant que cache.
Un cache contient la copie complète des fichiers accédées. Un mécanisme de callback garanti
la validité du fichier en cache. A chaque appel système open, le client AFS vérifie la présence
du fichier en cache et procède, le cas échéant, à son chargement complet. Les opérations
de lectures et d’écritures sont locales et les éventuelles modifications seront propagées au
serveur à la fermeture du fichier. A son tour, le serveur invalidera les caches des autres
nœuds clients. A partir d’AFSv3, la mise en cache d’un fichier devient partielle avec une
granularité de 64Ko.
Lors d’accès concurrents en écriture sur une même donnée (caches clients), seules les
modifications émanant du dernier client sont prises en compte. Les modifications sur les
métadonnées sont immédiatement propagées au serveur et rendues visibles de tous.
Remarque : Le projet OpenAFS est une implémentation open-source démarrée à partir
de la version 3.6 de Transarc. Il est disponible sur de nombreuses plateformes et fait état
de développements très actifs à ce jour.
Coda
Démarré en 1987 à partir de la seconde révision du Andrew File System, le projet
Coda [SKK+90] est basé sur une architecture client/serveur. L’espace de noms est une
arborescence de volumes dont le point de montage dans le nœud client est figé. Les volumes
sont hébergés sur les serveurs et représentent l’unité de base de la réplication. La sécurité
des communications et l’authentification utilisent un protocole proche de Kerberos. Coda
supporte les ACLs négatives mais n’attache aucun droits aux fichiers. Cela signifie que tous
les fichiers héritent des droits attachés au répertoire.
La caractéristique majeure de Coda est le support du mode déconnecté. Dans ce mode
de fonctionnement, il utilise le disque du nœud client comme cache persistant pour stocker
une copie des fichiers. Un mécanisme [KS91] évalue ensuite la pertinence de laisser ou non
ces fichiers en cache. Chaque volume dispose d’un fichier de log [KS93] qui contient les tran-
sactions sur les données et les métadonnées. Il est transmis aux serveurs pour réintégration
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dès que les conditions d’utilisation du réseau le permettent. Le protocole de cohérence des
caches clients utilise un mécanisme de callback.
Coda met en œuvre la réplication optimiste et utilise les Coda Version Vector pour
la détection des conflits lors des phases de réintégration des données et des métadonnées.
En cas de conflit, les versions propres à chaque client sont sauvegardées pour intervention
de la part de l’utilisateur.
Évolutions de Coda Sur la période 1995-1999, un certain nombre d’évolutions [Sat02]
ont été apportées :
• Délégation aux nœuds à forte connectivité réseau de la tâche qui consiste à diffuser
les fichiers de log vers les serveurs,
• Revalidation implicite des verrous lorsque réapparaît le réseau. Un horodatage des
volumes permet de s’assurer de l’absence de modification,
• Réintégration à intervalle régulier des fichiers de log. Le but est d’éviter un trop fort
trafic d’invalidations en provenance des nœuds à forte connectivité réseau,
• Mise à disposition d’une interface de contrôle qui permet d’influencer la transparence
du cache [ES98, Ebl98].
Discussion : AFS et Coda disposent d’un espace de noms global, persistant et transpa-
rent. Tous deux exploitent de façon transparente les ressources de stockage locales. Coda
met en œuvre la réplication optimiste qui permet une réduction du coût du maintien de
la cohérence. Cependant, l’absence d’un contrôle utilisateur sur le moment auquel doit
intervenir la réintégration d’une réplique est susceptible de perturber le déroulement d’un
workflow parallèle à l’échelle de la grille. Cette perturbation peut prendre la forme d’une
invalidation de tous les caches clients ce qui à l’échelle d’une grille peut représenter un
trafic réseau considérable.
2.3.2 DCE/DFS
Développé au début des années 90 par la Open Software Foundation (OSF), le Dis-
tributed Computing Environment (DCE) est en fait un intergiciel intégrant de nombreux
modules tels que :
• un système de fichiers distribués (DCE/DFS),
• un système de communication (DCE/RPC),
• un mécanisme de synchronisation des horloges,
• un mécanisme de gestion des processus légers,
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• un service de nommage,
• un service d’authentification et d’autorisation.
Le système de fichiers distribués DCE/DFS [DeR97] est issu d’une réécriture complète
des fonctionnalités d’AFSv4 de Transarc. Il s’appuie sur une architecture client/serveur
et dispose d’une sémantique Posix. DCE/DFS met en œuvre des verrous et implémente
un mécanisme de callbacks pour le maintien de la cohérence. Il fait usage du système de
fichiers local Episode [CAK+92] et met en œuvre les ACLs.
A l’image d’AFS, l’espace de noms global résulte d’une structuration en arbre des es-
paces de noms exportés par les cellules qui sont le regroupement de nœuds serveurs présent
au sein d’un même domaine administratif. La gestion des verrous associés aux éléments
qui composent une cellule est assurée par le serveur exportant cette cellule. L’opération
lookup requiert une seule requête de la part du nœud client.
Les répliques d’un volume sont accessibles en lecture seule. En cas de modification, la
propagation aux répliques d’un volume est explicite (utilisateur) ou automatique à inter-
valles réguliers.
Abandonné par IBM en 2005, DCE/DFS v1.2.2 [dce] à été rendu disponible sous licence
LGPL et porté sur les environnements AIX, Solaris et HP-UX.
Discussion : DCE/DFS dispose d’un espace de noms global, persistant et transparent
mais il n’exploite pas les ressources de stockage locales.
2.3.3 Gfarm et Gfarmv2
Le système de fichiers Gfarm [TMM+02] du projet DataGrid9 fut conçu dans l’optique
du traitement de données en provenance de l’accélérateur de particules (LHC) du CERN.
Le traitement des données du LHC s’effectue selon une approche hiérarchique. Dans ce
type de workflow, une application accède à une donnée et en génère une nouvelle qui à son
tour sera consommée par une autre application.
Gfarm est un système de fichiers implémenté en espace utilisateur. Son objectif premier
est de permettre une exploitation des ressources locales aux nœuds. Les métadonnées sont
centralisées dans une base OpenLDAP par site avec laquelle interagissent les nœuds. Les
applications sont spécifiquement développées avec la librairie des entrées/sorties parallèles
de Gfarm. Au moyen du mode local file view de l’API Gfarm, une application va faire un
usage transparent d’une ressource de stockage locale au nœud où elle se trouve.
L’utilisation d’une application non liée à la librairie Gfarm requiert l’interception des
appels système. A l’ouverture ou à la création d’un fichier, Gfarm active automatiquement
le mode local file view.
9Le projet DataGrid http://eu-datagrid.web.cern.ch/
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Le design de Gfarm est sans état et n’utilise pas de verrous. Les fichiers sont non mu-
tables, c’est-à-dire qu’ils ne peuvent être écrits qu’une seule fois et que toute modification
requiert la création d’un nouveau fichier. Une caractéristique originale est que les métadon-
nées des fichiers crées contiennent l’historique des commandes utilisées. Une donnée peut
être récupérée soit via une réplique soit en relançant l’application.
Gfarmv2
Gfarmv2 [TSM+04] permet l’utilisation d’applications Posix existantes via la mise en
œuvre de Fuse. Les fichiers peuvent dorénavant être ouverts en mode lecture/écriture et le
support des verrous utilisateurs a été ajouté. L’atomicité des opérations et la sémantique
en présence d’accès concurrents en écriture ne sont pas précisées.
Une extension [WLT+05] à un outil d’ordonnancement de tâches a été développée dans
le but de permettre un placement des tâches sur les nœuds en adéquation avec les données
accédées. L’une des stratégies de Gfarm est en effet de préférer le déplacement des tâches
à celui des données. C’est également pour cette raison qu’il n’y a pas de distinction entre
nœuds de calcul et nœuds de stockage.
Discussion : Gfarm et Gfarmv2 disposent d’un espace de noms global, persistant et
transparent vis à vis des applications. Tous deux exploitent les ressources de stockage
locales. Le maintien de la cohérence génère un trafic important du fait des accès des nœuds
clients aux bases OpenLDAP qui centralisent les métadonnées.
Remarque : Une collaboration [ACGT08] entre les projets Gfarm et JuxMem [ABJ05]
a donné naissance à une organisation hiérarchique du partage de données sur la grille. Au
moyen de l’API JuxMem, les applications utilisent de façon transparente des espaces mé-
moires globalement accessibles pendant que le système de fichiers Gfarm est utilisé comme
système de stockage persistant. La cohérence des données accédées via JuxMem est à la
charge de l’application et s’effectue au moyen de verrous mis en œuvre via des primitives
de l’API. Ces espaces mémoires peuvent être répliqués au niveau des nœuds d’un même
site ou à travers un certain nombre de sites.
2.3.4 GPFS-WAN
Le système de fichiers Gpfs [SH02] commercialisé par IBM fut à l’origine conçu pour
les environnements de type grappe de nœuds disposant d’un SAN. Il dispose de toutes les
fonctionnalités à destination des environnements de calcul hautes performances. Il met en
œuvre une sémantique Posix et son implémentation est répartie entre l’espace noyau et
l’espace espace utilisateur.
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Par la suite, Gpfs a été étendu [AKJ05, ABH+06] pour aborder la problématique du
partage et de l’accès aux données au travers de réseaux à fortes latences. Cette version
large échelle de Gpfs dispose du support de l’architecture d’authentification GSI, d’une
politique de préchargement plus agressive, de capacités d’écritures plus conséquentes, de
fenêtres TCP plus large et du support de la délégation dans la gestion des fichiers et
des répertoires c’est-à-dire l’équivalent du directory delegation de NFSv4.1. A noter la
migration de la délégation qui est réévaluée lors de chaque opération close.
Déployé sur Teragrid (9K nœuds / 9 sites / liens 30Gbits/s), les utilisateurs accèdent
à leurs données via l’espace de noms global. Gpfs est également déployé sur la grille euro-
péenne Deisa10 [HR07]. L’interface bas niveau StoRM [CdF+07] développée par eGrid11
permet à Gpfs l’accès aux ressources de stockage faisant usage du protocole SRM.
Discussion : Gpfs dispose d’un espace de noms global, persistant et transparent vis à
vis des applications mais il ne semble pas disposer de la capacité à exploiter les ressources
de stockage locales.
2.3.5 GoogleFS
GoogleFS [GGL03] est une solution propriétaire développée pour répondre à des besoins
spécifiques. Ce système de fichiers dispose notamment d’une opération append, c’est-à-dire
écriture en fin de fichier, qui est effectuée de façon atomique.
Pour faire face à un grand nombre de fichiers comptant plusieurs giga-octets, GoogleFS
découpe les fichiers en blocs de 64Mo. Ces blocs sont ensuite répartis sur plusieurs serveurs
avec par défaut la création de trois répliques. Ces blocs sont stockés sous la forme de fichiers
par les serveurs de données.
L’architecture de GoogleFS est de type out-of-band, elle comprend des serveurs maîtres,
une collection de serveurs de stockage et des nœuds clients. Chaque site contient un ser-
veur maître principal et plusieurs serveurs secondaires. L’espace de noms, les métadonnées
logiques (i.e. association fichiers/serveurs de données), la gestion des métadonnées et la
position des répliques sont gérées par le serveur maître du site. L’activité des serveurs
secondaires du site est limitée aux seules opérations de lecture des métadonnées. Une jour-
nalisation est opérée sur les métadonnées logiques. Un protocole de type copie primaire,
des bails et des numéros de versions sont utilisés pour la gestion des répliques. Les serveurs
de données n’ont pas de mécanisme de cache du fait que les données sont trop volumineuses
et lues en flux continu.
10http://www.deisa.org/
11http://www.egrid.it/about/collaborations/storm_description
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Discussion : GoogleFS est un système de fichier propriétaire implémenté sous la forme
d’une librairie laquelle est dotée d’une API spécifique. Il n’y a donc pas de transparence
d’accès aux données du fait de la dépendance des applications vis à vis de cette librairie.
2.3.6 XUFS
XUFS [Wal06] est un système de fichiers implémenté en espace utilisateur qui met en
œuvre des espaces de noms privés distribués. Le cas type d’utilisation de XUFS est celui
de tâches devant s’exécuter sur une grille mais dont les données d’entrée se trouvent sur
une source externe pouvant être mobile, par exemple un PC portable. Cette source externe
à la grille est appelée espace de noms distant.
Lorsqu’un espace de noms distant est monté depuis un des nœuds de la grille, XUFS
crée un cache local des métadonnées qui sont alors associées à un journal. L’espace de
cache local peut être un disque local ou un espace globalement partagé au niveau d’un
site. XUFS implémente une sémantique de session couplée à des callbacks pour le maintien
de la cohérence avec les données situées dans l’espace de noms distant. Un mécanisme de
bails et des transferts parallèles sont également utilisés.
Les auteurs de [Wal06] implémentent des répertoires localisés vis à vis d’un nœud. Un
répertoire de l’espace de noms devient localisé en donnant un indice au système de fichiers.
L’utilisation d’un répertoire localisé permet un usage transparent d’une ressource locale
pour le stockage des données et des métadonnées crées depuis tout nœud.
XUFS se présente sous la forme d’une librairie mais n’entraîne pas de dépendance vis
à vis de l’application utilisatrice.
Discussion : Bien que propre à un utilisateur, l’espace de noms est global, persistant
et transparent. Les répertoires localisés permettent une exploitation transparente de res-
sources de stockage locales. La réintégration dans l’espace de noms global des données et
des métadonnées situées dans ces répertoires localisés requiert cependant une recopie à la
charge de l’utilisateur. Cette recopie va alors générer du trafic réseau.
2.3.7 XtreemFS (XtreemOS)
XtreemFS [HCK+07, HCK+08] est la composante système de fichiers du projet Xtree-
mOS [Mor07]. L’objectif de ce projet est de promouvoir une utilisation simplifiée d’un
ensemble de nœuds disséminés sur différents sites appartenant à des domaines administra-
tifs distincts. Pour cela, un certain nombre de services et de fonctionnalités généralement
rencontrés au niveau des intergiciels ont été directement intégrés au niveau du système
d’exploitation. On peut notamment citer la prise en compte des organisations virtuelles
qui est désormais native au système d’exploitation.
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Écrit en java et s’appuyant sur Fuse, XtreemFS est un système de fichiers orienté objet
qui dispose d’une sémantique NFS. Son architecture out-of-band est composée de serveurs
d’entrées/sorties, de serveurs de métadonnées couplés à un gestionnaire de répliques et
d’un serveur centralisé qui référence l’ensemble des services disponibles dans XtreemFS.
Ce dernier est notamment exploité par les serveurs de métadonnées pour obtenir la liste
des serveurs d’entrées/sorties.
XtreemFS chiffre les communications et dispose de différentes politiques d’entrelace-
ment des données sur les serveurs d’entrées/sorties. L’espace de noms est structuré via
le montage d’un ensemble de volumes logiques dont la gestion est assurée par différents
serveurs de métadonnées. Ces derniers s’appuient sur une base de donnée propre qui prend
en charge la création de répliques et le maintien de la cohérence entre répliques. Un en-
semble d’outils associés permettent le déplacement de répliques, l’accès et la modification
des politiques d’entrelacements.
Discussion : XtreemFS présente un espace de noms global, persistant et transparent.
Grâce à une politique de sélection des nœuds serveurs d’entrées/sorties situés à proximité
de l’application, XtreemFS est capable d’exploiter de façon transparente des ressources de
stockage faisant état d’une faible latence. Aucun mécanisme de réduction du trafic engen-
dré par le maintien de la cohérence sur les métadonnées n’est prévu.
2.4 Synthèse
Dans ce chapitre nous avons présentés deux catégories de systèmes de fichiers à desti-
nation des grilles :
Les méta-systèmes de fichiers s’appuient sur une agrégation de systèmes de fichiers pour
grappes ou encore sur des serveurs FTP et HTTP. Ils vont ainsi en quelque sorte encapsu-
ler des systèmes et des serveurs existants pour amener ces derniers au niveau de la grille.
Les solutions basées sur NFSv2/v3/v4 bénéficient certes des performances de l’implémen-
tation en espace noyau mais sont figées dans leurs fonctionnalités : gestion centralisée des
métadonnées, pas d’interactions avec les fonctionnalités internes. La mise en œuvre d’une
sémantique Posix lorsque le protocole sous-jacent ne le supporte peut s’avérer lourde et
complexe.
Les systèmes de fichiers natifs pour grille prennent en compte les caractéristiques
propres à cette dernière. Ils font ainsi preuve d’une efficacité accrue vis à vis des méta-
systèmes de fichiers.
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Fig. 2.5 – Synthèse récapitulative des systèmes de fichiers présentés.
Le tableau (fig. 2.5) récapitule les systèmes de fichiers que nous avons présentés en
fonction des objectifs que nous nous sommes fixés pour VisageFS. Il apparaît que, hormis
XtreemFS, aucun des systèmes de fichiers présentés ne semble satisfaire à l’ensemble des
objectifs.
XtreemFS du projet XtreemOS est le système de fichiers qui se rapproche le plus de
nos objectifs. Il dispose d’un espace de noms global, persistant et transparent vis à vis des
applications Posix. XtreemFS est capable d’exploiter de façon transparente des ressources
de stockage pouvant être soit locales soit accessibles avec une faible latence. Seule la ré-
duction du trafic dû au maintien de la cohérence sur les métadonnées lui fait défaut.
Nous allons dans le chapitre suivant présenter le système de fichiers VisageFS.
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Le système de fichiers pour grille
VisageFS
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isageFS est un système de fichiers natif pour grille. Il présente un espace de noms
global, persistant et transparent. VisageFS implémente la sémantique Posix mais
la norme Posix n’est que partiellement supportée. La sémantique Posix est à la fois
débrayable et ajustable dans sa portée pour plus de souplesse et de performance. Au travers
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d’appels système, VisageFS permet aux applications Posix un accès souple et transparent
aux données en tout point de la grille. Comme tout système de fichiers, il prend en charge
la gestion des métadonnées, la gestion des fichiers ouverts et l’accès aux données utilisateur.
VisageFS a été conçu de manière à répondre aux objectifs que nous nous sommes fixés,
à savoir la réduction des accès distants et du coût lié au trafic de maintien de la cohérence
sur les métadonnées. En effet, comme nous l’avons dit auparavant, le paramètre de pre-
mière importance réduisant les performances de la grille est la latence. Pour répondre à nos
objectifs et contourner cette latence, nous avons développé deux fonctionnalités avancées
originales de niveau système de fichiers :
• L’une permet de faire un usage transparent de ressources de stockage locales pour
maintenir les données utilisateur. Nous avons baptisé cette fonctionnalité avancée le
stockage dynamique local [TOM07],
• L’autre permet de réduire le trafic réseau dû au maintien de la cohérence sur les
métadonnées. Nous avons baptisé cette fonctionnalité avancée les répertoires trans-
lucides [TOM09].
Ces fonctionnalités avancées, dont nous verrons plus loin dans le chapitre le principe
et la mise en œuvre, sont mises à disposition de l’utilisateur et peuvent être activées ou
désactivées à la demande. Une application Posix peut tirer profit de ces fonctionnalités
avancées sans faire appel à une librairie ou un intergiciel ce qui répond à notre objectif de
transparence quant à l’utilisation d’un système de fichiers.
Le reste du chapitre se présente comme suit : la première section introduit les fonction-
nalités standard du système de fichiers VisageFS. Les deux sections suivantes décrivent
les fonctionnalités avancées que sont le stockage dynamique local et les répertoires translu-
cides. La section suivante traite de l’implémentation et la dernière section est une synthèse.
3.1 Espace de noms global, stockage de l’information et accès
aux données
Le système de fichiers VisageFS prend en charge la gestion des métadonnées, des fi-
chiers ouverts ainsi que l’accès aux données utilisateurs dans le respect de la sémantique.
VisageFS dispose d’un espace de noms global par organisation virtuelle (OV) dont le point
d’entrée est représenté par un volume logique (VL) racine. L’identité de ce VL est four-
nie par les composants d’administration et de monitoring (AdMon) de ViSaGe. L’espace
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de noms peut être étendu via le montage d’autres volumes logiques. Un point de mon-
tage contient l’identité d’un volume logique à monter, ainsi l’espace de noms de VisageFS
est auto-descriptif. Le montage d’un volume logique dans un répertoire masque de fait le
contenu de ce dernier.
A chaque volume logique est associé un superblock dont la gestion est assurée par Vi-
sageFS. Les opérations relatives au stockage de ce superblock sont prises en charge par
la couche de virtualisation du stockage (VRT). Un superblock contient un certain nombre
d’informations telles que l’identité de l’inode racine du volume logique et des attributs
étendus. Ces attributs étendus sont définis au moment du formatage du VL et exploités
par VisageFS.
Attributs étendus dynamiques
Les attributs étendus sont des paires <clé,valeur> qui permettent de stocker au ni-
veau d’un inode des informations telles que les ACLs (Authorization Control List) par
exemple. La dynamicité des attributs étendus de VisageFS vient du fait que la valeur peut
changer indépendamment des actions de l’utilisateur.
Au niveau d’un superblock, on trouve des attributs étendus relatifs à la sémantique
(Posix par défaut) ou encore à l’identité des ressources de stockage qui seront utilisés par
le VRT pour le stockage effectif des données et des métadonnées. Ces même attributs
peuvent également être positionnés dans l’espace de noms de VisageFS par l’utilisateur. Ils
permettent alors de façon très souple d’influer sur le comportement du système de fichiers.
Fig. 3.1 – Espace de noms et attributs étendus de VisageFS.
Chaque inode dispose d’une structure de données propre qui lui permet de mémoriser
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des attributs étendus. Lors du traitement d’un appel système par VisageFS, les attributs
étendus sont hérités lors de la traversée de l’espace de noms. La fonctionnalité associée à
un attribut étendu est alors propagée à la sous-arborescence.
La figure 3.1 montre l’affectation au niveau de l’inode du répertoire Amibe d’une sé-
mantique différente de celle définie au niveau du superblock. Cela signifie que la sémantique
Posix s’applique à l’ensemble de l’espace de noms du volume logique excepté à la sous-
arborescence du répertoire Amibe à laquelle s’applique une sémantique MPI.
3.1.1 Stockage de l’information
La couche de virtualisation du stockage (VRT) agrège les ressources de stockage no-
tamment celles issues des différents nœuds de la grille. VRT met alors à disposition de
VisageFS des conteneurs qui présentent une vue abstraite du stockage sous-jacent. Un
conteneur dispose d’une interface orientée objet et sert à regrouper des objets en vue de
leur réplication. Un conteneur peut faire usage d’une ou plusieurs ressources physiques
et posséder des propriétés telles qu’une politique de réplication ou d’entrelacement. Ces
propriétés ainsi que les associations entre des conteneurs et leurs ressources physiques sont
des métadonnées propres au composant VRT. Ces métadonnées sont disponibles auprès de
tous les nœuds sur lesquels ViSaGe est actif et sont maintenues cohérentes à l’échelle de
la grille. Chaque nœud est ainsi autonome et peut directement adresser les ressources de
stockage pour toute opération.
Toutes les opérations relatives aux superblocks et aux objets stockés dans les conte-
neurs sont prises en charge par le VRT. Les fichiers, répertoires et liens symboliques sont
stockés sous la forme d’objets par la couche de virtualisation du stockage. Chaque objet
de VisageFS est ainsi identifié de manière unique par le triplet <lv,can,ino> comprenant
l’identité du volume logique, le numéro de conteneur et celui de l’objet. Le composant de
gestion de la concurrence (VCCC) permet d’opérer un verrouillage au niveau de chaque
objet.
Un fichier est stocké sous la forme d’un objet de type métadonnée (ofs0 ) et d’un ou
plusieurs objets de données (ofsD) qui contiennent les données utilisateur. Un répertoire
est stocké sous la forme d’un ou plusieurs objets ofs0 qui contiennent les entrées du ré-
pertoire. Enfin les liens symboliques sont stockés sous la forme d’un seul objet de type
métadonnée.
Résolution d’un chemin et héritage d’attributs étendus
Les applications interagissent avec VisageFS au travers d’appels système. Le traitement
d’un appel système se décompose en deux phases :
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• une première phase effectue la résolution du chemin passé en paramètre à l’appel
système,
• une seconde phase poursuit le traitement selon la nature de l’appel système en s’ap-
puyant notamment sur les informations issues de la première phase.
L’opération de résolution d’un chemin consiste à parcourir l’espace de noms pour abou-
tir à l’identité d’un inode cible (i.e. un triplet <lv,can,ino>) correspondant au chemin
spécifié. La prise en compte des attributs étendus du superblock et de ceux assignés au
niveau des inodes est effectuée par cette opération de résolution.
Au formatage d’un volume logique, outre l’identité de l’inode racine et certains attributs
étendus, le superblock nouvellement crée contient l’identité de deux conteneurs destinés au
stockage des objets de type données et métadonnées de VisageFS. Ces conteneurs, visibles
et accessibles partout sur la grille, sont crées par les outils d’administration et de monito-
ring et font usage de ressources physiques clairement identifiées. Lors du traitement d’un
appel système, la définition du conteneur de données et du conteneur de métadonnées est
héritée lors de la traversée de l’espace de noms et exploitée par VisageFS. On sait ainsi par
avance les conteneurs et donc les ressources physiques qui seront utilisées pour le stockage
des données et des métadonnées.
Fig. 3.2 – Résolution d’un chemin dans l’espace de noms de VisageFS.
La figure 3.2 présente la résolution du chemin /output/data.bin. VisageFS commence
par lire le superblock du volume logique racine de l’OV via le VRT. La sémantique par dé-
faut associée à l’espace de noms du volume logique est Posix et les conteneurs can0 et
can1 identifient respectivement les conteneurs qui seront utilisés pour le stockage des mé-
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tadonnées et des données. L’opération de résolution d’un chemin commence par recopier
les attributs étendus du superblock. Lorsque la résolution atteint le répertoire output, la
valeur de l’attribut étendu relatif à la sémantique est remplacée par la valeur ’MPI’ telle
que définie dans l’attribut étendu de cet inode. A la fin de l’opération de résolution, les
attributs étendus qui seront pris en compte dans la suite du traitement de l’appel système
sont ceux indiqués dans la figure pour cet exemple.
3.1.2 Accès aux données
L’architecture symétrique de ViSaGe fait que tout nœud est en mesure d’endosser tous
les rôles. Ainsi, il n’existe pas de gestion centralisée des métadonnées de VisageFS. Tout
nœud est ainsi en mesure d’effectuer toute opération sur l’espace de noms. Les métadon-
nées du système de fichiers sont recopiées dans un cache local au nœud et maintenues
cohérentes à l’échelle de la grille via un mécanisme de fonction de rappel.
L’ouverture d’un fichier est gérée localement et entraîne une demande de verrou sur
la métadonnée correspondante au fichier. Lors du traitement des appels systèmes read
et write, les informations collectées lors de la résolution du chemin sont exploitées, no-
tamment la sémantique et l’identité du conteneur de données. Lorsqu’un nouvel objet de
données est crée, celui-ci est stocké dans le conteneur de données hérité et la métadonnée
est mise à jour. Lors d’un accès en lecture, l’information relative à l’identité du ou des
objets de données correspondants à la plage accédée est obtenue localement. VisageFS ga-
ranti l’atomicité des opérations d’entrées/sorties via l’acquisition de verrous lors de l’accès
aux objets de données. VisageFS met en œuvre une consistance séquentielle et la modifi-
cation d’une donnée au sein d’un fichier ouvert est immédiatement visible à l’ensemble des
processus sur la grille ayant ce même fichier ouvert.
L’accès aux données est donc pris en charge localement au nœud ayant demandé l’ou-
verture d’un fichier. La fermeture du fichier provoque la mise à jour de l’inode vers le VRT
si celui-ci a été modifié.
3.2 Le stockage dynamique local
L’écriture d’une donnée dans un fichier présent au sein d’un espace de noms d’un sys-
tème de fichiers pour grille entraîne l’utilisation d’une ressource de stockage potentiellement
distante.
L’utilisation d’une ressource de stockage locale (e.g. /tmp) pour des calculs intermé-
diaires est une pratique très largement répandue. Cette solution permet d’éviter un trafic
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réseau susceptible d’impacter la performance. En revanche, lorsqu’il est nécessaire de rendre
ces données locales globalement accessibles, une phase de recopie vers une ressource glo-
balement partagée est alors nécessaire.
Le stockage dynamique local est une fonctionnalité avancée de VisageFS qui répond à
notre objectif de réduction des accès à des ressources de stockage potentiellement distantes
par l’utilisation de ressources locales. Cette fonctionnalité qui peut être activée à la de-
mande permet de contourner la latence en donnant aux applications un accès transparent
aux ressources de stockage locales.
3.2.1 Principe
Lorsqu’une application ouvre un fichier depuis l’espace de noms de VisageFS, les don-
nées sont accédées depuis des objets stockées dans le conteneur de données hérité du super-
block d’un volume logique. Ce conteneur peut être lié à une ressource de stockage située sur
un site distant puisque la définition de ce conteneur est statique. Une telle configuration
engendre du trafic réseau sur le WAN et donc une dégradation des performances.
La mise en œuvre du stockage dynamique local passe par le positionnement de l’attri-
but étendu relatif à la dynamicité de conteneur au niveau d’un fichier ou d’un répertoire.
Cette fonctionnalité permet le stockage de données dans un conteneur local à un nœud
indépendamment du conteneur de données par défaut défini au niveau du superblock d’un
volume logique. Pour cela, un conteneur local au nœud écrivain est dynamiquement sélec-
tionné au moment du traitement de l’appel système write. L’utilisation d’une ressource
de stockage locale est ainsi transparente pour les applications.
Fig. 3.3 – Le principe du stockage dynamique local.
La métadonnée d’un fichier contient ainsi des références à des objets de données stockés
dans des conteneurs locaux situés sur des nœuds de la grille. Cette métadonnée bénéficie
d’une visibilité à l’échelle de la grille ce qui signifie que, quelque soit le conteneur utilisé
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pour le stockage d’une donnée, celle-ci pourra être accédée en tout point de la grille.
Dans l’exemple figure 3.3, l’attribut étendu relatif au stockage dynamique local est af-
fecté à l’inode du répertoire output : la fonctionnalité avancée est donc active vis à vis du
fichier data.bin. Les nœuds A et B ont ensuite ouvert ce même fichier data.bin. L’écriture
d’une donnée entraînant la création d’un objet de donnée fait que celui-ci sera dynami-
quement alloué auprès d’un conteneur de stockage local au nœud. Nous voyons dans cet
exemple que les deux premiers ofsDs sont stockés dans un conteneur local au nœud A alors
que le troisième ofsD est stocké dans un conteneur local au nœud B.
Remarques
Le fait d’écrire à l’endroit où l’on se trouve est également employé par les systèmes de
fichiers pour grille Gfarm et Gfarm2. Vis à vis d’une application Posix, Gfarm2 tente sys-
tématiquement d’utiliser une ressource de stockage locale à chaque création d’un nouveau
fichier. Dans VisageFS, cette fonctionnalité peut être activée à la demande.
Par rapport aux systèmes de fichiers AFS, Coda et XUFS, les données stockées lo-
calement, que ce soit en cache ou dans un répertoire localisé, ne sont pas visibles par un
autre nœud. Une phase de réintégration ou de recopie dans l’espace de noms global est
alors nécessaire.
Vis à vis du système de fichiers pour grille BAD-FS [BTAD+04], VisageFS ne requiert
pas de description des données et ressources qui seront lues/écrites par le workflow (lo-
calisation, estimation de volume, etc). Il suffit d’activer notre fonctionnalité avancée pour
l’ensemble du workflow puisque toutes les données stockées localement disposent d’une
visibilité globale.
XtreemFS dispose d’une fonctionnalité similaire au stockage dynamique local, néan-
moins VisageFS permet d’activer cette fonctionnalité à la demande et au niveau d’un
répertoire et non pas d’un volume logique.
3.2.2 Mise en œuvre
Pour activer la fonctionnalité avancée du stockage dynamique local, on positionne l’at-
tribut étendu <stockage_données>=local sur un répertoire de l’espace de noms de Visa-
geFS. Lors de l’ouverture d’un fichier en relation avec un chemin faisant apparaître cet
attribut étendu, celui-ci est hérité. Ainsi, lorsque le traitement d’un appel système write
54
3.2. Le stockage dynamique local
entraîne la création d’un objet de données, on va tenter de créer ce dernier dans un conte-
neur local au nœud courant plutôt que dans le conteneur défini statiquement au niveau du
superblock.
Fig. 3.4 – Mise en œuvre et héritage du stockage dynamique local.
Dans l’exemple de la figure 3.4, l’attribut étendu relatif au stockage dynamique local
est affecté à l’inode du répertoire output. Cela signifie que toute la sous-arborescence de
ce répertoire est concernée par sélection dynamique d’un conteneur local.
Lorsqu’une application ouvre le fichier /output/data.bin, l’opération de résolution du
chemin commence par recopier les attributs étendus du superblock. Parmi ces attributs
étendus se trouve l’identité du conteneur par défaut dédié au stockage des données (can1).
Lorsque la résolution du chemin atteint le répertoire output, l’attribut étendu relatif
au stockage dynamique local est hérité.
Si lors du traitement de l’appel système write, celui-ci entraîne la création d’un nouvel
objet de données (ofsD), ce dernier sera alloué auprès d’un conteneur local sélectionné dy-
namiquement. Pour obtenir l’identité d’un conteneur local à un nœud, nous avons étendu
l’API du virtualiseur (VRT) avec une nouvelle fonction. Celle-ci prend en paramètre l’iden-
tité d’un nœud puis effectue la recherche d’un conteneur local. Cette recherche est rendue
possible par le fait que les métadonnées du virtualiseur sont cohérentes à l’échelle de la
grille et disponible auprès de tous le nœuds.
VisageFS interroge donc le virtualiseur avec l’identité du nœud à l’origine de la création
du nouvel ofsD. Après traitement, la fonction renvoie l’identité d’un conteneur local qui
utilise une ressource de stockage locale. Si un tel conteneur n’existait pas, VisageFS ferait
alors usage du conteneur de données par défaut (i.e. celui hérité du superblock).
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De même, lorsque plusieurs nœuds ont ouvert un même fichier, le nœud en charge de
la gestion de ce fichier ouvert tient compte de l’identité du nœud client dans le traitement
de la requête. Si cette dernière entraîne la création d’un nouvel objet de données, le nœud
serveur alloue un ofsD auprès d’un conteneur local au nœud client et met à jour la méta-
donnée du fichier.
Pour désactiver la fonctionnalité avancée du stockage dynamique local, il suffit de sup-
primer l’attribut étendu correspondant de l’espace de noms de VisageFS.
L’une des caractéristiques du stockage dynamique local est de permettre une visibilité
à l’échelle de la grille des données stockées dans des conteneurs locaux aux nœuds. Le
maintien de cette visibilité présente cependant un coût en terme de trafic réseau qui croît
avec la latence.
Lorsque différents nœuds sont impliqués dans une phase parallèle d’un workflow qui
modifient un même répertoire, la sémantique Posix induit une intense activité réseau. La
modification de l’inode d’un répertoire requiert en effet l’obtention d’un verrou en écriture
auprès du composant de gestion de la concurrence. Ce verrou invalide alors l’inode de ce
répertoire auprès des caches de métadonnées de VisageFS. Une telle opération va s’avérer
très lourde si tous les nœuds modifient simultanément ce même répertoire.
Or, des tâches indépendantes s’exécutant sur des nœuds distincts ne requièrent pas de
visibilité mutuelle lorsqu’elles créent des fichiers et des répertoires au sein d’un même ré-
pertoire de l’espace de noms. Il faut dans ce cas pouvoir réduire la visibilité de ce répertoire
pour réduire le trafic réseau de maintien de la cohérence sur les métadonnées. La réduction
de cette visibilité s’opère par un ajustement de la portée de la sémantique Posix sur ce
répertoire.
Pour mettre en œuvre ce mécanisme, nous avons introduit une nouvelle fonctionnalité
avancée que nous avons baptisée les répertoires translucides.
3.3 Les répertoires translucides
Si l’on considère le cas d’un workflow qui possède une phase dans laquelle des tâches
indépendantes s’exécutent sur la grille et génèrent des fichiers distincts dans un même ré-
pertoire de sortie, ces tâches n’ont nullement besoin d’une visibilité mutuelle. La visibilité
de l’ensemble des fichiers au niveau de ce répertoire ne sera utile que lorsque cette phase
parallèle sera achevée.
La fonctionnalité avancée des répertoires translucide répond à notre objectif de réduc-
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tion du trafic réseau lié au maintien de la cohérence sur les métadonnées. Elle peut être
activée à la demande et permet de contourner la latence en réduisant le trafic de maintien
de la cohérence de l’espace de noms lorsque celui-ci n’est pas utile. Pour cela, nous donnons
à l’utilisateur la possibilité d’ajuster la portée de la visibilité vis à vis d’un répertoire.
3.3.1 Principe
Par défaut, le système de fichiers VisageFS met en œuvre une sémantique Posix à
l’échelle de la grille ce qui signifie que l’espace de noms est globalement cohérent. Pour
réduire le trafic réseau dû au maintien de la cohérence sur les métadonnées, nous permettons
aux utilisateurs de réduire la portée de la sémantique Posix à l’échelle d’un site ou à
l’échelle d’un nœud. La mise en œuvre d’une sémantique Posix de portée réduite s’effectue
via le positionnement de l’attribut étendu relatif à la portée de la visibilité au niveau d’un
répertoire. En positionnant une visibilité réduite à un niveau site ou à un niveau nœud sur
un répertoire, celui-ci devient un répertoire translucide.
Un répertoire translucide entraîne la création de répertoires étendus locaux. Un réper-
toire étendu local est destiné à contenir des entrées qui seraient normalement ajoutées au
niveau d’un répertoire translucide. Il évite en cela l’invalidation à l’échelle de la grille de
l’inode du répertoire translucide et permet donc de réduire le trafic réseau. Les répertoires
étendus locaux sont invisibles vis à vis de l’espace de noms.
Par contre, le fait de rendre translucide un répertoire n’affecte en rien sa visibilité à
l’échelle de la grille ni celle de ses fichiers et sous-répertoires existants.
Lorsqu’une application crée un nouveau fichier, répertoire ou lien symbolique au sein
d’un répertoire translucide, la nouvelle entrée est en fait ajoutée au répertoire étendu local
de niveau nœud ou de niveau site. Cela permet d’éviter l’invalidation à l’échelle de la grille
de l’inode du répertoire translucide. Les entrées contenues dans un répertoire étendu local
de niveau site ne sont visibles que des nœuds du site et celles contenues dans un répertoire
étendu local de niveau nœud ne sont visibles que du seul nœud.
Un répertoire translucide (fig. 3.5) comprend une arborescence de répertoires étendus
locaux de niveau site et de niveau nœud qui sont invisibles pour l’utilisateur. Chacun de
ces répertoires étendus porte le nom d’un site ou d’un nœud.
Le contrôle de la visibilité vis à vis du contenu d’un répertoire translucide s’opère
durant la phase de résolution d’un chemin (i.e. lors du traitement d’un appel système) :
la traversée d’un répertoire étendu local est uniquement autorisée si celui-ci correspond au
nom du site ou au nom du nœud courant.
En interdisant la traversée des répertoires étendus locaux ne correspondant pas au nom
du site ou au nom du nœud, nous limitons la visibilité. En limitant la visibilité, nous rédui-
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Fig. 3.5 – Le concept des répertoires translucides.
sons le trafic réseau de maintien de la cohérence sur les métadonnées et nous améliorons
donc la performance des applications.
Lorsque l’utilisateur souhaite rendre visible à l’échelle de la grille l’ensemble des conte-
nus d’un répertoire translucide, celui-ci va simplement invalider l’attribut étendu relatif à
la portée de la visibilité. En ayant invalidé cet attribut étendu, l’opération de résolution
d’un chemin est dès lors autorisée à parcourir l’ensemble des répertoires étendus locaux
de niveau site et de niveau nœud. Les contenus de ces répertoires vont ainsi être visible à
l’échelle de la grille.
Les répertoires translucides permettent ainsi à un utilisateur de contrôler la portée de
la visibilité vis à vis d’un répertoire. Cette approche peut être utilisée pour tout work-
flow faisant état d’une phase parallèle dans laquelle des tâches indépendantes génèrent
des fichiers résultats au sein d’un même répertoire de sortie. Durant cette phase parallèle,
l’utilisateur va réduire la portée à une visibilité de niveau nœud par exemple. Lorsque cette
phase parallèle est terminée, l’utilisateur accroît la portée jusqu’au niveau grille et poursuit
le déroulement de son workflow avec une visibilité totale vis à vis des fichiers générés au
sein du répertoire de sortie.
Remarques
Dans [Fad07], il est mentionné une future extension du système Gpfs v3.2 d’IBM qui
permettra la mise en œuvre de verrous très fins au niveau d’un répertoire. Les auteurs
souhaitent ainsi améliorer la création de fichiers en parallèle au sein d’un même répertoire
depuis plusieurs nœuds.
Le système de fichiers Coda fait usage du principe de la réplication optimiste. Indé-
pendamment de la réplication des données, la création de répliques des métadonnées et
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leur réintégration non contrôlée génère du trafic réseau. De plus, durant la phase de réin-
tégration, Coda bloque tous les accès en écriture au niveau d’un volume alors que dans
VisageFS seul le répertoire translucide est verrouillé.
3.3.2 Mise en œuvre
Pour activer la fonctionnalité avancée des répertoires translucide, on positionne l’attri-
but étendu <stockage_métadonnées> sur un répertoire de l’espace de noms de VisageFS
avec la valeur Posix@Site ou Posix@Node. Le répertoire devient dès lors un répertoire
translucide avec une visibilité réduite respectivement à un niveau site ou à un niveau nœud.
Nous avons vu que la mise en œuvre d’un répertoire translucide entraîne la création
d’une arborescence de répertoires étendus locaux de niveau site et de niveau nœud. Les
répertoires étendus locaux de niveau site sont référencés par le répertoire translucide et les
répertoires étendus locaux de niveau nœud sont référencés par le répertoire étendu local
de niveau site correspondant au nom du site.
Un répertoire étendu local, lorsqu’il n’existe pas déjà, est automatiquement crée pen-
dant la phase de résolution d’un chemin :
• A un instant donné, il ne peut y avoir qu’un seul répertoire étendu local de niveau
site par site. La création de ce répertoire étendu local correspond à l’unique cas où
la métadonnée du répertoire translucide est invalidée à l’échelle de la grille,
• De même, la création d’un répertoire étendu local de niveau nœud s’effectue une fois
par nœud et ne modifie que l’inode du répertoire étendu local de niveau site cor-
respondant. Ceci provoque l’invalidation à l’échelle du site de l’inode du répertoire
étendu local de niveau site. Dans l’hypothèse où ce répertoire étendu local de niveau
site n’existe pas, celui-ci sera automatiquement crée.
La métadonnée d’un répertoire étendu local de niveau site ou de niveau nœud est
stockée dans un conteneur local au nœud ayant entraîné sa création. Un inode nouvellement
crée au sein d’un répertoire translucide sera en fait référencé par un répertoire étendu local
de niveau site ou de niveau nœud selon la portée de la visibilité. Ce nouvel inode sera
lui-même stocké dans un conteneur local au nœud ayant entraîné sa création.
Pour obtenir l’identité d’un conteneur local à un nœud, nous faisons appel à la même
fonction du VRT que dans le cas du stockage dynamique local (§ 3.2.2). Cette fonction
va nous permettre de trouver l’identité d’un conteneur faisant usage d’une ressource de
stockage locale à un nœud.
Parce que les métadonnées sont simplement des objets du système de fichiers, VisageFS
est en mesure de les placer librement au sein de conteneurs.
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Fig. 3.6 – Mise en œuvre des répertoires translucides.
Dans l’exemple de la figure 3.6, une application qui s’exécute sur le nœud 1 du site A
crée un nouveau fichier data.bin au sein du répertoire /output. Ce répertoire translucide
est doté d’une visibilité réduite à un niveau nœud. Cela signifie que tout nœud aura une
vision potentiellement différente des entrées nouvellement crées au sein de ce répertoire.
Lors de la phase de résolution du chemin, les attributs étendus du superblock sont
d’abord hérités avec notamment une visibilité de niveau grille spécifiée par la valeur Posix
de l’attribut étendu <sémantique_métadonnées>. Lorsque la phase de résolution arrive
au niveau du répertoire output, la visibilité est d’abord réduite à un niveau nœud puis
l’identité du conteneur de métadonnées hérité du superblock est remplacé par celle d’un
conteneur local au nœud.
S’ils n’existent pas, les répertoires étendus locaux de niveau site et de niveau nœud sont
crées. Ainsi, le répertoire étendu local de niveau site nommé ’site A’ est crée et référencé
par l’inode du répertoire translucide puis le répertoire étendu local de niveau nœud nommé
’nœud 1’ est crée et référencé par le répertoire étendu local de niveau site que l’on vient
de créer. On a donc une arborescence de répertoires étendus locaux. Les inodes de ces
répertoires étendus locaux sont stockés dans le conteneur de métadonnées indiqué.
L’inode correspondant au nouveau fichier est crée et stocké dans ce même conteneur de
métadonnées et une référence est ajoutée au niveau du répertoire étendu local de niveau
nœud ’nœud 1’. Ce fichier nouvellement crée est invisible de tous les autres nœuds du fait
de la visibilité réduite à un niveau nœud.
En réduisant la portée de la sémantique Posix, nous permettons à toute application
de créer des entrées au sein d’un même répertoire sans invalidation d’inode à l’échelle de
la grille.
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Lorsqu’il devient nécessaire de rendre globalement visible l’ensemble des entrées d’un
répertoire translucide, une extension de la portée de la sémantique Posix est alors opérée.
Cette opération consiste uniquement à invalider l’attribut étendu <sémantique_métadonnées>
au niveau d’un répertoire translucide qui redevient alors un simple répertoire. Aucune
modification n’est apportée aux répertoires étendus locaux qui sont toujours présents et
invisibles du point de vue utilisateur. En autorisant dès lors la traversée de l’ensemble des
répertoires étendus locaux à l’opération de résolution d’un chemin, nous rendons globale-
ment visible l’ensemble des entrées présentes au niveau des ces répertoires. Le principe des
répertoires translucides permet ainsi de satisfaire à notre objectif de réduction du trafic
réseau lié au maintien de la cohérence sur les métadonnées.
Les répertoires translucides ont été conçus de façon a être utilisés conjointement au
stockage dynamique local. Dans ce cas, les données et les métadonnées sont stockées loca-
lement aux nœuds ayant entraîné leur création.
3.3.3 Portées de la sémantique Posix
Nous avons vu que VisageFS permettait à un utilisateur d’ajuster la portée de la sé-
mantique Posix vis à vis d’un répertoire. Une métadonnée située au sein de ce répertoire
ou dans sa sous-arborescence peut faire état de l’une de ces trois portées :
• Posix : la métadonnée est visible à l’échelle de la grille (défaut),
• Posix@Site : la métadonnée est visible à l’échelle d’un site, soit une opacité totale
vis à vis des autres sites,
• Posix@Node : la métadonnée est visible à l’échelle d’un nœud, soit une opacité to-
tale vis à vis de tous les autres nœuds de la grille.
En réduisant la portée de la sémantique Posix vis à vis d’un répertoire, VisageFS
donne à l’utilisateur la possibilité de contrôler la visibilité d’un répertoire en fonction de
ses besoins. Les répertoires de VisageFS ne sont ainsi pas forcément transparents dans
le sens où l’on ne voit pas obligatoirement toutes les entrées. Cette visibilité est mise en
œuvre par l’opération de résolution d’un chemin qui va décider de consulter ou non les
entrées d’un répertoire étendu local.
Réduction de la portée Posix et règles de résolution d’un chemin
Les règles de parcours des répertoires étendus locaux lors de l’opération de résolution
d’un chemin permettent de minimiser les invalidations sur les inodes en cache et donc de
réduire le trafic réseau.
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Nous rappelons qu’un répertoire étendu local est identifié par un nom de site ou un
nom de nœud. L’opération de résolution d’un chemin dispose à la fois de l’information sur
la portée de la sémantique et sur l’identité du nœud courant et le site auquel il appartient.
• En mode sémantique Posix@Node, seul le répertoire étendu local de niveau nœud
correspondant au nom du nœud effectuant la résolution pourra faire l’objet d’une
demande de verrou en écriture. Les répertoires étendus locaux de niveau site et le
répertoire translucide sont seulement consultés,
• En mode sémantique Posix@Site, seul le répertoire étendu local de niveau site cor-
respondant au nom du site pourra faire l’objet d’une demande de verrou en écriture,
le répertoire translucide est seulement consulté. Les éventuels répertoires étendus
locaux de niveau nœud sont ignorés,
• En mode sémantique Posix, tous les répertoires étendus locaux des niveaux sites et
des niveaux nœuds sont accessibles à l’opération de résolution d’un chemin.
Fig. 3.7 – Résolution d’un chemin et parcours de répertoires translucides.
Dans la configuration Posix@Node (fig. 3.7), la création d’un nouveau fichier (e.g.
output/<fichier>) va conduire l’opération de résolution d’un chemin à demander un
verrou en écriture non pas sur la métadonnée du répertoire output mais sur celle du réper-
toire étendu local de niveau nœud correspondant au nom du nœud. Au cas où il n’existe
pas, ce répertoire étendu local est crée pendant la phase de résolution et son inode est
stocké localement au nœud ayant entraîné sa création. La métadonnée associée au fichier
nouvellement crée est stockée dans un conteneur local au nœud et une entrée qui référence
cette métadonnée est ajoutée aux entrées du répertoire étendu local de niveau nœud.
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Il apparaît donc au travers de cet exemple qu’une fois les répertoires étendus locaux de
niveau site crées, la métadonnée du répertoire translucide n’est plus invalidée. Les verrous
en écriture s’appliquent désormais uniquement aux répertoires étendus locaux de niveau
nœud.
Un répertoire étendu local fait référence à des métadonnées stockées localement à un
nœud ou a un site et dont la visibilité est restreinte vis à vis de la grille. La capacité de
VisageFS à gérer les métadonnées indépendamment de toute structure centralisée réduit
de fait le trafic sur les métadonnées liées au répertoire translucide.
Extension de la portée Posix à l’échelle de la grille
L’extension de la sémantique Posix se fait systématiquement à l’échelle de la grille et
consiste à rendre visible et accessible en tout point l’ensemble des métadonnées disséminées
au sein de répertoires étendus locaux de niveau site et de niveau nœud d’un répertoire
translucide.
En invalidant l’attribut étendu relatif à la portée de la visibilité sur un répertoire
translucide, celui-ci redevient alors un simple répertoire si ce n’est que les répertoires
étendus locaux de niveau site et de niveau nœud dont il est pourvu sont toujours présents
mais invisibles. Ces derniers ne sont cependant plus opaques puisque la sémantique Posix
autorise désormais l’opération de résolution d’un chemin à les parcourir : toutes les entrées
sont donc visibles et accessibles en tout point de la grille.
L’extension de la sémantique Posix à l’échelle de la grille est donc indépendante du
nombre de répertoires étendus locaux et du nombre d’entrées de chacun d’eux.
Les conflits : Lors de l’utilisation d’une sémantique Posix de portée réduite, les modifi-
cations appliquées par les clients aux différents répertoires étendus locaux peuvent conduire
à des situations conflictuelles lors de l’extension de la portée de la sémantique. Dans le cas
d’une phase parallèle d’un workflow, même si les différents nœuds impliqués créent des
fichiers et des répertoires de noms distincts, il existe toujours des exceptions. Celles-ci
peuvent par exemple se matérialiser par la création par chacune des tâches d’un fichier
d’erreur de même nom.
Dans ce cas, VisageFS va simplement laisser apparaître ces doublons qui ne causerons
aucun dommage au système de fichiers. Cela vient du fait que si deux inodes portent
effectivement le même nom, tous deux sont basés dans des répertoires étendus locaux
différents et sont référencés par des triplets <lv,can,ino> distincts.
Une solution simple à ce problème consiste à ce que l’utilisateur renomme lui-même ces
doublons, voir l’exemple ci-après.
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Affichage du contenu du répertoire
#> ls /mnt/visagefs/output
#> ......
#> errors.log
#> errors.log
#> ......
Renommage des fichiers
#> cd /mnt/visagefs/output
#> mv errors.log <fichier_1>
#> mv errors.log <fichier_2>
3.4 Implémentation
Nous abordons dans cette section la façon dont nous avons implémenté les fonctionna-
lités, le composant et les inodes de VisageFS. Nous présentons également le découpage en
processus des différentes fonctionnalités de la plateforme ViSaGe.
VisageFS est un système de fichier natif pour grille, orienté objet, open-source et im-
plémenté en espace utilisateur au moyen de Fuse. La norme Posix n’est que partiellement
implémentée notamment du fait que les verrous utilisateur ne sont pas encore disponibles.
La couche de virtualisation du stockage garantit l’atomicité des opérations de lectures et
d’écritures vis à vis d’un objet. VisageFS étend cette garantie aux accès impliquant plu-
sieurs objets via la mise en œuvre de verrous via le composant de gestion de le concurrence
(VCCC). La modification d’une donnée sur un fichier ouvert est immédiatement visible à
l’ensemble des processus sur la grille ayant ce même fichier ouvert. Enfin, VisageFS met
en œuvre la consistance séquentielle.
L’ensemble des développements ont été effectués en C sur des systèmes Linux 2.6.
3.4.1 Attributs étendus dynamiques de VisageFS
Les interactions avec les attributs étendus s’effectuent au travers des appels système
getxattr et setxattr de l’API Posix. Alors que la valeur d’un attribut étendu est habi-
tuellement statique, la valeur associée à un attribut étendu de VisageFS est dynamique :
elle peut évoluer indépendamment de l’appel système setxattr.
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Nous décrivons ci-après les clés qui permettent à un utilisateur d’interagir avec les attri-
buts étendus. Les trois premières clés sont accessible uniquement en écriture, les suivantes
le sont en lecture et écriture.
Sémantique des données <visagefs.qos.datasem,valeur> permet de définir la sé-
mantique sur les données associée à un fichier ou un répertoire,
Dynamicité de conteneur <visagefs.qos.datadyn,valeur> permet l’activation ou la
désactivation du stockage dynamique local sur un inode de type répertoire ou fichier,
Sémantique des métadonnées <visagefs.qos.metasem,valeur> permet l’activation ou
la désactivation des répertoires translucides sur un inode de type répertoire.
Segmentation des données utilisateur <visagefs.qos.ofsize,valeur> permet de lire
ou modifier la façon dont les données utilisateur sont segmentées par VisageFS. Un
segment de données constitue un objet à part entière stocké dans un conteneur,
Chronomètres <visagefs.debug.chrono,valeur> permet l’acquisition ou la ré-initialisation
des chronomètres relatifs à l’exécution des appels système et au traitement des prin-
cipales fonctions des composants de la plateforme ViSaGe. Un outil de monitoring
externe ne peut être aussi sensible et précis vis à vis du comportement de la plate-
forme,
Pour interagir avec ces clés, l’utilisateur peut faire usage de la commande shell attr
qui se charge d’effectuer les appels système correspondants.
Le stockage des attributs étendus de VisageFS
Nous avons vu précédemment qu’il est possible d’affecter des attributs étendus de Vi-
sageFS aux inodes. Tout inode possède une structure propre permettant le stockage de
ces attributs étendus. Cette même structure se retrouve également au niveau d’un su-
perblock et au niveau d’une structure de données associée à la résolution d’un chemin. La
figure 3.8 donne une vue détaillée des différents mots qui composent cette structure propre.
Le mot nommé vfs_qos comprend les champs suivants :
• Sémantique des métadonnées : est un champ exploité par la fonctionnalité avan-
cée des répertoires translucides. C’est dans ce champ qu’est stockée la portée de la
sémantique Posix (Posix, Posix@Site, Posix@Node ou hérité),
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Fig. 3.8 – Structure de mémorisation des attributs étendus de VisageFS.
• Sémantique des données : est un champ qui indique si la cohérence des données est
assurée par le système de fichiers (Posix) ou par le coté applicatif (MPI). La valeur
’hérité’ indique qu’il n’y a pas de redéfinition,
• Segmentation des données utilisateur : fait référence au découpage en objets des
données utilisateurs. Ce champ contient l’information sur la taille des ofsDs,
• Héritage : indique au mécanisme d’héritage s’il doit ou non tenir compte d’éven-
tuelles définitions propres à chaque champ. Lorsque le bit Héritage est inactif, les
différents champs ne sont pas consultés.
Vis à vis d’un attribut étendu, la valeur hérité signifie simplement que cet attribut
n’est pas affecté.
Les mots ofs0_can et ofsD_can définissent respectivement l’identité des conteneurs de
métadonnées et de données. Ils sont respectivement liés aux mots nommés ofs0_qos et
ofsD_qos (fig. 3.8) lesquels comprennent les champs suivants :
• Type de conteneur : indique la nature du conteneur ofs0_can ou ofsD_can corres-
pondant. La valeur de ce champ dépend des types de conteneurs disponibles auprès
du VRT (standard ou hérité),
• Dynamicité de conteneur : est un champ exploité par la fonctionnalité avancée du
stockage dynamique local. Ce champ contient la valeur ’local ’ lorsque la fonctionnalité
est activée, ’hérité’ sinon,
• Héritage : indique au mécanisme d’héritage s’il doit ou non tenir compte d’éven-
tuelles définitions propre à chaque champ.
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Pour que l’identité d’un conteneur de métadonnées (ofs0_can) ou de données (ofsD_can)
soit prise en compte lors de la résolution d’un chemin, la valeur du champ ’Type de conte-
neur ’ du mot ofs0_qos ou ofsD_qos correspondant doit être différente de ’hérité’.
Lorsque la valeur de ce champ est ’standard ’, cela signifie que le mot ofs0_can ou
ofsD_can correspondant contient un numéro de conteneur valide et que celui-ci fait usage
d’une seule ressource de stockage.
L’espace de noms des attributs étendus : Il existe différents espaces de noms pour
les attributs étendus. Lorsque la commande shell attr est utilisée pour affecter un attribut
étendu sur un inode, celle-ci émet un appel système setxattr relatif à l’espace de noms
utilisateur. Cela signifie que les attributs étendus de VisageFS sont préfixées par le mot
clé ’user ’ : par exemple, visagefs.debug.chrono devient user.visagefs.debug.chrono
lorsqu’il est traité par VisageFS.
3.4.2 Les inodes et le superblock d’un volume logique
Un inode est stocké sous la forme d’un objet ofs0 de type répertoire, fichier ou lien sym-
bolique. Un inode contient des attributs visibles via l’appel système stat et des attributs
étendus avec lesquels l’utilisateur interagit via les appels système getxattr et setxattr.
La structure de mémorisation des attributs étendus de VisageFS est présente au niveau de
chaque inode. Tout inode comprend également un compteur de liens et les attributs atime,
mtime et ctime. Ces derniers représentent respectivement les dates de dernier accès, de
modification des données et de modification de l’inode. Le compteur de liens permet de
déterminer le nombre d’entrées de répertoire qui référencent un inode. Lorsque ce nombre
est nul, cela veut dire que le fichier, le répertoire ou le lien symbolique n’est plus accessible
depuis l’espace de noms : celui-ci est alors détruit.
Un inode est identifié par un triplet <lv,can,ino> qui garanti son unicité. Avant de
pouvoir accéder aux inodes qui constituent l’espace de noms d’un volume logique, le sys-
tème de fichiers doit trouver le point d’entrée de cet espace de noms. Cette information est
contenue dans le superblock associé à un volume logique.
Le superblock d’un volume logique
Un superblock se présente sous la forme d’une structure monolithique de 60 octets dont
le VRT assure le stockage. Il comprend, entre autre, les attributs atime, mtime et ctime, la
structure propre des attributs étendus de VisageFS et l’identité de l’inode racine. L’inode
racine du volume logique racine d’une organisation virtuelle est le répertoire ’/’ de l’espace
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de noms global. A ce jour, une seule organisation virtuelle est supportée et l’identité de
son volume logique racine est statique.
De la même façon que pour les autres objets du système de fichiers, un superblock est
identifié par un triplet <lv,-1,-1>. A ce titre, il bénéficie des verrous du VCCC_concurrency
et est stocké dans le cache de métadonnées de VisageFS.
Les informations contenues dans un superblock sont définies au moment du formatage
du volume logique correspondant. Un certain nombre de valeurs par défaut sont affectées
aux attributs étendus d’un superblock :
Sémantique des métadonnées par défaut
vfs_qos.’Sémantique des métadonnées’ = Posix
Sémantique des données par défaut
vfs_qos.’Sémantique des données’ = Posix
Conteneur de métadonnées par défaut
ofs0_can = 0
Type du conteneur de métadonnées par défaut
ofs0_qos.’Type de conteneur’ = standard
Conteneur de données par défaut
ofsD_can = 1
Type du conteneur de données par défaut
ofsD_qos.’Type de conteneur’ = standard
Les conteneurs de données et de métadonnées renseignés dans ces attributs étendus
sont crées dynamiquement par le VRT au moment du formatage du volume logique. Les
autres attributs étendus de VisageFS possèdent la valeur ’hérité’ ce qui signifie que la
fonctionnalité à laquelle ils sont associés n’est pas active.
Durant le formatage du volume logique, un inode de type répertoire est alloué auprès
du conteneur de métadonnées ofs0_can. L’identité de cet inode est ensuite recopiée dans
l’attribut relatif à l’inode racine du superblock.
Lorsque l’opération de résolution d’un chemin rencontre un volume logique, l’ensemble
des attributs étendus du superblock sont recopiés dans une structure de donnée propre à
la résolution. Cela signifie que les attributs étendus de VisageFS sont réinitialisés et la
résolution du chemin se poursuit à partir de l’inode racine.
Les inodes de type fichier
Un fichier est composé d’un objet ofs0 de type fichier et d’un certain nombre d’objets
ofsD. L’objet ofs0 correspond à l’inode du fichier qui contient des références à des objets
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ofsD qui eux-mêmes contiennent les données utilisateur.
L’inode d’un fichier est composé d’une première partie de taille fixe et d’une seconde de
taille variable. Cela permet à VisageFS d’ajuster la taille de l’inode en fonction du nombre
de références à des ofsDs :
• La première partie d’un inode comprend, entre autre, la taille des données et un
tableau de taille fixe qui permet de référencer un ou plusieurs objets de données,
• La seconde partie de l’inode est un tableau de taille variable. Ce tableau contient
les références aux objets de données qui ne peuvent être référencés par la première
partie de l’inode. Au fur et à mesure que le fichier crôit en taille, des références à des
ofsDs sont ajoutées dans ce tableau.
La première partie de l’inode permet de référencer un seul ofsD. L’inode d’un fichier
dont les données sont stockées dans un seul objet de données possède ainsi une empreinte
mémoire de 96 octets.
Un fichier dans VisageFS peut contenir au maximum 4096 références à des objets de
données. Une référence à un objet ofsD est une structure qui contient l’identité de l’objet
de données, un offset de départ et un mot vfs_qos. Le champ vfs_qos.’Segmentation
des données’ définit la taille maximum de l’objet de données qui peut être fixe entre un
minimum de 4Ko et un maximum de 32Mo, ou non bornée. En modifiant cet attribut
étendu, il est possible d’influer dynamiquement sur la taille de l’ofsD (64Ko par défaut).
L’exemple ci-après décrit comment un utilisateur peut influer sur la segmentation des
données par le système de fichiers :
Passer en taille non bornée (e.g. un seul ofsD par fichier)
#> attr -s visagefs.qos.ofsize -V -1 <fichier/répertoire>
Passer les ofsDs en taille 2048Ko
#> attr -s visagefs.qos.ofsize -V 2048 <fichier/répertoire>
Revenir à la taille par défaut (e.g. celle héritée du superblock)
#> attr -s visagefs.qos.ofsize -V 0 <fichier/répertoire>
Lorsqu’un fichier approche du nombre maximum de références, en plus de rendre non
bornée la taille du dernier ofsD, VisageFS doit prendre en compte le cas des fichiers creux
n’ayant pas débuté à l’offset 0. Dans ce cas, une référence à un ofsD vide qui débute à
l’offset 0 est ajoutée. Par la suite, VisageFS prend soin de rendre non bornés les ofsDs
ayant la possibilité de croître en taille.
Lors de l’allocation d’un objet ofs0 de type fichier, les différents champs de sa structure
propre sont affectés avec la valeur ’hérité’ et le bit Héritage est inactif.
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Dans VisageFS, l’attribut atime, c’est-à-dire la date du dernier accès, n’est modifiée
que lorsque l’inode ou la donnée est modifié.
Les inodes de type répertoire
L’inode d’un répertoire est constitué au minimum d’un objet ofs0 de type répertoire.
Tout objet ofs0 de type répertoire comprend notamment un tableau de taille variable
destiné à contenir des entrées. Une entrée est un lien qui associe un nom à un numéro
d’inode cible. Pour limiter la taille d’un objet ofs0 lorsque le nombre d’entrées devient trop
grand, nous répartissons celles-ci dans un arbre constitué d’objets ofs0 de type répertoires
alloués et détruits dynamiquement en fonction des besoins.
Lorsque le nombre maximum d’entrées est atteint vis à vis d’un ofs0, celui-ci peut
disposer de quatre répertoires étendus qui sont des liens vers des objets ofs0 de type
répertoire. Ces liens sont stockés dans une zone dédiée de l’ofs0. Les entrées d’un répertoire
sont ainsi distribuées dans ces répertoires étendus via une fonction de hachage. A mesure
que la profondeur de l’arbre s’accroît, le nombre d’entrées qu’il est possible de stocker par
objet ofs0 augmente jusqu’à une limite supérieure définie dans le code. La métadonnée d’un
répertoire peut ainsi être constituée d’un ou de plusieurs objets ofs0 de type répertoire.
L’inode d’un répertoire permet à ce jour de référencer jusqu’à un maximum d’environ
550.000 entrées.
Par rapport à la norme Posix, VisageFS supporte en plus la création de liens sur des
répertoires via la commande utilisateur ln.
Lors de l’allocation d’un objet ofs0 de type répertoire, les éléments de sa structure de
mémorisation des attributs étendus de VisageFS sont initialisés de telle façon à ce qu’ils
soient inactifs. Les liens vers les répertoires étendus sont également invalidés. L’attribut
atime n’est modifié que lorsque l’inode est modifié.
Les inodes de type lien symbolique
L’inode d’un lien symbolique est stocké sous la forme d’un objet ofs0 de type lien sym-
bolique. Il contient entre autre une chaîne de caractères dans laquelle est recopiée le chemin
passé en paramètre de l’appel système symlink. Un lien symbolique peut faire référence à
des fichiers, répertoires ou liens symboliques appartenant à d’autres systèmes de fichiers.
Un lien quant à lui référence un inode appartenant obligatoirement au même système de
fichiers et au même volume logique dans le cas de VisageFS.
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Lors de l’allocation d’un objet ofs0 de type lien symbolique, les éléments de sa struc-
ture de mémorisation des attributs étendus de VisageFS sont initialisés de telle façon à ce
qu’ils soient inactifs. De la même façon que pour l’inode d’un répertoire, l’attribut atime
n’est modifié que lorsque l’inode est modifié.
3.4.3 Le stockage dynamique local
Le stockage dynamique local permet aux application qui évoluent au sein de l’espace
de noms global de VisageFS de stocker des données localement aux nœuds de façon trans-
parente. L’implémentation de cette fonctionnalité avancée relève à la fois du stockage des
attributs étendus de VisageFS dans les inodes et du mécanisme d’héritage associé à la
résolution d’un chemin.
Pour activer la fonctionnalitée avancée du stockage dynamique local, la commande sui-
vante doit être exécutée depuis un shell :
Activation du stockage dynamique local
#> attr -s visagefs.qos.datadyn -V 1 <fichier/répertoire>
L’exécution de cette commande entraîne le passage du mode par défaut (hérité) au
mode local en affectant la valeur ’local ’ à la clé de l’attribut étendu Dynamicité de conte-
neur au niveau de l’inode d’un fichier ou d’un répertoire.
Nous avons précédemment indiqué que le traitement d’un appel système se déroulait
en deux phases. La première est l’opération de résolution d’un chemin qui va, entre autre,
hériter des attributs étendus de VisageFS rencontrés lors de la traversée de l’espace de
noms. Lorsque le champ ofsD_qos.’Dynamicité de conteneur’ est différent de ’hérité’,
cela signifie que la fonctionnalité avancée du stockage dynamique local est active.
Lorsque la seconde phase du traitement d’un appel système write entraîne la création
d’un nouvel objet de données, celui-ci est alloué auprès d’un conteneur local au nœud cou-
rant. Une référence à ce nouvel objet ofsD est alors ajoutée à l’inode du fichier et l’appel
système write se termine par l’écriture de la donnée dans l’objet.
Extension de l’API du VRT : recherche d’un conteneur local
L’accès à une ressource de stockage locale lorsque l’on évolue au milieu d’espaces virtua-
lisés est loin d’être trivial. Le composant de virtualisation du stockage fait que le système
de fichiers est lui-même ignorant quant au placement des données sur les ressources. Il est
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donc nécessaire de disposer d’une fonctionnalité de niveau VRT qui permette de trouver
l’identité d’une ressource de stockage locale à un nœud.
Pour permettre la sélection d’un conteneur local à un nœud, l’API du composant de
virtualisation du stockage a été étendue par cette nouvelle fonction :
Renvoie l’identité d’un conteneur local au nœud indiqué pour un VL donné
int vrt_find_local_can( lv_id_t lv_id,
can_id_t *pcan_id,
const vsg_id_t *vsg_id );
Pour un volume logique donné, la fonction va parcourir la liste de l’ensemble des conte-
neurs. Lorsque l’identité du nœud passé en paramètre (vsg_id) dispose d’une ressource
de stockage, la fonction vérifie si un conteneur local est effectivement disponible et renvoie
alors son identifiant (pcan_id).
Pour désactiver la fonctionnalité avancée du stockage dynamique local, la commande
suivante doit être exécutée depuis un shell :
Désactivation du stockage dynamique local
#> attr -s visagefs.qos.datadyn -V 0 <fichier/répertoire>
L’exécution de cette commande entraîne le passage du mode local au mode par défaut
(hérité) en affectant la valeur ’hérité’ à la clé de l’attribut étendu Dynamicité de conteneur
au niveau de l’inode d’un fichier ou d’un répertoire.
3.4.4 les répertoires translucides
Les répertoires translucides permettent de réduire le trafic réseau dû au maintien de
la cohérence sur les métadonnées. Pour cela, une réduction de la portée de la visibilité est
appliquée au niveau d’un répertoire qui devient alors translucide. Un répertoire translu-
cide entraîne le stockage des métadonnées localement aux nœuds de la grille et réduit leur
cohérence à un niveau site ou nœud.
Pour rendre un répertoire translucide, nous exécutons l’une des commandes décrites
ci-après depuis un shell :
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Répertoire translucide avec une visibilité de niveau site
#> attr -s visagefs.qos.metasem -V 1 <répertoire>
Répertoire translucide avec une visibilité de niveau nœud
#> attr -s visagefs.qos.metasem -V 2 <répertoire>
Ces deux commandes entraînent respectivement l’affectation de la valeur ’Posix@Site’
ou ’Posix@Node’ sur l’attribut étendu relatif à la sémantique des métadonnées sur l’entrée
dans le répertoire parent menant à l’inode du répertoire cible (output fig. 3.9).
Fig. 3.9 – Activation d’une sémantique de portée réduite.
La portée de la visibilité sur les métadonnées ne peut en effet pas être directement
affectée à l’inode du répertoire cible car il est nécessaire de disposer de cette information
avant d’accéder à son inode. En effet, une demande de création d’une entrée dans un
répertoire conduit l’opération de résolution à demander un verrou en écriture sur le dernier
répertoire du chemin. Si celui-ci est un répertoire translucide, la demande de verrou sera
faite sur la métadonnée du répertoire étendu local de niveau site ou de niveau nœud.
Nous avons donc ajouté le mot vfs_qos au niveau des entrées des répertoires. Cela per-
met d’affecter le champ relatif à la sémantique des métadonnées (vfs_qos.’Sémantique
des métadonnées’) au niveau de l’entrée qui mène à l’inode d’un répertoire translucide.
Remarque : Les inodes des éventuels répertoires crées par une application au sein d’un
répertoire translucide sont référencés par un répertoire étendu local et n’apparaîtront donc
pas vis à vis de la grille.
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Modification de la structure des répertoires : Lorsque la portée de la visibilité est
réduite, les entrées nouvellement crées au sein d’un répertoire translucide sont ajoutées à
un répertoire étendu local de niveau site ou de niveau nœud.
Un répertoire étendu local se présente sous la forme d’un objet ofs0 de type répertoire.
Une entrée associe cet objet à un nom de site ou un nom de nœud. Cette entrée relative à
un répertoire étendu local de niveau site est ajoutée dans une zone dédiée d’un répertoire
translucide. Une entrée relative à un répertoire étendu local de niveau nœud est ajoutée
dans une zone dédiée d’un répertoire étendu local de niveau site.
Fig. 3.10 – Structure interne d’un répertoire de VisageFS.
La figure 3.10 présente la structure interne d’un répertoire de VisageFS. Il n’existe
aucune différence structurelle entre un répertoire translucide et un répertoire étendu local :
tous sont des objets ofs0 de type répertoire.
Modification de la fonction de résolution d’un chemin : La fonction de résolu-
tion d’un chemin a été modifiée pour prendre en compte la création des répertoires étendus
locaux. Un appel système qui entraîne la création d’un inode au sein d’un répertoire translu-
cide force l’opération de résolution à créer le répertoire étendu local correspondant puisque
c’est vis à vis de celui-ci que sera demandé le verrou en écriture.
La création d’un répertoire étendu local nécessite l’identité d’un conteneur local au
nœud courant. Cette information est obtenue en faisant appel à la fonction vrt_find_local_can
qui est décrite dans la section relative à l’extension de l’API du VRT (§ 3.4.3). L’objet ofs0
qui résulte de la création d’un répertoire étendu local est stocké localement au nœud ayant
entraîné sa création. Cela signifie que l’objet ofs0 d’un répertoire étendu local de niveau
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site sera stocké dans le conteneur du nœud ayant entraîné sa création.
Lors d’un appel système stat vis à vis d’un répertoire translucide, les informations
relatives au nombre de liens et à la taille du répertoire doivent être cohérentes. Ces infor-
mations sont ainsi maintenues au niveau de chaque répertoire étendu local. Cela signifie
qu’un répertoire translucide tout comme chacun de ses répertoire étendus locaux doit te-
nir compte du nombre d’entrées dans son éventuelle arborescence de répertoires étendus.
L’opération de résolution combine ensuite ces informations en fonction des répertoires éten-
dus locaux parcourus.
L’une des différences avec le stockage dynamique local est que la recherche et l’exploi-
tation d’un conteneur local est effectuée pendant la phase de résolution et non pas durant
la seconde phase du traitement d’un appel système.
Limitations : Le répertoire racine d’un volume logique ne peut être affecté de l’attribut
étendu relatif à la sémantique des métadonnées. Les fichiers, répertoires et liens symbo-
liques contenus dans le répertoire translucide préalablement au passage à une sémantique
de portée réduite sont accessibles en lecture seule. Il n’existe pas à ce jour d’extension de
l’API du VRT pour rechercher un conteneur local à un site. Ces limitations nécessitent des
développements supplémentaires.
Pour étendre à l’échelle de la grille la visibilité des entrées présentes au sein d’un ré-
pertoire translucide, la commande suivante est exécutée depuis un shell :
Extension de la portée de la visibilité à l’échelle de la grille
#> attr -s visagefs.qos.metasem -V 7 <répertoire>
Fig. 3.11 – Extension de la portée de la visibilité vis à vis d’un répertoire translucide.
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Cette commande entraîne l’affectation de la valeur ’hérité’ à l’attribut étendu relatif
à la sémantique des métadonnées sur l’entrée dans le répertoire parent menant à l’inode
du répertoire cible (output fig. 3.11). L’opération de résolution d’un chemin est à présent
autorisée à parcourir l’ensemble des répertoires étendus locaux au sein du répertoire : l’en-
semble des fichiers, répertoires et liens symboliques sont à présent visibles à l’échelle de la
grille.
3.4.5 Le composant VisageFS
Le composant VisageFS possède une structure monolithique. Il est implémenté en es-
pace utilisateur et s’intègre aux autres composants au sein de la plateforme ViSaGe. Le
composant VisageFS est basé sur le modèle de composant générique développé par l’Irit.
Ce dernier prend en charge le traitement des aspects temporels et événementiels propres à
chaque instance. Il dispose également d’une zone d’information propre avec la possibilité
pour chaque instance d’étendre cette zone pour le stockage d’informations spécifiques.
Cette approche permet à VisageFS de bénéficier des évolutions propres au composant
générique.
Fig. 3.12 – Structure interne du composant VisageFS.
La figure 3.12 donne une vue globale de la structure interne du composant VisageFS.
Les parties grisées correspondent à ce qui est propre à VisageFS, le reste relève du compo-
sant générique.
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Le composant générique dispose d’un zone d’informations publiques que l’on retrouve
dans toutes les instances du composant. Ces informations sont, entre autre, relatives à
l’identité de l’instance vis à vis du composant VCom. Une zone privée propre à chaque
composant peut être référencée depuis la zone publique. VisageFS stocke ainsi des infor-
mations qui lui sont propres telles que le pointeur vers le cache de métadonnées.
Le composant générique fournit également un ensemble de threads dédiés au traitement
des messages en provenance du composant VCom. Cet ensemble de threads est mis en
œuvre via l’utilisation de la librairie GLib12. A la réception d’un message VCom, un job
est mis en file pour traitement par l’un des threads. L’un d’eux appelle ensuite la fonction
qui implémente le traitement du message. Cette fonction a été définie au moment de
l’initialisation de l’instance du composant.
Le composant générique dispose enfin d’un thread dédié au traitement de tâches pério-
diques. Pour cela, une fonction est enregistrée durant la phase d’initialisation de l’instance
du composant. Ce thread déclenche l’appel à cette fonction qui peut en retour influer sur
le délai entre deux appels.
Interactions avec les applications : Pour interagir avec les applications Posix, un
certain nombre de fonctions sont exportées par VisageFS. Ces fonctions sont associées à
leurs homologues de la librairie Fuse. Les appels système émis par une application en
relation avec un chemin impliquant VisageFS sont reçus par le module noyau Fuse. Ce
dernier propage l’appel système à la librairie Fuse qui effectue le traitement en faisant ap-
pel à la fonction correspondante de VisageFS. Selon la configuration de la librairie Fuse,
le traitement de ces appels système sera effectué par un ou plusieurs threads. On parle dans
ce cas d’une configuration Fuse mono-thread ou multi-thread.
Espace de noms et résolution : La présentation d’un espace de noms est étroitement
liée aux fonctions relatives à l’obtention des attributs d’un inode et au parcours des entrées
d’un répertoire. Ces informations sont obtenues via l’accès aux inodes à partir du cache de
métadonnées de VisageFS.
L’opération de résolution d’un chemin fait partie intégrante du composant VisageFS.
Cette opération accède aux inodes en cache et prend soin de les verrouiller en lecture ou
en écriture dans l’ordre du chemin. La résolution prend soin de minimiser le nombre de
verrous simultanément actifs pour ne pas impacter le traitement des autres appels système
en relation avec un même chemin.
Associé à l’opération de résolution d’un chemin, un mécanisme d’héritage opère une
12API de la librairie GLib du projet GTK http://library.gnome.org/devel/glib/stable/
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synthèse des attributs étendus rencontrés lors de la traversée de l’espace de noms. Ce mé-
canisme prend ainsi en compte les attributs étendus des inodes, des superblocks, des entrées
de répertoire et des ofsD. C’est également au niveau de ce mécanisme qu’est recherché un
conteneur local lorsqu’une sémantique Posix de portée réduite est rencontrée.
Gestion de fichiers ouverts : La gestion des fichiers ouverts est assurée par le com-
posant VisageFS. A l’émission d’un appel système open par une application, il tente d’ac-
quérir un verrou de type open auprès de l’instance locale du composant de gestion de la
concurrence. Lorsqu’un verrou de ce type est obtenu, l’inode du fichier est mise en cache
et une structure dédiée à la gestion du fichier ouvert référencée depuis la zone privée du
composant est créée. Pour chaque fichier ouvert, cette structure contient la liste des nœuds
clients, le mode d’ouverture propre à chacun d’eux et le nombre d’opérations de lectures
ou d’écritures en cours.
Lorsqu’un fichier est ouvert en lecture seule par l’ensemble des nœuds clients, aucun
verrou n’est demandé vis à vis des objets de données accédés par les applications. En
complément de la liste des objets de données, le nœud serveur renvoie en effet l’infor-
mation sur la sémantique des données sous la forme du mot vfs_qos. Si la valeur du
champ vfs_qos.’Sémantique des données’ est ’MPI’, le nœud client lit les ofsDs sans
verrouillage.
Cache de métadonnées : VisageFS dispose d’un cache de métadonnées. Chaque entrée
du cache peut correspondre à un objet ofs0 ou à un superblock. Pour chaque entrée utilisée,
un verrou a été obtenu auprès de l’instance locale du composant de gestion de la concur-
rence. Pour chaque verrou obtenu, VisageFS enregistre une fonction de rappel (callback).
Lors d’une invalidation d’un verrou est précisée la raison et l’identité du nœud à l’origine
de l’invalidation. La fonction de rappel renvoie alors la valeur ’KEEP ’ ou ’FLUSH ’ ce qui
signifie respectivement que l’entrée est maintenue ou au contraire éliminée du cache de
métadonnées.
Une invalidation avec une raison de type read signifie qu’un verrou de type écrivain
avait été précédemment obtenu. Cela provoque, si nécessaire, une synchronisation de la mé-
tadonnée avec le support de stockage. Dans ce cas précis, la fonction de rappel va renvoyer
KEEP. Cela permet de signifier que le cache de métadonnées conserve l’information et
accepte de dégrader le verrou précédemment obtenu du statut d’écrivain à celui de lecteur.
Une métadonnée est donc soit présente en cache et valide, soit absente du cache. La
raison transmise lors d’une invalidation peut être soit celle par défaut (i.e. du type de verrou
demandé) soit spécifique. VisageFS peut également éliminer de lui-même une métadonnée
de son cache.
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Le cache de métadonnées dispose à ce jour de 256K entrées. Ce nombre est défini par
une constante dans le code. La taille mémoire du cache dépend des éléments présents. L’in-
ode d’un fichier vide occupe environ 96 octets alors qu’un fichier comprenant le nombre
maximum de références à des ofsDs va lui occuper environ 114K. Seule la limitation du
nombre d’entrées permet aujourd’hui de limiter l’empreinte mémoire.
Limitations sur les numéros d’inodes : Nous avons vu précédemment que chaque
objet du système de fichiers VisageFS est identifié par un triplet <lv,can,ino>. Du point
de vue du système d’exploitation Linux, un inode est identifié par un entier codé sur 64bits.
Il en résulte un certain nombre de limitations vis à vis de l’espace de noms d’un organi-
sation virtuelle : 256 volumes logiques de 64K conteneurs chacun avec un tera objets par
conteneur.
La plateforme ViSaGe
Les fonctionnalités de la plateforme ViSaGe sont réparties dans différents processus sur
différents nœuds.
Fig. 3.13 – La plateforme ViSaGe.
La figure 3.13 donne une vue globale des interactions entre une application et la pla-
teforme ViSaGe. Celle-ci se présente sous la forme de services de grille Globus, du module
noyau vcomk, des démons vcomd, vcomg et visaged. Ce dernier regroupe tous les composants
autres que VCom. Les tunnels de communications utilisés pour les transferts en volume
transitent via le démon vcomd mais pas par le module noyau vcomk. Les services de grille
Globus d’administration et de monitoring ainsi que le démon vcomg sont présents sur les
nœuds frontaux des sites. Le démon vcomg n’est mis en œuvre que lorsque les commu-
nications s’étendent au-delà d’un site. Le portail et les contrôleurs de grille n’ont pas été
représentés pour ne pas alourdir la figure.
79
Chapitre 3. Le système de fichiers pour grille VisageFS
Des outils d’administration et de monitoring ont également été développés en C par
l’Irit. Ils permettent au niveau de chaque nœud d’interagir avec le composant d’adminis-
tration et de monitoring local.
3.4.6 Évolution des composants
Au fil du temps, les composants de la plateforme ViSaGe ont évolué. Pour réduire
les commutations de contexte, les recopies mémoire et améliorer les performances d’une
manière générale, les composants ont subi un certain nombre de modifications que nous
détaillons ci-après.
Évolution de VCom : L’implémentation des communications sous la forme de démons
dissociés du démon visaged a engendré plusieurs problèmes. Toutes les communications,
tunnels compris, passent en effet par le démon vcomd du fait de l’éventuel routage des
données vers un autre site. Le flot des données est ainsi impacté à la fois par des recopies
mémoire et des commutations de contextes additionnelles.
Avec l’implémentation de l’ensemble des composants en espace utilisateur, le module
noyau vcomk n’avait plus de raison d’être. Libéré de ce dernier et intégré au sein du démon
visaged, VCom n’induit plus de recopies mémoire ni de commutations de contexte. Le
support du multicast et le support du protocole SCTP font partie des évolutions de VCom.
Une fonctionnalité non encore implémentée dans cette nouvelle version du composant
de communication est le chiffrement des communications.
Évolution du composant générique : Le composant générique représente l’élément
de base de tous les composants développés à l’Irit. Les modifications apportées à ce der-
nier relèvent du support du traitement multi-threadé des messages VCom et du support
du multicast.
Évolution du VCCC_concurrency : Cette nouvelle version du composant en charge
de la mise en œuvre des verrous bénéficie du support du multicast au niveau de VCom
et du composant générique. De nombreuses améliorations ont été apportées telles que le
principe de délégation dans la gestion des verrous ainsi qu’une structuration en arbre des
dépendances entre nœuds utilisateurs de verrous. Tout ceci contribue à l’élimination du
nœud maître responsable de la gestion de l’ensemble des verrous.
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Le mécanisme de délégation de la gestion des verrous opère au niveau d’un volume lo-
gique ou d’un conteneur. Il permet au nœud détenteur de la délégation un fonctionnement
autonome dans l’attribution et la révocation de verrous. La délégation de la gestion des
verrous sur un conteneur local à un nœud, c’est-à-dire exploitant une ressource de stockage
locale, peut se combiner aux fonctionnalités avancées de VisageFS. Une telle configura-
tion permettrait alors de supprimer toutes les communications avec les autres nœuds lors
d’opérations avec un conteneur local.
Le VCCC_concurrency fait usage du multicast en associant un numéro de conteneur
à une adresse multicast. Cela élimine la nécessité d’un point de rendez-vous centralisé
et permet d’accroître l’efficacité du mécanisme des acquisitions/invalidations de verrous
[OTJM09].
Évolution du VRT : La nouvelle version du composant de virtualisation du stockage
est basée sur le modèle du composant générique développé à l’Irit. L’ancienne version
faisait état d’une hiérarchie de caches et utilisait des vecteurs de versions. Chaque accès au
VRT engendrait alors un grand nombre d’échanges avec le composant VCCC_concurrency.
Ce VRT est à ce jour une version minimaliste qui permet à VisageFS de disposer des
fonctions de base du virtualiseur. La plupart des structures internes à VRT sont à ce jour
statiques, notamment la description d’un ressource utilisée par un conteneur lui même
référencé par un volume logique. Chaque objet du système de fichiers est stocké sous la
forme d’un fichier au sein d’un système de fichiers local au nœud hébergeant le conteneur.
Les opérations d’écriture sont synchrones.
Le VRT ne dispose pas à l’heure actuelle de la possibilité de définir des quotas quant
à l’utilisation d’une ressource de stockage par un conteneur.
Lors de la réécriture de ce composant, nous nous sommes posés la question de l’intérêt
de re-développer un système de stockage orienté objet alors qu’existent des piles de pro-
tocoles iSCSI que l’on couple à une cible de type OSD. L’un des problèmes vient de la
fonctionnalité de routage nécessaire au transit des données à destination de nœuds unique-
ment connus et accessibles depuis le frontal d’un site. De plus, la pile iSCSI possède une
limite de requêtes à 256Ko là où VCom supporte jusqu’à 8Mo. En revanche, le tandem
iSCSI+OSD apporte à la fois l’interopérabilité et la sécurisation des échanges.
Évolution des autres Composants : A ce jour, les évolutions du composant générique
n’ont pas encore été prises en compte au niveau du composant AdMon. Celui-ci nécessite
des développements avant de pouvoir être intégré à la nouvelle implémentation de la pla-
teforme ViSaGe présentée ci-après.
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Évolution de la plateforme ViSaGe
La nouvelle version des composants de la plateforme ViSaGe a modifié le découpage en
processus des fonctionnalités.
Fig. 3.14 – Évolution de la plateforme ViSaGe.
La figure 3.14 fait apparaître que l’ensemble des composants de ViSaGe ont été ras-
semblés au sein d’un unique démon visaged. Les éléments liés à l’administration et au
monitoring n’ont pas été représentés du fait que le composant AdMon n’est pas disponible.
3.5 Synthèse
VisageFS est un système de fichiers natif à destination des environnements de type
grille. Il est implémenté en espace utilisateur et dispose d’un espace de noms global, per-
sistant et transparent. VisageFS permet un accès souple et transparent aux applications
Posix qui s’exécutent sur la grille sans modification ni prérequis. Nous rappelons que le
support de la norme Posix par VisageFS n’est que partiel.
Un utilisateur membre d’une organisation virtuelle peut parcourir l’espace de noms
et exécuter toutes les commandes shell classiques propres aux systèmes Unix depuis tout
nœud appartenant à cette même OV.
Un point fondamental qui n’a pas été abordé dans ce chapitre est celui de la sécurité.
La sécurité est à ce jour une question ouverte et la fonction en charge de son traitement
au niveau de VisageFS répond toujours par l’affirmative. La mise en œuvre des droits uti-
lisateurs par cette fonction nécessite des développements supplémentaires.
Dans ce chapitre, nous avons présenté de façon détaillée le principe et l’implémentation
des fonctionnalités avancées de niveau système de fichiers qui permettent aux applications
de contourner la latence :
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• Le stockage dynamique local permet aux applications de faire un usage transparent
d’une ressource locale pour le stockage des données. Cela correspond à notre objectif
d’exploitation de ressources de stockage locales au détriment de ressources potentiel-
lement distantes. Le maintien d’une visibilité globale de données locales représente
cependant un coût qui, en fonction du contexte d’utilisation, peut s’avérer injustifié,
• Les répertoires translucides réduisent le trafic réseau lié au maintien de la cohé-
rence sur les métadonnées via une réduction de la portée de la sémantique Posix à
une dimension site ou nœud. Lorsqu’il est nécessaire de rendre visible et accessible
l’ensemble des données et des métadonnées disséminées dans la grille, l’utilisateur
réactive la sémantique Posix à l’échelle de la grille.
Ces deux fonctionnalités avancées s’activent à la demande. Toutes deux font usage
de conteneurs locaux pour le stockage de données et de métadonnées. La réduction du
trafic réseau lié au maintien de la cohérence sur les métadonnées provient du fait que les
métadonnées sont stockées localement et qu’il n’y a jamais d’invalidation du répertoire
hôte. Une seule et unique invalidation a lieu pour chaque site au moment de la création
du répertoire étendu local de niveau site. La métadonnée du répertoire hôte est ensuite
uniquement lue. En interdisant par la suite à l’opération de résolution d’un chemin le
parcours des répertoires étendus locaux non concordants avec le nom de site et/ou de
nœud, nous évitons les invalidations de caches et donc le trafic réseau lié aux métadonnées.
Ainsi, tout en restant au sein de l’espace de noms global de VisageFS, les applications
Posix bénéficient de fonctionnalités avancées qui s’activent à la demande et dont l’impact
sur les performances est détaillé dans le chapitre suivant.
La figure 3.15 est une comparaison des fonctionnalités des différents systèmes de fichiers
présentés dans le chapitre précédent.
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Fig. 3.15 – Synthèse récapitulative des systèmes de fichiers présentés.
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D
ans le précédent chapitre, nous avons présenté de façon détaillé le système de fichier
VisageFS et ses fonctionnalités avancées. Nous abordons à présent l’évaluation de
ses performances.
Le paramètre de première importance qui caractérise la grille est la latence. Les fonc-
tionnalités avancées de VisageFS permettent de contourner cette latence au moyen d’une
réduction de la portée de la sémantique Posix et par une utilisation transparente de res-
sources de stockage locales aux nœuds de la grille.
Pour mettre en évidence les gains en performance apportés par l’utilisation des ces
fonctionnalités avancées, nous exécutons des applications en configuration grille avec diffé-
85
Chapitre 4. Évaluation des performances de VisageFS
rentes valeurs de la latence. Pour chacune de ces applications, nous relevons le temps pris
par le traitement des appels système au sein de VisageFS et nous montrons la différence
de performance qu’induit l’utilisation des fonctionnalités avancées.
Pour obtenir l’information sur le temps de traitement des appels système par VisageFS,
nous utilisons l’attribut étendu relatif aux chronomètres internes de ViSaGe. Ces chrono-
mètres donnent une information précise sur le nombre d’appels, la quantité de données
échangées et la durée du traitement pour chaque type d’appel système.
La suite de ce chapitre est composée des sections suivantes : la première section présente
l’environnement matériel, logiciel et la configuration réseau pour paramétrer la latence. La
seconde section traite de l’impact sur VisageFS d’un certain nombre de points relatifs à
l’environnement. La troisième section évalue les performances des fonctionnalités avancées
de VisageFS via l’exécution de différents benchmarks, micro-benchmarks et du workflow
d’une application de type mailleur. La dernière section est une synthèse des résultats ob-
tenus.
4.1 Outils et environnement
De nombreux outils d’évaluation de la performance des systèmes de fichiers sont en
fait dotés d’une licence propriétaire [TZJW08]. Les évaluations menées dans ce chapitre
font usage du mailleur Amibe, de micro-benchmarks et des benchmarks IOzone, MAB et
Postmark. Tous peuvent être obtenus librement.
Les benchmarks MAB et Postmark génèrent une charge de travail synthétique, le bench-
mark IOzone et les micro-benchmarks testent les entrées/sorties et le mailleur Amibe est
une application exploitée par notre partenaire Eads.
L’ensemble des évaluations présentées dans ce mémoire ont été menées sur des systèmes
Linux 2.6 mis en œuvre sur notre plateforme d’évaluation configurée en grille.
4.1.1 Plateforme matérielle, configuration réseau et latence
La plateforme matérielle ViSaGe est composée de 12 nœuds interconnectés par un com-
mutateur Ethernet gigabit. Tous les nœuds sont équipés de 2 à 4 processeurs AMD Opteron
d’une fréquence supérieure ou égale à 2Ghz et d’une capacité mémoire qui varie entre 2Go
et 4Go. Huit de ces nœuds disposent d’un sous-système disque dont la performance est
supérieure à celle du réseau.
Pour émuler les différents sites d’une grille, nous avons réparti les nœuds de la grappe
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ViSaGe au sein de vlans. Chaque vlan représente ainsi un site de la grille ViSaGe. Pour
pouvoir ajouter de la latence dans les communications entre sites, nous faisons appel au
module NetEm [Hem05] du noyau Linux. La configuration NetEm retenue nous permet de
moduler à volonté la latence des communications entre vlans sans impacter les communi-
cations entre nœuds situés au sein d’un même vlan (cf. annexe C).
Pour donner quelques repères vis à vis de la latence, le rtt13 mesuré entre les frontaux
des sites de Toulouse et Rennes sur la grille académique Grid5000 est de 20ms [GHVBPS06].
Dans [AKJ05], le système de fichiers GPFS-WAN a été déployé entre des sites où le rtt
était de 80ms. Dans [ABH+06], ce même système de fichiers a été déployé entre un site de
la côte ouest des États-Unis et un site en Allemagne, le rtt était alors de 180ms.
Vis à vis de la bande passante, aucune restriction n’a été mise en œuvre sur la grille
ViSaGe.
Le paramétrage de la composante réseau du noyau Linux est la suivante :
Fichier de configuration noyau /etc/sysctl.conf
net.ipv4.tcp_low_latency = 1
net.ipv4.tcp_slow_start_after_idle = 0
net.core.rmem_max = 16777216
net.core.wmem_max = 16777216
net.ipv4.tcp_rmem = 4096 87380 16777216
net.ipv4.tcp_wmem = 4096 65536 16777216
Ce paramétrage permet aux nœuds de la plateforme ViSaGe de disposer de larges tam-
pons au niveau des sockets du noyau et de minimiser la latence des communications TCP
au détriment de la performance.
4.1.2 Plateforme ViSaGe
Les résultats des évaluations présentés dans ce chapitre ont été obtenus à partir d’éva-
luations menées sur la plateforme ViSaGe
Les fonctionnalités avancées du composant de gestion de la concurrence (VCCC_concurrency),
à savoir le multicast et la délégation dans la gestion des verrous au niveau des conteneurs,
n’ont pas été activées. Les objets de données qui contiennent les données utilisateur sont
13Round-Trip delay Time est le temps nécessaire à une information pour atteindre un nœud destination
et revenir.
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par défaut de taille non bornée. Le transport de l’information entre composants situés sur
des nœuds distants est assuré par le composant VCom au moyen du protocole TCP.
Nous avons précédemment indiqué que VisageFS s’appuie sur Fuse. Ce dernier dispose
d’options dont un certain nombre sont mises en œuvre dans VisageFS. Certaines de ces
options sont accessibles via le fichier de configuration de ViSaGe. Nous détaillons ci-après
le sens des principales options exploitées :
• Support du mode DIRECT_IO (désactivé par défaut) : signifie, lorsque ce mode est
activé, que le noyau n’utilise pas le cache de pages lors des appels système read et
write. Le fichier de configuration de ViSaGe permet d’activer cette option qui s’ap-
pliquera alors à l’intégralité du système de fichiers,
• Support du mode mono-thread ou multi-thread (défaut) de Fuse : indique que les
appels système propagés à VisageFS sont traités par différents threads de la librairie
libfuse qui eux-mêmes appellent les fonctions de VisageFS. Cette option est acces-
sible via le fichier de configuration de ViSaGe,
• Durée de vie des inodes en espace noyau (une seconde par défaut) : signifie qu’un
inode acquis auprès de VisageFS est considéré comme valide par le noyau pendant
ce laps de temps. Cela signifie que la modification d’un inode par un autre nœud
n’apparaîtra que lorsque ce délai sera expiré,
• Vérification de la validité des données en cache lors du open (activé par défaut) :
indique qu’au moment de l’ouverture d’un fichier, les données présentes dans le cache
de pages du noyau sont éliminées uniquement si l’attribut mtime de l’inode corres-
pondant a évolué,
• Support des écritures de grande taille (activé par défaut) : signifie que les écritures
ont une taille de 128Ko (défaut) et ne sont plus segmentées en appels système write
de la taille d’une page. Cette option s’active automatiquement à partir des noyaux
Linux 2.6.27.
Le composant VRT supporte les accès en parallèle exercés par VisageFS lorsque Fuse
est configuré en mode multi-threadé. Cela signifie que les appels système émis par les ap-
plications ne sont pas sérialisés par Fuse.
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4.2 Environnement et performances
Nous abordons dans cette section l’impact de l’environnement sur les performances de
notre système de fichiers.
4.2.1 Surcoût induit par Fuse
VisageFS est implémenté en espace utilisateur. La mise en œuvre de Fuse permet la
transparence d’accès vis à vis des applications Posix mais induit un surcoût représenté
par des commutations de contexte et des recopies mémoire supplémentaires. Le surcoût est
fonction de la charge de la machine et la quantité de données associée aux appels système.
Le temps pris par la recopie des données d’un appel système est dépendant de l’architec-
ture de la machine.
Le temps de traitement d’un appel système émis par une application est la somme du
temps de traitement de l’appel système par VisageFS et du surcoût induit par l’utilisation
de Fuse. Le temps de traitement d’un appel système par VisageFS est obtenu via les chro-
nomètres internes de ViSaGe. Il nous suffit ensuite de soustraire du temps de traitement
total celui collecté via ces chronomètres.
Nous avons développé un micro-benchmark qui effectue des appels système write de
différentes tailles. Ce type d’appel système permet d’évaluer le surcoût maximum pour
une charge donnée sans être impacté par le préchargement comme cela est le cas avec les
lectures. Les écritures sont effectuées dans un fichier comprenant un seul objet de données.
Ce micro-benchmark fait usage des attributs étendus de VisageFS pour récupérer les chro-
nomètres de ViSaGe.
Pour évaluer la pénalité induite par l’utilisation de Fuse, nous avons utilisé la confi-
guration matérielle et logicielle :
• Deux nœuds quadri-processeurs Opteron 2GHz, 4Go RAM,
• Les nœuds sont situés au sein d’un même domaine administratif,
• Les conteneurs de stockage par défaut et le gestionnaire de verrous sont hébergés sur
un nœud différent de celui exécutant le micro-benchmark ,
• Noyau Linux 2.6.28.2,
• Fuse 2.8.0-pre2 (mono-thread).
Pour ces évaluations, les nœuds mis en œuvre ne sont pas chargés. Vis à vis de la
configuration réseau, nous avons tout d’abord placé les deux nœuds au sein d’un même
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vlan (configuration grappe) puis sur deux vlans différents (configuration grille). La latence
que nous avons ajouté via NetEm s’applique aux communications entre vlans.
Dans une configuration grille, le routage des communications entre vlans est assuré par
un nœud tiers ce qui, même sans latence additionnelle, entraîne une augmentation du rtt
qui passe de 85µs à 190µs. La valeur rtt=0.2ms va indiquer une configuration grille sans
latence additionnelle.
Fig. 4.1 – Surcoût lié à l’utilisation de Fuse par VisageFS.
La figure 4.1(a) indique le surcoût en pourcentage vis à vis du temps de traitement
total d’un appel système. La figure 4.1(b) représente le surcoût absolu en ms.
Dans la configuration de type grappe, le surcoût évolue entre un minimum de 10% et
un maximum de 12.07%. Dans la configuration de type grille sans latence additionnelle
(rtt=0.2ms), le surcoût absolu induit par Fuse reste identique à celui de la configuration
grappe. L’augmentation du temps de transit des données sur le réseau devient prépon-
dérant par rapport aux commutations de contexte et aux recopies mémoire induites par
Fuse. Ceci a pour effet une diminution relative de surcoût par rapport au temps de trai-
tement global d’un appel système. Ainsi, à mesure que nous augmentons la latence entre
les vlans le surcoût relatif de Fuse devient négligeable.
Les écritures s’effectuent par appel système pouvant atteindre une taille de 128Ko. Ceci
est rendu possible grâce à l’option de Fuse qui permet d’activer les écritures de grande
taille au niveau du noyau.
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4.2.2 Mesures de performances des lectures séquentielles
Un appel système read émis par une application peut, selon sa taille, être segmenté
par Fuse en un ensemble d’appels système de 128Ko14. En parallèle à la propagation d’un
premier appel système read vers VisageFS, le mécanisme de préchargement entraîne l’envoi
d’appels système supplémentaires. La taille de ces appels système est bornée par la taille
maximum d’un requête de lecture, soit 128Ko. Le nombre de ces appels supplémentaires dé-
pend à la fois du nombre maximum de threads au niveau de la librairie de Fuse (libfuse)
et d’une constante au sein du noyau Linux qui définit la taille maximum du préchargement :
Taille du préchargement par défaut (noyau standard 2.6.28.2)
#define VM_MAX_READAHEAD 128
Compte-tenu de cette taille par défaut du préchargement, un appel système en lecture
entraîne l’émission d’un seul appel système read supplémentaire. En augmentant la taille
du préchargement, nous permettons à Fuse d’émettre un plus grand nombre d’appels sup-
plémentaires mais dans la limite du nombre de threads pris en charge par sa librairie.
Pour évaluer la performance de VisageFS vis à vis des lectures séquentielles, nous avons
utilisé la configuration matérielle et logicielle suivante :
• Deux nœuds quadri-processeurs Opteron 2GHz, 4Go RAM,
• Les nœuds sont situés au sein d’un même domaine administratif,
• Le serveur NFS, les conteneurs de stockage par défaut et le gestionnaire de verrous de
VisageFS sont hébergés sur un nœud différent de celui exécutant lemicro-benchmark ,
• Noyau Linux 2.6.28.2,
• Fuse 2.8.0-pre2.
Pour cette évaluation, nous effectuons la lecture d’un fichier de 700Mo pour différentes
valeurs de la latence et pour différentes tailles du préchargement. Pour chaque modifica-
tion de la constante VM_MAX_READAHEAD, nous devons recompiler et réinstaller le noyau.
Vis à vis des données accédées par le nœud client, nous faisons en sorte que celles-ci soient
présentes dans le cache de pages du nœud serveur.
La figure 4.2(a) présente les résultats obtenus pour différentes tailles du préchargement.
Avec la taille standard de préchargement (128Ko), la performance de VisageFS atteint un
14
#define FUSE_MAX_PAGES_PER_REQ 32 du fichier fs/fuse/fuse_i.h des sources du noyau Linux.
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Fig. 4.2 – Débit en lectures séquentielles vs rtt et taille du préchargement.
maximum de 109.5Mo/s (rtt=0.2ms) mais chute fortement dès que la latence augmente.
En augmentant la taille du préchargement à 512Ko puis à 1Mo, la performance de Visa-
geFS s’accroît jusqu’à un maximum de 113Mo/s alors que pour une taille de préchargement
de 2Mo, nous observons une dégradation de la performance. Ceci est dû au fait que l’on
atteint le nombre maximum de threads de la librairie de Fuse.
Au vu de ces résultats, nous avons fixé la taille par défaut du préchargement au niveau
du noyau Linux à 1Mo. Cette taille de préchargement s’applique à l’ensemble des évalua-
tions à venir.
La figure 4.2(b) compare les performances en lecture de VisageFS et des protocoles
NFS pour une taille de préchargement de 1Mo. La performance maximum est de 114Mo/s
pour les protocoles NFS et 113Mo/s pour VisageFS. A mesure que la latence augmente,
la performance des protocoles NFS se détache de façon significative du fait d’une stratégie
de préchargement qui leur est propre.
4.2.3 Mesure de performances des écritures séquentielles
Pour l’évaluation des performances en écritures séquentielles, nous avons utilisé le
benchmark IOzone15 v3.318 compilé pour des machines d’architecture AMD64.
15IOzone3 http://www.iozone.org/
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Pour évaluer la performance de VisageFS vis à vis des écritures séquentielles, nous
avons utilisé la configuration matérielle et logicielle suivante :
• Deux nœuds quadri-processeurs Opteron 2GHz, 4Go RAM,
• Les nœuds sont situés au sein d’un même domaine administratif,
• Le serveur NFS, les conteneurs de stockage par défaut et le gestionnaire de verrous
de VisageFS sont hébergés sur un nœud différent de celui exécutant le benchmark ,
• Noyau Linux 2.6.28.2,
• Fuse 2.8.0-pre2.
Pour cette évaluation, nous exécutons depuis un shell la commande suivante :
Performance des écritures séquentielles
#> iozone -Rac -g512m -i0 -E -n128k -r128k
Les arguments indiquent que des écritures séquentielles (-i0) s’effectuent sur un fichier
de 512Mo (-g) avec une taille d’unité de transfert de 128Ko (-n) minimum. IOzone fait
usage de l’appel système pwrite (-E) avec 128Ko (-r) de données par appel. Le temps pris
par l’appel système close est comptabilisé (-c) de façon à prendre en compte l’opération
commit du protocole NFS.
Le test écritures séquentielles de IOzone génère deux résultats : write et rewrite. Ce
dernier correspond à une ré-écriture dans le fichier que le test write a précédemment alloué.
Les résultats présentés dans la figure 4.3 sont ceux du test write.
Les graphes de la figure 4.3 présentent les performances en écritures séquentielles de
VisageFS et des protocoles NFSv3 et NFSv4 pour différentes valeurs de la latence. En
l’absence de latence additionnelle (fig. 4.3(a)), la performance de VisageFS atteint un
maximum de 50.17Mo/s. A partir d’un rtt=1ms (fig. 4.3(b)), la performances de VisageFS
rejoint celle des protocoles NFS pour ensuite rester au-delà quelque soit la latence. La figure
4.3(f) est une synthèse de la performance maximum des différents systèmes de fichiers par
rapport au rtt.
Les relatives bonnes performances de VisageFS viennent de la délégation dans la gestion
du fichier ouvert. Contrairement à NFS, le nœud client est responsable de la modification
de la métadonnée et profite donc pleinement de son cache de métadonnées.
Concernant la performance en l’absence de latence additionnelle, il ne faut pas perdre
de vue que VisageFS est un système de fichiers en espace utilisateur. Il est donc normal
qu’il soit impacté par les recopies mémoires et les commutations de contextes vis à vis des
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Fig. 4.3 – Débit en écritures séquentielles pour VisageFS et les protocoles NFS.
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protocoles NFS qui sont en espace noyau. De plus, ViSaGe fait état d’écritures synchrones
du fait de l’absence d’un cache de données ce qui pénalise fortement les écritures.
Les évaluations menées jusqu’à présent ont été faites sans l’activation des fonction-
nalités avancées de VisageFS. Dans tout ce qui suit, nous évaluons les performances de
VisageFS avec et sans activation de ses fonctionnalités avancées. Pour plus de clarté, le
terme VisageFS fera simplement référence à la performance de notre système de fichiers
sans l’activation de ses fonctionnalités avancées.
4.3 Évaluation des fonctionnalités avancées de VisageFS
Pour évaluer le gain en performance apporté par les fonctionnalités avancées de Visa-
geFS, nous faisons appel à l’application de maillage Amibe. Cette application Posix fait
état de traitements en parallèle sur les nœuds de la grille où elle est déployée. Nous faisons
également appel aux benchmarks MAB et Postmark qui modélisent respectivement une
charge de travail de type lecteur/écrivain de courrier électronique et un environnement de
développement.
Lors des évaluations, nous faisons évoluer la latence et nous comparons ensuite le temps
pris par chacune des applications avec celui relevé lors de la mise en œuvre des fonctionnali-
tés avancées de VisageFS. Les chronomètres internes de ViSaGe viennent ensuite appuyer
les résultats obtenus grâce à une information précise notamment vis à vis du temps de
traitement des différents types d’appels système.
4.3.1 Performances avec Amibe
Le consortium Européen Eads fait usage du mailleur Amibe pour conduire des simu-
lations électromagnétiques et de mécanique des fluides sur des structures telles que des
avions par exemple. Ce mailleur, écrit en java, fait usage de l’API Posix et est intégré à
la suite logicielle JCAE16. Cette suite comprend entre autre une interface graphique qui
permet la visualisation de structures et la définition des paramètres du maillage.
La figure 4.4 présente le maillage de la structure 10_boat depuis l’environnement JCAE
rev. 0.13. Cette structure comprend 162 faces et est décrite par un fichier 10_boat.brep qui
fait partie de l’archive de JCAE. Un paramètre edge_length permet de définir la finesse
du maillage qui conduit à un nombre de vertices et de nœuds inversement proportionnel à
ce paramètre.
16
Java Computer Aided Engineering http://jcae.sourceforge.net/
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Fig. 4.4 – JCAE 0.13 et le maillage de la structure 10_boat.
Pour donner un ordre de grandeur, le maillage de cette structure avec le paramètre
edge_length=3.0 sur un nœud équipé d’un processeur 1.86GHz avec 2Go RAM prend
environ 5 heures. Ce maillage génère 18.7 millions de vertices et un peu moins de 1 million
de nœuds pour un volume total de 1Go de données générées.
Workflow du mailleur Amibe
Le workflow du mailleur Amibe se décompose en trois phases distinctes présentées dans
la figure 4.5. Chaque phase est dépendante des résultats de la précédente. Les fichiers et
répertoires générés durant le déroulement de ce workflow sont crées au sein de ce que nous
nommerons le répertoire de sortie. Le workflow présenté ci-après a été annoté vis à vis de
la mise en œuvre des fonctionnalités avancées de VisageFS.
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Fig. 4.5 – Workflow du mailleur Amibe annoté vis à vis des fonctionnalités avancées.
Nous détaillons à présent les différentes phases de ce workflow ainsi que les opérations
à effectuer lorsque les fonctionnalités avancées de VisageFS sont mises en œuvre. Celles-ci
s’adressent à la phase 2D du workflow.
Phase 1D : La phase 1D part d’un fichier de géométrie, c’est-à-dire un fichier contenant
la description structurelle. Vis à vis du répertoire de sortie, cette phase crée un fichier
ainsi qu’un répertoire contenant trois autres fichiers 1D. Ces données et métadonnées sont
stockées dans les conteneurs par défaut.
Une fois la phase 1D achevée, nous activons, si besoin, le stockage dynamique local
et/ou les répertoires translucides :
Activation du stockage dynamique local
#> attr -s visagefs.qos.datadyn -V 1 <visagefs>/<output_dir>
Activation des répertoires translucides avec une réduction
de la portée de la sémantique Posix à un niveau site . . .
#> attr -s visagefs.qos.metasem -V 1 <visagefs>/<output_dir>
. . . ou à un niveau nœud
#> attr -s visagefs.qos.metasem -V 2 <visagefs>/<output_dir>
La commande shell attr modifie le comportement de notre système de fichiers au
regard du stockage des données et/ou des métadonnées vis à vis du répertoire de sortie
<output_dir>.
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Phase 2D : Les différentes tâches associées à la phase 2D utilisent comme données
d’entrées le fichier de géométrie et les données issues de la phase 1D. De nouveaux fichiers
et répertoires sont alors générés sur la base d’un répertoire et de quatre fichiers 2D par
face maillée.
A l’issue de cette phase 2D, si les fonctionnalités avancées ont été mises en œuvre, les
données et/ou les métadonnées résultant de cette phase se trouvent disséminées dans des
conteneurs locaux propres aux nœuds impliqués dans le maillage.
Une fois la phase 2D complétée, nous désactivons les fonctionnalités avancées éventuel-
lement mises en œuvre :
Extension de la sémantique Posix à l’échelle de la grille
#> attr -s visagefs.qos.metasem -V 7 <visagefs>/<output_dir>
Désactivation du stockage dynamique local
#> attr -s visagefs.qos.datadyn -V 0 <visagefs>/<output_dir>
La commande shell attr modifie le comportement du stockage des données et/ou des
métadonnées vis à vis du répertoire de sortie <output_dir>. Les données et métadonnées
nouvellement crées utiliseront désormais les conteneurs par défaut.
Phase 3D : Cette phase de projection collecte l’ensemble des données qui résultent du
maillage des faces 2D pour générer un jeu final de données 3D.
Dans l’hypothèse où les fonctionnalités avancées de VisageFS ont été mises en œuvre
durant la phase 2D, la dispersion des données et/ou des métadonnées 2D sur la grille ne
nécessite aucune phase additionnelle de recopie. Les données et les métadonnées 2D sont
en effet visibles et accessibles globalement depuis l’espace de noms de VisageFS.
Le jeu final de données 3D pourra ensuite être exploité par des outils de simulations
électromagnétiques et de mécanique des fluides propres à Eads.
Alors que la phase 1D et la phase 3D s’exécutent sur un seul et même nœud, le pa-
rallélisme exprimé par les tâches associées à la phase 2D rendent ces dernières aptes à un
déploiement sur la grille. La phase 2D du workflow peut en effet être décomposée en un
ensemble de tâches indépendantes dont la granularité peut descendre jusqu’à un maillage
face par face. Il est également possible d’effectuer le maillage 2D sur des groupes de faces
consécutives. Cela permet d’uniformiser le temps de maillage des différents groupes mais
requiert des informations sur la taille et la complexité géométrique de chacune des faces.
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Environnement d’évaluation des performances
Pour évaluer la performance de VisageFS, nous avons considéré la configuration sui-
vante :
• Quatre nœuds quadri-processeurs Opteron 2GHz, 4Go RAM (calcul),
• Un nœud bi-processeurs Opteron 2GHz, 4Go RAM (stockage),
• Les nœuds de calcul sont répartis dans deux vlans,
• Le nœud de stockage est situé dans un troisième vlan. Il héberge les conteneurs par
défaut, le gestionnaire de verrous, le serveur NFS et l’odonnanceur,
• JCAE 0.13,
• Torque 2.3.6 (ordonnanceur),
• Noyau Linux 2.6.28.2,
• Fuse 2.8.0-pre2.
La figure 4.6 présente l’organisation des nœuds au sein des vlans (sites). Lorsque nous
faisons varier la latence, celle-ci s’applique uniformément à toutes les communication inter-
sites. Cela signifie que l’on retrouve le même rtt entre tous les vlans de la grille ViSaGe.
Concernant le stockage, comme nous l’avions précédemment indiqué, l’initialisation du
VRT prend soin de créer un conteneur de stockage local sur chacun des 4 nœuds de cal-
cul (vlans 2 et 3). A noter que la performance du sous-système disque de ces nœuds est
supérieure à celle du réseau. Le nœud du vlan1 héberge les conteneurs par défaut, le ges-
tionnaire de verrous de ViSaGe, l’ordonnanceur et le serveur NFS lors d’expérimentations
avec ce protocole.
La figure 4.6 donne également le détail des répertoires étendus locaux pendant la phase
2D lorsque les fonctionnalités avancées de VisageFS sont activées vis à vis du répertoire
de sortie /mnt/visagefs/output.
Le fichier de géométrie 10_boat.brep que nous utilisons en entrée du workflow compte
162 faces. Les phases 1D et 3D s’exécutent sur un seul et même nœud faisant partie des
nœuds de calcul. Durant la phase 2D, un job sera généré pour le maillage de chacune des
faces, soit 162 tâches que l’ordonnanceur distribuera sur les nœuds de calcul.
Le paramètre edge_length=10.0 conduit à un volume total de données générées de
78Mo, 1.683.198 vertices et 851.887 nœuds. Par comparaison, un avion compte environ
3000 faces et son maillage 30 millions de vertices ce qui donne un ratio nombre de vertices
sur nombre de faces cohérent avec notre paramétrage (information obtenue auprès de notre
partenaire Eads).
L’autre paramètre de nos évaluations est la latence que nous faisons varier dans une
fourchette qui se rapproche de la latence maximum mesurée lors des expérimentations avec
GPFS-WAN [ABH+06].
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Fig. 4.6 – Amibe avec les répertoires translucides et le stockage dynamique local.
En préambule à la présentation des résultats, nous donnons ici quelques précisions sur
le déroulement des expérimentations.
Comme cela avait déjà été mentionné précédemment, la plateforme ViSaGe que nous
utilisons ne dispose pas encore du principe de réplication. Aussi, préalablement à l’exécu-
tion de la phase 2D, les données issues de la phase 1D sont recopiées dans le répertoire
/tmp de tous les nœuds de calcul via le système de fichiers, par exemple :
Recopie des informations de la phase 1D via VisageFS
#> cp -af /mnt/visagefs/output /tmp
Cette recopie est également effectuée lors des expérimentations avec les protocoles
NFSv3 et NFSv4.
Pour une comparaison équitable avec les protocoles NFS, étant donné que ces derniers
n’ont pas de support quant aux fonctionnalités de routage inter-sites, l’ensemble des nœuds
feront, du point de vue administratif, partie d’un seul et même domaine. Ce regroupement
administratif n’affecte pas la latence des communications entre vlans. Lors de l’activation
des répertoires translucides, c’est donc le mode Posix@Node qui sera positionné vis à vis du
répertoire de sortie. Cela signifie que le répertoire étendu local de niveau site va contenir
l’ensemble des répertoires étendus locaux de niveau nœud.
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Résultats
Nous avons exécuté le workflow du mailleur Amibe pour différentes valeurs de la la-
tence avec les systèmes de fichiers NFSv3, NFSv4 et VisageFS avec et sans activation de
ses fonctionnalités avancées. De plus, pour montrer le gain en performance apporté par
les fonctionnalités avancées, nous avons relevé le temps pris avec VisageFS que nous com-
parons avec celui résultant de l’activation du stockage dynamique local et des répertoires
translucides.
La figure 4.7 est une synthèse de l’exécution des différentes phases du workflow Amibe
pour différentes valeurs de la latence.
Fig. 4.7 – Performances du mailleur Amibe sur la plateforme ViSaGe.
Vis à vis de la phase 1D, la délégation dans la gestion des fichiers ouverts et le cache
de métadonnées de VisageFS surmontent parfaitement les multiples cycles open, write
et release contrairement à NFS.
Vis à vis de la phase 2D, l’activation du stockage dynamique local montre effectivement
un gain en performance vis à vis de VisageFS. Ce gain reste cependant insuffisant puisque
la performance de Visage avec le stockage dynamique local activé est très en retrait vis
à vis de celle de NFS. En effet, à mesure que la latence augmente, le temps pris par le
maintien de la cohérence sur les métadonnées, (mise à jour du conteneur de métadonnées
hébergé sur le nœud du vlan1) augmente également. Dans le même temps, cette cohérence
n’est d’aucune utilité tant que l’on a pas atteint la phase suivante du workflow.
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Lorsque l’on active conjointement les répertoires translucides et stockage dynamique
local, le gain en performance vis à vis de VisageFS pour des rtt de 30ms, 60ms et 120ms
atteint respectivement 8.99%, 24.81% et 45.67%. Pour ces mêmes rtt, le gain en perfor-
mance par rapport à NFSv3 est respectivement de 6.14%, 11.49% et 20.49%. Le gain en
performance de VisageFS apporté par la mise en œuvre des fonctionnalités avancées croît
avec la latence.
Vis à vis de la phase 3D, dans les cas où les fonctionnalités avancées ont été activées,
la performance va dépendre du nœud sur lequel elle s’exécute. En effet, les données et les
métadonnées de la phase 2D présentes sur les nœuds d’un même vlan sont accessibles avec
une très faible latence ce qui bénéficie alors aux performances de cette dernière phase.
Fig. 4.8 – Performances du mailleur Amibe sans latence additionnelle.
La figure 4.8 présente les résultats d’Amibe en l’absence de latence additionnelle (rtt=0.2ms).
Bien que comparable à NFS, la performance de VisageFS est affectée par les écritures syn-
chrones et par l’absence de cache de données.
Fig. 4.9 – Performances globales du mailleur Amibe sur la plateforme ViSaGe.
La figure 4.9 présente l’évolution globale des performances d’Amibe toutes phases
confondues. A mesure que la latence augmente, la combinaison des deux fonctionnalités
avancées fait que la performance de VisageFS finit par se détacher nettement des autres
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systèmes de fichiers. Il apparaît ainsi que l’augmentation de la latence bénéficie aux per-
formances de VisageFS.
Les graphes de la figure 4.10 donnent à présent le détail de certaines opérations cap-
turées durant l’exécution de la phase 2D du workflow Amibe. Ces informations détaillées
ont été obtenues via les chronomètres internes de ViSaGe.
Fig. 4.10 – Amibe et VisageFS, détails de la phase 2D.
La figure 4.10(a) fait état du temps moyen pris par les appels système write sur chaque
nœud. L’amélioration des performances induites par l’utilisation du stockage dynamique
local est indéniable (265µs constant).
Les figures 4.10(b) et (c) détaillent le temps moyen par nœud pris par les appels système
de création de répertoires et de fichiers, respectivement mkdir et mknod. L’amélioration
apportée par les répertoires translucides apparaît ici nettement.
Le temps de traitement de ces appels système est en effet réduit à l’obtention d’un
verrou en écriture auprès du nœud serveur du vlan1, soit un temps de l’ordre du rtt.
Les graphes de la figure 4.11 présentent l’évolution du temps de communication et du
nombre de transactions réseau en fonction de la latence durant l’exécution de la phase 2D
du workflow Amibe. Ce sont les appels RPC17 liés au transit dans les tunnels qui sont me-
surés. Ces tunnels sont notamment utilisés pour le transfert de données et de métadonnées
par le VRT. Ces informations détaillées ont été obtenues via les chronomètres internes de
ViSaGe.
17L’appel RPC vcom_tunnel_sendwaitreply est utilisé par VisageFS, VRT et VCCC_concurrency.
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Fig. 4.11 – Amibe et VisageFS, détails des communications dans la phase 2D.
La figure 4.11(a) montre une réduction significative du nombre moyen de transactions
par nœud du fait de la mise en œuvre des fonctionnalités avancées de VisageFS. La fi-
gure 4.11(b) montre cette fois le temps moyen de communication par nœud. Pour des
rtt de 30ms, 60ms et 120ms, le temps de communication lorsque les fonctionnalités avan-
cées sont mises en œuvre est respectivement 7.20, 11.26 et 14.57 fois inférieur à celui de
VisageFS.
La faible réduction du nombre de transactions par rapport au temps pris par les commu-
nications vient du fait que le composant VCCC_concurrency fait des appels RPC même
lorsque cela concerne des opérations locales (cache de verrous). Ainsi, l’impact lié aux
opérations de transferts de données et de métadonnées par le VRT disparaît de part l’uti-
lisation de ressources de stockage locales.
En ce qui concerne l’extension de la sémantique Posix à l’échelle de la grille sur le
répertoire de sortie, celle-ci consiste simplement à modifier la métadonnée du répertoire
parent. Pour ce faire, le nœud sur lequel est effectué l’opération demande un verrou en
écriture et opère la modification de la métadonnée. De la même façon, la désactivation du
stockage dynamique local revient également à obtenir un verrou en écriture mais cette fois
sur la métadonnée du répertoire de sortie.
A noter que dans le cadre du workflow Amibe, les opérations d’activation et de désac-
tivation des fonctionnalités avancées sont effectuées sur un seul et même nœud (chargé de
l’exécution des phases 1D et 3D).
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Fig. 4.12 – Amibe et VisageFS, désactivation des fonctionnalités avancées.
La figure 4.12 indique le temps pris par la désactivation des fonctionnalités avancées
de VisageFS à la fin de la phase 2D du workflow Amibe.
Le temps pris par l’extension de la sémantique Posix à l’échelle de la grille est juste
celui nécessaire au composant VCCC_concurrency pour délivrer un verrou en écriture sur
la métadonnée correspondante.
Dans cette configuration de grille et compte-tenu du protocole mis en œuvre par le
composant VCCC_concurrency, ce temps sera de l’ordre du rtt entre les deux sites héber-
geant les nœuds de calcul. Le temps pris pour rendre visible l’ensemble des métadonnées
du workflow est ainsi négligeable vis à vis de celui pris par la phase 3D.
4.3.2 Performances avec MAB
Le “Andrew Benchmark ” [HKM+88] permet d’évaluer la performance d’un système de
fichiers au travers d’une charge de travail de type environnement de développement. Le
“Modified Andrew Benchmark ” [MAB] est une version adaptée permettant l’exécution du
benchmark sur différentes plateformes.
MAB est constitué d’une succession de six phases qui visent à évaluer la performance
de différents aspects d’un système de fichiers. Le détail des opérations menées dans le cadre
de ces différentes phases est décrit ci-après.
• Phase I et II lancent la décompression et l’extraction de l’archive du benchmark ,
• Phase III lance la commande find qui effectue un parcours récursif de toute l’arbo-
rescence générée suivie de la commande touch qui modifie les métadonnées,
• Phase IV lance les commandes find et grep qui provoquent la lecture de l’ensemble
des données,
• Phase V lance la compilation et l’installation de l’application qui était contenue dans
l’archive,
• Phase VI effectue la destruction du répertoire de compilation et d’installation de
l’application.
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Pour évaluer la performance de VisageFS avec et sans activation de ses fonctionnalités
avancées et la comparer à celle des protocoles NFS, nous utilisé la configuration matérielle
et logicielle suivante :
• Deux nœuds quadri-processeurs Opteron 2GHz, 4Go RAM. Ces nœuds appartiennent
à un même domaine administratif,
• Sur l’un des deux nœuds, nous avons hébergé le serveur NFS, les conteneurs de
stockage par défaut et le gestionnaire de verrous de VisageFS. L’autre nœud est celui
exécutant le benchmark ,
• Noyau Linux 2.6.28.2,
• Fuse 2.8.0-pre2.
Lorsqu’elles sont activées, les fonctionnalités avancées de VisageFS concernent l’inté-
gralité du benchmark.
Les différents graphes de la figure 4.13 donnent le détail de l’exécution des différentes
phases du benchmark MAB. La performance indiquée est relative à la performance de
NFSv3.
Interprétation des résultats
Dans les phases I et II, l’utilisation combinée du stockage dynamique local et des ré-
pertoires translucides avec une sémantique Posix réduite à l’échelle d’un nœud fait état
d’une performance 4.35 fois supérieure à NFSv3 pour un rtt de 16ms.
Vis à vis de la phase III, l’activation des fonctionnalités avancées de VisageFS n’en-
traînent pas d’amélioration supplémentaire. Pour un rtt de 16ms, VisageFS est pratique-
ment 29 fois plus rapide que NFSv3. Ces performances viennent du cache de métadonnées
de VisageFS et du cache de verrous du VCCC_concurrency.
A noter que les répertoires translucides induisent une dégradation de l’ordre de 6 à
8% de la performance vis à vis de VisageFS et du stockage dynamique local. Ceci vient
du fait qu’une sémantique de portée réduite impacte l’opération de résolution d’un che-
min au niveau du traitement de chaque appel système. L’opération lookup doit en effet
traverser en plus les inodes des répertoires étendus locaux de niveau site et de niveau nœud.
La phase IV opère un parcours exhaustif des métadonnées et la lecture de toutes
les données. Le stockage local des métadonnées n’apporte aucun gain vis à vis du seul
stockage des données du fait que toutes les métadonnées sont déjà en cache (phase III ).
La performance s’établit à plus de 21 fois la performance de NFSv3 pour un rtt de 16ms.
Vis à vis du stockage dynamique local, la performance des répertoires translucides est
impactée de la même façon et dans les mêmes proportions que dans la phase III.
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Fig. 4.13 – MAB : performances des fonctionnalités avancées de VisageFS.
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Dans la phase de compilation (phase V ), la performance des fonctionnalités avancées
se détache très rapidement de celle de VisageFS. A mesure que la latence augmente, la
combinaison des deux fonctionnalités avancées finit également par se détacher du seul sto-
ckage dynamique local pour s’établir à plus de 5 fois la performance de NFSv3 pour un rtt
de 16ms. Les fichiers objets, les librairies et l’installation provoquent en effet l’allocation
d’objets de type métadonnée auprès d’un conteneur local supprimant tout transfert avec
le conteneur de métadonnées par défaut situé sur le nœud serveur.
Dans la phase VI, l’ensemble des fichiers et répertoires sont détruits. Les répertoires
translucides établissent la performance à près de 3 fois celle de NFSv3 pour un rtt de
16ms. La différence avec le stockage dynamique local s’explique par le fait que cette phase
est avant tout intense du point de vue des métadonnées. Même lorsqu’une métadonnée
modifiée est retirée du cache de métadonnées pour cause de destruction, celle-ci est systé-
matiquement synchronisée avec son conteneur.
A noter que cette dernière phase est la seule pour laquelle les performances de NFSv4
sont supérieures à celles de NFSv3.
Fig. 4.14 – MAB : temps pris par les communications réseau avec VisageFS.
La figure 4.14 montre l’évolution du temps pris par les appels RPC liés au transit dans
les tunnels à mesure que la latence augmente. Pour un rtt de 16ms et avec la combinaison
des fonctionnalités avancées, le temps pris par ces appels est 7.78 fois inférieur à celui pris
par VisageFS.
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Fig. 4.15 – MAB : performances globales de NFS et de VisageFS.
La figure 4.15 est une synthèse, toutes phases confondues, des performances des dif-
férents systèmes de fichiers testés. Il apparaît ainsi clairement que les performances de
VisageFS avec et sans activation des fonctionnalités avancées augmentent avec la latence.
Cela signifie que l’augmentation de la latence bénéficie aux performances de la combinaison
des fonctionnalités avancées de notre système de fichiers.
4.3.3 Performances avec Postmark
Le test de performances Postmark [Kat97] génère une charge de travail de type lec-
teur/écrivain de courriers électronique et d’actualités. La version utilisée est celle de Post-
mark v1.51-5. Ce benchmark est composé de trois phases qui évaluent la performance de
différents aspects d’un système de fichiers. Les opérations menées dans le cadre de ces trois
phases sont décrites ci-après.
• Phase Création, crée un ensemble de fichiers/répertoires,
• Phase Transaction, effectue des opérations create/delete ou read/append,
• Phase Destruction, détruit l’ensemble des fichiers générés.
Postmark fait usage de scripts qui configurent les paramètres du test. Les paramètres
que nous avons utilisé correspondent à ceux de [sun04] qui ont servi lors de mesures sur
des systèmes de fichiers locaux. Seul le nombre de transactions a été modifié. L’ensemble
des paramètres du script sont décrits ci-après.
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set number 20000 (nombre de fichiers initialement crées)
set size 10000 15000 (taille min. et max. des fichiers)
set transactions 25000 (nombre de transactions)
set location /mnt/visagefs/output
set report verbose
run
quit
Ce test effectue donc 25.000 transactions sur 20.000 fichiers initialement crées dont la
taille oscille entre 10Ko et 15Ko.
Pour évaluer la performance de VisageFS et la comparer à celle des protocoles NFS,
nous avons considéré la configuration suivante :
• Deux nœuds quadri-processeurs Opteron 2GHz, 4Go RAM. Ces nœuds sont situés
au sein d’un même domaine administratif,
• Sur l’un des deux nœuds, nous avons hébergé le serveur NFS, les conteneurs de
stockage par défaut et le gestionnaire de verrous de VisageFS. L’autre nœud est celui
exécutant le benchmark ,
• Noyau Linux 2.6.28.2,
• Fuse 2.8.0-pre2.
Les différents graphes de la figure 4.16 donnent le détail de l’exécution des différentes
phases du benchmark Postmark. La performance d’un système de fichiers est indiquée par
rapport à la performance de NFSv3.
Lorsqu’elles sont activées, les fonctionnalités avancées de VisageFS concernent l’inté-
gralité du benchmark.
Interprétation des résultats
Dans la phase Création (fig. 4.16(a)), 20.000 fichiers d’une taille comprise entre 9.77Ko
et 14.65Ko sont crées. Pour un rtt de 8ms et une portée sémantique Posix@Node, la com-
binaison des répertoires translucides et du stockage dynamique local atteint 3.72 fois la
performance de NFSv3. A noter que lorsqu’une sémantique Posix de portée réduite est
mise en œuvre, la création des métadonnées est uniquement freinée par le temps pris pour
contacter le serveur de verrous.
Dans la phase Transactions (fig. 4.16(b)), la combinaison des répertoires translucides
et du stockage dynamique local atteint un maximum de 5.33 fois la performance de NFSv3.
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Fig. 4.16 – Postmark : performances des fonctionnalités avancées de VisageFS.
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Durant cette phase, la performance des opérations de lectures et d’écritures de Visa-
geFS atteint un maximum de 3.82 fois celle de NFSv3 (figs. 4.16(c) et (d)).
Dans la phase Destruction (fig. 4.16(e)), l’ensemble des fichiers générés sont détruits.
A mesure que la latence augmente, l’écart entre NFSv4 et la combinaison des répertoires
translucides et du stockage dynamique local se réduit à 3.11% pour un rtt de 8ms.
Fig. 4.17 – Postmark : temps pris par les communications réseau avec VisageFS.
La figure 4.17 montre l’évolution du temps pris par les appels RPC liés au transit dans
les tunnels à mesure que la latence augmente. Pour un rtt de 8ms et avec la combinaison
des fonctionnalités avancées, le temps pris par ces appels est 3.79 fois inférieur à celui pris
par VisageFS.
La figure 4.18 donne une vue synthétique quant à l’évolution du temps pris par le bench-
mark Postmark à mesure que la latence évolue. A l’image des autres benchmarks, l’écart
entre la performance des fonctionnalités avancées de VisageFS et les autres systèmes de
fichiers augmente avec la latence.
4.3.4 VisageFS sur la grappe ViSaGe
Nous évaluons à présent la performance de VisageFS dans une configuration de type
grappe où nous faisons évoluer le nombre de nœuds. Nous avons développé un micro-
benchmark qui se déroule en deux phases et qui permettent de tester la performance en
lecture et en écriture d’un système de fichiers :
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Fig. 4.18 – Postmark : performances globales de NFS et de VisageFS.
• Phase I, chaque nœud crée un fichier unique de taille 1Go,
• Phase II, chaque fichier précédemment crée est lu par un seul nœud différent du
nœud ayant entraîné sa création.
Pour évaluer la performance de VisageFS et la comparer à celle des protocoles NFS,
nous avons utilisé la configuration matérielle et logicielle suivante :
• Mise en œuvre des 12 nœuds de la plateforme ViSaGe en configuration grappe,
• Le serveur NFS, les conteneurs de stockage par défaut et le gestionnaire de verrous de
VisageFS sont hébergés sur un nœud différent de ceux exécutant le micro-benchmark ,
• Torque 2.3.6 (ordonnanceur),
• Noyau Linux 2.6.28.2,
• Fuse 2.8.0-pre2.
Lorsqu’elle est mise en œuvre, la fonctionnalité avancée du stockage dynamique local
s’applique à l’ensemble des phases de ce micro-benchmark.
Les opérations de lectures et d’écritures sont effectuées via la commande shell dd. Les
nœuds utilisés font état d’au minimum 2Go de RAM et possèdent un sous-système disque
dont la performance varie d’un nœud à l’autre. Tous les nœuds font état d’une connectivité
Ethernet gigabit.
Les figures 4.19(a) et 4.19(b) présentent les performances respectivement en écriture
puis en lecture de différents systèmes de fichiers à mesure que le nombre de nœuds croît.
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Fig. 4.19 – Performance en lecture et en écriture de VisageFS vs nombre de nœuds.
La performance indiquée est la somme des performances mesurées sur chaque nœud.
La fonctionnalité avancée du stockage dynamique local entraîne l’utilisation transpa-
rente de conteneurs de stockage locaux aux nœuds de la grappe ce qui réduit fortement
le trafic réseau. A noter que dans cette configuration, les métadonnées restent centralisées
sur le nœud hébergeant le conteneur de métadonnées de VisageFS.
La performance du stockage dynamique local de VisageFS atteint ainsi 1397.9Mo/s en
écriture et 828.7Mo/s en lecture lorsque les 12 nœuds de la grappe ViSaGe sont mis en
œuvre. La performance en lecture est moindre du fait que chaque nœud est également
serveur vis à vis du fichier qu’il a précédemment crée.
4.4 Synthèse
Arrivé au terme de ce chapitre, les fonctionnalités avancées de VisageFS à savoir le sto-
ckage dynamique local et les répertoires translucides ont été évaluées via différents bench-
marks et applications dans une configuration de grille émulée.
Le gain en performance induit par les répertoires translucides provient du fait que les
métadonnées sont stockées localement et qu’il n’y a jamais d’invalidation du répertoire
hôte. Une seule et unique invalidation a lieu pour chaque site au moment de la création
du répertoire étendu local de niveau site. La métadonnée du répertoire hôte est ensuite
uniquement lue. En interdisant par la suite à l’opération de résolution d’un chemin le
114
4.4. Synthèse
parcours des répertoires étendus locaux non concordants avec le nom de site et/ou de
nœud, nous évitons les invalidations de caches et donc le trafic lié aux métadonnées.
Cette réduction du trafic réseau fait que la performance de VisageFS avec ses fonction-
nalités avancées par rapport aux autres systèmes de fichiers augmente avec la latence.
La réduction de la portée de la sémantique Posix n’est pas exclusivement destinée aux
applications mettant en œuvre plusieurs nœuds. La performance des benchmarks MAB et
Postmark qui relèvent d’une utilisation depuis un environnement utilisateur en bénéficient
très largement comme le montrent respectivement les figures 4.15 et 4.18.
Ainsi, tout en étant au sein de l’espace de noms global de VisageFS, les applications
Posix bénéficient de fonctionnalités avancées qui s’activent à la demande et qui ont un
impact significatif sur les performances.
Concernant les comparaisons avec d’autres systèmes de fichiers pour grille, leur mise en
œuvre peut très vite s’avérer lourde et complexe. La comparaison au travers de benchmarks
standards et reconnus est une méthode beaucoup plus souple.
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D
ans ce mémoire nous avons introduit les grilles informatiques, le projet ViSaGe [Fra06,
Bas08, Tra08, Ort09] et certains des systèmes de fichiers à destination des grilles.
Le système de fichiers VisageFS et ses fonctionnalités avancées ont ensuite été
détaillés puis évalués par différents benchmarks et une application.
Les solutions traditionnellement mises en œuvre dans l’accès aux données sur la grille
vont de la recopie des données sur le nœud de calcul par un ordonnanceur à l’utilisation
de librairies spécifiques. Dans les deux cas, il n’y a pas de transparence d’accès.
Un système de fichiers pour grille doit permettre un accès souple et transparent aux
données. Pour autant, le paramètre de première importance qui caractérise la grille est
la latence. Pour contourner cette latence et disposer de la transparence d’accès aux don-
nées, nous nous sommes fixés un certain nombre d’objectifs vis à vis de VisageFS, à savoir :
• Disposer d’un espace de noms global et persistant permettant un accès souple et
transparent aux données en tout point de la grille,
• Réduire les accès à des ressources de stockage potentiellement distantes en utilisant
au maximum les ressources locales,
• Réduire le trafic réseau associé au maintien de la cohérence sur les métadonnées.
VisageFS met à disposition d’une organisation virtuelle un espace de noms global. Il
permet aux applications Posix un accès souple et transparent aux données en tout point
de la grille. Ce premier point répond à notre objectif quant à la transparence d’accès aux
données sur la grille.
Pour répondre aux deux autres objectifs, nous avons doté VisageFS des fonctionnalités
avancées suivantes :
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• Le stockage dynamique local qui permet un usage transparent de ressources locales
pour le stockage de données,
• Les répertoires translucides qui permettent une réduction du trafic réseau dû au
maintien de la cohérence sur les métadonnées.
Ces fonctionnalités avancées peuvent être activées à la demande. Elles s’appliquent au
niveau d’un fichier ou d’un répertoire.
Le stockage dynamique local
Cette fonctionnalité avancée permet aux applications Posix qui évoluent dans un es-
pace de noms global de stocker de façon transparente des données localement aux nœuds
de la grille. Elle évite ainsi la pénalité liée à l’utilisation d’une ressource de stockage po-
tentiellement distante.
Ces données stockées localement bénéficient des performances intrinsèques aux res-
sources de stockage locales et d’une visibilité de niveau grille. Le stockage dynamique local
combine donc les avantages liés à l’utilisation du répertoire /tmp sans ses inconvénients. En
d’autres termes, il permet de donner une dimension locale à un système de fichiers global.
Le principe du stockage dynamique local repose sur la sélection dynamique d’un conte-
neur de stockage local au nœud lors du traitement des appels système write émis par une
application. Le stockage local des données est ainsi transparent vis à vis du coté applicatif.
Le maintien d’une visibilité à l’échelle de la grille de données stockées localement induit
cependant un trafic réseau de maintien de la cohérence pouvant dans certains cas s’avé-
rer inutile. Les tâches d’un workflow qui travaillent sur des données disjointes n’ont en
effet nullement besoin d’une visibilité mutuelle. La réduction du trafic réseau dû au main-
tien de la cohérence sur les métadonnées correspond à l’objectif des répertoires translucides.
Les répertoires translucides
Pour réduire le trafic réseau dû au maintien de la cohérence sur les métadonnées, nous
avons doté VisageFS d’une sémantique Posix dont la portée vis à vis d’un répertoire
peut être réduite à l’échelle d’un site (Posix@Site) ou d’un nœud (Posix@Node). Un ré-
pertoire auquel est appliqué une sémantique Posix de portée réduite devient un répertoire
translucide.
Un répertoire translucide entraîne la création par nœud (Posix@Node) et/ou par site
(Posix@Site) de répertoires étendus locaux. Un répertoire étendu local est destiné à contenir
des entrées qui seraient normalement ajoutées au niveau d’un répertoire translucide. Il évite
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en cela l’invalidation à l’échelle de la grille de l’inode du répertoire translucide et permet
donc de réduire le trafic réseau. Les répertoires étendus locaux sont invisibles vis à vis de
l’espace de noms.
Tout nouvel inode dont le chemin passe par celui d’un répertoire translucide est stocké
localement au nœud ayant entraîné sa création. L’entrée de répertoire correspondant à ce
nouvel inode sera éventuellement ajoutée à l’un des répertoires étendus locaux de niveau
site ou de niveau nœud. Les entrées contenues dans un répertoire étendu local de niveau
site ne sont visibles que des nœuds du seul site. Les entrées contenues dans un répertoire
étendu local de niveau nœud ne sont visibles que du seul nœud. L’opération de résolution
d’un chemin (i.e. lookup) n’examine en effet que les répertoires étendus locaux concordant
avec le nom du nœud et/ou du site courant. En réduisant la visibilité, nous réduisons le
trafic réseau.
Pour rendre globalement visible l’ensemble des entrées présentes au niveau de réper-
toires étendus locaux, on étend jusqu’au niveau grille la portée de la sémantique Posix
d’un répertoire translucide. Le temps pris par cette opération est celui nécessaire à l’ob-
tention d’un verrou en écriture sur l’inode du répertoire parent. Une fois cette opération
achevée, toutes les entrées d’un répertoire précédemment translucide apparaissent dans
l’espace de noms de VisageFS.
Les fonctionnalités avancées de VisageFS sont prévues pour une mise en œuvre conjointes
au niveau d’un répertoire. Dans ce cas, le stockage des données et des métadonnées s’effec-
tue localement et ne génère plus aucun trafic réseau excepté celui lié au VCCC_concurrency.
Champ d’application et performances
Le champ d’application des fonctionnalités avancées de VisageFS couvre aussi bien le
cas des besoins exprimés par une application sur un seul nœud que celui des besoins rela-
tifs à une application qui s’exécute sur la grille. Les benchmarks MAB et Postmark sont
représentatifs du premier cas et l’application Amibe du second. Dans les deux cas, la mise
en œuvre conjointe des fonctionnalités avancées entraîne un accroissement significatif des
performances.
Avec seulement deux appels à la commande shell attr, il est possible pour toute appli-
cation Posix de profiter pleinement des fonctionnalités avancées de VisageFS. Le stockage
dynamique local évite la pénalité d’accès à une ressource potentiellement distante et les
répertoires translucides permettent de garder relativement stable le temps pris par la créa-
tion de tout nouvel inode. Les gains en performance obtenus par la mise en œuvre des
fonctionnalités avancées augmentent avec la latence.
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Ces fonctionnalités avancées vont également bénéficier aux applications out-of-core
et aux analyses multi-paramétriques de type Monte-Carlo par exemple. Ces dernières
consistent en une application exécutée ’n’ fois dont un ou plusieurs paramètres évoluent
dans des plages définies. Les fichiers résultats de ces analyses peuvent ainsi très facilement
tirer parti des répertoires translucides en ne générant pratiquement aucun trafic réseau.
Les applications out-of-core qui manipulent de très grands volumes de données vont
bénéficier du stockage dynamique local. Les données modifiées présentes dans le cache de
pages du noyau seront ainsi synchronisées avec une ressource de stockage locale.
Perspectives
Nous soulignons ici quelques unes des perspectives d’évolutions à plus ou moins long
terme de la plateforme ViSaGe.
Support des applications MPI
Les applications MPI sont à même de bénéficier du grand nombre de nœuds présents
dans une grille. Les requêtes d’entrées/sorties MPI-IO [MPI08b] doivent cependant être
transcrites pour être rendues compréhensibles par le système de fichiers. Cette transcription
est effectuée par la librairie ROMIO [ROM] qui est intégrée à MPICH [MPI].
Par le biais de l’interface ADIO de ROMIO, les auteurs de [CCL+03] ont implémenté
une couche spécifique vis à vis du support des entrées/sorties complexes que fournit le sys-
tème de fichiers pour grappe Pvfs [CLRT00, pvf04]. Des modifications similaires devront
être apportées tant au niveau de ROMIO que de VisageFS.
Les modes Atomic et Shared File Pointer de MPI-IO s’appuient sur l’utilisation de
verrous utilisateurs mis en œuvre via l’appel système fcntl. Ce dernier requiert l’implé-
mentation dans VisageFS de la méthode flock de Fuse.
Il faut également pouvoir permettre à une application parallèle d’écrire des données au
sein d’objets stockés dans des conteneurs locaux. Une solution consiste pour cela à opérer
un découpage sémantique du fichier combiné au stockage dynamique local.
Ajout d’attributs étendus
Pour donner à un ordonnanceur la possibilité du placement d’une tâche au plus près
d’une donnée, un nouvel attribut étendu permettra d’obtenir l’identité du ou des nœuds
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en charge du stockage de cette donnée.
Pour permettre à une application de créer des objets de données de taille variable,
un nouvel attribut étendu permettra au coté applicatif d’indiquer au système de fichiers
lorsque celui-ci doit démarrer la création d’un nouvel objet. L’intérêt de cette approche
vient du fait que VisageFS opère un verrouillage des données sur la base d’un objet.
Interactions avec d’autres composants - choix de conteneur
L’utilisation systématique d’un conteneur local peut s’avérer néfaste pour les perfor-
mances. VisageFS peut d’appuyer sur le composant de monitoring pour obtenir l’identité
d’autres conteneurs à proximité immédiate et dont les performances sont supérieures au
conteneur local par défaut.
Expérimentations à venir
Nous allons entreprendre un certain nombre de comparaisons avec d’autres systèmes de
fichiers pour grille tel que XtreemFS par exemple. Les composants d’administration et de
monitoring vont par la suite permettre une plus grande souplesse dans le déploiement de
ViSaGe sur la grille. Cela permettra d’élargir le champ d’expérimentations avec notamment
la grille académique Grid5000. Des collaborations transverses sont également sur le point
d’aboutir donnant ainsi accès à d’autres workflows tels que de l’indexation de contenus et
des simulations sismiques qui ne manqueront pas de mettre en exergue les fonctionnalités
de la plateforme ViSaGe.
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Annexe A
Le stockage dans les grappes
La puissance de calcul d’une grappe de nœuds n’est rien si les applications qui en font
usage ne peuvent efficacement accéder aux données. De même, une application exécutée
au sein d’un environnement utilisateur depuis une station de travail accède également à
des données mais exprime une charge de travail différente.
Pour répondre aux différents besoins exprimés par les applications, plusieurs technolo-
gies de systèmes de stockage ont été développées avec notamment les Storage Area Network
(SAN) et les Network Attached Storage (NAS). Une troisième technologie, plus récente, est
le stockage orienté objet [FMN+05] ou Object-oriented Storage Devices (OSD). Nous dé-
crivons ci-après ces différentes technologies de stockage :
• Les SANs échangent des blocs de disques au moyen de commandes SCSI via des
infrastructures réseaux dédiées,
• Les NAS échangent des fichiers au moyen de messages via des réseaux IP,
• Les OSDs échangent des objets au moyen de commandes SCSI via des réseaux IP.
Les SANs : stockage à partage de blocs
Un SAN est une infrastructure de stockage centralisée (fig. A.1) que l’on représente tra-
ditionnellement par une baie de stockage. Composée d’un grand nombre de disques, cette
baie est accédée au moyen d’un réseau spécifique dédié. Celui-ci peut être Scalable Coherent
Interface (SCI), Fibre Chanel, Myrinet, Quadrics ou encore InfiniBand par exemple. Ces
réseaux font état d’une forte bande passante et d’une très faible latence. La bande passante
d’un réseau InfiniBand est de 10Gbits/s avec une latence comprise entre 1 et 2µs [mel07].
Par comparaison, la plateforme ViSaGe qui est dotée d’un commutateur Ethernet gigabit
fait état d’un rtt de 85µs.
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La très faible latence des communications sur un SAN est justifiée par la granularité
des accès qui engendrent un grand nombre de commandes SCSI pour toute opération. Le
protocole de communication utilisé dans les SANs est majoritairement Fibre Channel.
Fig. A.1 – SAN avec topologie d’interconnexion en boucle.
Généralement, les grappes de machines équipées d’un SAN possèdent également un
réseau Ethernet (fig. A.1). Le réseau SAN est alors utilisé pour l’accès aux données et le
réseau Ethernet est dédié aux tâches de contrôle et de monitoring.
Il existe trois topologies d’interconnexions dans les réseaux de type SAN : point à point,
en boucle et switched fabric. Cette dernière fait appel à un commutateur réseau spécifique.
Une baie peut être vue comme un unique disque dur auquel accèdent les nœuds du sys-
tème de fichiers du SAN (e.g. Gpfs [SH02]). La concurrence d’accès aux blocs de disques
vient du fait que tous ces nœuds disposent d’un accès direct et uniforme à tous les blocs.
Un mécanisme de verrous géré par le système de fichiers permet alors de garantir l’intégrité
des opérations effectuées sur la baie.
Les NAS : stockage à partage de fichiers
Également connus sous le nom de Network Appliance, un NAS se présente sous la forme
d’une unité de stockage autonome que l’on raccord à un réseau IP. L’accès aux données
s’effectue au moyen de protocoles tels que SMB, Cifs, NFS, FTP ou encore HTTP.
Un NAS peut se présenter sous la forme d’un simple système embarqué comprenant
un ou plusieurs disques et une connectivité réseau Ethernet 100Mbps. Un NAS très hautes
performances tels que les produits de DataDirect Networks18 embarquent par exemple jus-
qu’à 1200 disques et font état de débits qui se chiffrent en dizaines de Go/s.
La figure A.2 décrit un NAS équipé d’une configuration Raid. Le système de fichiers
Wafl [HLM94] opère un entrelacement des données sur les disques et fait usage de mé-
moire non volatile pour stocker le journal des métadonnées. Ce NAS dispose d’une double
18http://www.datadirectnet.com
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Fig. A.2 – NAS de type “Network Appliance”.
connectivité Ethernet utilisée en agrégation.
Tout nœud peut également exporter tout ou partie de son espace de stockage au moyen
d’un protocole tel que NFS par exemple. Ce nœud devient alors un serveur de fichiers au
même titre qu’un serveur NAS.
Les OSDs : stockage à partage d’objets
Standardisé par l’IETF en avril 2004 [SNI, Ins04], le stockage orienté objet consiste
en une ressource de stockage qui exporte une interface objet à laquelle on accède via le
protocole iSCSI (fig. A.3). Ce protocole encapsule les commandes SCSI au sein de trames
IP.
Fig. A.3 – Architecture d’un système de stockage orienté objets.
Le stockage orienté objet permet de s’abstraire des contingences bas niveau de gestion
et d’allocations de blocs de disques. Il remplace l’allocation de blocs de tailles fixes par
des objets de tailles variables. Les objets sont accédés par un triplet <obj_id, offset,
length> dont la transcription vers le support de stockage effectif est masquée.
Un objet est donc une entité que l’on peut assimiler à un conteneur adapté au stockage
de données et de métadonnées. L’accès aux objets au sein des OSDs est défini par un jeu de
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commandes SCSI normalisé dont la seconde révision est en cours d’approbation [Web08].
A noter que les aspects liés à la sécurité [FNN+05] sont pris en compte nativement par le
protocole.
Les systèmes de fichiers Lustre, PanFS [NSM04], Ceph [WBM+06] et zFS19 [RT03]
par exemple font usage d’une approche orientée objet du stockage mais avec un protocole
qui leur est propre. L’extension [DDW+07] permet au système de fichiers Pvfs [CLRT00]
l’accès aux OSDs via le protocole iSCSI.
La société Panasas propose une implémentation matérielle des OSDs sous la dénomina-
tion de StorageBlades. Ces OSDs matériels sont utilisés dans son architecture de système
de fichiers ActiveScale [NSM04]. La société Bluearc20 fait de même avec son architecture
Titan.
Synthèse
Nous avons donc abordé trois technologies de stockage que sont les SANs, les NAS et
les OSDs. Le tableau ci-après est une synthèse de leurs caractéristiques.
Fig. A.4 – Synthèse des technologies de stockage présentées.
Le réseau dédié propre à un SAN fait appel à des équipements réseaux spécifiques tels
que des commutateurs qui induisent un coût tel qu’il n’est tout simplement pas envisa-
geable au-delà de la taille d’un site par exemple. Tout comme iSCSI, le protocole FCIP
(Fibre Channel over IP) encapsule les commandes SCSI au sein de trames IP. Ces deux
protocoles permettent aux SANs de s’étendre en empruntant des infrastructures IP exis-
tantes mais au prix d’une dégradation des performances.
19A ne pas confondre avec ZFS [BM, BAH+03] de Sun qui est un système de fichiers local.
20http://www.bluearc.com
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De leur coté, les NAS s’intègrent naturellement à un réseau IP existant et sont ainsi
une solution très utilisée pour l’archivage et l’accès aux données en entreprise.
Le stockage orienté objet se positionne entre les accès de niveaux blocs de disques et
les accès de type fichiers. Il permet une plus grande souplesse dans le placement et la ges-
tion de données et de métadonnées vis à vis des NAS. Par rapport aux SANs, le stockage
orienté objet externalise la gestion des blocs de disques normalement prise en charge par
le système de fichiers.
Le stockage orienté objet est également une solution à la problématique de l’exploita-
tion des ressources de stockage propre aux nœuds d’une grappe. Les systèmes de fichiers
parallèles tels que Pvfs, Lustre [Bra02], NFSp [LD02], pNFS [HH05] ou encore GlusterFS
[glu] ont en effet la capacité à exploiter ces ressources de stockage disséminées mais vont
pour cela utiliser un protocole propriétaire.
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L’intergiciel Globus
Un intergiciel de grille est l’implémentation des concepts sous-jacents à la grille. Il se
présente sous la forme d’une couche logicielle qui s’intercale entre le système hôte et les
applications. Il apporte d’une part une abstraction à l’hétérogénéité du système hôte et
d’autre part un ensemble de services et de protocoles qui permettent l’exploitation des
ressources de la grille.
Le concept d’intergiciel apparaît dès les années 80 avec l’environnement Andrew [MSC+86]
et son système de fichiers AFS. Cet environnement avait pour ambition d’apporter l’inter-
opérabilité à l’échelle des nœuds du campus de l’université Carnégie-Mellon.
Parmi les intergiciels de grille figure notamment Globus [FK97] dont la dernière révi-
sion est le Globus Toolkit 4 (GT421) [Fos05]. L’intergiciel Globus est composé de différents
services que nous décrivons ci-après :
GSI est l’infrastructure en charge de la sécurité. Celle-ci fait appel à une autorité de cer-
tification (CA) et est utilisée par tous les services de Globus,
Gram assure la réservation de ressources et l’ordonnancement des tâches sur les nœuds
de la grille. Le service Gram de niveau grille pilote l’ensemble des services Gram de
niveau site. Au moyen de l’outil GridFTP, Gram coordonne également les transferts
de données en relation avec les tâches,
MDS prend en charge le monitoring. De la même façon que pour Gram, un service MDS
de niveau grille collecte les informations des MDS de niveau site. Ces informations
sont ensuite mises à disposition des autres modules Globus, notamment Gram,
21http://www.globus.org
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GridFTP et RFT assurent le transfert de données. A noter que GridFTP n’est pas un
service de grille mais un outil. Il requiert donc l’ouverture de ports supplémentaires
au niveau de pare-feux,
RLS et DRS sont les modules en charge de la réplication. De la même façon que pour
GridFTP, RLS n’est pas non plus un service de grille,
OGSA-DAI est un composant en charge de l’accès aux données. Il permet aux applica-
tions d’exprimer des accès unifiés à des bases de données hétérogènes mais également
à d’autres sources de données telles que des fichiers.
Un intergiciel se comporte comme un serveur de services de grille. Certains de ces
services servent de relais entre des outils déployés au niveau site et la gestion de niveau
grille effectuée par des nœuds contrôleurs de grille.
Globus ne dispose en lui-même d’aucune fonctionnalité de monitoring ou d’ordonnance-
ment de tâches de niveau site. Ces fonctionnalités sont assurées par des outils préalablement
déployés sur les différentes grappes.
Le service de monitoring Globus MDS d’un site s’interface ainsi avec des outils tels que
Hawkeye22 ou encore Ganglia. Le service d’allocation et de gestion de ressources Globus
Gram s’interface avec des ordonnanceurs de tâches déployés au niveau site tels que PBS
[BHK+00], Condor [TWML02] (dont Hawkeye assure le monitoring), LSF [Zho92] ou en-
core Sun Grid Engine [Gen01].
Interopérabilité
Les services Web tout comme les services de grille permettent des interactions et des
échanges de données entre systèmes hétérogènes présents sur le WAN. Définis indépen-
damment les unes des autres, les technologies sous-jacentes à l’implémentation des services
Web et des services de grille ont fini par converger vers une technologie commune, Wsrf23
(“Web Service Ressource Framework ”). Les services de grille de Globus sont donc pro-
gressivement passés du standard Ogsi à Wsrf. Cette standardisation est le garant d’une
interopérabilité accrue entre services issus d’intergiciels différents.
Les services Globus préfixés par WS font référence à une implémentation basée sur
Wsrf c’est-à-dire faisant usage de Soap (“Simple Object Access Protocol)” pour l’échange
de messages et Wsdl (“Web Service Description Language”) pour la description du service.
22http://www.cs.wisc.edu/condor/hawkeye/
23http://www.oasis-open.org/committees/wsrf/
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Les services Web s’accèdent selon un paradigme RPC et sont idempotents, c’est-à-dire
que le résultat d’un appel dépend exclusivement des paramètres d’entrée. Les services Web
sont donc dits stateless. Les services de grille quant à eux s’exécutent dans le cadre d’un
conteneur et peuvent conserver un état, il sont donc dit statefull. Les services de grille sont
de plus capables de notifications asynchrones. Dans ce cas, l’application s’enregistre auprès
du service de grille qui conserve un état au sein d’un conteneur permettant l’envoi ultérieur
de notifications.
Sécurité
La sécurité est un point de première importance dans un milieu où un large spectre
d’utilisateurs sont amenés à partager un même ensemble de ressources. Il est également in-
dispensable de pouvoir authentifier les ressources elles-mêmes puisque ce sont ces dernières
dont il est fait usage pour le stockage des données et l’exécution d’applications.
La notion d’organisation virtuelle n’existe pas à ce jour dans les systèmes Unix : un
utilisateur est identifié par le couple <UID,GID> c’est-à-dire un numéro unique d’utilisateur
et un numéro de groupe. La portée de cet identifiant est bornée par celle du domaine
administratif.
L’intergiciel Globus résout ce problème via les Grid Map files qui associent des utilisa-
teurs de niveau grille à des utilisateurs locaux.
Pour fonctionner, la grille requiert une autorité de certification (CA) qui délivre des
certificats aux ressources et aux utilisateurs de la grille. Après une phase d’authentification,
l’utilisation d’un principe de délégation par proxy permet l’authentification mutuelle, c’est-
à-dire que les deux parties n’auront pas à recontacter le CA pour attester de leurs identités
respectives.
Le “Grid Security Infrastructure24” (GSI) de Globus prend en charge les aspects liés
à l’authentification et aux autorisations. Les services de grille Globus et l’outil GridFTP
s’appuient sur l’infrastructure GSI.
24http://www-unix.globus.org/toolkit/docs/4.0/security/GT4-GSI-Overview.pdf
131
Annexe B. L’intergiciel Globus
132
Annexe C
NetEm
Le Network Emulator [Hem05] (NetEm) permet d’altérer de diverses façons les com-
munications émises sur un réseau afin de reproduire une comportement similaire à ce que
l’on observe traditionnellement dans un WAN. Il se présente sous la forme d’un module
noyau (Linux) avec lequel l’utilisateur interagit via la commande shell tc. Ci-dessous la
liste de quelques unes de ses caractéristiques :
• ajout de latence avec une distribution fixe ou selon une loi (e.g. normale),
• émission de paquets dans le désordre,
• duplication et perte de paquets.
Si l’on excepte le cas d’une configuration très simple dans laquelle tous les paquets
émis sont affectés de la même façon, le Network Emulator ne s’utilise pas seul. On peut en
effet vouloir définir différents sites avec des règles propre à chacun d’eux pour affecter les
communications en fonction de leurs destinations. Ces règles s’insèrent dans le schéma des
Queuing Disciplines25.
Fig. C.1 – Les “Queuing Disciplines” dans le noyau Linux.
Pour émuler une configuration grille, nous avons configuré différents vlans au sein des-
quels ont été répartis les nœuds de la plateforme ViSaGe. Ci-après les principales com-
25http://www.linux-france.org/prj/inetdoc/guides/Advanced-routing-Howto/lartc.qdisc.filters.html
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mandes utilisées pour configurer le filtrage et contrôler le trafic réseau :
Destruction de toutes les règles
#> tc qdisc del dev eth0 root
Création de trois bandes Prio 1:1, 1:2 et 1:3
#> tc qdisc add dev eth0 handle 1: root prio
Configuration de NetEm avec une latence de 30ms entre sites
#> tc qdisc add dev eth0 parent 1:2 handle 20: netem delay 14.9ms
Pour chaque vlan, répéter les commandes ci-dessous
Ajout de règles de filtrage en fonction de la destination
#> tc filter add dev eth0 protocol ip parent 1:0 prio 2 u32 \
match ip dst 192.168.<vlan>.0/24 flowid 1:2
Déclassification de tous les autres paquets
#> tc filter add dev eth0 protocol ip parent 1:0 prio 4 u32 \
match u32 0 0 flowid 1:1
Fig. C.2 – Configuration du filtrage NetEm sur la plateforme ViSaGe.
La figure C.2 présente la façon dont est configuré NetEm dans le contexte de la plate-
forme ViSaGe pour laquelle différents vlans ont été définis. Pour l’heure, nous avons consi-
déré une latence identique entre tous les sites (30ms par défaut) tout en ayant pris soin de
ne pas impacter les communications entre nœuds appartenant à un même site. La résolu-
tion dans le paramétrage de la latence dépend en fait du paramètre noyau CONFIG_HZ.
La valeur par défaut de 1000Hz correspond à une résolution du délai pour NetEm de 1ms.
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Résumé
Les grilles informatiques permettent d’envisager des solutions vis à vis des applications de grands
challenges. L’accès aux données sur une grille reste cependant complexe tant que l’on ne dispose pas
d’un système de fichiers pour grille. ViSaGe adresse la problématique de la mobilisation de ressources
de stockage hétérogènes largement disséminées, de l’accès et du partage de données au sein d’environ-
nements de type grille. Les ressources de stockage de la grille sont agrégées sous la forme de ressources
virtuelles possédant différentes propriétés (e.g. hautes performances, réplication . . .). Ces ressources
virtuelles sont mises à disposition de VisageFS, la composante système de fichiers de ViSaGe. Visa-
geFS permet aux applications Posix un accès souple et transparent aux données en tout point de la
grille au moyen d’un espace de noms global. Pour améliorer la performance des applications qui s’exé-
cutent sur la grille, nous avons doté VisageFS de fonctionnalités avancées originales qui permettent de
contourner la latence via une utilisation transparente des ressources de stockage locales aux nœuds de
la grille. Toute application évoluant au sein de l’espace de noms de VisageFS peut ainsi faire un usage
transparent de ressources de stockage locales au nœud où elle se trouve. La performance du stockage
des données n’est ainsi plus dépendante de la latence d’accès à une ressource potentiellement distante.
En dotant ensuite VisageFS d’une sémantique Posix dont la portée peut être ajustée à un niveau
site ou nœud vis à vis d’un répertoire, nous réduisons fortement le trafic réseau lié au maintien de la
cohérence de l’espace de noms.
Mots-clés: Système de fichiers pour Grille, Stockage dynamique local, Sémantique Posix de portée
ajustable, Attributs étendus dynamiques.
Abstract
Nowdays, the grid computing enables solutions to large challenging applications. However, data
access in a grid is very complex unless you have a large scale filesystem. The ViSaGe project leverages
the needs for spread heterogeneous storage management, data access, and data sharing on nodes over
the grid. Storage resources are aggregated within virtual storage spaces featuring different properties
(high performance, replication, . . .). These virtual resources are made available to VisageFS, the ViSaGe
project filesystem component. By means of a global namespace, VisageFS enables a seamless access to
data everywhere in the grid for Posix applications. In order to improve the performance of applications
in the grid, VisageFS features advanced and original functionalities. Those functionalities avoid the use
of high latency networks by means of a transparent usage of local storage resources. Every application
that evolves within the VisageFS global namespace can make a transparent usage of local storage
resources. This way, data storage performances is no more dependant on high latency distant storage
resources. Moreover, VisageFS features a Posix consistency that may shrink to a site or a node level
on the basis of each directory. Thus, namespace-consistency network traffic is greatly reduced.
Keywords: Grid filesystem, Dynamic local storage, Translucent directories, Versatile scope of the
Posix semantic, Dynamic extended attributes.
