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論文題ྡ：機能分担࡟基࡙く多目的最適化手法 
 
近年，ࢩスࢸ࣒ࡣ大規模化࣭複雑化ࡢ傾向࡟あࡿ࡜ྠ時࡟，コンࣆ࣮ࣗタパ
ワ࣮ࡢ増大やࢩ࣑࣮ࣗࣞࢩࣙン࣭モࢹリング等ࡢ周辺技術ࡢ進歩࡟ࡼࡾ，実用
的࡞最適化࡟対ࡍࡿ要求ࡀ高ࡲࡗ࡚いࡿ。伝統的࡟，最適化問題ࡣ単一目的最
適化問題࡜ࡋ࡚定式化ࡀ࡞ࡉࢀ，唯一ࡢ大域的最適解あࡿいࡣ準最適解ࢆ獲得
ࡍࡿࡇ࡜ࡀ求ࡵࡽࢀ࡚ࡁࡓ。一方，近年࡛ࡣ実応用ࡢ観点࠿ࡽ，単࡞ࡿ最適解
ࡢ獲得ࢆ超えࡓ，意思決定ࡢ支援࡜࡞ࡿࡼう࡞情報ࢆ提供ࡍࡿࡓࡵࡢ最適化ࡀ
求ࡵࡽࢀ࡚いࡿ。周辺技術ࢆ活用ࡋࡓ最適化ࡣ，多くࡢ解ࡢ評価や人間ࡢ経験
࡟依存ࡋ࡞い解ࡢ探索ࡀ可能࡛あࡾ，意思決定ࡢ支援࡜࡞ࡿࡇ࡜ࡀ期待ࡉࢀࡿ。 
最適化ࡢ実応用࡛ࡣ，ࡋࡤࡋࡤ複数ࡢ目的ࢆྠ時࡟考慮ࡋࡓ最適化ࢆ行うࡇ
࡜ࡀ要求ࡉࢀࡿ。ࡇࡢࡼう࡞問題ࡣ多目的最適化問題࡜呼ࡤࢀࡿ。多目的最適
化࡛ࡣ，一般࡟複数ࡢ目的ࡣࢺ࣮ࣞࢻオࣇࡢ関係࡟あࡿࡓࡵ，最適解ࡣ一意࡟
定ࡲࡽࡎ，ࠕ他ࡢ解࡟劣ࡽ࡞い解ࠖࡢ集合࡜ࡋ࡚存在ࡍࡿ。伝統的࡟，多目的最
適化問題ࡣ࣮ࣘࢨ࣮ࡢ選好情報ࢆ利用ࡍࡿࡇ࡜࡛単一目的最適化問題࡟変換ࡉ
ࢀ，唯一ࡢ最適解ࡀ求ࡵࡽࢀ࡚ࡁࡓ。ࡋ࠿ࡋ，最適化࡬ࡢ要求ࡢ高ࡲࡾ࠿ࡽ，
唯一ࡢ解ࢆ求ࡵࡿࡢ࡛ࡣ࡞く，複数࠿ࡘ多様࡞解集合ࡢ獲得ࡀ求ࡵࡽࢀ࡚いࡿ。
複数࠿ࡘ多様࡞解集合ࡣ，目的間ࡢࢺ࣮ࣞࢻオࣇ情報や決定変数࡜目的ࡢ依存
関係࡞࡝，意思決定者ࡢ支援࡜࡞ࡿ多くࡢ情報ࢆ含ࢇ࡛いࡿࡇ࡜ࡀ期待ࡉࢀࡿ。 
以ୖࡢ背景࠿ࡽ，本論文࡛ࡣ発見的近似解法࡟基࡙く多目的最適化手法࡟着
目ࡋࡓ。発見的近似解法ࡣ解情報࡜評価値情報ࡢࡳࢆ探索࡟用いࡿ最適化手法
ࡢ枠組ࡳ࡛あࡾ，ࢩ࣑࣮ࣗࣞタや実測ࢹ࣮タࢆ用いࡓ探索ࡀ可能࡛あࡿ。ࡑࡢ
ࡓࡵ，急速࡟発展ࡍࡿ最適化ࡢ周辺技術ࢆ最大限活用࡛ࡁࡿ枠組ࡳ࡜ࡋ࡚着目
ࡋࡓ。ࡲࡓ，多くࡢ発見的近似解法ࡣ複数ࡢ探索点࡟ࡼࡾ探索ࢆ行う多点探索
型手法࡛あࡿ。多点探索型ࡢ発見的近似解法ࢆ多目的最適化࡬応用ࡍࡿࡇ࡜࡛，
一度ࡢ探索࡛多様࡞解集合ࢆ獲得ࡍࡿ方法ࡣ，近年大ࡁ࡞注目ࢆ集ࡵ࡚いࡿ。 
本論文࡛ࡣ，既存ࡢ発見的近似解法ࡀ構造ୖࡢ自⏤度ࢆ十分࡟活用࡛ࡁ࡚い
࡞い点࡟着目ࡋ，ࠕ機能分担ࠖࢆコンセプࢺ࡜ࡍࡿ新ࡓ࡞探索戦略ࢆ提案ࡋࡓ。
既存ࡢ多点探索型発見的近似解法ࡢ多くࡣ，探索点ࢆ区ูࡍࡿࡇ࡜࡞くࡍ࡭࡚
ࡢ探索点ࢆ一様࡟扱う点，࠾ࡼび唯一ࡢ操作ࢆ用い࡚探索ࢆ行う点࡛共通ࡋ࡚
いࡿ。ࡋ࠿ࡋ，実際࡟ࡣ探索点ࡢ状態ࡣ探索点ࡈ࡜࡟異࡞ࡿ࡜࡜ࡶ࡟，各操作
ࡣ利点࣭欠点ࢆ有ࡋ࡚࠾ࡾ，唯一ࡢ操作ࢆ用いࡓ探索ࡣ性能ୖࡢ限界ࡀ想定ࡉ
ࢀࡿ。一方࡛，発見的近似解法ࡣ構造ୖࡢ高い自⏤度ࢆ有ࡋ࡚いࡿ。機能分担
࡟基࡙く探索戦略ࡣ(a)探索点ࡢ状態ࡢุ断࣭分類，(b)要求࡟特化ࡋࡓ複数ࡢ操
作ࡢ使用，࠿ࡽ構成ࡉࢀࡿ。ࡇࡢ戦略ࢆ活用ࡍࡿࡇ࡜࡛，発見的近似解法ࡢ自
⏤度ࢆ最大限活用ࡋࡓ優ࢀࡓ最適化手法ࡢ構築ࡀ期待࡛ࡁࡿ。 
ࡉࡽ࡟，本論文࡛ࡣ機能分担࡟基࡙く探索戦略ࢆ多目的最適化問題࡬応用ࡋ，
機能分担࡟基࡙く多目的最適化手法ࢆ提案ࡋࡓ。多目的最適化࡛ࡣ，優ࢀࡓ意
思決定ࡢ支援࡜ࡍࡿࡓࡵ࡟，ࠕ収束性 ，ࠖࠕ多様性ࠖࡢ双方࡟優ࢀࡿ解集合ࡢ獲得
ࡀ求ࡵࡽࢀࡿ。機能分担࡟基࡙く多目的最適化手法ࡣ，ࠕ収束性ࡢ改善ࠖ࠾ࡼび
ࠕ多様性ࡢ改善ࠖ࡟特化ࡋࡓ操作ࢆ用いࡿࡇ࡜࡛，既存ࡢ多目的最適化手法ࡀ
課題࡜ࡍࡿࠕ収束性 ，ࠖࠕ多様性ࠖࡢ双方࡟優ࢀࡿ解集合ࡢ獲得ࢆ目指ࡍ。本論
文ࡢ要点ࡣ以ୗࡢ通ࡾ࡛あࡿ。 
(1) 既存ࡢ多目的最適化手法ࡢ課題点ࢆ指摘ࡋࡓ。既存ࡢ多目的最適化手法ࢆ系
統的࡟分類ࡋ，各手法ࡢ特性ࢆ整理ࡋࡓ。既存ࡢ多目的最適化手法ࡣ，解ࡢ
収束性࣭多様性ࡢ改善ࡢࡓࡵࡢアプ࣮ࣟチ࠿ࡽࠕ優越関係࡟基࡙く手法 ，ࠖ
ࠕ分割࡟基࡙く手法 ，ࠖࠕIndicator࡟基࡙く手法ࠖࡢ 3ࡘࡢ系統࡟分類࡛ࡁࡿ
ࡇ࡜ࢆ指摘ࡋࡓ。ࡉࡽ࡟，3ࡘࡢ系統࡟属ࡍࡿ手法ࡣࡑࢀࡒࢀࡀ利点࣭欠点
ࢆ有ࡋ࡚いࡿࡇ࡜ࢆ指摘ࡋࡓ。ࡇࡢ利点࣭欠点࡟ࡼࡾ，既存ࡢ多目的最適化
手法ࡣ特定ࡢ条件ୗ࡛探索性能ࡀ悪化ࡍࡿࡇ࡜ࢆ指摘ࡋࡓ。 
(2) 機能分担࡟基࡙く探索戦略ࢆ構築ࡋࡓ。既存ࡢ最適化手法ࡀ発見的近似解法
ࡢ構造ୖࡢ自⏤度ࢆ十分࡟活用ࡋ࡚い࡞い点࡟着目ࡋ，(a)探索点ࢆ一様࡟扱
う必要ࡣ࡞い，(b)探索࡟用いࡿ操作ࢆ 1ࡘ࡟限定ࡍࡿ必要ࡣ࡞い，ࡇ࡜ࢆ踏
ࡲえࡓࠕ機能分担ࠖ࡟基࡙く探索戦略ࢆ構築ࡋࡓ。機能分担࡟基࡙く探索戦
略࡛ࡣ，探索点ࡢ状態ࢆ評価ࡍࡿࡇ࡜࡛，探索点ࢆ区ูࡍࡿ。ࡉࡽ࡟，探索
点ࡢ状態࡟応ࡌ࡚複数ࡢ操作ࢆ使い分けࡿࡇ࡜࡛，唯一ࡢ操作ࡢࡳࢆ用いࡿ
従来ࡢ発見的近似解法࡟比࡭࡚効率的࡞探索ࢆ期待ࡍࡿ。 
(3) 機能分担࡟基࡙く多目的最適化手法ࢆ提案ࡋࡓ。多目的最適化࡛ࡣ，収束性
࡜多様性ࡢ双方࡟優ࢀࡿ解集合ࡢ獲得ࡀ求ࡵࡽࢀࡿ。機能分担࡟基࡙く多目
的最適化手法ࡣ，優越関係࡟基࡙く手法࡛ࡣ優ࢀࡓ多様性ࡢ改善ࡀ可能࡛あ
ࡿ点，࠾ࡼび分割࡟基࡙く手法࡛ࡣ優ࢀࡓ収束性ࡢ改善ࡀ可能࡛あࡿ点࡟着
目ࡍࡿ。機能分担࡟基࡙く多目的最適化手法ࡣ，探索点ࡢ状態ࢆ評価ࡋ，探
索点ࡈ࡜࡟ୖ記ࡢ手法ࡢ࡝ちࡽࢆ適用ࡍ࡭ࡁ࠿ࢆุ断ࡍࡿ。機能分担࡟基࡙
く多目的最適化手法࡛ࡣ，ୖ記 2 ࡘࡢ手法ࡢ利点ࢆ活用ࡍࡿࡇ࡜࡛，収束
性࣭一様性ࡢ双方࡟優ࢀࡿ解集合ࡢ獲得ࢆ期待ࡍࡿ。 
(4) 機能分担࡟基࡙く多目的最適化手法ࡢ探索性能ࢆ検証ࡋࡓ。優越関係࡟基࡙
く代表的࡞手法࡛あࡿ SPEA2 ࠾ࡼび分割࡟基࡙く代表的࡞手法࡛あࡿ
MOEA/D ࡜ࡢ数値実験࡟ࡼࡿ比較ࢆ行い，機能分担࡟基࡙く多目的最適化
手法ࡀୖ記 2ࡘࡢ手法ࡢ利点ࢆ合わࡏ持ࡘࡇ࡜，࠾ࡼび優ࢀࡓ探索性能ࢆ有
ࡍࡿࡇ࡜ࢆ示ࡋࡓ。 
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1 序論
1.1 本論文の背景と目的
人間の意思決定の多くは最適化問題として定式化が可能である。最適化では，目的を
最も高い水準で達成するための解を求める。工学分野では電力システム・鉄道システム
に代表されるシステムの運用・制御［1，2］や自動車・航空機などの製品の設計［3，4］な
ど，最適化問題を解くことで多くの意思決定が行われている。
最適化の周辺技術の発達に伴い最適化問題の定式化や最適化手法に対する要求は変
化しており，周辺環境の変化に応じた最適化手法の研究が求められている。近年，シス
テムは大規模化・複雑化の傾向にあると同時に，コンピュータパワーの増大やシミュ
レーション・モデリング等の最適化の周辺技術が発展している［5］。伝統的に，最適化
問題は単一目的最適化問題として定式化がなされ，唯一の大域的最適解あるいは準最適
解を獲得することが求められてきた。一方，近年では実応用の観点から，単なる最適解
の獲得を超えた，意思決定の支援となるような情報を提供するための最適化が求められ
ている［6］。周辺技術を活用した最適化は，多くの解の評価や人間の経験に依存しない
解の探索が可能であり，得られた解（解集合）を分析することにより，意思決定の支援
となる情報を得ることが期待される。
最適化の実応用では，しばしば複数の目的を同時に考慮した最適化を行うことが要求
される。このような問題は多目的最適化問題［7］と呼ばれる。多目的最適化問題では，
一般に複数の目的はトレードオフの関係にあるため，最適解は一意に定まらず，「他の
第 1章 序論 2
解に劣らない解」として定義されるパレート解の集合として存在する。伝統的に，多目
的最適化問題はユーザーの選好情報を利用することで単一目的最適化問題に変換され，
唯一のパレート解が求められてきた。しかし，最適化への要求の高まりから，唯一のパ
レート解を求めるのではなく，複数かつ多様なパレート解の獲得が求められている。複
数かつ多様なパレート解は，目的間のトレードオフ情報や決定変数と目的の依存関係な
ど，意思決定者の支援となる多くの情報を含んでいることが期待される。
以上の背景から，本論文では発見的近似解法［8］に基づく多目的最適化手法に着目す
る。発見的近似解法は解情報と評価値情報のみを探索に用いる最適化手法の枠組みで
あり，シミュレータや実測データを用いた探索が可能である。そのため，急速に発展す
る最適化の周辺技術を最大限活用できる枠組みとして着目する。また，多くの発見的近
似解法は複数の探索点により探索を行う多点探索型手法である。多点探索型の発見的
近似解法を多目的最適化へ応用することで，一度の探索で多様なパレート解集合を獲得
する方法は，近年大きな注目を集めている。意思決定のための知見を獲得するために，
多目的最適化手法はパレートフロンティアへの収束（収束性），パレートフロンティア
全域への広がり（広がり），パレートフロンティア上での一様な分布（一様性）を満た
す解集合を求める必要がある。従来は 2目的，あるいは 3目的の多目的最適化問題を中
心に研究が行われてきたが，近年では 4目的以上の多目的最適化問題に対する最適化手
法が要求されている［9，10］。
本論文では，既存の発見的近似解法が構造上の自由度を十分に活用できていない点に
着目し，「機能分担」をコンセプトとする新たな探索戦略を提案する。既存の多点探索
型発見的近似解法の多くは，探索点を区別することなく，すべての探索点を一様に扱う
点，および唯一の操作を用いて探索を行う点で共通している。しかし，実際には探索点
の状態は探索点ごとに異なるとともに，各操作は利点・欠点を有しており，唯一の操作
を用いた探索は性能上の限界が想定される。一方で，発見的近似解法は構造上の高い自
由度を有しており，探索点を一様に扱う必要はなく，探索に用いる操作を一つに限定す
る必然性もない。発見的近似解法の自由度を活用し，機能の異なる複数の操作を適切に
使用することで，唯一の操作を用いる最適化手法に比べて優れた探索を行うことが期待
できる。機能分担に基づく探索戦略は (a)探索点の状態の判断・分類，(b)要求に特化
した複数の操作の使用，から構成される。この戦略を活用することで，発見的近似解法
の自由度を最大限活用した優れた最適化手法の構築を狙う。
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本論文では機能分担に基づく探索戦略を多目的最適化問題へ応用し，機能分担に基づ
く多目的最適化手法を提案する。多目的最適化では，優れた意思決定の支援とするため
に，「収束性」，「広がり」，「一様性」のすべてに優れる解集合の獲得が求められる。機
能分担に基づく多目的最適化手法は，「収束性の改善」および「一様性の改善」に特化
した操作を用いることで，既存の多目的最適化手法が課題とする「収束性」，「一様性」
の双方に優れる解集合の獲得を期待する。ベンチマーク問題を用いた数値実験により，
提案手法の探索性能を検証する。
また，多目的最適化のみならず，単一目的最適化においても多様な解集合を獲得する
ことに対するニーズが存在する［11］。例えば，多様な解集合を獲得することができれ
ば，事故あるいは技術的課題などに直面した際の代替案の提示，あるいは「見た目の良
さ」など定式化が困難な目的を考慮するための選択肢の提示が可能となる。本研究グ
ループでは単一目的最適化問題に立脚した新たな問題として優良解集合探索問題を提
案している［12］。単一目的最適化問題では唯一の大域的最適解または準最適解を獲得
するのに対して，優良解集合探索問題は多様な局所的最適解の集合を獲得する。これに
より，最適解の獲得を超えた実応用で求められるニーズへの対応が期待できる。
優良解集合探索問題は多様な解を獲得する点において多目的最適化問題と類似して
おり，問題の構造上の類似性を指摘することができれば，多目的最適化の知見を活用し
た優良解集合探索手法の提案が期待できる。本論文では，優良解集合探索問題が多目的
最適化問題の類似の問題として定式化できることを指摘するとともに，多目的最適化に
おける「優越関係に基づく手法」を優良解集合探索問題に適用できることを指摘する。
優越関係に基づく手法を活用した最も基本的な優良解集合探索手法を提案し，基礎的な
数値実験により，提案手法の優良解集合の探索性能を検証する。
1.2 本論文の構成
本論文は全 6章から構成されている。各章の概要を以下に示す。
第 1章の “序論”では，本研究の背景と目的を述べる。
第 2章の “多目的最適化問題”では，多目的最適化問題の概要と諸定義について述べ
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るとともに，多目的最適化によって得られた解集合の評価方法について述べる。
第 3章の “代表的な多目的最適化手法”では，進化型多目的最適化手法の概要につい
て述べる。さらに，既存の多目的最適化手法が 3つの系統に分類できることを指摘する
とともに，それらの手法の課題点をまとめる。
第 4章の “機能分担に基づく探索戦略”では，発見的近似解法の構造上の自由度を活
用するための機能分担に基づく探索戦略を提案する。さらに，提案する探索戦略に従
い，機能分担に基づく多目的最適化手法を提案する。数値実験を行い，機能分担に基づ
く多目的最適化手法の探索性能を評価する。
第 5章の “多目的最適化手法の優良解集合探索への応用”では，優良解集合探索問題
が多目的最適化問題の類似の問題として定式化できることを指摘するとともに，多目的
最適化手法を優良解集合探索へ応用する。数値実験により，提案手法の探索性能を評価
する。
第 6章の “結論”では，本研究のまとめと今後の課題を述べる。
2 多目的最適化問題
2.1 多目的最適化問題の概要
人間が意思決定を行う時，その多くは複数の指標を同時に考慮する必要がある。例え
ば，アパートを選ぶ際は「家賃」，「駅からの距離」，「間取り」など多くの観点から検討
を行う。また，製品の設計では「耐久性」，「軽さ」といった相反する基準についてバラ
ンスをとる必要がある。このような，複数の目的を同時に考慮して最も良い選択（解の
決定）を行う問題は多目的最適化問題として定式化される［7］。以下では，すべての目
的関数を最小化する場合について，多目的最適化問題の概要，多目的最適化に対する要
求，多数目的最適化，多目的最適化の評価指標について述べる。
2.1.1 多目的最適化問題の諸定義
決定変数ベクトルをx ∈ Rn, 実行可能領域をX ⊆ Rnとした時，r目的の目的関数ベ
クトル f(x) = [f1(x), · · · , fr(x)]Tを最小化する多目的最適化問題は次のように定式
化される。
minimize
x
f(x) = [f1(x), · · · , fr(x)]T (2.1)
subject to x ∈X (2.2)
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2.1.2 多目的最適化に対する要求
多目的最適化では，パレート解同士の優劣を客観的に決定できず，一般にパレート解
は集合として存在する。この性質から，多目的最適化問題の解法として次の 2つのアプ
ローチが考えられる。これらのアプローチはそれぞれが利点を有している。
(1) 使用者の選好情報を用いることで，選好に応じた唯一のパレート解を求める。伝
統的な多目的最適化問題の解法であり，使用者の選好を必要とする。代表的な手
法として荷重和［7］，制約変換法［7］などがある。
(2) パレートフロンティアを近似するような多数のパレート解集合を求める。多点探
索型の発見的近似解法を多目的最適化へ応用した手法であり，使用者の選好情報
を必要としない。
工学応用の観点からは，「最適解」そのものを求めることに加え，目的間のトレードオ
フ関係や目的と決定変数の依存関係など「意思決定の支援となる情報」を求めることに
対して要求が存在している［6］。(2)の方法では多数のパレート解を求めることから，(2)
の方法とデータマイニングなどの知見抽出の技術を組み合わせることで，パレート解集
合から意思決定に役立つ知見を抽出し，意思決定へ活用する「意思決定の支援のための
多目的最適化」の研究が行われている。例えば，文献［13］では車体構造の軽量化のため
の知見の抽出を行っており，多数のパレート解を分析することで目的間のトレードオフ
関係や重要な決定変数を明らかにしている。文献［14］ではプラントのプロトシステムの
設計に多目的最適化を応用し，得られた多数のパレート解を分析することで，設計上の
ボトルネックとなっている制約条件の検討を行っている。このような「意思決定の支援
のための多目的最適化」は多くの注目を集めている［3，4，6，13，14，15，16，17，18］。
多目的最適化の応用研究についてはAppendix Aを参照されたい。
以上の背景から，本研究では (2)の方法を対象に研究を行うものとし，以下では (2)
の方法を単に多目的最適化と呼ぶ。
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2.1.3 多数目的最適化
意思決定のための多目的最適化を実現するためには，パレート解集合を獲得するため
の多目的最適化手法，およびパレート解集合を分析するための手法が必要となる。近年
では従来の 2目的，3目的の多目的最適化問題に加え，より多くの目的を有する多目的
最適化問題として問題を定式化し，目的間のトレードオフ解析などの意思決定のための
知見抽出を行うことが要求されている［4，6，18，19］。しかし，4目的以上の多目的最
適化問題を扱う上で，次のような課題が生じることが知られている。
• 多目的最適化手法の課題
後述する「優越関係に基づく多目的最適化手法」では，優越関係による比較を基
に探索点の優劣を決定する。しかし，目的数が増加すると互いに非劣な関係にな
る探索点が増加し，パレートフロンティアへの収束性が低下する。
• 知見の抽出の課題
2目的，3目的の場合は目的関数空間上にパレート解をプロットすることで，目
的関数間のトレードオフ関係や解の位置関係がわかる。しかし，4目的以上にな
ると目的関数空間上にプロットすることができなくなるため，トレードオフの把
握が困難となる。
このように，多目的最適化問題の目的数の増加が最適化手法および知見の抽出手法へ与
える影響は極めて大きい。特に 4目的以上の多目的最適化問題は多数目的最適化問題と
呼ばれており，近年では多くの研究が行われている。
2.2 多目的最適化手法の評価指標
多目的最適化手法の目標は，パレートフロンティアを近似するような解集合（近似パ
レート解集合）を獲得することである。探索で得られた近似パレート解集合によるパ
レートフロンティアの近似精度は，次の 3つの観点から評価される。近似パレート解集
合の例を図 2.3に示す。
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• 収束性
獲得した近似パレート解がパレートフロンティアへ十分近づいているか
• 分布の広がり
獲得した近似パレート解集合がパレートフロンティア全域に広がっているか
• 分布の一様性
獲得した近似パレート解集合が偏ることなくパレートフロンティア上で一様に分
布しているか
このように，多目的最適化手法の評価はそれ自体が多目的であり，これまで数多くの評
価指標が提案されている。ここでは，多目的最適化手法によって得られた近似パレート
解集合に対する代表的な評価指標について述べる。
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近似パレート解
(a) 理想的な近似パレート解集合
近似パレート解
(b) 収束性に劣る近似パレート解集合
近似パレート解
(c) 広がりに劣る近似パレート解集合
近似パレート解
(d) 一様性に劣る近似パレート解集合
図 2.3 近似パレート解集合の例
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2.2.1 収束性の評価指標
Generational Distance
Generational Distance（GD）［20］は近年で最もよく使用される評価指標の 1つであ
る。事前に参照する解集合を必要とし，「すべての比較手法によって獲得された近似パ
レート解集合」，「パレート解となるようランダムに生成した解集合」，「後述する分割に
基づく手法が理想的に獲得する解集合」など，様々な方法で生成した解集合が参照解集
合とされる。得られた近似パレート解 xi ∈ P から参照解集合P ∗までの平均距離とし
て定義される。GDが小さいほど，収束性に優れていると判断する。GDの概略図を図
2.4に示す。
GD =
∑|P |
i=1 ci
|P | (2.5)
ci = min
y∈P ∗
||f(xi)− f(y)|| (2.6)
2.2.2 分布の広がりの評価指標
Maximum Spread
Maximum Spread（MS）［21］は，探索で得られた解集合の極端点を使用して，解集合
の広がりを評価する。MSは値が大きいほど得られた解が広範に分布すると判断する。
探索で得られた近似パレート解のうち，目的関数 fkの最小値を fmink ，最大値を fmaxk と
すると，MSは次式で計算される。MSの概略図を図 2.5に示す。
MS =
√√√√ r∑
k=1
(fmaxk − fmink ) (2.7)
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近似パレート解
参照解
図 2.4 収束性の評価指標であるGDの概略図
近似パレート解
図 2.5 広がりの評価指標であるMSの概略図
2.2.3 分布の一様性の評価指標
Cover Ratio
Cover Ratio（CR）［22］は解の広がりと分布の一様性を評価する指標である。CRの
計算は次の手順で行われる。まず，各目的関数 fk軸の最大値と最小値の間をN分割す
る。次に，分割された領域内に解が存在するならば 1，さもなければ 0とする。これの
合計をNで割った値を crkとする。以上をすべての目的関数に対して行い，次式に従い
最終的な CRを計算する。CRが大きいほど，分布の一様性に優れると判断する。CR
の概略図を図 2.6に示す。
CR =
1
r
r∑
k=1
crk (2.8)


3 代表的な多目的最適化手法
3.1 多目的最適化手法とその分類
最適化手法の枠組みの一つに発見的近似解法（メタヒューリスティクス）が存在する
［8］。発見的近似解法は解情報と評価値情報のみを探索に用いるためシミュレータや実
測データを用いた探索が可能，実用的な時間内で実用的な解を得ることが可能，な点か
ら急速に発展する最適化の周辺技術を最大限活用可能な枠組みとしてさらなる研究が
求められている。
発見的近似解法の多くは複数の探索点を用いて探索を行う多点探索型最適化手法で
ある。一方，多目的最適化では唯一の解を求めるのではなく，多様な解から構成される
解集合を獲得することが要求される。多点探索型の発見的近似解法に対して探索点が
それぞれ異なる解に収束するような機能を埋め込むことができれば，一度の探索で複
数の解を同時に獲得することができるため，手法の探索メカニズムと問題の目標の観
点から発見的近似解法と多目的最適化の親和性は高いと言える。以上の背景を踏まえ，
発見的近似解法を多目的最適化に応用した手法（進化型多目的最適化手法）の研究が盛
んに行われている。
以下では，これまでに提案されてきた進化型多目的最適化手法を「優越関係に基づく
手法」，「分割に基づく手法」，「Indicatorに基づく手法」に分類し，その特性について
議論する。多目的最適化の本質的な難しさは，優れた解を判断し，次世代の解を選ぶ
「選択操作」の困難さにあると考える。多目的最適化では，優越関係が完全順序関係で
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はなく比較不能な場合を許容していることに対して，解の優劣を決定付ける必要があ
る。上記 3つの手法では，それぞれが異なる基準を用いて解の優劣を判断している。
3.2 優越関係に基づく手法
優越関係に基づく手法（Dominance-based approach）について述べる。優越関係に基
づく手法では，他の探索点に優越されていない探索点を優先的に次世代の探索点として
選択することで，パレートフロンティアへ探索点を収束させる。例えば，代表的な優越
関係に基づく探索点の順位付け操作であるNon-dominated Sorting［25］では，他の解に
優越されない解ほど高い順位が与えられるように，非劣な度合いに応じて解集合を階層
的に順位付けする。Non-dominated Sortingの概略図を図 3.1，Non-dominated Sorting
のアルゴリズムをAlgorithm 3.1に示す。これにより，高い順位（rank）を与えられた
解はパレートフロンティアに近いと判断できるため，順位に応じた選択を行うことでパ
レートフロンティアへの収束を実現できる。また，優越関係によって差が生じない解の
比較は多様性維持への貢献度に基づき行う。この操作により，収束性と多様性の双方に
優れた解集合の獲得を期待する。
優越関係に基づく手法は，収束性の改善を優越関係に依存するため，探索点同士の優
越関係が生じない状況下では収束性を失うことが知られている。すなわち，探索終盤の
すべての探索点が非劣な関係となった時や，目的数が増加することで探索点同士の優越
関係が生じづらい状況下では，探索性能が著しく低下する［10］。一方で，一様性の改善
を探索点間の距離に基づき行うため，パレートフロンティアの形状に依存することな
く，パレートフロンティア全域のパレート解を求めることが可能である。
以下では，優越関係に基づく代表的な手法として，NSGA-II［25］および SPEA2［26］
について述べる。
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図 3.1 Non-dominated Sortingの概略図
Algorithm 3.1: Non-dominated Sorting
1: procedure Non-dominated Sorting(解集合P )
2: xi ∈ P に対する順位を rankiとする。
3: r = 1とする。 ▷ 順位の初期化
4: while 順位未割り当ての個体が存在する do
5: Fr={x ∈ P |∀y ∈ P ,y ̸≺p x} ▷ P 中の他の解に優越されない解の集合
6: xr ∈ Frに対して rankr = rを割り当てる。
7: P := P \Fr ▷ 順位を割り当てられた解を除外
8: r := r + 1 ▷ 順位の加算
9: end while
10: return すべての解に対する rank
11: end procedure
NSGA-II
Non-dominated Sorting Genetic Algorithm II (NSGA-II)はDebらによって提案され
た，優越関係に基づく進化型多目的最適化手法である。Non-dominated Sortingによる
優越関係の取り入れと，Crowding Distanceにより多様性を考慮することで，収束性と
多様性に優れる解集合の獲得を狙う。エリート保存戦略が用いれられており，選択操作
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において確定論的に上位個体を次世代へと残す。NSGA-IIのアルゴリズムをAlgorithm
3.2に示す。
Non-dominated Sortingは優越関係に基づく順位付けの操作である。同じ順位の解同
士は非劣な関係となる特徴があり，様々な多目的最適化手法で用いられている。以下，
Non-dominated Sortingによって与えられる順位を rankと表現し，rankの小さい解ほ
ど優れると判断する。rankが小さいほど自身を優越する他の探索点が少ないと考えら
れるため，rankの小さな解ほどパレートフロンティアに近い，すなわち収束性に優れる
と判断できる。Crowding Distanceは次元ごとに隣り合う解までの距離の総和として与
えられる。Crowding Distanceの概略図を図 3.2に示す。解集合P 中の解xiにおいて，
目的関数 fk軸上で隣接した解の評価値を f+k (xi), f−k (xi)とすると，Crowding Distance
は次式で与えられる。
cdi =
{∑r
k=1(f
+
k (xi)− f−k (xi)) otherwise
∞ ∃k, fk(xi) = maxy∈P fk(y) ∨ fk(xi) = miny∈P fk(y)
(3.1)
以下，Crowding Distanceを cdと表現し，cdが大きいほど優れると判断する。cdが
大きいほど周囲の探索点から離れた位置にいると考えられるため，cdの大きな解は多
様性維持への貢献度が高いと判断できる。
NSGA-IIでは，解の比較はCrowded-comparison Operator（≺n）によって行われる。
x1 ≺n x2を満たすとき，x1はx2より優れると判断する。
x1 ≺n x2 ⇐⇒ rank1 < rank2 ∨ (rank1 = rank2 ∧ cd1 > cd2) (3.2)
rankによって差が生じる場合は rankの優れる解が選択され，rankが等しい場合には
cdの優れる解が選択される。この操作により，収束性に差が生じる場合は収束性に優
れる解が優先される。収束性に差が生じない解の比較は多様性維持への貢献度に基づ
き行われる。
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近似パレート解
図 3.2 Crowding Distanceの概略図
Algorithm 3.2: NSGA-II
Step 0: 初期化
1: 初期個体集団P 0を与える（|P 0| = m）。
2: 世代数G = 0とする。
Step 1: rank，混雑距離の割り当て
3: ∀xi ∈ PGにNon-dominated Sortingで rankiを割り当てる。
4: ∀xi ∈ PGにCrowding Distance cdiを割り当てる。
Step 2: 子の生成
5: 子個体集合をQG = ∅とする。
6: for i = 1, . . . , m2 do
7: バイナリトーナメントで親xa,xb ∈ PGを選択する。 ▷ Algorithm 3.3を参照
8: 交叉，突然変異によりxa,xbから子個体 ya,ybを生成する。
9: ya,ybをQGに加える。
10: end for
Step 3: 選択　
11: RG = PG ∪QGとする。
12: ∀xi ∈ RGにNon-dominated Sortingで rankiを割り当てる。
13: ∀xi ∈ RGにCrowding Distance cdiを割り当てる。
14: Crowded-comparison Operatorに従いRG中の上位m個体をPG+1とする。
Step 4: 終了判定
15: if G < Gmax then
16: G := G+ 1として Step 1へ戻る。
17: end if
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Algorithm 3.3: Binary Tournament Selection
1: procedure Binary Tournament Selection(解集合P )
2: ランダムに解番号 a, bを選択する。 ▷ xa,xb ∈ P
3: if xa ≺ xb then ▷ 2つの解を比較して優れた解を選択
4: y = xa
5: else
6: y = xb
7: end if
8: return 解 y
9: end procedure
SPEA2
Strength Pareto Evolutionary Algorithm 2 (SPEA2)は，Zitzlerらによって提案され
た進化型多目的最適化手法である。NSGA-IIと同様に優越関係と距離に基づく探索を
行う。アーカイブと呼ばれる外部個体群に優良個体を保存し，交叉にも外部個体群を利
用する。NSGA-IIではCrowding Distanceにより疎な解を優先的に選択するのに対し，
SPEA2ではClusteringにより密な解を削除することで一様性に優れる解集合の選択を
実現している。SPEA2のアルゴリズムをAlgorithm 3.4に示す。
以下では，探索点集合をP，アーカイブ個体群を P¯ として SPEA2の適合度の計算
について説明する。まず，集合Q = P ∪ P¯ に対して優越関係と解相互の距離を用いて
適合度を与える。優越関係に基づく適合度として，自身を優越する他の解の数を強度
S(x)として与える。以下，x ∈ Q,Y = {y ∈ Q|y ≺ x}である。
S(x) = |Y | (3.3)
次に，適合度R(x)を与える。
R(x) =
∑
y∈Y
S(y) (3.4)
R(x)は小さいほど優れた解であることを示し，R(x) = 0であれば xはQのいずれの
解にも優越されないことを示す。
第 3章 代表的な多目的最適化手法 21
最後に，解相互の距離に基づく適合度を計算する。Qに属するすべての解同士の距
離を計算し，xから k番目に近い解までの距離を σkxとする。ここで，k =
√
|P ∪ P¯ |で
ある。距離に基づく適合度D(x)を次のように与える。
D(x) =
1
σkx + 2
(3.5)
最後に，優越関係に基づく適合度と距離に基づく適合度から，最終的な適合度F (x)を
求める。
F (x) = R(x) +D(x) (3.6)
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Algorithm 3.4: SPEA2
Step 0: 初期化
1: 初期個体集団P 0を与える（|P 0| = m）。
2: アーカイブを P¯ 0 = ∅とする。
3: G=0とする。
Step 1: 適合度の割り当て
4: QG = PG ∪ P¯Gとする。
5: 式 (3.3)から (3.6)によってすべてのx ∈ QGに適合度F (x)を割り当てる。
Step 2: 環境選択
6: QG中の他の解に優越されない解を P¯G+1とする。
7: if |P¯G+1| > m then
8: クラスタリングにより |P¯G+1| = mとなるよう解を削減する。
9: else
10: |P¯G+1| = mとなるまでQGの中から適合度F (x)の上位を P¯G+1に加える。
11: end if
Step 3: 終了判定
12: if G ≥ Gmax then
13: 探索を終了する。
14: end if
Step 4: 子の生成
15: 子個体集合をPG+1 = ∅とする。
16: for i = 1, . . . , m2 do
17: バイナリトーナメントで親xa,xbを選択する。 ▷ Algorithm 3.3を参照
18: 交叉，突然変異によりxa,xbから子個体 ya,ybを生成する。
19: ya,ybをPG+1に加える。
20: end for
21: G := G+ 1として Step 1へ戻る。
22: procedure Clustering(P¯ ,m)
23: すべての解同士の距離を計算する。
24: while |P¯ | > m do
25: 最も隣接した 2つの解をx1,x2 ∈ P¯ とする。
26: x1,x2のうち，2番目に近い解までの距離が短いほうを削除する。
27: end while
28: return P¯
29: end procedure
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3.3 分割に基づく手法
分割に基づく手法（Decomposition-based approach）について述べる。分割に基づく
手法では，スカラー化関数と重みベクトル集合を用いることで，多目的最適化問題を複
数の単一目的最適化問題の集合と捉えて探索を行う。スカラー化関数としては荷重和
［7］や重み付けチェビシェフノルム［27］，Penalty-based Boundary Intersection（PBI）
［28］が主に用いられる。
重みベクトル集合をW = {w1,w2, · · · ,wm}とする。ここで，各重みベクトルは∑r
j=1wj = 1，∀j, wj ≥ 0を満たす。スカラー化関数をS(f |w, z)とする。zはスカラー
化関数を用いる際の基準となる点であり，スカラー化関数に応じて理想点（Ideal Point）
あるいは最悪点（Nadir Point）を指定する。例えば，代表的なスカラー化関数である
重み付けチェビシェフノルムでは，重みベクトルw = [0.6 0.4]に対して図 3.3のように
対応するパレート解を獲得できる。
分割に基づくアプローチでは，重みベクトル集合によって多目的最適化問題を複数の
単一目的最適化問題に分割し，それぞれの単一目的最適化問題を解くことで優れた近似
パレート解集合を獲得する。2目的最適化問題における重みベクトルおよび分割に基づ
く手法で獲得されるパレート解を図 3.4に示す。このように，分割に基づくアプローチ
では重みベクトルに対応するパレート解を複数獲得することで，パレートフロンティア
を近似する。PBIを用いた分割に基づくアプローチは∑rk=1 fk = 1なる超平面を理想と
しており，図 3.5のように，理想的なパレートフロンティアを有する問題に対して一様
な近似パレート解集合を獲得することができる。スカラー化関数の詳細はAppendix B
を参照されたい。
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MOEA/D
MOEA/D (Multiobjective Evolutionary Algorithm based on Decomposition)［28］は
分割に基づく進化型多目的最適化手法である。近接する T 個の重みベクトルを「近傍」
と定め，近傍内での遺伝的操作および更新が行われる。任意のスカラー化関数が使用可
能である。MOEA/DのアルゴリズムをAlgorithm 3.5に示す。
Algorithm 3.5: MOEA/D
Step 1: 初期化
1: 近傍数 T，初期個体集団P 0，重みベクトル集合W を与える（|P 0| = |W | = m）。
2: 各個体xi ∈ P 0に重みベクトルwi ∈W を割り当てる。
3: 理想点 zを求める。ここで，zk = mini=1,2,··· ,m fk(xi)である。
4: 世代数G = 0とする。
Step 2: 近傍の割り当て
5: for i = 1, . . . ,m do
6: 重みベクトル間の距離 ||wi −wj || (j = 1, 2, · · · ,m)を計算する。
7: wiと距離の近いT 個の重みベクトルwi1 ,wi2 , · · · ,wiT に対して，i番目の個体の近傍を
B(i) = {i1, i2, · · · , iT }とする。
8: end for
Step 3: 子個体の生成と更新
9: for i = 1 . . .m do
10: 2つの個体番号 a, b ∈ B(i)をランダムに選ぶ。
11: 個体xa,xbに対して交叉・突然変異を行い，子個体 yを生成する。
12: 理想点 zを更新する。ここで，zk := min{zk, fk(y)}である。
13: for j ∈ B(i) do
14: if S(y|wj , z) ≤ S(xj |wj , z) then ▷ スカラー化関数 Sを用いて優劣を判断
15: xj := yとして更新する。
16: end if
17: end for
18: end for
Step 4: 終了判定
19: if G < Gmax then
20: G := G+ 1として Step 3へ戻る。
21: end if
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3.4 Indicatorに基づく手法
Indicatorに基づく手法［29］では，探索点集合によるパレートフロンティアの近似精
度を直接評価することで，探索点集合によるパレートフロンティアの近似精度を最大
化するように探索を行う。探索点集合を評価するための Indicator Functionとして，し
ばしばHypervolumeが用いられる。Hypervolumeは優越関係を保存可能であり，収束
性・広がり・一様性のすべてを複合した評価が可能なことから，Hypervolumeを用いた
Indicatorに基づく手法が複数提案されている。
SMS-EMOA
S metric selection EMOA (SMS-EMOA)［30］は，Hypervolumeを用いた代表的な
Indicatorに基づく多目的最適化手法である（Hypervolumeは別名 S metricと呼ばれ
る）。SMS-EMOAでは次世代の探索点の選択基準として，「Hypervolumeへの貢献度」
を用いる。つまり，「その探索点が存在しなかった場合，Hypervolumeがどれだけ低下
するか」を評価する。HVへの貢献度の概略図を図 3.6に示す。SMS-EMOAのアルゴ
リズムをAlgorithm 3.6に示す。
SMS-EMOAでは，毎世代に 1個の子個体が生成されて探索点集合に加えられ，最も劣
る探索点を 1つ淘汰する。SMS-EMOAの選択操作では，まず，Non-dominated Sorting
によりすべての探索点に rankを与える。次に，最も rankに劣る解集合に着目し，HV
への貢献度を適合度として割り当てる。HVへの貢献度が最も小さな探索点を淘汰する。
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探索点
参照ベクトル
HVへの貢献
図 3.6 HVへの貢献度の概略図
Algorithm 3.6: SMS-EMOA
Step 0: 初期化
1: 初期個体集団P 0を与える（|P 0| = m）。
2: 世代数G = 0とする。
Step 1: 子個体の生成
3: PGからランダムに 2つの親個体xa,xb ∈ PGを選択する。
4: xa,xbに対して交叉・突然変異を行い 1つの子個体 yを生成する。
Step 2: 選択
5: PG+1 = PG ∪ {y}とする。
6: PG+1の個体に対してNon-dominated Sortingで rankを割り当てる。
7: 最も rankの劣る個体集合Q ⊆ PG+1に対してHypervolumeに対する貢献度を割り当てる。
8: 最もHypervolumeに対する貢献度の劣る個体 q ∈ QをPG+1から削除する。
Step 3: 終了判定
9: if G < Gmax then
10: G := G+ 1として Step 1へ戻る。
11: end if
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3.5 既存手法の課題点
これまで述べてきた 3つの系統は，それぞれが明確な利点・欠点を有している。以下
では，各系統の手法の課題点を指摘する。
3.5.1 優越関係に基づく手法の課題点
優越関係に基づく手法では，パレートフロンティアへの収束に探索点同士の優越関係
を利用し，探索点中の多様性の維持に探索点同士の距離を利用する。次世代の探索点の
選択では，探索点集合中の「非優越の度合い」を優越関係に基づき評価する（NSGA-II
ではNon-dominated Sorting，SPEA2では適合度計算の過程で用いるR(x)）。そして，
「非優越の度合い」が優れる解から優先的に選択を行い，「非優越の度合い」で比較がで
きない解同士の比較を「多様性維持への貢献度」によって行う（NSGA-IIではCrowding
Distance，SPEA2では適合度計算の過程で用いるD(x)）。以上の操作により，優越関
係に基づくアプローチでは，探索点中の優越関係が比較的明瞭な状況下では優越関係に
基づく収束性の改善，そうでなければ距離に基づく多様性の改善，を行う。
優越関係が成立する領域は目的数によって大きく変化する。目的関数空間上で解 x
の近傍N = {g|maxk(|fk(x)− gk|) < ε} を考える（図 3.7）。近傍N において，xを優
越する領域の超体積を V1，xに優越される領域の超体積を V2 ，xと優越関係の生じな
い領域の超体積を V3とすると，以下のように表される。
V1 = V2 = ε
r (3.7)
V3 = (2ε)
r − 2εr = (2r − 2)εr (3.8)
ここで，V1，V2，V3の比は次のように与えられる。
V1 : V2 : V3 = 1 : 1 : 2
r − 2 (3.9)
つまり，目的数 rの増加に伴い，優越関係の生じない領域 V3の割合が指数関数的に増
加する。これは，目的数の増加に伴い探索点同士の優越関係が成立しにくくなることを
意味している。
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図 3.7 解xの近傍領域の概略図
優越関係に基づく手法は探索点間の優越関係が生じない状況下ではパレートフロン
ティアへの選択圧を失うため，目的数の増加に対してパレートフロンティアへの収束が
困難となる［10］。また，比較的小さな目的数でも探索が進行すると探索点の多くが非
優越の関係となるため，局所探索性能に劣るといえる。
3.5.2 分割に基づく手法の課題点
分割に基づく手法では，パレートフロンティアへの収束にスカラー化関数を用いたス
カラー化適合度を利用し，多様性の維持は重みベクトルの分布によって行われる。
分割に基づく手法では多くの場合，パレートフロンティアの形状に依存せず同一の
重みベクトル集合を用いる。PBIを用いた手法や NSGA-III［31］では∑rk=1 fk = 1な
る超平面を理想的なパレートフロンティアとして想定しており，∑rk=1 fk = 1なる超
平面に対しては優れた収束性と多様性を有する解集合の獲得が可能である。しかし，∑r
k=1 fk = 1なる超平面は，3目的以上の条件では以下の理由から実問題としては想定
することが困難であることが指摘されている［32］（図 3.8）。
• ∑rk=1 fk = 1なる超平面は，各目的関数に対して無数の大域的最適解を有する。
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• ∑rk=1 fk = 1なる超平面は，r − 1個の目的関数を同時に最適化できる。
1つ目の特徴は，明らかに最適化問題として一般的ではない。2つ目の特徴は，多目的
最適化における「複数の目的関数を同時に最適化できない」という前提を覆す特徴であ
り，一般的であるとは言えない。
一方，上記とは異なる形状のパレートフロンティアに対しては得られる解集合の一様
性が低下することが知られている。例えば，3つの 2次関数から構成される 3目的最適
化問題を想定すると，∑rk=1 fk = 1とは異なる形状のパレートフロンティアが形成され
る（図 3.9）。さらに，制約条件などで実行不可能な領域が存在する場合にも，分割に基
づく手法では実行不可能な解を目指して探索する探索点が存在することとなり，得られ
る解の多様性の悪化，探索の非効率化を引き起こす可能性がある［33］（図 3.10）。
3.5.3 Indicatorに基づく手法の課題点
Indicatorに基づく手法では，しばしば IndicatorとしてHypervolume（HV）が用いら
れる。Hypervolumeは「収束性」，「一様性」，「広がり」のすべてを評価可能であり，有
用性の高い指標であることから，高速なHVの計算アルゴリズムの研究が行われている。
しかしながら，HVの計算コストは探索点数および目的数の増加に応じて急激に増加す
ることが知られている。例えば，Fonsecaのアルゴリズム［34］によれば，個体数m，目的
数 rに対して最悪ケースでO(mr−2 logm)を必要とする。さらに，例えば SMS-EMOA
では 1個の解の評価に対して，m+ 2回のHVの計算が必要となる。
Indicatorに基づく手法では計算コストの面で他のアプローチに劣るとともに，目的
数が増加すると計算コストの観点から使用が困難になる。Indicatorに基づく手法が使
用できるのは比較的小規模な探索点数を用いて比較的低い目的数の問題を解く場合に
限定される。

4 機能分担に基づく探索戦略
4.1 機能分担
これまでに提案されてきた多くの多点探索型最適化手法は，すべての探索点を一様に
扱い，同一の近傍生成・選択操作による探索を行う点において共通している。これらの
特徴は，アルゴリズムを簡易にし，実行時間を短縮する上で一定の利点を有していると
考える。一方で，前章で論じたように，多目的最適化問題に対するアプローチはそれぞ
れ明確な利点・欠点を有している。特に優越関係に基づく手法と分割に基づく手法はそ
れぞれが「収束性」，「一様性」に対して利点を持つと同時に他方が欠点となっており，
多目的最適化における「収束性」，「一様性」の両立を困難にしている。
ところで，発見的近似解法はヒューリスティクスを活用して探索を行うことから，構
造上の高い自由度を有している。発見的近似解法の枠組み上は，探索点を一様に扱う必
然性はなく，探索に用いる操作も 1つに限定する必要はない。一方，探索点の状態は探
索点ごとに異なる上に，上述のように各操作は利点・欠点を有している。探索に用いる
操作を 1つの限定せずに，複数の操作の利点を活用するための探索戦略が提案できれ
ば，唯一の操作を用いた探索に比べて優れた探索を行うことが期待できる。この考えに
基づき，発見的近似解法の自由度を活用することによる高い性能を有する最適化手法
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を開発する試みがなされてきた。例えば，単一目的最適化手法のArtificial Bee Colony
Algorithm（ABC）［35］は，蜜蜂の採餌行動に基づき「働き蜂の探索」，「傍観蜂の探索」，
「斥候蜂の探索」という機能の異なる 3つの操作を用いて探索を行う。ABCは単一目的
最適化問題に対して高い探索性能を有することが示されている。しかし，ABCの機能
分担はアナロジーに立脚したものであり，「機能分担」の明確な定義はなされていない。
このような背景を踏まえ，本論文では発見的近似解法の自由度を拡張・活用すること
で効率的な探索を実現するための「機能分担」に基づくコンセプトを提案する。
4.1.1 機能分担のコンセプト
本研究では，発見的近似解法の自由度を拡張し，その自由度を探索に活用するため
に，以下の 2点に立脚した「機能分担」に基づく探索戦略を提案する。
(a) 探索点の状態判断と分類
探索点の状態判断により探索点を分類することで，探索点の状態に応じた適切
な操作の適用を可能とする。
(b) 要求に特化した複数の操作の使用
複数の要求に対してそれぞれ特化した複数の操作を用いることで，要求を効率
的に達成する。
上記の (a)によって探索に高い自由度を持たせるとともに，(b)によって要求に応じた
適切な操作を行うことで，各操作の有する利点を最大限活用した効率的な探索が期待
できる。多目的最適化では複数の要求（収束性，広がり，一様性）を同時に満たす必要
があるため，機能分担に基づく探索戦略に基づき，例えば「収束性の改善に特化した操
作」，「一様性の改善に特化した操作」の併用など，要求に特化した操作を効率的に活用
することで，優れた探索の実現が期待できる。機能分担に基づく発見的近似解法のフ
ローチャートを図 4.1に示す。
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(a) 一般的な発見的近似解法 (b) 機能分担に基づく発見的近似解法
図 4.1 発見的近似解法のフローチャート
4.1.2 機能分担に関する先行研究
本研究の類似の先行研究として，文献［36］，［37］があげられる。文献［36］では探索点
がパレートフロンティアへ十分近づいているか否かを判断し，探索の戦略を切り替える
ことで効率的な探索を実現しているが，すべての探索点を一様に扱っている点で本研究
と異なる。文献［37］では優越関係に基づく選択操作と分割に基づく選択操作を併用す
ることで効果的な探索を実現するが，探索点の状態を評価しない点，およびすべての探
索点を一様に扱う点で本研究とは異なる。
4.2 機能分担に基づく多目的最適化手法
機能分担に基づく探索戦略を活用し，多目的最適化問題を効率的に解くための，機能
分担に基づく多目的最適化手法（Functional Specialization-based Multi-objective Op-
timization Algorithm: FS-MOA）を提案する。
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4.2.1 多目的最適化のための機能分担の方針
既存の多目的最適化手法は，それぞれが利点と欠点を有していることを指摘した。提
案手法では，既存の手法のうち，優越関係に基づく手法と分割に基づく手法に着目す
る。優越関係に基づく手法はパレートフロンティアの形状に依存せず優れた一様性を
有する解集合が獲得できる。一方，分割に基づく手法は高い収束性を有する解集合が獲
得できる。これらの手法は収束性・一様性に対して相補的な関係にあり，これらの手法
の利点を活用することができれば，収束性・一様性の双方に優れた解集合の獲得が期待
できる。
本研究では，以下の方針に従い多目的最適化のための機能分担に基づく探索戦略を構
築する。
• 探索点の状態判断と分類
優越関係に基づく手法による改善が可能か否かを判断する。他の探索点に優越
されている，あるいは混雑度している場合，優越関係に基づく手法によって収束
性と一様性の改善が期待できる。一方で，他の探索点に優越されておらず，かつ
混雑していない場合，優越関係に基づく手法ではこれ以上の改善が困難であるた
め，分割に基づく手法による改善を行う。
• 要求に特化した操作
優越関係に基づく選択を一様性の改善機能と位置づける。また，分割に基づく選
択を収束性の改善機能と位置づける。優越関係に基づく選択は探索点間の距離に
基づく一様性の改善が可能である。分割に基づく選択は優越関係の生じない状況
下でも収束性に優れた解集合の獲得が期待できる。
以上の方針に基づき，多目的最適化において機能分担に基づく探索戦略を実現する。
機能分担に基づく多目的最適化手法の基本的な構造は分割に基づく手法に立脚してお
り，各探索点は対応する重みベクトルw (∑rk=1wk = 1, wk > 0)を有している。他の
探索点に優越される，あるいは混雑する探索点が存在しない場合は，提案手法の探索は
分割に基づく手法と一致する。
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4.2.2 探索点の状態判断と分類
優越関係および混雑度に基づき，状態評価のための適合度および分類のためのしきい
値を定める。提案手法では，「他の探索点に優越されている」または「混雑している」探
索点は優越関係に基づく選択操作を行うべきであると考え，対応する重みベクトルの削
除を行う。「他の探索点に優越されている」ことは，探索点同士の優越関係を調べ上げ
ることで評価できる。次式を満たす時，探索点xi ∈ P は他の 1つ以上の探索点に優越
されている。
D(xi) = |{y ∈ P |y ≺p xi}| ≥ 1 (4.1)
次に，「混雑している」状態を判断するためのしきい値を定める。混雑の判断に探索
点間のユークリッド距離を用いる。他の探索点と近接している探索点は混雑しているも
のと判断する。探索点xiから最も近接した探索点までの距離を diとした時，パラメー
タC ∈ [0 1]を用いて以下のように混雑を判断する。
混雑する ⇐⇒ di < C ×
∑m
j=1 dj
m
(4.2)
パラメータCは混雑の判断の厳しさに対応している。C = 0の時，すべての探索点は
「混雑していない」と判断される。C = 1のとき，diが探索点の平均よりも小さい探索
点が「混雑している」と判断される。
4.2.3 選択操作
提案手法における選択操作として，分割に基づく選択と優越関係に基づく選択を両立
させるために，次のような 2段階の選択操作を用いる。
分割に基づく選択操作
1段階目の選択操作として，重みベクトルを用いたスカラー化適合度に基づく選択操
作を行う。スカラー化関数として以下の理由から重み付けチェビシェフノルムを用い
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る。分割に基づく手法ではスカラー化関数として主に荷重和，重み付けチェビシェフノ
ルム，Penalty-based Boundary Intersection（PBI）が用いられる。荷重和は非凸なパ
レートフロンティアに対して用いた場合，パレート解を獲得できない領域が生じるこ
とが知られている［38］。また，PBIは凸なパレートフロンティアに対して用いた場合，
境界付近のパレート解が獲得できない場合があることが指摘されている［31］。これら
に対して，重み付けチェビシェフノルムは弱パレート解の存在しない条件下でパレート
フロンティア全域のパレート解を獲得可能である［27］。機能分担に基づく探索戦略は，
幅広い問題に対して解集合の収束性と多様性を両立するための戦略であり，用いるスカ
ラー化関数は問題に依存しない性質を有することが望ましい。
探索で得られた理想点を zとすれば，重み付けチェビシェフノルムに基づくスカラー
化適合度 Sは次式で与えられる。
S(x|w, z) = max
k
[(fk(x)− zk)× wk] (4.3)
S(x|w, z)に基づき，|W |個の重みベクトルに対して，S(x|w, z)が最小となる解をPG+1
として選択する。
優越関係に基づく選択操作
2段階目の選択として，優越関係に基づく選択操作を行う。xi ∈ RGに対して，優越
関係および選択済みの解PG+1からの距離に基づく適合度 fitを以下のように与える。
fit idom = |{y ∈ PG+1 ∪ PG|y ≺p xi}| (4.4)
fit idist =
1
1 + diNN
(4.5)
diNN = min
y∈PG+1
||f(xi)− f(y)|| (4.6)
fit i = fit idist + fit
i
dom (4.7)
計算された適合度に基づき，適合度の小さな解からPG+1へ追加する。この時，選択さ
れた解には新たな重みベクトルが以下のように与えられる。ここで，εは分母が 0にな
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ることを防ぐための微小値であり，本研究では ε = 10−6としている。
wk(f , z) =
1
A×max(fk − zk, ε) (4.8)
A(f , z) =
r∑
l=1
1
max(fl − zl, ε) (4.9)
重み付けチェビシェフノルムは重みベクトルw = [w1, . . . , wr]に対して [ 1w1 , . . . , 1wr ]方
向に収束する性質があるため，上記のように重みベクトルを与えると，探索点を理想点
zへと向かう方向に収束させることが可能である。
4.2.4 提案手法のアルゴリズム
提案手法のアルゴリズムを述べる。提案手法は優越関係に基づく選択操作と分割に
基づく選択操作を両立させるために，2段階の選択操作を用いる点で特徴的である。提
案手法の流れの概略図を図 4.2，提案手法のアルゴリズムをAlgorithm 4.1に示す。提
案手法の基本的な構造は分割に基づく手法に立脚しており，各探索点は対応する重みベ
クトルw (∑rk=1wk = 1, wk > 0)を有している。つまり，各世代の開始時にはm個の
重みベクトルが存在する。
Step 2では (a)探索点の状態判断と分類を行う。G世代目のすべての探索点x ∈ PG
に対して状態評価を行う。「他の探索点に優越されている」または「混雑している」と
判断された探索点は優越関係に基づく選択操作を適用するため，対応する重みベクトル
削除する。
Step 3では，探索点から子個体集合QGを生成する。探索点PGと子個体QGを足し
合わせた集合をRG = PG ∪QGとする。
Step 4では，分割に基づく選択操作を行う。Step 2で削除されなかった重みベクト
ルに対して，スカラー化関数の値が最小となる解をRGから選択し，次世代の探索点集
合PG+1に加える。
Step 5では，優越関係に基づく選択操作を行う。RGのうち，他の解に優越されてお
らずかつ多様性維持への貢献度の高い解から順にPG+1に加える。Step 5で選択された
探索点に対応する新たな重みベクトルを追加する。
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(a) 各世代の初期状態 (b) Step 2の概略図
(c) Step 4の概略図 (d) Step 5の概略図
図 4.2 提案手法の探索の流れ
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Algorithm 4.1: 提案手法
Step 0: 初期化
1: 初期個体集団P 0，重みベクトル集合W を与える（|P 0| = |W | = m）。
2: 各個体xi ∈ P 0に重みベクトルwi ∈W を割り当てる。
3: 理想点 zを求める。ここで，zk = minxi∈P 0 fk(xi)である。
4: G = 0とする。
Step 1: 状態判断と分類
5: すべての個体間の距離を計算する。
6: 最も近い他の個体までの距離を di(i = 1, 2, · · · ,m)とする。
7: di(i = 1, 2, · · · ,m)の平均値を d¯とする。
8: for すべての個体xi ∈ PG do
9: if di < C × d¯または then
10: 個体 iに割り当てられた重みベクトルを削除する。
11: end if
12: end for
Step 2: 子の生成
13: 子個体集合をQG = ∅とする。
14: for i = 1, . . . , m2 do
15: ランダムにPGから 2つの親個体を選ぶ。
16: 交叉・突然変異で 2つの子個体を生成する。
17: 生成された子個体をQGに加える。
18: end for
Step 3: スカラー化適合度に基づく選択
19: PG+1 = ∅とする。
20: RG = PG ∪QGとする。
21: for すべての重みベクトルwi ∈W do
22: xi = argmin
x∈RG
S(x|wi, z)
23: xiをPG+1に加える。
24: xiをRGから削除する。
25: end for
Step 4: パレートランキングに基づく選択
26: while |PG+1| < m do
27: 式 (4.7)によりx ∈ RGに適合度を与える。
28: 最も適合度が優れた解xをPG+1に加える。
29: 最も適合度が優れた解xをRGから削除する。
30: end while
Step 5: 終了判定
31: if G < Gmax then
32: G := G+ 1として Step 1へ戻る。
33: end if
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4.3 数値実験
多目的最適化手法の評価方法には，評価に用いる解の観点から次の 2つが考えられる。
(1) 最終世代の探索点のみに着目した評価
探索過程で評価した解のうち，最終世代の探索点のみに対して評価を行う。
(2) 探索過程で得られた近似パレート解すべてに対する評価
探索過程で評価した解のすべてを保持し，最終世代の探索点に加え，探索過程で
淘汰された解も含めて評価を行う。
(1)の方法では世代交代を経て生き残った解の評価を行うため，選択操作の性質を詳細
に議論することができると考える。しかし，実応用では探索過程で得られた近似パレー
ト解のすべてが知見抽出の対象になると考えられるため，(1)の方法は実応用を想定し
た評価になっているとは言い難い。(2)の方法は実応用を想定した評価になると考えら
れるが，探索過程で淘汰された解も含めた評価であり，手法の性質の評価が困難になる。
本論文では，4.3.1項および 4.3.2項において，(1)の方法を用いて提案手法の性質に
ついて詳細に議論し，4.3.3項において (2)の方法で実応用を想定した提案手法の性能
の評価を行う。4.3.1項では 2目的最適化問題に限定し，提案手法のパラメータの有す
る性質など，機能分担が探索に与える影響を検証する。4.3.2項では 2目的，3目的，5
目的の問題を用いて数値実験を行い，目的数の増加の影響を検証する。4.3.3項では，2
目的，3目的，5目的の問題を用いて提案手法の探索性能を評価する。
4.3.1 機能分担の影響解析
実験条件
2目的のベンチマーク問題を対象に，機能分担が探索に与える影響を解析する。対
象問題は様々な関数形状，様々なパレートフロンティアの形状の問題を用いるために，
WFG問題集［39］を用いる。WFG問題集では決定変数の次元数，目的数，パレートフ
ロンティアの形状を指定可能である。また，パレートフロンティアが既知であり，パ
レートフロンティアへの収束性を正確に評価可能であるなど，優れた性質を有してい
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る。ただし，3目的以上では∑rk=1 fk = 1なる超平面を基調とした問題となり，非現
実的な問題設定となってしまうため，本研究では 2目的最適化問題に限定して使用す
る。多峰性関数であるWFG4と単峰性関数であるWFG7を用いる。これらの問題はパ
レートフロンティアの形状関数は concaveであるが，convex/mixed（WFG1と同様），
convexに変更した計 6種類の問題を用いる。WFGは通常，各目的関数値のスケールが
異なっているが，評価を容易にするため，本研究では各目的関数値を規格化して使用す
る（Sk = 1）。決定変数の次元数 nはWFG4では 24（位置パラメータ 4，距離パラメー
タ 20），WFG7では 44（位置パラメータ 4，距離パラメータ 40）とする。
最終世代の探索点集合のうち，他の探索点に優越されない解に対してGenerational
Distance（GD），Cover Ratio（CR）を用いた評価を行う。GDは収束性の評価指標で
あり，解集合からパレートフロンティアまでの平均距離を示す。GDが小さいほど，収
束性に優れた解集合であると判断する。本実験では，WFG問題における評価値の計算
過程で得られる xMの値を用いた。xMはパレートフロンティアまでの距離を示す。CR
は一様性の評価指標であり，CRが大きいほど一様性に優れた解集合であると判断する。
CRの計算は次の手順で行われる。まず，目的関数 fk軸の最大値・最小値の間を分割数
N で分割する。次に，分割された領域に対して解が存在するなら 1，存在しないなら 0
とする。その合計をN で割った値を crkとする。これをすべての目的関数軸に対して
行い，crk (k = 1, 2, · · · , r)の平均値としてCRを得る。本実験ではCRの分割数は 100
とし，目的関数空間の [0 1]rの範囲で計算を行った。
比較手法として，パレートランキングに基づく手法である SPEA2［26］，およびスカ
ラー化に基づく手法であるMOEA/D［28］を用いる。すべての手法において，交叉は
Simulated Binary Crossover［40］（SBX），突然変異は Polynomial Mutation［25］（PM）
を用いる。SBXおよびPMのパラメータは先行研究［28，33］を参考に，交叉率Pc = 1，
突然変異率 Pm = 1n，分布定数 ηc = ηm = 20とする。探索点数m = 100とする。FS-
MOAおよびMOEA/Dの重みベクトル集合は，文献［41］の方法を用いて生成する。
MOEA/Dのスカラー化関数は提案手法と同様に重み付けチェビシェフノルムとし，近
傍数 T は T = 10, 20, 30, 40, 50で事前実験を行い，優れたGDを与えた T = 40とす
る。FS-MOAの混雑判定パラメータはC = 0, 0.1, · · · , 1とする。
第 4章 機能分担に基づく探索戦略 43
実験結果と考察
WFG4に基づく問題に対する実験結果を図 4.3に示した。WFG7に基づく問題に対
する実験結果を図 4.4に示した。
MOEA/Dはすべての問題で最も優れたGDを示しており，収束性に優れた解集合が
獲得できている。一方で，MOEA/Dはすべての問題で SPEA2に比べてCRに劣って
おり，一様性に劣る解集合が獲得されている。分割に基づく手法では一様な重みベクト
ルを用いて探索を行うが，重みベクトルの分布の一様さは獲得される解集合の分布の一
様さを保証しないため，比較的一様性に劣る解集合が獲得される結果になったと言え
る。一方で，SPEA2は収束性には劣るが，様々な形状のパレートフロンティアで優れ
た一様性を有する解集合が獲得できていることがわかる。SPEA2では探索点間の距離
に基づき一様性の改善を行うため，パレートフロンティアの形状に依存せず比較的一様
性に優れる解集合が獲得されたと考えられる。
FS-MOAの結果に着目すると，GDはC = 0から C = 0.7の間で一定の値を示して
おり，多くの問題でMOEA/Dに近い値を示している。一方，CRはパラメータCの増
加に対して 0 ≤ C ≤ 0.8の範囲で改善の傾向にあり，特にC = 0.7付近では SPEA2を
上回る値を示している。Cは探索点の混雑判定の厳しさに対応するため，Cの増加に
伴い得られる解集合の一様性が改善していると考えられる。結果として，FS-MOAの
C = 0.7付近において，MOEA/Dに近い収束性と SPEA2に近い一様性を有する解集合
の獲得が実現できている。この傾向は，多峰性関数のWFG4と単峰性関数のWFG7で
共通しており，パレートフロンティアの形状が変化した場合にも同様である。
C = 0.1, 0.7, 0.9の時の優越関係に基づく選択を行った探索点の割合の推移を図 4.5に
示した。C = 0.1の時は探索序盤でほぼすべての探索点に対して分割に基づく選択が行
われている一方で，C = 0.9の時は常に多くの探索点に対して優越関係に基づく選択が
行われている。C = 0.7の時は探索過程で優越関係に基づく選択を行う探索点が減少し
ていき，探索終盤ではほぼすべての探索点に対して分割に基づく選択操作が行われてい
る。探索過程で探索点の一様性が改善された結果，「混雑している」と判断される探索
点が減少していき，優越関係に基づく選択から分割に基づく選択へと推移したと考えら
れる。この結果からCは解集合の収束性・一様性に影響を与えると共に，優越関係に
基づく選択から分割に基づく選択への推移の速度に影響を与えることが分かる。
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図 4.3 WFG4に基づく問題に対する実験結果
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図 4.4 WFG7に基づく問題に対する実験結果
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図 4.5 WFG4-concaveにおける優越関係に基づ
く選択操作を行った探索点の割合
4.3.2 目的数の異なる問題を用いた数値実験
実験条件
目的数を変化させた時の探索性能を評価するために，2，3，5目的の最適化問題に
対して数値実験を行う。対象問題はMED-concave，MED-convex，MED-mixを用いる
［42］。MEDは決定変数の次元数，目的数，パレートフロンティアの形状を指定可能な
問題である。各目的関数に対して唯一の大域的最適解を有しており，分割に基づく手法
では一様性な解集合の獲得が困難な形状のパレートフロンティアを有する。MEDは次
式で与えられる。
fk(x) =
(
1√
2
||x− x∗k||
)pk
(4.10)
x∗kj =
{
1 j = k
0 otherwise
(4.11)
パレートフロンティアの形状を指定するパラメータ pk (k = 1, 2, · · · , r)については，
MED-concaveは pk = 0.5，MED-convexは pk = 2，MED-mixは pk = exp(2k−1r−1 − 1)
とする。決定変数の次元数 nはすべての条件で 40とする。実行可能領域は [−5 5]nと
する。
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最終世代の探索点集合のうち，他の探索点に優越されない解に対してHypervolume
（HV）による性能評価を行う。HVの参照点はすべての条件で [1, . . . , 1]とする。また，
収束性・一様性について独立に評価するために，収束性の評価指標としてGD，一様性
の評価指標としてCover Ratio（CR）［22］を用いる。GDは対象問題のパレートフロン
ティア上にランダムに配置した 104個の参照点を基に計算を行う。本実験ではすべての
目的関数について最大値を 1，最小値を 0，分割数N を 100としてCRの計算を行う。
すべての手法において，r = 2の時m = 100，r = 3の時m = 105，r = 5の時m = 126
とする。MOEA/Dの近傍数 T は T = 10, 20, 30, 40, 50で事前実験を行い，優れた
HVを与えた T = 50とする。その他の設定は 4.3.1項と同様とした。
実験結果と考察
MEDに対する実験結果を表 4.1に示した。提案手法の結果は最も優れたHVを示し
た時の結果とその時のCを示した。各指標に対して比較手法の中で最も優れた結果は
太字で示した。HVに着目すると，多くの条件で提案手法が優れた結果を示している。
3目的，5目的の場合にはすべての条件で提案手法が優れた結果を示している。GDに着
目すると，SPEA2は目的数の増加に従いGDが急激に悪化していることが分かる。一
方，提案手法は 3目的，5目的ではMOEA/Dよりも優れたGDを示している。CRに
着目すると，SPEA2が多くの場合で優れた値を示しており，MOEA/Dは目的数の増加
に対してCRが悪化していることが分かる。一方，提案手法は SPEA2には及ばないも
のの，多くの場合でMOEA/Dより優れたCRを示している。すなわち，提案手法は目
的数の増加に対して安定して収束性・一様性に優れる解の獲得が実現できている。
次に，提案手法のパラメータ設定について考察する。2目的の場合において，提案手
法は 0.6 ≤ C ≤ 0.7の範囲において優れたHVを示している。この結果は 4.3.1項と比
較して妥当な結果であると言える。一方，3目的および 5目的の場合では，2目的の場
合に比べて小さなCで優れたHVが得られている。今回の実験は限られた条件下での
数値実験であるため，提案手法のパラメータ設定一般について論じることはできない
が，目的数の増加に対して提案手法の適切なパラメータ設定が変化する可能性がある。
3目的のMEDにおいて各手法が獲得した解集合を図4.6，4.7，4.8に示した。MOEA/D
は解が十分にパレートフロンティアに収束しているが，パレートフロンティアの境界付
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近に解が集中しており，分布の一様性に劣っていることが分かる。一方，SPEA2は一
様な解集合が獲得できているが，パレートフロンティアに十分収束できていない解が存
在する。提案手法は解の分布が偏ること無く一様な解集合が獲得できていると同時に，
解が十分パレートフロンティアに収束している。このことからも，提案手法が収束性・
一様性の両立を可能としていると言える。
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表 4.1 MEDに対する実験結果（GDの値は (×10−2)としている。比較手法の中で最も優れた結果は太字で示
している。FS-MOAは最も優れたHVを与えたCも併記している。）
手法 FS-MOA MOEA/D SPEA2
問題 目的数 C HV GD CR HV GD CR HV GD CR
MED-concave 2 0.6 0.2079 0.1773 0.735 0.2080 0.1788 0.7286 0.2078 0.1978 0.7684
3 0.5 0.044 0.6939 0.4873 0.03818 0.7346 0.4377 0.04191 1.653 0.5037
5 0.4 0.001317 3.02 0.4091 0.0005657 3.326 0.2570 0.0008173 8.495 0.4030
MED-convex 2 0.6 0.8288 0.06882 0.731 0.8271 0.06400 0.6444 0.8281 0.1072 0.7371
3 0.6 0.5951 0.9245 0.6399 0.5839 1.172 0.4981 0.5793 3.200 0.6685
5 0 0.2111 6.462 0.6236 0.2060 6.705 0.3919 0.1159 31.33 0.6403
MED-mix 2 0.6 0.4223 0.3407 0.7685 0.4231 0.3086 0.7610 0.4225 0.3869 0.8115
3 0.5 0.1649 0.9810 0.5742 0.1580 1.197 0.5975 0.1581 2.854 0.6024
5 0.4 0.01788 5.385 0.5326 0.01325 5.669 0.4795 0.009240 21.87 0.5351
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4.3.3 無限アーカイブを用いた探索性能の評価
実験条件
探索過程で得られたすべての近似パレート解を対象に，提案手法の探索性能を評価す
る。解集合の評価には収束性の評価指標としてGDを用いる。評価する解の数が多くな
り，HVの使用は困難であるため，パレートフロンティアの近似精度の評価指標として
IGDを用いる。GDおよび IGDの計算にはパレートフロンティア上にランダムに配置
した 105個のパレート解を用いる。提案手法のパラメータCは 4.3.2項で優れた結果の
得られた値とし，探索過程で得られたすべてのパレート解を保持する点，用いる評価指
標が異なる点以外は 4.3.2項と同様である。
実験結果
実験結果を表 4.2に示した。GDに着目すると，多くの条件でMOEA/Dが最も優れ
た値を示している一方で，IGDに着目すると提案手法が多くの条件で最も優れた値を示
している。4.3.1項および 4.3.2項の結果から，MOEA/Dは一様性に劣ることが分かっ
ている。提案手法はMOEA/Dに比べて一様性に優れるため，多くの条件で IGDで優
れた結果を示したと考えられる。
表 4.2 MEDに対する実験結果（GD，IGDの値は (×10−2)としている。比較手法の中で最も優
れた結果は太字で示している。FS-MOAはCも併記している。）
手法 FS-MOA MOEA/D SPEA2
問題 目的数 C GD IGD GD IGD GD IGD
MED-concave 2 0.6 0.1314 0.3442 0.1022 0.2641 0.1380 0.3562
3 0.5 0.5787 0.7189 0.5597 0.8043 0.7786 0.8556
5 0.4 2.334 2.425 2.309 3.657 4.382 3.957
MED-convex 2 0.6 0.08293 0.1039 0.06687 0.2257 0.09804 0.1129
3 0.6 0.7338 1.175 0.7352 1.571 1.269 1.388
5 0 4.592 4.925 4.495 5.767 15.66 10.19
MED-mix 2 0.6 0.1775 0.2787 0.1329 0.2544 0.1929 0.288
3 0.5 0.6415 0.8425 0.6661 1.011 1.058 1.059
5 0.4 3.563 3.386 3.473 3.938 9.452 6.083
5
多目的最適化手法の
優良解集合探索への
応用
5.1 優良解集合探索問題
一般的な単一目的最適化では，評価値を最小化する唯一の大域的最適解を求めること
が目的となる。一方で，最適化の実応用では，しばしば複数かつ多様な解の獲得が要求
される場合がある［11］。本研究グループでは，これまでに「評価値が一定以上優れる」
かつ「解相互の距離が一定以上離れる」ような解の集合を獲得する問題として，「優良
解集合探索問題」を提案してきた［12］。この問題では，ユーザーから与えられる評価値
の希求水準，解相互の距離の希求水準，および対象とする関数によって定義される「優
良解集合」の獲得を行う。優良解集合は，優れた評価値を有する多様な解から構成され
る性質から，「見た目の良さ」など定式化が困難な目的を考慮するための選択肢の提示，
事故あるいは技術的課題などに直面した際の代替案の提示，といった実応用で求められ
るニーズに対応することが期待できる。
優良解集合探索問題の性質に関する議論はこれまでに行われておらず，優良解集合探
索問題の有する性質の解析，および優良解集合探索問題特有の構造を活用する優良解集
合探索手法の提案が期待されている。また，優良解集合探索問題の類似の研究として，
多目的最適化問題［7］，および複数の大域的最適解あるいは局所的最適解を同時に求め
る問題（ニッチング）［43］が存在し，これまで盛んに研究が行われてきた。優良解集合
探索問題とこれらの問題には，多くの類似点が存在する。優良解集合探索問題とこれら
の問題の類似構造を明らかにすることができれば，多目的最適化問題およびニッチング
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の知見を有効に活用した優良解集合探索手法の提案が期待できる。
5.1.1 優良解集合探索問題の定式化
優良解集合は，実応用におけるニーズに答えるために，「大域的最適解との評価値の
差が一定以内に収まる」かつ「他の局所的最適解との距離が一定以上離れている」よう
な局所的最適解の集合として定義される。以下では，ユーザーから与えられる評価値に
対する制約を δ ≥ 0，解同士の距離に対する制約を ε > 0とし，「大域的最適解との評
価値の差が δ以内に収まる」かつ「他の局所的最適解との距離が ε以上離れる」という
条件を満たす局所的最適解から構成される優良解集合を定義する。優良解集合は文献
［12］において初めて定義がなされたが，本論文では以降で述べる優良解集合探索問題
の解析や探索への活用を行うために，文献［12］における定義では言及されていない 2つ
の関係を新たに定義した後，定義した関係を用いて優良解集合を定義する。文献［12］
とは記述方法が異なっているが，定義される解集合は等価である。
評価値の制約を用いた関係の定義：評価値に対する制約を取り込むために次の関係
を定義する。パラメータ δ ≥ 0を定める。2つの解 x1,x2 ∈ Xについて，次の条件
を満たす時，x1はx2より評価値の制約の下で優れる（x1 ≺δ x2）。
x1 ≺δ x2 ⇔ f(x1) + δ < f(x2) (5.1)
x ∈Xがすべての実行可能解に対して上記の関係を用いて劣らない，すなわち ∀y ∈
X,y ̸≺δ xを満たす時，xは大域的最適解との評価値の差が δ以内となる解であり，「大
域的最適解との評価値の差が一定以内の解」に対応する。
距離の制約を用いた関係の定義：解同士の距離に対する制約を取り込むために，次
の関係を定義する。パラメータ ε > 0を定める。距離関数 dを与える。x ∈ Rn に対
する ε-近傍B(x; ε)を，次式で定義する。
B(x; ε) = {y ∈ Rn | d(x,y) < ε} (5.2)
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2つの解x1,x2 ∈Xについて，次の条件を満たす時，x1はx2より距離の制約の下で
優れる（x1 ≺ε x2）。
x1 ≺ε x2 ⇐⇒ f(x1) < f(x2) ∧ x1 ∈ B(x2; ε) (5.3)
x ∈Xがすべての実行可能解に対して上記の関係を用いて劣らない，すなわち ∀y ∈
X,y ̸≺ε xを満たす時，xは距離 εより近くに自身より優れた解の存在しない局所的最
適解であり，「距離の一定以上離れた局所的最適解」に対応する。以下，距離としてユー
クリッド距離を用いる。
優良解集合の定義：これまでに定義した関係を用いて，すべての実行可能解x ∈X
に劣らない解の集合として，優良解集合S(X; δ, ε)を次のように定める。
S(X; δ, ε) = {x⋆ ∈X|∀x ∈X,x ̸≺ε x⋆ ∧ x ̸≺δ x⋆} (5.4)
優良解集合S(X; δ, ε)は，大域的最適解との評価値の差が δ以内であり，かつ解相互
の距離が ε以上離れた局所的最適解の集合となる。優良解集合S(X; δ, ε)を発見するこ
とを目的とした問題を，優良解集合探索問題として定式化する。優良解集合の定義の概
略図を図 5.1に示す。
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(a) 評価値の制約の概略図 (b) 距離の制約を満たす解の概略図
(c) 優良解の概略図
図 5.1 優良解の定義の概略図
5.1.2 優良解集合の具体例
優良解集合探索問題の性質について議論するために，次のような関数およびパラメー
タ設定を考える。表 5.1に ai, ci (i = 1, 2, · · · , 6)の値を示す。この関数はA～Fの 6個
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の局所的最適解を有しており，大域的最適解はx = [−3,−1.5]である。
f(x) = −
6∑
i=1
ci
exp(||x− ai||) (5.5)
そして，優良解集合を定めるためのパラメータとして，次の 3通りの組合せを考える。
Case 1 比較的解同士の近接を許容し，評価値の悪化を許容しない場合（δ = 30, ε = 1）
Case 2 比較的大きな解の多様性を要求し，評価値の悪化を許容する場合（δ = 100, ε =
3）
Case 3 上記 2つの場合の中程度の多様性と評価値を要求する場合（δ = 70, ε = 2）
この 3つのパラメータにおいて定義される優良解集合を図 5.2に示す。図中の◆は探
索すべき優良解を示す。例えば，Case 1では大域的最適解に対して評価値が殆ど劣ら
ない局所的最適解のみが優良解となるため，局所的最適解A，Bの 2つが優良解となる。
Case 2では解の多様性に対する希求水準が高いため，近くに自身より優れた局所的最
適解がある場合は優良解とみなされない。この場合には局所的最適解Aの付近に自身
より優れた局所的最適解Bが存在するため，局所的最適解Aは優良解にならない。同
様に，局所的最適解 Eは近くに局所的最適解 Fが存在するため優良解にならない。一
方で，大域的最適解に対して大きく評価値の劣る解であっても，他の優れた解から距離
が離れていれば優良解となるため，局所的最適解C，D，Fが優良解となる。従来の最
適化問題では，探索すべき解は対象とする関数（および制約条件）によって一意に定
まった。一方で，優良解集合探索問題は対象とする関数に加え，ユーザーの希求水準に
対応するパラメータが与えられることで，初めて探索すべき解が決定する。
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表 5.1 式（5.5）の各パラメータ
i ai ci 対応する局所解 局所解の評価値 f(x)
1 [−4,−1] 90 A −123
2 [−3,−1.5] 100 B −130
3 [−1, 4] 40 C −41.9
4 [1,−4] 40 D −41.6
5 [2, 1] 60 E −67.9
6 [4, 2.5] 80 F −85.2
-5 0 5
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-5
0
5
x 2
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D
E
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B
(a) (δ, ε) = (30, 1)の時の優良解
-5 0 5
x1
-5
0
5
x 2
C
D
E
F
B
A
(b) (δ, ε) = (70, 2)の時の優良解
-5 0 5
x1
-5
0
5
x 2
C
E
A
F
B
D
(c) (δ, ε) = (100, 3)の時の優良解
図 5.2 優良解の例
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5.1.3 優良解集合探索問題の性質
前節で定式化した優良解集合探索問題について，類似の問題設定である多目的最適化
問題およびニッチングと比較しながら，その性質を議論する。
多目的最適化問題との類似性
優良解集合探索問題は，解集合の定義から多目的最適化問題と類似している。具体的
には，優良解集合とパレート解は共通して以下の性質を有する。
(1) 解の比較を行うための関係（比較不能な場合を許容する）によって定義される。
(2) すべての実行可能解と上記の関係が成り立たない解として定義される。
(3) 実行可能領域Xの空でない任意の部分集合 Y ⊆ Xにおいて，必ず 1つ以上の
最適解を定義できる。
多目的最適化では，優越関係によって探索点を比較し，優れた探索点を積極的に次世
代へと残すことで，探索点全体をパレートフロンティアへと収束させる戦略が提案され
ている（優越関係に基づく手法）。この方法は上記の性質に立脚している。一方，優良
解集合の定義の中にも解の比較を行うための関係が定義されることから，優良解集合の
探索においても，多目的最適化における優越関係に基づく手法に相当する方法が提案で
きる可能性がある。
ニッチングとの関係性
多峰性関数を対象に，すべての局所的最適解を同時に求める試みはニッチングと呼ば
れ，これまでに多くの研究が行われてきた［43］。優良解集合探索問題は，以下の点から
ニッチングの特殊な問題設定として捉えることができる。
(4) 特定の条件（γ →∞, ε→ 0）において，優良解集合は「すべての局所的最適解」
と等価になる。
(5) 優良解集合は，特定の局所的最適解として定義される。
優良解集合探索問題がニッチングの特殊な問題設定なのであれば，一般的なニッチン
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グ手法を用いることで優良解集合探索問題を解くことも可能である。しかしながら，一
般に問題特有の構造を埋め込むことで，優れた最適化手法の構築が期待できる。そのた
め，優良解集合探索問題特有の性質，具体的にはパラメータ γ, εを探索に活用すること
で，優れた優良解集合探索手法の構築が可能になると考える。
5.2 優越関係に基づく優良解集合探索
5.2.1 優良解集合探索問題への優越関係に基づく手法の適用
これまでの議論から，優良解集合とパレート解集合が多くの性質を共有していること
を明らかにした。優越関係に基づく多目的最適化手法は，優越関係に基づく順位付け操
作を行うことで，探索点集合全体のパレートフロンティアへの収束を期待する。優越関
係に基づく手法は，優越関係およびパレート解の有する性質を活用することで，多目的
最適化問題を解いている。一方，優良解集合がパレート解集合と類似の解集合として定
義されることを踏まえると，優越関係に基づく手法を優良解集合探索へ応用することが
可能であると考えられる。
本研究では，優越関係に基づく手法における優越関係（≺p）を，優良解集合を定義
するための関係（≺ε,≺γ）に置き換えることで，優越関係に基づく手法によって優良解
集合を探索する方法を提案する。提案する優良解集合探索問題の解法では，優越関係に
基づく手法に対して次の変更を加える。
【優越関係に基づく手法による優良解集合探索】
優越関係に基づく手法における関係x1 ≺p x2をx1 ≺γ x2 ∨ x1 ≺ε x2と置き換える。
5.2.2 優越関係に基づく優良解集合探索手法の提案
優越関係に基づく手法の優良解集合探索への応用の基礎的検討として，最も単純な優
良解集合探索手法（Superior Solution Set Search Genetic Algorithm: S4-GA）を提案
する。S4-GAのアルゴリズムをAlgorithm 5.1に示す。提案手法では，関係（≺γ,≺ε）
に基づく順位付けを行う。関係（≺γ,≺ε）に基づく順位付けでは，探索点 x ∈ P の適
第 5章 多目的最適化手法の優良解集合探索への応用 62
合度 fitを次のように与える。
fit = |{y ∈ P |y ≺γ x ∨ y ≺ε x}| (5.6)
上式は，多目的最適化において「自身を優越する探索点の数」を適合度として与える場
合に相当する。適合度の計算の概略図を図 5.3に示す。
さらに，fitが等しい場合は評価値 f(x)を考慮して優劣を判断する。x1 ≺s x2を満た
すとき，x1はx2より優れると判断する。
x1 ≺s x2 ⇐⇒ fit1 < fit2 ∨ fit1 = fit2 ∧ f(x1) < f(x2) (5.7)
優越関係に基づく多目的最適化手法では，優越関係で差が生じない場合は多様性維持の
ための貢献度によって優劣を比較している。しかし，優良解集合探索では関係≺εに既
に多様性維持のための機能が埋め込まれている。さらに，優良解集合探索問題は単一目
的最適化問題を基本としているため，fitに差が生じない場合は絶対的な評価値 f(x)で
優越を判断することができる。すべての優良解x∗は常に fit = 0となる。
(a) 優良解集合探索における適合度計算 (b) 多目的最適化における適合度計算
図 5.3 優良解集合探索問題と多目的最適化問題における適合度計算
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Algorithm 5.1: S4-GA
Step 1: 初期化
1: 初期個体集団P 0を与える（|P 0| = m）。
2: G=0とする。
Step 1: 子の生成
3: 子個体集合をQG = ∅とする。
4: for i = 1, . . . , m2 do
5: ランダムに親xa,xbを選択する。
6: 交叉，突然変異によりxa,xbから子個体 ya,ybを生成する。
7: ya,ybをQGに加える。
8: end for
Step 2: 選択　
9: RG = PG ∪QGとする。
10: 関係（≺s）に従いRG中の上位m個体をPG+1とする。
Step 4: 終了判定
11: if G < Gmax then
12: G := G+ 1として Step 3へ戻る。
13: end if
5.3 数値実験
5.3.1 実験条件
提案手法の有する性質を評価するための基礎的な数値実験を行う。優良解集合探索問
題に対する解法の提案はこれまでにほとんど行われておらず，特に優良解集合探索問題
特有のパラメータ (δ, ε)を活用する優良解集合探索手法の提案は本研究が初めてである。
そのため，2次元の比較的簡単な問題を対象として，提案手法の振る舞いを評価する。
比較手法として，ニッチング手法の中でも優れた性能を有することが広く知られ
ており，提案手法と同様に世代ごとに探索点間の距離計算を必要とする手法である
DE/nrand/1/bin［44］を用いる。DE/nrand/1/binはDifferential Evolutionの変異ベク
トル生成に用いる基準ベクトルとして自身から最も近い他の探索点を選ぶことで，各探
索点が自身の近くの有望領域を探索する。
パラメータ δ, εに対して優良解集合が変化する関数を用いて数値実験を行う。対象と
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する関数は，（5.5）式を用いる。使用するパラメータは δ = 30, 70, 100および ε = 1, 2, 3
を組合せた計 9通りとする。最大世代数は 100とする。探索点数は 30とし，初期解は
実行可能領域 [−5 5]2内にランダムに与える。
提案手法では，交叉にSimulated Binary Crossover（SBX）［40］，突然変異にParameter
Based Mutation（PBM）［25］を用いる。交叉率 pc = 1，突然変異率 pm = 0.5とし，分
布調整変数は事前実験を行い，優れた結果の得られるパラメータとして交差に対して
ηc = 2，突然変異に対して ηm = 10とする。DE/nrand/1/binのパラメータは同様に事
前実験を行い，膨張率 F = 0.4，交叉率C = 0.2とする。
優良解を探索する性能として，優良解の獲得率（Peak Ratio: PR）［46］を評価する。
最終世代の探索点を x ∈ PGmax とし，獲得すべき優良解を x⋆ ∈ S(X; δ, ε)とする。γ
を微小値とした時，各優良解 x⋆について，||x − x⋆|| ≤ γとなる xが存在する時，優
良解x⋆を獲得したものと見なす。すべての優良解を獲得できた場合，PRは 1となる。
また，各手法の挙動を解析するため，探索点の優良解への収束率（Convergence Ratio:
CR）を提案する。
CR =
|{x ∈ PGmax | ||x− ∃x⋆|| ≤ γ}|
||PGmax || (5.8)
CRは [0 1]で定義され，優良解に十分収束していない，あるいは優良解ではない局所的
最適解に収束している探索点が存在する場合，小さい値を取る。本実験ではすべての条
件において γ = 10−1とする。異なる初期解を用いて 50回探索を行った際の各指標の平
均値および標準偏差を比較する。
5.3.2 結果と考察
パラメータ δ, ε，該当する優良解，およびそれに対する各指標の平均値（Mean），標
準偏差（S. D.）を表 5.2に示した。優れた平均値は太字で示した。S4-GAの各パラメー
タに対する探索点の推移を図 5.4から図 5.12に示した。DE/nrand/1/binの探索点の推
移を図 5.13に示した。図中の◆は優良解，⃝は探索点を示す。
すべての条件で，S4-GAはDE/nrand/1/binより高いPRを示している。すなわち，
多くの優良解を発見できている。また，多くの条件で S4-GAはDE/nrand/1/binより
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高いCRを示している。すなわち，DE/nrand/1/binは探索点の収束が十分でない，あ
るいは優良解ではない局所的最適解に多くの探索点が収束しているのに対して，S4-GA
は多くの探索点が優良解の何れかに収束している。このように，S4-GAは優良解の獲
得数率，収束率ともに優れた結果を示していることから，S4-GAは多くの優良解を獲
得するとともに，優良解以外の局所的最適解には探索点が収束しない性質を有してい
ると言える。このことは，探索点の推移からも読み取ることができる。S4-GAはパラ
メータ δ, εの変化に対して収束する解が変化しており，多くの探索点が獲得すべき優良
解に収束している。
(δ, ε) = (100, 1)の時，S4-GAのCRが他の条件に比べて著しく悪化している。この
結果について考察するために，図 5.14に S4-GAの最終世代の探索点に加え，優良解を
中心とする半径 1の円，および評価値の制約を満たす領域を塗りつぶして示した。この
図を見ると，評価値の制約を満たし，かつ優良解からの距離が 1以上となる領域が存在
しており，その領域に存在する探索点が淘汰されずに生き残っていることがわかる。こ
のことから，S4-GAは評価値の制約を満たす領域が比較的大きく，距離の制約が比較
的小さい場合に，探索点の収束性が悪化する特性を有する可能性がある。この現象につ
いては，探索点の優良解への収束性の悪化を引き起こすと考えられるため，今後詳細な
解析および改良を行う必要があると考える。
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表 5.2 優良解集合探索の実験結果（各指標の平均値について，優れた値は太字で示した。）
対象問題 S4-GA DE/nrand/1/bin
δ ε 優良解 PRMean PRS.D. CRMean CRS.D. PRMean PRS.D. CRMean CRS.D.
30 1 A, B 1 0 1 0 0.970 0.120 0.329 0.0920
30 2 B 1 0 1 0 0.960 0.198 0.165 0.0795
30 3 B 1 0 1 0 0.960 0.198 0.165 0.0795
70 1 A, B, E, F 0.980 0.0685 0.889 0.0578 0.945 0.105 0.664 0.111
70 2 B, E, F 0.973 0.0913 0.981 0.0750 0.933 0.135 0.499 0.117
70 3 B, F 0.990 0.0707 0.981 0.0957 0.970 0.120 0.380 0.119
100 1 A～F 0.987 0.0457 0.557 0.0433 0.913 0.0967 0.917 0.0603
100 2 B～D, E, F 0.996 0.0283 0.904 0.0679 0.900 0.116 0.752 0.0844
100 3 B～D, F 0.980 0.0685 0.857 0.102 0.910 0.131 0.633 0.0866
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図 5.4 (δ, ε) = (30, 1)の時の提案手法の探索点の推移
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図 5.5 (δ, ε) = (30, 2)の時の提案手法の探索点の推移
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図 5.6 (δ, ε) = (30, 3)の時の提案手法の探索点の推移
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図 5.7 (δ, ε) = (70, 1)の時の提案手法の探索点の推移
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図 5.8 (δ, ε) = (70, 2)の時の提案手法の探索点の推移
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図 5.9 (δ, ε) = (70, 3)の時の提案手法の探索点の推移
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図 5.10 (δ, ε) = (100, 1)の時の提案手法の探索点の推移
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図 5.11 (δ, ε) = (100, 2)の時の提案手法の探索点の推移
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図 5.12 (δ, ε) = (100, 3)の時の提案手法の探索点の推移
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図 5.14 (δ, ε) = (100, 1)の時の最終世代の探索
点（塗りつぶされた領域が評価値の制約を満た
す領域であり，円は優良解から半径 1の領域を
示す。）
6 結論
本研究では，最適化に対して最適解の獲得を超えた新たなニーズが生まれている点に
着目し，多目的意思決定の支援となるような多様な解集合を獲得するための機能分担に
基づく多目的最適化手法に関する研究，および単一目的最適化において一定以上評価値
が優れている多様な解集合を獲得するための優越関係に基づく優良解集合探索手法に
関する研究を行った。
以下にそれぞれの研究のまとめと今後の課題について述べる。
6.1 機能分担に基づく多目的最適化手法のまとめと今後の
課題
本研究では，発見的近似解法の有する構造上の自由度を拡張・活用することで，優れ
た探索を行うための「機能分担」に基づく探索戦略の提案を行った。さらに，機能分担
に基づく探索戦略を多目的最適化へ応用し，機能分担に基づく多目的最適化手法の構築
を行った。本研究の着眼点は以下のとおりである。
• 多点探索型の発見的近似解法は，探索点を一様に扱う，あるいは唯一の操作を用
いて探索を行う必然性がない。探索点の状態に応じた操作の切り替えを行うこと
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ができれば，唯一の操作を用いて探索を行う場合に比べて優れた探索が行える可
能性がある。
• 既存の多目的最適化手法はそれぞれ利点・欠点を有している。特に優越関係に基
づく手法と分割に基づく手法に着目した場合，これらは収束性・一様性に関して
相補的関係にある。優越関係に基づく手法と分割に基づく手法の利点を活用する
ことができれば，既存の多目的最適化手法が課題とする収束性・一様性の両立が
期待できる。
上記の着眼点に基づき，探索点の状態判断と分類，および要求に特化した複数の機
能の使用，の 2点を基盤とする機能分担に基づく探索戦略の提案を行った。この探索
戦略は探索点の状態の一様性および機能の一様性を前提としていない点で先行研究と
異なっている。数値実験の結果から，機能分担に基づく多目的最適化手法は適切なパ
ラメータを用いることで優越関係に基づく手法と分割に基づく手法の利点を活用でき
ることを示した。提案手法は探索点の混雑を判断するためのパラメータを有している。
このパラメータは得られる解集合の収束性・一様性に対して影響を与えると同時に，優
越関係に基づく選択から分割に基づく選択へと推移する速度に影響を与えることがわ
かった。提案手法はパレートフロンティアの形状が変化しても適切なパラメータは変
化しないが，目的数の増加に対して適切なパラメータ値が変化する可能性を示した。
機能分担に基づく探索戦略は柔軟な枠組みであり，用いる操作の数に制限はない。本
研究では多目的最適化における収束性・一様性の両立に着眼したが，今後は多目的最適
化における広がりの改善機能の検討など，さらなる操作の追加により，優れた多目的最
適化手法の構築が期待できる。提案手法の有するパラメータに関する検討は，獲得され
る解集合に影響を与えることから，パラメータに関する検討は重要な課題である。本研
究では，目的数に対して適切なパラメータが変化する可能性を示したが，今後は最大世
代数や探索点数など他の条件の変化に対する適切なパラメータの変化を評価し，パラ
メータに関するより詳細な議論を行う必要がある。本研究では 5目的までの多目的最適
化問題を用いて数値実験を行ったが，現実にはさらに多くの目的数を有する多目的最適
化問題が存在する。5目的以上の多目的最適化問題を対象とした提案手法の性能の検証
は今後の課題である。
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6.2 優越関係に基づく手法による優良解集合探索手法のま
とめと今後の課題
本研究では，単一目的最適化における事故や技術的課題に直面した際の代替案の提
示，多目的最適化における「見た目の良さ」など主観に基づく評価あるいは計算負荷の
観点から直接考慮することが困難な目的の間接的考慮，に対してニーズが存在する点に
着目し，これらのニーズに対応可能な優良解集合探索問題を効率的に解くための優良解
集合探索手法の提案を行った。本研究の着眼点は以下のとおりである。
• 優良解集合探索問題では複数の局所的最適解を求めることが要求される。多点探
索型の発見的近似解法は複数の探索点により探索を行うため，多点探索型の発見
的近似解法に基づく優良解集合探索手法の構築が行えれば，一度の探索で複数の
優良解を獲得することが期待できる。
• 優良解集合探索問題は多目的最適化問題の類似の問題として定式化される。多目
的最適化における優越関係に基づく手法は優越関係を用いて探索点の順位付け
を行うことで，探索点をパレートフロンティアへと収束させる。優良解集合とパ
レート解の類似性を活用することで，優越関係に基づく多目的最適化手法と同様
に探索点を優良解集合へと収束させる選択戦略の構築が期待できる。
上記の着眼点に基づき，優越関係に基づく多目的最適化手法と同様の選択操作を用い
る最も基礎的な優良解集合探索手法を提案した。提案した手法は優良解集合の定義を
探索に活用する点において先行研究と異なっている。基礎的な数値実験を通じて，提案
手法は優良解集合を定めるパラメータの変化に応じて収束する局所解が変化する性質
を有することを示した。
本研究では 1つの 2次元のベンチマーク問題を用いた実験のみを行った。より高次元
の問題や，多数の局所解を有する問題など，より多くの条件で提案手法の特性を評価す
る必要がある。また，優良解集合探索手法の探索性能の評価指標やベンチマーク問題の
提案なども優良解集合探索手法の評価を行うために必要となる。優良解集合探索問題
の定式化も検討の余地があると考える。優良解集合探索問題と本研究で提案した優良
解集合探索手法は密接に結びついており，問題と手法の双方に着目した研究を行うこと
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で，実応用上のニーズに応じた最適化手法の発展が期待できる。今回用いたアプローチ
は，これまでに提案されてきた優越関係に基づく多目的最適化手法のすべてに対して適
用できる。本研究では最も基本的な 1手法の検討に終わったが，他の優越関係に基づく
多目的最適化手法の優良解集合探索問題への適用は今後の課題である。
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A 多目的最適化の応用研究
A.1 2目的最適化問題
• 多目的最適化を用いた生産ラインにおけるHDD制御パラメータの自動調整手法
［47］
多目的最適化を用いてHDDの磁気ヘッドの位置決め制御たのめのフィルタのパ
ラメータ自動調整を行っている。f1：ゲイン余裕基準線からのはみ出し量の最小
化，f2：規範フィルタ特性からの誤差の最小化，の 2目的最適化問題について，
生産ライン上でHDDのMPUを用いて解くことで，多段ノッチフィルタのパラ
メータを自動調整している。本研究は意思決定のための知見抽出を目的としたも
のではない。
• 知的モノづくりを実現する最適設計技術［15］
日立製作所の最適設計技術の活用例として掃除機用ファンの最適設計問題を取り
上げている。掃除機用ファンの設計問題を f1：効率，f2：動作安定性（流れの一
様性），の 2目的最適化問題として定式化している。
• 冬季のスマートホームシステムにおけるmCHPと EVの最適制御に関する研究
［16］
東北大学と本田技術研究所のスマートホームシステムの最適制御のための研究
であり，家庭用コージェネレーションシステムと電気自動車の運用計画について
f1：光熱費，f2：二酸化炭素排出量，の 2目的最適化問題として定式化している。
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得られた解集合から SOMを用いた知見抽出を行っている。
A.2 3目的最適化問題
• スーパーコンピュータ「京」を用いた複数車種の車両構造同時設計最適化［3］
マツダによる複数車種の車両構造同時設計最適化であり，f1：車両構造重量最小
化，f2：共通部品数の最大化 (1)，f3：共通部品数の最大化 (2)，の 3目的最適化
問題をスーパーコンピュータ「京」を用いた衝突性能評価などを通じて最適化し
ている。また，設計のための知見の抽出を行っている。
• 球面 SOMによるパレート解集合の可視化の検討-ディーゼルエンジン設計問題に
おける事例の検討［17］
ディーゼルエンジンの燃料噴射スケジューリング問題を f1：燃料消費量，f2：窒
素酸化物の排出量，f3：すすの排出量，の 3目的最適化問題として定式化し，球
面 SOMを用いたパレート解集合の可視化について検討している。
• 多目的最適化の製品開発上流段階への適用［14］
プラントのプロトシステムの設計に多目的最適化を適用している。設計問題を
f1：小型化，f2：高出力化，f3：高効率化，の 3目的最適化問題として定式化し，
パレート解からの設計のための知見の抽出を行っている。また，多目的最適化を
製品開発の上流工程に適用することでどのように設計者の支援が可能かについて
述べている。
A.3 4目的以上の最適化問題
• 航空機空力設計における多目的最適化［4］
この研究では，超音速旅客機の主翼の設計問題を f1：遷音速巡航の抵抗係数，f2：
超音速巡航の抵抗係数，f3：超音速巡航時の翼根にかかる曲げモーメント，f4翼
先端にかかる捻りモーメント，の 4目的最適化問題として定式化している。
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• 多目的最適化によるパワーユニット設計の可視化［18］
産業用パワーユニットの設計問題を，f1：はんだ層の相当ひずみ，f2：熱抵抗，
f3：圧力損失，f4：流速，f5：フィンの高さ，の 5目的最適化問題として定式化
している。進化型多目的最適化手法によって獲得された解集合を可視化し，設計
のための知見の抽出を行っている。
• 満足化トレードオフ法と SOMを用いた放射性廃棄物地層処分における緩衝材最
適設計［19］
この研究では，高レベル放射性廃棄物の地層処分のための緩衝材最適設計問題
を，f1：ペクレ数，f2：一軸圧縮強度（応力緩衝性），f3：緩衝材最高温度（熱
伝導性），f4：緩衝材外側の核種放出（核種移行遅延特性），f5：膨張応力（自己
シール性），f6：緩衝材体積，f7：材料費，の 7目的最適化問題として定式化して
いる。この研究では進化型多目的最適化ではなく，満足化トレードオフ法を用い
て対話的に最適化を行っている。
• 多数非劣解集合からの設計支援手法の開発　ジェットエンジン最適化を通して
［6］
多目的最適化によって得られた解集合から設計上の知見を抽出ことの重要性を
指摘し，そのための方法を提案している。小型超音速機用反転軸流ファンターボ
ジェットエンジンの設計問題を f1：単位ファン断面積当たりの推量，f2：ファン
の拡散係数 (1)，f3：ファンの拡散係数 (2)，f4：二段ファンのピッチ円直径位置
における空力負荷係数，f5：二段ファンのチップ直径位置における空力負荷係数，
f6：タービンの相対流入角 (1)，f7：タービンの相対流入各 (2)，の 7目的最適化
問題として定式化している。
B 代表的なスカラー化関数
B.1 荷重和
荷重和（Weighted Sum）［7］は最も基本的なスカラー化関数の 1つであり，次式で与
えられる。
SWS(f |w, znad) =
r∑
k=1
wk(z
nad
k − fk) (B.1)
荷重和は，凸なパレートフロンティアではパレートフロンティア全域のパレート解を
獲得できるが，非凸なパレートフロンティアではパレート解を得られない領域が存在す
る。荷重和の等高線と獲得されるパレート解を図B.1に示す。
B.2 重み付けチェビシェフノルム
重み付けチェビシェフノルム（Weighted Tchebycheff　Norm）［27］は分割に基づく
アプローチで最も頻繁に利用されるスカラー化関数の 1つである。重み付けチェビシェ
フノルムによって得られる解は弱パレート解である（弱パレート解の存在しない問題で
あればパレート解が獲得される）。重み付けチェビシェフノルムは，弱パレート解の存
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在しない条件下でパレートフロンティア全域のパレート解を獲得できる［27］。重み付
けチェビシェフノルムは次式で与えられる。
STCH(f |w, zid) = max
k
{wk × (fk − zk)} (B.2)
重み付けチェビシェフノルムでは，重みベクトルw = [w1, . . . , wr]に対して [ 1w1 , . . . , 1wr ]
方向のパレート解が獲得される。重み付けチェビシェフノルムの等高線と獲得される
パレート解を図B.2に示す。
B.3 Penalty-based Boundary Intersection
Penalty-based Boundary Intersection（PBI）［28］は Zhangらによって提案されたス
カラー化関数である。理想点からの水平距離と垂直距離に基づいており，水平距離 d1
にペナルティとして垂直距離 d2を加算する。
SPBI(f |w, zid) = d1 + θd2 (B.3)
d1 =
||(f − zid)Tw||
||w|| (B.4)
d2 = ||f − (zid + d1w)|| (B.5)
上式は文献［28］に記載されている式であるが，垂直距離の計算に誤りがあると考えら
れる。次式の d′2のように修正を行うことで，図B.3のような等高線となる。
d′2 = ||f − (zid + d1
w
||w||)|| (B.6)
図B.3(b)に示すように，θが小さい場合に凸のパレートフロンティアに対して境界付近
のパレート解が獲得できないことが指摘されている［31］。
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(a) 凸なパレートフロンティア
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(b) 非凸なパレートフロンティア
図B.1 荷重和の等高線と獲得されるパレート解（□は最悪点，●は
獲得されるパレート解を示す。w = [0.6 0.4]としている。）
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図 B.2 重み付けチェビシェフノルムの等高線とパレート解（□は
理想点，●は獲得されるパレート解を示す。w = [0.6 0.4]として
いる。）
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図B.3 PBIの等高線とパレート解（□は理想点，●は獲得されるパ
レート解を示す。θ = 5としている。）
C 本論文で用いたベンチマーク問題
C.1 WFG
WFG［39］は，パレートフロンティアが明らかな問題であり，決定変数の次元数，目
的数のみならず，パレートフロンティアへの収束の容易さやパレートフロンティアの被
覆の容易さを変更可能なベンチマーク問題集である。WFG1-WFG9の 9個の問題が提
案されている。
2目的以上では，∑rk=1 fk = 1なる超平面を変形したパレートフロンティアとなる
ため，本論文では 2目的に限定して使用した。WFG4およびWFG7の形状関数は通常
concaveであるが，本研究では concaveおよび convex/mixed（α = 1, A = 5）でも使用
した。通常は目的関数のスケールを指定するパラメータはS = [2, 4, . . . , 2M ]であるが，
本研究では評価を容易にするために，S = [1, . . . , 1]として使用した。
WFG4およびWFG7の計算に用いる関数はAlgorithm C.1に示す。形状関数を con-
cave，convex，convex/mixedとした時のパレートフロンティアを図C.1に示す。
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WFG4
y = [
z1
2
,
z2
4
, . . . ,
zn
2n
] (C.1)
t1i=1:n = s multi(yi, 30, 10, 0.35) (C.2)
t2i=1:M−1 = r sum([t
1
(i−1)k/(M−1)+1, . . . , t
1
ik/(M−1)], [1 . . . , 1]) (C.3)
t2M = r sum([t
1
k+1, . . . , t
1
n], [1, . . . , 1]) (C.4)
x = Calcx(t
2, [1, . . . , 1]) (C.5)
h = concave([x1, . . . , xM−1]) (C.6)
fi=1:M(x) = xM + Sihi (C.7)
WFG7
y = [
z1
2
,
z2
4
, . . . ,
zn
2n
] (C.8)
t1i=1:k = b param(yi, r sum([yi+1, . . . , yn], [1, . . . , 1]),
0.98
49.98
, 0.02, 50) (C.9)
t1i=k+1:n = yi (C.10)
t2i=1:k = t
1
i (C.11)
t2i=k+1:n = s liner(t
1
i , 0.35) (C.12)
t3i=1:M−1 = r sum([t
2
(i−1)k/(M−1)+1, . . . , t
2
ik/(M−1)], [1 . . . , 1]) (C.13)
t3M = r sum([t
2
k+1, . . . , t
2
n], [1, . . . , 1]) (C.14)
x = Calcx(t
2, [1, . . . , 1]) (C.15)
h = concave([x1, . . . , xM−1]) (C.16)
fi=1:M(x) = xM + Sihi (C.17)
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Algorithm C.1: WFG Function
1: procedure concave(x)
2: h1 =
∏M−1
i=1 sin(
xiπ
2 )
3: hm=2:M−1 = (
∏M−m
i=1 sin(
xiπ
2 )) cos(
xM−m+1π
2 )
4: hM = cos(
x1π
2 )
5: return h
6: end procedure
7: procedure convex(x)
8: h1 =
∏M−1
i=1 (1− cos(xiπ2 ))
9: hm=2:M−1 = (
∏M−m
i=1 (1− cos(xiπ2 )))(1− sin(xM−m+1π2 ))
10: hM = 1− sin(x1π2 )
11: return h
12: end procedure
13: procedure convex/mixed(x, A, α)
14: h1 =
∏M−1
i=1 (1− cos(xiπ2 ))
15: hm=2:M−1 = (
∏M−m
i=1 (1− cos(xiπ2 )))(1− sin(xM−m+1π2 ))
16: hM = (1− x1 − cos(2Aπx1+π/2)2Aπ )α
17: return h
18: end procedure
19: procedure s multi(y,A,B,C)
20: y′ =
1+cos[(4A+2)π(0.5−
⌊y−C⌋
2(⌊C−y⌋+C)
)]+4B(
⌊y−C⌋
2(⌊C−y⌋+C)
)2
B+2
21: return y′
22: end procedure
23: procedure s liner(y,A)
24: y′ = |y−A||⌊A−y⌋+A|
25: return y′
26: end procedure
27: procedure r sum(y,w)
28: y′ =
∑|y|
i=1 wiyi
∑|y|
i=1 wi
29: return y′
30: end procedure
31: procedure b param(y, u,A,B,C)
32: v = A− (1− 2u)|⌊0.5− u⌋+A|
33: y′ = yB+(C−B)v
34: return y′
35: end procedure
36: procedure Calc x(y,A)
37: x = [max(yM , A1)(y1 − 0.5) + 0.5, . . . ,max(yM , AM−1)(yM−1 − 0.5) + 0.5, yM ]
38: return x
39: end procedure
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図C.1 WFGのパレートフロンティア
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C.2 MED
MED［42］は濱田らによって提案されたベンチマーク問題である。各目的関数が唯一
の大域的最適解を有する問題であることから，比較的実問題に近い性質を有していると
考えられる。特に，以下で述べるMED-convexはすべての目的関数が二次関数として
記述されることから，最も単純な多目的最適化問題として捉えることができる。MED
は決定変数の次元数，目的数，パレートフロンティアの形状を指定可能である。さら
に，パレート解の決定変数空間上の分布も明らかであるなど，ベンチマーク問題として
望ましい性質を有している。MEDは次式で与えられる。
fk(x) = (
1√
2
||x− x∗k||)pk (C.18)
x∗kj =
{
1 j = k
0 otherwise
(C.19)
ここで，pkはパレートフロンティアの凸性を指定するパラメータである。パレート解
x∗は次の条件で与えられる。
{∑r
k=1 x
∗
k = 1
x∗j = 0 (j = r + 1, r + 2, · · · , n)
(C.20)
オリジナルのMEDでは pk = exp(2k−1r−1 − 1)とすることで，パレートフロンティアに
凸な領域と非凸な領域が混在する設定となっている。本論文ではオリジナルのMEDを
MED-mixとし，∀k, pk = 2（凸なパレートフロンティア）としたものをMED-convex，
∀k, pk = 0.5（非凸なパレートフロンティア）としたものをMED-concaveとして用いた。
MEDのパレートフロンティアの概形を図C.2から図C.4に示す。


D 実数値GAのための交叉・突然変異
D.1 Simulated Binary Crossover
Simulated Binary Crossover（SBX）［40］はDebらによって提案された交差法である。
実装法は様々であるが，本論文では文献［45］で公開されているnsga2-gnuplot-v1.1.6に従
い，決定変数の制約条件を考慮した実装としている。SBXのアルゴリズムをAlgorithm
D.1およびAlgorithm D.2に示した。
D.2 Polynomial Mutation
Polynomial Mutation（PM）［25］もDebらによって提案された突然変異法である。本
研究では SBX同様，文献［45］で公開されている nsga2-gnuplot-v1.1.6に従い，決定変数
の制約条件を考慮した実装としている。PMのアルゴリズムをAlgorithm D.3に示した。
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Algorithm D.1: Simulated Binary Crossover (1)
1: procedure Simulated Binary Crossover(parent1,parent1, pc, ηc,xl,xu)
%parent1,parent2：親個体，pc：交叉率，ηc：分布パラメータ，
%xl：下限値ベクトル，xu：上限値ベクトル
2: child1 = child2 = 0 ▷ 子個体の初期化
3: if rand() < pc then ▷ 交差判定
4: for j = 1, . . . , n do ▷ 要素ごとに計算
5: if rand() < 0.5 then ▷ 各要素は 12 の確率で交叉する
6: if parent1j = parent2j then ▷ 等しいならそのままコピーする
7: child1j = parent1j
8: child2j = parent2j
9: else ▷ 等しくないなら交叉
10: if parent1j < parent2j then ▷ 小さい方を y1に，大きい方を y2にする
11: y1 = parent1j
12: y2 = parent2j
13: else
14: y1 = parent2j
15: y2 = parent1j
16: end if
17: (c1, c2)=sbx(y1, y2, xlj , xuj , ηc) ▷ Simulated Binary Crossover (2)を参照
18: end if
19: if rand()< 0.5 then ▷ ランダムで入れ替える
20: child1j = c2
21: child2j = c1
22: else
23: child1j = c2
24: child2j = c1
25: end if
26: else ▷ 交差しない要素はそのままコピー
27: child1j = parent1j
28: child2j = parent2j
29: end if
30: end for
31: else ▷ 交叉しないならそのままコピー
32: child1 = parent1
33: child2 = parent2
34: end if
35: return child1, child2
36: end procedure
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Algorithm D.2: Simulated Binary Crossover (2)
1: procedure sbx(y1, y2, pc, ηc, xl, xu)
2: r = rand()
3: β = 1 + 2 ∗ c1−xljy2−y1
4: α = 2− β−ηc+1
5: if r ≤ 1α then
6: βq = (r × α)
1
ηc+1
7: else
8: βq = (
1
2−r×α)
1
ηc+1
9: end if
10: c1 = 0.5((y1 + y2)− βq(y2 − y1))
11: β = 1 + 2 ∗ xuj−y2y2−y1
12: α = 2− β−ηc+1
13: if r ≤ 1α then
14: βq = (r × α)
1
ηc+1
15: else
16: βq = (
1
2−r×α)
1
ηc+1
17: end if
18: c2 = 0.5((y1 + y2)− βq(y2 − y1))
19: if c1 < xl then ▷ 境界条件を適用
20: c1 = xl
21: end if
22: if c2 < xl then
23: c2 = xl
24: end if
25: if c1 > xu then
26: c1 = xu
27: end if
28: if c2 > xu then
29: c2 = xu
30: end if
31: return child1, child2
32: end procedure
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Algorithm D.3: Polynomial Mutation
1: procedure Polynomial Mutation(parent, pm, ηm,xl,xu)
%parent：親個体，pm：突然変異率，ηm：分布パラメータ，
%xl：下限値ベクトル，xu：上限値ベクトル
2: for j = 1, . . . , n do ▷ 要素ごとに突然変異
3: if rand() < pm then ▷ 突然変異判定
4: y = parentj
5: δ1 =
y−xlj
xuj−xlj
6: δ2 =
xuj−y
xuj−xlj
7: r = rand() ▷ rand()は [0 1]の一様乱数
8: if r ≤ 0.5 then
9: a = 2r + (1− 2r)× (1− δ1)ηm+1
10: δq = a
1
ηm+1 − 1
11: else
12: a = 2(1− r) + 2(r − 0.5)× (1− δ2)ηm+1
13: δq = 1− a
1
ηm+1
14: end if
15: y = y + δq(xuj − xlj)
16: if y < xlj then
17: y = xlj
18: end if
19: if y > xuj then
20: y = xuj
21: end if
22: parentj = y
23: end if
24: end for
25: return parent
26: end procedure
