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Abstract:
Games have a long history in the field of education, for learning skills ranging from shop-
keeping to warfare. Since the advent of computers, digital games have increased in popu-
larity. Interest in games for education has also increased, with both teachers and students
looking for games to supplement existing education. The aim of this study was to deter-
mine design methods that would allow the creation of games that effectively fulfill this
interest. From design science, a design theorizing framework was used to ground these
methods in theory and practice. The study suggests the use of complex interactive simu-
lation games, games that include a complex interactive model of reality, as a solution to
this interest. It suggests that simulation games are able to support both enjoyment and
learning, with the potential to support education if they are designed to align with edu-
cational goals. Within four categories, several methods and principles are presented that
contribute to the design of enjoyable, educational games; a simulation, dynamic coach-
ing, goals and hints, and enjoyable difficulty. These methods and principles were garnered
from experience with a real world design project, and each is supported by existing theo-
ries and examples of the methods in practice from commercially successful and critically
acclaimed games.
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Chapter 1
Introduction
In the search for increasingly efficient education systems, research has examined the bene-
fits of using diverse media in the classroom to cater for a wide range of individual learning
styles. Traditional classroom textbooks have been joined by audio and video media and,
most recently, interactive multimedia. Interactive technologies are different in that they
exploit the nature of computers and respond to learners in real time. This opens new pos-
sibilities, such as interactive virtual realities and the provision of activities traditionally
handled by human tutors. When applied in a suitable pedagogical environment, interac-
tive technology has proven effective at enhancing various aspects of education, including
depth of learning[21, p. 36][45, p. 67-71] and long-term interest in learning [43, p. 235-
236][103, p. 8].
Interactive multimedia for education includes a variety of technologies, including simula-
tions, games, hypertext, cognitive tools, tests, drills, and web learning [6]. To complicate
matters, many of these concepts go under various names, for example, computer-based
manipulatives and microworlds are both alternative names for interactive simulations[92,
p. 583]. Of all the available interactive multimedia types, this study focuses on combining
interactive simulations and digital games. It uses design science, specifically the design
theorizing framework suggests by Lee, Pries-Heje and Baskerville [62], to take lessons
learned from a prior design project by the authors and ground those results in existing
abstract theory and real world instances and examples. The objective of this theorizing
was to provide a pragmatic set of methods for designing complex interactive simulation
games and to link those methods to existing theory. The results are presented as a se-
ries of abstract kernel theories, followed by descriptions of the methods with supporting
evidence from both theory and real world examples.
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Interactive simulations in education align perfectly with the constructivist ideal of build-
ing knowledge through interactions with phenomenaria [84]. Phenomenaria are simplified
versions of real-world task environments [55]. Good phenomenaria, and therefore good
simulations, are authentic in their presentation and complexity, richly and rapidly interac-
tive, and freely explorable[55][84][93]. Combined, these properties result in; skills that
are transferable to the real world, a deep understanding of underlying models, and the
potential for joyful experiences while learning.
Simulations can be categorized based on several properties. Firstly, there is the fidelity
or complexity of the simulation, which varies from highly abstract to highly detailed[21].
Secondly, there is the immediacy of the simulation, which varies between discrete and
continuous simulations. Discrete simulations are set up, run and reviewed, and continu-
ous simulation allow for real-time interactivity[6]. Finally, there is the degree of freedom
an individual has to combine various simulation elements, or the creative potential of the
simulation [82]. This study addresses high fidelity, real-time interactive simulations that
allow reasonably complex combinations of behavior. Despite many points in favor of sim-
ulations, alone they are poor at directing and motivating students and they cannot adjust
to an individual learner’s needs[6][21]. We look to solve this by integrating simulations
and digital games.
Digital games are attractive to educators as an additional media [103], because they
promise a free-spirited combination of engagement, enjoyment and motivation [41]. Rigby
suggests that this engaging property of games arises from a combination of players experi-
encing autonomy, competence and relatedness [93]. These experiences are made possible
by free willed activity, intrinsically motivational challenges, and an acquisition of mastery
in the domain. In addition to these direct benefits, games can promote lifelong interest and
passion for subjects [103, p. 8]. Games alone rarely provide deep learning and are mainly
used for rote memorization or for learning activities that have little real world benefit
[41][49]. Simulation games, however, are naturally complex and provide deep learning
experiences [88].
The most significant flaws of simulations, that they can lack direction and motivation can
be provided for by games [95][6], and the most significant flaw of games, that they can be
trivial, is solved when the game is built around a complex simulation [88]. This leads us to
the first assumption of this study, that by combining simulations and games, we can over-
come the drawbacks present in each as a singular artifact. The combination, simulation
games, can provide authentic, deep, interactive, masterful learning that is engaging and
transferable to real world scenarios [6]. It is worth briefly addressing an issue of historical
3context at this point. In older research, games and simulations were regularly treated ex-
clusively and the combination of the two presented as a surprising or unusual occurrence.
We speculate that this view arises from early computational limitations that no longer ex-
ist. It is clear from examining more recent work, such as that by Whitton [127], or by
observing the number of commercial simulation games that games and simulations now
frequently manifest together in a single artifact.
At this point, we have narrowed down our focus to complex, interactive, simulation games
for education, in which the simulation and the game are two components of a single ar-
tifact. To aid our design, we will draw on existing theory from the fields of simulation
design, game design and educational design. To avoid complexity, design methods strive
to decompose problems rather than deal with the holistic view. However, the apparently
obvious decomposition into simulation, game, and education design does not exploit the
possibilities of more thoroughly integrating the two components. There are essential de-
pendencies between game, simulation and educational design that must be exploited to
maximize the efficiency of the medium. A major contribution of this study is methods
that allow the design process to integrate these three components creatively. As we briefly
review some of the available literature on each component, we will also see our focus
naturally narrow to digital, training simulation games. We focus on training simulations
because educational goals are usually predetermined and on digital solutions as a prereq-
uisite for real time complex simulations.
Modern simulation design, the creation of models usable for experimentation and train-
ing, emerged with the advent of computing in the mid-twentieth century [102]. Our focus
here is on simulations for training, where the simulation designer already knows solu-
tions, rather than simulations for exploration, where the designer of the simulation is
seeking new solutions. There has been significant investment in training simulation de-
sign methods for, to name a few examples, space flight training [134], flight combat [56]
and surgery [30] that have led to guidelines for the development of training simulations.
Firstly, an effective simulation design must identify its educational goal, audience and
context, including a subject area and a level of fidelity required [6][134]. The domain
is then modeled with a combination of mathematics and logic, such as a realistic orbital
physics model and logical buttons and joysticks and buttons in a cockpit. Along with this,
the simulation needs inputs and outputs for an interactive experience, such as screens,
sounds, and motion [89][130]. Our interest is in primarily mathematical simulations, that
is, simulations that can be deployed on a personal computer or games console, with logical
input restricted to standard input; keyboards, mice and game controllers.
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For effective learning, simulations also require authentic motivation and objectives, which
we address with games [21][6]. Games are artifacts that support gameful and playful ex-
periences [23]. Gameful activities support enjoyable activity by supporting the behaviors
required to enter the psychological condition of flow [113], and playfulness through pro-
viding explorable environments and supporting creative behavior [50]. This study focuses
on digital games, because they allow a level of complexity required by simulations, a level
that is impossible in non-digital games, such as chess and cards [88]. Digital games have
now become a fundamental piece of the entertainment system and are widely accessible,
affordable and enjoyable for long durations. These features combined with the essential
learning experience that comes from playing digital games explain the real, current in-
terest of teachers and students in games for education [41]. Several broad approaches to
game design exist, such as Roger’s end-to-end overview of the game design process [94],
and Schell’s ‘lenses’ [96]. These are augmented by more specific work, such as Adams &
Dormans’ focus on game mechanics [3], or Sweet’s guide to interactive music [112]. All
agree that game design is a large scale, complicated effort, usually performed by a varied
team of specialists. They also agree that, while game creation is a fundamentally creative
process, it is one in which standard design methods are widely followed, and one in which
expertise is gained and respected as in any other field.
Games and education can be combined in a variety of different ways, of which we will
focus on learning within games that are both entertaining and highly compatible with ex-
isting education [127]. To this end, the games we are focusing on will aim to be used
as entertainment products by all audiences, and separately used by teachers and learn-
ers because they build on solid educational principles that are compatible with existing
educational content. We narrow our focus further to games that are created by a profes-
sional game design team, with a heavy up-front development cost, as opposed to games
designed by teachers and implemented in the classroom. Our review of the literature
identified several high level frameworks for educational game design and development.
Examples include Amory’s GOM, which provides an overview of components found in
story centric games [7] and Akilli’s FID2GE framework, which identifies a beneficial team
structure and several high level design and development considerations [4, p. 134-139].
Prensky focuses on the importance of complexity in games, defining a complex game as
one that takes over ten hours to master, requires multiple skills and activity beyond the
game, such as research and communication and has non-optimizable problems [88]. The
majority of work, however, describes and evaluates game properties, from which broad
design principles are garnered (cf. Whitton [127], Alessi & Trollip [6]).
It should be clear that the whole process of designing educational simulation games is a
5subject that easily spans multiple books. Rather than attempting to paint a whole picture
of the design process, this study focuses on methods within four categories that can be
applied to create enjoyable, complex, simulation games that provide learning experiences
in line with educational goals. This prescriptive focus builds on several background the-
ories, those of constructivism, cognitive psychology, enjoyment, and ludology. We focus
on a prescriptive approach because it is desirable for the game industry [51], and a key
principle of our chosen methodology, design science.
Design science is a research method that generates both theory and real world solutions
to real world problems [104]. Design typically tackles complex, non-optimizable prob-
lems, and is particularly effective when abductive logic is required to reach acceptable
solutions. Design science uses methods including participant observations, retrospective
studies, and artifact analysis to develop prescriptive theory alongside real world problem
solving. Prescriptive theories describe ‘how-to’ achieve a solution or parts of a solution.
This study uses the method described by Lee, Pries-Heje and Baskerville for theorizing in
design science [62]. We document the results of applying its four theorizing activities to
a prior design project by the authors (see Bond, [11]), linking findings to abstract kernel
theories of learning, education, enjoyment and ludology, alongside numerous real world
examples of the methods in commercially successful or critically acclaimed games.
The study starts by covering the basic principles of design science and then moves onto
the specifics of our theorizing framework. Next, we introduce the kernel theories we
deemed most relevant to the methods prescribed in our results; constructivist theories of
learning and education, theories of enjoyment and finally ludology, the theory of game
design. Our kernel theories are followed by a two-part result chapter, firstly reporting
our decomposition and formalization of the problem and secondly presenting prescriptive
methods to improve educational simulation game design, alongside real-world examples
of the methods in practice.
At the end of this thesis, the reader should understand the methods we suggest for creating
complex interactive simulation games that are both enjoyable and educational.
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Chapter 2
Design Science Research
We chose design science research as our methodology because both games and educa-
tion both feature naturally complex problems that are well suited to design approaches.
Design is a combination of rigorous methods from related fields, past experience, and
the designer’s creativity; design science is all these activities along with a contribution to
global theoretical understanding. Design science research combines applied design with
the generation of theoretical knowledge in the pursuit of problem solving. It tackles real
problems that rarely have optimal solutions, and instead defines and pursues goals that
provide satisfactory solutions. Because of this goal orientation, design science often uses
inductive or abductive arguments, rather than the deductive forms found in pure science.
The theories produced are prescriptive, meaning that they describe methods for achieving
goals. Because of this prescriptive style, design science studies rely heavily on history
and context to clearly convey the situations to which their findings are applicable, and to
indicate how generalizable they are.
This chapter begins in section 2.1 by reviewing the principles of design science research,
including the fusion of design and science, the nature of design problems and the reason
design science is appropriate for complex problems. Next, in section 2.2, we focus on the
theorizing framework suggested by Lee, Pries-Heje and Baskerville [62]. Their method
uses an iterative process of abstraction and de-abstraction to maximize both the generality
of theory, while maintaining a solid grounding in practice. This approach allowed us
to draw design methods from the design of the educational simulation game prototype,
Chemical Tycoon1 and then relate those methods to both abstract theory and other real-
world examples.
1see [11] for more information on the implementation of Chemical Tycoon
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2.1 Design science principles
In this section, we will discuss the principles of design science. Design science has arisen
as a middle ground response, in between pure theory and applied science, combining the
development of theory with real-world problem solving. Design science studies differ
from pure theoretical science in that they seek to solve problems and therefore have goals.
Where a pure scientist wishes to discover the speed of a vehicle objectively, asking ‘what
is the speed’, a design scientist wishes to find methods to maximize the speed of a vehicle,
asking ‘how can we add speed’. The problems design science aims to solve are rarely so
simple, and often involve balancing a complex mixture of subjective demands, one obvi-
ous example being cost, in balance with safety. As there is no single optimal solution to
such a question, design science focuses determines what constitutes a satisfactory goal,
and then solves that. To ease the design science process, researchers decompose the prob-
lem into parts that are almost independent of each other, for example when designing a
CD-player, the design of the speakers is split from the design of the disk reader. All of
these principles play out across the history of civilization, with designs building on prior
work, solving new, emergent problems, and serving as a stepping-stone for future work.
2.1.1 A synergy of theory and practice
Design science methods have two outputs; they generate both theoretical knowledge and
concrete designs. The proportion of each varies with the specific methodology, but both
must be present. Work without theoretical advancement is classified as applied science;
likewise, a study without concrete designs is classified as pure science. Design science is
a synergy of applied and pure science and, by definition, must both create a real solution,
and disseminate the results of theorizing activities [104]. This synergistic relationship
means that design science benefits both theories and practical applications. Contributions
to theoretical knowledge are reasonably abstract, yet also grounded in specific instances,
and designs are informed by theory, yet driven by real needs. Good design science strains
in both the direction of abstract theory and specific instantiated solutions [62, p. 7].
As an example of this synergy, consider the design of the Apollo space training simula-
tors. The real concrete need for the design was a series of training simulators capable of
preparing astronauts for the moon Apollo missions. Had the designs simply been created,
used, and thrown away, the program would have been applied science. However, the de-
signs were also carefully documented and evaluated, and the results of this process were
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made publicly available. The program was synergistic; it produced solutions to real world
problems and provided information on spaceflight training methods and their effective-
ness for future missions [134]. The real world problem for the Apollo program can be
stated as a goal, the presence of which is another defining principle of design science.
2.1.2 Goals, prescriptions and design logic
One fundamental difference between design science and pure science is the importance of
goals. Pure science strives for objective knowledge gathering, and goes to great lengths
to minimize the impact of researcher’s subjective goals2. In contrast, designs solve real
problems that are implicitly motivated to solve a specific goal [125]. This goal driven
nature of design directly affects the logic used in theory, requiring a less strict approach
than the deductions found in pure science. In pure science, we say ‘when a bulb is lit, the
room gets brighter’ and in design, we say ‘when we want to brighten a room, we can light
a bulb’ [125, p. 41].
Because design science has a goal, it produces prescriptive rather than descriptive theory,
methods or prescriptions that answer ‘how can we reach the goal’ [125, p. 36]. While
theories of description tell us about the states of a system, theories of prescription tell us
how to transition from one system state to another. Prescriptions have a goal state, and
constraints for when they are applicable. Creating prescriptive theories is a formalization
of general problem solving.
Consider the problem of opening a hard-shelled nut. Descriptive theory tells us the weak-
est points on a nut’s shell; however, it offers no practical advice for breaking the shell.
In contrast, the prescriptive theory describes methods for breaking the shell. These may
draw from existing descriptive theory, prescriptive theory, and practical experience. As
each study adds to the community’s total knowledge about breaking nuts, a set of prescrip-
tive theories is developed, ranging from abstract to specific prescriptions. For example, an
abstract prescription may tell us that ‘nuts are most easily broken by squeezing their weak
point’. Studies that are more specific may address a case where this prescription renders
the kernel inedible, along with better solutions for that special case.
This development of methods driven by goals leads to an important difference in the logic
used in design science theories. While deduction is key to theories of pure science, its
formality makes it ill suited to creating new designs, especially in novel situations. To
2Note that methods for doing pure science are designed (with the goal of objectivity)
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deal with this, design science mostly generates inductive and abductive theories [62, p.4].
While deductions are made based on assumed truths, inductions make conclusions based
on observations and abductions make conclusions based on consequences. Turning the
order around, consider troubleshooting a car that will not start in cold weather. The first
reaction is one akin to guessing, perhaps the battery or gas is depleted but most likely,
the cold weather has caused the fault. Pursuing solutions to any of these possible causes
would be abductive logic, because any one of the preconditions may prevent the car engine
from starting. If at this point a neighbor calls out, asking if the battery is flat, we may
respond ‘it’s probably just cold’. Our reasoning for this claim is that every morning of
the week, the car has been unable to start before warming the engine. We have developed
our argument into an inductive one, as we have a very good reason to believe the engine
is too cold. For the purposes of design, this is acceptable - we can solve the problem by
warming the engine and, if that fails, we can try jump-starting the car.
In this example, pure science would not be interested in getting to work on time. Instead,
it would be trying to establish that, ‘when the car engine is below a certain temperature,
it will not start’. Once it has established this, it can measure the temperature and deduce
that yes, the temperature is preventing the car engine from starting. While this may be
extremely useful to future designs, it would be useless if, in our example, the car co-
incidentally had a damaged battery that was performing more poorly than usual due to
the cold weather. The abductive and inductive theories allow a more flexible approach
to solving problems that can be followed up later by deductive theorizing. This matches
with design science, where the output is often abductive, pragmatic theories [125, p. 4].
Inductive and abductive arguments may be formalized by stating them as probabilities.
For example, the longer the car fails to start in winter, the more likely the cold is causing
the problem. If it stays cold and the car starts one day, the inductive argument becomes
less likely. Probabilities may be affected by other assumptions; for example, the chance
of the engine being twenty below when the car does not start is increased if the washer
fluid is also frozen, and decreased if it is summer. In practice, these probabilities and
interactions serve as valuable heuristics for solving a given problem.
2.1.3 Satisficing
In dealing with goals, designs have to work with the real demands of people. By nature,
these goals are highly subjective and often conflict with each other. Common examples of
this are found throughout politics, questions such as whether to dam a river, how reliant on
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fossil fuels we should be, and how high taxes should be. Depending on what individuals
consider important, different solutions will be more or less ideal, and so there is no single
perfect solution [102, p. 29].
Design science accepts that while there is no perfect solution for many problems, there are
many acceptable or satisfactory solutions. This gives rise to the term satisficing, meaning
that we define what is ‘good enough’ or satisfactory then solve that problem [102, p. 27].
For example, safe construction of buildings at a low cost has no universal optimal solution.
However, for a given environment, we may determine essential design factors, such as
resistance to cold or wind and therefore more clearly specify the ideal solution. Once the
goal is deemed a satisfactory one, we can design a solution to meet that goal, satisficing
the original problem.
This relaxation of optimization is not an excuse to avoid problem specification [102,
p. 118]. Clarification of a problem’s satisfactory solutions is as important a contribu-
tion to design science as creating the solutions. Studies can appear at different stages,
ranging from the exploratory, where a satisfactory goal may be as simple as ‘to define
clearer goals’ to more specific hypothesis testing in various contexts. Painters exemplify
this scale, starting with exploratory strokes on a blank canvas that provoke more specific
goals, such as evoking emotion or using a restricted set of colors [102, p. 163].
In a specific context, solutions may be more objectively compared. For this reason, a
design must clearly describe the intended context and goal state, along with a rationale
for which parts of the solution are important. For example, a good housing design for a
hot climate will be different to one for a cold climate. Valuable designs are more abstract
and generalizable, meaning they can be applied in a wide variety of contexts [62, p. 7].
2.1.4 Decomposing complexity
Most problems tackled by design science are complex. The complexity of a system in-
creases as the number of interactions between its components increases, and through
interaction with the environment [102, p. 52]. Complex systems are naturally hard to
understand, and may appear chaotic, random and even magical to an individual without
understanding [102, p. 206]. Complex systems range from relatively simple examples like
the three-body problem to the extreme complexity of human behavior.
Design science handles complexity by decomposing systems into highly cohesive, loosely
coupled components. The decomposition of some problems requires special techniques,
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such as nonlinear equations, before we can comprehend them [102, p. 174]. While both
artificial and natural systems can be decomposed, natural systems may be ‘nearly decom-
posable’ [102, p. 186]. This means that while subsystems cannot be completely decou-
pled, attempts to do so are still beneficial, especially in practical situations [102, p. 197].
The Internet Protocol suite is a widely used set of designs that has been hierarchically
decomposed. Each level of the hierarchy solves specific problems, leaving smaller and
bigger problems to lower and higher levels respectively. This artificial design reduces
complexity, so an application designer need only consider HTTP, ignorant of how their
data is transmitted through lower layers and a hardware designer needs only consider
low-level issues such as error checking [114, p. 26].
A set of loosely connected components are the result of decomposition. Each of these
components is governed by a smaller, more manageable set of theories, allowing the
designer to ignore, for the moment, the theories that govern other components. These
governing theories are referred to as kernel theories [62, p. 5]. As an example, consider
the design of a portable CD player with built in speakers. The system decomposed into
several parts, including the power supply, the case construction, the speaker design, a CD
reader, and the circuitry to tie the components together, each with its own kernel theories,
such as theories of amplification, resonance and power usage. Decomposition means the
impact of these theories between components is minimized, and the CD reader does not
need extensive knowledge of amplification theories.
2.1.5 History and development
Restricting examination and evaluation to only a completed design artifact can, and of-
ten does, give an incomplete conception of the process. As a simple example, a beaker
filled to 50% with water may have been created by filling it from a tap, or by emptying
a full beaker. Examples that are more complex surround us, for example, a bridge across
a river is obviously a means of crossing the river. However, the same bridge may have
been designed as a publicity symbol, to open and allow boats underneath or as a tourist
venue. Even less obviously, the design may deal with specific problems such as weak
riverbanks, skyline limits, or sudden temperature changes. Without considering an arti-
fact or method’s developmental history, it can only be evaluated by its current state or
phenotypical appearance.
While developmental history is an important concept in design science [102, p. 112], the
clearest formulation of the concept arises in the work of two contributors to our kernel
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Figure 2.1: Phenotypical observations of the third column would report happiness twice,
while genotypical observations would observe joy in row one, and relief in row two.
theories, Piaget [86, p. 27] and Vygotsky [123, p. 63], who focus on the importance of
history and development in the study of intellectual processes. Consider the rightmost
columns of the two stories shown in figure 2.1 without looking at the preceding columns.
It appears that both of the figures are ‘happy’, a phenotypical description. However, if we
consider how their history developed to that point, a genotypic explanation, we can see
that the first figure is experiencing happiness from good exam results, but that the second
figure is experiencing relief that they did not seriously hurt the pedestrian.
Every theory and design has a place in the total, ongoing history of knowledge. Design
science builds on prior developments and contributes to future ones; each study is like
a step onward from previous studies and a platform from which future studies can step
[102, p. 162]. ‘Starting’ a design science study may be better expressed as continuing prior
work; similarly, ‘completing’ a design science study may be viewed as any contribution
from which future work can continue. It is vital that design science studies contribute to
public knowledge; otherwise, they remain in the domain of applied science [104]. This
process of ongoing dissemination implies that design theories are in a state of constant
change.
What this means for design science in practice is that reports must describe the context
upon which its findings stand, the combined collective experiences of contributing de-
signers. If the designers of a solution have no awareness of some theory, then they cannot
consider it, and their solution may reflect this. Naturally, a group of designers cannot
know everything, so a lack of awareness of theories is not a solvable problem. However,
it is vital that the designers’ context, including a summary of prior knowledge, assump-
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Figure 2.2: Design theorizing framework proposed by Lee et al. [62]
tions, beliefs and intentions be conveyed in the dissemination of their work.
This view that history and development are vital to describing a design ties in with the
idea of prescriptions and satisficing, both of which need to address the precondition or
expected state from which the design can be applied. Throughout this report, we will
attempt to clarify links between our theoretical background, existing artifacts, and the
prescriptions we make, so that they can be applied most effectively.
2.2 Design theorizing framework
Design theorizing is the process of developing theoretical of design methods and princi-
ples. Good theorizing frameworks draw useful theories from design projects, meaning
theories that map complex real world problems to clear general cases of problems, seek
solutions which solve a this case of problem, and provide evidence of this through nu-
merous specific example solutions. This study followed the framework outlined by Lee,
Pries-Heje and Baskerville [62], with several slight alterations to reflect our experience.
In their design theorizing framework, there are four distinct entities, abstract problems, ab-
stract solutions, instance problems and instance solutions (figure 2.2). These four entities
fall into two categorical domains, the abstract and the instance, which are connected to-
gether by four activities, solution search, de-abstraction, registration and abstraction [62].
Returning to the example of bridges, an instance problem 3 may be to build a bridge across
the river Thames between Gravesend and Tilsbury. This problem can be abstracted to a
3that is, a real world problem
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Figure 2.3: Design theorizing framework, adapted from Lee et al.[62]
problem of building a bridge across a 700m gap. Solution search will result in the identi-
fication and selection of an abstract solution, such as a suspension bridge. De-abstraction
takes this general solution and adapts it to a specific context that, depending on how gener-
alizable the abstract solution is, may require more or less adaptation. Finally, the instance
solution is registered against the original problem, evaluating whether it has solved the
problem satisfactorily, and whether it can be generalized to other, related problems.
While we adopt most of this framework unmodified, we made several alterations to better
fit the nature of our theorizing process, some of which may be applicable more widely
to design science theorizing. Our revised model of the design theorizing framework is
shown in figure 2.3. Firstly, while we agree that problems and solutions are distinct, we
discard the idea of categorically ‘abstract’ or ‘instance’ behaviors. Instead, we argue that
both problems and solutions may be judged as abstract or specialized only in relation to
other problems and solutions. If you consider the theory of problem solving covered in
section 3.3, it is more abstract than a chess-playing algorithm, yet also less abstract than
constructivism. Our second revision is based the recognition by Lee et al. that the ar-
rows in their diagram are likely out of order, and not serial [62, p. 7]. We increase the
connectedness to reflect abstraction and de-abstraction in both the problem and solution
domain. We also recognize that the search for solutions to abstract problems may be
within the instance solution space, and that registration of instance solutions may be to
abstract problems. These are both common actions, for example when no abstract solu-
tions are known. In section 2.2.1, we will review each of the theorizing activities in detail.
The aim of these modifications is to emphasize the flexibility of theorizing activities, and
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the importance of a holistic approach to design science.
Both the original diagram and our revised diagram only poorly convey the importance
of iterative improvement in design theorizing [62, p. 8]. As the theorizing activities are
conducted, there is an increase in clarity, accuracy, the number of instances, the strength
of connections between problem and solution, and the fitting of the design into context.
While a solution itself may be weakened by design theorizing, for example, by become
less generalizable, the results of the study will strengthen for the understanding of this
weakness.
2.2.1 Theorizing activities
There are four theorizing activities in our chosen design framework. The first two, so-
lution search and registration, act horizontally across figure 2.2, establishing connections
between problems and solutions, and vice versa. The second two act vertically, working
to increase the generalizability and groundedness of both problems and solutions. These
four activities combine to improve the quality of design theories.
In design, problem and solution development are inseparably connected. While problems
obviously drive solution development, solutions also drive problem specification. Often,
a solution will clarify the problem, or share elements with a solution for an apparently
different problem. A design study seeks to clarify a problem and its solution, as well as
their place with respect to other problems and solutions. By cycling between solution
search and registration, design theories are strengthened.
Solution search is the design theorizing activity that identifies solutions to a given prob-
lem. Solutions are in the form of prescriptions, things we can do that affect the desired
change expressed by the problem. Solutions may be imaginary ideas, unimplemented de-
signs, or material constructs; and they are built from a combination of searching existing
solutions, prior experience, and creativity. Solutions may try to solve either abstract or
specific problems [62, p. 8].
Registration checks whether a solution works, both for the original problem case and
similar problem cases. In the case of finding similar problems, registration includes what
might be called ‘problem search’. As with solution search, registration may be done in
thought experiments or through material constructs. A solution may be registered to a very
similar problem to the one it solved originally, or it may be registered to broader or more
abstract classes of problems. Whether it fails or succeeds in registering, the theoretical
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body of knowledge is improved by attempts to register solutions [62, p. 8-9].
Abstract problems and their accompanying solutions can be applied to a wide range of
specific problem cases. However, abstractions are difficult to develop and may not apply
well to highly specific cases. In contrast, instance solutions handle their instance problem
well, being driven by that very requirement. However, they may be so bound to their
context that they cannot be applied, even to very similar problems. A valuable design
theory is abstract enough to solve many similar problems and exemplified by many real
instances. This can be ensured through the design theorizing activities of abstraction and
de-abstraction.
Abstraction attempts to make a theory more generalizable by taking a prescription and
discarding detailed information, leaving only universal elements behind. Abstraction of
design problems is a subjective process, in which the theorist uses their expertise to judge
which of the elements are generalizable or essential elements of the problem and which
are particulars of the instance problem [62, p. 7]. Abstraction of problems generally leads
to kernel theories, those that govern a component of the design process at a high level.
While not necessarily of practical use, these kernel theories provide the base for less
abstract theories and methods.
De-abstraction maps abstractions to specific cases to ensure that they are valid in practice.
This grounding may be done through creation, thought experiments, or comparison with
other designs [62, p. 8]. De-abstraction is most beneficial when it is numerous, as a strong
design theory is widely applicable. Each application in a different context demonstrates a
method’s effectiveness and supports the theory’s generalizability.
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Chapter 3
Kernel theories
As discussed in the design methodology, kernel theories are highly abstract theories that
drive more specific theories behind a component in a design. This section outlines what
we have identified as the kernel theories most relevant to creating methods for increasing
education and enjoyment in complex interactive simulation games. While kernel theories
have little practical benefit to the minutiae of design, they guide the choice of less abstract
pragmatic theories, and influence the high level design approaches. Examples of kernel
theories in everyday objects include the theories of electromagnetism behind speakers
and headphones and the theories of torque and pivots behind hinged doors. During the
design of these artifacts, these theories are the most abstract relevant theories that drive the
selection of more practical design theories. A speaker designed without an understanding
of electromagnetism would either fail or sound bad, and a hinged door with a handle on the
hinge side would be difficult to open and close. For the design of educational simulation
games, we have identified several kernel theories.
Our first kernel theory is that of constructivism, which describes one way in which hu-
mans learn. Constructivism posits that we learn through interaction, gradually building
up knowledge of the world as we experience it, rejecting the idea of transferring knowl-
edge from person to person. It does not, however, reject the idea of teaching or education.
Instead, it views teachers as guides, roles for imitation, motivators and facilitators who
are responsible for building an environment that fosters learning. At the core of these
environments are phenomenaria, small representative versions of reality, of which simu-
lations are the focus of this study. Simulations allow learners to explore a concept safely,
at a low cost, and with reduced distraction from irrelevant real-world phenomena, how-
ever, only advanced learners benefit from standalone simulations. Most learners require a
framework of instructional supports to get the best learning experience from a simulation,
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with instructional activities and tools supporting their skills in exploring, articulating and
reflecting.
We then draw from several theories emerging from cognitive psychology relating to atten-
tion, memory and human problem solving. Attention is the ability to focus on a task, and
is a limited resource that is easiest to maintain when attention and intention are aligned.
Memory is a multi-store model that handles both the chunks of data required for a task
and recently experienced stimuli, and long term memories of experiences. The depth of
learning and memorization correlates with the actions performed on the data, with deeper
learning being preferable to shallow learning. Finally, problem solving is a human behav-
ior which searches for solutions to problems both with existing problem-solving behaviors
and the creation of new solutions. This background provides useful guidelines for the ca-
pacity of learners, the upper limits for learning speed, and some suggestion as to the better
ways of encouraging deep learning.
Our third kernel theory is that of enjoyment, the rewarding sensation of repeatedly solv-
ing challenging problems. It is a beneficial coincidence that both constructivist learning
and enjoyment are optimal when the individual experiencing them is challenged in their
actions, but not frustrated. We draw heavily from the theory of flow as a description of
enjoyment, during which an individual’s attention is undivided and focused on the task
at hand, causing the perception of time, self, and worries to fade out of attention. We
focus on the prerequisites of flow; control, clear and rapid feedback, low frustration, low
boredom and social involvement.
Finally, we examine ludology, the theory of design behind games and gamefulness. Games
provide enjoyable, intensive learning experiences, the design of which has a long history
as both entertainment and education. Digital games have revolutionized the field of game
design, allowing for immersive experiences in fantastic environments. We examine ex-
actly what a game is, and the important of an individual in a game experience. We define
the concept of games as a boundary, and successful game design as the support of behav-
iors that an audience has not yet internalized. We also briefly examine some of the wide
range of design fields drawn on by game design.
3.1 Constructivism
Constructivism is a theory of knowledge, describing the way humans learn and acquire
knowledge. It argues that knowledge is constructed through interaction with the environ-
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ment, and pure constructivism argues that knowledge can only be constructed. It some-
what opposes behaviorism, arguing that the human is usually more far complex than a
stimulus-response model can explain. It is also somewhat opposed to the idea of knowl-
edge transfer from an expert to a novice, though it complements many other forms of
instruction and tuition.
Taking a constructivist viewpoint aligns well with most modern education methods, where
it is widely understood that simple inactive and rote learning are insufficient on their
own. Deeper methods are generally interactive, and through interactions we gradually
construct an understanding of underlying models, a process called accommodation. This
understanding is transferable to other scenarios with similar underlying models through
a process called assimilation. Assuming a simulation is accurate, models constructed
through interaction by an individual are transferable to the equivalent real world systems.
As with design science, a tenet of constructivism is that every individual has a unique, on-
going developmental history. In practice this means that an artifact will demand different
levels of accommodation and assimilation from each individual, and indeed will demand
different levels from a single individual as they interact with it. This idea is the driving
force behind the importance of dynamic games, which we will examine in section 4.2.2.
Constructivist education has three main faces that are received to differing effect by dif-
ferent learners [83]. All three are complementary, and may be applied at the same time.
Addressing the simplest form first, active constructivism replaces passive consumption
with activities to construction knowledge, for example, through discussion or investiga-
tion. Building on this, creative constructivism believes that understanding a concept is
best done through creating or recreating it. For example, a science project may have
students establish Ohm’s law from real measurements, much as Ohm once did. Finally,
social constructivism considers the importance of others in learning. While an individual
can actively come to understand a system, it is through co-construction and dialog that
most meaning is created, and through language that external actions are promoted to log-
ical actions. Examples of social constructivism include group work, demonstrations and
discussions.
3.1.1 Principles of constructivism
Constructivism is a theory of knowledge that argues knowledge and meaning are gradu-
ally internalized in the human mind through interactions with the world. This internaliza-
tion reinforces or constructs knowledge in the mind. Constructivism contrasts with other
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epistemological views such as idealism’s argument that knowledge is innate, or empiri-
cism’s argument that all knowledge comes from experience [86]. Here we will review the
principles of constructivism relevant to this study.
The primary construct in Piagetian constructivism is the schema. A schema is a group
of perceptions and symbols that represent a concept or category which may be ‘named’.
While the exact nature of schemata is unclear, the abstraction is a powerful one to work
with. Schemata are used to recognize and act upon things in the world, and are generally
resistant to change. However, schemata are flexible, and can be altered. These alterations
are what cognitive psychology considers ‘learning’. Schemata are used and updated by a
mixture of accommodation and assimilation.
Assimilation is the function for ‘incorporating objects into behavior’ [86, p. 8]. This
process matches the perceived state of the outside world with existing schemata, and is the
way people deal with recognized phenomena. For example, a child may pet a cat because
cats give a warm fuzzy feeling when petted. Assimilation can match new phenomena to
the closest internal schema, for example, a child may go to cuddle a skunk because it
‘close enough’ matches their existing cat schema.
Accommodation occurs when perceived phenomena are incompatible with existing schemata.
The individual must ‘simply modify the assimilatory cycle by accommodating him to
themselves’ [86, p. 9]. For example, upon mistakenly thinking a skunk is a cat the child
may be warned by an adult ‘that is a stinky skunk!’. Given this conflict, schemata must be
updated to accommodate this new knowledge to include both a skunk and cat, along with
features to differentiate them.
Development occurs whenever the mind is in the unpleasant state of disequilibrium (cog-
nitive dissonance), at which point assimilation and accommodation act to restore equilib-
rium [86, p. 9]. Restoration of equilibrium tends to require more accommodation than as-
similation, and is reached when schemata no longer conflict with the outside world. Intel-
ligence is powerful because it allows intermediary steps in the adaptive process, meaning
that developed humans are capable of planning actions beyond simple stimulus-response
behavior.
Piaget broke cognitive development into four levels from birth up to adolescence. This
study focuses on individuals who have the capacity for ‘formal operation’, the final and
most powerful stage of cognitive development, which normally becomes possible around
age 12. At this final level of cognitive development, subjects are able to manipulate sym-
bols and abstract concepts in arbitrarily complex chains of hypothesis and thought [86,
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p. 135-165]. When formal operations become possible, many behaviors will remain in the
concrete-operational phase [85]. For example, an individual may be capable of hypothet-
ical deduction about gravity, but resort to simpler rote memorization of quantum physics.
Advancement to the formal operational level requires interactive experiences that allow
for assimilation and accommodation. Advancement to, and improvement within, the for-
mal operational stage is the concern of this study.
3.1.2 Social constructivism
Constructivism explains the individual method by which schemata develop. In the early
1900s, Lev Vygotsky observed that this development is a principally social activity and
cannot be analyzed without that perspective [123, p. 30]. In the social constructivist
model, knowledge is co-constructed, between the learner and their peers, teachers, ex-
perts or artifacts. Because of this essentially social nature, the culture, history and social
context cannot be ignored when studying learning.
The most important mechanism in social constructionist is that of internalization. Knowl-
edge exists, at first, in the world as external symbols, for example a child’s counting blocks
or spoken language. The behavior then develops to be social and interpersonal, for exam-
ple co-operatively remembering where a toy is through interaction [117, p. 14]. Finally,
the behavior becomes intrapersonal, it is internalized and occurs inside the individual’s
mind [123, p. 56.].
Learners do not internalize every behavior. Like Piaget’s levels, where individuals do not
develop formal operations for every behavior, a persisting reliance on external symbology
in some functions is normal [123, p. 56]. Once internalized, a behavior can be used in
formal operations (hypothetical and deductive) to increase the adaptability and therefore
the intelligence of an individual [86, p. 7].
Key to learning in social constructivism is that a behavior beyond an individual’s capabil-
ity can be imitated from an ‘expert’. Development ‘lags behind the learning process’, and
‘good learning is that which is in advance of development’ [123, p. 89-90]. This knowl-
edge must be tempered with the fact that behaviors beyond an individuals development
level cannot be mimicked [123, p. 88].
Between the level of ‘already internalized’ and ‘nearly impossible’ lies the zone of prox-
imal development. Practice of already internalized behaviors (‘below’ the zone) limits
achievement of higher levels of development and attempted practice of unattainable be-
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havior (‘above’ the zone) leads to frustration. However, when behavior is practiced within
the ever changing zone of proximal development, the learning experience is maximized
without frustration.
3.2 Constructivist education
While constructivism explains how humans learn, the learning it describes is continu-
ous and undirected. An individual may learn equally fast whether they are chatting with
friends, or rearranging algebra. In contrast, education has pedagogic goals, and learning
that doesn’t move towards these goals detracts from educational efficiency. Construc-
tivist education brings learners together with phenomenaria and then, using artifacts and
behaviors, supports and directs learners to increase the educational efficiency.
Constructivist education uses constructivist learning environments (CLEs) that are de-
signed to support the construction or internalization of theories individually or co-operatively.
Each CLE is designed around a problem or series of problems that contribute to a learn-
ing objective. CLEs are problem-driven, meaning that learners are introduced to a domain
with the problem, rather than the theories or solutions. An individual learner’s search for
solutions to a problem within the CLE results in meaning-making, knowledge construc-
tion, or learning [55, p. 218-219].
Problems addressed by CLEs need to be authentic, engaging, difficult or impossible to
solve perfectly1 and have multiple pathways to satisfactory solutions. Once the problem
or problems are defined, they are authentically conveyed to learners, ideally as they would
be to professionals in that field [55, p. 218-226].
The centerpiece of a CLE is a ‘phenomenarium’, a simplified version of the real-world
task environment [55, p. 220-223]. Phenomenaria are interactive, so learners can arrive
at an understanding of how actions affect outcomes. Phenomenaria include real world
phenomena, such as fish tanks; as well as simplified versions of reality or simulations
[84, p. 47]. It is with simulations that this study is primarily interested. Around this
centerpiece, three core instructional activities support the learning activities performed in
CLEs [84, p. 46-48].
Jonassen identifies exploration, articulation and reflection as the three activities performed
by learners in a CLE, each of which is complemented by an instructional activity; mod-
1i.e. they are what Simon calls ‘satisficing’ rather than optimizing problems[102]
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eling, coaching and scaffolding respectively [55, p.230-236]. Modeling demonstrates ac-
tivities, solutions or the reasoning behind them. Coaching motivates, analyzes and guides
the learner to perform better, from resource use to collaboration and reflection. Finally,
scaffolding supports the learner by partially or completely solving some part of the task
on behalf of the learner [55, p. 231-236].
In addition to these central phenomenaria, surrounded by learning activities and their
supportive instructional activities, there are several common components that improve the
constructivist learning environment. These tools provide extensive information, spaces to
manipulate symbols in, specific tools such as spreadsheets and calculators, and a mesh of
artifacts designed to improve collaboration between CLE participants.
3.2.1 Simulations as phenomenaria
Phenomenaria are simplified versions of real-world task environments [55, p. 220-223].
Simulations are interactive artificial models that are intended to imitate some other pro-
cess and are a simplification of that process [6, p. 213]. Therefore, simulations can be
used as the phenomenaria in constructivist learning environments. Simulations may be
computer programs, mechanical models or thought experiments. They may be developed
to save costs [134], explore phenomena that would otherwise be impractical or impossible
[102, p. 14], or to help understand phenomena [102, p. 15]. Simulations provide learning
through interaction [6, p. 213]. They are usually safer and more efficient than reality, yet
they can still provide authentic environments [6, p. 226-227]. We are specifically inter-
ested in complex simulations, a property that is important both for learning [88], and as
a prerequisite for depth in games [116]. Rieber suggests that complexity comes from the
mathematical techniques required, identifying dynamic systems and decentralized sys-
tems as example indicators of high complexity, while Prensky defines complex domains
as those which require many hours of effort learning a wide variety of skills to master [92,
p. 584][88, p. 7].
Simulations can be useful instructional tools because learning is transferable. This means
that accommodated knowledge in one environment allows new environments to be as-
similated with little further accommodation. When simulations accurately imitate real-
ity, knowledge gained in them can be transferred to real-world equivalents [6, p. 229].
Learning from simulations is an iterative, exploratory process. While interacting with a
simulation, a learner performs actions, and perceives their effect or lack of effect, and
the action-effect pairings are internalized. Understanding is reinforced through assimila-
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tion when an action’s effect goes as planned and unexpected effects are resolved through
accommodation. Educational simulations exploit intuitive interaction to provide deep
learning [21, p. 36].
Educational simulations are designed for a specific context, to allow some audience to
learn a subject more efficiently than a real-world counterpart would allow. This context
is normally defined in terms of the learner age, the subject level, and the desired depth
of understanding. The models used in educational simulations are simpler than their real-
world counterparts [6, p. 214]. This simplification means that real-world ‘distractions’
can be minimized, allowing instruction to focus learners on solving relevant problems
[6, p. 226-227]. The simplification may range from removing extraordinary distractions,
such as engine failures to activities that would be essential in the real-world counterpart,
such as landing a single-seat airplane.
The fidelity of each behavior in a simulation is a measure of how accurately the behav-
ior models its real-world counterpart [6, p. 233]. At the highest fidelity, a simulation
models a behavior perfectly, at the lowest level the behavior is not modeled. In between
these two extremes, behaviors can vary in abstraction, for example, by using the plum
pudding model of atoms, or by using facades, such as the background scenery in many
entertainment games. The ideal fidelity for a simulation depends on the context of educa-
tional goals, it must be high enough, with excess fidelity potentially wasting development
time, as well being harder to learn [6, p. 234]. At elementary school level, a gravitational
simulation that models Newtonian behavior is likely to be ideal, while a relativistic sim-
ulation would be required for a university level astrophysics course. The fidelity of each
behavior in a simulation can be controlled, usually independently of other behaviors. For
example, the Apollo program needed to accurately simulate the exact feel of flight control
instruments, but used lower-cost alternatives for simulating stowage [134]. With digital
simulations, the fidelity can also be dynamic, allowing the simulation to progress to higher
or lower fidelity versions of behaviors accordingly [21, p. 25].
Pure simulations are most beneficial to already successful learners. Schauble and Glaser
identify direction, planning, acquisition and analysis of evidence and ability to manage
data as processes lacking in less successful learners [95]. De Jong and Van Jooligen
summarize the lacking behaviors as hypothesis generation, experiment design, data in-
terpretation, regulation of learning, and domain knowledge acquisition [21, p. 11-22].
Finally, Alessi and Trollip identify motivation as an important factor in successful sim-
ulation learning [6, p. 245-246] Without these cognitive processes, results suggest that
learning in simulations is equally or less effective than other methods [21, p. 8]. As some
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percentage of learners will always be lacking some of these skills, it is safe to conclude
that for simulations to be widely effective in education, we need to support and provide
these behaviors through instruction.
3.2.2 Constructivist instruction
Instruction in constructivist learning environments consists of authentically supporting
and directing the learning of individuals to align with educational goals. The three main
instructional activities; modeling, scaffolding and coaching, support the three main learn-
ing activities, exploration, articulation and reflection [55, p.230-236]. When provided
by a teacher, these activities are naturally real-time, however, when using these activi-
ties in games it is worth emphasizing again the importance of timely instruction to the
constantly developing learner. In addition to these supporting behaviors, several compo-
nents are frequently included in constructivist learning environments to support learning
and instructional activities; information banks, external symbol spaces, external tools and
collaboration support.
Modeling exploits the social nature of constructivism by demonstrating2 to learners the
actions and thought processes behind those actions, in relation to the solution [55, p. 231-
232]. Without modeling, learners are not taught solutions, nor are they taught how to
evaluate the contextual value of a solution [91, p. 14]. Modeling suggests the need for
some unrealistic simulation features to encourage correct well formalized internalizations
of the system’s behavior, such as visualizing hidden variables.
Scaffolding activities modify components of the learning environment to accelerate learn-
ing, these dynamic components are called scaffolds. Educational scaffolds allow learners
to perform actions that would otherwise be out of reach or frustrating and, in contrast
with the analogy, can also make experiences more difficult. Scaffolds may act by solving
part of the problem for the learner, altering the problem, or by forcing the learner to solve
the problem in a certain way. Scaffolding aims to modify the difficulty of a situation so
that its solution lies as close as possible to the individual’s zone of proximal development
(ZPD) [55, p. 234-235]. As the individual develops, their ZPD moves, and to maximize
learning scaffolds must be changed accordingly. A scaffold that eases a problem may later
be removed or adjusted to make the experience more difficult. How and when scaffolds
are adjusted is the concern of coaching.
2Modeling as an instructional activity is closer to demonstrating, not to be confused with modeling as a
simulation design activity, which refers to creating a model of the real world. Furthermore, symbol spaces
modeling (see below) are modeling tools that allow learners to construct models of phenomena.
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Coaching is the dynamic, ongoing process of assessment of an individual and adjustment
of scaffolds to maximize their learning efficiency [55, p. 232-234]. Assessments should
determine, in a timely manner, the best opportunities for improving learner efficiency and
it uses a wide range of techniques to identify learner needs, such as observation and ques-
tioning. When assessment has identified lost efficiency, adjustments are made that aim
to bring the individual back into their ZPD. Because an individual is constantly devel-
oping, assessment methods ideally provide immediate results, so that adjustments can be
applied when they are the most beneficial [55, p. 233]. Good adjustments minimize ex-
pense and maximize the biggest opportunities to improve learner efficiency, as identified
by assessment.
In addition to supporting instructional activities, a CLE can improve the efficiency of
delivery with supporting components. These components are deployed in close proximity
to the phenomenarium, and support learning and instructional activities. We identify four
components commonly applied in CLEs to enhance the depth and speed of instruction;
information banks, external symbol spaces, external tools and collaboration support.
Information banks [84, p. 46], which Jonassen identifies as ‘similar cases’ and ‘infor-
mation resources’[55, p. 223-225] refer to the wide range of knowledge available to an
individual from the surrounding environment. This information may be free to access, or
limited either naturally or artificially. This information is usually directly relevant to the
problem, but may be totally irrelevant. For example, a student may be provided with a
textbook, may query their teacher when they are available, or may use Internet resources
for further information.
External symbol spaces and external symbols include elements of the CLE such as pencil
and blank paper, mind-mapping software and virtual electronic circuits. Perkins divides
these into two categories, each emphasizing the degree of freedom the learner has to define
their own symbol systems [84, p. 46], while Jonassen divides them between knowledge
construction and knowledge modeling tools [55, p. 225-228]. CLEs may provide external
symbols and spaces that are specific to the problem, or they may provide more general
tools, such as pen and paper.
External tools can reduce frustration and boredom by performing some action on behalf
of the learner. The assistance may be domain specific, such as equation solvers or visu-
alizers, or more general, such as tools for making presentations. Tools often assist with
otherwise impossible tasks, such as keyword search of information. External tools may
be seamlessly integrated with external symbol systems to make them dynamic, such as
virtual electronic circuits or presentation software [55, p. 225-226].
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Collaboration support promotes the social construction of knowledge. Communication
may be enhanced by providing common interest forums, supervising debates, or en-
abling access to a wider community. Setting teams problem solving tasks encourages
co-operative behaviors that lead to social knowledge construction. Allowing groups or
individuals to engage in positive competition encourages search for better solutions than
the first one found. Finally, matching experts and novices of a domain allows the novice
to imitate the expert’s behavior, and supports the expert in meta-cognition of their practice
[55, p. 228-230].
3.3 Cognitive psychology
Cognitive psychology uses experimental evidence to describe cognitive features, often
with a focus on their limitations. Of particular interest to this study are the concepts of
attention, memory and problem solving. Attention is a limited resource and if it is divided
or overwhelmed, performance can drop. Holding attention against an individual’s inten-
tions takes conscious effort, but when attention and intention align, attention is effortless.
Memory is often considered to have two main forms, a rapid access, limited capacity
short-term capacity and an extremely large but considerably slower long-term capacity.
Both these forms are of interest to us, both in terms of keeping the game accessible, and
in ensuring the rate of learning is reasonable. Finally, we examine problem solving, a
mental behavior used both to solve tasks and, at a higher level, to try different solving ap-
proaches. When problem solving, an individual’s attention can be drawn to key features
of the problem space, allowing faster resolution. Problem solving is an important element
of both enjoyable experiences and constructivist learning.
Attention is an individual’s capacity for focus, and is directed by intentions [19]. Humans
may have a single- or multi-capacity attention, but it is certainly limited [57][77]. When
the elements competing for attention exceed its capacity, task performance drops. As we
will see in section 3.4, enjoyment requires that attention be filled with tasks related to the
same intention, and not over capacity. Intention drives attention, and some intentions are
more powerful than others, such as the drive to relieve hunger. Various stimuli are more
or less distracting, for example, we are highly attentive to our own name being spoken
and distinctive visuals [73][25].
For enjoyable learning learners should not forced to attend a task, instead they should be
encouraged to adopt an intention. This intention will, in turn, drive their attention. This is
done in both constructivist learning environments and games by providing authentic and
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meaningful problems that an individual is intrinsically motivated to solve. In educational
game design, distractions can be both a useful tool and a problem. In the case of friends
chatting about football or elements of the game that are unrelated to the task, distraction is
likely detrimental. In contrast, distraction can be used in the form of hints (section 4.2.3)
to guide problem solving.
The human memory is an incomplete store of all our experiences, both real and imagi-
nary. Rather than one singular unit, memory is a structured faculty made up of multiple
stores with different properties [8]. These include the short term memory, for recently
experienced stimuli and the long term memory, for less recent memories. The short term
memory is also our ‘working memory’, a space in which information can be stored and
processed, for example when solving problems. In addition to these generic memory
stores, there are likely specialized stores for things such as language, however, these are
beyond the interest of this study.
The short term memory has a capacity of about seven chunks, where a chunk is a mean-
ingful group of information [71]. By learning new chunking strategies, we expand our
cognitive capacity [19, p. 29]. It takes approximately eight seconds to fixate a random
chunk of data [102, p.65]. There are several ways to store information in the long term
memory, including repetition, elaborate rehearsal, and of most interest to us, through pro-
cessing [18][66]. The deeper the processing done on a concept, the more likely it is to
be retained for a long time. The depth of learning is affected by the type of knowledge
we acquire and the actions we perform. Deeper learning is generally better, however, less
deep learning is often a prerequisite of deeper learning [59, p. 213]. Knowledge can be
factual, conceptual, procedural or metacognitive in order of increasing depth. Actions,
from least to most deep are remembering, understanding, applying, analyzing, evaluating
and creating [59, p. 214-215].
Problem solving is the planning and acting done by an individual to achieve a goal. This
process may be very simple, relying solely on assimilation of the circumstances to known
solutions, or very complex, requiring consideration or trial of many different solutions or
the creation of new solutions. Problem solving has a lot in common with design as both
are goal oriented attempts to determine and perform actions [78]. Cognitive psychology
has shown that many problem solving methods resemble a solution search [101]. This
means that the difficulty of many problems can be evaluated by the number of actions,
the complexity of interactions with the environment, and by the position and frequency of
satisfactory solutions within the search space. Chess is difficult because the search space
is extremely big, in contrast, newspaper ‘chess puzzles’ are easier, as the solution is guar-
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anteed to be within a relatively small search space. The difficulty of problems is always
subjective, depending on what internalized heuristics an individual has for solving that
class of problem; for novices chess is very hard, while for chess masters it is subjectively
easier.
Generally the search for a path to a solution is guided by heuristics or beliefs [101, p. 151].
When these heuristics fail, as is common in problems like Maier’s ‘two strings’ problem,
the solution can seem impossible [67]. Searching for more complex solutions may be
aided by meta-problem solving strategies (e.g. lateral thinking [20]) or through incuba-
tion, spending time doing different menial work [124]. When trying to solve a problem
socially with an expert, such as a child solving a puzzle with a parent, the parent can guide
the problem solving process with attention focusing hints that lead to solutions, such as
providing correct pieces or demonstrating an action [132][133].
3.4 Enjoyment and expertise
Enjoyment is the pleasure of doing something challenging, and doing it to the best of
one’s ability [19, p. 46]. Humans require enjoyment to live a full life, in the same way
that they require food and sexual satisfaction. Enjoyable actions are not only pleasurable
in the moment, but through growth and expertise lead can create a richer life [19, p. 76].
We are motivated to make learning enjoyable because when it is, it is is more concentrated
[19, p. 57], memorable [19, p. 3], generally lacking boredom and anxiety [19, p. 62], and
results in an immersion in the subject [19, p. 53]. When we experience enjoyment we
enter a state Csikszentmihalyi refers to as flow, and which he argues provides optimal life
experience [19, p. 39].
The entertainment game industry has shown that enjoyable learning is not just theory,
indeed, most entertainment games are extremely enjoyable and highly efficient learning
experiences [41][44]. As we discussed in section 3.2, learning is only educational when
it aligns with the goals of the education. However, commercially successful games exist
that revolve around fishing, driving cargo trucks, and politics, topics that are not so distant
from educational goals (see [98], [97] and [87]). All three of these examples contain
some learning which is transferable to real world scenarios. While enjoyment implies
learning, being educated is not always enjoyable, especially when it does not align with
one’s own goals. This section focuses on the preconditions of enjoyable experience, under
the assumption that fulfilling them can allow for more enjoyable education.
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3.4.1 Supporting enjoyable experiences
There are two broad approaches to supporting enjoyment, the first of which is gameful
design and the second of which is gamification [23]. Gameful design aims to make enjoy-
able experiences, where enjoyment is a core part of the design goal. Gameful design is
used for most commercial entertainment game designs. Gamification, in contrast, aims to
make experiences enjoyable by taking otherwise mundane activities, such as household
chores or tax returns, and mixing them with ludic design. Gamification is not the goal of
a design, it is simply a tool or strategy used to fulfill some other design goal [23, p.11].
Here we examine the prerequisites of flow as key to supporting enjoyable experiences as
well as the importance of socialization.
It is essential for enjoyable activity that individuals can choose their own goals [19, p. 42,
55] so that they can have a sense of control over their actions [113]. Individuals will strive
to achieve goals they have chosen and get pleasure from achieving them. It is important
that goals be chosen without coercion, as rewards or threats will devalue the inherent
pleasure of success [63]. An intrinsically motivated runner runs for the joy of the activity,
while a paid runner will only run as long as the money keeps flowing. This applies equally
to education, so to foster ongoing interest in a subject, it is important to avoid extrinsic
coercion.
An individual must learn which feedback deserves saliency, to determine if a goal is met
or if progress is being made. For example, a hiker must be aware of which ground is stable
and a chess player must be aware of moves leading to checkmate situations. Novices are
generally unaware which feedback is important to the problem and may pay attention to
unimportant things [19, p. 108]. By drawing attention to important feedback with saliency
cues, novice attention can be trained to recognize what feedback is important in solving a
problem [58]. Feedback is immediate in most enjoyable activities; the distance between
an action and its response from the system is minimal. In long-term activities, such as
designing societal change, there are long gaps between action and clear feedback. Enjoy-
ment in these long term activities can still be experienced by becoming more sensitive to
intermediary feedback [19, p. 55].
Enjoyment requires low levels of frustration and boredom. Boredom is experienced when
the goal set offers no challenge, and frustration when the goal seems impossible. For an
activity to be enjoyable the individual must pursue goals which slightly exceed their cur-
rent abilities [19, p. 76]. For an activity to be enjoyable, performing it should exhaust the
individual’s attention capacity [19, p. 33]. In addition to filling the attention to capacity,
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the contents of attention should be focused - changing infrequently and only when desired.
Under use of attention leads to distraction and allows everyday life to break the immersive
experience, while over use leads to anxiety as the individual needs to constantly change
the contents of consciousness [113][71].
Finally, Sweester and Wyeth’s work on GameFlow, a model of flow focused on enjoyment
in games, highlight the importance of social behavior in enjoyment [113]. While not a part
of Csikszentmihalyi’s original flow model, Lazzaro observes that social interaction can
make an otherwise unappealing game enjoyable because people like doing things together
[61]. Games in this way appear to function as affinity spaces, which lends further weight
to the argument that simulation games make suitable centerpieces for education [42].
3.5 Games and game design
In addition to educational theory, successful educational game design draws heavily from
general game design. In this section, we will define what we mean by a game, as well
as what specific games are of interest to this study. From this definition, we will briefly
consider some existing methods and principles of game design, leaving specific details
for the results section. Our focus on games is not to say that games should replace any
existing element of education, rather, we choose to design games as another potential tool
for education. While the evidence for boosted motivation, engagement and learning in ed-
ucation is limited 3, non-educational games are highly motivational, engaging, and require
learning to master [44]. If a game becomes educational when the learning coincides with
educational goals, there is nothing to prevent games from being motivating, engaging and
educational. We believe that by applying all that is known of game design to games built
around common educational topics, high quality games which can also be used in serious
education will be the result.
The term game is widely used, yet its precise definition varies greatly between cultures,
groups, and individuals. We will take a two-pronged approach to defining games here,
drawing first from existing definitions and then, through numerous examples, defining
the specific subcategory of games in which we are interested. Finally, we combine these
approaches into our definition of a game as an interactive artifact designed to support a
boundary with an individual that allows for enjoyable learning experiences.
The literature contains many definitions of the term game, many of which overlap in a
3see Whitton for a review of the problems and current findings [127]
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general consensus. Lindley summarizes the high-level consensus by breaking down the
concept of a game into three core elements; the ludic element4, the narrative element and
the simulation element [65]. He proposes the definition of games as comprising of at least
one, usually many simultaneously, of these categories. Whitton summarizes the lower
level consensus as a list of common components or family resemblances found between
games; rules, constraints, models, simulations, goals, competition, difficulty, objective
states, problems, exploration, interaction, interfaces, immersion and fantasy [128, p. 28-
29][129, p. 28-30].
During this study, we focus on a subset of games. While subcategories of games are often
identified by genre [129, p. 33], we choose instead to define our subset by several orthog-
onal properties. Firstly, the games we are addressing are interactive, meaning that actions
within the game have immediate consequences (that may or may not be immediately ap-
parent). Secondly, we focus on complex games as defined by Prensky, games that require
strategizing and honed skills, feature complex models (e.g. dynamic equations, agent-
based systems), that contain none-optimizable problems, and that take at least 10 hours to
master [88]. On a related note, we are interested in games that result in learning experi-
ences, that is to say they pose increasingly complex challenges to complete. The games
we are interested in are authentic, by which we mean that they are believable and in some
way map to reality. Because we require complexity, the games we focus on must be dig-
ital, the only existing medium that supports models such as real-time dynamic equations
or agent based systems. Finally, we are interested in games that are enjoyable, both for
the implication that enjoyment leads to learning and for the motivational and rewarding
nature of enjoyable experiences [19].
Rather than rely on a list of features, we take one of Wittgenstein’s suggested methods for
defining an idea, by listing examples that embody our definition [131]. Table 3.1 presents
a collection of games that fall entirely within our subset of interactive, complex, authentic,
enjoyable digital games. Many of these properties are subjective, with complexity and
enjoyment in particular not only affected but also defined by an individual’s history. We
back up our claim that the examples are enjoyable with either their commercial success
or cult following, and that they are complex by subjective assertion triangulated with the
average main-story completion time5. Many other games are used as examples throughout
this thesis, some of which do not fall entirely within this subset, but which nonetheless
demonstrate important methods or principles.
We will now conclude our efforts at defining games with a novel approach that draws
4Goal directed, competitive activity with rules
5minimal time for completion is drawn from http://howlongtobeat.com/
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Game name Description
Euro Truck Simulator 2 A truck delivery simulation game where the player drive
trucks modeled from reality, and manages a haulage
company [97]. Has an enjoyable progressive career and
authentic driving environment. Complexity arises from
varied environments and maneuvers. 38 hours to mastery.
SimCity A city management simulation game where the player is the
mayor, controlling many high level elements of city
development [68]. Underlying city model is extremely
complex, and modeled in detail. To achieve a successful
city, the player must learn the rules of the underlying
model. 27 hours to mastery.
Anno 1404 A trade and civilization simulation game where the player
must build, trade, and fight to meet the victory conditions
[22]. While highly abstract, the trade system accurately
represents the real life need to trade for certain resources.
20 hours to mastery.
Minecraft Gives players a world to freely explore and create [1].
While apparently lacking in authenticity, Minecraft’s
crafting and building systems allow for complex emergent
systems. Minecraft also exemplifies games as part of a
wider environment with its communities of practice. 93
hours to mastery.
Divinity: Original Sin Places the player in a simulated fantasy reality filled with
progressive challenge [108]. Aside from the game
mechanics, the player must pay attention to details,
particularly written lore, to solve mysteries. 67 hours to
mastery.
F1 2014 Places the player in a Formula One career, where they must
race to victory [10]. Has a complex simulation that can be
simplified for beginner players, and a continuous enjoyable
experience keeping the car on track. 25 hours to mastery.
Garry’s mod Provides the player with an extremely flexible sandbox
environment, allowing them to create and play [107].
Simulates multiple real world systems, and allows extreme
complex assemblage of components. Creations suffer from
real world problems, driving players to recreate real world
solutions. 62 hours to mastery.
Civilization V A very complex civilization simulation, in which players
must guide their people to one of several victory conditions
[27]. Provokes intrigue in players that leads to further
self-motivated study of ancient history, politics and
religion. 31 hours to mastery.
Table 3.1: Examples of complex, authentic, enjoyable, interactive digital games that re-
quire learning to master them. Presented in random order, hours to mastery taken from
‘main story’ times on http://howlongtobeat.com/
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Figure 3.1: Game experiences exist at the boundary between an individual and their en-
vironment. They occur when game playing behaviors are sufficiently supported for the
individual by the environment. Example behaviors that contribute to a strong game expe-
rience include rule forming, goal setting and progress monitoring.
from Rieber’s definition of microworlds [92]. Without an individual, a game artifact may
appear phenotypically identical to a work artifact, and indeed some individuals can ap-
proach work and turn it into a game [19]. Games, like microworlds, exist at the boundary
between an individual and their environment. Visualized in figure 3.1, the game artifact
is a part of the environment, and the only part this study will consider designing. Three
example behaviors are shown, each of which contributes to a stronger game experience.
This definition allows for two cases of game playing which are poorly explained by other
definitions. Firstly, when an individual enjoys and has game experiences with an artifact
that others do not see as a game, the boundary is supported by the individual’s internal-
ized behaviors. Conversely, when an individual does not have game experiences with an
artifact commonly considered a game, it is because their internalized behaviors do not fit
with the supports provided by the game.
In figure 3.2 we consider the game experience boundary with the analogy of a pathway,
where a well matched pathway and player create a stronger game experience. Clash of
Clans is a strategy game whose target audience is individuals with little or no internal-
ized gaming behaviors [111]. In this game, the player must build defensive structures
and offensive forces to defeat computer and human players with the same objectives. In
response to the target audience, the game provides ongoing scaffolding in the form of ex-
tensive support for goal setting and emphasized progression, within a simple but powerful
set of rules. Analogously, it provides a clear, well-maintained pathway with little or no
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branching. Compare this with the grand strategy game Hearts of Iron 3, whose high-level
objectives are loosely the same, to balance defense and offense [105]. While it maintains
a clear set of rules, they are very complex, and it provides only very high-level goals and
no immediate, clear feedback on the player’s progression towards those goals. Analo-
gously, the pathway is very hard to follow and requires the audience have the behaviors
for finding paths6, to be able to interpret the rules, to read the feedback as progress, and
to set intermediary goals that lead towards the long-term goals.
Because Clash of Clans directly supports many of the key ludic behaviors, it is highly
accessible. In contrast, Hearts of Iron 3 requires several behaviors be internalized or pro-
vided by the environment for an individual to have a game experience and, as a result,
is not widely accessible. An individual may have a poor game experience through over-
or under-support of behaviors. Bob is likely to find the lack of support in Hearts of Iron
3 confusing, resulting in limited game experience, however, the strong support in Clash
of Clans allows him to have a strong game experience. While Alice can also have a
game experience in Clash of Clans, she may find the behavioral support excessive, leav-
ing internalized behaviors under-used, potentially resulting in boredom. She is unlikely
to experience this boredom in Hearts of Iron 3, which is much more demanding of her
internalized behaviors, and more rewarding as a result. A successful game creates a solid
boundary with a significant audience, by supporting, to a suitable degree, each component
behavior required for a game experience.
The goal of game design is to create games that, when played by their target audience in
a target environment, allow for a strong game experience. The content of the experience
varies between games; examples include enjoyment, happiness, fear, success against the
odds, sadness, control or creation. What all of these have in common is what Malone
calls fantasy, a suspension of the player’s own reality and an immersion into the game’s
reality, much as an individual experiencing flow loses their sense of self and becomes one
with the world. To create effective games, the designer must determine the audience, the
environment in which the game will be played, and the content of the experience they
want to player to have. Knowing the audience gives design direction and allows a more
objective analysis of success. Defining the audience is a fundamental and early element
of the game design process [2, p. 81-102].
Once the core targets of audience, environment and experience are roughly decided, an
6A game experience can be enhanced if the environment provides for a missing behavior. In this exam-
ple, Bob can use Internet forums to set appropriate goals, or learn which feedback is most significant [44,
p. 24]. Other examples of the environment providing behaviors include tutoring, co-operative play with
peers and streamed game recordings.
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iterative process of creation and refinement produce the game artifact. Each subfield of
game design focuses on supporting an element of the game experience boundary, for ex-
ample, sound and graphics support the player’s imagination, completion bars support the
player’s ability to monitor progress and achievements support the player’s ability to set
goals. Each of these fields of design has design principles, methods and frameworks,
many of which are covered in Schell’s Book of Lenses [96]. Refinement is done through-
out the design process, with questions such as Falstein and Barwood’s 400 Project, which
has collected 112 imperative rules7, helping to direct refinement across a wide variety of
game domains [26]. This summary is only a small fraction of the available literature, and
while highly relevant to successful educational game design, does extend far beyond the
scope of this study.
From the field of game design, this thesis focuses on the models and simulations used in
games, the setting of good goals, and the ongoing balance of difficulty, all framed by the
context of audience and environment. The presence of simulations and models in games
both imply that games can serve as part of a constructivist learning environment. The ludic
combination of goals, challenges and a rule driven framework align with the preconditions
of enjoyment [19]. As games frequently contain all the components to support enjoyable
learning experiences, it suggests that if the learning aligns with educational goals, games
can serve as effective educational tools. The results of this study will examine several
methods focused on combining these game design elements with the theories of construc-
tivist learning and enjoyment to improve the effectiveness of educational games.
7at the time of writing, May 2015
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Chapter 4
Results
The work towards this study began in September 2013 with the author’s design and im-
plementation of a prototype educational simulation game for organic chemistry called
Chemical Tycoon, in which players bought, sold, and processed chemicals to make a
profit. After completion in December 2013, the design and development process was
documented in a report that was concluded in May 2014. This study focuses on the fol-
lowing year of work design theorizing, attempting to ground in theory and in practice the
methods that were used or identified while designing Chemical Tycoon. As described in
section 2.2, design theorizing is non-linear and, as a result, the formation of these results
was far from ordered. However, as the design theorizing process progressed, a clear di-
vide emerged in the results between the problem specification, which we will discuss in
section 4.1 and the related solutions, which we will discuss in section 4.2.
Before getting into the main body of the results, we present a brief chronological overview
of this study and its precursors; the design and development of Chemical Tycoon, the his-
torical documentation of that process, and finally this study. We do this to clarify the
context, including the motivation for the original design project, and the goals of the
precursory studies. The aim of the first stage of the study was to design and develop
an enjoyable educational game about organic chemistry, and resulted in the simulation
game, Chemical Tycoon [81]. The main activities during this stage being game design
and implementation, with supporting background research into the subject area, educa-
tion methods, educational games and entertainment video games. Immediately after the
development phase a descriptive historical report was written, the focus of which was on
describing the design and development processes [11]. During these two stages, the au-
thors established several methods for educational simulation game design, the grounding
of which in theory and practical examples is the focus of this study.
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This thesis uses the design theorizing framework outlined in section 2.2 to link the meth-
ods identified in the previous stages to existing theory and similar design artifacts. It does
this with the aim of establishing the general applicability of the methods as specializa-
tions of existing theory, and emphasizing the validity through real world examples of the
methods in action. We begin by clarifying the problem, which until now has been ex-
pressed as the goal of creating complex interactive simulation games. This is discussed
in section 4.1, which clarifies how the problem decomposes into, primarily; enjoyment,
learning and education, all balanced by the context of specific design goals. This attempt
at problem clarification provides several metrics that the solution methods in the next
section measure themselves against.
Section 4.2 presents the methods identified during the precursory stages, strengthened by
the results of the design theorizing process. It does this in the format of a theoretical
discussion of each component that presents the working of the idea, alongside specific
examples in practice. These examples serve a dual function, firstly in substantiating the
worth of the methods, and secondly as an explanatory technique that eases the description
of each feature. The examples were chosen to reflect the diversity of games that these
approaches are successfully applied to and to provide a wide variety of commercially
successful or critically acclaimed games for analysis as suggested by Hopson [51].
It is important to examine the presentation order of the study at this point. In chapter 3, we
presented the kernel theories that we build upon with the results. Despite this ordering,
the non-linear nature of design theorizing meant that the kernel theories were subjectively
determined by the authors, and were driven by and alongside the design theorizing pro-
cess. This means that while the kernel theories are presented as objectively as possible,
the choice of those theories was a subjective decision, driven by the authors’ exploration
of the design domain. As an example, constructivism was chosen as the primary ker-
nel learning theory because it is one of the most popular kernel theories for education,
alternative theories such as behaviorism would likely have yielded different results.
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4.1 Problem specification
The first stage of the study, the original design project that resulted in the prototype game
Chemical Tycoon, had a very vague goal, to design and implement an enjoyable educa-
tional game about chemistry. This thesis, with its focus on design theorizing, began with
the same goal, but through abstraction, de-abstraction and registration, the problem de-
composed into several components, each more specifically expressing the desirable prop-
erties of each component. We begin this section with a brief examination of the vague
goals because they are both concise and clear. We then go on to decompose the single
problem into three main components; enjoyment, learning and education, along with met-
rics for each. Both the vague goal and the precise specification focus on expert-designed
educational simulation games for individual learners or players.
The explicit goal at the start of the first stage of the study was to design and implement an
enjoyable educational game about chemistry. This was arbitrarily decided to be a single
player game, to appeal particularly to fans of simulation, strategy and puzzle games. In ad-
dition to this, there were several implicit goals that affected the design decisions. Firstly,
enjoyment was to be natural and unforced, so learners would play the game with free
will and no promise of external reward. Secondly, after completing the game’s goals, the
player should understand the basics of organic chemistry, with further playtime increasing
the player’s skill in the subject area. Finally, the experience was to be enjoyable, through-
out the delivery of the core education material. The design priorities were weighted by
the target audience, Finnish students in grade 9, ages 15 to 16 [75].
In addition to these immediate design output goals, the study aimed to contribute to the
theory of educational game design. This resulted in the second stage of the study, a critical
report on the design and development, and this final stage, which is the major theoretical
contribution. The remainder of this chapter will examine the abstract goals of enjoyment,
learning and education in complex interactive simulation games and methods to reach
these goals, grounded as deeply as possible in theory and instance solutions.
4.1.1 Problem components
As discussed in section 2.1, design problems can often benefit from decomposing the
problem space into more manageable parts. We have decomposed the problem into three
component parts that we believe can be considered almost, but not completely, indepen-
dently of each other. For each of these components, we define metrics, ways to more
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objectively determine how a solution performs in that component of the problem space.
As we saw in section 2.1, design problems rarely have an optimal solution, and the rela-
tive optimality of a solution depends on the context in which it is considered. Therefore,
rather than stating an optimal value, we indicate pragmatic heuristics, such as the general
direction of improvement, the points at which there is a limited return on investment, and
context specific considerations. We hope that these will allow designers to take these re-
sults as a template, which they can adopt to their specific context, their qualitative opinions
and their beliefs.
The first component metric we define is how well the game supports intrinsic enjoyment,
avoiding both boredom and frustration with only the intrinsic rewards of challenge, cu-
riosity and control. This is followed by the metric of learning efficiency, a measure of how
fast the player is learning, both in terms of breadth and depth, and some upper limits to
the rate of learning. Because learning efficiency is boosted by any form of learning, such
as learning how to chat with friends, we introduce our third and final component metric,
educational efficiency. Educational efficiency determines how well the game aligns with
educational goals. Finally, we consider some elements of context, which affect how each
of the three components contributes to the overall efficiency of the design artifact.
Intrinsically enjoyable
The first component we wish to measure is the support of intrinsically enjoyable experi-
ences that last for the duration of the game. As covered in section 3.4, enjoyable exercises
have two very clear benefits. Firstly, enjoyment is pleasant, often during the act, and al-
ways afterwards as a memorable experience. Secondly, enjoyment implies growth and
learning, with individuals gaining expertise to deal with each new challenge. Despite
this apparent overlap with learning, we decompose it as a separate component because
experiences can have a high learning efficiency without being enjoyable, and the learn-
ing that happens during enjoyment may be very much assimilation with relatively little
accommodation.
Enjoyment is the product of repeatedly completing goals that are challenging, with each
challenging problem solved indicating an increase in expertise and a corresponding need
for an increase in challenge. When a challenge is too much, the experience is frustrating,
and when it is too easy, it is boring; experiences of boredom or frustration imply a lack of
enjoyment. In educational games, we suggest low frequency of problems being solved as
an indication of frustration and, similarly, a continuous high frequency of problems being
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solved as an indication of boredom. To summarize, we suggest the rate of goal completion
as a strong indicator of enjoyment. Related to this is a practical issue with assessment.
Because the player’s capability or skill is often unknown, it is hard to create a matching
level of difficulty. While players may ‘get stuck’ trying to solve a frustrating problem,
they will be able to pass boring exercises quite rapidly. This leads us to prefer boredom
over frustration, especially with new players, or the provision of multiple optional goals
of varying difficulty.
In the measure of enjoyment, we emphasize the importance of intrinsic motivation and
the damaging effect of extrinsic motivation [64, p. 26-27]. Intrinsic motivation arises
from challenge, curiosity and control, so a game should provide intrigue, problems, and
a sense of control. There is some evidence extrinsic motivators may be useful to initiate
engagement, but also that their withdrawal may not result in disengagement. We consider
enjoyment which is the product of intrinsic motivation a positive metric, while extrinsic
enjoyment is a ‘cheap trick’ that is potentially damaging to genuine long term interest in
a domain.
Finally, as we have a specific educational goal in mind, it is worth considering how long
an educational game should be enjoyable. While enjoyment can easily go on for very
long durations, an artifact’s learning potential drops as an individual masters its activities.
Therefore, we suggest that an educational game should be enjoyable until all or most
of the material has been completed, then it should become less enjoyable, allowing the
individual to take up another artifact with greater learning potential.
Efficient learning
The second component we have identified to measure is the efficiency of learning. Learn-
ing is any increase in an individual’s ability to solve problems. Learning includes all
forms of knowledge, equally the ability to solve an equation as the ability to teach oth-
ers how to solve equations or, indeed, to talk about one’s favorite sport. Learning occurs
as accommodation when individuals encounter a new or altered situation for which they
have no solution and as assimilation when they recognize a situation and apply an existing
solution. Learning efficiency is affected by the rate of learning,
As discussed in section 3.3, there is a limit on the rate of learning of one chunk every eight
seconds. While this suggests there may be an optimal rate of learning of one chunk per
eight seconds, in practice this information is not very meaningful. However, there are two
important metrics implied her. Firstly, that the rate of new concepts should not exceed a
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frequency of one in eight seconds, as there is a catastrophic performance in memorization
when an individual is overloaded. Secondly, individuals can learn quite fast, allowing for
a fairly rapid introduction of new concepts, which is important for complex simulation
games. When the learning rate is too high, learners will experience frustration and when
the rate is too low, they will experience boredom.
Correct internalizations increase learning efficiency and incorrect internalizations gener-
ally have a direct negative impact on learning efficiency. This means that to increase
learning efficiency simulations must be perfect fidelity, or higher fidelity than the learner’s
current model [47]. It also means that simulations must provide accurate experiences,
which can be asserted by testing the artifact with the target audience and comparing their
capability before and after interacting with the simulation, or by presenting novel prob-
lems that rely on the same abstract skills. That said, simulations do not have to be perfect,
despite SimCity’s inaccurate models of mayoral power, it still provides a good learning
experience [103, p. 10].
In addition to storing new knowledge, we regularly recognize new situations and use ex-
isting knowledge to handle them. Much of what we know can be transferred to many
similar situations, through assimilation. The more transferable learned knowledge is, the
more efficient the learning has been. There are two important components to transferable
learning. Firstly, more general, abstract knowledge leads to more efficient learning than
specific knowledge. Secondly, an individual’s ability to assimilate is based on practice
grounding their general knowledge in numerous specific cases, meaning that multitudi-
nous, varied, concrete examples an abstract concept increases transferability [92, p. 586].
As reviewed in section 3.3, deeper learning is generally more efficient than shallow learn-
ing. The shallowest form of learning is remembering facts, and the deepest is creating
metacognitive knowledge [59, p. 214-215]. However, there is evidence that shallow learn-
ing may precede some deeper knowledge, implying that ordered introduction of concepts,
using first shallow activities and then deeper activities, may be more efficient for learning
than a simple depth focused approach [59, p. 213]. In addition to ordering in depth, learn-
ing is more efficient when organized by prerequisites, for example by learning mix paints
before learning to paint skies.
Efficient education
The final component we have identified is closely related to learning efficiency, but subtly
different. While learning efficiency is increased by the completion of challenging prob-
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lems in any domain, educational efficiency is raised only when a designated subject is
learned. While many video games can be used for classroom learning, very few match
the educational goals found there. Off-subject learning is not harmful in itself, but it may
reduce educational efficiency. Education is also pragmatic, and may sacrifice idealistic
learning in favor of simplified yet practical knowledge.
Imagine a teacher that gets students to play Gran Turismo 5 so they can learn the effect
gear ratios have on speed and acceleration [24]. The simulation game allows modification
of the gear ratios, and a race mode to test different setups. While tuning the car will
benefit every car and track, it is not required to learn about and enjoy racing. Because
the racing is so enjoyable, the students spend most of their time racing, learning about
racing lines and how to drive faster. The learning efficiency is high, but, because the gear
setup is relatively boring, they spend little time experimenting with gear ratios, and as a
result the educational efficiency is low. If, however, the teacher had intended to teach the
importance of a racing line, the educational efficiency for the same session would have
been high.
How important educational efficiency should be is a key question for exploratory learn-
ing techniques. While educational efficiency is always of some importance, it should
not be the only concern of a designer. The freedom to explore and learn freely around
the educational goals builds stronger individuals, and creates a more flexible, enjoyable
experience. Therefore, we suggest that for maximal overall efficiency, the educational
efficiency should be moderate but sub-optimal, leaving some time for free, exploratory
learning.
As mentioned above, educational efficiency does not always demand the highest fidelity
simulations. Simplified internalizations can be learned faster and are still able to assimi-
late a large number of experiences, so sometime slower fidelity, simpler, simulations are
preferable. Common examples of this include models of the atom and gravity, both of
which are taught as simplified concepts in lower education. This trade-off for breadth in
favor of depth is well accepted, and the simplified models are easily corrected later. Edu-
cational efficiency may be high even if the concepts being learned are not true, as long as
the educational goal is learned.
Context, a weighted composition
The impact or relative weight of each component outlined above depends on the con-
text or environment in which a solution is applied. The context of a learning experience
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comprises the historical development of each individual and is affected by elements such
as past experience, social and cultural context and pedagogical intent [103, p. 7]. Tar-
get audiences often share many elements of context, for example, in a typical classroom,
language, and age are often similar. Consider the difference between classroom and extra-
curricular learning, where the former prioritizes educational goals and the latter prioritizes
learning efficiency. Both are interested in an efficient experience, but how each element
contributes to overall efficiency is weighted by context. As another example, if the aim is
to engage interest in a subject, both learning and educational efficiency may be scarified
in favor of enjoyment.
An individual’s context changes continuously as they develop including, by design, through
interaction with a educational game. As a result, one game cannot provide an efficient
experience to an individual forever and, by extension, a single game cannot be an effi-
cient experience for everyone at once. Educational games should be designed for a target
audience, a statistical description of the target individual and context and deployment en-
vironment. Once the audience is decided, the game can be designed for that audience and
tested on representative individuals. Beyond the design stage, educational games should
state their target audience, allowing educators and learners alike to select them at appro-
priate times. Google’s ‘Play for Education’ program supports this audience model by
allowing learners and educators to filter solutions by age and subject [46].
A balance between learning and education is generally required, but which one takes pref-
erence is determined by the importance of education goals. A school may believe strongly
in exploratory learning, and prefer learning efficiency over educational efficiency, yet if
the same school fails to meet government enforced education goals, their preference may
move toward educational efficiency. Likewise, an individual who is normally inquisitive
and distracted by a wide range of learning is likely to prefer educational efficiency in the
period before exams.
Age strongly influences the optimal game design for an audience. It appears younger
children are very good at exploratory play, while older children prefer goal-driven play
[64]. Some people, especially those who grew up without computer games, reject games
for learning and education completely, on the prejudice that games are waste of time
or trivial pursuits [88]. Therefore, an educational game for this generation will put less
effort into enjoyment and creating a game-like experience. While these views are likely to
shift, generational age differences will always sculpt the ideal presentation of educational
games.
So far, practice and optimization, important forms of education, have received little focus.
4.1. PROBLEM SPECIFICATION 49
For general learning efficiency, we stated that improvement comes through deeper and
wider knowledge, practice and optimization focuses entirely on depth, the mastery of
solving a particular problem. In the same way that a runner trains to run faster, a player
may use a game to train skills such as reflexes, rhythm and concentration. In games for
practice, the efficiency is determined by elements that support achieving mastery, such as
clear performance assessment and encouragement of critical reflection.
Of huge importance to context is the cost of design and development. Designing and
creating a simulation or a game alone is expensive in terms of human resources, the cost
of developing simulation games is correspondingly high. While it is easy to say ‘maxi-
mize efficiency’, in reality this is usually tempered by ‘within a budget’. If all the other
elements of context affect the relative weight given to each area of efficiency, cost deter-
mines the total weight available. When design work begins, the budget should be an early
consideration, and the designing within it should be a high priority.
4.1.2 Other design problem considerations
There are several other important considerations during educational game design that were
encountered during, but are not the focus of, this study. Firstly, designing for an audience
requires participation of the audience in the design process, including learners and teach-
ers. The second factor was the composition of the design team, which must contain or
have access to individuals with certain areas of expertise, including the educational subject
area, game playing and design and general education and pedagogy. The third important
factor relates closely to the cost element of context, but here focuses on the importance
of monetization as a part of the game design process, especially when the game design
process is funded by sales that occurs after its completion. Finally, we briefly consider
some of the ethical issues arising in educational games, particularly with the depiction of
strong themes or violence.
It is important to remember that regardless of how carefully a game tailors to an audience,
it is unlikely to suit all individuals of that audience. Despite this, as long as a significant
majority of the target audience has an efficient experience, the game can be considered a
success. The assessment of a game design requires testing with representative individuals
from the target audience, for example as part of a participatory design process, this aids
both in the design process, and validation of the design [92, p. 588]. As with any design,
after the completion of an educational game, the outcome should be critically evaluated,
and findings should feed into future problem specification.
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In addition to the audiences of educators and learners, the background of the design team
plays an important part in successful educational game design. A team composed of first
person shooter enthusiasts may have trouble creating an effective strategy game, and a
team of physicists may struggle to create a chemistry game. The team is an essential part
of the design problem, as well as the creator of the solution [4]. Generally a team should
design games that align with their existing knowledge. In addition to this, the team should
have a reasonable knowledge of general video game design and be, or have access to,
experts in the educational subject area. Having at least one team member versed in the
principles of education, as outlined in the background of this study, will also contribute to
success.
While we considered cost as a sum weight behind a design effort, in practice it is not
such a simple consideration. While in some cases the cost of design may be covered up
front, for example by research grants or investors, in many cases the cost of development
must be recouped after the design process. Whether through sales, subscriptions, or other
models of payment, monetization is an important factor in real world educational game
design, and a relatively uncharted territory.
Compared to real-life, educational games present a safer environment, for example in
flight and combat training [76][134]. However, a virtual environment does not negate all
safety and ethical concerns. Games can encourage the player to conduct dangerous and
anti-social activities within their virtual world, and while they do not appear to cause overt
violent behavior, they do appear to increase other negative behaviors, such as bullying
[60]. Either way, it is a key assumption of this study that lessons learned in games can
transfer to reality, so awareness of these issues and caution when including violence or
ethical questions should be exercised. A final, related, consideration is that of multiplayer
gaming with its potential for negative competition and cyber-bullying [127, p. 62].
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4.2 Solutions
In figure 2.3, we determined four approximate classes; abstract problems and solutions,
and instance problems and solutions. Having focused on abstract and instance problems
in section 4.1, this section focuses on the abstract and instance solutions. While figure 2.2
suggests a one to one mapping between problem and solution, in practice we found this
was not the case. While some of the solutions covered below have one to one mappings
with problem components, most of them address multiple problem components at once.
We believe this overlap arises from the similarities between enjoyment’s flow and learn-
ing’s zone of proximal development, both of which require problems which are neither
too easy nor too hard.
Throughout the study we have attempted to clarify our focus on a category of games
(see section 3.5), which may give the illusion it was a predetermined element. However,
the focus - complex, interactive, simulation games, is also a result of the study. Not
only do we focus on this category, we also recommend this category of games for use
in education and learning. Games with only simple models, as opposed to the complex
models discussed in section 3.2.1, do not foster the deep, meaningful learning discussed
in section 3.3. Games which are not interactive, such as board and card games, prevent
the use of these complex models [92]. Finally, using simulations as phenomenaria allows
for deep learning experiences that are always lower in cost and in many cases safer than
field trips [134][76].
Rather than focus on one method, we present a variety which, while not an exhaustive
list, contribute to what we believe are some of the biggest areas for improvement in edu-
cational video game design. Each abstract solution is grounded through de-abstraction in
a variety of instance solutions. These solutions take commercially successful or critically
acclaimed games that exemplify the abstract solution most clearly and concisely. As such,
some of the instance examples used are beyond the focus category of games we defined
in section 3.5, however, we do not believe this detracts from their value as examples.
Educational simulations have traditionally been used in conjunction with a course or
teacher. This study focuses on a goal of self-contained simulation games that can still be
played in solitude and still result in meaningful learning. We do this because we believe
teachers bring essential skills to the classroom, such as provoking meaningful reflection
and dynamically responding to complex questions, that cannot be brought by technology.
We further believe that by supporting as many ‘simple’ behaviors as technologically pos-
sible, we maximize the time teachers have to engage in such skills only they can offer and,
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as a bonus, allow for some meaningful learning even in the absence of human tuition.
In this section, we will start by examining how simulations can be manipulated to in-
crease and decrease difficulty, the scaffolds of constructivist instruction as discussed in
section 3.2. Next, we suggest methods for game design that map to the coaching element
of constructivist instruction and that asses and adjust to players to keep them in flow for
enjoyment, and in the zone of proximal development for learning. We then focus on goals
setting and hints, which guide players towards educational goals, and which help to model
the space by drawing attention to important components of the solution. Finally, we take
a moment to break down difficulty into three progressive stages that can be used to create
enjoyable, challenging actions and contexts.
4.2.1 Complex interactive simulations
At the core of every game it can be argued there is a simulation. For example, the classic
space invaders game ‘simulates’ an alien invasion. Some games, however, are specifi-
cally labeled as simulation games. In these games, the simulation is typically extensive,
complex, and governed by sensible laws that are normally copied from reality. Simu-
lation games may be primarily real-time interaction or have a set-up phase followed by
an execution phase. Learning with simulations can be expressed as model-creating or
model-using, of the two, we consider only model-using. We focus on games which are
built around manipulating complex interactive simulations, as they increase the depth of
learning [21].
When designing a simulation game, one of the first elements to lay out is the ‘sandbox’
simulation. This is comprised of inputs, outputs, and an underlying model connecting the
two. Game elements in sandbox simulations may be underdeveloped or entirely absent in
the artifact. However, sandbox simulations can be experienced as games by individuals
who have internalized the necessary game playing behaviors. While this offers little bene-
fit in an educational game, especially for less developed individuals, it is highly beneficial
for prototyping appropriate gameplay mechanisms early in the design cycle. It is also
beneficial to initially limit the implementation of gameplay elements, as they can hinder
the development of a sandbox through dependencies and increased code complexity.
There are several variables we can control when developing a simulation; the fidelity or
quality of the simulation, the authenticity of the simulation and the cost of development.
While fidelity and authenticity are normally complimentary, increasing either will nega-
tively effect the development cost. As such, simulation design must find balance between
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Figure 4.1: Examples of varying fidelity in Euro Truck Simulator 2
idealism and pragmatism. The ideal configuration for individual components within a
simulation varies with the educational goal. For example, the simulation of springs is
unimportant in a simulation for teaching levers and torque. Finally, a simulation may
have variable levels of fidelity, it may be possible to switch a component to a simpler or
more complex simulation. While we will expand on this concept later (section 4.2.4), it is
worth noting here as it can heavily influence the design of a simulation.
When designing educational simulations the goal is usually expressed in the form ‘player
has skills transferable to some real world problem’. As a consequence of this, the simula-
tion fidelity should match the educational goal. In practice this means that the simulation
fidelity should be high enough to allow the transfer of skills to the equivalent real world
environment. Such an unbounded goal suggests maximizing fidelity is ideal, however,
this would be prohibitively expensive. To be cost effective, increasing the fidelity of a
simulation beyond the educational goal should be kept to a minimum. It is important
to consider the ideal level of fidelity for each component withing the simulation, as it
is rarely constant. High fidelity simulation should be reserved for the core components
relevant to the educational design goals, and lower fidelity solutions should be used for
peripheral features.
Consider the driving simulator Euro Truck Simulator 2, pictured in figure 4.1. Rather
than simulating all elements to an equally high fidelity, it uses high fidelity simulation
selectively, where it is most important to the truck driving experience. The road surface,
friction, other cars, the truck’s potential for speed, acceleration and turning are all mod-
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eled to a physical fidelity and behave reasonably like their real world counterparts. The
mirrors on the truck compromise visibly, with slight distortions and imperfect reflections,
but is still a physical simulation. The dashboard instruments are logical simulations, rep-
resenting information in a realistic looking manner, but the player cannot, for example,
tap the speedometer. Finally, the simulation includes authentic looking components such
as the mountain backdrop and air grilles that provide authenticity but serve no functional
purpose.
We have said that physical simulation should be used for the core components, and
cheaper solutions such as logical simulation and facades for peripheral features, but not
how this maps to educational goals. Returning to figure 4.1, compare the wheels (not pic-
tured) and the steering wheel. The wheels are physically simulated, they have a complex
interaction with the road surface that can be influenced by the player’s input device and
damage to the tires is modeled. In contrast, the steering assembly is logically simulated,
and the player can dry steer1 without damaging the steering assembly. In reality, dry steer-
ing puts significant strain on the steering assembly that a truck driver would want to avoid.
The educational goal determines whether this is a failing of the simulation; if the goal is
a complete understanding of the sources of truck damage then it is, however, if the goal is
an intuitive understanding of how articulated trucks handle, then it is not.
A simulated system rarely has any purpose without an environment, as the environment
gives the system an authentic context. In Cities: Skylines, the simulation of how a city
grows is constant, however, the location of the city radically changes the way a city should
be built [17]. Considering the two levels pictured in figure 4.2, it is intuitively clear that
Cologne provides a better setting for building cities than Aogashima 2. Indeed, on detailed
examination, Cologne has more space, resources, and transport connections, effectively
making it ‘easier’, especially when designing highly populated cities. The design of en-
vironments in simulations lead directly into the design of levels found in games, and is a
primary method for controlling difficulty, which we will return to in 4.2.4. It is important
during simulation design to create various environments that reflect real world scenarios
and contexts.
While the example from Cities: Skylinesis severe, the concept is a hallmark of complex
simulators, and is directly linked to the core idea of deep learning. Euro Truck Simula-
tor 2 has different road layouts and parking areas; Civilization V has different potential
starting locations, each of which directly affect what is a satisfactory gameplay strategy.
The plurality of environments directly emphasizes the components of the complex mod-
1steering without moving forwards of backwards
2credit for maps goes to steam users oitan and frischmilch
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Figure 4.2: Cities: Skylines demonstrates varied environments, and their effect on city
design. Both maps are to the same scale.
els underlying the simulation. Returning to the Cities: Skylines example, in Cologne
the player will likely struggle with the pollution that comes with a dense city, while in
Aogashima they will likely struggle with congestion on the connecting road system and a
lack of space. With multiple environments it becomes evident that the city design problem
has no single optimal solution, instead the player must decompose the problem space to
effectively satisfice it.
Clark highlights the importance of visualizing a simulation’s internal variables to promote
generalizable learning [13]. Clear visualization is a complex challenge in itself which is
well covered elsewhere (see Tufte [118] and Cleveland [14]), here we focus on how to
visualize hidden variables. In SimCity, hidden variables are displayed based on context,
for example when building a police station, a crime overlay is activated. This allows
players to understand the effect of existing design choices on crime rate, such as the crime
hot spots around casinos. In Bridge Constructor, the strain on building components is
displayed as an overlay reflecting how close to breaking point it is. On a simple level this
allows players to reinforce weak points with stronger materials, on a deeper level it allows
players to intuitively grasp how strain spreads through a complex structure [36].
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There are several patterns for simulation design that, while we found no reference in
the simulation design literature, are common in practice. Firstly, the simulation should
support time control, allowing the player to, as a minimum, pause time to contemplate
design decisions and examine variables and, ideally, accelerate time to see the effect of
long term design decisions more interactively (cf. [17], [68], [105]). Secondly, it should
be possible to save and load the simulation state at any time, allowing players to try
alternate designs from identical starting points, run long simulations, and share simulation
states with others (all games cited in this study can be saved and loaded). Finally, it should
be possible to examine and evaluate data, such as the income or crime rate over time (cf.
[24], [68], [35]).
As we have already suggested, a simulation alone is not an optimal learning environment
for the majority of individuals. While all these design methods enhance simulations for
learning, additional components beyond the simulation are required to achieve satisfac-
tory learning. Even simple simulation games result in complex software design, complex
simulations can rapidly degenerate without appropriate software engineering principles.
Of particular importance are a component based approach to design [80, p. 213-233] and a
thoughtfully designed API. Following these principles will ease the process of developing
the simulation in parallel with the augmenting game components outlined below.
4.2.2 Dynamic coaching
All the components of educational simulation games we examine here, simulation fidelity,
goals and difficulty, must be set relative to a player’s individual skill level to be maximally
effective. This ideal skill level is constantly changing as a direct result of the individual
learning to better use those skills to solve challenges. The ideal setting are a function of
player skill, a value that changes over time. Dynamism, the ability to match the player’s
skill level, is one of the biggest advantages interactive media offers, allowing a game to
constantly provide an optimal level of challenge and learning. In this section we will
evaluate several methods for creating dynamic game experiences.
Dynamism as a requirement of games is directly supported by the development history of
Chemical Tycoon. Early on in development, the game was frustrating because it required
too many skills that the players lacked. An intervention reduced the number of features,
simplified the simulation, and added a series of static quests, which made the game less
frustrating and more enjoyable for new players. However, as a result of this intervention,
the players found the game quickly got boring, as they rapidly achieved mastery. Because
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the game lacked dynamism, it was only able to cater for one category of users, and hence
had a very short lifespan.
Good dynamism requires deciding when and how to adjust. In CLEs, we saw this dynamic
assessment of, and adjustment to, the learner in the form of coaching (section 3.2.2). The
ideal system will maximize learning efficiency, ensure ongoing enjoyment, and detect
internalized errors. We explore several general rules for dynamic coaching, then discuss
the most common ways games can apply the pattern of assessment determining when, and
how, to adjust scaffolds.
General coaching guidelines
Coaching must avoid humiliating players. Humiliation can be caused by a negative ap-
proach to failure, such as using humiliating audio sequences or making the player wait for
a long time before they can try again. Challenge failure should instead focus on rewarding
the biggest improvement or near improvement in the failed session. For example, in Team
Fortress 2, the player is notified when they come close to or exceed their previous best
health restored, and death is treated in a light-hearted cartoon manner [119]. Humiliation
can also be a result of defeat in social arenas. Difficult challenges should be held back
until the player provides evidence of their skill level and competitive multi-player games
should mitigate humiliation with a ranked match-making system such as that found in
League of Legends [52].
When an adjustment is made, it should avoid removing existing goals. While allowing
players to skip goals is fine, removing them can be demoralizing, especially if the player is
already working toward them. One example of this is the ‘wonder’ system in Civilization
V, where being beaten to completion will render all effort wasted [27]. While the concept
has an important place in this specific game, it does lead to negative feelings and should
be avoided as a rule.
Sometimes, it’s important to vary without any good reason. Occasional random adjust-
ments add variety and can surprise the player pleasantly. This may mean occasionally
increasing or decreasing difficulty, which has the added benefit of allowing players to
relax, or be strained beyond their limit. In Intake, the player will randomly encounter
more difficult waves of targets [106], and in Cook, Serve, Delicious! random robberies
and hygiene inspections can make an otherwise manageable situation extremely difficult
[40].
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However, it is important to avoid jittering, which can arise both from both random variety
and efforts to match the players skill. In deliberate adaptation to player skill, the player
gets scores high enough to ‘reach’ the hard difficulty, and in the hard difficulty they get
such low scores that they drop back to the lower difficulty. This jitter is both aesthetically
displeasing and detrimental to learning the game, as the player cannot practice at their op-
timal challenge. Resolutions for jitter include smoothing the difficulty curve and limiting
the frequency of adaptations.
Finally, it is important to consider all coaching systems as a whole, as their effects directly
interfere with each other. Used alone, a prerequisite progression can easily provide a
difficulty curve that is right for the majority of first time players, and provides a linearly
increasing difficulty. However, used in combination with another technique, the difficulty
may start too high, or may increase multiplicatively rather than linearly. Both of these
effects are generally undesirable, especially if unintended.
Prerequisite based progression
The first progression control we will examine is one of the most common techniques,
based on the assumption that achievement of one goal indicates readiness for a new one.
This method waits until the player achieves some goal or goals before providing fur-
ther challenge. An elegant example of this is Spyro 2 ’s sequential progressive jumping
challenge [37]. Spyro is the player’s avatar and is capable of several actions that allow
him to traverse the platforms of the virtual world he inhabits; analog movement, analog
jumping, gliding and hovering3. One of the key movement training exercises is shown in
figure 4.3, where the player must master increasingly challenging concepts and combina-
tions of concepts in order. Because they must master jumping before they are challenged
with gliding, and basic gliding before they are challenged with hover gliding they should
experience gradually increasing difficulty. Without this progression, the player would im-
mediately face a very challenging task that requires mastery of three challenging skills.
Not only does the solution used gradually introduce concepts, it fits seamlessly with the
rest of the game universe and does not stand out as a tutorial.
The simplest way to apply this is through linear prerequisite progression, by hiding all
future levels until the most recent level is complete. This naturally matches the storytelling
nature of many games and emphasizes the player’s growth. This approach is very common
3By analog we mean the speed or height is variable. This allows the player to jump to different heights
by pressing the input for a shorter or longer duration, and to move slower or faster with the direction input.
Gliding and hovering are not analog, but can be directed.
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Figure 4.3: Jump, Glide, Hover and Max Jump training in Spyro 2 [37]. The first and last
glide challenges are inaccessible until the player has mastered the two variations of jump
they require, and the first ‘hover-glide’ is inaccessible until the basic glide is mastered.
Figure 4.4: Spyro 2 ’s jumping challenge screenshot for additional context. (initial jump
shown in figure 4.3 is not visible here)
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and examples are found across a wide variety of genres. In the puzzle game The Bridge
(see figure 4.5), the player can only access levels with more complexity after completing
simpler ones that ensure they understand and can apply more basic skills [115]. A similar
technique is used in the first person shooter game Wolfenstein: The New Order (see
figure 4.6), where levels which would be unreasonably difficult are hidden until earlier,
easier levels are completed [38]. In both of these examples, the linear progression of
difficulty and complexity naturally ties to the linear progression of each game’s story.
Fall back progression
Working on a similar principle to prerequisite progression, fall back progression allows
players to go beyond their current skill level, but then moves the player backwards to
an easier point when they fail. Starting relatively easy then increasing in difficulty as
the player progresses, there is no measurement of the player’s skill. Instead, the player
is matched to an optimal challenge by resetting the player back to an earlier stage upon
failure. One common approach to this is ‘game over’, which, when well designed, avoids
making the player feel that they have failed. This is often used in combination with
checkpoints, to avoid players having to replay through very easy sections again.
The reflex shooter Intake employs fall back progression, with each level becoming pro-
gressively harder [106]. When the player fails, they are reset back to an earlier start point,
allowing them to practice their skills at a less overwhelming level. To prevent boredom,
levels that are increments of twenty-five act as checkpoints the player can use as starting
points for new games. SimCity applies fall back progression by adding to the demands
of citizens as the city population increases, at a rate only slightly below that which taxes
can support [68]. If the player fails to support the citizen’s demands, residents will move
out and their demands will correspondingly drop. This feedback loop results in a stagna-
tion of city growth until the player finds a solution that supports citizen demands without
exceeding their budget. When an acceptable solution is found, the city’s population will
stabilize at a higher number, and the player will be challenged to solve a new obstacle to
growth, or refine an existing solution.
Self-assessed adjustment
Self-assessed adjustment give players control over their progression. This may be in the
form of a simple choice of easy, medium or hard or in the form of fine control over
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Figure 4.5: The Bridge prevents progression to more complex levels before simpler levels
are completed [115]. After completing level ‘I’, the next level ‘II’ will be available.
Figure 4.6: Wolfenstein: The New Order only allows the player to progress to more
difficult levels after simpler ones are completed. When ‘London Nautica’ is completed,
Chapter 07 will become available.
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Figure 4.7: Bastion allows the player to pick any combination of ten idols to increase the
difficulty, each of which has a different effect.
each component’s difficulty. Adjustments may be set statically prior to each session, or
dynamically during the level. Self-assessed adjustment often complements other tech-
niques, allowing players to override the game’s decisions. This can be either good or bad,
as it both beneficially allows players to correct a poorly adapted difficulty and detrimen-
tally allows a player to choose an inappropriate difficulty. In the long term, encouraging
a self-assessment and adjustment cycle aligns with the educational goal of reflection.
To implement self assessed adjustment, provide players with a choice of difficulty, ideally
alongside guidance on what to choose. The first level of Call of Duty : Modern Warfare
2, ‘The Pit’, functions as an assessment level. It uses a time-trial to assess the player,
and provides guidance on which difficulty level to select for the rest of the game [126].
While the player is presented with a simple choice, they are also guided toward what is
an appropriate choice. While almost all games allow choice of a simple level of difficulty,
some games take that further and allow fine control over the difficulty of each component.
Both what a player finds difficult what they skills they want to focus on improving on
vary between individuals. To cater for this, allow players fine control over difficulty,
for example by allowing independent control of both tolerance for damage and damage
output. In Bastion, the player can activate up to ten ‘idols’, each of which boosts the diffi-
culty in a different way [39]. Shown in figure 4.7, the rose shaped idol ‘Hense’ increases
the enemy’s damage output when active, as well as granting a bonus to XP and frag-
ments4. Alternate idols control independent difficulty variables, including penalties when
the player is hit, periodic enemy invulnerability, and increased enemy armor. Because any
combination is allowed, the player can choose how the difficulty increases according to
4XP and fragments are both game currencies
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their preference.
While both of the above examples allow for mid-play adjustment, they do not frequently
encourage it. Games should also cue players to adjust the difficulty during gameplay,
especially if repeated failure or success are detected. In BADLAND, the player can skip
a checkpoint if passing it is too difficult [29]. The game also detects repeated deaths
on a checkpoint, and prompts the player to skip if they die repeatedly, encouraging self-
adjustment. Ideally the difficulty controls are seamlessly integrated into the game experi-
ence, for example through collectibles that alter the difficulty or are placed in challenging
spots. In Shatter, some collectibles will make the game easier or harder [100], and col-
lecting optional bandages in Super Meat Boy requires following much harder paths [69].
Continuous assessment and adjustment
Perhaps the most difficult assessment and adjustment solution to implement is the fully
dynamic one, in which the game continuously assesses the player and adjusts accordingly.
The guitar learning game Rocksmith demonstrates this by gradually increasing the dif-
ficulty as the player successfully plays notes [28]. If the player starts missing notes, the
difficulty will be lowered accordingly. Similarly, Mario Kart adjusts the difficulty for all
players at the same time by selecting the contents of pick-ups based on each player’s per-
formance [79], with increased odds of powerful power-ups for players at the back of the
field.
Continuous solutions can easily cause an unpleasant jitter effect when adjusting difficulty
These are caused by the player being overwhelmed after a dynamic increase, dropping in
performance and immediately triggering a dynamic decrease. This jitter can be minimized
by decreasing the gap between difficulty levels and by waiting for a cool-down period
before making another difficulty change. Despite this drawback, continuous assessment
results are particularly effective when used to provide hints and goals. When a player
makes a mistake, games can give relevant saliency hints, especially for repeated mistakes.
In Sokobond ’s second level, Cell, a hint reminds players how to reset the game if they
make a mistake [5]. In SimCity, quests are set based on recent achievements and city
conditions, such as when the population reaches a certain size or when the city lacks
sewage management [68].
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Artificial progression
Artificial progression is a technique that has long been used in role playing games to model
avatars’ development independently of the player [70, p. 10]. It reflects the avatar’s limited
capacity for improvement, and the player must choose carefully when and which skills to
improve. This technique can be useful as way of limiting player progression, allowing the
game to introduce concepts to the player gradually, in a way similar to prerequisite based
progression. However, another use of artificial progression is to increase the longevity
of a game independently of player skill. This form of artificial progression is distinctive
because there is no meaningful choice, upgrades require only an investment of time. This
use of artificial progression is of no benefit to educational games, as long waits and tedium
do not increase the player’s skills or knowledge.
4.2.3 Goals and hints
Goals and saliency hints can increase enjoyment, learning and educational efficiency by
providing direction. While experiencing enjoyment, an individual grows and learns, and
as we saw in section 3.4.1, enjoyment requires frequent, possible yet challenging goals.
Educational efficiency requires learners to do what educators want, yet enforced goals
take from the player’s sense of freedom. Educational goals can be set in games in such a
way that learners adopt them voluntarily, increasing educational efficiency with minimal
loss of freedom.
Both goals and hints manipulate the attention of the player, with goals drawing attention to
problems and saliency hints drawing attention to solution paths. Problems are expressed
as goal states, such as ‘get to the top’ or ‘conquer the region’, and serve as objective
states for the player to reach. Saliency hints suggest possible solutions to problems, such
as, ‘foot soldiers are effective at conquering regions’, and serve as intermediary states in
complex problems or as imitable examples. Problems are open-ended and do not suggest
a solution, however, they are often combined with saliency hints, such as, ‘get to the top
by double jumping’.
Setting goals
In problem solving terms, a goal is a state in the system which is desired. As covered in
section 3.4.1, goals are an important precondition of enjoyment, so supporting goal setting
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Figure 4.8: The score calculation for Hitman: Absolution breaks down the player’s score
into individual actions.
behaviors is an important part of enjoyable game design. There are two approaches to goal
setting, the first being to provide goals for the player to choose from, and the second being
to support the player setting their own goals. In many games, explicit goal setting precedes
player created goals as explicit goals teach players what system states are desirable. In
this section we will examine several ways to set explicit goals and in the next section we
will examine methods to support player created goals.
Goals must have sensible metrics that are clearly communicated to the player. The abil-
ity to recognize solutions or goal states precedes any sensible capacity to work towards
them [132, p. 95] and no satisfaction is gained from ‘solving’ an unseen problem [26,
Rule 61]. The way goals are measured must be clear before a player can begin working
towards them and, for maximum enjoyment, feedback on progress should be immediate.
In TrackMania2 Stadium the player must complete the track within a set time, and both
the goal time and the player’s current time are displayed at all times [74]. The stealth as-
sassination game, Hitman:Absolution, provides the player with immediate feedback when
their actions affect their score [54].
Goals are often a composite of multiple metrics, such as speed, accuracy and safety. Good
feedback highlights strategies for improvement, so the way each component contributes
to the goal should be communicated to the player. While in TrackMania2 Stadium the
time is the only metric of importance, the player’s score in Hitman:Absolution depends
on multiple factors. These are broken down as shown in figure 4.8 and allow the player to
identify areas for improvement. In the example scoreboard, the player can clear see that
by reducing the number of times they are spotted, they can increase their score.
In both of these examples, the criteria for scoring drives the player action in the simulated
universes. In educational games, the metrics for a goal must reflect the desirable solutions.
Note that the only metric for TrackMania2 Stadium is the time taken to reach the goal, yet
that this apparently simple metric is missing from Hitman:Absolution’s scoreboard. Hit-
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Figure 4.9: Making decisions is the most frequent goal in Civilization V. The next deci-
sion that has to be made is always shown in the ‘next turn’ button space.
man is a simulated environment focused on stealthy, observant gameplay, and the speed
at which the player completes the goals does not, by design, contribute to their score in
the level. In educational games, improvements to the player’s score should reflect both
improved skill at playing the game as it was designed to be played and, if the game’s score
maps to the educational goals, improved skill in real-world educational assessment.
A game should set new goals frequently, ideally shortly after a previous goal is completed.
Setting frequent goals is particularly important in the early game, when the player is not
yet able to set their own goals. Most of the time, new goals should be slightly more chal-
lenging than previous goals, ideally matched to the player’s skill level. While undirected
play should be allowed, generally the player should be able to pursue a continuous series
of meaningful goals through at least the first few hours of play. These goals may be ex-
plicit, as in The Elder Scrolls V: Skyrim, where the player has an ongoing list of tasks to
complete [9]. However, frequent goals do not need to be stated, with many games con-
stantly requiring the player to adjust and control in order to maintain success. In Lunar
Flight, the player must constantly balance a space exploration lander to prevent it from
crashing, whilst also navigating to longer term goal locations [99].
The idea of frequent goals does not necessarily contradict the idea of long term goals that
are common in both real life and games. Where possible, long term goals should be bro-
ken down into intermediary steps that can be completed frequently, while still contributing
to the long term goals. The turn-based strategy game Civilization V continuously streams
the decisions required for the current turn to the player. While each of these decisions af-
fects short term goals, such as the ability to expand to a new region or acquire a particular
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resource, they also contribute to the objective of achieving long term victory conditions
[27]. This pattern repeats itself in many genres; in racing games, one immediate goal is to
stay on the track, which contributes to the long term goal of winning the race, in fighting
games one immediate goal is to hit the enemy and the long term goal is to outlast them.
similarly, the main plot of role-playing games is usually composed of several shorter story
arcs.
Goals should be meaningful and authentic. Goals with these properties fit into the game
universe and solve real problems within it. Rather than providing an extrinsic reward,
meaningful goals usually provide an intrinsic reward, in the form of an improved score5
or a better simulation state. In many games, especially puzzle games, the reward comes
from solving the puzzle, this may be boosted by the ability to share the achievement of the
goal socially. In SpaceChem’s ‘No Ordinary Headache’ level, the player may use multiple
reactors, however, it is possible to solve with only one reactor [53]. This single-reactor
solution path is much more difficult, but also very rewarding to achieve. The game then
allows the player to display their achievement of the goal through social sharing systems,
such as Steam achievements.
Competition brings together clear metrics and the benefits of social learning, encourag-
ing expertise and providing frequent, meaningful goals. While competition has potential
drawbacks in the classroom [127, p. 62], it also offers several benefits that we will focus
on here. Competition may be against preset times, the player’s personal best, or other
players, the first of which it is trivial to control difficulty with, and the second two of
which provide a dynamic difficulty which scales with the player’s (and their peer’s) skill
level. TrackMania2 Stadium’s extensive competitive support allows players to compete
against preset times, themselves, friends, and all other players [74]. Only by becoming
the world’s leading expert in every track in the game will the player run out of goals, and
even without reaching such lofty heights most players are far more motivated to compete
with their peers than they are to beat abstract preset times [61].
Enjoyment is experienced when the goals an individual aims for align with their inten-
tions, when they are self-defined or chosen willingly [57]. Apparently opposite to this,
education requires that learners work towards goals defined by another person. Indeed,
educational goals may seem irrational, or simply boring in comparison to immediately re-
warding goals like chatting with friends. For games to be both enjoyable and educational,
the player must willingly adopt educational goals as their own, something entertainment
games have succeeded in despite having subjects that are traditionally tedious or unpleas-
5assuming the score is clear and tightly coupled to the game universe, as discussed above
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Figure 4.10: The first goal is extrinsically motivated by 5000 simoleons. The second is
intrinsically motivated, as more buses means better transport and higher profits.
ant [41].
The first technique we suggest to encourage the adoption of goals in games is choice, or
the illusion of choice [113]. Faced with a decision, players more happily choose one of
the provided options rather than being obstinate or going the wrong way. Having made
a choice, a player accepts and pursues the goal as their own. In The Elder Scrolls V:
Skyrim, there are many quests that may be pursued at any time, giving players a constant
wide range of choices [9]. Less obviously, but found throughout almost all video games,
is the freedom of control over the player’s avatar, be it a humanoid, a team of aliens, or an
entire city. Through this player control over their avatar, a great sensation of freedom is
given, bounded only by the limits of the play space.
Authentically bounding a play space is challenging, but required when the player must
follow a specific course. While the ubiquitous ‘invisible wall’ is a vital fall back method
for restricting player movement, more authentic methods avoid sudden loss of immersion
and enjoyment. Some games naturally bound the play space with obstructive terrain, such
as the ocean surrounding Far Cry 3 ’s islands [72] or the cliffs scattered throughout in
Divinity:Original Sin [108]. A second effective technique is to clearly deny access to an
area, for example by making it too high, too small, or in a different dimension. Finally, the
problem of bounding play spaces can be avoided entirely by using infinite worlds, either
through looping levels like those found in Reus [32] or through procedurally generated
terrain, as used in Minecraft [1].
Quests can encourage their adoption by providing motivation or reason. This is often done
by demonstrating the intrinsic benefits of reaching the goal state. The motivator may also
be extrinsic, such as offering monetary rewards or threatening punishment in the absence
of success. Intrinsic goals are preferable as they do not devalue the natural enjoyment of
succeeding in a challenging activity. SimCity, as shown in 4.10 gives the player petitions
from citizens which highlight intrinsic rewards, such as improved transport; as well as
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offering extrinsic rewards, such as one time cash bonuses for city growth [68]. Both of
these are presented in authentic ways, by protesters at the civic buildings in the player’s
city.
Player created goals
Some games have been successful without, or despite their goals. In these games, play-
ers create their own goals and metrics internally, then solve them within the game envi-
ronment. Player created goals can result in deep learning that is intrinsically motivated
and enjoyable, but they can also distract from educational goals. The essential element
for player created goals is freedom, and action becomes playful more than gameful [23].
While players can find degrees of freedom for their own goals in most games, some games
exemplify ways to encourage this behavior. From freedom arise two playful activities, ex-
ploration (or inhabitation) and creation [50]. Exploration requires an intriguing world full
of new encounters and creation requires a simple yet highly flexible construction set.
In the previous section we discussed methods for focusing players through goals and hints.
Now, we are looking for the opposite effect, methods that encourage players to create their
own meaningful goals. Generally, this is done after completing many of the game’s goals,
so that players already understand the basic controls and are capable of setting goals that
are possible, but also challenging. In The Elder Scrolls : Skyrim, players are offered many
goals, but also complete freedom to explore. Despite the peril facing its fantasy land, the
game will not punish a pacifist player who collects leeks [9]. By making goals optional,
the player is encouraged to explore on their own agenda.
A common first step toward user created goals is to have multiple paths to the solution
and give the player freedom over how they solve problems. In Besiege, the player still has
a goal, to destroy a given object, but how they approach the problem is left completely
open [110]. Individuals approach the same problem in varied ways, often with subgoals
along the way. For example, they may attempt to build a moving vehicle with drills, or a
stationary catapult, and both may succeed at the game set goal.
The next step, after allowing multiple paths to a solution, is to remove explicit goals from
the game. While many games run out of goals, some games thrive on their lack of long
term goals. The most obvious example of goalless gameplay is Minecraft, in which the
creative mode has no goals and the survival mode has very few [1]. This leaves players
with nothing to do except explore and build, yet from this a wide variety of goals have
emerged, including building replicas of buildings and functional calculators. Garry’s Mod
70 CHAPTER 4. RESULTS
also achieves goalless gameplay, allowing players to make movies, functional hovercraft,
and game modes [107]. In both of these games, the player is provided with a wide range
of components that can be combined in complex ways. These examples suggest that a
powerful symbol space is one way to foster player created goals.
While player created goals do not damage the enjoyment or learning efficiency of a game,
they do have the potential to reduce educational efficiency. Education, in part, relies
on students following educational goals, rather than their own. When a player is not
completing goals, this reflects a drift to either frustration or player created goals, both of
which can be solved by providing more appealing goals. Player created goals can also
be encouraged to align with educational goals. The best way to do this is to support
the tracking of suitable player goals. Hitman: Absolution allows the player to kill many
people, but through its scores, encourages thoughtful approaches that minimize casualties
[54]. In Euro Truck Simulator 2 the player can drive as fast as they want, but they are
encouraged to follow the traffic laws by fines [97]. Ben Sawyer suggests that educational
games provide customizable scoring systems to allow teachers to change the focus of
gameplay (cited by Falstein [26, rule 95]).
Hints and tutorials
Goals alone rarely suggest a path to the solution, yet many problems have well known
good solution paths. Hints help individuals to solve problems, or to solve problems better,
by drawing attention to or demonstrating solution paths. Hints may be constant salient
elements of the environment or may appear dynamically when the player is stuck. Hints
may subtly draw attention through lighting or simply stop the player and demonstrate a
solution. Raising the saliency of actions and states that will move the player through the
problem space closer to the solution state assists with problem solving, while demonstra-
tion allows the player to mimic solutions.
As we reviewed in section 3.3, attention plays an important role in problem solving. In
constructivist education, exploration is often encouraged, yet with the complex problems
we are interested in, a totally unguided approach would be inefficient. As Kaplan and
Simon showed, raising the saliency of important features in a problem can increase the
speed at which a solution is found [58]. Salient features draw attention, so attention can
be directed with salient features, especially with movement and unique appearance [26,
rule. 88]. Hints may authentically draw attention toward important features in the problem
solving environment with no loss in the sensation of exploration.
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Figure 4.11: Constant saliency cues in Shadow Warrior draw players through the level.
Figure 4.12: In this early stage of Wings of Vi, the pink computer controlled player
demonstrates the required jumping technique to the purple player controlled character.
In ShadowWarrior, the player’s attention is drawn to pathways and collectibles by saliency
hints that are both an authentic part of the game universe, and unnatural hints that look
out of place. Both of these are exemplified in figure 4.11, where the player enters a small
dark room and is face with two salient paths. The stairs downwards are lit by a flickering
orange light, and a strange sound can be heard from that direction, all elements which
both raise the saliency and fit into the universe. The door on the right, however, is lit
in an unnatural orange glow, a cost that is perhaps warranted by the clear onward path it
provides. In the puzzle game The Room, an on demand hint system will focus the player’s
attention within the environment. Starting initially vague, such as ‘examine the drawer’,
this system eventually leads to our next form of hint, step-by-step instruction [33].
While preserving authenticity of exploration is valuable, hints can also exploit an individ-
ual’s capacity for mimicry with instruction or the demonstration of solution paths. As we
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saw in section 3.1.2, humans are excellent mimics and once an individual has mimicked
an action, they can do it alone. One common example of this is the ‘follow the leader’
tutorial, in which a non-player controlled character leads the way. Shown in figure 4.12,
Wings of Vi challenges the player to follow a computer controlled friend through the early
stages of the first level, where the friend demonstrates the complex jumping techniques
required [48]. Multiplayer games can allow players to mimic other players, for example
in Counter Strike, the player can spectate other players to learn advanced strategies [121].
TrackMania2 Stadium fuses these approaches seamlessly, allowing players to race against
the ghosts6 of either a computer opponent or other players [74].
4.2.4 Enjoyable difficulty
Difficulty arises when a goal state is not immediately obtainable. The ideal level of dif-
ficulty in a game is neither frustratingly hard nor boringly easy. As we discussed above,
a game needs to dynamically assess and adjust to the player to provide an ongoing en-
joyable level difficulty. Here we will assume that the player has adopted the goal, and
consider methods for controlling the difficulty of solutions and solution paths. We will
start by examining the elements that make an experience difficult, then look at methods
to apply these to complex simulation games. Finally, we will examine several common
methods found for making difficulty more enjoyable.
The elements of difficulty
Difficulty can be broken down into three stages, which we will call action; context and re-
finement; and composition. These three stages are typically layered, meaning that before a
game can have contextual refinement, it must have actions to use in the context. Likewise,
composing actions into sequences requires multiple actions or contexts. We will examine
how the game BIT.TRIP Runner, a relatively simple game which is easy at first, then gets
more difficult, controls difficulty.
The more fundamental actions a game introduces at once, the harder the game is. Fun-
damental actions include all the actions a player may perform, and they are often distin-
guished by being directly connected to the user interface, for example, through software
or hardware buttons. BIT.TRIP Runner has six actions; inaction, jumping, ducking, kick-
6A ghost visualizes the other player’s actions, but does not in any other way affect the current race
progress
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Figure 4.13: Actions (1, not jumping and 2, jumping), context and context refinement (3,
jumping over obstacle and 4, jump early to avoid obstacle and collect coin), and compo-
sition (5, early jump required to make coin jump safely) in BIT.TRIP Runner [34]
ing, blocking and springboard jumping. Despite this relatively small number of actions,
they are still introduced gradually. After each fundamental action is introduced in its most
simple context, it will be practiced in several further contexts.
Context is learning when and how to use the actions available and relates to the complexity
of environment in design [102]. The more actions there are available to the player, the
harder each additional context will make the game. After BIT.TRIP Runner introduces the
jump action, the first context it presents is static obstacles which require a jump anywhere
shortly before the obstacle to survive (figure 4.13, example 2 and 3). Jumping is later used
in additional contexts; to avoid moving obstacles, gaps in the floor, changes in elevation,
and animated enemies. As with new actions, additional contexts are introduced gradually.
In most games, each action serves in many different contexts. As such, contexts are
typically added more often than actions.
Later in BIT.TRIP Runner, context requires refinement. In example 4 in figure 4.13, the
player must jump as early as possible to land immediately after the obstacle, in order
to collect the coin. Refinements are also introduced gradually, and often at first in a
non-essential way. While collecting the coin is not essential to reach the goal, it offers
voluntary practice of a skill before it becomes essential in later levels, where the early
jump is the only way to land in a safe zone after an obstacle.
The final way to add difficulty is to combine problem contexts. Combined problems
require combined actions to solve them and may call for new solutions that are built from
the components of prior, simpler solutions. In example 5 in figure 4.13, the player can
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pass the section safely by starting with a late jump. However, if they try to jump for the
coin from the safe jump, they will land on the obstacle and fail. Only by solving the larger
problem can they collect the coin and safely pass the section.
Applying enjoyable difficulty to existing simulations
The three elements of difficulty outlined above are useful for analyzing difficulty and
making stepwise improvements. Simulations often include a massive number of actions,
contexts and combinations, making stepwise improvements less useful. Here we identify
several approaches to controlling difficulty specifically useful for complex simulations.
Disabling actions and removing their associated problems is probably the easiest way
to reduce difficulty. In IL-2 Sturmovik: 1946, wing tip disturbances can be disabled,
allowing players to perform more extreme maneuvers than are physically possible, and
actions to control the plane become slightly easier [31]. In GRID 2, damage to the player’s
car from collisions can be disabled, allowing the player to drive carelessly [15].
Disabling is troublesome when the concept is essential to the simulation. Abstraction can
simplify important concepts, retaining the overall idea by simplifying the details. This
approach is similar to the use of lower fidelity simulations in lower levels of education
that we reviewed in section 3.2.1 To start the engines of a Boeing 747 in X-Plane 10
Global requires following a complex, realistic procedure that is very difficult to do [90].
In contrast, Microsoft Flight Simulator X allows players to start and stop the engines of
the same plane with a keyboard shortcut, providing a far easier experience that allows the
player to focus on flying rather than [109].
Some problems in simulations are fundamental to the simulation in a complex form and
cannot be disabled or abstracted. Problems that are fundamental to the simulation can
have their solution automated. In F1 2014, the player can choose to enable driving aids
that partially or completely automate braking, gear change and steering, all of which
are essential to the simulation and cannot be simplified without giving a player an un-
fair advantage [16]. Hearts of Iron 3 allows players to automate diplomacy, production,
technology, politics and intelligence in any combination, each relieving the player of a
significant but essential element of complexity [105].
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Other factors in enjoyable difficulty
We identified several other factors that are important when designing for enjoyable dif-
ficulty. Firstly, the design team must be aware that it is desensitized to the difficulty of
their design artifact and take measures to counter this ‘blindness’. Secondly, it is better
to require actions as solutions to optional goals, before requiring them for non-optional
goals, as it allows the player time to practice without pressure or frustration. Finally,
the difficulty curve in games is rarely smooth, and has elements of increased or reduced
difficulty that contribute to narrative and dramatic effect.
As we saw in section 4.2.4, it is important to gradually introduce actions, contexts and
compositions, rather than introducing them all at once. We return to this point now as an
area that is particularly challenging for game designers, who become blind to the com-
plexity of a system as they develop it. We suggest a combination of analyzing difficulty
objectively, by counting actions, contexts and compositions, in addition to regular play-
testing with new players that have no experience with the game. During the design of
Chemical Tycoon, the authors became blind to the game’s complexity, which was solved
by play-testing [11].
In BIT.TRIP Runner we saw that optional goals in earlier levels required techniques that
non-optional goals in later levels required. Optional goals allow the player to practice ad-
vanced techniques with less pressure and frustration, before they encounter non-optional
goals that require the technique.
Finally, most commerical games have a non-linear difficulty curve, instead providing stag-
gered difficulty, which spikes down and up [122]. This gives the player zones in which to
relax and reflect, to learn more of the narrative or to be pushed beyond their limits. The
limited duration of these spikes avoid the player having to suffer boredom or frustration.
To increase the drama in Left 4 Dead, the player is not constantly attacked by zombies,
instead attacks come in waves heralded by music, with periods of relaxation in between
[12] [120].
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Chapter 5
Summary
This study used a design theorizing framework to establish results. It is the author’s
opinion that this framework increased the validity of the results by bringing a close ex-
amination of both background theory and real world instances. In particular, the activities
of solution search, registration, abstraction and de-abstraction always resulted in clarifica-
tions and improved theory often drawn from multiple domains. As stated in section 2.2,
the study used a modified version of a framework presented by Lee et al., and we believe
these modifications were warranted. Frequently, solution search led to instance solutions,
and registration led to abstract problems, which we feel is reflected in our modifications.
We speculate that in a field with a longer and wider academic history than game design,
the original framework may be a more efficient fit.
Of the kernel theories selected, those of constructivism, enjoyment and ludology were
the most significant. While the theories drawn from cognitive psychology were useful
for clarifying and establishing more objective metrics, it was constructivism’s zone of
proximal development and enjoyment’s channel of flow were key to many of the results.
We feel that these and the ludology kernel theory are particularly important for gameful
design. Given further time, additional kernel theories related to free play, exploration and
creativity would strengthen the results on user created goals and open ended educational
games.
The first result of this thesis was a decomposition of the problem into three focus compo-
nents; enjoyment, learning and education. For each of these components, we determined
heuristic metrics that the game designer can use to more objectively measure their so-
lution during user testing. These metrics also aimed to be simple enough to allow the
designer to include mechanisms to take measurements during gameplay that would drive
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dynamic adaption of the game based on the player’s current experience. The weight or
relative importance of each of these components is determined by the target audience and
pedagogic goals in a social and cultural context.
The second and main result of this thesis is a group of four components we feel are par-
ticularly important in the design of enjoyable, educational games as shown in figure 5.1.
These components are a complex interactive simulation, coaching to adapt to the player
skill, goals and hints, and an ongoing enjoyable level of difficulty. Each component can
contribute to improved overall efficiency by the methods summarized in the diagram.
Firstly, there is the simulation, (section 4.2.1) which should be extensive, complex, and
authentic, though it can use lower fidelity for elements that are not relevant to the edu-
cational goal. We emphasize the importance of dynamic fidelity, so the simulation can
adapt to different skill levels in the player. Simulations must have rapid feedback and,
for optimal learning, feedback on hidden models which may not be present in real world
equivalents. The simulation must be grounded in multiple different environments to allow
the player to experience how complex systems require different solutions in different con-
texts. Finally, several components are prevalent in simulations that are not realistic but do
benefit learning, these are time controls, save and load systems, and detailed visualizations
and graphs.
Our second component accepts that simulations alone are poor educational tools, and
seeks to address it by building dynamic coaching methods into the game (section 4.2.2).
At the most abstract level, coaching assesses the player’s skills, and adjusts the game so
that the player is challenged but not frustrated. We identify several general guidelines
for coaching, and four common approaches; prerequisite based progression, self-assessed
adjustment, continuous assessment and adjustment, and artificial progression. Each of
these methods provides ways to assess and adjust to player skill, of varying complexity
and effectiveness.
The third component we examine are effective goal setting and hinting behaviors (sec-
tion 4.2.3). To support enjoyment, goals must have clear measures, and the player must
have feedback on their progress towards them. To maintain authenticity the metrics for
goals must be tightly coupled to the simulated universe and reflect the educational goals.
Goals should also be set frequently, and long term goals, should be clearly broken down
into sub-goals. Goals should be intrinsically motivating, and avoid extrinsic motivators,
they should also gradually broaden from offering choices to allowing the player to set
their own goals. Where goals draw player attention to desirable states, hints support mod-
eling and the demonstration of ideal solutions by authentically guiding players towards
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desirable solution paths.
Finally, we attempt to break down difficulty, and provide several examples of how to
control difficulty both in simple games and complex simulation games (section 4.2.4). In
simulations these methods use disabling, abstraction and automation to support the player
and allow them to focus on other tasks. In addition to these, we highlight the importance
of play-testing with new users to evaluate difficulty, the power of optional goals, and the
option of staggered difficulty as a tool both to allow reflection and to create dramatic
narrative.
The focus of this study was a very thin slice of game design, and little attention was paid
to areas which are equally or more important. The methods here focus on improving
enjoyment, learning and educational efficiency. Important elements of game design, such
as emotion, narrative and the thrill of gambling get little or no consideration in this thesis.
That is to say, while we believe each of the prescriptions above will lead to better game
design, they are only part of a larger picture that must also be understood to succeed in
game design. Another topic that was only briefly addressed is that of inclusive design and
the importance of representing ethical issues, gender and race appropriately, with equality,
representation, accessibility as key elements. Sometimes overlooked in entertainment
games, educational games cannot follow this precedent.
The second major issue that was overlooked here was methods for integrating educational
games into existing curricula. As mentioned in section 4.1, we focused on methods to
create educational games that can stand alone, leaving teachers to design courses around
those games and to support learning with problems only human tutors can aid with, such
as reflection and discussion. Whether this approach of defining an audience and allowing
the audience to select the game will work is left for future studies to determine. Relat-
edly, little focus here went on methods to accurately model behaviors accurately and in a
way that integrates with existing course materials. Instead, we recommended that game
designers include in their team or consult with a teacher of the subject discipline. Many
other elements of the production process were also overlooked here, including the compo-
sition of the game design team, prototyping, software engineering practices, management,
art and sound considerations.
We feel that overall, our focus was novel in both approach and subject. We hope that
these results will provide practical guidance for a new generation of educational game de-
signers to create truly enjoyable games that are rich learning experiences aligned closely
with educational goals. We feel that interdisciplinary communication and communica-
tion between academia and industry was beneficial to this study and believe that similar
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communication will also benefit other projects. We also hope that future work can build
upon and validate the methods presented here, particularly through further formalization
of the problem metrics, expansion and further grounding of the methods in practice and
through trials to test the validity of the methods. Although only briefly touched on here,
we also hope these findings go some way toward dismissing the attitude of approach-
ing educational game as low cost endeavor, and encourage efforts to secure funding and
design sustainable monetization strategies for educational game design. Most of all, we
wish to stimulate the field of educational game design to go beyond rote learning arcade
games and, instead, to focus on creating complex, interactive simulation games that are
enjoyable in their own right and capable of serving as an effective educational tool.
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