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PROBABILISTIC SOLUTION OF THE AMERICAN OPTIONS
ALI˙ SU¨LEYMAN U¨STU¨NEL
Abstract. The existence and uniqueness of probabilistic solutions of variational inequalities for
the general American options are proved under the hypothesis of hypoellipticity of the infinitesimal
generator of the underlying diffusion process which represents the risky assets of the stock market
with which the option is created. The main tool is an extension of the Itoˆ formula which is valid for
the tempered distributions on IRd and for nondegenerate Itoˆ processes in the sense of the Malliavin
calculus.
1. Introduction
The difficulty to justify the validity of the probabilistic solutions of the American options is
well-known. This is in fact due to the lack of regularity of the classical solutions of the variational
inequalities (cf.[2]) which are satisfied by the value function which characterizes the Snell envelope
(cf. [10] for a recent survey about this subject). In particular the value function is not twice
differentiable hence the Itoˆ formula is not applicable to apply the usual probabilistic techniques. In
the case of Black and Scholes model, there are some results using extensions of the Itoˆ formula for
the Brownian motion, which, however, are of limited utility for more general cases.
In this note we give hopefully more general results in the sense that the option is constructed by the
assets which obey to a general, finite dimensional stochastic differential equation with deterministic
coefficients, i.e., a diffusion process. The basic hypothesis used is the nondegeneracy of this diffusion
in the sense of the Malliavin calculus (cf. [11]): recall that an IRd-valued random variable F =
(F1, . . . , Fd), defined on a Wiener space is called nondegenerate (cf.[11, 17, 18]) if it is infinitely
Sobolev differentiable with respect to the Wiener measure and if the determinant of the inverse of
the matrix ((∇Fi,∇Fj)H : i, j ≤ d), where ∇ denotes the Sobolev derivative on the Wiener space, is
in all the Lp-spaces w.r. to the Wiener measure. In this case, the mapping f → f◦F , defined from the
smooth functions on IRd to the space of smooth functions on the Wiener space extends continuously
to a linear mapping, denoted as T → T (F ), T ∈ S ′(IRd), from the tempered distributions S ′(IRd)
to the space of Meyer distributions on the Wiener space (cf.[11, 17, 18]). Similarly, if F is replaced
with an Itoˆ process whose components satisfy similar regularity properties, we obtain an Itoˆ formula
for T (Ft)−T (Fs), 0 < s ≤ t, where the stochastic integral should be treated as a distribution-valued
Gaussian divergence and the absolutely continuous term is a Bochner integral concentrated in some
negatively indexed Sobolev space. Moreover, if this latter term is a positive distribution, then the
resulting integral is a Radon measure on the Wiener space due to a well-known result about the
positive Meyer distributions on the Wiener space (cf.[15, 16, 17, 18]).
Having summarized the technical tools that we use, let us explain now the main results of the
paper: for the uniqueness result we treat two different situations; namely the first one where the coef-
ficients are time dependent and the variational inequality is interpreted as an evolutionary variational
inequality in S ′(IRd). The second one concerns the case where the coefficients are time-independent
and we interpret it as an inequality in the space D′(0, T )⊗S ′(IRd) with a boundary condition, which
is of course more general than the first one. In both cases the operators are supposed only to be
hypoelliptic; a hypothesis which is far more general than the ellipticity hypothesis used in [2]. The
homogeneity in time permits us more generality since, in this case the time-component regularization
by the mollifiers of the solution candidates preserve their property of being negative distributions,
hence measures. The existence is studied in the last section using the similar techniques and we
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obtain as a by product some regularity results about the solution of the variational inequality. In
particular, we realize there that even if the density of the underlying diffusion has zeros, there is
still a solution on the open set which corresponds to the region of [0, T ]× IRd where the density is
strictly positive.
2. Preliminaries and notation
Let W be the classical Wiener space C([0, T ], IRn) with the Wiener measure µ. The corresponding
Cameron-Martin space is denoted by H . Recall that the injection H →֒ W is compact and its
adjoint is the natural injection W ⋆ →֒ H⋆ ⊂ L2(µ).
Since the translations of µ with the elements of H induce measures equivalent to µ, the Gaˆteaux
derivative in H direction of the random variables is a closable operator on Lp(µ)-spaces and this
closure will be denoted by ∇ cf., for example [4],[17, 18]. The corresponding Sobolev spaces (the
equivalence classes) of the real random variables will be denoted as IDp,k, where k ∈ IN is the order
of differentiability and p > 1 is the order of integrability. If the random variables are with values in
some separable Hilbert space, say Φ, then we shall define similarly the corresponding Sobolev spaces
and they are denoted as IDp,k(Φ), p > 1, k ∈ IN. Since ∇ : IDp,k → IDp,k−1(H) is a continuous and
linear operator its adjoint is a well-defined operator which we represent by δ. δ coincides with the
Itoˆ integral of the Lebesgue density of the adapted elements of IDp,k(H) (cf.[17, 18]).
For any t ≥ 0 and measurable f :W → IR+, we note by
Ptf(x) =
∫
W
f
(
e−tx+
√
1− e−2ty
)
µ(dy) ,
it is well-known that (Pt, t ∈ IR+) is a hypercontractive semigroup on L
p(µ), p > 1, which is called
the Ornstein-Uhlenbeck semigroup (cf.[4, 17, 18]). Its infinitesimal generator is denoted by −L and
we call L the Ornstein-Uhlenbeck operator (sometimes called the number operator by the physicists).
The norms defined by
(2.1) ‖φ‖p,k = ‖(I + L)
k/2φ‖Lp(µ)
are equivalent to the norms defined by the iterates of the Sobolev derivative ∇. This observation
permits us to identify the duals of the space IDp,k(Φ); p > 1, k ∈ IN by IDq,−k(Φ
′), with q−1 = 1−p−1,
where the latter space is defined by replacing k in (2.1) by −k, this gives us the distribution spaces
on the Wiener space W (in fact we can take as k any real number). An easy calculation shows
that, formally, δ ◦∇ = L, and this permits us to extend the divergence and the derivative operators
to the distributions as linear, continuous operators. In fact δ : IDq,k(H ⊗ Φ) → IDq,k−1(Φ) and
∇ : IDq,k(Φ) → IDq,k−1(H ⊗ Φ) continuously, for any q > 1 and k ∈ IR, where H ⊗ Φ denotes the
completed Hilbert-Schmidt tensor product (cf., for instance [11, 17, 18]). We shall denote by ID(Φ)
and ID′(Φ) respectively the sets
ID(Φ) =
⋂
p>1,k∈IN
IDp,k(Φ) ,
and
ID′(Φ) =
⋃
p>1,k∈IN
IDp,−k(Φ) ,
where the former is equipped with the projective and the latter is equipped with the inductive limit
topologies. A map F ∈ ID(IRd) is called nondegenerate if det γ ∈ ∩pL
p(µ), where γ is the inverse of
the matrix ((∇Fi,∇Fj)H , i, j ≤ d) and (·, ·)H denotes the scalar product in H . For such a map, it is
well-known that ([11, 17, 18]) the map f → f ◦F from S(IRd)→ ID has a linear, continuous extension
to S ′(IRd) → ID′, where S(IRd) and S ′(IRd) denote the space of rapidly decreasing functions and
tempered distributions on IRd, respectively. In fact, due to the “polynomially increasing” character
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of the tempered distributions, the range of this extension is much smaller than ID′, in fact it is
included in
I˜D
′
=
⋂
p>1
⋃
k∈IN
IDp,−k .
This notion has been extended in [15] and used to give an extension of the Itoˆ formula as follows:
Theorem 1. Assume that (Xt, t ∈ [0, T ]) is an IR
d-valued non-degenerate Itoˆ process with the
decomposition
dXt = btdt+ σtdWt
where b ∈ IDa(L2([0, T ])⊗ IRd) and σ ∈ IDa(L2([0, T ])⊗ IRd ⊗ IRn), where the upper index a means
adapted to the Brownian filtration. Assume further that
(2.2)
∫ 1
ε
(det γs)
pds ∈ L1(µ) ,
for any p > 1, where γs is the inverse of the matrix ((∇X
i
t ,∇X
j
t )H ; i, j ≤ d). Then, for any
T ∈ S ′(IRd) and 0 < s < t ≤ 1, we have
T (Xt)− T (Xs) =
∫ t
s
AuT (Xu)du+
∫ t
s
(∂T (Xu), σudWu) ,
where Au =
1
2ai,j(u)∂i,j + bi(u)∂i, the first integral is a Bochner integral in I˜D
′
and the second one
is the extended divergence operator explained above.
Remark 1. The conditions under which the hypothesis (2.2) holds are extremely well-studied in the
literature, cf. [7, 8].
Remark 2. The divergence operator acts as an isomorphism between the spaces IDap,k(H) and IDp,k
for any p > 1, k ∈ IR, cf. [16].
Remark 3. We can extend the above result easily to the case where t → Tt is a continuous map
of finite total variation from [0, T ] to S ′(IRd) in the sense that, the mapping t → 〈Tt, g〉 is of finite
total variation on [0, T ] for any g ∈ S(IRd). In fact, the kernel theorem of A. Grothendieck implies
that Tt can be represented as
Tt =
∞∑
i=1
λiαi(t)Fi ,
where (λi) ∈ l
1, (αi) is bounded in the total variation norm and (Fi) is bounded in S
′(IRd). Using
this decomposition, it is straightforward to show that
T (t,Xt)− T (s,Xs) =
∫ t
s
AuT (u,Xu)du +
∫ t
s
T (du,Xu) +
∫ t
s
(∂T (u,Xu), σudWu) .
where the second integral is defined as∫ t
s
T (du,Xu) =
∞∑
i=1
λi
∫ t
s
Fi(Xu)dαi(u)
and the right hand side is independent of any particular representation of Tt. integrals are concen-
trated in ID′
We can prove easily the following result using the technique described in [15, 18]:
Theorem 2. Assume that (lt, t ∈ [0, 1]) is an Itoˆ process
dlt = mtdt+
∑
i
zitdW
i
t ,
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with m, zi ∈ IDa(L2[0, T ]), then we have
ltT (t,Xt)− lsT (s,Xs) =
∫ t
s
luAuT (u,Xu)du+
∫ t
s
luT (du,Xu)
+
∫ t
s
lu(∂T (u,Xu), σudWu) +
∫ t
s
T (u,Xu)mudu
+
∫ t
s
T (u,Xu)
∑
i
ziudW
i
u +
∫ t
s
(∂T (u,Xu), σuzu)du
where z = (z1, . . . , zn).
An important feature of the distributions on the Wiener space is the notion of positivity: we say
that S ∈ ID′ is positive if for any positive ϕ ∈ ID, we have S(ϕ) = 〈S, ϕ〉 ≥ 0. An important result
about the positive distributions is the following (cf. [1, 11, 14, 17, 18]):
Theorem 3. Assume that S is a positive distribution in ID′, then there exists a positive Radon
measure νS on W such that
〈S, ϕ〉 =
∫
W
ϕdνS ,
for any ϕ ∈ ID ∩ Cb(W ). In particular, if a sequence (Sn) of positive distributions converge to S
weakly in ID′, then (νSn) converges to νS in the weak topology of measures.
Remark 4. In fact we can write, for any ϕ ∈ ID
〈S, ϕ〉 =
∫
W
ϕ˜dνS ,
where ϕ˜ denotes a redefinition of ϕ which is constructed using the capacities associated to the scale
of Sobolev spaces (IDp,k, p > 1, k ∈ IN), cf. [4].
3. Uniqueness of the solution of parabolic variational inequality
Assume that (Xst (x), 0 ≤ s ≤ t ≤ T ) is a diffusion process governed by an IR
n-valued Wiener
process (Wt, t ∈ [0, T ]). We assume that the diffusion has smooth, bounded drift and diffusion
coefficients b(t, x), σ(t, x) defined on [0, T ]× IRd, with values in IRd and IRd ⊗ IRn respectively and
we denote by At its infinitesimal generator. We shall assume that X
s
t is nondegenerate for any
0 ≤ s < t ≤ T , ∂/∂t+At is hypoelliptic and∫ t
s+ε
(det γsv)
pdv ∈ L1(µ)
for any 0 < s < t ≤ T and ε > 0, where γv is the inverse of the matrix ((∇X
s,i
v ,∇X
s,j
v )H : i, j ≤ d).
Suppose that f ∈ Cb(IR
d) and we shall study the following partial differential inequality whose
solution will be denoted by u(t, x):
Theorem 4. Assume that u ∈ Cb([0, T ]× IR
d) such that t → 〈u(t, ·), g〉 is of finite total variation
on [0, T ] for any g ∈ S(IRd) and that it satisfies the following properties:
∂u
∂t
+Atu− ru ≤ 0, u ≥ f in [0, T ]× IR
d(3.3)
(
∂u
∂t
+Atu− ru)(f − u) = 0,(3.4)
U(T, x) = f(x) ,(3.5)
where all the derivatives are taken in the sense of distributions, in particular the derivative w.r. to
t is taken using the C∞-functions of compact support in (0, T ). Then
u(t, x) = sup
τ∈Zt,T
E
[
f(Xtτ (x)) exp−
∫ τ
t
r(s,Xts(x))ds
]
,
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where Zt,T denotes the set of all the stopping times with values in [t, T ] and r is a smooth function
on [0, T ]× IRd.
Proof:We shall prove the case t = 0. Let us denote by l the process defined as lt = exp−
∫ t
0 r(s,Xs)ds.
From Theorem 2, we have, for any ε > 0,
(3.6) ltu(t,Xt)− lεu(ε,Xε)−
∫ t
ε
ls(Asu(s,Xs)ds− (ru)(s,Xs)ds+ u(ds,Xs)) = M
ε
t
where M εt is a ID
′-valued martingale difference, i.e., denoting by E[·|Fs] the extension of the con-
ditional expectation operator to ID′ 1, we have E[M εt |Fs] = M
ε
s for any ε ≤ s ≤ t. Note also that
Ktu =
∂u
∂t + Atu − ru) ≤ 0 hence its composition with Xt is a negative measure and this implies
that the integral at the l.h.s. of (3.6) is a negative distribution on the Wiener space. Consequently
we have
(3.7) M εt ≥ ltu(t,Xt)− lεu(ε,Xε)
in ID′. For α > 0, let Pα be the Ornstein-Uhlenbeck semigroup and define M
α,ε
t as
Mα,εt = PαM
ε
t .
Then (Mα,εt , t ≥ ε) is a continuous martingale (in the ordinary sense). From the inequality (3.7),
we have, for any τ ∈ Zε,T ,
Mα,ετ ≥ Pα(ltu(t,Xt)− lεu(ε,Xε))|t=τ .
Taking the expectation of both sides, we get
E[lεu(ε,Xε)] ≥ E[Pα(ltu(t,Xt)|t=τ ]
for any α > 0, hence we also have
E[lεu(ε,Xε)] ≥ E[lτu(τ,Xτ )]
for any ε > 0 which is arbitrary and finally we obtain
u(0, x) ≥ E[lτu(τ,Xτ )]
for any τ ∈ Z0,T .
To show the reverse inequality let D = {(s, x) : u(s, x) 6= f(x)} and define
τx = inf(s : (s,X
0,x
s ) ∈ D
c) .
Since Kt is hypoelliptic, and since Ktu = 0 on the set D, u is smooth in D. If µ{τx = 0} = 1, from
the continuity of u, we have
u(0, x) = f(x) = E[lτxu(τx, X
0,x
τx )] ,
hence the supremum is attained in this case. If µ{τx 6= 0} > 0, then from the 0−1-law µ{τx 6= 0} = 1
and τx is predictable. Let (τn, n ≥ 1) a sequence of stopping times announcing τx. From the classical
Itoˆ formula, we have
lτnu(τn, Xτn)− u(0, x) =
∫ τn
0
ls(σ
⋆∂u)(s,Xs) · dWs .
By the hypothesis the l.h.s. is uniformly integrable with respect to n ∈ IN, consequently we obtain
u(0, x) = lim
n
E[lτnu(τn, Xτn)] = E[lτu(τ,Xτ )]
hence τx realizes the supremum.
In the homogeneous case the finite variation property of the solution follows directly from the quasi-
variational inequality:
1Such an extension is licit since the conditional expectation operator commutes with the Ornstein-Uhlenbeck
semigroup.
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Theorem 5. Suppose that the infinitesimal generator At of the process (Xt) is independent of
t ∈ [0, T ] and denote it by A. In other words the process is homogeneous in time. Assume that
u ∈ Cb([0, T ]× IR
d) satisfies the following properties:
∂u
∂t
+Au− ru ≤ 0, u ≥ f in [0, T ]× IRd(3.8)
(
∂u
∂t
+Au− ru)(f − u) = 0 in [0, T ]× IRd(3.9)
U(T, x) = f(x) .(3.10)
Then
u(t, x) = sup
τ∈Zt,T
E
[
f(Xtτ (x)) exp−
∫ τ
t
r(s,Xts(x))ds
]
,
where Zt,T denotes the set of all the stopping times with values in [t, T ] and r is a smooth function
on [0, T ]× IRd.
Remark 5. The relations (3.8) and (3.9) are to be understood in the weak sense. This means that
for any g a C∞ function of support in (0, T ) and γ ∈ S(IRd), both of which are positive, we have〈
∂u
∂t
+Au− ru, g ⊗ γ
〉
≤ 0
and 〈
(
∂u
∂t
+Au− ru)(f − u), g ⊗ γ
〉
= 0 .
Proof: As in the proof of the preceding theorem, we shall prove the equality for t = 0, then the
general case follows easily. Let ρδ be a mollifier on IR and let ηε be a family of positive smooth
functions on (0, T ), equal to unity on the interval [ε, T − ε], converging to the indicator function of
[0, T ] pointwise. Define uδ,ε as
uδ,ε = ρδ ⋆ (ηεu) .
From the hypothesis the distribution ν defined by
ν =
∂u
∂t
+Au− ru
is a negative measure on (0, T )× IRd. A simple calculation gives
∂uδ,ε
∂t
+Auδ,ε − ruδ,ε = ρδ ⋆ (η
′
εu) + ρδ ⋆ (ηεν) + ρδ ⋆ (ηεru)− ru
δ,ε .
As in the preceding theorem, we have from Theorem 2
ltu
δ,ε(t,Xt)− lau
δ,ε(a,Xa)−
∫ t
a
lsKsu
δ,ε(s,Xs)ds = M
δ,ε,a
t ,
where M δ,ε,a is a ID′-martingale difference. Since ν is a negative measure, we get the following
inequality in ID′:
M δ,ε,at ≥ ltu
δ,ε(t,Xt)− lau
δ,ε(a,Xa)−
∫ t
a
[ρδ ⋆ (η
′
εu) + ρδ ⋆ (ηεru)− ru
δ,ε](s,Xs)ds
Let now (Pα, α ≥ 0) be the Ornstein-Uhlenbeck semigroup. Then (PαM
δ,ε,a
t , a ≤ t ≤ T ) is a real
valued martingale difference, consequently, we have
0 = E[(PαM
δ,ε,a
t )t=τ ]
≥ E
[
Pα
(
ltu
δ,ε(t,Xt)− lau
δ,ε(a,Xa)−
∫ t
a
[ρδ ⋆ (η
′
εu) + ρδ ⋆ (ηεru)− ru
δ,ε](s,Xs)ds
)
t=τ
]
,
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for any stopping time τ with values in [ε, T − ε]. By letting α→ 0, we get by continuity
0 ≥ E
[
lτu
δ,ε(τ,Xτ )− lau
δ,ε(a,Xa)−
∫ τ
a
[ρδ ⋆ (η
′
εu) + ρδ ⋆ (ηεru)− ru
δ,ε](s,Xs)ds
]
.
Let us choose a > 0 and let then ε, δ → 0. Note that η′ε → δ0 − δT (i.e., the Dirac measures at
0 and at T ), by the choice of a and by the weak convergence of measures and by the dominated
convergence theorem, we obtain
lim
ε,δ→0
E
∫ τ
a
(ρδ ⋆ (η
′
εu)) (s,Xs)ds = 0 .
Again from the dominated convergence theorem we have
lim
ε,δ→0
E
∫ τ
a
[ρδ ⋆ (ηεru)− ru
δ,ε](s,Xs)ds = 0 .
Consequently
E[lau(a,Xa)] ≥ E[lτu(τ,Xτ )] ≥ E[lτf(Xτ )] ,
for any stopping time τ with values in [a, T − a], since a > 0 is arbitrary, the same inequality holds
also for any stopping time with values in [0, T ]; hence
u(0, x)] ≥ E[lτf(Xτ )]
for any stopping time τ ∈ Z0,T and we obtain the first inequality:
u(0, x)] ≥ sup
τ∈Z0,T
E[lτf(Xτ )] .
The proof of the reverse inequality is exactly the same that of Theorem 4 due to the hypoellipticity
hypothesis.
4. Existence of the solutions
In this section, under the hypothesis of the preceding section, we shall prove that the function defined
by the Snell envelope (cf. [3]) of the American option satisfies the variational inequality (3.8) and
the equality (3.9). We start with a lemma:
Lemma 1. Assume that Z = (Zt, t ∈ [0, T ]) is a uniformly integrable, real-valued martingale on
the Wiener space. Let Zκ = (Zκt , t ∈ [0, T ]) be defined as Z
κ
t = PκZt, where Pκ is the Ornstein-
Uhlenbeck semigroup at the instant κ > 0. Then (Zκt , t ∈ [0, T ]) is a uniformly integrable martingale
with
(4.11) E[〈Zκ, Zκ〉
1/2
T ] ≤ cE[〈Z,Z〉
1/2
T ] ,
where c is a constant independent of Z and κ. In particular, if Z has the representation
ZT =
∫ T
0
(ms, dWs) ,
with m ∈ L1(µ,H) optional, then
PκZT =
∫ T
0
e−κ(Pκms, dWs) .
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Proof: From Davis’ inequality (cf. [12]), we have
E[〈Zκ, Zκ〉
1/2
T ] ≤ c1E[ sup
t∈[0,T ]
|Zκt |]
≤ c1E[Pκ( sup
t∈[0,T ]
|Zt|)]
= c1E[ sup
t∈[0,T ]
|Zt|]
≤ cE[〈Z,Z〉
1/2
T ] .
The second part is obvious from the inequality (4.11).
Theorem 6. Assume that (Xst ) is a hypoelliptic diffusion such that, for any ε > 0,∫ T
s+ε
(det γsv)
pdv ∈ L1(µ)
for any p > 1. Let p(s, t;x, y), s < t, x, y ∈ IRd be the density of the law of Xst (x) and denote by
S0,z the open set
S0,z = {(s, y) ∈ (0, T )× IR
d : s > 0, p(0, s; z, y) > 0} .
Then, for any z ∈ IRd, u is a solution of the variational inequality (3.8,3.9,3.10) in D′(S0,z). If
S0,z = (0, T )× IR
d for any z ∈ IRd, then u is a solution of the variational inequality (3.8,3.9,3.10)
in D′(0, T )⊗D′(IRd).
Proof: From the optimal stopping results, we know that u is a bounded, continuous function and
t→ u(t, x) is monotone, decreasing (cf.[3]). Moreover
u(t,Xt)lt − u(0, x) = Mt +Bt
is a supermartingale where Xt = X
0
t (x) and we denoted by M its martingale part and by B
its continuous, decreasing process part. In particular dB × dµ defines a negative measure γ on
[0, T ] × C([0, T ], IRd). We can write u(ds, x) as the sum uac(s, x)ds + using(ds, x) where uac is
defined as the absolutely continuous part of u and using is the singular part. We have, from the
extended Itoˆ formula,
u(t,Xt)lt − u(ε,Xε) =
∫ t
ε
(Asu− ru+ uac)(s,Xs)) ds+ using(ds,Xs) +
∫ t
ε
((σ∂u)(s,Xs), dWs)
= M εt +B
ε
t ,
hence regularizing both parts by the Ornstein-Uhlenbeck semigroup, from Lemma 1, we get
Bεt =
∫ t
ε
(Asu− ru + uac)(s,Xs)) ds+ using(ds,Xs)
M εt =
∫ t
ε
((σ∂u)(s,Xs), dWs) .
Consequently, for any α ∈ D(0, T ) and φ ∈ ID
E
[
φ
∫ T
0
α(s)dBs
]
=
∫
α⊗ φdγ
=
∫
(0,T )
α(s)〈(Asu− ru + uac)(s,Xs)) ds+ using(ds,Xs), φ〉
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and this quantity is negative for any α ∈ D+(0, T ) and φ ∈ ID+. Let now 0 ≤ g ∈ S(IR
d) and assume
that (ti, i ≤ m) is a partition of [0, T ]. Define ξm as
ξm(t, w) =
∑
i
1[ti,ti+1](t) g(Xti) .
Then it is immediate from the hypothesis about the diffusion process (Xt) that (ξm, m ≥ 1) converges
to (g(Xs)1[0,T ](s), s ∈ [0, T ]) in ID(L
p([0, T ])) for any p ≥ 1 and (ξm(s, ·) converges to g(Xs) in ID
for any fixed s ∈ [0, T ] as the partition pace tends to zero. Let us represent u(ds, ·), using the kernel
theorem (cf.[5, 13]), as
u(ds, ·) =
∞∑
k=1
λiTk ⊗ αk ,
where (λk) ∈ l
1, (Tk) ⊂ S
′(IRd) is bounded and (αk) is a sequence of measures on [0, T ], bounded
in total variation norm. It follows then
u(ds,Xs) =
∞∑
k=1
λiTk(Xs)αk(ds)
and this some is convergent in V ([0, T ])⊗˜IDp,−k for some k ∈ IN and p > 1, in the projective
topology, where V ([0, T ]) denotes the Banach space of measures on [0, T ] under the total variation
norm. Since
sup
s∈[0,T ]
‖ξm(s,Xs)‖p,l ≤ sup
s∈[0,T ]
‖g ◦Xs‖p,l ,
uniformly in m ∈ IN, for any p, l and since
‖ξm(s, ·)− ξn(s, ·)‖p,l → 0
as m,n→∞ for any p, l and s ∈ [0, T ], we obtain
lim
m→∞
∫
(0,T )
δ(s)〈ξm(s, ·)− g(Xs), u(ds,Xs)〉 = 0
for any δ ∈ D(0, T ) from the dominated convergence theorem. The above relation implies in partic-
ular that we have∫
(0,T )
α(s)〈(Asu− ru + uac)(s, ·), p0,sg〉ds+
∫
(0,T )
α(s)〈using(ds, ·), g p0,s〉 ≤ 0 ,
with smooth, positive α and g, where the brackets in the integral correspond to the duality between
D(IRd) and D′(IRd). For the functions of support in (0, T ), we can replace the term∫
(0,T )
α(s) 〈u(ds,Xs), g(Xs)〉
by ∫
(0,T )
α(s)〈
∂
∂s
u(s,Xs), g(Xs)〉
where ∂/∂s denotes the derivative in D′(0, T ). Since α and g are arbitrary, we obtain the inequality
(3.8) in D′(S0,x). If S0,x = (0, T )× IR
d, then we have the inequality in the sense of distributions on
(0, T )× IRd.
To complete the proof, let D be the set defined as
D = {(s, x) ∈ (0, T )× IRd : u(s, x) = f(x)} .
Then we have ∫ T
0
1Dc(s,Xs)dBs = 0
10 ALI˙ SU¨LEYMAN U¨STU¨NEL
almost surely (cf.[3]). Let C = −B, then for any smooth function η ∈ D(0, T ) ⊗ S(IRd) such that
η ≤ 1Dc , we have
0 = E
∫ T
0
1Dc(s,Xs)dCs
≥ E
∫ T
0
η(s,Xs)dCs
= −
∫
(0,T )
〈(Asu− ru)(s,Xs)ds+ u(ds,Xs), η(s,Xs)〉
≥ 0 ,
where, the second equality follows from the estimates above. Hence
Asu− ru +
∂
∂s
u = 0
as a distribution on the set S0,x ∩D
c, by the hypoellipticity, the equality is everywhere on this set.
If S0,x = (0, T )× IR
d, then we obtain the relation (3.9).
Remark 6. From the general theory, we can express the martingale part of (ltu(t,Xt), t ∈ [0, T ])
as ∫ T
0
(Hs, dWs)
where H is an adapted process which is locally integrable. On the other hand we have
M εt =
∫ t
ε
(σ(s,Xs)∂u(s,Xs), dWs)
where the r.h.s. is to be interpreted in a negatively indexed Sobolev space on the Wiener space. Using
Lemma 1, we obtain the identity
Hs = σ(s,Xs)∂u(s,Xs)
ds× dµ-a.s., in particular we have
E

(∫ T
0
|σ(s,Xs)∂u(s,Xs)|
2ds
)1/2 <∞ .
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