Abstract By means of their academic publications, authors form a social network. Instead of sharing casual thoughts and photos (as in Facebook), authors select co-authors and reference papers written by other authors. Thanks to various efforts (such as Microsoft Academic Search and DBLP), the data necessary for analyzing the academic social network is becoming more available on the Internet. What type of information and queries would be useful for users to discover, beyond the search queries already available from services such as Google Scholar? In this paper, we explore this question by defining a variety of ranking metrics on different entities-authors, publication venues, and institutions. We go beyond traditional metrics such as paper counts, citations, and h-index. Specifically, we define metrics such as influence, connections, and exposure for authors. An author gains influence by receiving more citations, but also citations from influential authors. An author increases his or her connections by co-authoring with other authors, and especially from other authors with high connections. An author receives exposure by publishing in selective venues where publications have received high citations in the past, and the selectivity of these venues also depends on the influence of the authors who publish there. We discuss the computation aspects of these metrics, and the similarity between different metrics. With additional information of author-institution relationships, we are able to study institution rankings based on the corresponding authors' rankings for each type of metric as well as different domains.
Introduction
In the academic community, it is customary to get a quick impression of an author's research from simple statistics about his or her publications. Such statistics include paper count, citations of papers, h-index and various other indices for counting papers and citations. Well-known services such as Thomson Reuters Web of Science (WoS) and Elsevier Scopus facilitate the retrieval of these statistics by maintaining databases indexing the metadata of academic publications. These databases are usually proprietary and the information which the users can retrieve, sometimes on a paid basis, is limited to what these services choose to provide.
In recent years, service providers like DBLP (developed by Ley 2009 ), CiteSeer (initiated by Giles et al. 1998) and Microsoft Academic Search (MAS), are making the database more publically accessible and are starting to provide additional information which the users can query (this is especially the case with MAS). This allows us to studyobject type includes: author, paper, conference venue, institution, and so on. Each type of object possesses general properties such as a unique identifier, name, and relationship to other objects. For example, if the object is a paper, then its properties include publication year, authorship, and citations. In fact, MAS has maintained a huge amount of data in a very wide range of research fields (15) and, for each field, it further categorizes the papers as belonging to domains in that field. The dataset we obtained for experimental purposes was for the Computer Science field, which included 24 domains. Table 1 lists the name, the number of authors and the number of papers in the domains. Since each author may publish papers in different domains, the sum of authors in all domains is significantly greater than the number of unique authors (9, 41, 733) . The number of papers in the database (33, 47, 795) 1 is actually significantly greater than the sum from all domains (24, 49, 673) . This is because many papers were not classified or had missing information. Another fact we needed to consider was that an increasing proportion of these papers were published in more recent years, as is shown in Fig. 1 . This has some ramifications for our analysis, as we discuss in the latter part of this paper. Despite the misgivings about the dataset we make many interesting observations.
Metrics and ranking methods

Metrics
All the metrics we studied can be defined by considering three types of object: (a) papers; (b) authors; and (c) venues. The relationships between these objects are captured by the following networks (graphs):
(a) paper citation network, denoted by G P ¼ ðV P ; E P Þ, where V P is the set of papers and E P is the set of citations from one paper to another; (b) authorship bipartite network, denoted by G AP ¼ ðV A [ V P ; E AP Þ, where V A is the set of authors and edges in the set E AP link each paper to its authors (authorship) and symmetrically each author to his or her publications (ownership); and (c) venueship bipartite network, denoted by G VP ¼ ðV V [ V P ; E VP Þ, where V V is the set of venues and the edges in E VP connect each paper to its publishing venue. Topologically, G VP is similar to G AP . The main difference is that each paper can have multiple authors whereas it can be published only in one venue. Figure 2 shows the super-graph G ¼ ðV; EÞ combining all three networks together. In this case,
We also denote n A ¼ jV A j; n V ¼ jV V j and n P ¼ jV P j as the number of authors, venues and papers, respectively.
We grouped the metrics we defined into three categories. A metric may be a simple count, such as CC, or a value derived iteratively by using a PageRank-like algorithm.
1. Paper-based-In this case, each paper has a value defined by a metric. The value is distributed to the paper's authors in a way also determined by the metric. For this category, we studied three metrics: CC; Balanced citation count (BCC) 2 ; and Citation value (CV). For CC and BCC, the paper's value was simply the CC, which is welldefined. In the CC's case each co-author received the CC, whereas in the BCC's case each co-author only received an equal fraction of the CC. For CV, it was computed iteratively based on the citation graph G P and distributed to the co-authors in equal fractions. 2. Author-based-These metrics were computed based on author-to-author relationships directly. In this category, we studied three metrics: Influence; Followers; and Connections. All three were computed iteratively. For Influence, the author-to-author relationship was derived from the citation graph G P and the authorship graph G AP . Every time author i cites author j's paper, author i's Influence was distributed to author j, split among the co-authors of j. For Followers, the author-to-author relationship was also derived from the citation graph, but depended on whether author i cited author j instead of how many times. If author i cited author j, author i's Follower value was distributed to author j without splitting among author j's co-authors (which could be different for different papers). The author-to-author relationship for Connections was defined only based on the authorship graph G AP . If author i had co-authored a paper with author j, then author i's Connections value was distributed to author j and vice versa. Note, another variation of Connections could also be defined so that every time author i co-authored with author j, they exchanged their Connections value. 3. Author-and-venue based-In this category, we defined only one metric: Exposure.
This metric was computed by iterating on authors and venues together. It is easiest to think of venues also as a kind of author, thus we had an enlarged author set
The author-to-author relationship was defined in the same way as Influence; so was the relationship for venue-to-venue. The author-to-venue and venue-to-author relationships were defined intuitively, as follows: each time an author i wrote a paper published in venue k, author i distributed his or her influence to venue k; and, similarly, each time a venue k published a paper co-authored by i, author i shared a fraction of venue k's influence with i's co-authors for that paper. Note, all these metrics were defined so as to assign a value to each author, to indicate some characteristics of that author. Because CC could be inflated by a large number of coauthored papers, BCC and CV were alternative computations to assign citation credits to authors. The metrics Influence and Followers are intended to characterize an author's influence and impact on other authors. The metric Connections is used to measure an author's reach in the co-authorship network. Finally, Exposure is intended to bring in the impact of the venues to help characterize an author's potential influence that may not be reflected by citations if the author's papers were relatively recent. For a precise definition of the above metrics, it is necessary to explain the PageRank algorithm. A brief treatment of PageRank and the metrics definition by equations are included in the ''Appendix''.
Ranking
Given the metrics we defined, we computed for each author his or her ranking for each metric. An example of an author ''J. Smith'' (with the actual name anonymized) returned by our web service is listed in Table 2 :
Actually, this ranking is for a specific domain (''Network and Communications'') which has nearly 138K authors in our database. So this author is ranked well within the top ten percentile of the domain which he or she works in. In order to give this information, we also allow the user to view the ranking in terms of percentile (denoted by RankPer, the third row in Table 2) .
A third choice is to view the ranking information in terms of the cumulative value of contributions by authors ranked ahead of the target author (denoted by CumValue, the fourth row in Table 2 ).
Finally, we considered it more appropriate to use a coarse granularity for such ranking information (especially applied in the case study in a later section). There were two possible ways: (1) based on cumulative value of contribution; and (2) based on rank percentile.
Contribution-based letter grading: For this purpose, we decided to divide the cumulative value range into five fixed intervals, and to assign letter grade A, B, C, D, and E as ranks. Lacking any better way to calibrate the partitioning, we simply used 20, 40, 60, and 80 % as the thresholds. In this view, the above example becomes (Table 3) :
For most metrics, the distribution of contribution by authors ordered according to ranking follows Pareto-like distribution. For example, Fig. 3 shows the relationship between the rank order to the cumulative value of three metrics, Influence, Connections, and Exposure, using a loglog plot. So, out of over 138K authors, the distribution of A, B, C, D, and E for the different metrics are listed in Table 4 .
Rank Percentile-based letter grading: An alternative way of letter assignment was based on rank percentile. Because the cumulative curves of the metrics show the powerlaw property, we thus proposed the power-based thresholds (a 4 ; a 3 ; a 2 , and a) to assign letters according to the rank percentile, where parameter a 2 ð0; 1Þ controled the skewness of the assignment results. Table 5 illustrates the letter assignment results when we set a ¼ 0:25 for the experimental web site.
The letter grades according to the rank percentile on the ''J. Smith'' example are listed in Table 6 .
It remains an open problem of how to find the best way of letter grades assignment, which we consider to be future work. We briefly discuss the pros and cons of the two letter assignment methods proposed by us, contribution-based versus rank-percentile based.
One notable difference was the metric-dependency of the letter count distribution. By definition, rank percentile-based letter grading results in a consistent letter count distribution among different metrics (hence independent of metrics). However, it varies greatly between different metrics for letter count distribution generated by contribution-based letter grading. For example, as shown in Table 4 , there were 156 ''A''s for the CC metric when 3,386 ''A''s for the Connection (Con) metric. This was caused by the different skewness in the value distribution of authors' contribution for various metrics, which could also be inferred from the cumulative curves shown in Fig. 3 .
On the other hand, any change in the total number of authors in a research domain (e.g., community expansion or rapid development) unavoidably affects the letter count distribution generated by rank percentile-based letter grading, but it has very limited effects on the contribution-based letter assignment results when the value distribution is very skewed (e.g., Influence, etc.). Later on, unless otherwise noted, we show only the letter assignment results by percentile-based grading for space saving and fair comparison between various metrics. Domain-specific versus overall ranking As mentioned, the above example is the ranking for an author in a specific domain. Usually, an author works in several domains. Our web service shows the author's rankings in all the domains, as well as an overall score for his or her subject field (in this case ''Computer Science''). The letter grades of the example ''J. Smith'' are listed in Table 7 ).
This allows the person to be compared to others in his or her domain, as well as comparing him or her to a bigger set of people in a subject field.
The way to compute the overall score is difficult. We used the straightforward way of merging all the domains into one big domain and then compared the results. This was more computationally demanding. Another possible way would be to add up the authors ranking in each domain normalized by the size of each domain. The trade-off of different ways for computing the overall is still under study.
Comparing rankings
In our experimental web site, we have implemented different ways for authors to be compared. Firstly, the authors in the same domain can be looked up in ranking order, according to any metric. So it would be easy to look up top-ranked people according to one's favorite metric, whether it was Influence, Connections, or Exposure. This is often helpful.
Secondly, we allow authors in the same institution to be looked up in ranking order, for a specific domain, or in accordance with overall ranking. This would be useful in getting a feel as to how strong a particular institute was in a particular domain. It is also the rough way we justify our assignment of A, B, C, D, and E to authors in different cumulative value percentiles or rank percentiles.
We also allow users to search for individual authors and keep them in a list for head-tohead comparison. This could be helpful for many different purposes. For example, we could use this method to collect a list of authors for a case study (see next section).
We have also implemented various other features. For example, it would be possible to look at all rankings if we excluded self-citations. Basically, for each common query which users find useful, we could implement it as an additional feature. Author-based institution rankings
With the additional information of author-institution relationships, we can further provide institution rankings based on authors' ranking results. When ranking institutions, we used two granularities:
1. we counted only the number of authors assigned with ''A''; and 2. we computed a total score, counting ''A'' = 1, ''B'' = 0.5, ''C'' = 0.25, and
For ranking authors, there are a number of various metrics (e.g., Influence, Connections, Exposure, etc.), two types of letter assignment (contribution-based versus rank percentilebased) and the domain-specificity (e.g., 24 domains listed in Table 1 ); therefore the institution ranking automatically inherits these features.
Evaluation and validation
Ranking award recipients
One way to justify our new metrics is to look at award recipients. In the computer science domain, the most prestigious award is the Turing Award. Because we are more familiar with the Network and Communications domain, we also looked at the ACM Sigcomm Award recipients. The results are shown in the following two tables (Tables 8, 9 ). In these tables, the two numbers in the third column (In/All) are the number of papers we considered ''In Domain'' and used for computing the ranking, and the total number of papers authored by the author. In both these cases, it is clear that the CC is not always a good measure, for these people obviously had a tremendous contribution to and impact on their fields. The Citation Value metric (CV) improved over CC and BCC. But Influence did much better-all the Turing Award winners scored at least B. For these top people in their fields, the Followers metric was even more predictive. Although, as we will discuss later, we find Influence and Followers quite similar. Aside from trying to justify the Influence and Followers metrics, we can also appreciate the additional information provided by the Connections metric, in distinguishing those who tend to collaborate more from those who tend to work alone. Since Sigcomm is a more applied community, the CC and BCC metrics performed even worse in comparison to Influence and Followers. This is perhaps because the Sigcomm community publication venues are more selective (and hence have more influence). We will discuss the differences between Influence, Followers, and Exposure later.
Similarity between proposed metrics
For our similarity study, we chose to plot the cumulative value (essentially according to letter grades) of each author, for the two comparable metrics. For example, we first compared CC with Influence as metrics. The former was the common metric used in practice, and the latter was something we proposed. The result is shown in Fig. 4 . The two vertical and horizontal lines give the boundaries separating A and B from the rest of the ranks. Any author on the diagonal line received exactly the same ranking from both metrics. As we can see, there is a correlation between Influence and CC-those with high a CC ranking all have a high Influence ranking as well. But the converse is not true-those with a high Influence ranking may not have a high CC ranking. This means that we could use CC as a sufficient condition when estimating someone's influence, but not a necessary condition. For this reason, we consider Influence is sufficiently different from CC, and it should be considered as a complementary metric.
The CV metric was designed to be an alternative to CC. From our experience, an author's CV rank seems to be always between its CC rank and Influence rank. Figure 5 compares CV against Influence.
It is indeed similar to the comparison to CC, namely, a high CV implies a high Influence but not vice versa. Thus, once we have CC and Influence, there is no strong reason to keep CV as an additional metric. Now let us consider the Followers metric. As we observed in considering the Followers and Influence ranks for the Award recipients, those with a high influence rank tend to have even higher Followers ranks. But for the majority of the authors, these two ranks are very strongly correlated, and hence Followers seem to add little additional value to the Influence metric (as shown in Fig. 6 ).
As expected, the Connections metric had little correlation to any of the other metrics. This is quite intuitive, so we have not included any similarity plots in order to save space.
Finally, we compared the Influence metric to the Exposure metric in Fig. 7 . In this case, many authors with low Influence values may have much higher ranks in Exposure. We suspect this is because this metric successfully identifies authors who are Table 7 Letter grades of each metric in several involved domains of the example ''J. Smith'' very active in publishing in high-impact venues but who have not had the time to build up their influence. It is difficult to tell how true this is-so we selected some real-world examples for our case studies in a later subsection.
Similarity study with h-index
Next we investigated the similarity between the newly proposed metrics to the well known h-index (Ball 2005; Hirsch 2005) . We first compared the Influence metric to the h-index, as in Fig. 8 . It is similar to the correlation between CC and Influence, i.e., those with high h-indices all have high Influence rankings as well. But the converse is not true-those with high Influence rankings may not have high h-indices. This reinforces the belief that influence is a better metric to differentiate those authors with high h-indices.
Next, we compared the Exposure metric to the h-index, as in Fig. 9 . It again shows that high h-indices imply high Exposure rankings whereas the converse is not true. A clear difference is that more points are located at the bottom left area, when it is compared to Fig. 8 . This is consistent with our suspicion that there exist many authors who are very active in publishing in high-impact venues but that their h-index values have not had enough time to accumulate. A similar argument was also raised by Harzing (2008) .
Lastly, we looked into the total CC versus the h-index of each author, as in Fig. 10 . As expected, the correlation between total CCs and h-indices generally follows the square root law. This comes from the definition of the h-index, proposed by Hirsch (2005) . Case studies
From the above similarity study, we concluded that, out of the five metrics based on iterative computation, i.e., CV, Influence, Followers, Connections, and Exposure, the first three are sufficiently similar: we therefore chose to keep only Influence. Influence, Connections, and Exposure are sufficiently different from each other, and from CC. For case studies, we select and illustrate four cases in the Network and Communications domain: (a) authors with a high Influence but a low CC (Table 10) ; (b) authors with a high Exposure but a low Influence (Table 11) ; (c) authors with a high Influence but low Connections (Table 12) ; and (d) authors with high Connections but a low Influence (an example). (a) is the reason why we need Influence. As is shown in Table 10 , some very influential and important people (but who probably have not obtained a large number of paper citations) are listed, e.g., Robert Elliot Kahn, one of the co-inventors of the TCP/IP Protocol, and Nathaniel S. Borenstein, one of the designers of the MIME protocol. (b) is the reason for keeping Exposure. (c) and (d) are just the opposite cases. People listed in Table 12 are influential but do not ''like'' having much co-authorship, e.g., Radia J. Perlman, the inventor of the spanning tree protocol (STP), and Robert G. Gallager, known for his work on information theory. On the contrary, authors in (d) have very powerful sociability in the community and favor co-authoring with others. We take one author as an example. From 1989-2011, he or she has totally published 172 papers and collaborated with 282 different collaborators. The yearly publication data is shown in Fig. 11 . We can see from Fig. 11a , b, the number of published papers and the number of distinct collaborators per year has increased rapidly after 2005. In the meantime, the average number of co-authors for each paper has also gradually increased with time, as in Fig. 11c . Relation of ranking to publication years Finally, we were curious to find out the relationship between how an author ranked and his or her first (or last) year of publication. Figure 12 plots the authors' Influence ranks against their first year of publication.
It is worth noting that it takes time to build up Influence. Authors ranked as A in Influence started publishing in the 1990s or earlier; and B authors started publishing in the early 2000s or earlier, and so on (here is the contribution-based letter assignment).
Next, we plotted an author's last year of publication against Influence (Fig. 13) , CC (Fig. 14) , and then against the h-index (Fig. 15) , for comparison. Note, for CC and h-index, the high-ranking people are mostly still active, because we have been seeing paper and citation inflation over years. For Influence, however, there is more memory, in the sense that more people who are no longer active also enjoy high Influence. This is because an author's influence propagates, by definition of the Influence metric.
Author-based institution rankings
In Table 13 , we illustrate the possibility of institutional ranking according to authors' rankings in various metrics. We selected 30 well-known universities and applied two counting granularities on authors' letter grades of overall ''Computer Science'' rankings of three metrics, Citation Counts (CC), Influence (Inf), and Exposure (Exp).
We found that the ranking results by different metrics were similar at the institution level. The noise at the author ranking results were cancelled out to a certain extent after they were aggregated for scores. When we used the two granularities: (1) count the number of authors assigned with ''A''; and (2) compute the total score, counting ''A'' = 1, ''B'' = 0.5, ''C'' = 0.25 and ''D'' = ''E'' = 0, for method (2), the size of an institution was influential; whereas for method (1), smaller schools also had a chance to rank very high. For example, in Table 13 , Princeton University was ranked 28th by method (2), but 13th by counting only the number of ''A'' authors, i.e., by method (1).
Next, we show three sets of similarity study between different institution ranking results, mainly focused on three selected metrics: CC; Inf; and Exp. In the first set, we compared the ranking results at two different granularities, count number of ''A'' authors versus compute total score, based on the rank percentile-based letter grades, as is shown in Fig. 16b . In the second set (Fig. 17) , we investigated how the authors' letter grading methods (rank percentile-based versus contribution-based) affect the total scores [granularity method (2)] as well as the institution rankings. In the last set, we compared three metrics (Inf versus CC in Fig. 18a , Inf versus Exp in Fig. 18b ) while the rank percentilebased letter grading scheme and the granularity method (2) of computing total score are used.
In accordance with the above comparison results (Figs. 16, 17, 18 ), we made several observations: (i) As is shown in Fig. 16 , for those highly ranked institutions (e.g., above 100th), the ranking results of the two granularities are very close. In addition, as mentioned before, when the total scores (by counting ''A'' = 1, ''B'' = 0.5, ''C'' = 0.25) were the same, the granularity method (1) can indicate the ratio of authors earning letter ''A'' (e.g., Princeton University in Table 13 ). On the other hand, counting the number of ''A'' authors only was ineffective in distinguishing institutions ranked below 100th (note the number of institutions with the same number of ''A'' authors located on horizontal lines). (ii) As is shown in Fig. 17 , although the rank percentile-based and contribution-based letter grading methods make pronounced differences on author rankings, they produce very similar results on institution rankings. (iii) As is shown in Fig. 18 , institutions ranked above 100th have similar ranking results for these three metrics (CC, Inf, and Exp); however, the points are spread out largely for those ranked below 100th under different metrics. This again validates the effectiveness of the definitions of the various metrics with practical interpretations. Table 15 ; and (c) the Academic Ranking of World Universities (ARWU 2012 by SJTU) in Computer Science. Results are shown in Table 16 . As in Tables 14, 15 and 16, we find that the calculation of the overall score is the key factor leading to the deviation of the ranking results between different systems. In particular, the US News ranking system applied a subjective-based approach to calculate the total scores for each university. The QS ranking system calculated the overall score in the ''Computer Science & Information Systems'' subject based on the four objective factors: ''Academic Reputation'', ''Employer Reputation'', ''Citations per Paper'', and ''H-index Citations''. The ARWU ranking system, on the other hand, considers the overall score in the ''Computer Science'' domain as the weighted average of the five metrics: ''Alumni Turing Awards (10 %)'', ''Staff Turing Award (15 %)'', ''Highly Cited Researchers (25 %)'', ''Papers indexed in SCI (25 %)'', and ''Papers Published in Top Journals (25 %)''. Because of these factors (considering more reputation and recent work), the results of the three ranking systems tend to be quite volatile-the top universities change significantly from year to year. In our case of using total score of Influence metric, we are at least more stable and pure.
As MAS also provides the institution ranking services, we make another comparison, and the results are shown in Table 17 . Since we are using the same dataset for calculation, it is not surprising that the ranking results are very similar. 
Related works
The study of academic publication statistics is by no means a new topic. Previous attention focused mostly in different areas of science, especially physics. The most influential work was published in 1965 by de Solla Price (1965) , in which he considered papers and citations as a network and noticed the citation distribution (degree distribution) followed the power law. A few years later, he tried to explain this phenomenon by using a simple Merton 1968) . The skewness of the CC distribution has since been validated by other studies on large-scale datasets (e.g., Seglen 1992; Redner 1998) . In subsequent literature, the model became better known as preferential attachment by Barabási and Albert (1999) (i.e., a paper is more likely to cite another paper with more existing citations) and with good empirical evidence investigated by Jeong et al. (2003) . We classify the previous works on quality/impact assessment into three categories, in terms of the three types of targets-papers, journals, and authors.
Ranking papers
To determine the quality or impact of a paper by its CC, while considered reasonable by many, has met with strong criticisms (e.g., Walter et al. 2003) . Instead of using CC, it has been proposed that a ranking factor, calculated by using the eigenvector-based methods, such as PageRank by Brin and Page (1998) or HITS by Kleinberg (1999) , be adopted. Subsequently, a number of proposals of different variations to measure paper importance appeared, including eigenvector-based (e.g., Sun and Giles 2007; Chen et al. 2007; Yan et al. 2011 , involved both author-paper and journal-paper relationships into the (2) construction of the teleportation vector), or network traffic-like schemes (e.g., Walker et al. 2007; Li et al. 2011 ).
Ranking journals
Because it takes time for a paper to accumulate its share of citations, it is common practice to use the venue (journal) the paper is published in to predict the potential impact/ importance of a paper. Thus, Journal Impact Factor (by Garfield 1972) became an important indicator which was widely used in practice. Later on, a number of variants were studied and proposed to make up for the limitations of the JIF. For example, a fractional citation counting mechanism was proposed to cancel the field dependence of reference/ CCs, as well as the citation behaviors (e.g., Leydesdorff and Bornmann 2011; Zitt and Small 2008) . Another direction was to consider different weighting policy on citation links, and involve iterative calculation. These included Journal Influence Weights (Pinski and Narin 1976) , Eigenfactor (Bergstrom 2007) , Journal PageRank and Weighted Journal PageRank (Bollen et al. 2006) , SCImago Journal Rank (where a more complicated weighting algorithm was proposed by Guerrero Bote et al. (2009) , and different to others, Elsevier Scopus dataset was used in their work). It was studied by Waltman and Eck (2010) and they proved how these metrics are mathematically correlated under certain conditions.
Ranking authors
The use of CC has become more popular due to Google Scholar. More recently, some new indices, such as h-index (by Ball 2005; Hirsch 2005 ) and g-index (by Egghe 2006) have been proposed to combine the use of CC and paper count to measure the achievements of an author. It is natural to think of applying the PageRank-like iterative algorithms to evaluate authors' contribution and impact. As we have mentioned before, ranking journals and authors in this way is topologically similar, but there are several notable differences:
1. the paper-journal is a many-to-one relationship whereas paper-authorship is a manyto-many relationship. This leads to some new challenges during the author ranking procedure. For example, the way of distributing each paper's value to all the coauthors (or similarly co-author contribution quantification) leads to quite a few criticisms (e.g., Sekercioglu 2008) and remains open problems. On the other hand, how to quantify an author's efforts to each of his or her papers is another problem. In our implementation (Influence and Exposure), we try a simple ''flow''-based splitting approach to deal with both problems, i.e., we equally split a paper's value among all the co-authors and vice versa. In a recent study, Radicchi et al. (2009) tried a different weighted scheme in their system called SARA. When quantifying an author's efforts (which is called ''Credit'' in the paper) into his or her papers, different to our equally splitting approach, they considered a weighted approach, which is reversely proportional to the number of coauthors of each paper; 2. the journal-ranking problem is at a much smaller scale than the author-ranking problem. For example, in the Computer Science Domain, the total number of journals involved in the calculation is less than three thousand while the total number of authors is more than 1M. This causes a large number of computational complexity in, for example, calculating those complicated weights on each citation link, deriving those well-defined metrics like betweenness centrality and closeness centrality, and so on; and 3. it gives rise to new challenges and new opportunities as well. For example, we need to deal with the author name disambiguation problem, which is still an open challenge at present (we will discuss it in a later section). Meanwhile, we find the feasibility of conducting author-based institution rankings, which are implemented and presented in our website).
Another type of PageRank-like algorithm on author ranking is based on the author co-citation network (e.g., Ding et al. 2009 ). Each element of the author co-citation matrix c ij , is the count of citations obtained by author i and author j together. This co-citation count acts as a distance measure to reflecting the correlation or similarity between two authors. However, the author co-citation matrix is, both conceptually and practically, very different to our author influence matrix, referring to the mathematical definition, as is listed in Table 18 . Besides the paper citations earned by authors, authors can also be ranked based on their connections and popularity as a co-author. This way of evaluating authors was used in a series of studies by Newman et al. on author collaboration networks (e.g., Newman 2001a Newman , b, 2004a . This approach and viewpoint were similar to that used in the study of social networks by Easley and Kleinberg (2010) . A number of recent papers studied social influence and their correlation to user actions (e.g., Bakshy et al. 2009; Anagnostopoulos et al. 2008; Crandall et al. 2008; Budalakoti and Bekkerman 2012) .
The idea of ''co-ranking'' was inspired by Kleinberg (1999) in the HITS algorithm, where there was only one type of object considered, and each object was assigned two different roles (Hub and Authority). HITS algorithm finally generates two rankings for the two roles of each object, respectively. By considering both co-authorship network and paper citation network, Zhou et al. (2007) applied the similar idea, but co-ranking on the two different types of objects, the papers and the authors. We are de facto the first to propose a metric (Exposure), which is co-ranking the authors and the venues together. The underlay topology of Exposure is a heterogeneous network composed of the paper-author bipartite network, the paper-venue bipartite network and the paper citation network; while the overlay of Exposure consists of four logical relationships, namely, author-to-author, author-to-venue, venue-to-venue, and venue-to-author. The Exposure measures how likely an author or a venue is exposed by a random visit following the four relationships in the steady state.
Finally, the publication database plays a critical role in such bibliometrics and social network studies. The well-known databases are: Google Scholar, Thomson Reuters WoS and Elsevier Scopus, CiteSeerX (developed by Giles et al. 1998) , MAS, DBLP (initiated by Ley 2009 ), IEEE, ACM. These databases, however, tend to contain different papersets (briefly discussed by Chiu and Fu 2010) . For example, CiteSeerX, DBLP focus mostly on computer science and related literature, but each has its own rules about which conferences/papers to include or not. Not all these databases have citation information (e.g., DBLP does not).
Discussion
The name disambiguation problem Name ambiguity is a big problem with online systems dealing with people's names without explicit registration; this is especially true for bibliometric systems since the publication records come from many years of accumulation and from many different publishers. It is a difficult problem, and also it is known as the entity resolution problem in the Database research field, the full solution of which is beyond the scope of this paper. We refer to a tutorial given by Getoor and Machanavajjhala (2012) for a detailed and comprehensive discussion on this problem, including the problem statement, algorithm foundations and open issues. As for the name disambiguation in bilibographic domain, Treeratpituk and Giles (2009) proposed to apply the random forest learning approach as an early trial. Most recent progress can be referred to Chin et al. (2013) , who are the winners of the Name Disambiguation challenge of the KDD Cup 2013. Below, we discuss some of the steps that have been taken and our plans for dealing with this problem in the future.
Our current implementation of the Academic Influence Ranking system makes full use of the objectized data from MAS. Each author is an object with its own ID. MAS has already applied some name disambiguation algorithm to clean its raw data. We show two examples to illustrate this in Fig. 19 .
As shown by the examples, multiple authors with the same name but different affiliations are included in MAS dataset, and we access the authors by their IDs. From examining specific cases, we know that there still exist many author names (and their IDs) that are shared by many different real-world persons. MAS is also aware of this problem, as evidenced by the fact that they submitted this problem as a challenge for the KDD Cup 2013 (described in detail by Roy et al. 2013 ). We expect MAS will apply the algorithms proposed by the winning team of this competition in the near future. Because we plan to continue to update our system by sourcing data from MAS, we need to be careful in doing our own name disambiguation so that we can continue to leverage the MAS dataset.
On the other hand, we are also using our tool and dataset for various statistical analysis, and model validation. For such purposes, it is sometimes adequate to disambiguate only the authors with significant publications. For this we can apply some semi-automatic and semimanual methods. For example, we can automatically identify the author names worthy of disambiguation, and do the disambiguation semi-manually. Here are some semi-manual methods which we are trying:
1. we have developed a crawler-parser to extract online information (e.g., author's homepage) for given author names, and use that information to disambiguate authors with the same name; and 2. we have also found certain online services with author registration, and which can potentially help us disambiguate authors manually.
In the long run, we believe that the ultimate solution requires us to based everything on an (single) author registration system, so that all authors are guaranteed unique. This is clearly not a technical issue any more.
User feedbacks
We have demonstrated our system to many colleagues and friends, including some experts from the industry (Elsevier). Overall, we have received very positive feedback. Here are some things people found greatly to their liking:
1. by checking out the scores for authors familiar, the reviewers told us that the use of influence and connections seems to sort out the stronger researchers from those socially active researchers; 2. by checking the university ranking for domains familiar to them, the reviewers have told us that the ranking is quite accurate, and the top universities are exactly the ones with strong groups in that domain; and 3. many told us that our website can be very useful for: (i) students searching for finding supervisors and graduate programs to apply; (ii) TPC chairs or journal editors finding people to review papers; (iii) hiring search; and (iv) occasionally checking out someone to get their relative position roughly.
We have also received many good suggestions which we will follow up in our future works. Here are some examples:
1. it would be good to do a controlled survey of (systematically selected) people in the different fields, to see their opinions; 2. it would be good to introduce the concept of peer group for each person, and do comparison in that context. For example, a person's peer group should include people of similar years of research experience; and 3. it would be important to develop the user feedback component into the current website.
Conclusion
In this paper, we present the design and experimental study of an academic social network website (http://pubstat.org) that we have built. It consists of several different non-conventional, social-network-like metrics we can use to rank authors and compare authors. In addition, it also provides author-based institution rankings by utilizing the author-institution relationship information. It has been demonstrated to many colleagues and friends, including some experts from industry (Elsevier). Overall, we have received very positive feedback and many good suggestions which we will follow up in our future works. Although we have had a working system for some time now, there are still many challenges to overcome before it can be widely used. Our publications database is not as complete as we would like; and we want to work out a way to continuously update it. The data is also far from clean. We are starting new projects to apply machine learning techniques to clean the data (some preliminary results in estimating missing years on papers have been submitted for publication).
We continue to discover new query types that users are interested in, and even new metrics. If the reviewers of this paper are interested in examining our website, we would be glad to open it for inspection in some fashion.
Appendix 2: Definition of metrics in matrix form
We list the matrix form for the five metrics discussed in the previous sections in Table 18 . , for non-zero rows R n P Â n P paper-citation adjacent matrix, R ij ¼ 1, if paper i has cited paper j 0, otherwise.
A n P Â n A paper-author adjacent matrix, 
