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Structural characterization of ice polymorphs from self-avoiding walks
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Topological properties of crystalline ice structures are studied by means of self-avoiding walks
on their H-bond networks. The number of self-avoiding walks, Cn, for eight ice polymorphs has
been obtained by direct enumeration up to walk length n = 27. This has allowed us to determine
the ‘connective constant’ or effective coordination number µ of these structures as the limit of the
ratio Cn/Cn−1 for large n. This structure-dependent parameter µ is related with other topological
characteristics of ice polymorphs, such as the mean and minimum ring size, or the topological density
of network sites. A correlation between the connective constant and the configurational entropy of
hydrogen-disordered ice structures is discussed.
I. INTRODUCTION
Water exhibits a wide variety of solid phases, which are
referred to as forms of ‘ice’. Most of these phases are pro-
duced by the application of high pressures, which yields
a denser packing of water molecules than in the usual
hexagonal ice Ih. Thus, sixteen different crystalline ice
phases have been identified so far [1–3], and their stabil-
ity range in the temperature-pressure phase diagram has
been investigated for several decades. Some of their prop-
erties lack, however, a complete understanding, mainly
due to their peculiar structure, where hydrogen bonds be-
tween adjacent molecules give rise to the so-called ‘water
anomalies’ [1, 4, 5].
In the known ice phases except ice X, water keeps its
molecular character, building up a network connected by
H-bonds. In this network each water molecule is sur-
rounded by four others, in such a way that its orientation
with respect to the neighboring ones fulfills the so-called
Bernal-Fowler ice rules [1, 6]. These rules allow for the
presence of orientational disorder in the water molecules,
which causes that in several ice phases hydrogen atoms
present a disordered spatial distribution, as indicated by
a fractional occupancy of their lattice sites. Thus, hexag-
onal ice Ih, the stable phase of solid water under normal
conditions, displays hydrogen disorder compatible with
the ice rules, whereas other phases such as ice II are H-
ordered [7, 8].
Given the number of ice structures, a unifying classi-
fication can help to deeper understanding of their spe-
cific properties [7, 9]. For crystalline solids, classification
schemes usually rest on the space symmetry, short-range
atomic environments, or geometrical aspects of packing
of structural units. These classification procedures have a
geometrical nature, as their main criteria are geometrical
characteristics of crystal structures [10–13]. These geo-
metrical classification methods, however, can be hardly
applicable to find relations between solids whose struc-
tures are somewhat distorted. A possible alternative con-
sists in using classification schemes relying on topologi-
cal criteria. This means centering attention mainly on
the organization of interatomic bonds in a crystal struc-
ture as a basic criterion for a crystal-chemical analysis.
In this line, topological properties of crystalline solids
have been taken into account along the years to describe
properties of different types of materials [10–12]. For the
ice polymorphs, a discussion of different network topolo-
gies and the relation of ring sizes in the various phases
with the crystal volume was presented by Salzmann et
al. [7]. Topological studies of three-dimensional (3D)
hydrogen-bonded frameworks in organic crystals have
also helped to classify this kind of structures [14]. More-
over, graph theory has been used to study isotypism and
order/disorder problems in crystal structures [8, 13, 15].
A direct and rather simple topological classification of
ice structures can be based on structural rings, i.e., loops
of water molecules characteristic of each polymorph [7].
A more elaborate procedure can be based on the so-called
‘coordination sequence’, defined as a series of numbers
{Nk} (k = 1, 2, ...), where Nk is the number of sites
located at a topological distance k from a reference site
[16–19]. The coordination sequence can be used to de-
fine a topological density, as a structural characteristic
related to the increase in the number Nk of sites accessi-
ble through k links in a given structure [17, 20, 21]. Note
that these concepts are based only on the topology of
the considered network, and are not affected by lattice
distortions or other structural factors. These concepts
have been recently applied to ice polymorphs, allowing
us to find a correlation between topological density and
volume [22].
In this paper, a different way to characterize the ice
polymorphs is introduced. Namely, it is based on self-
avoiding walks in the corresponding structures. A self-
avoiding walk (SAW) is a sequence of moves on a network
that does not visit any node more than once. Contrary
to unrestricted walks, SAWs contain implicit information
on the topology of the considered network, as they are
sensitive to characteristics such as the number and size of
loops present in the structure. A particularly interesting
parameter is the so-called connective constant or effective
coordination number of the ice networks, which can be
calculated from the long-distance behavior of the number
of possible SAWs in the corresponding structures. These
concepts are explained in detail in the following section.
The purpose of this paper is twofold. On one side,
2FIG. 1: Sketch of the ice Ih structure with an eight-step
self-avoiding walk. A cross indicates a non-allowed step.
knowledge of the connective constants of ice structures
is interesting from a basic point of view for their com-
parison with other crystal structures, for which this kind
of statistical-mechanics questions have been analyzed in
detail. On the other side, they are relevant for a topolog-
ical and physico-chemical characterization of ice phases,
allowing us to connect structural and thermodynamic
properties of this type of solids. In particular, the config-
urational entropy associated to the hydrogen distribution
on the available lattice sites is known to depend on the
ice structure [23–25], so that a search for structural vari-
ables suitable to quantify in some way such a dependence
is worthwhile in the context of ice thermodynamics.
II. COMPUTATIONAL METHOD
In order to study SAWs for the different ice poly-
morphs, we consider each structure as defined by the
positions of the oxygen atoms. One has thus a network,
where the nodes are O sites, and the links are H-bonds
between nearest neighbors. The network coordination is
four (z = 4), which gives a total of 2N links, N being the
number of nodes. We implicitly assume that on each link
there is one H atom, but its consideration is not relevant
for our present purposes.
A self-avoiding walk on an ice network is defined as a
walk in the simplified structure which can never inter-
sect itself. On a given network, the walk is restricted to
move to a nearest neighbor site during each step, and
the self-avoiding condition constrains the walk to occupy
only sites which have not been previously visited in the
same walk [26–28]. We illustrate the application of this
definition to ice Ih in Fig. 1, where an eight-step SAW is
shown. Note that the link indicated with a cross is not
available for step n = 8, as the walk would reach a node
already visited in an earlier step.
SAWs have been used in condensed-matter science
for several purposes. For instance, they were employed
for modeling the large-scale properties of long-flexible
macromolecules in solution and adsorbed on surfaces
[27, 29–31], as well as for the study of polymers trapped
in confined regions, gel electrophoresis, and size exclusion
chromatography, which deal with the transport of poly-
mers through membranes with very small pores [32–34].
They have been also employed in the analysis of critical
phenomena in lattice models [26, 35–38], and to study
complex networks [39–41]. Moreover, SAWs with multi-
ple site weightings and restrictions have been discussed
in the literature [42, 43].
Given a network and a site i in it, we will call Cin the
number of different SAWs of length n starting from this
site. For networks where all sites are topologically equiva-
lent, the sequence {Cin}
∞
n=1 will coincide for all nodes, but
in general, sequences corresponding to different nodes in
a network may be different. (Note that for all sequences
mentioned in the following n is understood to run from 1
to ∞, although not explicitly indicated.) It is important
to recall that crystallographically equivalent sites are al-
ways topologically equivalent, but sites non-equivalent
crystallographically may be topologically equivalent or
not [22]. Then, we define an average sequence {Cn} for
each network, where for a given n, Cn is obtained by
averaging the Cin values for the oxygen sites in the unit
cell:
Cn =
1
M
∑
i
miC
i
n . (1)
Here mi is the multiplicity of site i in the unit cell and
M =
∑
imi. For ice structures including oxygen sites
topologically non-equivalent (e.g., ices III, IV, V, VI, and
XII; see Ref. [22]), relative differences between Cin values
corresponding to different sites in a given structure de-
crease fast with the walk length n. In fact, the relative
difference is about 1% for n = 25, and becomes negligible
in the large-n limit.
It is remarkable that universal constants are known to
describe some properties of self-avoiding walks. These
constants depend on the network dimension, and have
been discussed in detail in the literature [44, 45]. Other
parameters controlling the long-distance behavior of
SAWs are network-dependent, and can be used to charac-
terize different networks with the same dimension. Ana-
lytical expressions describing the asymptotic behavior of
SAWs for large n are significantly different from those of
unrestricted walks. It is particularly interesting the de-
pendence of Cn on the number of steps n for long walks.
Its asymptotic behavior for large n is known to be given
by [44–46]
Cn ∼ n
γ−1µn , (2)
where γ is a critical exponent which takes a value ≈ 7/6
for 3D structures [45, 47, 48], and µ is the so-called ‘con-
nective constant’ or effective coordination number of the
corresponding structure [27, 45, 46].
Defining the ratio
xn =
Cn
Cn−1
(3)
3one has
xn ≈ µ
(
1 +
1
n− 1
)γ−1
n→∞
−−−→ µ (4)
so that the (non-universal) parameter µ can be obtained
as the large-n limit of the sequence {xn}. The connec-
tive constant depends upon the particular topology of
each structure, and has been determined very accurately
for standard 3D lattices. In particular, for the diamond
structure (with the same topology as cubic ice Ic), one
has µ = 2.8790 [48, 49]. In general, for structures with
coordination number z, one has µ ≤ z − 1 [27].
For some ice networks, the convergence of xn to the
connective constant µ is rather smooth, but in other cases
an odd-even alternation is present. For this reason, it is
convenient to average out this effect partially by evalu-
ating the average values
yn =
1
2
(xn + xn+1) (5)
and then studying the convergence of the sequence {yn}
for n→∞. This is the procedure that will be employed
here. We have verified that the connective constant µ
so obtained from the average sequence {Cn} coincides
within error bars with that yielded by averaging the val-
ues derived independently from the sequences {Cin} of
different network nodes.
This procedure gives a good estimate of the connective
constant, but other, more elaborate, numerical methods
such as differential approximants are known to yield more
accurate estimates for the extrapolated values of µ from
the sequence {Cn} [28, 50]. Such a high precision, re-
quired for some studies in statistical physics, is not nec-
essary for our present purposes. In fact, the estimated
error bar of the µ values derived from our extrapolation
of the sequence {yn} is ±2×10
−4. A check of this extrap-
olation method is provided by the ice Ic network, that is
equivalent in our context to the diamond structure. The
parameter µ derived here for ice Ic is consistent with the
value found for diamond in earlier estimations [48, 49]
(see below).
The sequence {Cn} for a given ice structure depends
only on the topology of the network, and not on the ac-
tual symmetry, cell parameters, or other structural data.
In particular, it is not affected by the ordering of H atoms,
and structures such as those of ices Ih and XI (the for-
mer being H-disordered and the latter H-ordered), with
the same topology, will have the same sequence {Cn}.
At present, there are five other known pairs of ice struc-
tures sharing the same topology, and related one to the
other through an order/disorder phase transition. Then,
one has six pairs of ice polymorphs: Ih-XI, III-IX, V-
XIII, VI-XV, VII-VIII, and XII-XIV [7], where the first
polymorph in each pair is H-disordered and the second
is H-ordered. For our present purposes, we will only re-
fer in the following to the disordered case, but under-
standing that it represents both members of the corre-
sponding pair of ice polymorphs. In addition to these,
there exist other ice structures for which no pair has been
found: ice Ic (H-disordered), ice II (H-ordered), and ice
IV (H-disordered). Finally, ice X is topologically equiva-
lent to ices VII and VIII, but with the important differ-
ence that in ice X hydrogen atoms lie midway between
oxygen atoms, so that water molecules lose in fact their
own entity (this is however unimportant for our present
considerations). Thus, one has 9 topologically different
ice structures. We note that the network associated to
ice VII (as well as ices VIII and X) is composed of two
interpenetrating but disjoint subnetworks, each of them
equivalent to the ice Ic network. There is another case,
the pair VI-XV, for which the network also consists of
two disjoint subnetworks, but they are not equivalent to
the network of any other known ice polymorph.
TABLE I: Crystal system and space group for the ice poly-
morphs considered in this work, along with the references
from where crystallographic data were taken.
Phase Crystal system Space group Ref.
Ih Hexagonal P63/mmc, 194 [60]
Ic Cubic Fd3¯m, 227 [61]
II Rhombohedral R3¯, 148 [62]
III Tetragonal P41212, 92 [63]
IV Rhombohedral R3¯c, 167 [64]
V Monoclinic A2/a, 15 [63]
VI Tetragonal P42/nmc, 137 [65]
VII Cubic Pn3¯m, 224 [65]
XII Tetragonal I 4¯2d, 122 [66]
For the above reasons we will study here the ice poly-
morphs given in Table I, where we indicate the crystal
system, space group, and the reference from where we
took the crystal data to generate the corresponding su-
percells. In general, a study of the asymptotic behavior of
the sequence {Cn} for a given network requires the gener-
ation of large supercells. For the ice structures considered
in this work, supercells including around 105 oxygen sites
were generated. We have calculated the numbers {Cn} of
SAWs in such supercells by exact enumeration of the pos-
sible walks up to n = 27, using a backtracking algorithm
[51].
III. RESULTS AND DISCUSSION
The mean numbers Cn of SAWs corresponding to dif-
ferent ice structures are presented in Table II for three
walk lengths: n = 5, 10, and 15. Note that in some cases
Cn is not an integer number, since C
i
n corresponding to
different starting sites i are different [see Eq. (1)]. We
have checked that the sequence {Cn} obtained for ice Ic
coincides with that presented earlier for diamond up to
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FIG. 2: Linear-log plot of the number of self-avoiding walks
Cn on the structures of ice VI (circles) and XII (squares).
n = 27 [48, 49]. The number of walks Cn increases fast
for rising n, as expected from the exponential part µn in
Eq. (2) for µ > 1. The increase in Cn as a function of the
walk length n is shown in Fig. 2 for ices VI and XII, in a
linear-logarithmic plot. Among the considered ice poly-
morphs, these two present the smallest and largest Cn
values, respectively, and for other crystalline ice struc-
tures, Cn values lie between those of ices VI and XII.
Comparing results for these two structures, we find a ra-
tio C27(XII)/C27(VI) = 3.52 for SAWs of length n = 27,
the largest walks considered here. This ratio between
Cn values of different structures increases as n is raised.
In fact, according to Eq. (2), Cn(XII)/Cn(VI) should in-
crease for large n as (µXII/µVI)
n. The dependence of
log10 Cn on n shown in Fig. 2 is roughly linear, showing
the leading contribution of the exponential term µn in
Eq. (2). In general, for the structures under considera-
tion, one expects
log10 Cn − log10 Cn−1 = log10 xn
n→∞
−−−→ log10 µ (6)
Thus, the slope of log10 Cn vs n shown in Fig. 2 converges
for large n to log10 µ.
To obtain insight into the differences between Cn val-
ues for the different ice polymorphs, it is convenient to
consider the topology of the corresponding crystal struc-
tures. Thus, given the variety of ice structures, it is not
strange that some topological characteristics display clear
differences between different polymorphs, as could be ex-
pected from the pressure/temperature range where they
are stable. In this line, a first characteristic observable in
the ice networks is the presence of loops (rings of water
molecules), which define the particular topology of each
structure. The statistics of rings in ice polymorphs has
been considered in detail elsewhere [7, 22]. In particular,
the mean ring size, 〈L〉, can be useful to connect topologi-
cal and thermodynamic properties of these ice structures.
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FIG. 3: Ratio yn vs inverse walk length for ice VI (circles), Ih
(triangles), and XII (squares). For ice VI and XII, results for
two topologically different starting sites are shown (open and
solid symbols), as derived from the corresponding sequence
{Cin}. For each structure an arrow indicates the value of the
connective constant µ obtained from an extrapolation of yn
for 1/n→ 0.
In Table II we present 〈L〉 along with the minimum ring
size Lmin for the various polymorphs.
For a loop-free network (Bethe lattice or Cayley tree
[52, 53]), the number of SAWs is given by
CBn = z (z − 1)
n−1 (7)
where z is the number of nearest neighbors (degree or
connectivity in the language of graph theory), assumed
to be the same for all sites. For actual crystal struc-
tures, with networks including loops, Cn will be in gen-
eral smaller than CBn , and for a given n the number of
n-step SAWs is affected by the presence of rings of size
L ≤ n. For example, for our networks with z = 4 the
maximum number C5 of 5-step SAWs is that correspond-
ing to the Bethe lattice: CB5 = 324. Then, the lower
values of C5 for some ice networks (see Table II) are due
to the presence of rings including five or less nodes. This
happens for ices V and VI which contain four-membered
rings (Lmin = 4) and ice III with Lmin = 5. For longer
SAWs (larger n), loops with higher number of nodes also
contribute to reduce the number Cn with respect to that
of the Bethe lattice.
The connective constant µ has been obtained for
the considered ice structures from the corresponding
sequences {Cn} by using the procedure described in
Sect. II. In Fig. 3 we present the mean values yn de-
fined in Eq. (5) for three different structures (ices Ih, VI,
and XII) as a function of the inverse walk length 1/n. In
fact, for ices VI and XII we show separately the values
derived from the ratios Cin+1/C
i
n corresponding in each
case to two topologically non-equivalent sites (open and
solid symbols). Although results for those non-equivalent
5TABLE II: Average number Cn of SAWs for walk length n = 5, 10, and 15, for different ice structures, along with the
corresponding connective constant µ. Error bars of µ values are ±2 × 10−4. Lmin and 〈L〉 are the minimum and mean ring
size for each ice structure. a is the coefficient of the quadratic term in the coordination sequence, Nk ∼ ak
2, as in Eq. (8).
Data for ice VII are not given, since they coincide with those of ice Ic.
Network C5 C10 C15 µ a 〈L〉 Lmin
Ih 324 70188 14776128 2.8793 2.62 6 6
Ic 324 70188 14774652 2.8792 2.50 6 6
II 324 73032 15996858 2.9049 3.50 8.52 6
III 317.3 68346.7 14156657.3 2.8714 3.24 6.67 5
IV 324 74241 16537432.5 2.9162 4.12 9.04 6
V 308.3 63877.4 12886447.7 2.8596 3.86 8.36 4
VI 284 51021.6 8855288.8 2.7706 2.00 6.57 4
XII 324 75245.3 16832260 2.9179 4.26 7.6 7
Square 284 44100 6416596 2.6382 0.0 4 4
Bethe 324 78732 19131876 3.0000 – – –
sites can be clearly different for small n values, for larger
n they converge for each ice polymorph to the same limit.
This should be expected, as for large length n, the walk
looses memory of the starting node. The resulting values
for the connective constant µ of the considered structures
are given in Table II. We estimate for these µ values an
error bar of ±2 × 10−4, due basically to the extrapola-
tion n→∞. A check of our procedure is provided by the
diamond structure, topologically equivalent to the ice Ic
network, and for which the connective constant is known
to be µ = 2.8790 [45]. This value coincides within error
bars with our result for ice Ic: µ = 2.8792(2). For com-
parison with results for the ice networks, note that for
the loop-free Bethe lattice with z = 4, one has µ = 3, as
can be straightforwardly derived from Eq. (7). We also
include in Table II the connective constant for the two-
dimensional (2D) square lattice: µ = 2.6382 [54] (also
with z = 4).
As indicated above, the connective constant µ is a
purely topological concept, and therefore should in some
way be related with other (more basic) topological as-
pects of the ice structures. The first quantity to be com-
pared with µ will be the mean loop size 〈L〉. In Fig. 4
we present the connective constant of various ice poly-
morphs vs 〈L〉. For the sake of comparison, we include a
data point for the 2D square lattice, where all loops have
L = 4. One first observes in this plot a tendency of the
connective constant µ to increase for rising 〈L〉. There
appears, however, an appreciable dispersion of the data
points for different ice polymorphs, indicating a low cor-
relation between both quantities. A more careful obser-
vation of the data shown in Fig. 4 reveals that the points
corresponding to the ice structures are roughly aligned,
with the exception of ices V and VI that appreciably de-
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FIG. 4: Connective constant µ vs mean ring size 〈L〉 for
crystalline ice structures. Labels indicate the ice structure
corresponding to each data point. Ices Ih, Ic, and VII appear
as a single point. The dashed-dotted line is a fit for the struc-
tures including four-membered rings (2D square lattice, ices
V and VI). The dashed line is a least-square fit for the other
ice structures.
part from the general trend. Common to these two ice
polymorphs is that they are the only ones including four-
membered rings (Lmin = 4). In fact, one observes a good
linear correlation between µ and the mean ring size 〈L〉
for these structures and the 2D square lattice (dashed-
dotted line). The dashed line in Fig. 4 is a linear fit
to the data points of ice structures not including four-
6membered rings. For these structures we have Lmin > 4,
i.e., Lmin = 5 for ice III, Lmin = 6 for ices Ih, Ic, II, and
IV, and Lmin = 7 for ice XII. We observe in fact that the
point corresponding to ice III lies below the dashed line,
whereas that corresponding to ice XII appears above it.
This is in line with the trend found for ices V and VI,
since Lmin(III) < 6 < Lmin(XII).
From these results we conclude that the connective
constant tends to increase as the ring mean size increases,
but the presence of four-membered rings strongly affects
the actual value of µ. Thus, the connective constant for
ice VI is clearly lower than that of ice III, in spite of
the fact that both polymorphs have very similar values
for 〈L〉. This influence of four-membered rings decreases,
however, for larger 〈L〉, as can be seen by comparing µ
values for ices II an V.
As mentioned in the Introduction, the network topol-
ogy can be characterized by the so-called coordination
sequences {Nk} (k = 1, 2, ...), where Nk is the number
of sites at a topological distance k from a reference site
[22]. For 3D structures, Nk increases at large distances
as:
Nk ∼ a k
2 , (8)
where a is a network-dependent parameter. Nk increases
quadratically with k just as the surface of a sphere in-
creases quadratically with its radius. For structures in-
cluding topologically non-equivalent sites, the actual co-
ordination sequences corresponding to different sites may
be different, but the coefficient a coincides for all sites in a
given structure [22]. The parameter a can be used to de-
fine a ‘topological density’ for ice polymorphs, ρ = w a,
where w is the number of disconnected subnetworks in
the considered network [22]. Usually w = 1, but for ice
structures including two interpenetrating networks (as
ices VI and VII) one has w = 2.
In Fig. 5 we display the connective constant µ of ice
polymorphs vs the coefficient a derived from the coordi-
nation sequences. As in Fig. 4, we also include a point for
the 2D square lattice. We find again that µ increases for
increasing parameter a, but there appears a dispersion
in the data points, which can be associated to the min-
imum ring size of the considered ice structures. In par-
ticular, ice polymorphs including four-membered rings
(Lmin = 4) depart appreciably from the general trend of
the other structures, similarly to the correlation between
µ and the mean loop size 〈L〉 shown in Fig. 4. Then, we
also present in Fig. 5 two different fits. On one side, the
dashed-dotted line is a linear fit for the structures with
Lmin = 4, including the 2D square lattice. On the other
side, the dashed line is a least-square fit for the ice poly-
morphs with Lmin > 5, where all of them have Lmin = 6
except ice XII, for which Lmin = 7 (see Table II). For
the remaining ice polymorph (ice III), with Lmin = 5,
the corresponding point (full square) lies on the region
between both lines in Fig. 5.
One of the goals of the present work consists in finding
relations between topological characteristics and thermo-
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FIG. 5: Connective constant µ vs parameter a of coordina-
tion sequences for different ice polymorphs. Labels indicate
the ice structure corresponding to each data point. Ices Ic
and VII are represented by a single point, since they have
the same coordination sequence (parameter a) and connective
constant. The dashed-dotted line is a fit for the structures in-
cluding four-membered rings (2D square lattice, ices V and
VI). The dashed line is a least-square fit for ice polymorphs
with minimum ring size Lmin > 5.
dynamic properties of ice polymorphs. In this line, it
has recently been shown that the network topology plays
a role to quantitatively describe the configurational en-
tropy associated to hydrogen disorder in ice structures
[23]. This has been in fact known after the work by Na-
gle [55], who calculated the entropy for ices Ih and Ic.
This author showed that the actual structure is relevant
for this purpose, by comparing his results with Pauling’s
value for the configurational entropy, derived in a simple
approximation for a loop-free network (Bethe lattice). It
has been recently shown that a simple procedure based
on thermodynamic integration yields reliable results for
the configurational entropy, s, of other ice structures with
hydrogen disorder [23]. This method was applied to ice
VI, for which an entropy per site s = 0.4214(1) was
found, vs s = 0.4107(1) for ice Ih and Pauling’s value
s = 0.4055 [56]. Note that s is dimensionless and can
be converted to the physical configurational entropy S
as S = NkBs, with N the number of water molecules
(nodes in the simplified network) and kB Boltzmann’s
constant. It thus appears that the topology of the net-
work has a non-negligible influence on the entropy of the
hydrogen distribution over the available lattice sites.
In Fig. 6 we present the configurational entropy per
site vs the connective constant µ for ices Ih and VI, as
well as for the Bethe lattice (Pauling result) and the 2D
square lattice. The entropy value for the ice model on the
square lattice has been taken from an exact calculation
by Lieb [57]: s = 0.4315. One observes in this figure a
negative correlation between the entropy s and µ. The
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FIG. 6: Configurational entropy per site vs connective con-
stant µ for various networks. The dashed line is a least-square
fit to the data points.
dashed line is a least-square fit to the data points. We do
not see any reason why this correlation should be linear,
but it seems clear that there is a relation between both
magnitudes. A qualitative argument for this relation is
the following. The connective constant is a measure of
the mean effective number of sites connected to a node
in a long self-avoiding walk. For the distribution of hy-
drogen atoms on the links of the ice networks according
to the Bernal-Fowler rules, a larger µ means an increase
in the correlations in the occupancy of the available hy-
drogen sites, as information on the actual occupancy of
a link propagates ‘more effectively’ through the ice net-
work. Such an increase in the site-occupancy correlations
causes a reduction in the number of available configura-
tions compatible with the ice rules on a given structure,
which translates into a decrease in the configurational
entropy of the hydrogen distribution on the considered
ice network. In this line, relations between SAWs and
order/disorder problems, such as the Ising model on lat-
tices, have been found and studied in the past [39, 58, 59].
Looking at Fig. 6 in more detail, one expects also that
dimensionality can play a role in the actual values of the
configurational entropy, and thus values derived for the
2D square lattice and the Bethe lattice (without a well
defined dimension d; for some purposes d → ∞) may
depart from the general trend found for 3D structures.
This question should be investigated in the future, as con-
figurational entropy associated to hydrogen disorder can
be precisely calculated for other crystalline ice structures
using methods as those described in Refs. [23, 25].
IV. CONCLUSIONS
We have presented a calculation of self-avoiding walks
on eight crystalline ice structures, which include all topo-
logically different ice networks known so far. SAWs have
been enumerated up to a walk length n = 27, which al-
lowed us to obtain the connective constants for the differ-
ent polymorphs. This parameter µ has turned out to be
a quantitative topological characteristic of ice structures.
Correlations between the connective constant and
other topological aspects of ice polymorphs have been
found. The constant µ is in fact related with the mean
ring size 〈L〉, although the correlation between both
quantities is largely influenced by the minimum ring size
Lmin in each structure. A similar correlation between
the connective constant and the parameter a controlling
the coordination sequences in these crystalline structures
(Nk ∼ ak
2) has been found. This network-dependent pa-
rameter gives the topological density of ice polymorphs.
An interesting correlation has been found between the
connective constant and the configurational entropy of
hydrogen-disordered ice polymorphs. A larger µ favors
stronger correlations in hydrogen occupancy of crystal
sites, thus causing a decrease in the configurational en-
tropy. This has been explicitly seen for ices Ih and VI,
and compared to other networks with coordination num-
ber z = 4, such as the 2D square lattice and the Bethe lat-
tice. A generalization to other crystalline ice polymorphs
would be interesting, to check the extent to which this
correlation is followed for this kind of structures. This
will require a calculation of the configurational entropy
for other hydrogen-disordered ice polymorphs, which is
expected to change according to their topological char-
acteristics.
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