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Abstract
Guess & Check (GC) codes are systematic binary codes that can correct multiple deletions, with high probability.
GC codes have logarithmic redundancy in the length of the message k, and the encoding and decoding algorithms of
these codes are deterministic and run in polynomial time for a constant number of deletions δ. The unique decoding
properties of GC codes were examined in a previous work by the authors. In this paper, we investigate the list
decoding performance of these codes. Namely, we study the average size and the maximum size of the list obtained
by a GC decoder for a constant number of deletions δ. The theoretical results show that: (i) the average size of the
list approaches 1 as k grows; and (ii) there exists an infinite sequence of GC codes indexed by k, whose maximum
list size in upper bounded by a constant that is independent of k. We also provide numerical simulations on the list
decoding performance of GC codes for multiple values of k and δ.
I. INTRODUCTION
Codes that correct deletions have several applications such as file synchronization and DNA-based storage. In
remote file synchronization for instance, the goal is to synchronize two edited versions of the same file with
minimum number of communicated bits. In general, the file edits are a result of a series of deletions and insertions.
One way to achieve synchronization is by using systematic codes that can efficiently correct deletions [1], [2].
The study of deletion correcting codes goes back to the 1960s [3]–[5]. In 1965, Varshamov and Tenengolts
constructed the VT codes for correcting asymmetric errors over the Z-channel [4]. In 1966, Levenshtein showed
that VT codes are capable of correcting a single deletion with zero-error [5]. Also in [5], Levenshtein derived
fundamental bounds on the redundancy needed to correct δ deletions. The bounds showed that the number of
redundant bits needed to correct δ deletions in a codeword of length n bits is logarithmic in n, namely cδ log n bits
for some constant c > 0. The fundamental bounds on the redundancy were later generalized and improved by
Cullina and Kiyavash [6]. The redundancy of VT codes is asymptotically optimal for correcting a single deletion.
Finding VT-like codes for multiple deletions has been an open problem for several decades. The literature on
multiple deletion correcting codes has mostly focused on constructing codes that can decode multiple deletions
with zero-error [7]–[11]. There has also been multiple recent works which study codes that can correct multiple
deletions with low probability of error [1], [12]–[14].
In this work, we are interested in the problem of designing efficient codes for list decoding of deletions. A list
decoder returns a list of candidate strings which is guaranteed to contain the actual codeword. The idea of list
decoding was first introduced in the 1960s by Elias [15] and Wozencraft [16]. The main goal when studying list
decoders is to find explicit codes that can return a small list of candidate strings in polynomial time1. The size
of the list gives a lower bound on the time complexity of the list decoder. For instance, if the size of the list is
superpolynomial, then polynomial time list decoding cannot be achieved. List decoding has been studied for various
classes of error correcting codes, such as Reed-Solomon codes [17], Reed-Muller codes [18], and Polar codes [19].
However, the problem of finding list decoders for deletions has not received much attention in the literature. In [11],
Guruswami and Wang proved the existence of codes that can list-decode a constant fraction of deletions given by
n(12 − ), where 0 <  < 12 and n is the length of the codeword. In the regime considered in [11], the codes have
low rate of the order of 3. Recently in [20], Wachter-Zeh derived an upper bound on the list size for decoding
deletions and insertions. An explicit list decoding algorithm that is based on VT codes was also proposed in [20].
This work was supported in parts by NSF Grant CCF 15-26875.
1Polynomial time in terms of the length of the codeword n.
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Fig. 1: Encoding block diagram of Guess & Check (GC) codes for δ deletions. Block I: The binary message of length k bits is chunked into
adjacent blocks of length ` bits each, and each block is mapped to its corresponding symbol in GF (q) where q = 2`. Block II: The resulting
string is coded using a systematic (dk/`e+ c, dk/`e) q−ary MDS code where c > δ is the number of parity symbols. Block III: The
symbols in GF (q) are mapped to their binary representations. Block IV: Only the parity bits are coded using a (δ + 1) repetition code.
In this paper, we focus on the case where the codeword x is affected by a constant number of deletions δ,
resulting in a string y of length n− δ. A simple list decoder in this case is one that returns all binary strings that
have a Levenshtein distance δ from y, i.e., all supersequences of y of length n. This list decoder does not require
any redundancy, and its resulting list size is exactly
∑δ
i=0
(
n
i
)
[21]. Hence, for a constant number of deletions δ, the
list size is O(nδ) (polynomial function of n of degree δ). In [20], this list size was reduced to O(nδ−1) by using
VT codes. The idea in [20] is to first generate all binary strings that have a Levenshtein distance δ− 1 from y, and
then decode these strings using VT codes. Note that this reduction in the list size comes at the expense of adding
a logarithmic redundancy that is introduced by VT codes. Our main contribution in this paper is showing that the
Guess & Check (GC) codes which we presented in [1], can achieve a list size that is upper bounded by constant,
i.e., O(1), with logarithmic redundancy and in polynomial time.
GC codes are explicit systematic codes that have logarithmic redundancy and can correct a constant number
of deletions δ in polynomial time. Initially, the unique decoding performance of GC codes was studied in [1].
In the unique decoding setting, a decoding failure is declared if the decoding results in a list that contains more
than one candidate string. The study in [1] showed that the probability of decoding failure of GC codes vanishes
asymptotically in the length of the message k (or equivalently the length of the codeword n). In this work, we
quantify the value of the list size obtained by the GC decoder by studying the average and the maximum size of
the list. Through our theoretical and simulation results, we show that for a constant number of deletions δ, GC
codes can return a small list of candidate strings in polynomial time. Namely, our contributions are the following.
Theoretical results: Our theoretical results show that: (i) the average size of the list approaches 1 asymptotically
in k for a uniform iid message and any deletion pattern; and (ii) there exists an infinite sequence of GC codes
indexed by k whose maximum list size is upper bounded by a constant that is independent of k, for any message
and any deletion pattern. These results demonstrate that in the average case, lists of size strictly greater than one
occur with low probability. Furthermore, in the worst case, the list size is very small (constant), and hence the
performance of GC codes is very close to codes that can uniquely decode multiple deletions with zero-error.
Simulation results: We provide numerical simulations on the list decoding performance of GC codes for values
of k up to 1024 bits, and values of δ up to 3 deletions. The average list size recorded in these simulations is very
close to 1 (less than 2). Whereas, the maximum list size detected within the performed simulations is 3.
Comparison to [20]: Our theoretical results improve on the list decoder presented in [20], whose maximum list
size is theoretically O(nδ−1), i.e., upper bounded by a function that grows polynomially in length of the codeword
n for a constant number of deletions δ. Furthermore, in Section IV, we provide a numerical comparison to [20]
which shows that the maximum list size of list decoder in [20] grows with n and is much larger than that of GC
codes.
II. PRELIMINARIES
In this section, we present an overview of Guess & Check (GC) codes [1] and state some of the previous results
on these codes which will be helpful in subsequent sections of this paper. We also introduce the necessary notations
used throughout the paper.
A. Guess & Check (GC) Codes for List Decoding
GC codes were presented in [1] as explicit binary codes that can correct multiple deletions, with high probability.
These codes can also be used for the list decoding of deletions as we describe in the encoding and decoding steps
3below.
Let u ∈ Fk2 be a message of length k bits. Let x ∈ Fn2 be its corresponding codeword of length n bits. Let δ be
a constant representing the number of deletions. Consider a deletion pattern d = (d1, d2, . . . , dδ) representing the
positions of δ deletions, where di ∈ {1, 2, . . . , n}, for i = 1, . . . , δ.
1) Encoding: The encoding block diagram is illustrated in Fig. 1. Encoding is done based on the following steps.
(i) The message u of length k bits is chunked into dk/`e adjacent blocks of length ` bits each, and each block
is then mapped to its corresponding symbol in GF (q), where q = 2`. (ii) The resulting q−ary string is encoded
using a systematic (dk/`e+ c, dk/`e) MDS code where c > δ is a constant representing the number of parity
symbols. (iii) The q−ary symbols are mapped backed to their binary representations. (iv) Only the parity bits
are encoded using a (δ + 1) repetition code. This encoding procedure results in the codeword x of length n
bits, where n = k + c(δ + 1)`.
2) Decoding: Suppose that the codeword x is affected by a deletion pattern d = (d1, d2, . . . , dδ), resulting in a
string y of length n−δ that is received by the decoder. The received string y is decoded based on the following
steps. (i) The decoder recovers the parity bits which are protected by a (δ+ 1) repetition code. (ii) The decoder
makes t guesses, where each guess corresponds to a specific distribution of the δ deletions among the dk/`e
blocks. The total number of guesses is equal to the total number of possible deletion patterns given by
t =
(dk/`e+ δ − 1
δ
)
= O
(
kδ
`δ
)
. (1)
(iii) For each guess, the decoder specifies the block boundaries based on its assumption on the locations of
the δ deletions. Then, it treats the blocks that are affected by deletions as hypothetical erasures and decodes
these erasures using the first δ MDS parity symbols. This guessing phase results in an initial list of at most2 t
decoded strings. (iv) The decoder then checks whether each decoded string in the initial list is a valid guess or
not, and removes the invalid ones. A guess is considered is to be valid if the decoded string is consistent with
the remaining c− δ parities; and its Levenshtein distance from the received string y is exactly δ. At the end of
this checking phase, the GC decoder is left with a smaller final list of candidate strings.
Proposition 1. The final list returned by the GC decoder is guaranteed to contain the actual codeword x, and all
the strings in this list have a Levenshtein distance δ from the received string y.
Proof. The decoder goes over all possible deletion patterns, so the actual deletion pattern is guaranteed to be
considered in one of the t guesses. Furthermore, the parities are recovered with zero-error since they are protected
by a (δ+1) repetition code. Therefore, the decoding of y for the correct guess will result in the actual codeword x.
Also, the fact that all the strings in this list have a Levenshtein distance δ from y, follows directly from part (iv)
of the decoding steps.
Since the size of the initial list is at most t, and t is upper bounded by a polynomial function of k given by (1),
then the initial list size is at most polynomial in k. In this paper, we are interested in studying the size of the final list
obtained by the GC decoder. The list size is a deterministic function of the codeword x and the deletion pattern d,
and hence can be represented by L(x,d). Since the codeword x is a deterministic function of the message u, an
equivalent definition of the list size is L(u,d). Throughout the paper, we drop the d argument and use L(u) to
refer to the maximum list size over all possible deletion patterns for a message u of length k bits, i.e.,
L(u) , max
d
L(u,d). (2)
Based on the decoding steps of GC codes, we have L(u) ∈ {1, . . . , t}. To quantify the size of the final list we
define the following quantities:
1) The average value of the list size, defined by
Lav , E(L(u)) =
t∑
l=1
l · Pr(L(u) = l), (3)
for a uniform iid message u of length k bits.
2Depending on the runs of bits within the received string y, different guesses may lead to the same decoded string.
42) The maximum value of the list size, defined by
Lmax , max
u
L(u), (4)
for any message u of length k bits.
The definition of L(u) in (2) implies that the average Lav defined in (3), and the maximum Lmax defined in (4),
are maximized over all possible deletion patterns.
B. Previous Results on Unique Decoding
GC codes are systematic codes, and it follows from the encoding block diagram in Fig. 1 that their redundancy
is n− k = c(δ+ 1)`. The encoding and decoding algorithms of GC codes are deterministic and run in polynomial
time for a constant number of deletions δ [1]. In the unique decoding setting, successful decoding is declared if
only one guess is valid. If two or more guesses are valid, the decoder declares a decoding failure. The results in [1]
show that an upper bound on the probability of decoding failure for a uniform iid message u, and any deletion
pattern d, is given by
Pr(F ) = O
(
kδ
`δ2`(c−δ)
)
. (5)
If ` = Ω(log k) and c ≥ 2δ, then this probability of decoding failure goes to zero as k goes to infinity.
C. Notations
We summarize the notations used in this paper in Table I.
Variable Description Variable Description
u message c number of MDS parity symbols
k length of the message in bits ` chunking length used for encoding
x codeword q field size given by 2`
n length of codeword in bits t total number of guesses given in (1)
d deletion pattern l realization of the list size
δ number of deletions Lav average list size defined in (3)
di position of the ith deletion Lmax maximum list size defined in (4)
TABLE I: Summary of the notations used in the paper.
III. MAIN RESULTS
In this section, we present our main results in this paper. The proofs of these results are given in Section V.
Recall that the number of deletions δ and the number of parity symbols c are constants, i.e., independent of k.
A. Results
Theorem 1 gives an upper bound on the average list size Lav defined in (3), in terms of the GC code parameters
summarized in Table I.
Theorem 1 (Average list size). For a uniform iid message of length k bits, and any deletion pattern (d1, d2, . . . , dδ),
the average list size Lav obtained by the Guess & Check (GC) decoder satisfies
1 ≤ Lav ≤ 1 +O
(
(k/`)2δ
2`(c−δ)
)
.
The next result follows from Theorem 1 and shows that for appropriate choices of the GC code parameters, Lav
approaches one asymptotically in the length of the message k.
Corollary 1. For choices of the GC code parameters that satisfy ` = Ω(log k) and c ≥ 3δ, the average list size
satisifies
lim
k→+∞
Lav = 1.
5The next theorem presents an upper bound on the maximum list size Lmax defined in (4), which is the main
quantity of interest in the list decoding literature. Informally, the theorem states that for appropriate choices of the
code parameters, the maximum list size Lmax is upper bounded by a constant,
Theorem 2 (Maximum list size). Let ` = Ω(log k) and c ≥ 2δ. Consider a sufficiently large message length k1.
There exists an infinite sequence of Guess & Check (GC) codes indexed by the message lengths k1 < k2 < k3 < . . .,
whose maximum list size Lmax, for any message of length k ∈ {k1, k2, k3, . . .}, and any deletion pattern (d1, . . . , dδ),
is upper bounded by a constant that is independent of k.
Theorem 2 says that there exists an infinite sequence of GC codes whose Lmax is upper bounded by a constant.
The restriction to a sequence of codes is a limitation of the proof technique. We conjecture that this result is true
for all GC codes with arbitrary k. In Section IV, we provide numerical simulations on the maximum list size,
where we gradually increase the message length from k = 32 to k = 1024 for multiple values of δ. In the obtained
empirical results, the value of the maximum list size does not increase with k.
B. Discussion for the case of ` = log k
Recall that the redundancy of GC codes is n − k = c(δ + 1)`. Let ` = log k be the chunking length used for
encoding. In this case, the redundancy is c(δ + 1) log k, i.e., logarithmic in k. It follows from Theorems 1 and 2
that a logarithmic redundancy is sufficient for GC codes so that (i) limk→∞ Lav = 1; and (ii) Lmax = O(1) for an
infinite sequence of GC codes. It is easy to verify that a logarithmic redundancy corresponds to a code rate R = kn
that is asymptotically optimal in n (rate approaches one as n goes to infinity). Therefore, GC codes can achieve the
list decoding properties given in Theorems 1 and 2 with a logarithmic redundancy and an asymptotically optimal
code rate.
IV. SIMULATIONS
In this section we present simulation results on the average and maximum list size obtained by GC codes. We
also compare the list decoding performance of GC codes to that of the codes presented in [20].
A. Simulation results for GC codes
We performed numerical simulations on the average list size Lav and the maximum list size Lmax for k =
32, 64, 128, 256, 512 and 1024 bits, and for δ = 1, 2 and 3 deletions. The empirical results are shown in Table II.
Config. δ
1 2 3
k Lav Lmax Lav Lmax Lav Lmax
32 1.0183 2 1.0151 3 1.0061 3
64 1.0110 2 1.0061 3 1.0043 3
128 1.0069 2 1.0029 2 1.0020 2
256 1.0035 2 1.0020 2 1.0007 2
512 1.0021 2 1.0010 2 1.0005 2
1024 1.0007 2 1.0005 2 1.0002 2
TABLE II: The table shows the average list size Lav and the maximum list size Lmax obtained by the GC decoder for different
message lengths k and different number of deletions δ. The results shown are for c = δ+ 1 and ` = log k. The results of Lav
and Lmax were recorded over 10000 runs of simulations. In each run, a message u chosen uniformly at random is encoded
into the codeword x. δ bits are then deleted from x based on a uniformly distributed deletion pattern d, and the resulting
string is decoded.
The results show that: (i) the average list size Lav is very close to one and its value approaches one further
as k increases; and (ii) the maximum list size Lmax recorded is 3 and Lmax does not increase with k, for k =
32, 64, . . . , 1024. Note that the redundancy used for these simulations is n− k = c(δ + 1) log k with c = δ + 1.
This redundancy is much smaller than the one suggested by Theorems 1 and 2. This is due to the fact that GC
codes perform better than what the theoretical bounds indicate, which was discussed in [1].
6B. Comparison with the codes in [20]
In [20], a list decoder of δ deletions was presented that is based on VT codes [4]. Recall that VT codes can
uniquely decode a single deletion. Consider a codeword that is affected by δ deletions, resulting in a string y of
length n− δ bits. The main idea in [20] is to first generate all the supersequences of y of length n− 1; and then
apply the VT decoder on each supersequence. The decoding results in a list whose maximum size is theoretically
O(nδ−1). Note that this size increases polynomially in n for a constant δ. We simulated the maximum list size of
the list decoder in [20], and compared it to that of GC codes for δ = 2. The obtained results are shown in Fig. 2.
The comparison shows that the maximum list size in [20] is larger and increases with the message length k. Note
that the two compared codes have the same order of redundancy (logarithmic in n) and the same order of decoding
complexity (polynomial in n for constant δ).
Fig. 2: The figure shows the maximum list size Lmax obtained by GC codes and the codes in [20] for δ = 2
deletions and different message lengths. The GC code parameters are set to c = δ+1 and ` = log k. The results are
obtained over 10000 runs of simulations. In each run, the message and the deletion pattern are chosen independently
and uniformly at random.
V. PROOFS
A. Proof of Theorem 1
For brevity, we use L instead of L(u) throughout the proof. As previously mentioned, if L ≥ 2, then we say
that the decoder failed to decode uniquely. The probability of failure for a uniform iid binary message u of length
k bits, and any deletion pattern d = (d1, . . . , dδ), is upper bounded by the expression given in (5). Recall that
L ∈ {1, . . . , t}, where t is the total number of cases checked by the GC decoder, given by (1). The lower bound
on Lav follows directly from the fact that L ≥ 1, and hence
Lav ≥ 1. (6)
To upper bound Laav, we write the following.
Lav =
∞∑
l=1
Pr(L ≥ l) (7)
=
t∑
l=1
Pr(L ≥ l) (8)
= 1 +
t∑
l=2
Pr(L ≥ l) (9)
≤ 1 + tPr(L ≥ 2) (10)
= 1 +O
(
kδ
`δ
· k
δ
`δ2`(c−δ)
)
(11)
7= 1 +O
(
k2δ
`2δ2`(c−δ)
)
. (12)
Equations (7) to (9) follow since L ∈ {1, . . . , t} is a positive integer-valued random variable. (11) follows from
the fact that Pr(L ≥ 2) = Pr(F ), and from (1) and (5).
B. Proof of Corollary 1
Let  > 0, such that  = O (k2δ/`2δ2`(c−δ)). Based on Theorem 1 we have
1 ≤ Lav ≤ 1 + . (13)
To prove that limk→+∞ Lav = 1, we derive conditions on the code parameters under which  is guaranteed to
vanish asymptotically in k.  goes to zero as k approaches infinity if the denominator in its mathematical expression
converges to zero faster than the numerator. It is easy to verify that this holds when ` = Ω(log k). Let ` = Ω(log k)
be the first condition. Then, we have
 = O
(
1
kc−3δ(log k)2δ
)
. (14)
Hence, we obtain a second condition that c ≥ 3δ. Therefore, for ` = Ω(log k) and c ≥ 3δ, Lav approaches 1 as
the message length k (or equivalently the block length n) goes to infinity.
C. Sketch of the Proof of Theorem 2
In what follows, we provide a sketch of the proof of Theorem 2. In order to express the variation of the list size
with respect to the message length k, we use L(k) instead of L(u). Pr(L(k) = l) refers to the probability that the
list size is l for uniform iid message of length k. Figure 3 illustrates the high-level idea of the proof of Theorem 2.
The proof is based on the following two lemmas. The proofs of these lemmas are given in the appendix.
Lemma 1 (informal). For any fixed list size greater than one, there exists an infinitely increasing sequence of
message lengths over which Pr(L(k) = l) is non-increasing.
Lemma 2 (informal). For any fixed message length, if Pr(L(k) = l) = 0, then Pr(L(k) > l) = 0.
The high-level idea of the proof is the following. Consider a sufficiently large fixed message length k1. By
definition, we have Pr (L(k) ≥ Lmax(k1) + 1) = 0, where Lmax(k1) is the maximum list size of any message of
length k1. Based on Lemma 1, for the fixed list size Lmax(k1) + 1, there exists an infinitely increasing sequence of
message lengths {k1, k2, k3, . . .}, such that Pr(L(k) = l) is non-increasing over this set of message lengths. There-
fore, ∀k ∈ {k1, k2, . . .}, P r(L(k) = Lmax+1) = 0. Furthermore, based on Lemma 2, ∀k ∈ {k1, k2, . . .}, P r(L(k) >
Lmax + 1) = 0. By combining these results, ∀k ∈ {k1, k2, . . .} we have Pr (L(k) > Lmax(k1)) = 0, and hence
the maximum list size is upper bounded by the constant Lmax(k1).
D. Proof of Theorem 2
As previously mentioned, for a uniform iid message of length k bits, Pr(L(k) ≥ 2) = Pr(F ), where Pr(F ) is
the probability that the decoder fails to decode uniquely. Therefore, from (5), for any l ≥ 2 we have
Pr(L(k) = l) = O (f(k)) , (15)
where f(k) , kδ/`δ2`(c−δ). It can be easily verified that f(k) > 0 is a strictly decreasing function of k if
` = Ω(log k) and c ≥ 2δ.
Lemma 1. For any fixed l ∈ {2, . . . , t}, ∀k  0, ∃k′ > k, such that
Pr(L(k′) = l) ≤ Pr(L(k) = l).
Proof. See Appendix A.
Lemma 2. For any fixed k, ∀l ∈ {2, . . . , t}, if Pr(L(k) = l) = 0, then Pr(L(k) > l) = 0.
Proof. See Appendix B.
8k
l
1 · · · Lmax(k1) Lmax(k1) + 1 Lmax(k1) + 2 · · · · · ·
...
k1 > 0 · · · > 0 0 0 0 · · ·
...
y
k2 · · · · · · · · · 0 Lemma 2−−−−−→ 0 0 · · ·
...
y
k3 · · · · · · · · · 0 Lemma 2−−−−−→ 0 0 · · ·
...
Lemma 1
Lemma 1
Message
length
List size
Fig. 3: Pr(L(k) = l) for different message lengths k and list sizes l. For the fixed list size Lmax(k1)+1, Lemma 1
implies that Pr(L(k) = l) is non-increasing for k ∈ {k1, k2, k3, . . .} (vertical direction). For a fixed message size,
Lemma 2 implies that Pr(L(k) > l) = 0 if Pr(L(k) = l) = 0 (horizontal direction).
Consider a sufficiently large fixed message length k1 > 0. Lemma 1 implies that, for any fixed l ≥ 2, there exists
an infinitely increasing sequence (k1, k2, . . .), such that Pr(L(k) = l) is decreasing in k, for k ∈ S , {k1, k2, . . .}.
Let S be the sequence associated with the fixed list size l? , Lmax(k1) + 1, where Lmax(k1) is the maximum
decoding list size for any message of length k1 bits. By definition, we have
Pr (L(k1) ≥ l?) = 0. (16)
Consider the set S − {k1}, ∀k ∈ S − {k1} we have
Pr (L(k) = l?) ≤ Pr (L(k1) = l?) (17)
= 0. (18)
(17) follows from the fact that Pr(L(k) = l?) is non-increasing for k ∈ S. (18) follows from (16). From (16) and (18),
we can deduce that ∀k ∈ S,
Pr (L(k) = l?) = 0. (19)
Furthermore, from Lemma 2 we have, ∀k ∈ S,
Pr (L(k) > l?) = 0. (20)
By combining the results from (19) and (20) we get that ∀k ∈ S,
Pr (L(k) ≥ l?) = 0. (21)
Hence, ∀k ∈ S,
Lmax(k) < l
?. (22)
This proves that there exists an infinite sequence of GC codes, indexed by S, whose maximum list size Lmax is
upper bounded by a constant3.
Remark 1. The result of Theorem 2 can be used to improve the upper bound in Theorem 1. Namely, based on
Theorem 2, in (10) we can upper bound the list size by a constant O(1) instead of the total number of guesses
t given by (1). However, in that case, the result on Lav would be restricted to a sequence of GC codes, whereas
Theorem 1 is a universal result for all GC codes.
3l? = Lmax(k1) + 1 is a constant that does not increase with k.
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PROOF OF LEMMA 1
Lemma 1. For any fixed l ∈ {2, . . . , t}, ∀k  0, ∃k′ > k, such that
Pr(L(k′) = l) ≤ Pr(L(k) = l).
Proof. Lemma 1 follows from the fact that for any fixed l ≥ 2,
Pr(L(k) = l) = O (f(k)) ,
where f(k) = kδ/`δ2`(c−δ) is a strictly decreasing function of k for ` = Ω(log k) and c ≥ 2δ. Therefore, for any
fixed l ≥ 2,
lim
k→+∞
Pr(L(k) = l) = 0.
Hence, by the definition of limits, ∀k  0, ∃k′ > k, such that
Pr(L(k′) = l) ≤ Pr(L(k) = l).
APPENDIX B
PROOF OF LEMMA 2
Lemma 2. For any fixed k, ∀l ∈ {2, . . . , t}, if Pr(L(k) = l) = 0, then Pr(L(k) > l) = 0.
Proof. Lemma 2 follows from the construction of GC codes described in Section II. To prove Lemma 2, we
first introduce some notations. Consider a message u of fixed length k and an arbitrarily fixed deletion pattern
d = (d1, . . . , dδ). Let Enc : Fk2 → Fn2 be the GC encoding function (Fig. 1) that maps the message to the cor-
responding codeword. Let Del : Fn2 → Fn−δ2 be the deletion function that maps the transmitted codeword to the
received string based on the deletion pattern d. Recall that the GC decoder generates t guesses where each guess
corresponds to a string that is decoded based on a certain assumption on the locations of the δ deletions. Let
Deci : Fn−δ2 → Fn2 , be the function that decodes the received string based on the ith guess, where i = 1, . . . , t.
Since the encoding and decoding algorithms of GC codes are deterministic; and the deletion pattern d is fixed,
then the functions Enc, Del, and Dec are deterministic functions of their inputs. Let gi : Fk2 → Fn2 be the composition
of these functions, given by gi , Deci ◦ Del ◦ Enc, for i = 1, . . . , t. Note that G = {gi : i = 1, . . . , t} is a family
of distinct deterministic functions from Fk2 to Fn2 .
For a given message u, let {i1, . . . , im} be the set of indices of the functions gi(u) that result in different decoded
strings. Namely, ∀i, j ∈ {i1, . . . , im}, such that i 6= j, we have gi(u) 6= gj(u). The guessing phase results in an
initial list of m ≤ t decoded strings given by
Linitial(u) = {gi1(u), gi2(u), . . . , gim(u)}.
In the checking phase, each string in Linitial(u) is checked with c − δ MDS parities in order to eliminate the
strings which are not consistent with these parities. Let A ∈ Fn×(c−δ)q be the matrix consisting of the encoding
vectors corresponding to the c− δ MDS parities. Let b(u) ∈ Fc−δq be the vector containing the values of the c− δ
parities corresponding to the encoding of u. The final list of candidate strings given by
Lfinal(u) = {x ∈ Linitial(u) : ATx ≡ b(u) (mod q)}.
For brevity, henceforth we refer to Lfinal(u) by L. Let l ∈ {1, . . . ,m}, consider the following sets
B , {u ∈ Fk2 : gi1(u) ∈ L, . . . , gil−1(u) ∈ L, gil+1(u) /∈ L, . . . , gim(u) /∈ L},
C , {u ∈ Fk2 : gil(u) ∈ L},
C , {u ∈ Fk2 : gil(u) /∈ L}.
Note that the condition gil(u) ∈ L in set C is equivalent to
ATgil(u) ≡ b(u) (mod q). (23)
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The next claim states that |B ∩ C| ≤ ∣∣B ∩ C∣∣, which is intuitive since the intersection with C introduces an
additional equality constraint which is generally more restrictive than the “not equal” constraint of C.
Claim 1. For any l ∈ {1, . . . ,m}, |B ∩ C| ≤ ∣∣B ∩ C∣∣ .
Proof. Since |B| = |B ∩ C| + ∣∣B ∩ C∣∣, then it is easy to see that proving |B ∩ C| ≤ ∣∣B ∩ C∣∣ is equivalent to
proving that |B ∩ C| ≤ |B|/2. If B is empty, then it is trivial that |B ∩ C| ≤ |B|/2. If B is non-empty, then we
consider the following cases:
• B ∩ C = ∅: Then, |B ∩ C| = 0 < |B|/2, and hence the inequality is satisfied.
• B ∩ C = B: Since A and b(u) are fixed for all functions gi(u), i = i1, . . . , im, then B ∩ C = B ⇒ ∃j ∈
{1, . . . , l − 1}, such that
∀u ∈ Fn2 , ATgil(u) ≡ b(u) (mod q)⇔ ATgij (u) ≡ b(u) (mod q). (24)
Since q = 2` is a prime power, then (24) implies that
∀u ∈ Fn2 , gil(u) = gij (u),
with j 6= l, which contradicts the fact that G = {gi : i = i1, . . . , im} is a family of distinct functions. Therefore,
the case of B ∩ C = B is not possible.
• B ∩ C 6= ∅ and B ∩ C 6= B: The intersection of set C ⊂ Fk2 with set B ⊂ Fk2 can be seen as introducing an
additional equality constraint to the set B, given by (23). If B∩C 6= ∅ and B∩C 6= B, then (23) is satisfiable
by some of the messages u ∈ B. The constraint given by (23) corresponds to a set of linear congruences
in Fq, with q = 2` > 2, where the variables in these congruences are the bits of the message u. Since the
messages u ∈ B ∩ C must satisfy these linear congruences, then the degree of freedom of the bits of u is
decreased by at least 1. In other words, the size of the set B ⊂ Fk2 is decreased by at least a factor of 2, i.e.,
|B ∩ C| ≤ |B|/2.
Recall that L(k) = L(u) = |L(u)| is the final list size defined in (2), and Pr(L(k) = l) refers to the probability
that the list size is exactly l for a uniform iid message u. Next, we prove that if Pr(L(k) = l − 1) = 0, then
Pr(L(k) > l − 1) = 0. Note that proving this statement is equivalent to proving Lemma 2.
The event {L(k) = l} can result from (ml ) cases, where each case corresponds a certain combination of l out
of the m functions gi(u), i = i1, . . . , im, satisfying equality constraints of the form of (23), whereas the remaining
m − l functions do not satisfy these constraints. The set B ∩ C represents one of these (ml ) cases which lead to
{L(k) = l}. We index these cases by j = 1, . . . , (ml ), and refer to each case by its corresponding set Bj∩Cj . The sets
Bj ∩Cj , j = 1, . . . ,
(
m
l
)
, are mutually disjoint because the conditions on u that define these sets are contradictory.
Furthermore, it is easy to see that the result of Claim 1 applies to all of the
(
m
l
)
cases, i.e., ∀j ∈ {1, . . . , (ml )}, we
have |Bj ∩ Cj | ≤
∣∣Bj ∩ Cj∣∣. Therefore,
Pr(L(k) = l) = Pr
(
m
l )⋃
j=1
{u ∈ Bj ∩ Cj}
 (25)
=
(ml )∑
j=1
Pr (u ∈ Bj ∩ Cj) (26)
=
(ml )∑
j=1
|Bj ∩ Cj |
2k
(27)
≤
(ml )∑
j=1
∣∣Bj ∩ Cj∣∣
2k
. (28)
(26) follows from the fact that the
(
m
l
)
cases correspond to mutually disjoint sets. (27) follows from the fact the
message is uniform iid. (28) follows from Claim 1. Note that ∀u ∈ Bj ∩ Cj , we have |L(u)| = l − 1. Hence, if
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Pr(L(k) = l − 1) = 0, then ∀j ∈ {1, . . . , (ml )}, ∣∣Bj ∩ Cj∣∣ = 0, and hence from (28) we get Pr(L(k) = l) ≤ 0.
This proves that if Pr(L(k) = l − 1) = 0, then Pr(L(k) = l) = 0. Similarly, ∀l′ > l, we can apply the same
approach to get Pr(L(k) = l′) = 0. Therefore, if Pr(L(k) = l − 1) = 0, then Pr(L(k) > l − 1) = 0.
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