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Re´sume´
Face au couˆt de la gestion locale des infrastructures informatiques, de nombreuses
entreprises ont de´cide´ de la faire ge´rer par des fournisseurs externes. Ces derniers,
connus sous le nom de IaaS (Infrastructure as a Service), mettent des ressources a` la
disposition des entreprises sous forme de machines virtuelles (VM - Virtual Machine).
Ainsi, les entreprises n’utilisent qu’un nombre limite´ de machines virtuelles capables
de satisfaire leur besoin. Ce qui contribue a` la re´duction des couˆts de l’infrastructure
informatique des entreprises clientes. Cependant, cette externalisation soule`ve pour
le fournisseur, les proble`mes de respect d’accord de niveau de service (SLA - Ser-
vice Layer Agreement) souscrit par le client et d’optimisation de la consommation
e´nerge´tique de son infrastructure.
Au regard de l’importance que reveˆt ces deux de´fis, de nombreux travaux de
recherche se sont inte´resse´s a` cette proble´matique. Les solutions de gestion d’e´nergie
propose´es consistent a` faire varier la vitesse d’exe´cution des pe´riphe´riques concerne´s.
Cette variation de vitesse est imple´mente´e, soit de fac¸on native parce que le pe´ri-
phe´rique dispose des me´caniques inte´gre´s, soit par simulation a` travers des regrou-
pements (spatial et temporel) des traitements. Toutefois, cette variation de vitesse
permet d’optimiser la consommation e´nerge´tique d’un pe´riphe´rique mais, a pour ef-
fet de bord d’impacter le niveau de service des clients. Cette situation entraine une
incompatibilite´ entre les politiques de variation de vitesse utilise´es pour la baisse
d’e´nergie et le respect de l’accord de niveau de service.
Dans cette the`se, nous e´tudions la conception et l’implantation d’un gestionnaire
de ressources ”´eco-e´nerge´tique” dans un syste`me virtualise´. Un tel gestionnaire doit
permettre un partage e´quitable des ressources entre les machines virtuelles tout en
assurant une utilisation optimale de l’e´nergie que consomment ces ressources. Nous
illustrons notre e´tude avec un ordonnanceur de machines virtuelles. La politique de
variation de vitesse est implante´e par le DVFS (Dynamic Voltage Frequency Scaling)
et l’allocation de la capacite´ CPU aux machines virtuelles repre´sente l’accord de
niveau de service a` respecter.
Mots-cle´s : Ordonnanceur, SLA, Machine virtuelle, Energie, Reconfiguration,
Hyperviseur
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Abstract
Considering the cost of local management of the computing infrastructures, nu-
merous companies decided to delegate theirs to providers. These latter are known as
an Infrastructure as a Service (IaaS) and provide resources to companies in the form
of virtual machine (VM). This decision to outsource contributes to lower the cost of
IT infrastructure of the customer companies. However, it raises for the provider, the
problems of the respect of the Service Layer agreement (SLA) of the customer and
of the optimization of the energy consumption of his infrastructure
With regard to the importance of these two challenges, many research works
have focused on this problem. The proposed energy management solutions consist
in varying the execution speed of the affected devices. This variation of speed is
implemented either natively because the device has integrated mechanics, or by
simulation through a spatial or temporal batching requests. However, this variation
of speed optimizes the energy consumption of a device but has the side effect of
degrading the customers SLA.
In this thesis, we study the design and the implementation of an energy-efficient
resources manager in a virtualized system. Such a manager must ensures a fair-
share of resources among VMs while ensuring optimal use of the energy consumed
by the resources. We illustrate our study thanks to a scheduler of VMs. The DVFS
constitutes our energy management policy and the CPU capacity of the VMs the
SLA to respect.
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Chapitre 1
Introduction
Au cours de ces dernie`res anne´es, de nombreuses entreprises (petite et moyenne)
ont vu s’accroˆıtre le couˆt de fonctionnement (mise en place et maintenance) de leur
infrastructure informatique. L’augmentation de ce couˆt (mate´riel, logiciel, humain et
e´nerge´tique) est fonction du nombre d’e´quipements que contient cette infrastructure
d’une part ; et du choix de de´ploiement (redondance des services) adopte´ d’autre
part. Face a` cette croissance, plusieurs entreprises ont entrepris d’externaliser la ges-
tion de leur infrastructure aupre`s des fournisseurs de services.
Ces derniers se caracte´risent par le mode`le de service qu’ils offrent : machine vir-
tuelle dans le cas d’un IaaS, plateforme logicielle dans le cas d’un PaaS et logiciels
dans le cas d’un SaaS. Quel que soit le service offert, ces fournisseurs rencontrent
de nombreux proble`mes notamment : la se´curite´ et la confidentialite´ des donne´es
des clients, le respect de l’accord de niveau de service (SLA - Service Layer Agree-
ment) souscrit par le client et la re´duction de la consommation e´nerge´tique de leur
infrastructure. Dans le cadre de cette the`se, nous nous focalisons sur le respect de
l’accord de niveau de service et la baisse de la consommation e´nerge´tique.
Le respect de l’accord de niveau de service et la gestion de la consommation
d’e´nergie ne´cessitent d’adopter des politiques de gestion dynamique d’e´nergie. De
nombreuses approches ont ainsi e´te´ propose´es. Sur la base d’une e´tude que nous
avons effectue´e, nous avons observe´ que l’ensemble de ces politiques sont, en ge´ne´ral,
base´es sur la variation de la vitesse d’exe´cution du pe´riphe´rique sur lequel la politique
de gestion d’e´nergie est applique´e. Toutefois, cette variation a comme inconve´nient
de re´duire la vitesse d’acce`s/d’utilisation de la ressource concerne´e. Ce qui entraine
le non respect du niveau de service des machines virtuelles qui l’utilisent. Ainsi, afin
de garantir l’accord de niveau de service de ses clients et re´duire la consommation
e´nerge´tique de son infrastructure, le fournisseur de service doit de´finir et mettre
en place des strate´gies de gestion de ressources capables d’atteindre ces 2 objectifs
presque conflictuels.
Dans le cadre de cette the`se, nous nous inte´ressons a` la gestion du CPU en
environnement virtualise´, en prenant soin de garantir l’accord de niveau de service
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des clients et de permettre une utilisation optimale des ressources en terme d’e´nergie
consomme´e. En effet, avec l’adoption du principe de variation de vitesse d’exe´cution
des pe´riphe´riques lors de la mise en œuvre des politiques de gestion d’e´nergie, les
machines virtuelles qui en ont besoin, rec¸oivent moins que la capacite´ souscrite. Afin
d’y faire face, l’une des me´thodes consiste a` augmenter (respectivement diminuer) la
capacite´ a` allouer aux machines virtuelles lors des baisses (respectivement hausses)
de vitesse d’exe´cution.
Dans cette the`se, nous de´finissons les principes de conception d’un gestionnaire
de ressources favorisant la re´duction de l’e´nergie consomme´e par le pe´riphe´rique
tout en respectant l’accord de niveau de service des machines virtuelles qui l’utilise.
Nous proposons un prototype de gestion de CPU (ordonnanceur de machines vir-
tuelles), nomme´ pas-sla-scheduler, qui se sert du principe de pe´riphe´rique a` vitesse
variable afin de re´duire la consommation e´nerge´tique du CPU. De plus, afin de ga-
rantir l’accord de niveau de service des machines virtuelles, notre ordonnanceur pas-
sla-scheduler augmente (respectivement diminue) dynamiquement la capacite´ CPU
alloue´e aux machines virtuelles si la vitesse d’exe´cution de la ressource est diminue´e
(respectivement augmente´e).
Ce document est organise´ de la fac¸on suivante :
– Premie`re partie : contexte d’e´tude
Cette partie pre´sente le contexte ge´ne´ral de nos travaux de recherche. Elle est
compose´e des chapitres 2 et 3. Dans le chapitre 2, nous pre´sentons le contexte
scientifique de cette the`se qui est le cloud computing, et les raisons ayant fa-
vorise´es son expansion. Au terme de ce chapitre, nous identifions la gestion
d’e´nergie comme un de´fi majeur pour un fournisseur de services. Dans le cha-
pitre 3, nous de´finissons un mode`le de gestion d’e´nergie base´ sur la variation
de la vitesse d’exe´cution des pe´riphe´riques et, effectuons un e´tat de l’art de
quelques solutions de gestion d’e´nergie suivant ce mode`le.
– Deuxie`me partie : Proble´matique et e´tat de l’art
Cette partie est destine´e a` de´finir la proble´matique que nous abordons durant
nos travaux. Elle pre´sente e´galement quelques travaux de recherche (les plus
repre´sentatifs) lie´s a` cette proble´matique. Cette partie est compose´e des cha-
pitres 4 et 5. Le chapitre 4 est subdivise´ en 2 grandes sections. La premie`re
section rappelle les exigences d’un gestionnaire de ressources dans un IaaS, a`
savoir le respect de l’accord de niveau de service et l’utilisation optimale des
ressources. Dans cette meˆme section, nous montrons les limites des approches
actuelles de gestion de ressource au regard de ces exigences. Dans la seconde
section, nous conside´rons le cas particulier du CPU, et relevons les faiblesses
des ordonnanceurs de machines virtuelles actuels. Dans le chapitre 5, nous de´-
finissons des crite`res d’e´valuation de solutions et, effectuons un e´tat de l’art de
quelques travaux de recherches, lie´s a` cette proble´matique, sur la base de ces
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crite`res.
– Troisie`me partie : Contributions
Cette partie est destine´e a` la pre´sentation de notre approche, son imple´menta-
tion et son e´valuation. Elle est divise´e en 3 chapitres 6, 7 et 8. Le chapitre 6 pre´-
sente l’orientation ge´ne´rale et la conception adopte´es pour la mise en place d’un
ordonnanceur de machines virtuelles respectant les 2 objectifs sus-cite´s. Dans
le chapitre 7, nous de´crivons plus en de´tail l’imple´mentation de notre ordon-
nanceur pas-sla-scheduler. Le chapitre 8 pre´sente les re´sultats des e´valuations
que nous avons effectue´es. Nous pre´sentons trois groupes d’e´valuation : (1) des
mesures permettant de ve´rifier l’ensemble des hypothe`ses de proportionnalite´
que nous avons de´fini lors de l’imple´mentation de notre ordonnanceur ; (2) une
e´valuation qui certifie les limites des solutions actuelles d’ordonnancement de
machines virtuelles ; (3) une e´valuation permettant de ve´rifier que notre ap-
proche est conforme a` ces 2 crite`res.
Nous concluons notre document au chapitre 9 et pre´sentons quelques perspectives
lie´es a` la mise en œuvre de notre approche.
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Ces dernie`res anne´es ont e´te´ marque´es par une hausse du couˆt de fonctionnement
(mise en place et maintenance) des infrastructures informatiques quelle que soient
leur taille (PME 1, centre d’he´bergement). De`s lors, de multiples me´thodes ont e´te´
propose´es afin d’y faire face. L’une des plus re´centes est le cloud computing.
Le cloud computing constitue le contexte ge´ne´ral de nos travaux de recherche.
De ce fait, dans ce chapitre subdivise´ en 4 sections, nous pre´sentons : (1) le couˆt
1. Petite et Moyenne Entreprise
2.1. COUˆT D’UNE INFRASTRUCTURE INFORMATIQUE
e´leve´ du fonctionnement des infrastructures informatiques comme l’une des raisons
ayant motive´e l’adoption du cloud, (2) les caracte´ristiques du cloud et les atouts
qu’il apporte pour la re´duction de ces couˆts, (3) les diffe´rents mode`les de service
qu’offre le cloud ainsi que les technologies utilise´es pour leur mise en œuvre et enfin
(4) les de´fis que soule`ve la mise en place du cloud.
2.1 Couˆt d’une infrastructure informatique
La mise en place et la gestion locale d’un service informatique dans la plupart des
petites/moyennes/grandes entreprises s’ave`rent extreˆmement couˆteuses. Ces couˆts
sont ge´ne´ralement de divers ordres : mate´riel, logiciel, humain et e´nerge´tique.
2.1.1 Couˆt mate´riel
Le couˆt mate´riel d’une infrastructure informatique de´pend du nombre d’e´quipe-
ment qu’elle contient. Dans un service informatique, l’acquisition des serveurs se fait
de fac¸on progressive. Dans le souci de garantir une haute disponibilite´ des services
et de mettre en place un syste`me de reprise apre`s panne, la majorite´ de ces serveurs
est de´ploye´e avec redondance. De plus, dans le but de pouvoir re´pondre aux fortes
monte´es de charges et de garantir un temps de re´ponse optimum, l’allocation et le
de´ploiement des ressources ont tendance a` eˆtre sur-dimensionne´. Dans ce contexte,
les serveurs sont en ge´ne´ral charge´s en moyenne a` 20% [134] au sein des entreprises.
Ce qui entraine en conse´quence un gaspillage de ressources et une augmentation
inutile du couˆt mate´riel des infrastructures informatiques.
2.1.2 Couˆt logiciel
Le couˆt logiciel d’une infrastructure est ge´ne´ralement proportionnelle a` la taille
de l’infrastructure mate´rielle. En effet, ce couˆt logiciel englobe le couˆt d’achat des
licences, souvent facture´ au nombre d’e´quipement sur lequel il est installe´ et/ou au
nombre de CPU de l’e´quipement, le couˆt d’achat e´ventuel des mises a` jour ou des
fonctionnalite´s optionnelles et le couˆt du support. De ce fait, plus l’infrastructure
mate´rielle est grande plus le couˆt logiciel ira croissant.
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2.1.3 Couˆt humain
Le couˆt humain d’une infrastructure informatique renvoie au personnel en charge
de son administration (et sa maintenance) et est fonction de l’architecture 2 de l’in-
frastructure. L’infrastructure informatique d’une entreprise constitue en ge´ne´ral un
environnement he´te´roge`ne et complexe. He´te´roge`ne et complexe du fait de l’achat
progressif des e´quipements, du de´ploiement et de l’utilisation de diffe´rents syste`mes
d’exploitation (OS 3), d’applications et d’outils d’administration [14]. Cette he´te´-
roge´ne´ite´ a pour conse´quence (1) de ne´cessiter diffe´rentes formations en vue d’un
personnel qualifie´ et (2) une faible productivite´ du personnel informatique. En ef-
fet, elle ne´cessite parfois qu’une grande majorite´ (au minimum 70%) des ressources
humaines soit de´die´e a` l’administration et a` la maintenance des syste`mes existants
plutoˆt qu’au de´veloppement de nouvelles compe´tences informatiques [119]. Ainsi,
plus l’infrastructure sera grandissante, plus l’entreprise aura besoin de personnel et
sera sujette a` effectuer de nouvelles de´penses lie´es aux formations.
2.1.4 Couˆt e´nerge´tique
Aux diffe´rents couˆts sus-cite´s, s’ajoute le couˆt e´nerge´tique qu’engendre cette in-
frastructure. Les rapports scientifiques re´alise´s au cours de ces 20 dernie`res anne´es
montrent que les infrastructures informatiques des entreprises sont de plus en plus
consommatrices en e´nergie [66]. Concre`tement, l’e´nergie consomme´e se compose de
l’e´nergie utile au fonctionnement de l’infrastructure mate´rielle (serveurs, e´quipe-
ments de stockage, e´quipements re´seaux et de te´le´communication) et de l’e´nergie
consomme´e par l’infrastructure de´die´e au refroidissement, a` la ventilation, a` l’e´clai-
rage, aux onduleurs, pour ne citer que ceux-la`. A cause de la redondance des services,
l’infrastructure informatique repre´sente a` elle seule plus de 50% de l’e´nergie consom-
me´e au sein de certaines cate´gories d’entreprises [67].
En somme, le couˆt de gestion locale d’une infrastructure informatique est en-
clin a` de fortes hausses. Fort de ce constat, plusieurs entreprises ont entrepris de
l’externaliser.
2. Dans notre contexte, l’architecture d’une infrastructure fait re´fe´rence a` l’architecture logicielle
(une vue tourne´e sur l’organisation interne et le de´coupage en couches et modules du ou des logiciels
du syste`me informatique) et l’architecture technique (une vue tourne´e vers les diffe´rents e´le´ments
mate´riels et l’infrastructure dans laquelle le syste`me informatique s’inscrit, les liaisons physiques
et logiques entre ces e´le´ments et les informations qui y circulent)
3. Operating System
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2.2 Externalisation et accord avec le fournisseur
2.2.1 Choix d’externaliser
Au regard du gaspillage des ressources duˆ au sur-dimensionnement, a` la sous
utilisation des ressources [10] et aux diffe´rents couˆts sus-cite´s, de nombreuses en-
treprises ont recours a` l’externalisation de leur infrastructure informatique. Cette
dernie`re consiste a` de´le´guer certaines des taˆches de l’entreprise a` un prestataire ex-
terne et a` focaliser l’ensemble des ressources sur des taˆches ayant une forte valeur
ajoute´e pour l’entreprise. Dans ce but, l’entreprise a besoin d’un personnel minimal
et qualifie´ charge´ de de´terminer le nombre et la capacite´ des serveurs capables de
traiter de manie`re satisfaisante leurs ope´rations [126]. Apre`s avoir identifie´ ses be-
soins, l’entreprise souscrit pour un service aupre`s d’un fournisseur de services (que
nous nommerons fournisseur).
2.2.2 Nature du fournisseur
Traditionnellement, le fournisseur est repre´sente´ par un centre d’he´bergement
(Hosting Center en anglais). Il se caracte´rise par un lieu ou` se trouvent diffe´rents
e´quipements e´lectroniques, des ordinateurs inter-connecte´s (cluster), des syste`mes
de stockage et des e´quipements de re´seaux et te´le´communication. Les serveurs sont
accessibles a` distance et la mise a` la disposition des clients est effectue´e suivant 2
mode`les d’allocation : statique et dynamique :
1. Mode`le d’allocation statique . Dans ce mode`le d’allocation, la ressource
alloue´e reste inchange´e durant toute la pe´riode d’utilisation. Ce mode`le d’al-
location comporte 2 politiques d’allocation de ressources : allocation de´die´e
et allocation d’une portion.
– Allocation de´die´e : en fonction des caracte´ristiques mate´rielles souhai-
te´es par le client, le fournisseur lui alloue de fac¸on exclusive un ensemble
de serveurs satisfaisant sa demande. Ce choix d’allocation a l’avantage de
permettre la re´duction des couˆts e´nerge´tiques (ventilation, onduleur, etc) et
de maintenance des entreprises.
– Allocation d’une portion : le pourcentage d’utilisation des ressources
d’un serveur e´tant ge´ne´ralement faible 4, la pratique d’allocation de´die´e se
traduit par un gaspillage de ressources au niveau du fournisseur et/ou un
sur-couˆt pour le client. Afin de re´duire ce gaspillage et accroˆıtre l’utilisa-
tion de ses ressources, le fournisseur implante une politique d’allocation qui
consiste a` allouer des portions de serveurs (unite´ d’allocation plus fine), au
lieu d’allouer un ensemble de serveurs, a` ses clients.
4. Par exemple, le pourcentage d’utilisation du processeur d’un serveur n’exce`de presque pas
(pour la plupart) 20%
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2. Mode`le d’allocation dynamique . La mise en place de l’allocation statique
(pre´sente´ plus haut) ne´cessite de connaˆıtre a` l’avance les besoins des clients, afin
d’e´viter les situations de gaspillage de ressources duˆ au sur-dimensionnement
ou de perte de performance a` cause du sous-dimensionnement. Le pre´sent mo-
de`le d’allocation permet ainsi d’allouer et de libe´rer dynamiquement les res-
sources en fonction de la charge.
2.2.3 Caracte´ristiques du Cloud
Au milieu de la ple´thore de de´finitions du cloud, nous adoptons celle de l’orga-
nisme de normalisation National Institute of Standards and Technology (NIST) que
nous traduisons comme suit : le cloud est un mode`le de service permettant un acce`s
partage´, a` la demande, via un re´seau de te´le´communications, a` des ressources in-
formatiques configurables (re´seaux, serveurs, stockage, applications et services) [90].
Ces ressources peuvent eˆtre rapidement approvisionne´es et libe´re´es avec un effort de
gestion minimal ou l’intervention du fournisseur de service.
Cette de´finition met en e´vidence une des principales caracte´ristiques du cloud : l’al-
location a` la demande (commune´ment appele´ allocation dynamique dans la
litte´rature). L’allocation a` la demande des ressources repose sur une distribution
dynamique de ressources entre utilisateurs. En effet, le fournisseur dispose d’une
ressource limite´e qu’il alloue paralle`lement et/ou successivement entre ses clients
en re´ponse aux diffe´rentes demandes rec¸ues. Le client souscrit pour une ressource
maximale qui ne lui est alloue´e qu’en cas de ne´cessite´. Cette ressource est automa-
tiquement adapte´e en cours d’exe´cution en fonction des besoins et sur demande du
client.
Apre`s utilisation, la ressource est libe´re´e et peut servir a` re´pondre a` la demande d’un
autre utilisateur. Du fait que les ressources puissent ainsi eˆtre libe´re´es et alloue´es a`
d’autres clients apre`s leur utilisation, le cloud donne l’illusion d’une ressource illimi-
te´e. L’allocation a` la demande permet donc d’absorber instantane´ment les pics de
charges et de libe´rer les ressources pour re´pondre aux besoins d’autres clients.
L’allocation a` la demande donne lieu a` une autre caracte´ristique du cloud relative
a` son principe de facturation. Le service de facturation applicable dans un cloud lui
est spe´cifique et est lie´ a` son principe de fonctionnement. Il est connu sous le nom
de pay-as-you-go [86, 52]. The´oriquement, le client ne paye que pour les services
(mate´riel et logiciel) re´ellement utilise´s sans se pre´occuper des de´tails de couˆt de
fonctionnement et des ope´rations d’administration (mises a` jour, installation des
patchs) [4, 90].
2.2.4 Atout du Cloud pour les entreprises
Les caracte´ristiques associe´es au cloud ci-dessus pre´sente´es permettent aux en-
treprises de re´duire le couˆt total de possession des syste`mes informatiques. En
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effet, la mise en œuvre de l’allocation a` la demande re´sout le proble`me de sur-
dimensionnement et de gaspillage de ressources. Elle permet aussi de pallier aux
e´ventuelles saturations dues au sous-approvisionnement parce qu’elle offre la possi-
bilite´ d’augmenter ou de diminuer dynamiquement et rapidement les ressources. La
facturation base´e sur l’utilisation effective des ressources permet aux entreprises de
ne payer que pour ce qu’elles ont ve´ritablement besoin, ce qui contribue e´galement
a` la baisse du couˆt ge´ne´ral du syste`me informatique.
2.2.5 Accord entre client et fournisseur (SLA)
Le contrat qui lie le client et le fournisseur se de´finit sous forme de qualite´ de
service (QoS pour Quality of Service) a` garantir. Les conditions de satisfaction et
les pe´nalite´s applicables au fournisseur en cas de non respect de cette QoS sont
consigne´es dans un document sous le nom d’accord de niveau de service (Servive
Level Agreement - SLA- en anglais) [68].
La QoS de´signe la capacite´ d’un service a` re´pondre par ses caracte´ristiques aux
diffe´rentes exigences de ses utilisateurs. Dans le cloud, la QoS de´pend du mode`le de
service (que nous de´taillons en section 2.3) souscrit par le client. Si le client souscrit
pour l’utilisation :
– d’un logiciel : la QoS peut par exemple s’exprimer en terme de disponibilite´
(Ex : taux de rejet), fiabilite´ (Ex : temps moyen entre deux pannes), per-
formance (Ex : temps de re´ponse) ou volume de transactions effectue´es par
minute, etc [19] ,
– d’une plateforme de de´ploiement : elle peut s’exprimer sous forme de version
de logiciel, d’environnement de de´veloppement ou de compatibilite´ entre les
technologies,
– d’une infrastructure : le client spe´cifie les caracte´ristiques mate´rielles souhai-
te´es. Elles sont exprime´es sous forme de capacite´ d’unite´ de calcul (CPU 5), de
quantite´ de me´moire (RAM 6), d’espace de stockage des donne´es et de bande
passante du re´seau [8, 153].
Le fournisseur est charge´ de veiller au respect de cette QoS. Il est de ce fait
responsable de de´finir une architecture lui permettant de satisfaire aux exigences
des clients.
5. Central Processor Unit
6. Random Access memory
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2.3 Architecture d’une infrastructure de cloud
2.3.1 Mode`le de service du Cloud
Le cloud de´signe a` la fois les logiciels livre´s en tant que service via internet,
les plateformes de de´ploiement d’applications et l’infrastructure qui fournit ces ser-
vices [3]. Son architecture est fonction du public cible et du type de service offert.
Ainsi, sur la base du public concerne´, NIST de´finit 3 familles de cloud. Un cloud
destine´ a` l’usage restreint d’une entreprise porte le nom de cloud prive´ 7. Dans le cas
contraire, c’est-a`-dire ouvert au grand public, il porte le nom de cloud public 8. Il
existe des situations pour lesquelles les utilisateurs de cloud prive´ ne´cessitent l’usage
d’un cloud public pour des besoins pre´cis. Cette configuration de´crit une nouvelle
forme de cloud connue sous le nom de cloud hybride 9 [90, 73].
De meˆme, en fonction du service offert et du niveau d’abstraction de celui-ci,
NIST de´finit 3 mode`les de service que peuvent offrir le cloud [55, 90, 143] :
– Software-as-a-Service (SaaS) : mode`le dans lequel les services propose´s sont
des logiciels mis a` la disposition des clients et accessibles via Internet. Le client
n’a aucune responsabilite´ au sujet de l’infrastructure sous-jacente du cloud a`
l’exception des parame`tres de configuration spe´cifiques a` l’utilisateur ;
– Plateform-as-a-Service (PaaS) : mode`le dans lequel un environnement de tra-
vail est fourni au client. Ce dernier a la capacite´ de de´ployer des applications,
cre´e´es ou acquises, en utilisant des langages de programmation, des biblio-
the`ques, des services et des outils supporte´s par le fournisseur. Le client n’a
aucune responsabilite´ sur l’infrastructure de cloud sous-jacente. Cependant, il
a le controˆle sur les applications de´ploye´es et les parame`tres de configuration
possible pour l’environnement d’he´bergement des applications ;
– Infrastructure-as-a-Service (IaaS) : mode`le qui consiste a` offrir a` un client
des machines virtuelles (VM 10), caracte´rise´es par une puissance de calcul, un
espace de stockage, des acce`s re´seaux, et d’autres ressources informatiques fon-
damentales afin que l’utilisateur soit en mesure de de´ployer et d’exe´cuter tout
logiciel (OS et applications). Le client ne s’occupe pas de la gestion de l’infra-
structure cloud sous-jacente, mais exerce un controˆle sur l’OS, le stockage, les
applications de´ploye´es, et e´ventuellement un controˆle limite´ des composants
re´seaux utilise´s (par exemple un pare-feu).
D’autres types de service (Business Process, Network, Database, etc) peuvent
e´galement eˆtre offerts via un cloud. Au regard de la diversite´ de ceux-ci, les mode`les
de service de cloud sont ge´ne´ralement regroupe´s sous le nom de Anything-as-a-Service
ou X-as-a-Service (XaaS) [68, 115, 76].
Salesforce.com [Salesforce], Google App Engine [Google] et Amazon Elastic Compute
7. Private cloud
8. Public cloud
9. Hybrid cloud
10. Virtual Machine
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Cloud (EC2) [Amazon] constituent 3 exemples de fournisseurs de SaaS, Paas et IaaS
respectivement.
Suivant la hie´rarchie bottom-up 11, le IaaS constitue la couche la plus basse. Elle
permet l’imple´mentation des services des couches supe´rieures. Fort de cet atout, dans
la suite de ce document (e´galement dans le cadre de nos travaux de recherche), nous
nous inte´ressons uniquement au IaaS 12 ; plus particulie`rement aux technologies de
virtualisation (section suivante) qui servent a` son imple´mentation et aux de´fis que
soule`vent sa gestion.
2.3.2 Technologie de virtualisation
De´finition
La virtualisation se de´finit comme l’ensemble des techniques mate´rielles et/ou
logicielles qui permettent de faire fonctionner sur une seule machine physique diffe´-
rents OS [39]. Se´pare´s les uns des autres (Figure 2.1), l’utilisation de ces diffe´rents
OS donne a` l’utilisateur l’illusion d’eˆtre en pre´sence de plusieurs machines distinctes.
Concre`tement, une couche d’abstraction logicielle commune´ment appele´e logiciel de
virtualisation (VMM 13) ou hyperviseur est installe´e dans le syste`me hoˆte (host)
(OS installe´ sur la machine physique) et est charge´e de cre´er des machines virtuelles
(VM 14) sur lesquelles sont installe´es les OS invite´s (guest).
Fig 2.1. Architecture virtualise´e
11. De bas en haut
12. Nous utilisons indiffe´remment le mot cloud ou IaaS dans la suite du document
13. Virtual Machine Monitor
14. Virtual Machine
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Principe de fonctionnement
En plus d’eˆtre charge´e de la cre´ation des VMs, la VMM a pour roˆle de partager
et de coordonner les acce`s aux ressources de l’hoˆte physique sous-jacent entre les OS
invite´s. Bien qu’ils soient virtuels, une VM dispose d’un ensemble de pe´riphe´riques.
Une VM posse`de ainsi une puissance de calcul (nombre et capacite´ du CPU), un
espace de stockage (en ge´ne´ral repre´sente´ par des fichiers sur les syste`mes de sto-
ckage), une quantite´ de me´moire et une ou plusieurs cartes re´seaux. Au cours de son
fonctionnement, tout acce`s de l’OS invite´ a` un pe´riphe´rique virtuel est ge´re´ par la
VMM qui se charge d’interpre´ter et d’exe´cuter la demande sur le pe´riphe´rique re´el
sollicite´.
Cette architecture et ce me´canisme de translation sont entie`rement transparents a`
l’utilisateur final qui s’imagine disposer d’une machine physique re´elle. Ceci est rendu
possible graˆce au respect des crite`res suivants e´tablis par Popek et Goldberg [112]
pour les VMM :
– e´quivalence : toute exe´cution d’application dans un syste`me virtualise´ doit eˆtre
identique a` une exe´cution sur une machine physique ; exception faite du temps
d’exe´cution lie´ a` la disponibilite´ des ressources,
– efficacite´ : la majorite´ des instructions du syste`me invite´ doit directement eˆtre
exe´cute´e par le processeur sans intervention du logiciel de virtualisation,
– controˆle de ressources : l’ensemble des ressources est ge´re´ de fac¸on exclusive
par le logiciel de virtualisation ;
Ainsi, les applications de´ploye´es dans les VMs sont exe´cute´es de fac¸on identique a`
une exe´cution sur un support physique et ne ne´cessitent aucune modification.
Atouts de la virtualisation
Les VMs s’exe´cutant sur le meˆme support mate´riel, la virtualisation accorde un
grand inte´reˆt a` l’isolation ; aussi bien a` l’isolation des pannes qu’a` l’isolation de per-
formance ; et a` la se´curite´ des donne´es. L’isolation des pannes permet d’e´viter que
la compromission d’une VM ne se propage. Pour cette raison, la virtualisation in-
te`gre des techniques d’encapsulation. Ainsi, les OS invite´s (ainsi que les applications
qui y sont installe´es) sont encapsule´s et cloisonne´s au sein de VMs de telle sorte
que la corruption d’une application (dans une VM) n’influence aucunement le bon
fonctionnement d’autres logiciels pre´sents sur le syste`me hoˆte. L’isolation de perfor-
mance est e´galement assure´e par l’encapsulation. Cette dernie`re garantit qu’aucune
sur-exploitation de ressources par une VM ne prive d’autres de ce qui leur est re´serve´.
La virtualisation offre e´galement la possibilite´ de re´duire les couˆts e´nerge´tiques.
Graˆce a` la fonctionnalite´ de migration de VMs [22] qu’inte`gre la virtualisation, il
est possible de tasser dynamiquement (consolider) de nombreuses VMs au sein d’un
meˆme ordinateur physique. La mise en place de cette ope´ration de consolidation
veille au pre´alable a` ce que cet ordinateur soit capable de supporter la charge ge´ne´re´e
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par les VMs. Cette possibilite´ de migration et de consolidation permet de re´duire
le nombre de machines physiques en fonctionnement. La re´duction du nombre de
machines physiques conduit a` re´duire les couˆts e´nerge´tiques lie´s a` leur exploitation
et refroidissement.
Types de technologie de virtualisation
Il existe plusieurs familles de solutions de virtualisation : virtualisation totale,
la paravirtualisation et la virtualisation assiste´e par le mate´riel 15(HVM 16).
La virtualisation totale consiste a` e´muler entie`rement le mate´riel du syste`me hoˆte
pour le rendre accessible a` une VM. Les acce`s aux pe´riphe´riques s’effectuent comme
si la VM e´tait en pre´sence d’un mate´riel re´el. La VMM se charge d’effectuer les
ope´rations ne´cessaires pour translater (convertir) les instructions privile´gie´es de l’OS
de la VM en ope´rations compre´hensibles et re´alisables sur le support physique de
l’OS hoˆte. Dans cette forme de virtualisation, l’OS invite´ et les applications qui y sont
installe´es ne requie`rent aucune modification ou adaptation. Toutefois, cette solution
de virtualisation est sujette a` une perte de performance importante due au nombre
de couches logicielles ”`a traverser” lors du traitement de toute requeˆte. Cette forme
de virtualisation est imple´mente´e entre autres par VMware Workstation [146, 129],
Qemu [7, 6].
La paravirtualisation a e´te´ propose´e afin de re´soudre les proble`mes de perte
de performance observe´s dans l’utilisation de la virtualisation totale. La paravir-
tualisation consiste a` modifier l’OS invite´ de fac¸on a` lui inclure des instructions
spe´ciales nomme´es hypercalls. Ces dernie`res permettent des acce`s aux pe´riphe´riques
sans avoir recours aux translations. Cette forme de virtualisation a l’avantage d’of-
frir des performances d’applications exe´cute´es dans les VMs semblables aux perfor-
mances obtenues lors d’une exe´cution sur un syste`me non virtualise´ (aussi appele´
syste`me natif ). Cette technologie a e´te´ principalement imple´mente´e par Xen [12, 21]
et VMware ESXi [141, 91, 85]. Toutefois, cette technologie de virtualisation exige de
disposer du code source de l’OS invite´. Cette contrainte limite l’exploitation de la
paravirtualisation uniquement aux OS non proprie´taires.
L’ave`nement de processeurs inte´grant des instructions de virtualisation a fait
naˆıtre une nouvelle famille de technologies de virtualisation : la virtualisation as-
siste´e par le mate´riel (HVM). Elle consiste a` ge´rer l’ensemble des ope´rations de
virtualisation de fac¸on mate´rielle et non plus logicielle comme dans les solutions
pre´ce´dentes. Cette forme de virtualisation offre des performances de VM identiques
aux OS natifs mais a pour contrainte de disposer d’un mate´riel inte´grant les ins-
tructions de virtualisation. Intel et AMD graˆce a` leurs technologies VT-x (Virtual
Technology) [131, 135, 48] et SVM(Secure Virtual Machine)/Pacifica [140, 116] res-
15. Hardware-Assisted Virtualization
16. Hardware Virtual Machine : terminologie de Xen
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pectivement, offrent ces instructions et sont exploitables par VMware ESXi [141, 91],
Xen [12, 152], KVM [63, 46, 120], VirtualBox [139, 147, 102, 103] ou Hyper-V [137,
75, 114].
2.3.3 Infrastructure-as-a-Service
Le mode`le de service IaaS consiste a` mettre a` la disposition des utilisateurs
un parc informatique virtualise´. Comme toute infrastructure, son fonctionnement
efficace est conditionne´ par l’ensemble des ope´rations d’administration effectue´es.
Pour ce faire, le IaaS inte`gre en plus des serveurs de stockage des images de VM, des
services de re´servation de ressources, de monitoring et d’e´quilibrage de charge entre
les serveurs.
Re´servation de ressources
. Elle consiste a` allouer au client la ressource (CPU, RAM, espace disque, bande
passante,etc) demande´e. La demande est ge´ne´ralement effectue´e via une re´servation.
Le fournisseur, en fonction des strate´gies de gestion de son infrastructure, propose
plusieurs formes de re´servation : re´servation imme´diate (le besoin en ressource doit
imme´diatement eˆtre satisfait), re´servation programme´e (le client indique la quantite´
de ressource souhaite´e, la date de disponibilite´ de la ressource et la dure´e d’utilisa-
tion). Ainsi au de´clenchement de la re´servation, les VMs sont de´marre´es et toutes
les ope´rations de configuration permettant leur acce`s et leur exploitation a` distance
par le client sont effectue´es. Les ressources sont libe´re´es au terme de la re´servation.
Toutefois, le client peut e´tablir un contrat a` dure´e inde´termine´e avec le fournisseur
et avoir ainsi imme´diatement acce`s aux ressources en cas de besoin.
Monitoring et e´quilibrage de charge 17
. Le gestionnaire de ressources dans un IaaS se sert d’un syste`me de monitoring
pour prendre des de´cisions avise´es lors du de´ploiement d’une nouvelle VM ; en cas
de de´tection de pannes ou pour pallier a` la perte de performances des VMs.
Par de´faut, le monitoring donne une vue globale du syste`me et permet d’identifier
la machine physique sur laquelle la VM est initialement exe´cute´e. Ce choix est en
ge´ne´ral fonction des crite`res de gestion du fournisseur [92]. Le monitoring permet
aussi de de´celer un dysfonctionnement dans l’infrastructure et d’agir en conse´quence.
Notamment, la de´tection d’une panne peut conduire au rede´marrage d’une VM ou
a` la sauvegarde de son e´tat courant graˆce a` la fonctionnalite´ de sauvegarde (check-
pointing) [24] qu’apporte la virtualisation.
17. Load balancing
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En fonction de l’e´tat d’occupation des machines de l’infrastructure du IaaS, le ser-
vice d’e´quilibrage de charge peut effectuer des migrations de VMs (atout qu’apporte
la virtualisation). Cette ope´ration permet de libe´rer des machines sous charge´es et
les e´teindre e´ventuellement en vue de re´duire la consommation e´nerge´tique de l’in-
frastructure. Cette action permet aussi d’alle´ger certaines machines afin d’e´viter les
pertes de performance des VMs en cas de saturation/surcharge.
Le fournisseur exploite de cette manie`re les fonctionnalite´s d’encapsulation et
de cloisonnement pour assurer l’isolation des ressources entre les clients et garantir
la se´curite´ des donne´es des diffe´rentes applications co-he´berge´es. Graˆce au check-
pointing et a` la migration des VMs, le fournisseur essaie de pre´server le niveau de
performance souscrit par le client et de re´duire l’e´nergie que consomme son infra-
structure.
Pour les entreprises, l’utilisation du cloud et son principe de facturation a` l’usage
favorisent la re´duction des couˆts de gestion locale des syste`mes informatiques. Tou-
tefois, la mise en place d’un cloud pre´sente de nombreuses contraintes et son fonc-
tionnement efficace engendre de nombreux de´fis coˆte´ fournisseur.
2.4 De´fis lie´s a` l’utilisation d’un IaaS
De nos jours, le cloud peut eˆtre exploite´ dans de nombreux domaines tels que la
finance, le commerce e´lectronique (e-commerce), l’industrie ou la recherche scienti-
fique [109, 15]. Ceci se justifie par le fait que les utilisateurs ont a` leur disposition
une infrastructure de pointe et performante sans avoir a` faire de lourds investisse-
ments et a` prendre en compte l’administration et la maintenance de celle-ci. Malgre´
cela, l’adoption du cloud suscite des craintes lie´es a` la se´curite´, a` la confidentialite´
des donne´es, au respect du SLA et a` l’e´nergie qui illustrent les principaux de´fis que
rencontrent les fournisseurs.
2.4.1 Se´curite´ et confidentialite´
Les donne´es des clients d’un IaaS sont stocke´es de fac¸on distribue´e, entre les
serveurs d’un meˆme site ou entre les serveurs de diffe´rents sites, et accessibles via
Internet. Le fournisseur doit assurer la se´curite´, la confidentialite´ et l’inte´grite´ des
donne´es ainsi ge´re´es. Pour ce faire, il utilise des techniques d’authentification et de
cryptographie pour controˆler et filtrer l’acce`s et l’utilisation des ressources [11, 5,
108, 151, 50, 113]. D’autres me´canismes de se´curite´ employe´s par les fournisseurs
inte`grent l’utilisation des VLAN regroupant les VMs d’un meˆme client.
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2.4.2 Respect du SLA
Lors de la souscription d’un service, le client spe´cifie les caracte´ristiques mate´-
rielles des VMs souhaite´es et leur respect constitue l’un des de´fis pre´sents dans le
IaaS.
Afin de garantir ce SLA, le gestionnaire de ressources dans un IaaS alloue dynami-
quement les ressources aux clients et effectue au besoin des ope´rations d’e´quilibrage
de charge afin d’e´viter tout abus des clients. L’e´quilibrage de charge se doit d’e´viter
toute situation ou` certains serveurs sont surcharge´s tandis que d’autres sont en veille
ou sous-charge´s [51].
2.4.3 Energie
Dans un IaaS, l’ensemble des ressources mate´rielles ne sont pas toujours utili-
se´es au maximum de leur performance. En cas de forte monte´e de charge, un grand
nombre de machines sont sollicite´es et utilise´es intense´ment. Au terme de ces piques
de charge, les machines sont en grande majorite´ sous utilise´es. E´tant donne´ que le
fournisseur ne peut pre´voir en temps re´el 18 l’instant et le de´bit d’arrive´e des acce`s
aux VMs qu’il he´berge, celui-ci est tenu de conserver son infrastructure en continuel
e´tat de marche. Ceci lui permet de satisfaire rapidement d’e´ventuelles et subites
monte´es de charge.
Cependant, le fait de laisser des machines fonctionner au meilleur de leur perfor-
mance en situation de faible charge conduit a` un gaspillage e´nerge´tique pre´judiciable
pour le fournisseur. De ce fait, en plus des de´fis lie´s a` la se´curite´ et au respect du
SLA (ci dessus pre´sente´s), le fournisseur doit faire face a` une gestion efficiente du
couˆt e´nerge´tique qu’engendre son infrastructure notamment en re´duisant le nombre
de serveurs en e´tat de marche(que nous de´taillons au chapitre 3).
2.5 Synthe`se
Dans cette section, il e´tait question du contexte ge´ne´ral encadrant nos travaux.
Nous avons e´tudie´ les raisons qui justifient le couˆt financier e´leve´ qu’occasionne la
gestion locale de l’infrastructure informatique de certaines entreprises. Ces raisons
s’articulent autour des couˆts du mate´riel, des logiciels, du personnel et de la consom-
mation e´nerge´tique de l’infrastructure. Ces e´le´ments constituent une explication a` la
forte externalisation des services informatiques aupre`s des fournisseurs. Nous avons
e´galement fait e´tat des caracte´ristiques fonctionnelles de ces fournisseurs de service
tout en montrant en quoi leur adoption favorise la re´duction des couˆts des syste`mes
informatiques des entreprises.
18. Une pre´vision est possible en poste´riori en se basant sur une analyse ”oﬄine” des donne´es
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Bien que l’externalisation des services soit avantageuse pour certaines entreprises,
elle soule`ve de nouveaux de´fis coˆte´ fournisseur. Le premier de´fi porte sur les donne´es
et est en lien avec leur se´curite´, leur confidentialite´ et leur inte´grite´. Ce de´fi est releve´
graˆce a` la mise en place des me´canismes d’authentification, de filtre et de cryptage
de donne´es. Le second challenge concerne le SLA. Ce dernier est intimement lie´ a` la
QoS dans un IaaS. Par conse´quent, les ope´rations effectue´es pour un e´quilibrage de
charge doivent a` terme fournir cette meˆme QoS. Un troisie`me de´fi, celui relatif a` la
consommation e´nerge´tique demeure pre´sent pour le fournisseur.
Dans le chapitre suivant, nous examinons les politiques existantes susceptibles de
permettre au fournisseur de re´duire au mieux le couˆt e´nerge´tique de son infrastruc-
ture. Dans le cadre de cette the`se, nous nous focalisons sur ce de´fi des fournisseurs
face a` la consommation e´nerge´tique de leur infrastructure.
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Gestion d’e´nergie dans le Cloud
Contents
3.1 Mode`le de gestion d’e´nergie . . . . . . . . . . . . . . . . . 20
3.1.1 Etat d’une ressource . . . . . . . . . . . . . . . . . . . . . 20
3.1.2 Ope´rations de variation de vitesse d’exe´cution . . . . . . 21
3.1.2.1 Variation de vitesse de fac¸on native . . . . . . . 21
3.1.2.2 Regroupement des traitements . . . . . . . . . . 21
3.2 Gestion d’e´nergie sur quelques composants d’un serveur 22
3.2.1 Le CPU . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
3.2.2 Le disque . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
3.2.3 Le pe´riphe´rique re´seau . . . . . . . . . . . . . . . . . . . . 27
3.2.4 La me´moire . . . . . . . . . . . . . . . . . . . . . . . . . . 29
3.2.5 Gestion d’e´nergie d’autres composants dans un IaaS . . . 30
3.3 Objectifs des politiques existantes . . . . . . . . . . . . . 31
3.4 Synthe`se . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
Dans le chapitre pre´ce´dent, nous avons pre´sente´ les facteurs ayant contribue´
a` l’externalisation de l’infrastructure informatique de certaines entreprises. Nous
avons mis en e´vidence les 3 principaux de´fis actuels que rencontrent les fournisseurs
de cloud. Les 2 premiers (se´curite´ des donne´es et SLA) sont en ge´ne´ral satisfaits
graˆce aux me´canismes d’authentification, de filtrage, de cryptage et d’e´quilibrage de
charge applique´s dans le IaaS. Le troisie`me de´fi, portant sur la re´duction du couˆt de
la consommation e´nerge´tique fait l’objet de ce chapitre.
Ce chapitre est subdivise´ en 3 grandes sections. La premie`re section de´finit et
pre´sente un mode`le de gestion d’e´nergie applicable sur les principaux pe´riphe´riques
d’un ordinateur. Sur la base de ce mode`le, nous e´tudions dans la deuxie`me section
quelques politiques de gestion d’e´nergie base´es sur ce mode`le. Dans la dernie`re section
de ce chapitre, nous examinons de fac¸on critique l’impact positif et/ou ne´gatif de ces
politiques de gestion d’e´nergie applique´es dans un contexte de syste`mes virtualise´s.
3.1. MODE`LE DE GESTION D’E´NERGIE
3.1 Mode`le de gestion d’e´nergie
Pour espe´rer une diminution de la consommation e´nerge´tique de son infrastruc-
ture, le fournisseur est tenu de de´finir et de mettre en place des politiques de gestion
d’e´nergie efficaces.
Dans cette partie, nous de´finissons un mode`le de gestion d’e´nergie . Il s’agit
d’un de´coupage ”se´mantique” des politiques de gestion dynamique d’e´nergie les plus
souvent utilise´es. Dans ce mode`le, nous nous basons sur un couple forme´ d’une res-
source et des ope´rations applicables sur celle-ci. La ressource dans notre contexte
repre´sente tout e´quipement e´lectronique en production au sein d’un IaaS quel que
soit son e´tat (pre´sente´ en section 3.1.1). Les ope´rations quant a` elles repre´sentent
toute action permettant de faire varier la vitesse d’exe´cution de cette ressource (pre´-
sente´ en section 3.1.2).
3.1.1 Etat d’une ressource
Afin de mieux comprendre le principe de variation de vitesse d’exe´cution d’une
ressource, nous de´finissons quelques concepts cle´s, relatifs a` l’e´tat d’une ressource,
que nous utilisons par la suite. A l’image du fonctionnement standard d’un processus,
la majorite´ des ressources informatiques subissent, au cours de leur exe´cution, des
changements d’e´tat que nous illustrons sous forme d’un diagramme d’e´tat-transition
(Figure 3.1).
Fig 3.1. Diagramme de changement d’e´tat d’une ressource
Une ressource peut ainsi eˆtre dans un e´tat : actif, veille ou de vitesse donne´e :
– E´tat actif : la ressource est en cours d’exe´cution. Par de´faut, elle fonctionne
au meilleur de ses performances et consomme par conse´quent l’e´nergie qui lui
est ne´cessaire (d’apre`s les normes du constructeur),
– E´tat de veille : la ressource est ”endormie”. Elle ne´cessite un temps d’ac-
tivation relativement long, duˆ au ”re´veil” de la ressource, en cas de nouvelle
requeˆte. La ressource n’est ni en fonctionnement et ni en attente active d’une
requeˆte. Cet e´tat repre´sente l’e´tat le plus e´conomique en e´nergie,
– E´tat de vitesse donne´e : la ressource est en cours d’exe´cution et sa vitesse
est susceptible de varier (situation semblable a` un ralentissement ou a` une
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acce´le´ration). Elle peut ainsi fonctionner a` diffe´rentes vitesses d’exe´cution et
posse`de de ce fait un niveau de performance variable (fonction de sa vitesse
courante). Ces changements sont soit le re´sultat d’une ope´ration de configu-
ration de´clenche´e par un acteur externe soit l’objet d’une politique implante´e
dans le pe´riphe´rique. Peu importe l’origine de cet e´tat, la ressource consomme
une quantite´ d’e´nergie en ge´ne´ral proportionnelle 1 au niveau de performance
d’exe´cution.
Comme exemple de politique, nous observons qu’au terme de l’exe´cution d’une
ope´ration et passe´ un de´lai d’attente initialement pre´de´fini 2, la ressource peut passer
de l’e´tat actif a` un e´tat de vitesse infe´rieure puis de veille successivement. Elle ne
revient a` l’e´tat actif qu’a` l’arrive´e de nouvelles ope´rations a` exe´cuter.
Les ope´rations de variation de vitesse que nous de´finissons dans notre mode`le
sont essentiellement construites autour de ce diagramme d’e´tat.
3.1.2 Ope´rations de variation de vitesse d’exe´cution
Dans le mode`le que nous de´finissons, les ope´rations de variation de vitesse d’une
ressource sont possibles soit (1) nativement de par la conception de la ressource 3, soit
(2) sont simule´es a` travers le regroupement des traitements qu’effectue la ressource.
3.1.2.1 Variation de vitesse de fac¸on native
Cette famille d’ope´rations tire parti du fait que le pe´riphe´rique/composant, de
par sa conception, est capable d’eˆtre dans l’un des e´tats actif, veille ou vitesse donne´e.
Ainsi, en se basant sur le taux d’utilisation du pe´riphe´rique/composant, les chan-
gements d’e´tats (nativement inte´gre´s dans le pe´riphe´rique/composant) permettent
de re´duire la consommation e´nerge´tique de la ressource en l’arreˆtant (e´tat de veille)
ou en re´duisant sa vitesse d’exe´cution (e´tat de vitesse donne´e) lorsqu’elle est inac-
tive ou sous utilise´e respectivement [9]. L’e´tat de vitesse actif e´tant utilise´ quand le
pe´riphe´rique/composant est surcharge´.
3.1.2.2 Regroupement des traitements
Toutefois, le changement de vitesse d’exe´cution de certains pe´riphe´riques/com-
posants en fonction de leur charge n’est toujours pas existant (de fac¸on native).
1. Proportionnalite´ pas forcement line´aire
2. D’autres politiques de gestion du de´lai peuvent e´galement eˆtre mise en œuvre.
3. By design
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De ce fait, plusieurs approches ont entrepris de l’e´muler de fac¸on logicielle graˆce
au regroupement (temporel ou spatial) des traitements :
– Lors d’un regroupement temporel des traitements, le pe´riphe´rique/compo-
sant est mis en e´tat de veille pendant toute une pe´riode de temps de´die´e a`
l’accumulation (au buffering) des ope´rations a` traiter. A l’e´che´ance d’un de´-
lai (fixe ou variable), le pe´riphe´rique/composant passe a` l’e´tat actif et traite
l’ensemble des requeˆtes en attente.
– Le regroupement spatial s’applique sur un ensemble de pe´riphe´riques sur
lesquels la charge est repartie.
Ces me´canismes permettent de simuler l’exe´cution du pe´riphe´rique/composant a`
une vitesse donne´e. Cette vitesse repre´sente, en the´orie, la vitesse moyenne d’exe´cu-
tion du pe´riphe´rique/composant pendant toute la pe´riode de traitement. Ces simu-
lations permettent ainsi de maximiser le rendement des pe´riphe´riques/composants
en terme de consommation e´nerge´tique.
Somme toute, il serait logique d’affirmer que les solutions de gestion d’e´nergie
consistent toutes en une variation dynamique de vitesse d’exe´cution des pe´riphe´ri-
ques/composants en fonction de la charge courante de ceux-ci.
Plusieurs projets se sont inte´resse´s a` la gestion d’e´nergie dans un IaaS en pro-
posant des politiques pour la plupart de ses e´quipements e´lectroniques. Toutefois,
dans le cas des serveurs, les politiques propose´es sont davantage focalise´es sur ses
principaux composants : le CPU, le disque, les pe´riphe´riques re´seaux et la me´moire.
3.2 Gestion d’e´nergie sur quelques composants d’un
serveur
L’e´tat de l’art des politiques de gestion d’e´nergie que nous avons re´alise´, a permis
de de´finir le mode`le de gestion d’e´nergie pre´sente´ en section 3.1. Chaque composant
ayant des caracte´ristiques de performance et de consommation d’e´nergie diffe´rentes,
il est ge´ne´ralement approprie´ d’avoir une strate´gie distincte de gestion d’e´nergie pour
chacun d’eux.
Pour chaque composant nous e´voquons e´ventuellement ses caracte´ristiques mate´-
rielles particulie`res, puis nous pre´sentons quelques exemples de politiques propose´es.
3.2.1 Le CPU
Dans un IaaS, les performances d’exe´cution des VMs et le taux de consolidation
de celles-ci sont lie´s aux caracte´ristiques architecturales du processeur les exe´cutant.
L’architecture actuelle des processeurs permet d’atteindre des performances de calcul
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assez e´leve´es, ce ne´anmoins au prix d’une forte consommation e´nerge´tique de l’ordre
d’une centaine de Watts [130]. Plusieurs travaux de recherches ont contribue´ a` de´finir
quelques politiques de gestion dynamique d’e´nergie.
Variation de vitesse de fac¸on native
En re`gle ge´ne´rale, les politiques d’e´conomie d’e´nergie applicable sur le CPU porte
sur le changement d’e´tat. Les approches propose´es se composent de la mise du CPU
en e´tat de veille ou en e´tat de vitesse donne´e.
La mise en veille est traditionnellement privile´gie´e en pe´riode d’inactivite´ du CPU
parce qu’elle abaisse la consommation e´nerge´tique du CPU au minimum. Pour da-
vantage re´duire l’e´nergie consomme´e en absence d’exe´cution, les nouvelles architec-
tures de CPU posse`dent un nouvel e´tat nomme´ ”´etat de sommeil (sleep)”. Ce dernier
se de´cline sur plusieurs niveaux progressifs : sleep,deep sleep et e´ventuellement dee-
per sleep. L’e´tat de ”sommeil” se caracte´rise par la perte des donne´es du cache, une
consommation e´nerge´tique nulle, mais un temps relativement (fonction de l’e´tat cou-
rant) long pour revenir en e´tat actif. Plus l’e´tat de ”sommeil” est profond, plus le
temps de retour a` l’e´tat actif est long. Ainsi, en cas d’inactivite´ prolonge´e du CPU,
celui-ci passe en e´tat de veille et peut ensuite passer successivement par chacun de
ces e´tats de sommeil. Ce changement d’e´tat permet ainsi de re´duire la consommation
e´nerge´tique du CPU.
Le passage du CPU en e´tat de vitesse donne´e pour re´duire la consommation
d’e´nergie du CPU s’effectue a` travers les variations de fre´quence d’exe´cution du
CPU en fonction de leur charge. Autrefois, un CPU en exe´cution fonctionnait tou-
jours a` sa performance maximale inde´pendamment de sa charge. L’e´nergie qu’il
consommait e´tait gaspille´e en cas de faible charge. Pour reme´dier a` cette situation,
les constructeurs d’e´quipements e´lectroniques ont inte´gre´ une nouvelle technologie
nomme´e Dynamic Voltage and Frequency Scaling (DVFS) dans les nouveaux pro-
cesseurs.
Le DVFS est une technologie qui permet de modifier dynamiquement la fre´quence (et
la tension) d’un CPU en fonction de sa charge [154, 54, 77, 142]. Lorsque le CPU est
faiblement charge´, sa fre´quence (et sa tension) est graduellement abaisse´e de manie`re
a` ne point alte´rer la latence d’exe´cution du CPU. Le CPU fonctionne a` sa fre´quence
(et sa tension) maximale (e´tat actif) lorsqu’il est fortement sollicite´ ou posse`de une
charge supe´rieure a` un seuil de´fini (statiquement ou dynamiquement) [13, 49, 60].
L’e´conomie d’e´nergie observable lors de l’utilisation du DVFS se base sur le rapport
existant entre la tension et la fre´quence. En effet, la puissance totale d’un CPU (Pt)
peut eˆtre exprime´e comme la somme de sa puissance dynamique (Pd) et sa puissance
statique (Ps) :
Pt = Pd + Ps (3.1)
La puissance dynamique est proportionnelle a` la ”capitance” C invariable, a` la fre´-
quence (f) et la tension (V ) au carre´ [133] :
Pd = C ∗ f ∗ V 2 (3.2)
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La puissance statique repre´sente la puissance au repos [18, 34]. Par conse´quent, en
re´duisant la fre´quence du CPU, ce qui conduit e´galement a` re´duire la tension, la
puissance du syste`me est globalement re´duite [123].
Regroupement des traitements
Cette section pre´sente quelques approches base´es sur le regroupement des trai-
tements. Graˆce au regroupement temporel, l’exe´cution des applications par le CPU
peut eˆtre diffe´re´e. C’est le cas de l’approche propose´e par Elnozahy et al. et connue
sous le nom de Request batching [32]. Le regroupement spatial utilise les possibilite´s
de migration (la consolidation) d’applications entre syste`mes [104] ou d’e´quilibrage
de charge (load balancing).
Le ”request batching” est un me´canisme qui consiste a` regrouper les requeˆtes en
me´moire pendant une pe´riode pre´de´finie (nomme´e batching timeout) et a` les traiter
une fois le de´lai atteint. Avant l’expiration du de´lai, le CPU est inactif et est mis en
e´tat de veille. Le CPU posse`de dans cet e´tat une consommation e´nerge´tique presque
nulle. A l’expiration du de´lai, le CPU passe a` l’e´tat actif et fonctionne a` performance
maximale pour le traitement des requeˆtes accumule´es.
Les serveurs e´tant utilise´s a` environ 30% de leur performance [82], cette configuration
permet d’avoir de longues pe´riodes d’inactivite´ et favorise ainsi la re´duction de la
consommation e´nerge´tique pendant chacune de ces pe´riodes [59]. Le regroupement
temporel des traitements permet de re´duire au mieux la consommation e´nerge´tique
du CPU.
Toutefois a` l’oppose´ du DVFS, cette approche n’est avantageuse que si, pendant les
pe´riodes d’activite´s, le CPU posse`de une charge garantissant que la consommation
e´nerge´tique du CPU a` sa vitesse maximale est ”proportionnelle” a` sa charge. Afin
de be´ne´ficier des atouts du DVFS et du regroupement des traitements, une nouvelle
approche les utilise inde´pendamment en fonction de la charge du syste`me [10]. Ainsi,
en absence de requeˆtes a` traiter, le syste`me est mis en e´tat de veille jusqu’a` ce qu’il
soit re´veille´ par l’expiration du de´lai de regroupement (batching timeout). Graˆce
au DVFS, le CPU s’exe´cute successivement a` diffe´rents niveaux de fre´quence en
fonction de sa charge courante. Utilise´ de la sorte, le syste`me re´alise beaucoup plus
d’e´conomie d’e´nergie en garantissant une utilisation efficiente du CPU.
Le regroupement spatial des traitements se sert des atouts de migration d’appli-
cations qu’inte`grent les OS 4. Particulie`rement, Srikantaiah et al. [125] exploitent les
fonctionnalite´s de migration et de consolidation de VMs qu’apportent les technolo-
gies de virtualisation. Dans leur proposition, les VMs sont dynamiquement migre´es
entre les machines physiques en fonction de leurs caracte´ristiques, de leur charge cou-
rante et des performances de la machine physique. L’objectif ide´al recherche´ par ces
consolidations est de regrouper les VMs sur un nombre re´duit de machines physiques
pouvant les contenir. Ainsi, les machines non utilise´es sont mises en e´tat de veille ou
4. Notamment le syste`me d’exploitation Linux
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en e´tat de ”sommeil” ce qui favorise la baisse de l’e´nergie consomme´e par le syste`me.
Celles en cours d’utilisation, graˆce au DVFS, fonctionnent a` un niveau de fre´quence
correspondant a` la charge courante de leurs CPU. En cas d’augmentation de charge
d’un CPU, les machines physiques non exploite´es sont successivement mises en e´tat
actif et les VMs sont migre´es sur ces dernie`res afin d’offrir une bonne QoS.
Somme toute, les machines en cours d’exe´cution ne sont pas source de gaspillage
d’e´nergie ; et l’arreˆt des syste`mes non utilise´s permet d’accroˆıtre davantage la baisse
de la consommation e´nerge´tique.
De meˆme, le ”load balancing” imple´mente´ entre les CPUs d’un meˆme ordinateur
physique permet de regrouper les traitements et simuler ainsi une vitesse donne´e
pour l’ensemble des CPUs.
3.2.2 Le disque
La consommation e´nerge´tique des disques repre´sente en moyenne 25 a` 35% de la
consommation totale d’un centre d’he´bergement [62]. Fort de ce constat, de nom-
breuses approches ont e´te´ e´tudie´es afin de re´duire la consommation d’e´nergie des
disques.
Variation de vitesse de fac¸on native
Traditionnellement, les politiques de gestion d’e´nergie sont base´es sur la de´fini-
tion d’une dure´e et d’un ensemble d’actions a` effectuer en cas de de´passement de
celle-c¸i. La valeur de cette dure´e est soit fixe, soit variable (en fonction des tranches
horaires par exemple) soit adaptable (peut par exemple de´pendre de la charge de
travail).
L’une des premie`res techniques de gestion d’e´nergie pour disque pre´sente´e par Dou-
glis et al. [30] adopte ce principe en de´finissant une dure´e d’inactivite´. Cette approche
consiste a` faire transiter le disque en e´tat de veille (Spin down) si cette dure´e d’in-
activite´ pre´de´finie est atteinte. La transition vers l’e´tat actif d’un disque se produit
de`s l’arrive´e d’une ope´ration d’E/S. Cependant, ce re´veil couˆte ge´ne´ralement cher
et ame`ne une de´te´rioration significative des performances du disque. Le compromis
entre performance et e´conomie d’e´nergie est donc, dans ce cas, e´troitement lie´ a` la
valeur de la dure´e adopte´e. Plus le disque passe en e´tat de veille (parce que la va-
leur de la dure´e choisie est trop petite), plus le syste`me sera pe´nalise´ en terme de
performance. Moins le disque passe en e´tat de veille, moins l’e´conomie d’e´nergie est
possible. Le challenge de cette approche est le choix de la meilleure valeur de dure´e
d’inactivite´ [78].
La transition vers l’e´tat de veille ne survient qu’en cas d’inactivite´ prolonge´e du
disque. Malheureusement, au regard du flux de donne´es dans un IaaS, la pe´riode de
latence entre 2 requeˆtes successives d’E/S ne permet pas fre´quemment le passage
en mode de veille des disques. De ce fait, les e´quipes de Gurumurthi et al. et de
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Carrera et al. [16, 45, 44] proposent une nouvelle politique de gestion de la consom-
mation e´nerge´tique des disques nomme´e dynamic rotations per minute (DRPM) par
la premie`re e´quipe et multi-speed approach par la seconde. Cette approche consiste
a` ajuster dynamiquement la vitesse de rotation du disque en fonction du volume des
requeˆtes. En pe´riode d’inactivite´, la vitesse de rotation est nulle (e´tat de veille).
Regroupement des traitements
Le but de ces regroupements est une utilisation efficiente des disques. Cette
efficience est lie´e au rapport entre le taux de requeˆtes traite´es et la consommation
e´nerge´tique du pe´riphe´rique. Graˆce au regroupement temporel, les demandes de E/S
sur disque sont regroupe´es et subissent un traitement diffe´re´. Graˆce au regroupement
spatial, les donne´es sont regroupe´es sur des disques en fonction de leur fre´quence
d’acce`s ainsi que de leurs donne´es voisines (en terme d’adressage).
Le regroupement temporel des traitements distingue ces 2 types d’ope´rations :
la lecture et l’e´criture sur disque.
Pour la lecture, Weissel et al. propose de regrouper et de reporter le traitement des
demandes de lecture autant que les applications pre´sentent la flexibilite´ requise pour
le faire [148]. A cet effet, Weissel introduit dans les OS une interface logicielle utilise´e
par les applications pour spe´cifier un de´lai maximal d’attente des demandes. Cette
interface permet aussi d’activer un drapeau d’annulation pour des demandes d’E/S.
Ainsi, quand le disque est en e´tat de veille, l’OS peut (i) soit annuler la demande de
lecture si le drapeau d’annulation a e´te´ active´e par l’application ; (ii) soit diffe´rer le
traitement des demandes de lecture jusqu’a` expiration du de´lai d’attente.
Le principe est pratiquement identique quand il s’agit des demandes d’e´criture sur
disque. Les blocs de donne´es modifie´es sont conserve´es en me´moire cache tant que le
disque est en e´tat de veille. D’un coˆte´, ces donne´es sont directement sauvegarde´es sur
disque lorsque ces derniers deviennent actifs (write-back with eager update (WBEU)).
D’un autre coˆte´, les donne´es modifie´es sont temporairement sauvegarde´es dans un
fichier log en me´moire (ou sur n’importe quel pe´riphe´rique de stockage persistant)
pendant toute la pe´riode de veille du disque. Elles sont ensuite sauvegarde´es sur
disque au moment ou` celui-ci devient de nouveau actif (write-through with deferred
update (WTDU)) [156].
Dans chacun des cas de regroupement, les demandes sont traite´es par lot, ce qui
augmente les pe´riodes d’inactivite´ des disques. Pendant ces phases d’inactivite´, les
ope´rations de gestion d’e´nergie applicables de fac¸on native sur le disque permettent
de re´duire sa consommation e´nerge´tique.
L’exploitation du regroupement spatial permet de regrouper les donne´es sur les
disques en fonction de leur taux d’utilisation. Colarelli et al. [23] de´finit une nouvelle
technologie de configuration de disque nomme´e MAID(Massive Array of Idle Disks)
et propose d’organiser les disques en ”disque de donne´es (DD)” et ”disque cache
(DC)”. Les DD servent a` la sauvegarde des donne´es. Les DC servent a` la re´plication
des donne´es re´cemment utilise´es et de celles qui leur sont contigue¨s. Les DC sont
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utilise´es en permanence parce que toute ope´ration de lecture y est exe´cute´e. De plus,
les DC servent de me´moire tampon pour les ope´rations d’e´critures. Les donne´es mo-
difie´es sont directement sauvegarde´es sur les DC 5. L’e´criture sur le DD est diffe´re´e
et re´alise´e lors de son passage en e´tat actif 6 [118, 36]. Ainsi, pendant une dure´e
relativement longue, il est possible d’appliquer les politiques de gestion d’e´nergie
ci-dessus cite´es sur les DD et re´aliser de ce fait une re´duction de la consommation
e´nerge´tique des disques.
Cette ide´e a e´te´ e´tendue aux architectures Redundant Array of Independent (or inex-
pensive) Disks (RAID) [111]. Verma et al. [138] propose sample-replicate-consolidate
mapping (SRCMap), une approche base´e sur la consolidation des donne´es par re´plica-
tion/copie entre disques. SRCMap repre´sente une technique d’optimisation de l’uti-
lisation des disques d’un cluster en copiant uniquement les donne´es actives (donne´e
la plus souvent utilise´e). Pour chaque disque, SRCMap identifie les blocs de donne´es
actives qu’il copie sur d’autres disques. La petite taille des copies favorise la cre´ation
de multiples copies sur un ou plusieurs disques ou inversement permet a` un disque
d’accueillir les copies de plusieurs disques. SRCMap s’assure de regrouper l’ensemble
des donne´es et les re´pliques sur un nombre minimum de disques. Les disques non
utilise´s sont de ce fait mis en e´tat de veille et toute requeˆte d’E/S est dirige´e vers
l’un des disques actifs contenant la copie de la donne´e souhaite´e. La re´duction du
nombre de disques actifs permet de baisser la consommation e´nerge´tique des disques.
Les ope´rations d’e´criture sont diffe´re´es et des espaces sont pre´vus sur chaque disque
et sont utilise´s comme me´moire tampon 7 [95].
3.2.3 Le pe´riphe´rique re´seau
Des mesures d’e´quipements re´seaux d’entreprises re´ve`lent une utilisation de moins
de 30% [124, 58]. Ils sont donc pour la plupart du temps inactifs mais leur consom-
mation e´nerge´tique reste aussi importante. Les techniques de gestion d’e´nergie ap-
plique´es a` ces e´quipements (notamment a` une carte re´seau) ont pour but de re´duire
l’e´nergie gaspille´e lorsque le re´seau est inactif.
Variation de vitesse de fac¸on native
La premie`re approche de gestion d’e´nergie de carte re´seau tire avantage des
longues pe´riodes d’inactivite´ re´gulie`rement observe´es dans le fonctionnement d’une
carte re´seau. Ainsi, pendant les pe´riodes d’inactivite´, la carte re´seau est mise en e´tat
de veille. Nedevschi et al. [99] a effectue´ un travail initial d’exploration portant sur
la re´duction d’e´nergie des re´seaux sans de´gradation de performance de celui-ci. Par
analogie au CPU, la carte re´seau inte`gre un support mate´riel permettant le change-
ment d’e´tat. En l’absence totale de trafic, la carte re´seau est mise en e´tat de veille. Sa
5. Write-through policy
6. Write-back policy
7. Write off-loading (WO)
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consommation e´nerge´tique est re´duite au minimum ou est presque nulle. Toutefois,
en pre´sence d’un trafic re´seau (faible ou dense), la carte re´seau fonctionne au mieux
de ses performances et consomme ainsi la meˆme quantite´ d’e´nergie ; ce qui conduit
a` nouveau a` un gaspillage d’e´nergie.
Pour reme´dier a` cette situation, Nordman et Christensen [100] ont introduit le
concept d’Adaptive Link rate (ALR) comme un moyen de changer dynamiquement
le de´bit de traitement d’un re´seau full-duplex en fonction de la charge de trafic
qu’il traite. Sur ce principe, plusieurs approches ont e´te´ e´labore´es [42, 40, 41, 69].
Notamment, Gunaratne et al. [41] a imple´mente´ une approche nomme´e Adaptive
Link rate (ALR). Le fonctionnement d’une carte re´seau a` faible de´bit e´tant plus
e´conomique (sur le plan de l’e´nergie) qu’une exe´cution a` haut de´bit, l’approche ALR
consiste a` faire varier dynamiquement le de´bit d’exe´cution de la carte re´seau en
fonction de la charge du trafic rec¸u. Ce controˆle et cette variation de de´bit re´duit
ainsi la consommation e´nerge´tique globale de la carte re´seau. Bien que la technique
ALR soit efficace en terme d’e´conomie d’e´nergie quelle que soit la charge du trafic,
l’e´conomie re´alise´e est infe´rieure au passage de la carte re´seau en e´tat de veille.
Ananthanarayanan et al.[2] a propose´ une approche d’e´conomie d’e´nergie utilisant
conjointement le passage en e´tat de veille et l’ALR qu’il a applique´ sur les switchs
d’un re´seau local.
Regroupement des traitements
Pour la mise en place du regroupement temporel, des travaux de recherches se
sont e´galement inte´resse´s a` faire du buffering au niveau des pe´riphe´riques re´seaux.
Notamment, Klausmeier et al. [64] a propose´ un proce´de´ et un appareil pour mettre
en tampon des informations dans un re´seau nume´rique.
Afin d’utiliser le regroupement spatial, la technique de NIC teaming [88](ge´ne´ralement
traduit par couplage de carte re´seaux en franc¸ais) a e´te´ largement adopte´. Le NIC
teaming consiste a` faire fonctionner 2 ou plusieurs cartes re´seaux ensemble afin
d’ame´liorer la bande passante du serveur et de fournir une redondance re´seau. Wei
Liu et al. [84] a ainsi propose´ une solution d’e´conomie d’e´nergie en se basant sur ce
principe. Dans leur approche, toute carte re´seau du couplage est capable de recevoir
du trafic re´seau. Chaque controˆleur de carte re´seau est e´galement adapte´ et configure´
pour recevoir des informations associe´es a` la charge du trafic. Cette configuration
lui permet e´galement de notifier les cartes re´seaux en e´tat de veille afin de les rendre
active. Ainsi, en absence de trafic ou quand la charge du trafic est infe´rieure a` un
seuil pre´de´fini, un sous ensemble de cartes re´seaux sont mises en e´tat de veille. Elles
sont successivement mises en e´tat actif en fonction du trafic rec¸u et ce dernier est
e´quitablement distribue´ entre les cartes re´seaux actives.
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3.2.4 La me´moire
La gestion de la consommation e´nerge´tique de la me´moire reveˆt actuellement une
tre`s grande importance et fait l’objet de plusieurs travaux de recherches [17, 27, 61,
155, 107].
Variation de vitesse de fac¸on native
Le mode`le de gestion d’e´nergie de la me´moire le plus re´pandu suit les spe´cifica-
tions de Rambus Dynamic Random Access Memory (RDRAM) [56, 72, 47]. Il est
base´ sur le principe d’une me´moire capable de fonctionner dans de multiples niveaux
de puissance. Dans un syste`me de me´moire RDRAM, chaque me´moire peut eˆtre
re´gle´e de fac¸on inde´pendante a` une puissance apparente approprie´e a` un e´tat : ac-
tif, veille, nap, ou powerdown [26].
Dans l’e´tat actif, toutes les parties de la me´moire sont actives. Il repre´sente le seul
e´tat dans lequel les ope´rations de lecture et d’e´criture sont re´alisables. L’e´tat actif
constitue e´galement le plus consommateur en e´nergie. Dans les autres e´tats, l’en-
semble des donne´es est pre´serve´ et seules certaines parties du circuit me´moire sont
active´es [122]. Ces e´tats sont appele´s e´tats de faible consommation. La consomma-
tion e´nerge´tique de la me´moire de´croit au fur et a` mesure qu’elle est passe´e a` l’e´tat
de faible consommation infe´rieur. Toutefois, le passage d’un e´tat de faible consom-
mation a` l’e´tat actif est ge´ne´ralement couˆteux en terme d’e´nergie et de de´lai de
re´ponse [80].
La me´moire passe en e´tat de veille au terme de toute exe´cution de requeˆte si la file
d’attente de l’ordonnanceur est vide. Elle peut e´galement passer d’un e´tat de faible
consommation a` un autre suite a` l’expiration d’un seuil d’inactivite´. Le retour a`
l’e´tat actif survient a` l’arrive´e d’une requeˆte a` traiter [74, 79].
Les travaux ante´rieurs ont essentiellement porte´ sur l’utilisation des e´tats de faible
consommation pendant les pe´riodes d’inactivite´ entre les requeˆtes de me´moire pour
e´conomiser l’e´nergie. Avec l’ave`nement des nouvelles me´moires de type DDR (Double
Data Rate) et la possibilite´ qu’elles ont de fonctionner a` des vitesses diffe´rentes en
fonction de leur charge courante ; le DVFS me´moire a e´te´ adopte´ par plusieurs projets
afin de re´duire la consommation e´nerge´tique des me´moires [25, 28, 70, 87].
Notamment, Deng et al. [29] propose une approche nomme´e MemScale base´e sur le
changement dynamique de fre´quence de la me´moire. Pratiquement, MemScale met
en oeuvre la variation dynamique de fre´quence et de tension du controˆleur me´moire
en fonction des donne´es relatives a` l’e´tat du syste`me (taille de la file d’attente de
l’ordonnanceur, nombre total de de´faut de cache 8) que lui retourne l’algorithme
de monitoring qu’il inte`gre. A chaque quantum, MemScacle monitore le syste`me et
se´lectionne une fre´quence qui minimise l’e´nergie globale du syste`me me´moire et la
de´gradation de performance des applications. La me´moire fonctionne ainsi a` basse
8. Total LLC (Last-level Cache) Misses (TLM)
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fre´quence quand elle est sous charge´e et au meilleur de ses performances dans le cas
contraire.
Regroupement des traitements
Les approches pre´ce´dentes, applique´es sur les barrettes me´moire de fac¸on indivi-
duelle, permettent d’e´conomiser de l’e´nergie en effectuant des transitions entre l’e´tat
actif et les e´tats de faible consommation. Toutefois, au regard du couˆt (e´nergie et de´-
lai d’exe´cution) qu’engendrent ces transactions, ces approches ne sont ve´ritablement
efficaces que dans le cas d’une pe´riode d’inactivite´ suffisamment longue [33, 53].
Cependant, les applications consommatrices de me´moire ne font ge´ne´ralement face
qu’a` de tre`s courtes pe´riodes d’inactivite´. Par conse´quent, le me´canisme de transition
d’e´tat, en vue de re´duire la consommation e´nerge´tique, ne´cessite l’exploitation du
regroupement spatial des traitements. Ce dernier concerne le groupement de pages
permettant de disposer de plus longues pe´riodes d’inactivite´ [128, 83, 81].
Wu et al. [150] proposent un nouveau mode`le de me´moire nomme´e RAMZzz inte´-
grant les techniques de gestion d’e´nergie. RAMZzz effectue la migration des pages
en fonction des diffe´rentes fre´quences d’acce`s a` celles-ci. RAMZzz de´finit 2 cate´go-
ries de me´moire : hot 9 et cold 10 et regroupe les pages sur l’une ou l’autre cate´gorie
de me´moire. La premie`re (hot) contient les donne´es les plus souvent consulte´es et
posse`de de tre`s courtes pe´riodes d’inactivite´. La seconde (cold) contient les pages les
moins consulte´es et a de ce fait, des pe´riodes relativement longues d’inactivite´. Ces
pe´riodes sont utilise´es pour les transitions d’e´tat en vue d’e´conomiser la consomma-
tion e´nerge´tique. En cours de fonctionnement, les pages sont dynamiquement place´es
sur les me´moires en fonction de leur taux d’utilisation. Ce regroupement permet de
consolider les petites pe´riodes d’inactivite´ en longues pe´riodes et d’appliquer ainsi
les politiques de transaction d’e´tat. D’un autre coˆte´, les me´moires ”hot” sont exe´cu-
te´es a` une performance donne´e en fonction de leur charge ; ce qui favorise e´galement
l’e´conomie d’e´nergie.
Le regroupement temporel dans le cas de la me´moire est e´troitement lie´ au re-
groupement temporel du CPU. En effet, pendant que le CPU est inactif, la file
d’attente de l’ordonnanceur e´tant vide la me´moire est e´galement mise en veille.
3.2.5 Gestion d’e´nergie d’autres composants dans un IaaS
A un niveau de gestion plus macroscopique, les ope´rations de variation de vitesse
de fac¸on native ou par e´mulation sont e´galement applicables a` un serveur physique
en tant qu’entite´ [89, 35], a` tout autre e´quipement re´seaux (swicth ou routeur) [43,
121, 110] ou aux autres e´quipements utiles pour le refroidissement/ventilation d’un
centre d’he´bergement [37].
9. Chaud
10. Froid
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3.3 Objectifs des politiques existantes
Au regard du mode`le de gestion d’e´nergie de´fini en section 3.1 et des approches
pre´sente´es en section 3.2, l’ensemble des solutions de gestion d’e´nergie consiste en-
tie`rement a` des ope´rations de changement de vitesse d’exe´cution. Ces variations
sont exe´cute´es de fac¸on native pour certains pe´riphe´riques ou sont e´mule´es par des
regroupements de traitements.
Le but ide´alement recherche´ par ces approches de gestion d’e´nergie est de res-
pecter le SLA tout en consommant le moins possible d’e´nergie. Cet ide´al est at-
teint en e´tat actif ou veille. En effet, un pe´riphe´rique en e´tat actif dispose d’une
charge (de´finie par le constructeur) lui permettant de garantir le SLA souscrit par
les clients. Dans cet e´tat, sa consommation e´nerge´tique est optimale. En e´tat de
veille, la consommation e´nerge´tique est quasi nulle et la notion de respect du SLA
n’est pas conside´re´.
Le challenge des approches de gestion d’e´nergie concerne l’e´tat de vitesse don-
ne´e. Dans cet e´tat, la vitesse d’exe´cution du pe´riphe´rique/composant est ajuste´e en
fonction de la fluctuation de sa charge. La baisse de la vitesse d’exe´cution du pe´riphe´-
rique/composant a pour effet d’accroˆıtre le temps de traitement des requeˆtes. Cette
croissance conduit corollairement a` une alte´ration de la QoS et au non respect du
SLA. La hausse de la vitesse d’exe´cution du pe´riphe´rique/composant permet de ga-
rantir le SLA souscrit mais peut conduire a` un gaspillage e´nerge´tique. Il serait donc
souhaitable d’obtenir une proportionnalite´ ”parfaite” entre la vitesse d’exe´cution des
pe´riphe´riques/composants et leur consommation e´nerge´tique.
3.4 Synthe`se
Dans cette section, nous avons pre´sente´ un mode`le de gestion d’e´nergie ainsi que
quelques imple´mentations pour certains pe´riphe´riques (CPU, disque, carte re´seau et
me´moire) d’un serveur.
Le mode`le de gestion d’e´nergie de´fini met en exergue le fait que les solutions ac-
tuelles de gestion d’e´nergie sont base´es sur le changement d’e´tat d’exe´cution des
pe´riphe´riques. Ce changement d’e´tat peut eˆtre mis en œuvre de fac¸on native via
des fonctionnalite´s intrinse`ques a` certains pe´riphe´riques. Et peut e´galement eˆtre mis
en œuvre par simulation via des regroupements temporel ou spatial des traitements
qu’effectue le pe´riphe´rique. Afin de valider ce mode`le, nous avons pre´sente´ un e´tat
de l’art succinct de quelques politiques de gestion d’e´nergie applicables sur le CPU,
le disque, la carte re´seau ou la me´moire.
L’analyse des politiques existantes a releve´ le fait qu’en plus de devoir respecter
le SLA contracte´ avec ses clients, la proble´matique de gestion e´quitable de l’e´nergie
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consomme´e par l’infrastructure constitue une pre´occupation importante d’un four-
nisseur. Dans le cadre de cette the`se, nous nous inte´ressons a` cette proble´matique en
nous focalisant sur la gestion e´quitable du processeur des syste`mes virtualise´s dans
un IaaS. Au dela` du caracte`re d’e´quite´ recherche´ dans cette gestion, notre objectif
est d’offrir des me´canismes permettant de minimiser l’e´nergie consomme´e par ces
processeurs tout en respectant le SLA.
Dans le chapitre suivant, nous examinons les motivations de nos travaux de re-
cherche et nous montrons les insuffisances des solutions actuelles de gestion d’e´nergie
des processeurs en environnement virtualise´.
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Dans le chapitre pre´ce´dent, nous avons fait e´tat de quelques approches de gestion
d’e´nergie conforme´ment a` un mode`le de gestion d’e´nergie que nous avons pre´alable-
ment de´fini. Les solutions e´tudie´es consistent globalement en des changements de
vitesse d’exe´cution des pe´riphe´riques. Ces changements sont re´alise´s via des fonc-
tions natives fournies par le pe´riphe´rique ou via des regroupements (spatiaux ou
temporels) de traitements. Ces derniers ayant pour objectif final de simuler l’e´tat de
vitesse donne´e pour des pe´riphe´riques ne disposant pas de cette fonctionnalite´.
Une analyse de ces solutions de gestion d’e´nergie montre qu’elles peuvent entrai-
ner une violation du SLA des services. L’adoption de ces me´canismes de re´duction
de la consommation e´nerge´tique dans un IaaS devrait en conse´quence se faire de
manie`re intelligente de fac¸on a` limiter son impact sur le SLA. Le pre´sent chapitre
soule`ve ainsi la proble´matique lie´e a` l’atteinte de ces deux objectifs essentiels in-
he´rent de la gestion de ressource dans un IaaS : le respect du SLA et la gestion
optimale des ressources et en particulier l’e´nergie consomme´e.
4.1. PROBLE´MATIQUE GE´NE´RALE
Dans ce chapitre, nous pre´sentons le proble`me ge´ne´ralement observe´ dans un
IaaS face aux 2 objectifs sus-cite´s. Cette pre´sentation sera essentiellement base´e sur
les principes du mode`le de gestion d’e´nergie de´fini en section 3.1. Ensuite, nous
illustrons cette proble´matique en nous focalisant sur la gestion du CPU dans un
syste`me virtualise´.
4.1 Proble´matique ge´ne´rale
Dans cette section, nous rappelons d’une part les exigences d’un syste`me de
gestion de ressources dans un IaaS et les 2 niveaux de gestion qui le caracte´rise.
D’autre part, nous relevons les limites des politiques de gestion d’e´nergie actuelles
quant a` l’atteinte de ces exigences.
4.1.1 Exigences d’un syste`me de gestion de ressources dans
un IaaS
Lors de la souscription d’un service dans un IaaS, le client effectue une re´servation
(imme´diate ou programme´e) dans laquelle il spe´cifie les caracte´ristiques mate´rielles
du service de´sire´. Il de´finit en accord avec le fournisseur un SLA a` garantir ainsi que
l’ensemble des pe´nalite´s lie´es au non respect de celui-ci.
Au de´clenchement de la re´servation, les VMs correspondant au besoin du client lui
sont alloue´es. Tout au long de l’exe´cution de ces VMs, le gestionnaire de ressources a
la charge de veiller continuellement a` ce que le SLA soit respecte´. Notamment, avant
d’effectuer toute ope´ration de migration, le gestionnaire de ressources doit s’assurer
qu’au terme de l’ope´ration le SLA lie´ a` la VM est toujours respecte´. En somme, d’un
point de vue utilisateur, quels que soient les changements architecturaux auxquels
est soumis l’infrastructure mate´rielle, le gestionnaire de ressources doit garantir le
SLA exige´.
D’un point de vue fournisseur, la gestion des ressources suppose la mise en place
de politiques lie´es a` l’utilisation efficiente de l’ensemble des ressources. Il s’agit de
s’assurer que la consommation e´nerge´tique de l’infrastructure est le plus possible
proportionnelle a` la charge de travail qu’elle rec¸oit et ceci sans de´gradation du SLA.
En ade´quation a` ces 2 niveaux d’exigences, la gestion de VMs dans un IaaS
s’effectue ge´ne´ralement suivant 2 e´chelles. Dans la section suivante, nous pre´sentons
un mode`le ge´ne´ral de gestion de VMs conforme a` cette subdivision.
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4.1.2 Mode`le ge´ne´ral de gestion de VMs
La gestion des VMs dans un IaaS s’effectue de 2 manie`res : de manie`re distribue´e
par l’e´quilibrage de charge entre les diffe´rents ordinateurs (commune´ment appele´s
nœuds) de l’infrastructure et de manie`re centralise´e par l’ordonnanceur de VMs im-
plante´ dans chaque nœud :
1. Gestion distribue´e : La premie`re e´chelle (le service d’e´quilibrage de charge)
est re´alise´e a` travers les ope´rations de migration et de consolidation. De`s le
de´marrage et tout au long de l’exe´cution d’une VM, le service d’e´quilibrage
de charge choisit le nœud sur lequel placer la VM. Ce service posse`de une vue
d’ensemble de l’infrastructure du IaaS. Ainsi selon l’e´tat de cette dernie`re, il
migre les VMs pour un usage optimal de l’infrastructure.
L’ide´al pour un usage optimal de l’infrastructure serait de pouvoir re´aliser une
”consolidation parfaite”1 des VMs. Cette dernie`re devrait permettre de ras-
sembler toutes les VMs en cours d’exe´cution sur un ensemble re´duit de nœuds.
Ces migrations permettraient d’obtenir : (i) d’un coˆte´ des nœuds globalement
charge´s de manie`re ide´ale et fonctionnant au meilleur de leur performance et
(ii) de l’autre coˆte´, des nœuds non utilise´s mis en e´tat de veille 2 afin de re´duire
la consommation e´nerge´tique de l’infrastructure.
Toutefois, la mise en place d’une ”consolidation parfaite” est rarement possible
du fait de la taille limite´e de la me´moire du syste`me hoˆte [101, 57]. En effet,
toute VM a besoin de me´moire physique minimale (fixe´e par l’administrateur
ou exige´e par l’hyperviseur) pour son fonctionnement. De ce fait, le nombre de
VMs capable de s’exe´cuter en meˆme temps sur un nœud est limite´ par la taille
de la RAM de celui-ci.
Face a` cette restriction, la gestion distribue´e (a` elle seule) des VMs ne garantit
pas le respect d’une des exigence des gestionnaires de ressource dans un IaaS :
l’utilisation optimale de l’infrastructure. Dans ce contexte, l’adoption des me´-
canismes de gestion centralise´e de VMs intervient ge´ne´ralement en comple´ment
a` la gestion distribue´e [97, 96, 71].
2. Gestion centralise´e : La deuxie`me e´chelle de gestion de VMs se situe au
sein du nœud et est exe´cute´e par l’ordonnanceur (scheduler) de VM. L’ordon-
nanceur de VM de´signe le composant de la VMM auquel est assigne´, entre
autres, 3 roˆles utiles au bon fonctionnement des VMs : (1) allouer la ressource
aux VMs, (2) veiller au respect de la capacite´ de ressource souscrit pour la VM
et (3) choisir l’ordre d’exe´cution des VMs sur le syste`me hoˆte. L’ordonnanceur
de VMs effectue ces taˆches avec pour objectif d’effectuer un partage e´quitable
1. Dans ce document, nous appelons ”consolidation parfaite”, toute situation dans laquelle tous
les nœuds exe´cutant des VMs ont une charge CPU supe´rieure a` un seuil (de surcharge) pre´de´fini.
2. Dans le cas d’un nœud, la mise en veille repre´sente l’un des e´tats C-states (C1-C3) de´finis
par la norme ACPI
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des ressources entre les VMs qu’il ge`re.
Dans un syste`me virtualise´ dans lequel une politique de gestion d’e´nergie est
de´finie 3, cette dernie`re ajuste dynamiquement la vitesse d’exe´cution de la res-
source en fonction de sa charge globale. De cette manie`re, a` la suite des ope´-
rations de consolidation re´alise´es par le service d’e´quilibrage de charge, la de´-
finition des politiques de gestion permet a` chaque nœud de fonctionner a` un
niveau de performance relatif a` la charge courante de chacun de ses pe´riphe´-
riques. Graˆce a` l’utilisation conjointe de ces 2 niveaux de gestion de VMs, il
est possible de maitriser la consommation d’e´nergie des nœuds.
Toutefois, l’ordonnanceur de VMs se´lectionnant et exe´cutant les VMs inde´pen-
damment de la vitesse d’exe´cution de ses pe´riphe´riques, une re´duction de cette
vitesse influe directement sur la performance des VMs. De ce fait, le respect
du SLA requiert une coordination entre la gestion centralise´e des VMs et la
politique de gestion d’e´nergie mise en place.
L’objectif de cette the`se est de contribuer a` la mise en place de me´canisme de
gestion de ressources dans un environnement virtualise´ respectant, au mieux, ces 2
exigences. Dans le cadre de nos travaux de recherche, nous nous concentrons uni-
quement sur l’aspect gestion centralise´e des VMs.
4.1.3 Limites des approches actuelles
Les limites des approches actuelles de gestion de ressources s’observent principa-
lement en environnement virtualise´ 4. Cette limitation se caracte´rise par la difficulte´
a` assurer a` la fois la re´duction de la consommation e´nerge´tique des infrastructures
et le respect du SLA.
De la re´duction de la consommation e´nerge´tique
Le mode`le de gestion d’e´nergie que nous avons de´fini en section 3.1.1 a permis
d’observer que l’ensemble des pe´riphe´riques pre´sents dans un ordinateur ont la parti-
cularite´ d’eˆtre des pe´riphe´riques a` vitesse variable. Un pe´riphe´rique est soit en veille
(vitesse presque nulle) ou s’exe´cute a` une vitesse quelconque (vitesse maximale ou
vitesse donne´e diffe´rente de la vitesse maximale).
L’analyse effectue´e en section 3.3 sur les politiques de gestion d’e´nergie existantes
nous montre que les me´canismes actuels de re´duction de la consommation e´nerge´-
3. La de´finition d’une politique de gestion d’e´nergie suppose que le pe´riphe´rique (ressource) est
sujet au changement de vitesse tel que pre´sente´ en section 3.1.1
4. Environnement qui constitue notre domaine de recherche
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tique des pe´riphe´riques reposent sur cette particularite´. En fonction de la charge du
pe´riphe´rique, la politique de gestion d’e´nergie adopte´e consiste soit a` le mettre en
veille soit a` changer la vitesse a` laquelle il s’exe´cute. Cette variation de vitesse n’e´tant
pas toujours disponible pour tous types de pe´riphe´riques, le regroupement (spatial
ou temporel) des traitements a` effectuer par le pe´riphe´rique est utilise´ comme le-
vier pour simuler ce changement de vitesse d’exe´cution. Ceci permet d’optimiser la
consommation e´nerge´tique locale au pe´riphe´rique et celle de l’infrastructure a` une
e´chelle plus grande.
Toutefois, le changement de vitesse d’exe´cution d’un pe´riphe´rique influe sur la vi-
tesse d’acce`s/utilisation dudit pe´riphe´rique. Indirectement, cette influence de´te´riore
le SLA des applications qui l’utilise.
Du respect du SLA
Le respect du SLA d’un client consiste a` satisfaire son besoin en ressources. Au
sein d’un IaaS, le service souscrit par les clients s’exprime sous forme de capacite´.
Cette capacite´, identifie´e par un ensemble de VMs, repre´sente une quantite´ 5 de
ressources (CPU, espace disque, RAM, NIC) d’une machine physique. Au cours du
fonctionnement de ses VMs, le client souhaite disposer de la totalite´ de cette capacite´
de ressources s’il en a besoin. Cette garantie de disponibilite´ re´fe`re au respect du
SLA.
Supposons un nœud virtualise´ sur lequel sont de´ploye´es N VMs de capacite´ res-
pectives α1, α2,..., αN , de´finies sur la base d’un pe´riphe´rique s’exe´cutant a` sa vitesse
maximale Vmax. Tout au long de l’exe´cution des VMs, chacune ge´ne`re une charge Li
(i=1,2,...,N) telle que la charge totale de la ressource utilise´e est Ltot =
N∑
i=1
Li.
En re`gle ge´ne´rale, si une politique de gestion d’e´nergie est adopte´e pour le pe´riphe´-
rique concerne´, sa vitesse d’exe´cution a` un instant t varie en fonction de sa charge
totale c’est-a`-dire : Vt = f(Ltot). Les VMs e´tant migre´es d’un nœud a` un autre, le
gestionnaire de ressources se doit d’allouer une part de ressource βi, avec
βi = αi × Vt
Vmax
(4.1)
a` chaque VM afin de satisfaire la capacite´ souscrit αi. Le gestionnaire n’e´tant pas
conscient du changement de vitesse du pe´riphe´rique, lors de ce calcul, la vitesse
courante est toujours e´gale a` la vitesse maximale Vt = Vmax ⇒ αi = βi.
Cependant :
1. Si le pe´riphe´rique est sous charge´, la politique de gestion d’e´nergie abaissera
sa vitesse d’exe´cution a` une vitesse Vt pouvant absorber sa charge totale Ltot.
5. Une part de ressources
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Dans ce contexte, nous aurons : Vt < Vmax ⇒ βi < αi. Les VMs n’obtiendront
pas la capacite´ souscrite.
Cette situation est d’autant plus pe´nalisante pour les VMs surcharge´es. En
conside´rant par exemple notre sce´nario ci dessus, supposons que VMLoad re-
pre´sente la consommation (re´elle) de la ressource vue par la VM. Cette charge
repre´sente une part de la charge totale de la ressource du point de vue du
nœud physique c’est-a`-dire : Ltot =
N∑
i=1
αi × VMLoadi
Si la capacite´ αi d’une VM est tre`s infe´rieure a` la capacite´ totale de la res-
source (αi << 100), l’apport de la charge Li a` la charge totale Ltot est ne´gli-
geable. Supposons une VMj utilisant 100% (VMLoadj = 100) de sa capacite´
αj (Lj = αj) avec αj << 100 (c’est-a`-dire avec une capacite´ tre`s infe´rieure a`
la capacite´ totale). Si l’ensemble des N-1 autres VMs ont chacune une charge
presque nulle (Li ' 0 pour i=1,..,N,i 6= j), la charge totale de la ressource sera
sensiblement e´gale a` la charge de la VMj (Ltot = Lj).
La charge totale Ltot de la ressource donnera ainsi une vision ”fausse´e” de l’uti-
lisation de la ressource. Cette faible utilisation ”fictive” de la ressource (et de
la` la baisse de sa vitesse d’exe´cution bien qu’il existe une VM surcharge´e qui
en a besoin) aura un impact sur la performance des VMs.
La performance des N-1 VMs sous charge´es ne sera pas ”re´ellement” impacte´e
puisqu’elles n’utilisent pas intense´ment la ressource. Ce qui n’est malheureu-
sement pas le cas de la VMj. Cette dernie`re sera victime de cette baisse de
vitesse et subira une re´elle de´gradation de sa performance. Cette de´gradation
s’explique par le fait que la VMj surcharge´e, ne rec¸oit pas en totalite´ la capa-
cite´ de ressources pour laquelle elle a souscrit a` cause des politiques d’e´conomie
d’e´nergie applique´es.
Ce dysfonctionnement est regrettablement observable pour l’ensemble des res-
sources utilisant de fac¸on ”na¨ıve” les politiques de gestion d’e´nergie actuelles.
En somme, cette strate´gie de gestion d’e´nergie engendre un non respect de SLA
duˆ au fait que le gestionnaire de ressources n’est pas conscient du changement
de vitesse d’exe´cution de la ressource.
2. Dans le cas ou` aucune politique de gestion d’e´nergie n’est adopte´e afin d’e´viter
ces effets de bords, la vitesse d’exe´cution du pe´riphe´rique demeure maximale.
Ainsi quelle que soit la charge totale Ltot de la ressource, chaque VM recevra
toujours la capacite´ de ressource souscrite (Vt = Vmax ⇒ αi = βi). Cette
strate´gie a l’avantage de garantir le respect du SLA.
Toutefois, pour un pe´riphe´rique dont la charge totale (Ltot) est tre`s faible (Ltot
' 0), le maintien de la vitesse maximale est une re´elle source de gaspillage
e´nerge´tique.
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4.1.4 Synthe`se
Dans cette section, nous avons releve´ 2 contraintes importantes de tout syste`me
de gestion de ressources : le respect du SLA et la re´duction de la consommation e´ner-
ge´tique de l’infrastructure. Nous avons e´galement observe´ qu’il n’est ide´alement pas
possible de respecter ces 2 contraintes en utilisant les approches de gestion de res-
sources classiques. Particulie`rement, dans le cas de syste`mes virtualise´s, nous avons
observe´ que l’e´tat d’utilisation d’un pe´riphe´rique/composant peut ne pas toujours
refle´ter le besoin re´el des VMs qui l’utilisent. Cette vision ”fausse´e” de l’usage qui est
fait d’un pe´riphe´rique/composant peut entrainer une de´gradation de performance
beaucoup plus conside´rable pour les VMs surcharge´es.
La section suivante permet de circonscrire le pe´rime`tre de nos travaux de re-
cherches.
4.2 Position du proble`me : cas particulier du CPU
Face a` la proble´matique ge´ne´rale portant sur le respect du SLA et la re´duction
de la consommation e´nerge´tique des pe´riphe´riques/composants dans un syste`me vir-
tualise´, nous nous attardons particulie`rement au cas du CPU.
Le SLA est normalement assure´ par le gestionnaire de ressources. Le DVFS, tel
qu’implante´ a` l’origine par les constructeurs ou ame´liore´ par divers travaux de re-
cherche, est l’approche la plus re´pandue en terme de politique de gestion d’e´nergie
d’un CPU.
Dans cette section, nous montrons comment la mise en place du DVFS, sans aucune
pre´caution pre´alable, notamment la prise en compte des spe´cificite´s d’un syste`me
virtualise´, illustre bien le proble`me expose´ en section 4.1.3. Dans la section suivante,
nous pre´sentons le fonctionnement ge´ne´ral d’un ordonnanceur de VM (gestionnaire
de CPU). Ensuite, nous pre´sentons le fonctionnement ge´ne´ral du DVFS comme po-
litique de gestion d’e´nergie. Enfin, nous illustrons, via des sce´narios, le proble`me de
coordination entre ces 2 e´le´ments .
4.2.1 Ordonnanceur de VMs : principe de fonctionnement
Le fonctionnement des ordonnanceurs de VMs (regroupe´s sous le nom de proportional-
share scheduler dans la litte´rature) vise a` affecter une fraction de temps du processeur
du syste`me hoˆte a` une VM en se basant commune´ment sur le parame`tre capacite´
descriptif d’une VM [20] et d’une politique d’allocation.
La capacite´ d’une VM repre´sente la fraction maximale de temps CPU pour laquelle
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la souscription a e´te´ faite 6.
La politique d’allocation du temps processeur aux VMs permet de subdiviser les
ordonnanceurs en 2 cate´gories : les ordonnanceurs a` capacite´ fixe et ceux a` capacite´
variable.
Dans un ordonnancement a` capacite´ fixe , la capacite´ de CPU souscrit pour
chaque VM est toujours garantie. Ceci suppose que chacune des VMs obtient in-
variablement ses tranches de temps processeur qu’elle en ai besoin ou pas. En cas
de surcharge d’une VM, elle ne peut aucunement be´ne´ficier des tranches de temps
processeur e´ventuellement non utilise´es par d’autres VMs. Ce type d’ordonnanceur
fait partie de la famille des ordonnanceurs nomme´e non-work conserving.
Dans un ordonnancement a` capacite´ variable , la capacite´ de CPU de chaque
VM est garantie si ne´cessaire. Dans le cas contraire, les tranches de temps processeur
non utilise´es sont redistribue´es entre les VMs actives qui en ont besoin. Ceci signifie
que les processeurs d’un ordinateur utilisant un ordonnanceur a` capacite´ variable ne
deviennent inactifs qu’en absence de VM a` exe´cuter. Ce type d’ordonnanceur fait
partie de la famille des ordonnanceurs nomme´e work conserving.
Pour illustrer le fonctionnement de ces 2 familles d’ordonnanceurs, supposons
un nœud sur lequel sont exe´cute´es 2 VMs de meˆme capacite´ CPU (par exemple =
50%). Si l’ordonnanceur est de type capacite´ fixe, chaque VM recevra exactement
50% de tranches de temps processeur si besoin ou pas. Dans le cas d’un ordonnanceur
a` capacite´ variable, si l’une des VMs devient inactive, la VM active peut recevoir
jusqu’a` 100% du processeur si elle est en situation de forte charge de travail.
Dans un IaaS, l’ambition du fournisseur est de satisfaire les demandes de tous
ses clients tout en re´duisant au mieux ses de´penses afin d’assurer un gain financier.
Pour cette raison, il utilisera dans la plupart des cas un ordonnanceur a` capacite´
fixe.
4.2.2 DVFS : principe de fonctionnement
De nos jours, la majorite´ des processeurs inte`grent la technologie DVFS. Cette
technologie se sert principalement des spe´cifications d’e´tat du processeur de´finies par
la norme ACPI 7(interface avance´e de configuration et de gestion de l’e´nergie) 8.
Approche ge´ne´rale La norme ACPI vise a` uniformiser et a` ame´liorer l’acce`s et
l’utilisation des pe´riphe´riques mate´riels d’un ordinateur. Dans cet objectif, elle offre
aux OS une interface standardise´e permettant de communiquer avec les diffe´rents
pe´riphe´riques mate´riels d’un ordinateur via des signaux. La norme ACPI de´crit de
6. Cette capacite´ est de´cline´e en valeurs minimale et maximale pour certaines technologies de
virtualisation
7. Advanced Configuration and Power Interface - ACPI
8. Norme de´veloppe´e conjointement par HP, Intel, Microsoft, Phoenix Technologies et Toshiba
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la meˆme manie`re une interface pour la configuration, la gestion de la consommation
e´lectrique et la surveillance (monitoring) des pe´riphe´riques. Ces spe´cifications ont
l’avantage de permettre l’imple´mentation rapide et simplifie´e de nouvelles fonction-
nalite´s de gestion d’e´nergie et par ricochet d’infrastructure soucieuse de l’e´nergie
qu’elle consomme.
La gestion d’e´nergie est effectue´e graˆce aux e´tats de fonctionnement (C-states) et
de performance (P-states) de l’ordinateur et des pe´riphe´riques que de´finissent la
norme ACPI 9. Les e´tats C-states se de´clinent en sous e´tats C0-C3 indiquant res-
pectivement : l’e´tat de marche, d’arreˆt, d’arreˆt d’horloge et de veille du processeur.
Le traitement des instructions rec¸ues par le processeur se fait en e´tat C0. Les autres
e´tats servent a` la baisse de la consommation e´lectrique du processeur, ceci au prix
d’un retour a` l’e´tat C0 de plus en plus long.
En outre, en e´tat de marche (e´tat C0), le processeur peut eˆtre dans l’un des e´tats de
performance (P-states de´cline´s en sous e´tats P0-Pn 10) existants sur la plateforme
concerne´e. Chacun des P-states de´signe une combinaison entre la fre´quence et la
tension du processeur (proprie´te´ exploite´e par le DVFS). Bien que de´pendant de
l’imple´mentation, l’e´tat P0 (des e´tats P-states) est toujours l’e´tat de performance le
plus e´leve´ et les e´tats P1 a` Pn sont successivement les e´tats de performance infe´rieurs.
Ainsi, pour la mise en œuvre du DVFS, l’OS exploite l’interface logicielle stan-
dardise´e mis a` sa disposition (par la norme ACPI) pour ajuster dynamiquement la
fre´quence d’exe´cution du processeur. En effet, en e´tat de marche (e´tat C0) et en
fonction de sa charge courante, l’e´tat de performance du CPU passe e´ventuellement
de l’e´tat P0 a` Pn et inversement.
Fig 4.1. Principe de fonctionnement de Cpufreq
DVFS sous Linux Sous linux, l’interface appele´e cpufreq (Figure 4.1) et situe´e a`
l’inte´rieur du noyau fournit un ensemble d’instructions de controˆle de la fre´quence
du processeur [106]. Ce controˆle de fre´quence est sujet a` diffe´rentes politiques de
9. La prise en compte de ces e´tats requie`re une activation pre´alable dans le BIOS au de´marrage
du syste`me
10. Dans une limite de n <= 16
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gestion regroupe´es sous le nom de governor. Ge´ne´ralement, on distingue 5 types de
governor [93] :
– le governor Ondemand modifie la fre´quence du CPU en fonction de son utili-
sation. Par de´faut, il ajuste la fre´quence du CPU entre son niveau le plus bas
Pn (lorsque l’utilisation du CPU est infe´rieure a` un seuil pre´de´fini [106]) et
son niveau le plus e´leve´ P0 (lorsque la charge CPU est supe´rieure a` une autre
valeur seuil pre´de´fini),
– le governor Performance conserve toujours la fre´quence du CPU a` sa valeur la
plus e´leve´e peu importe la charge du CPU (e´tat P0),
– le governor Powersave maintient la fre´quence du CPU au plus bas niveau (e´tat
Pn),
– le governor Conservative, augmente ou diminue la fre´quence du CPU en fonc-
tion de sa charge en la faisant passer successivement par tous les niveaux de
fre´quence existants,
– le governor Userspace permet aux utilisateurs (via des applications ou direc-
tement) de re´gler manuellement la fre´quence du processeur.
Par de´faut, le governor Ondemand constitue la politique de gestion exploite´e.
4.2.3 Coordination entre l’ordonnanceur de VMs et le DVFS
Conside´rons un syste`me hoˆte sur lequel fonctionnent 2 VMs (V20 et V70). Les
2 VMs sont respectivement configure´es de fac¸on a` utiliser 20% et 70% du temps
processeur du syste`me hoˆte soit αv20 = 20 et αv70 = 70. Le governor ondemand,
utilise´ par de´faut, fixe la fre´quence du processeur Vt approprie´e en fonction de la
charge totale Ltot du processeur a` un instant donne´.
Nous supposons dans l’exemple illustratif ci-dessous que la re´duction de la fre´quence
du processeur ralentit le processeur de moitie´ c’est-a`-dire Vt = Vmax/2 (50% de
perte de vitesse d’exe´cution). Nous conside´rons ensuite les 2 sce´narios suivants se
diffe´rentiant essentiellement par le type d’ordonnanceur de VMs utilise´.
Sce´nario 1 - Ordonnanceur a` capacite´ fixe
Nous supposons que le syste`me hoˆte est configure´ de fac¸on a` utiliser un ordonnanceur
de VMs a` capacite´ fixe. Supposons e´galement que :
– la V20 est ”normalement” surcharge´e. Nous entendons par VM ”normalement”
surcharge´e une VM qui utilise entie`rement (100%) sa capacite´ de CPU (VMLoadv20 '
100⇒ Lv20 = 20)
– la V70 est sous-charge´e c’est-a`-dire qu’elle utilise 0% de sa capacite´ de temps
(VMLoadv70 ' 0⇒ Lv70 = 0)
De ce fait, notre syste`me hoˆte est globalement sous-charge´ et dispose d’une charge
totale the´orique de 20% (qui correspond a` la charge de la V20 Ltot = Lv20). Dans
cette situation, le governor ondemand abaisse la fre´quence du processeur de fac¸on a`
satisfaire la charge ”the´orique” du syste`me hoˆte. Cette re´duction permet a` l’e´vidence
de re´duire la consommation e´nerge´tique du processeur du syste`me hoˆte.
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Toutefois, la V20 n’obtient pas la totalite´ de ressource dont elle a besoin. En
effet, d’apre`s 4.1,
βv20 = αv20 × Vt
Vmax
= 20× 0.5 puisque Vt = Vmax
2
Ainsi, au lieu de recevoir sa capacite´ de temps de calcul, la V20 rec¸oit la moitie´
(βv20 < αv20) en raison de la re´duction de la fre´quence. L’e´conomie re´alise´e sur la
consommation e´nerge´tique du processeur a ainsi lieu au de´triment de la V20 qui est
grandement pe´nalise´e.
En re´sume´, dans ce sce´nario, la baisse de fre´quence du processeur impacte les
performances de la V20 et empeˆche le respect du SLA. Ceci se justifie du fait que l’or-
donnanceur de VMs n’est pas conscient du changement de fre´quence du processeur
effectue´ par le DVFS.
Sce´nario 2 - Ordonnanceur a` capacite´ variable Conside´rons a` pre´sent que
notre syste`me hoˆte utilise un ordonnanceur de VMs a` capacite´ variable. Avec les
meˆmes hypothe`ses que dans la section pre´ce´dente : la V20 ”normalement” surchar-
ge´e et la V70 sous-charge´e. Les tranches de temps processeur inutilise´es de la V70
sont donne´es a` la V20 graˆce au principe de fonctionnement de l’ordonnanceur a`
capacite´ variable. Cette redistribution compense l’effet de bord de´crit avec l’ordon-
nanceur de VMs a` capacite´ fixe lors de la re´duction de la fre´quence du CPU.
Cependant, le fait d’utiliser les tranches de temps de la V70 peut conduire a` une
surconsommation de la V20 par rapport a` sa souscription. Cette situation empeˆche-
rait toute baisse optimale de la fre´quence du processeur (Vt > Vmax/2). De plus, ceci
e´viterait toute e´ventuelle ope´ration de consolidation parce que, du point de vue du
service d’e´quilibrage de charge, (1) la machine hoˆte est e´ventuellement surcharge´e
et (2) la V20 trop grosse l’empeˆchant e´ventuellement d’eˆtre migre´e.
Graˆce donc a` l’ordonnanceur a` capacite´ variable, le SLA de la VM est respecte´ mais
peut induire une surconsommation des ressources. Dans ce sce´nario, l’utilisation de
l’ordonnanceur a` capacite´ variable ne permet pas un usage optimal des ressources
du fournisseur.
En raison de l’inde´pendance entre l’ordonnanceur de VMs et la politique des
gestion du DVFS (governor), nous observons qu’il est difficile pour un gestionnaire
de ressources au sein d’un IaaS de garantir a` la fois le SLA et de favoriser l’e´conomie
d’e´nergie de l’infrastructure. En effet, soit le fournisseur ne garantit pas le SLA requis
par ses clients (avec l’ordonnanceur a` capacite´ fixe), soit les VMs seront autorise´es a`
utiliser plus de tranches de temps processeur que celui souscrit (avec l’ordonnanceur
a` capacite´ variable) empeˆchant de la sorte l’ajustement du niveau fre´quence du
processeur.
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Les sce´narios pre´ce´dents re´ve`lent un re´el proble`me de coordination entre le ges-
tionnaire de ressources et les politiques de gestion d’e´nergie. Le respect du SLA et
la re´duction d’e´nergie dans un environnement virtualise´ constituent donc en re´alite´
deux exigences a` la limite ”conflictuelles”.
4.2.4 Synthe`se
Les approches de gestion d’e´nergie et d’ordonnancement de VMs utilise´es de fac¸on
disjointe ne permettent pas a` un fournisseur de service de garantir a` la fois le SLA
souscrit par ses clients et une utilisation efficiente de l’ensemble des ressources de son
infrastructure. Bien que le DVFS permette de re´duire la consommation e´nerge´tique
en cas de processeur sous-charge´, son utilisation basique dans un environnement
virtualise´ entraˆıne une de´gradation de la performance des VMs. Il devient donc
primordial de proposer un syste`me permettant d’exploiter les atouts qu’offrent le
DVFS et la virtualisation sans pe´naliser ni l’utilisateur ni le fournisseur.
Dans le chapitre suivant, nous pre´sentons les approches de gestion de ressources
en environnement virtualise´ qui cherchent a` s’attaquer a` cette proble´matique.
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Tout au long des chapitres pre´ce´dents, nous avons observe´ qu’au sein d’un IaaS
il existe 2 principales exigences dont la satisfaction n’est pas toujours e´vidente : le
respect du SLA et l’e´conomie d’e´nergie. Au travers d’analyses, nous avons propose´
un mode`le de gestion d’e´nergie base´ (Cf. section 3.2) sur le principe de pe´riphe´-
rique a` vitesse variable. En section 4.1.3, nous avons observe´ que ces proce´de´s de
gestion d’e´nergie ont un impact sur la performance des pe´riphe´riques/composants
parce qu’ils re´duisent leur vitesse d’acce`s/d’exe´cution. Cette baisse de vitesse influe
par la meˆme occasion sur les performances des applications les sollicitant. Particu-
lie`rement dans un IaaS, la performance des VMs est perturbe´e et les SLA demande´s
par les clients ne sont pas respecte´s.
Dans cette the`se, notre proble´matique est d’offrir un syste`me de gestion de res-
sources, dans un environnement virtualise´, respectueux du SLA et de la consomma-
tion e´nerge´tique. Dans ce chapitre, nous de´finissons des crite`res que nous utilisons
pour e´valuer et comparer les projets qui se sont inte´resse´s a` cette proble´matique. A
la suite de ces crite`res d’e´valuation, nous pre´sentons quelques solutions d’ordonnan-
cement de VMs qui accordent de l’importance a` la gestion d’e´nergie consomme´e par
le CPU dans le but de la re´duire.
5.1. CRITE`RES D’E´VALUATION
5.1 Crite`res d’e´valuation
Dans un IaaS, le fournisseur doit principalement garantir le SLA de ses clients.
Plusieurs dispositifs (mate´riels et logiciels) sont ainsi mis en œuvre pour re´pondre
ide´alement aux souhaits des clients. Sur le plan mate´riel, cela se traduit par l’ac-
quisition de plateformes de plus en plus performantes. Toutefois, on estime que la
consommation e´nerge´tique des infrastructures informatiques a augmente´ de 56%
entre 2005 et 2010 ; et a repre´sente´ entre 1,1% et 1,5% de la consommation mondiale
d’e´lectricite´ en 2010 [65]. En plus des couˆts d’exploitation e´leve´s, cela se traduit par
l’e´mission du dioxyde de carbone (CO2) estime´e a` 2% des e´missions mondiales. Sur
le plan logiciel, de nouvelles strate´gies d’ordonnancement de VMs sont propose´es.
Dans cette section, nous ferons une description ge´ne´rale de quelques approches (les
plus repre´sentatives) en portant attention aux 2 crite`res suivants :
– Respect de SLA : ce crite`re consiste a` identifier l’impact que peut avoir
l’utilisation d’une politique de gestion d’e´nergie sur la performance des VMs.
Il est question de ve´rifier s’ils existent des VMs pour lesquelles le SLA n’est
pas respecte´ du fait de l’application d’une politique de gestion d’e´nergie,
– Efficience e´nerge´tique : ce crite`re permet d’e´valuer si les ressources du four-
nisseur sont utilise´es de fac¸on efficiente. Il s’agit de ve´rifier s’il existent des VMs
qui de part leur consommation en ressources pourraient empeˆcher la baisse du
niveau de fre´quence et par ricochet empeˆcher toute e´ventuelle consolidation ?
En bref, s’assurer s’il y’a des VMs qui de´passent leur capacite´ de ressource ?
Les VMs dans un IaaS sont ge´re´es de fac¸on centralise´e par l’ordonnanceur de VMs et
de fac¸on distribue´e par le re´partiteur de charge. Pour chacun des niveaux de gestion,
de multiples approches de gestion d’e´nergie ont e´te´ propose´es. Dans le cadre de cet
e´tat de l’art, nous nous sommes prioritairement inte´resse´s aux solutions centralise´es
qui constituent le cœur de notre travail.
Les principales approches de gestion centralise´e sont constitue´es entre autres des
ordonnanceurs de VMs des technologies de virtualisation existantes et de quelques
extensions de ces ordonnanceurs. Notre e´tat de l’art respecte cette subdivision.
5.2 Approches base´es sur des solutions existantes
5.2.1 Kernel-based Virtual Machine (KVM)
Le de´veloppement de KVM a commence´ au sein de la socie´te´ Qumranet par Avi
Kivity et est actuellement co-maintenu par Marcelo Tosatti. KVM est inte´gre´ dans
le noyau Linux sous forme de module depuis la version 2.6.201.
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Principe de fonctionnement KVM [63] est une solution de virtualisation as-
siste´e par le mate´riel. Pour son fonctionnement, KVM exploite les instructions de
virtualisation (Intel-VT [131] ou AMD-V [140]) inte´gre´es dans les nouveaux proces-
seurs. KVM se compose d’un module de noyau, kvm.ko, qui fournit l’infrastructure
de base de la virtualisation, et d’un module spe´cifique au type de processeur du sys-
te`me de de´ploiement : kvm-intel.ko ou kvm-amd.ko. Les VMs de´ploye´es sur un noeud
exe´cutant KVM sont ge´re´es comme des processus par l’ordonnanceur par de´faut de
Linux nomme´ Completely Fair Scheduler(CFS) [105] auquel quelques extensions ont
e´te´ ajoute´es.
Sachant que les VMs sont ge´re´es comme des processus, l’ensemble des processus
qui y sont exe´cute´s lui sont associe´s graˆce a` la notion de groupe de controˆle (cgroup).
La cre´ation d’un groupe de controˆle permet de rassembler une VM et les processus
qu’elle exe´cute de fac¸on a` de´cre´menter la capacite´ CPU qu’utilisent les processus
sur la capacite´ alloue´e a` la VM. Ainsi, la capacite´ alloue´e a` un VM est de´compte´e
a` chaque fois qu’un processus qui lui est associe´ s’exe´cute. Ce principe de groupe
de controˆle permet ainsi de conserver le principe d’encapsulation qui caracte´rise les
VMs.
Dans son fonctionnement, l’ordonnanceur CFS vise a` repartir le processeur entre
les VMs suivant une e´quite´ parfaite. Il s’agit pour CFS d’assurer un e´quilibre entre
les dure´es d’exe´cution des VMs. Pour cela, l’ordonnanceur CFS se base sur un arbre
binaire de recherche rouge-noir (Figure 5.1) et fonctionne comme suit :
– l’ensemble des VMs sont trie´es en fonction de leur temps d’exe´cution sur le
processeur et sont stocke´es dans un arbre,
– la VM qui aura passe´ le plus de temps en exe´cution sera tout a` droite de
l’arbre. Ainsi, l’ordonnanceur choisit toujours la VM la plus a` gauche pour la
prochaine exe´cution,
– au terme de son quantum de temps, la VM est ensuite re-inse´re´e dans l’arbre
binaire trie´. Graˆce aux proprie´te´s de l’arbre rouge-noir, le temps d’exe´cution
entre les VMs converge vers un e´quilibre.
Fig 5.1. Arbre de rouge-noir de priorite´ des VMs
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Sur la base de ce fonctionnement, si une seule VM est en cours d’exe´cution, elle
utilisera entie`rement le temps processeur (quelque soit sa capacite´ initiale) si elle
en a besoin. L’ordonnanceur CFS fait ainsi partie de la famille des ordonnanceurs a`
capacite´ variable (Cf. section 4.2.1 parce qu’il inte`gre la notion de conservation de
travail (work-conserving scheduler).
E´valuation L’appartenance de l’ordonnanceur CFS de KVM a` la famille des or-
donnanceurs a` capacite´ variable conduit a` conclure qu’il ne respecte pas les crite`res
d’e´valuation que nous avons de´finis. En effet, dans un environnement virtualise´ avec
KVM, face a` l’inactivite´ d’une ou de plusieurs VMs, leur temps CPU sera alloue´ aux
VMs actives qui en ont besoin. Cette re´-allocation a pour re´sultat d’empeˆcher ou
de limiter la baisse du niveau de fre´quence du processeur. Les VMs actives auront
toujours leur SLA respecte´. Toutefois, si ces VMs sont ”´enorme´ment” surcharge´es,
elles utiliseront bien plus de capacite´ que ce qu’elles ont souscrit empeˆchant ainsi
une utilisation optimale des ressources. Le crite`re d’efficience e´nerge´tique ne serait
dans ce cas pas respecte´.
5.2.2 Xen
Xen est une solution de virtualisation initie´e par l’universite´ de Cambridge au
Royaume-Uni. Xen est actuellement distribue´ sous licence GNU General Public Li-
cense (GPL2) et disponible sous deux formats (objet et code source).
Principe de fonctionnement Xen permet la mise en œuvre de la paravirtuali-
sation et de la virtualisation assiste´e par le mate´riel. Xen dispose actuellement de
trois ordonnanceurs nomme´s : SEDF(simple earliest deadline first), credit et credit2
et utilise par de´faut l’ordonnanceur credit. C’est celui que nous conside´rons dans la
suite.
Avec l’ordonnanceur credit, chaque processeur du syste`me hoˆte ge`re une file d’at-
tente de CPU virtuel (vcpu) 1 a` exe´cuter. Cette file est trie´e par ordre de´croissant
de priorite´ (boost, under, over) et le prochain vcpu a` exe´cuter est toujours pris en
teˆte de file. Un vcpu de priorite´ boost (plus haut niveau de priorite´) est un vcpu preˆt
a` eˆtre exe´cute´. Il est en attente d’une ope´ration d’E/S destine´e au processus qu’il
exe´cute. De`s le traitement de l’ope´ration d’E/S, le vcpu est directement place´ en
teˆte de file. Un vcpu de priorite´ under posse`de encore du temps CPU lui permettant
de s’exe´cuter. Un vcpu de priorite´ over a acheve´ sa capacite´ de temps CPU durant
la pe´riode encours et est place´ en queue de file. L’e´valuation des priorite´s consiste a`
de´cre´menter la capacite´ alloue´e aux VMs du temps consomme´ par leurs vcpus. Ainsi,
un vcpu peut s’exe´cuter pendant tout un quantum d’exe´cution ou eˆtre bloque´.
1. Virtual CPU
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En fonction de la valeur de la capacite´ a` une VM, l’ordonnanceur credit peut
se comporter comme un ordonnanceur a` capacite´ fixe ou variable comme pre´sente´
en section 4.2.1. En effet, si la capacite´ alloue´e a` la VM est nulle, l’ordonnanceur
fonctionne en mode capacite´ variable et en mode capacite´ fixe dans le cas contraire.
E´valuation Fonctionnant comme un ordonnanceur a` capacite´ fixe, l’application
d’une politique de gestion de DVFS avec l’ordonnanceur credit de Xen conduit a` un
non respect du SLA comme pre´sente´ en section 4.2.3. Si les VMs sont configure´es de
fac¸on a` utiliser l’ordonnanceur credit comme une ordonnanceur a` capacite´ variable,
certaines VMs pourraient utiliser beaucoup plus de ressources que ce qu’elles ont
souscrit, d’ou` le non respect du crite`re d’efficience e´nerge´tique.
5.2.3 VMware ESXi
VMware ESXi [136] est l’une des solutions de virtualisation d’entreprise de´velop-
pe´e par VMware, Inc.
Principe de fonctionnement VMware ESXi permet la mise en œuvre de la pa-
ravirtualisation et de la virtualisation assiste´e par le mate´riel. Pour chacune des
solutions de virtualisation adopte´e, VMware ESXi n’est pas installe´ dans un OS,
mais inte`gre un noyau minimal de 32Mo.
Avec VMware ESXi, l’allocation de la capacite´ d’une VM se traduit par la donne´e
d’une valeur minimale et maximale de capacite´. La valeur minimale de la capacite´
est un pre´-requis a` l’exe´cution d’une VM. La valeur maximale ne lui est alloue´e qu’en
cas de besoin. Particulie`rement, la capacite´ d’une VM peut eˆtre illimite´e.
Le choix de vcpu (d’une VM) a` exe´cuter est fait en fonction de la priorite´, calcule´e
dynamiquement, de la VM. Ce calcul consiste a` e´valuer le ratio entre la capacite´
de temps consomme´e par les vcpus de la VM et sa capacite´ alloue´e. La VM ayant
le moins consomme´ sa capacite´ est la plus prioritaire et sera exe´cute´e au prochain
quantum.
En de´finissant une capacite´ maximale (finie), l’ordonnanceur de VMware ESXi se
comporte comme un ordonnanceur a` capacite´ fixe. Dans le cas d’une capacite´ in-
finie, la VM consomme autant de CPU qu’elle en a besoin, ceci en fonction de la
disponibilite´ de la ressource. Dans ce dernier cas, l’ordonnanceur de VMware ESXi
se comporte comme un ordonnanceur a` capacite´ variable.
E´valuation Il ne nous a pas e´te´ possible de trouver des documents pre´sentant
l’impact d’une politique de gestion d’e´nergie sur la performance des VMs lors de
l’utilisation de VMware ESXi en mode ordonnanceur a` capacite´ fixe. Des expe´riences
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que nous avons effectue´es, nous pouvons affirmer que le SLA des VMs n’est pas
respecte´ dans ce cas de figure.
5.2.4 Microsoft Hyper-V
Hyper-V [136] est une solution de virtualisation d’entreprise de´veloppe´e par Mi-
crosoft.
Principe de fonctionnement Hyper-V permet la mise en œuvre de la virtua-
lisation assiste´e par le mate´riel graˆce aux extensions de virtualisation du mate´riel.
Hyper-V met en œuvre des concepts similaires a` ceux de la technologie VMware
ESXi, a` savoir une capacite´ maximale et minimale. L’ordonnanceur de VMs pre´sent
dans Hyper-V est implante´ de fac¸on similaire a` l’ordonnanceur credit de Xen comme
ordonnanceur a` capacite´ fixe.
E´valuation De par sa conception, l’ordonnanceur VMs d’Hyper-V ne permet pas
de respecter le SLA souscrit par les clients.
5.3 Approches base´es sur des extensions de solu-
tion
5.3.1 Energy Management for Hypervisor-based VMs
Cette approche est le re´sultat d’un projet re´alise´ par l’universite´ de Karlsruhe
en Allemagne et finance´ par Intel Corporation. A cette e´poque, Stoess et al. [127]
de´finissent un outil pour la gestion de l’e´nergie en ade´quation avec l’architecture des
serveurs virtualise´s.
Principe de fonctionnement Les approches habituelles de gestion d’e´nergie pre´-
sentes au cours des anne´es en 2007 sont base´es pour la plupart sur les OS non
virtualise´s. Ces OS ont un controˆle total et une pleine connaissance du mate´riel
sous-jacent. Ces atouts permettent d’ajuster directement la consommation e´nerge´-
tique des pe´riphe´riques pour re´pondre aux contraintes thermiques ou e´nerge´tiques.
Toutefois, la nature multi-couche des environnements virtualise´s rend de telles ap-
proches inapplicables. Stoess et al. proposent un prototype d’hyperviseur inte´grant
une politique de gestion d’e´nergie.
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L’ordonnanceur de VMs pre´sent dans cet hyperviseur utilise un algorithme d’or-
donnancement nomme´ stride scheduling [144, 145, 132]. Cet ordonnanceur fait partie
de la famille des ordonnanceurs a` capacite´ variable. En effet, avec l’algorithme stride,
de type proportionnal-share, le partage de CPU entre les VMs est fait proportionnel-
lement a` leur poids sans limite de capacite´. Ainsi, si une VM n’utilise pas son temps
CPU, ce dernier est redistribue´ aux VMs qui en ont besoin. Cette situation empeˆche
toute utilisation optimale de ressources notamment la consommation e´nerge´tique.
Stoess et al. proposent donc un me´canisme de gestion dynamique d’e´nergie base´ sur
l’allocation dynamique du CPU aux VMs. Ce me´canisme consiste a` cre´er un ”CPU
virtuel endormi” rattache´ a` chaque CPU. Ensuite, l’hypersiveur est modifie´ de fa-
c¸on a` translater directement toute demande d’arreˆt virtuel de vcpu en arreˆt effectif.
Ainsi, si un vcpu souhaite passer en veille, son poids est re´duit et son reste de temps
d’exe´cution sera traduit par le ”CPU virtuel endormi” comme une dure´e d’arreˆt re´el
du processeur correspondant. Le poids du vcpu est incre´mente´ quand il devient actif.
Toutefois, l’augmentation ou re´duction du poids des vcpus est fonction de l’e´nergie
maximale alloue´e a` la VM. Une boucle de controˆle est invoque´e pe´riodiquement
et permet de s’assurer que l’e´nergie consomme´e n’exce`de pas la limite e´nerge´tique
de´die´e a` la VM.
E´valuation Cette approche peut eˆtre assimile´e a` un ordonnanceur a` capacite´ fixe,
dans lequel le SLA a` respecter une limite de consommation e´nerge´tique. Ainsi, nous
pouvons dire que cette approche respecte nos 2 crite`res. Cependant, elle n’est pas
applicable dans le contexte du IaaS.
5.3.2 PCFS : A Power Credit based Fair Scheduler
L’approche Power Credit based Fair Scheduler (PCFS) est le fruit des travaux
de Wen et al. [149]. Son but est de proposer un ordonnanceur de VM qui inte`gre
la gestion de l’e´nergie a` travers un usage efficace de diverses mesures d’e´conomie
d’e´nergie, en particulier le DVFS, pre´sent dans presque tous les processeurs actuels.
Principe de fonctionnement Le but initial recherche´ par les ordonnanceurs de
VMs est le partage e´quitable de ressources entre les VMs dans l’intention d’obtenir de
bonnes performances. Toutefois, avec la croissance des performances des processeurs,
la hausse de leur consommation e´nerge´tique et l’ave`nement du DVFS, l’objectif
des ordonnanceurs de VMs prend actuellement en compte l’utilisation efficiente de
l’e´nergie consomme´e par les VMs. Cette recherche est devenue l’un des grands de´fis
des plateformes de virtualisation.
Wen et al. propose un ordonnanceur de VMs nomme´ PCFS. ce dernier est une
extension de l’ordonnanceur ”sched-credit” de Xen. Configure´ comme un ordonnan-
ceur a` capacite´ fixe ou variable, il ne permet donc pas de satisfaire nos 2 crite`res
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d’e´valuation. Afin de garantir une utilisation optimale de la consommation e´nerge´-
tique des CPUs, PCFS propose d’inte´grer les politiques de gestion du DVFS dans
l’ordonnanceur.
A cet effet, l’ordonnanceur PCFS regroupe les cœurs d’un processeur en zone en
fonction du niveau de fre´quence (appele´e power zone) de ceux-ci. PCFS effectue
ensuite un regroupement spatial des traitements en fonction de ces zones. En ef-
fet, pendant l’exe´cution des VMs, PCFS monitore la charge globale des cœurs et
de´clenche 2 types d’actions :
– Si la charge globale d’une zone est infe´rieure a` 20%, PCFS de´place le(s) vcpu(s)
en cours d’exe´cution dans cette zone vers un cœur de tre`s haut niveau de
fre´quence (appartenant donc a` une autre zone) capable de le(s) exe´cuter. Le(s)
cœurs ainsi libe´re´s sont mis en e´tat de tre`s faible consommation ou e´teints afin
de re´duire la consommation e´nerge´tique ; Le coeur est ensuite migre´ dans la
”power zone” correspondante,
– Sinon, PCFS fixe un niveau de fre´quence du cœur permettant de conserver
sa charge globale a` 90% (seuil de´fini). Dans cette condition, le cœur peut
eˆtre migre´e vers la zone de niveau de fre´quence correspondant a` sa nouvelle
fre´quence.
E´valuation Dans cette approche, l’utilisation du regroupement spatial sur les
cœurs du processeur permet de re´duire la consommation e´nerge´tique globale du
syste`me hoˆte. Cet ordonnanceur respecte donc le crite`re d’efficience e´nerge´tique.
Toutefois, la ”consolidation parfaite” n’existant pas, il est possible d’avoir des VMs
qui utilisent plus de ressources que ce qu’elles ont souscrit du fait de l’utilisation
d’un ordonnanceur a` capacite´ variable.
5.3.3 VirtualPower
Nathuji et al. [97, 98] ont e´te´ les premiers a` proposer une solution de gestion
d’e´nergie pour des architectures virtualise´es. Leur solution, nomme´e VirtualPower,
est le fruit d’un projet de l’Institut technologique de Georgia finance´ conjointement
par le programme de bourse NSF ITR et Intel. Le but de ce projet est double : local
a` un syste`me hoˆte et global a` un centre d’he´bergement. Nous pre´sentons le cote´ local
de la solution.
Principe de fonctionnement De´finir un ordonnanceur de VMs qui est capable
d’adapter la fre´quence d’exe´cution du CPU en fonction de la charge des VMs, tout
en respectant leur SLA, est assimilable a` un syste`me hoˆte dans lequel la gestion
d’e´nergie est effectue´e au niveau de la VM. L’objectif recherche´ par l’approche Vir-
tualPower est de simuler la gestion d’e´nergie initie´e par l’OS invite´.
VirtualPower dans son imple´mentation comme extension de Xen propose la mise en
place de me´canismes logiciel et mate´riel permettant a` l’hyperviseur de prendre en
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compte 2 et d’appliquer les ope´rations de gestion d’e´nergie e´mises par les VMs. Ainsi,
lorsqu’une VM initie une ope´ration de gestion d’e´nergie, celle-ci est intercepte´e et
transmise au module de VirtualPower charge´ d’appliquer les politiques, via un canal
de communication (logiciel) par lequel les ope´rations de gestion d’e´nergie des VMs
sont transmises a` l’hyperviseur. Si le mate´riel du syste`me hoˆte permet l’application
du DVFS, celle-ci est directement applique´e. Dans le cas contraire, l’e´tat souhaite´
est e´mule´ par l’ordonnanceur de VMs. Concre`tement, au moment d’exe´cuter la VM
concerne´e, l’ordonnanceur lui allouera moins (respectivement plus) de temps de pro-
cesseur s’il s’agit d’une re´duction (respectivement d’une augmentation) de niveau de
fre´quence.
E´valuation Avec cette approche, la politique de gestion d’e´nergie adopte´e est soit
une modification de fre´quence, si possible, soit une modification du temps processeur
de la VM dans le cas e´che´ant.
The´oriquement, VirtualPower permet a` chaque VM de fixer son niveau de fre´quence
sans influencer les autres tout en respectant le SLA. Toutefois, le support mate´riel
e´tant partage´ par plusieurs VMs, l’utilisation du DVFS peut s’ave´rer conflictuelle et
ne pas respecter nos 2 crite`res voulus. Conside´rons les 2 VMs (V20 et V70) de notre
exemple de la section 4.2.3, exe´cute´es avec un ordonnanceur a` capacite´ fixe. Si la
V70 parce que sous-charge´e demande la baisse du niveau de fre´quence du CPU, le
proble`me d’insatisfaction de la V20 demeure ; d’ou` le non respect du SLA.
5.4 Synthe`se
Dans cette section, nous avons identifie´ 2 crite`res permettant d’e´valuer les travaux
relatifs a` la gestion efficace de ressources dans un syste`me virtualise´ en respectant
le SLA et favorisant l’e´conomie d’e´nergie. Les solutions s’e´tant inte´resse´es a` ce pro-
ble`me avaient pour objectif soit d’e´conomiser de l’e´nergie soit de garantir le SLA.
Difficile pour la plupart d’atteindre conjointement les 2 objectifs qui semblent parfois
conflictuels.
Dans le chapitre suivant, nous pre´sentons notre approche qui permet l’atteinte
de ce double objectif.
2. La VM, bien que virtuelle, est une machine ”`a part entie`re”. Elle dispose des modules ACPI
permettant d’agir sur l’e´tat de performance de ses pe´riphe´riques. Toutefois, a` ce jour l’ensemble de
ces ope´rations est intercepte´ et ignore´ par l’hyperviseur.
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Dans le chapitre pre´ce´dent, nous avons fait e´tat de quelques travaux de recherche
autour de l’ordonnancement des VMs. Nous nous sommes focalise´s sur ceux ayant
mis un accent sur la re´duction de la consommation e´nerge´tique et le respect du
SLA dans des environnements virtualise´s. Bien que des progre`s significatifs aient
e´te´ re´alise´s, pour la plupart des solutions propose´es, la baisse de la consommation
e´nerge´tique est faite au de´triment du SLA ou inversement.
Dans cette the`se, nous proposons une approche d’ordonnancement de VMs qui
satisfait ces 2 objectifs. Dans ce chapitre, nous pre´sentons l’orientation ge´ne´rale que
nous avons adopte´e lors de la conception de notre approche. De la`, nous aboutissons
a` la conception proprement dite.
6.1 Orientation ge´ne´rale
Les analyses re´alise´es dans les chapitres pre´ce´dents montrent que le but recherche´
par l’ensemble des politiques de gestion d’e´nergie est l’obtention d’un syste`me ”´eco-
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e´nerge´tique” et efficient. Nous entendons par syste`me ”´eco-e´nerge´tique”, un syste`me
dans lequel l’e´nergie consomme´e est proportionnelle a` la charge de travail. L’effi-
cience d’un tel syste`me se traduit par sa faculte´ a` garantir en tout temps le SLA
souscrit. Dans un syste`me virtualise´, l’atteinte de ces buts est du ressort de l’ordon-
nanceur de VMs et du DVFS.
Or, en raison de l’inde´pendance existant entre l’ordonnanceur de VMs et les po-
litiques de gestion du DVFS, ces 2 finalite´s ne sont a` l’accoutume´e pas atteintes.
Ceci du fait que : (1) soit le fournisseur ne peut pas garantir la QoS requise par
les VMs (s’il utilise un ordonnanceur a` capacite´ fixe), (2) soit certaines VMs seront
autorise´es a` utiliser plus de capacite´ CPU que celle souscrite (s’il utilise un ordon-
nanceur a` capacite´ variable). Ce deuxie`me cas de figure empeˆchant la mise en œuvre
des politiques du DVFS utiles pour la baisse de la consommation e´nerge´tique du
syste`me.
Ide´alement, pour un usage efficient et ”´eco-e´nerge´tique” d’une infrastructure vir-
tualise´e, l’ordonnanceur doit eˆtre conscient de l’existence de politiques de gestion
d’e´nergie du processeur. Cette ”conscience” se traduit, par la prise en compte du ni-
veau de fre´quence courant du processeur avant toutes de´cisions d’ordonnancement.
Plus pre´cise´ment, un tel ordonnanceur doit pouvoir re´-e´valuer la capacite´ CPU a`
allouer aux VMs en fonction de la valeur actuelle de fre´quence du processeur. En
effet, l’allocation de la capacite´ CPU aux VMs est base´e sur la fre´quence maximale.
Ainsi, tout changement de fre´quence doit eˆtre re´percute´ sur la capacite´ alloue´e a`
chaque VM afin de contrebalancer l’effet de la modification de la fre´quence. Par
conse´quent, une VM verra sa capacite´ augmenter (respectivement diminuer) lorsque
la fre´quence du processeur sera abaisse´e (respectivement augmente´e). Cette nouvelle
capacite´ (lie´e a` la nouvelle fre´quence) doit toutefois eˆtre e´quivalente a` la capacite´
initiale lie´e a` la fre´quence maximale.
Le calcul dynamique de la nouvelle capacite´ CPU a` allouer aux VMs n’est pas tri-
vial. Ce calcul s’appuie sur deux hypothe`ses principales que nous de´finissons comme
suit :
– la proportionnalite´ entre la fre´quence et la performance : cette pro-
prie´te´ symbolise le fait qu’a` la suite d’une modification de fre´quence du pro-
cesseur, l’impact sur la performance des VMs est proportionnel au changement
de fre´quence,
– la proportionnalite´ entre la capacite´ et la performance : cette pro-
prie´te´ stipule qu’apre`s toute modification de capacite´ CPU attribue´e a` une
VM, l’impact sur sa performance est proportionnel au changement de capacite´
effectue´.
Ainsi, si nous conside´rons le sce´nario pre´sente´ en section 4.1.3, lorsque la fre´-
quence du processeur est diminue´e (ralentissement du processeur de l’ordre de 50%),
a` la V20 il sera donne´ 40% de capacite´ pour compenser la re´duction de la fre´quence.
L’approche que nous proposons dans le cadre de cette the`se vise, d’une part a`
de´finir les principaux e´le´ments utiles a` la mise en place d’ordonnanceurs de VMs
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conscients du niveau de fre´quence d’exe´cution du processeur. D’autre part, elle
vise a` la mise en place d’ordonnanceurs de VMs qui, en plus d’assurer une gestion
e´quitable du processeur, veille a` re´duire au mieux sa consommation e´nerge´tique.
Cette famille d’ordonnanceur est souvent reprise dans la litte´rature sous le terme
de : Energy/Power-aware scheduler (PAS).
6.2 Conception
Dans cette section, nous pre´sentons les principes de notre ordonnanceur de VMs
de type PAS que nous nommons pas-sla-scheduler. Nous commenc¸ons par pre´senter le
but de notre approche ainsi que les conditions de sa mise en œuvre. Nous pre´sentons
ensuite le fonctionnement ge´ne´ral de notre approche.
6.2.1 Spe´cification
Comme tout ordonnanceur, les premiers objectifs vise´s par pas-sla-scheduler se
regroupent en la maximisation de l’utilisation du processeur et la minimisation
du temps de re´ponse des processus. En comple´ment, pas-sla-scheduler a e´te´ conc¸u
pour re´pondre aux incompatibilite´s releve´es dans le fonctionnement inde´pendant
du DVFS et de l’ordonnanceur dans le contexte d’un syste`me virtualise´. pas-sla-
scheduler consiste a` allouer dynamiquement plus ou moins de capacite´ CPU aux
VMs en fonction de la fre´quence courante du syste`me.
Notre ordonnanceur pas-sla-scheduler a e´galement e´te´ de´veloppe´ pour permettre une
exploitation efficiente de l’infrastructure en terme de consommation e´nerge´tique. Il
s’agit ici d’attribuer au processeur un niveau de fre´quence lui permettant d’absorber
la charge des VMs sans de´grader leur performance, tout en minimisant le gaspillage
e´nerge´tique.
Afin que notre approche soit exploitable au sein d’un IaaS, pas-sla-scheduler doit
respecter les contraintes d’imple´mentation suivantes : eˆtre non intrusivif, transparent
aux applications et transparent a` l’architecture :
1. La non intrusivite´ de pas-sla-scheduler se traduit par l’absence d’e´ventuelles
modifications des OS invite´s. De plus, pas-sla-scheduler doit eˆtre facilement
inte´grable et exploitable au sein des OS standards. La performance des appli-
cations ne doit pas eˆtre de´grade´e du fait de l’utilisation de pas-sla-scheduler.
2. pas-sla-scheduler se veut transparent aux applications exe´cute´es dans les VMs.
Quelque soit l’application exe´cute´e dans un environnement virtualise´ dans le-
quel pas-sla-scheduler est de´ploye´, aucun changement 1 (aussi le´ger soit il) ne
doit lui eˆtre apporte´.
1. Changement du type compilation, sachant que l’aspect configuration n’est pas conside´re´
comme un changement
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3. pas-sla-scheduler se doit e´galement d’eˆtre transparent a` l’architecture mate´-
rielle. Quelque soit le type d’architecture adopte´e, le principe de fonctionne-
ment de pas-sla-scheduler est tenu d’eˆtre identique afin d’en faire abstraction.
Afin de respecter ces crite`res, plusieurs niveaux d’imple´mentation ont fait l’objet
de notre e´tude :
– Niveau utilisateur pour la gestion de capacite´. Dans cette conception, la gestion
du niveau de fre´quence du processeur est entie`rement assure´e par le syste`me
de gestion du DVFS standard a` travers sa politique par de´faut ondemand.
A cette gestion, est inte´gre´e une application exe´cute´e dans le syste`me hoˆte
charge´e (i) de monitorer la fre´quence courante du processeur, (ii) de calculer la
nouvelle capacite´ de temps CPU de chaque VM (correspondante a` la fre´quence
courante) de fac¸on a` garantir la capacite´ initialement alloue´e et (iii) de la leur
attribuer.
– Niveau utilisateur pour la gestion de la fre´quence et de la capacite´. Dans cette
conception, le DVFS est ge´re´ par une application via le governor ”userspace”.
Cette application s’exe´cute dans le syste`me hoˆte et monitore les charges des
VMs. Pe´riodiquement, l’application calcule et de´termine la fre´quence du pro-
cesseur capable d’absorber la charge du CPU sans de´gradation de la QoS.
Ensuite, elle calcule et alloue les nouvelles capacite´s de temps CPU aux VMs.
– Niveau syste`me pour la gestion de la fre´quence et de la capacite´. Dans cette
dernie`re conception, l’approche est imple´mente´e a` l’inte´rieur de l’hyperviseur,
comme un ordonnanceur de VMs a` part entie`re. La de´termination de la nou-
velle fre´quence du processeur et le calcul des capacite´s des VMs sont effectue´es
par l’ordonnanceur a` chaque de´cision d’ordonnancement.
Nous avons effectue´ diverses expe´rimentations sur la base de ces trois niveaux
d’imple´mentation. La quasi totalite´ des tests effectue´s a` l’aide des imple´mentations
au niveau utilisateur s’est ave´re´e tre`s intrusive du fait de l’usage des appels syste`mes
et du manque de re´activite´ de l’application de calcul. Nous avons donc choisi d’im-
planter notre approche au niveau syste`me. Bien que certains tests aient e´te´ effectue´s
pour chacune des options d’implantation, les re´sultats pre´sente´s dans ce document
sont base´s sur le troisie`me choix de mise en œuvre.
6.2.2 Fonctionnement ge´ne´ral
L’architecture globale de pas-sla-scheduler telle que pre´sente´e par la figure 6.1,
montre un ordonnanceur de VMs ayant la possibilite´ d’agir sur la fre´quence du
processeur et sur la capacite´ CPU des VMs. Cette vue globale permet de distinguer
2 cate´gories d’entite´s avec lesquelles pas-sla-scheduler interagit : le processeur et la
VM. Cette repre´sentation architecturale met e´galement en e´vidence les 2 principaux
services de pas-sla-scheduler qui permettent d’agir sur les processeurs et les VMs.
Avant de de´tailler les spe´cificite´s de ces composants, nous allons de´finir quelques
concepts que nous utilisons dans la suite.
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Fig 6.1. Architecture globale de pas-sla-scheduler
6.2.2.1 De´finition des concepts
Dans la suite de ce document, nous utilisons en fonction des cas, les concepts
suivants :
– La charge relative est la charge obtenue lors des ope´rations de monitoring
du processeur. Elle est implicitement lie´e a` la fre´quence courante du processeur
– La charge absolue est la charge du processeur qu’on aurait eu si le processeur
avait e´te´ a` sa fre´quence maximale
– VM ”normalement” charge´e est une VM dont la charge CPU est supe´rieure
ou e´gale a` un seuil de charge pre´de´fini
– VM en ”trashing” est une VM qui ge´ne`re une charge supe´rieure a` 100%.
Elle n’est certes pas visible lors du monitoring de la VM, mais elle se traduit
par une baisse de performance de la VM parce que cette dernie`re a besoin de
ressource non existante
6.2.2.2 Fonctionnement des entite´s
Les entite´s avec lesquelles pas-sla-scheduler interagit durant son fonctionnement
sont : le processeur et la VM.
Le processeur Alternativement, le processeur exe´cute des ope´rations initie´es par
les VMs, celles utiles pour son propre fonctionnement ou les instructions de l’hyper-
viseur. Au sein d’un syste`me virtualise´, le processeur se caracte´rise par une charge,
un niveau de fre´quence, une file d’attente de CPU virtuel (vcpu 2) a` exe´cuter et un
ensemble d’algorithmes d’ordonnancement.
2. Virtual CPU
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Dans les processeurs actuels 3, la charge du processeur et le niveau de fre´quence
sont e´troitement lie´s. Typiquement, la charge du processeur est fonction des de-
mandes des VMs mais varie aussi suivant son niveau de fre´quence. L’allocation de la
fre´quence du processeur est faite conforme´ment a` la politique governor configure´e au
sein du DVFS. Le governor ondemand 4 permet de de´finir pour chaque processeur
une charge maximale up threshold. Si ce seuil est atteint, la fre´quence du processeur
est imme´diatement fixe´e a` sa valeur maximale. Dans le cas contraire, elle est fixe´e
a` sa fre´quence minimale. La charge du processeur variant en fonction du niveau de
fre´quence, si cette dernie`re est augmente´e, la charge du processeur est inversement
impacte´e ; et vice-versa. Ces changements influent sur la consommation e´nerge´tique
du processeur.
Fort de l’influence que peut avoir la fre´quence du processeur sur sa charge, le pas-
sla-scheduler inte`gre un service de gestion de fre´quence qui agit de fac¸on ”intelligente”
sur le processeur. L’ordonnanceur pas-sla-scheduler se sert des rapports de propor-
tionnalite´ de´finis en section 6.1 pour identifier le niveau de fre´quence satisfaisant a`
la charge du CPU. Cette satisfaction consiste a` identifier le niveau de fre´quence seuil
a` allouer a` un processeur sans engendrer de perte de performance ou de gaspillage
de ressources.
La VM La VM est une encapsulation logicielle semblable a` un syste`me standard
(OS et applications). De ce fait, elle dispose de tous les pe´riphe´riques ne´cessaires
pour son fonctionnement, notamment le processeur appele´ vcpu. A l’image du fonc-
tionnement du processeur de´crit plus haut, le vcpu dispose d’une charge, d’une file
d’attente de processus a` exe´cuter et des algorithmes d’ordonnancement. Soulignons
qu’a` ce jour, les e´le´ments relatifs au niveau de fre´quence du processeur et du DVFS ne
sont pas encore pre´sents au sein des VMs. Toutefois, certains travaux de recherches
se sont inte´resse´s a` simuler le comportement du DVFS au sein des VMs [? ].
Au sein de la VM, l’ordonnanceur (en fonction de l’algorithme mis en œuvre) choisit
un processus et l’exe´cute sur un vcpu de sorte que l’utilisation de l’ensemble des vcpu
de la VM soit optimale. La charge des vcpu d’une VM ne repre´sente qu’une portion
de la charge du processeur re´el sous-jacent, du fait de la capacite´ CPU alloue´e a`
chaque VM. Or la capacite´ de la VM e´tant alloue´e sur la base de la fre´quence maxi-
male du processeur du syste`me hoˆte, les ope´rations de baisse de fre´quence entrainent
une monte´e de la charge CPU. Cette situation peut avoir un impact assez important
sur le SLA d’une VM si celle-ci se passe en mode ”trashing”.
Afin de ne pas pe´naliser les VMs ainsi concerne´es, pas-sla-scheduler inte`gre un
service de controˆle de capacite´ qui ajuste la capacite´ alloue´e a` une VM lors des
baisses/hausses de fre´quence.
3. Processeur inte´grant la technologie DVFS
4. Configure´ par de´faut
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6.2.2.3 Fonctionnement des services
pas-sla-scheduler est un ordonnanceur de VMs de la famille des ordonnanceurs
a` capacite´ fixe. Au cours de son fonctionnement, pas-sla-scheduler alloue de fac¸on
e´quitable le processeur entre les vcpus proportionnellement aux capacite´s de chaque
VM. Il est constitue´ de 2 services qui contribuent a` re´soudre le proble`me de coordina-
tion constate´ entre le DVFS et l’ordonnanceur de VMs dans les syste`mes virtualise´s
(pre´sente´ en section 4.2.3).
Nous pre´sentons dans cette section le fonctionnement ge´ne´ral de ces 2 services, es-
sentiels pour la mise en place de pas-sla-scheduler. Nous de´finissons au pre´alable
quelques concepts cle´s.
De´finition Pour de´crire chacun des services de notre ordonnanceur pas-sla-scheduler,
nous utilisons le pattern Sonde - Module de´cisionnel - Effecteur (que nous abre´geons
par SME par la suite) comme e´le´ment de structuration (Figure 6.2) : :
– Sonde : Elle permet d’avoir une vue sur la ressource monitore´e. Elle scrute
continuellement l’e´tat de la ressource et retourne ses valeurs.
– Module de´cisionnel : sur la base des valeurs retourne´es par la sonde, ce module
ve´rifie l’ensemble des pre´-conditions et effectue toutes les ope´rations fonction-
nelles lie´es au service concerne´.
– Effecteur : Il permet au service de re´aliser effectivement l’action qui le de´finit.
Il intervient au terme du module de´cisionnel et a un acce`s exclusif a` la res-
source afin de la laisser dans un e´tat cohe´rent.
Fig 6.2. Principe de fonctionnement SME
Service de gestion de fre´quence Le FrequencyService, inte´gre´ dans pas-sla-
scheduler, est en charge de la gestion du niveau de fre´quence du processeur. Il est
constitue´ de 3 principaux modules CPUMonitor, FrequencyEvaluation, FrequencyAl-
location ope´rant respectivement suivant le mode`le SME.
Initialement, le CPUMonitor monitore et sauvegarde pe´riodiquement la charge et la
fre´quence courante du processeur. La moyenne arithme´tique des 3 dernie`res charges
sauvegarde´es est utilise´e comme charge relative courante du processeur par le mo-
dule FrequencyEvaluation. Ce dernier se sert de cette charge relative, de la fre´quence
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courante et maximale du processeur pour e´valuer sa charge absolue. Cette e´valuation
consiste a` de´terminer la charge e´quivalente a` la charge relative a` fre´quence maximale.
Ensuite, le module FrequencyEvaluation de´termine le niveau de fre´quence approprie´
pour la charge absolue obtenue. Le me´canisme de de´termination du niveau ade´quat
de fre´quence du processeur consiste a` se´lectionner, parmi les niveaux de fre´quence
pre´sents sur le processeur, la plus petite fre´quence capable d’absorber la charge abso-
lue du processeur sans perte (ou une le´ge`re perte) de performance. Au terme de cette
ope´ration, la nouvelle fre´quence choisie est alloue´e au processeur concerne´ graˆce au
module FrequencyAllocation.
Au terme de ces ope´rations, la fre´quence courante est ade´quate a` la charge du CPU
et la mise a` jour des capacite´s de VMs est preˆte pour sa mise en œuvre. Ce service
fait l’objet du paragraphe suivant.
Service de gestion de capacite´ Le CapacityService de notre ordonnanceur pas-
sla-scheduler a pour objectif de re´soudre le proble`me de de´te´rioration de SLA observe´
au sein des ordonnanceurs de VMs a` capacite´ fixe. Il utilise la fre´quence courante
du processeur fournie par le FrequencyService pour calculer les nouvelles valeurs
de capacite´ des VMs. De fac¸on analogue, le CapacityService est compose´ de 3 mo-
dules FrequencyChecker, NewVMCapacityComputing et NewVMCapacityAllocation
conforme au mode`le SME.
Le FrequencyChecker scrute l’e´tat du CPU pre´sent sur le syste`me et re´cupe`re sa fre´-
quence courante. Le NewVMCapacityComputing se base sur la fre´quence courante
du CPU pre´ce´demment obtenue pour recalculer les nouvelles valeurs de capacite´
a` allouer a` chaque VM. Cette nouvelle capacite´ a` allouer a` chaque VM doit cor-
respondre au maximum a` la capacite´ qui lui a e´te´ initialement alloue´e lors de son
de´marrage (cette valeur est automatiquement sauvegarde´e par pas-sla-scheduler). Le
me´canisme de calcul de cette nouvelle capacite´ consiste a` de´terminer la capacite´ a`
ajouter a` la capacite´ initiale de la VM afin d’annuler l’effet de bord duˆ au changement
de fre´quence du CPU. Au terme de cette re´-e´valuation, le module NewVMCapaci-
tyAllocation modifie les capacite´s CPU des VMs.
D’apre`s notre e´tude, la re´solution du proble`me d’incompatibilite´ pre´ce´demment iden-
tifie´ passe par la mise en œuvre d’ordonnanceur de VMs conscient de la fre´quence
d’exe´cution du processeur d’une part. D’autre part, elle ne´cessite de pouvoir ajuster
dynamiquement la capacite´ de CPU alloue´e aux VMs. pas-sla-scheduler de par sa
conception respecte ces 2 recommandations. Graˆce a` son service FrequencyService,
l’ordonnanceur est capable d’identifier la fre´quence courante du processeur et de
l’adapter a` sa charge. A l’aide du service CapacitycyService, l’ordonnanceur est in-
forme´ des modifications de fre´quence et re´adapte les capacite´s de CPU alloue´es aux
VMs. Ces ope´rations effectue´es a` la vole´e permettent de garantir en temps re´el une
bonne QoS des VMs et d’optimiser la consommation e´nerge´tique du processeur.
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6.3 Synthe`se
Dans ce chapitre, nous avons pre´sente´ l’approche ge´ne´rale de fonctionnement
d’un ordonnanceur de VMs de type power-aware. Nous avons ensuite pre´sente´ les
spe´cifications fonctionnelles, les conditions d’implantation et les principaux services
caracte´ristiques de notre approche d’ordonnancement pas-sla-scheduler. Ce chapitre
s’ache`ve en relevant comment la conception que nous avons faite propose une e´bauche
de solution face au proble`me de coordination entre les politiques de gestion d’e´nergie
et le gestionnaire de ressources.
Dans le chapitre suivant, nous de´taillons l’imple´mentation des diffe´rents services
qu’offre pas-sla-scheduler.
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Dans ce chapitre, nous pre´sentons de fac¸on de´taille´e l’imple´mentation de notre
approche. Premie`rement, nous de´taillons les diffe´rents rapports de proportionnalite´s
utilise´s lors du calcul de la fre´quence du processeur et de la capacite´ des VMs. En
second lieu, nous pre´sentons l’environnement et les conditions de mise en œuvre de
notre ordonnanceur pas-sla-scheduler en mettant en e´vidence la caracte´risation des
VMs et le fonctionnement de la partie ordonnancement. Ensuite, nous pre´sentons
les 2 services de pas-sla-scheduler qui permettent d’atteindre les objectifs souhaite´s
par notre approche. Enfin, nous pre´sentons comment pas-sla-scheduler est utilise´ en
environnement re´el.
7.1. RAPPORT DE PROPORTIONNALITE´
7.1 Rapport de proportionnalite´
En comparaison aux autres ordonnanceurs de VMs, l’apport de pas-sla-scheduler
est l’inte´gration des me´canismes lui permettant de modifier dynamiquement la ca-
pacite´ des VMs et la fre´quence du processeur. Ceci est possible graˆce a` la de´finition
de 2 rapports de proportionnalite´ (1) entre la performance d’une VM (temps d’exe´-
cution ou charge CPU) et la fre´quence du processeur re´el sous-jacent ; et (2) entre la
capacite´ de la VM et la fre´quence du processeur sur lequel elle est exe´cute´e. Notons
que ces hypothe`ses de proportionnalite´ sont ve´rifie´es dans la suite du document.
7.1.1 Proportionnalite´ : Performance et Fre´quence
Cette proprie´te´ stipule que pour toute modification de fre´quence du processeur,
l’impact sur les performances des VMs doit eˆtre proportionnel au changement de
fre´quence effectue´.
La performance d’une application, selon son type, est tre`s souvent e´value´e par son
temps d’exe´cution ou le de´bit de traitement des requeˆtes (lie´ a` la charge du CPU).
Dans un syste`me virtualise´, cette performance de´pend a` la fois de la capacite´ de CPU
de´die´e a` la VM et de la fre´quence du processeur. Sur cette base, nous de´finissons les
2 rapports de proportionnalite´s suivant :
1. Nous de´finissons un premier rapport entre le ratio de fre´quence du pro-
cesseur et le ratio de charge CPU par l’e´quation 7.1
Lmax
Li
=
Fi
Fmax
× cfli (cfli ' 1) (7.1)
dans laquelle Fmax et Fi repre´sentent respectivement la fre´quence maximale et
une fre´quence quelconque du processeur ; Lmax et Li la charge du processeur
a` Fmax et Fi respectivement et cfli le coefficient de proportionnalite´ qui lie le
ratio de fre´quence et le ratio de charge CPU.
Ce rapport nous montre que si nous faisons passer la fre´quence du processeur
de sa valeur maximale Fmax a` une valeur de fre´quence infe´rieure Fi, sa charge
CPU augmente proportionnellement de Lmax a` Li. Les machines n’e´tant en
ge´ne´ral pas ”´eco-e´nerge´tique”, nous avons introduit un coefficient de propor-
tionnalite´ cfli entre les ratios de fre´quence et de charge du processeur. Le calcul
de cfli obtenu par expe´riences successives est de´taille´ en section 8.3.
Pour illustration, supposons par exemple un syste`me virtualise´ ayant une fre´-
quence maximale Fmax = 3000 MHz sur lequel est exe´cute´ une VM. Si la
fre´quence est abaisse´e a` une valeur infe´rieure Fi = 1500 MHz, nous obtenons
un ratio de fre´quence
Fi
Fmax
= 0, 5. Ce ratio indique que le processeur a` la
fre´quence Fi tourne de 50% plus lentement compare´ a` Fmax. Ainsi, si nous
conside´rons une charge courante Lmax de 10% a` fre´quence maximale Fmax, la
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nouvelle charge Li avoisinera Li =
10
0.5× cfli
(Li = 20% si cfli = 1), au moins
2 fois supe´rieure a` la charge initiale.
2. Nous e´tablissons un second rapport entre le ratio de fre´quence du pro-
cesseur et le ratio de dure´e d’exe´cution d’une application Appli de type
CPU-intensive dans une VM par l’e´quation 7.2 :
T jmax
T ji
=
Fi
Fmax
× cfi (7.2)
De meˆme que dans l’e´quation pre´ce´dente (Equation 7.1), Fmax et Fi repre´-
sentent respectivement la fre´quence maximale et une fre´quence quelconque du
processeur. T jmax et T
j
i repre´sentent la dure´e d’exe´cution de l’application Appli
dans une VM de capacite´ Cj respectivement a` fre´quence Fmax et Fi du proces-
seur. cfi repre´sente le coefficient de proportionnalite´ qui lie la dure´e d’exe´cution
a` la fre´quence du processeur.
Cette e´quation nous apprend que la dure´e d’exe´cution d’une application (exe´-
cute´e dans une VM) de´pend de la capacite´ (repre´sente´e ici par l’indice j)
alloue´e a` la VM et de la fre´quence du processeur. De meˆme que dans le cas de
la charge CPU, si la fre´quence passe de sa valeur maximale Fmax a` une valeur
de fre´quence infe´rieure Fi, la dure´e d’exe´cution de l’application augmente pro-
portionnellement de T jmax a` T
j
i .
Dans la suite de ce document, nous utilisons l’expression ratioi pour repre´senter
le ratio de fre´quence (ratioi = Fi/Fmax) utilise´e dans l’ensemble des rapports de pro-
portionnalite´s que nous de´crivons. Notons e´galement que dans la suite, la fre´quence
du processeur est repre´sente´e en indice et la capacite´ d’une VM en exposant.
7.1.2 Proportionnalite´ : Capacite´ et Performance
La performance d’une application de´pend entre autre de la capacite´ alloue´e a`
la VM qui l’exe´cute. La de´finition de notre troisie`me proprie´te´ (de´finie par l’e´qua-
tion 7.3) permet d’e´valuer l’influence de la modification de la capacite´ CPU de la
VM sur les performances des applications qu’elle exe´cute. Cette proprie´te´ stipule
que pour toute modification de la capacite´ attribue´e a` une VM, l’impact sur la du-
re´e d’exe´cution est proportionnelle au changement de capacite´ . Elle se traduit par
l’e´quation 7.3 suivante :
T initi
T ji
=
Cj
Cinit
× cfti (cfti ' 1) (7.3)
dans laquelle Cinit et Cj repre´sente respectivement la capacite´ initiale et une capacite´
quelconque d’une VM. T initi et T
j
i repre´sentent la dure´e d’exe´cution d’une application
Appli dans une VM de capacite´ Cinit et Cj respectivement, les 2 a` fre´quence Fi du
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processeur.
Ce rapport nous montre que si nous modifions la capacite´ d’une VM de Cinit a` Cj,
sa dure´e d’exe´cution changera proportionnellement de T initi a` T
j
i . Soulignons que ce
rapport peut de´pendre de la fre´quence du CPU (identifie´ par l’indice i) d’ou` l’ajout
du coefficient cfti.
Par exemple, si la capacite´ alloue´e a` une VM est augmente´e de 10% a` 20%,
son temps d’utilisation du processeur est au minimum double´e. De ce fait, la dure´e
d’exe´cution de l’application qu’elle exe´cute sera approximativement re´duite de moitie´
(par rapport a` la dure´e d’exe´cution lors d’une capacite´ de 10%) si elle est exe´cute´e
au meˆme niveau de fre´quence.
La validation de ces rapports de proportionnalite´ est de´taille´e dans le para-
graphe 8.3.
7.1.3 Mecanismes de calcul de coefficient
Le calcul des coefficients cfli, cfti, cfi est effectue´ par expe´riences successives.
En effet, pour chaque benchmark choisi (Cf. section 8.1), nous l’exe´cutons a` plu-
sieurs reprises pour chaque niveau de fre´quence du processeur et, utilisons la valeur
moyenne des re´sultats pour nos calculs de coefficients. En fonction du coefficient a`
de´terminer, nous avons proce´de´ comme suit :
– Calcul de cfli : nous avons fait varier le profil de charge a` injecter sur notre
benchmark et avons enregistre´ la charge CPU ge´ne´re´e par chaque injection.
Notons qu’ici la VM n’avait aucune limitation de capacite´,
– Calcul de cfti : nous avons alloue´ une capacite´ initiale a` la VM et avons e´value´
la dure´e d’exe´cution de notre benchmark. Nous avons ensuite exe´cute´ notre
benchmark avec d’autres valeurs de capacite´ et avons sauvegarde´ les dure´es
d’exe´cution obtenues,
– Calcul de cfi : A l’oppose´ de l’expe´rience pre´ce´dente, ici nous avons fixe´ la
valeur de capacite´ initiale de la VM et avons fait varier le niveau de fre´quence
pour e´valuer la dure´e d’exe´cution de notre benchmark.
7.2 Ope´ration d’ordonnancement
L’architecture interne de pas-sla-scheduler est pre´sente´e par la figure 7.1. Elle
montre le fonctionnement logique de pas-sla-scheduler en distinguant les services de
controˆle de SLA (cadre bleu) des services d’ordonnancement proprement dit (cadre
rouge). pas-sla-scheduler a e´te´ implante´ dans Xen (dans sa version 4.1.2 ). Ainsi,
afin de tirer profit des acquis de performance et de re´partition de charge entre les
processeurs de l’ordonnanceur par de´faut de Xen (credit scheduler), le module or-
donnancement (SchedulingCore) de pas-sla-scheduler lui est en grande majorite´ sem-
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blable. Dans cette partie, nous pre´sentons SchedulingCore en nous attardant sur les
composants du credit scheduler de Xen qui ont fait l’objet d’une extension.
Fig 7.1. Architecture de´taille´e de pas-sla-scheduler
La phase d’initialisation de SchedulingCore concerne aussi bien le syste`me hoˆte
que les VMs. La phase d’initialisation du syste`me hoˆte permet : (i) de sauvegarder
les informations caracte´ristiques du mate´riel telles que : le nombre de CPU, la fre´-
quence maximale ; (ii) d’initialiser le module de gestion de fre´quence du processeur ;
(iii) d’initialiser toutes la structure relative a` l’ensemble des niveaux de fre´quence
existants (Cf. Structure de donne´es N° 1) ainsi que des coefficients de proportion-
nalite´s de chacun d’eux (de´taille´ au paragraphe 7.3.2). La phase d’initialisation des
VMs est une initialisation de la structure descriptive d’une VM e´tendue pour pas-
sla-scheduler (Cf. Structure de donne´es N° 2) dans le but de garder une trace de la
capacite´ de CPU souscrite par la VM.
Structure de donne´es 1. Processeur phy-
sique
struct csched_pcpu {
struct list_head runq;
uint32_t runq_sort_last;
struct timer ticker;
unsigned int tick;
unsigned int idle_bias;
uint64_t prev_time;
uint64_t prev_idle;
uint64_t avail_freqs[
FREQ_LEVEL ];
uint16_t numfreqs;
uint32_t load_queue[LOAD_AVG
];
uint32_t last_queue_pos;
struct {uint64_t current_freq;
uint16_t proport_coef;
} csched_pcpu_coef;
}
Structure de donne´es 2. Machine vir-
tuelle
struct csched_dom {
struct list_head active_vcpu
;
struct list_head
active_sdom_elem;
struct domain *dom;
uint16_t active_vcpu_count;
uint16_t weight;
uint16_t cap;
uint16_t subscribed_cap;
uint64_t prev_cpu_time;
uint64_t avg_vm_load[
AVERAGE_VALUE ];
uint16_t real_cpu_load;
}
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Une fois le syste`me initialise´ et les VMs de´marre´es, celles-ci s’exe´cutent sur le
processeur disponible en fonction de leur demande et dans la limite de la capacite´
qui leur est alloue´e. L’ensemble des ope´rations de choix de vcpus, de migration de
vcpus entre les processeurs, de calcul de la capacite´ consomme´e et des restrictions
dans l’utilisation du processeur est identique a` credit scheduler de Xen [31].
7.3 Service de gestion de fre´quence
Les diffe´rents modules du FrequencyService interagissent pour de´terminer et fixer
le niveau de fre´quence ade´quat a` la charge du CPU. Ce service est sollicite´ a` chaque
top horloge.
7.3.1 Le module CPUMonitor
Pe´riodiquement, ce module e´value la charge relative du processeur physique
comme pre´sente´ par l’algorithme 3. Cette charge est obtenue en e´valuant la dif-
fe´rence entre le temps de travail (work time) et le temps d’inactivite´ (idle time) du
processeur entre 2 points de controˆle successifs. Cette valeur n’e´tant pas assez repre´-
sentative de l’e´tat du syste`me, la charge retourne´e par CPUMonitor est une moyenne
nume´rique (ligne 17) des 3 pre´ce´dentes charges du processeur sauvegarde´es 1 .
1. Valeur choisie apre`s simulations
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Algorithme 3. Calcul de la charge relative d’un CPU physique
1 static uint64_t csched_dynfreq_compute_work_load(struct csched_pcpu
*spc , unsigned int tick , int cpuid){
2 uint64_t total_load ,idle_time ,current_time ,work_time ,
difference_time ,difference_idle ,avg_load;
3 current_time = NOW();
4 //get time difference between now and last checkpoint
5 difference_time = current_time - spc ->previous_time;
6 spc ->previous_time = current_time;
7 idle_time = get_cpu_idle_time(cpuid);
8 //get time difference between current idle time and last
checkpoint
9 difference_idle = idle_time - previous_idle;
10 spc ->previous_idle = idle_time;
11 if (difference_time > 0){// calculate work time and then PCPU
load
12 work_time = difference_time - difference_idle;
13 total_load = 100 * work_time/difference_time;
14 }
15 // save it to the list
16 csched_dynfreq_save_load(spc , total_load);
17 avg_load = csched_dynfreq_avg_load(spc);
18 return avg_load;
19 }
Dans la foule´e, ce module re´cupe`re e´galement la fre´quence courante du proces-
seur qu’il transmet au module FrequencyEvaluation en meˆme temps que sa charge
relative.
7.3.2 Le module FrequencyEvaluation
Dans un ide´al absolu, la re´percussion d’un changement de fre´quence dans un
syste`me devrait eˆtre inversement proportionnelle a` la charge du processeur (c’est a`
dire cfli = 1) en terme de ratio. De meˆme, l’impact de la variation de la capacite´
d’une VM devrait eˆtre inversement proportionnelle a` la dure´e d’exe´cution d’une
application pre´sente dans la VM (c’est a` dire cfti = 1). A regret, nous constatons
que ce n’est pas toujours le cas. Les expe´riences que nous avons effectue´es pour les
meˆmes sce´narios, dans les meˆmes conditions sur des architectures diffe´rentes l’ont
re´ve´le´es et les re´sultats sont pre´sente´s en section 8.2.2.
Me´thode de calcul A l’aide de la charge relative et de la fre´quence courante
du processeur physique, le module FrequencyEvaluation de´termine la charge absolue
du processeur ainsi que sa nouvelle fre´quence ”´eco-e´nerge´tique”. Nous rappelons que
la charge absolue Labs du processeur est la charge obtenue a` fre´quence Fmax e´quiva-
lente a` une charge relative donne´e Li a` fre´quence Fi. Nos me´canismes de calcul de
charge absolue et de fre´quence ont e´te´ regroupe´s sous 2 me´thodes : me´thode par
71
7.3. SERVICE DE GESTION DE FRE´QUENCE
processeur et me´thode par processeur et fre´quence que nous de´taillons ci
dessous. Ces me´thodes sont base´es sur les rapports de proportionnalite´ de´finis au
paragraphe 7.1.
– Me´thode par processeur : elle consiste a` admettre que : (1) les coefficients
cfli et cfti sont identiques et e´gaux a` 1 et ; (2) pour chaque type de processeur,
le coefficient cfi est unique pour toutes les fre´quence Fi.
– Me´thode par processeur et par fre´quence : Une analyse comparative
entre les re´sultats obtenus graˆce a` la ”me´thode par processeur” et l’utilisation
du governor performance, a montre´ que les coefficients varient en fonction de
la fre´quence Fi. La me´thode par processeur et par fre´quence consiste a` discre´-
tiser le coefficient cfi pour chaque valeur de fre´quence du processeur. L’unicite´
des coefficients de proportionnalite´ utilise´ jusqu’a` pre´sent a e´te´ remplace´ par
l’adoption d’un coefficient rattache´ a` chaque niveau de fre´quence.
Dans la partie de´die´e a` l’e´valuation, les re´sultats pre´sente´s sont essentiellement
base´s sur la me´thode par processeur et par fre´quence pour le calcul du coefficient de
proportionnalite´.
Calcul de la fre´quence du processeur L’algorithme d’e´valuation de la nouvelle
fre´quence a` allouer au processeur est base´ sur la charge absolue de celui-ci. Pour
cela, l’e´quation 7.1 est utilise´e. A la suite du monitoring, la charge relative (Li) et
la fre´quence courante du processeur (Fi) sont utilise´es pour le calcul de la charge
absolue (Labs) du processeur. La charge relative utilise´e dans ce calcul est majore´e
de 10% (L
′
i = 1.1∗Li ) afin d’e´viter d’avoir des VMs qui passent en mode ”trashing”
a` la suite d’une variaton de fre´quence. Ainsi, la charge absolue s’obtient graˆce a`
l’e´quation suivante :
Labs = L
′
i ∗ ratioi ∗ cfli (7.4)
De´terminer la nouvelle fre´quence du processeur consiste a` ve´rifier si la charge ab-
solue ainsi obtenue peut eˆtre absorbe´e par une fre´quence diffe´rente. Cette ve´rification
s’effectue par comparaisons successives comme suit :
– Nous voulons ve´rifier si un CPU a` fre´quence Fj peut absorber la charge Labs
– Nous cherchons la charge absolue fictive (LabsF ic) correspondant a` 100% du
CPU a` fre´quence Fj : LabsF ic = 100 ∗ ratioj ∗ cflj
– Nous comparons cette charge absolue fictive (LabsF ic) a` la charge absolue re´elle
(Labs)
– Si LabsF ic < Labs, une nouvelle valeur de charge absolue fictive et une compa-
raison a` la charge absolue sont effectue´es avec les autres valeurs (infe´rieures)
de fre´quence, sinon la fre´quence Fj est choisie.
– Nous supposons un processeur surcharge´ (charge CPU = 100%) s’exe´cutant a`
la fre´quence Fj,
– Pour chaque fre´quence Fj du processeur, nous comparons la charge fictive
absolue (LabsF ic)de ce processeur a` fre´quence Fj avec la charge absolue re´elle.
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La charge fictive absolue est obtenue a` l’aide de l’e´quation 7.4 dans laquelle L
′
j
= 100. Ainsi, LabsF ic = 100 ∗ ratioj ∗ cflj,
– Si la charge absolue fictive est infe´rieure a` la charge absolue re´elle, la compa-
raison est effectue´e avec les autres valeurs de fre´quence, sinon la fre´quence Fj
est choisie.
L’ide´e sous-jacente a` ce calcul est de supposer un syste`me surcharge´ et de´terminer
le niveau de fre´quence pouvant l’absorber.
7.3.3 Le module FrequencyAllocation
La mise en œuvre de ce module ne´cessite de configurer le DVFS de fac¸on a`
permettre la modification de la fre´quence du processeur par notre ordonnanceur.
Au terme du calcul de la nouvelle fre´quence du processeur (section 7.3.2) et des
nouvelles capacite´s de VM (section 7.4.2), le module FrequencyAllocation met a` jour
la fre´quence du processeur si ne´cessaire. Cette ope´ration est effectue´e au terme des
ope´rations d’allocation de nouvelle capacite´ aux VMs.
7.4 Service de gestion de capacite´
De meˆme que le service pre´ce´dent, la gestion de la capacite´ des VMs s’effectue a`
chaque top horloge de l’ordonnanceur de VMs.
7.4.1 Le module FrequencyChecker
L’objectif ge´ne´ral de pas-sla-scheduler est d’e´viter tout gaspillage (de quelque
nature que ce soit). Les nouvelles capacite´s a` allouer aux VMs doivent correspondre
aux capacite´s initialement souscrites. Ce module permet a` chaque top horloge de
collecter la fre´quence courante du processeur.
7.4.2 Le module NewVMCapacityComputing
Le calcul des nouvelles capacite´s des VMs est base´ sur les 2 autres e´quations
e´nonce´es plus haut (7.2 et 7.3). Cette modification des capacite´s des VMs vise une
compensation de la perte de performance encourue par une re´duction de la fre´quence
du processeur.
Nous de´taillons le fonctionnement de ce module en nous basant sur un cas d’utili-
sation. Supposons une VM a` laquelle est alloue´e une capacite´ initiale Cinit (repre´sen-
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tant une fraction de la capacite´ du processeur a` fre´quence maximale Fmax). Suppo-
sons aussi que la fre´quence du processeur est re´duite a` Fi du fait de la faible charge
processeur du syste`me hoˆte. Le module NewVMCapacityComputing est charge´ du
calcul de la nouvelle capacite´ Cj a` allouer a` la VM, de telle en sorte que sa dure´e
d’exe´cution soit identique a` une exe´cution faite avec une capacite´ Cinit et a` fre´quence
Fmax, c’est-a`-dire ve´rifier que : T
j
i = T
init
max.
D’apre`s l’e´quation 7.3, Cj =
T initi ∗ Cinit
T ji ∗ cfti
D’apre`s l’e´quation 7.2, T ji =
T jmax
ratioi ∗ cfi , donc T
init
i =
T initmax
ratioi ∗ cfi
Ainsi, Cj =
T initmax ∗ Cinit
ratioi ∗ cfi ∗ T ji ∗ cfti
Nous souhaitons avoir : T ji = T
init
max ; donc :
donc Cj =
T initmax ∗ Cinit
ratioi ∗ cfi ∗ T initmax
=
Cinit
ratioi ∗ cfi ∗ cfti
En somme :
Cj =
Cinit
ratioi ∗ cfi ∗ cfti (7.5)
Cette e´quation de calcul de nouvelle capacite´ montre qu’il est possible de compenser
la perte.
Ainsi,
– si nous exe´cutons une VM avec une capacite´ de 20% a` la fre´quence Fmax
– si nous re´duisons la fre´quence du processeur de Fmax a` Fi, par exemple une
re´duction de moitie´ de la fre´quence maximale telle que le ratioi = 0.5
– nous pouvons modifier la capacite´ de la VM et lui assigner 20÷(0.5 ∗ cfi ∗ cfti)
dans le but d’avoir la meˆme capacite´ de calcul. Dans ces conditions, il est pos-
sible d’obtenir pour cette VM le meˆme temps de calcul.
7.4.3 Le module NewVMCapacityAllocation
Apre`s avoir identifie´ la nouvelle fre´quence du processeur ainsi que les nouvelles
capacite´s de VMs, le module NewVMCapacityAllocation assigne a` chaque VM sa
capacite´. Concre`tement, il parcourt l’ensemble des VMs de´marre´es sur le syste`me
hoˆte et modifie (via un acce`s exclusif aux proprie´te´s de la VM) sa capacite´. De
manie`re analogue a` l’ordonnanceur par de´faut de Xen, notre ordonnanceur de VMs
pas-sla-scheduler ne rajoute aucun de´lai lors de l’allocation des capacite´s des VMs.
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7.5 Implantation logicielle de pas-sla-scheduler
Pour pre´senter la mise en œuvre de pas-sla-scheduler, nous de´finissons et exploi-
tons quelques variables contenant des informations descriptives du processeur et des
VMs. Nous de´finissons aussi des informations utiles pour le calcul de la fre´quence
du processeur et des capacite´s a` attribuer aux VMs. L’ensemble des de´finitions sont
les suivantes :
– VM[] repre´sente la liste des VMs de´marre´es sur le syste`me hoˆte et nbVM le
nombre de VMs,
– Capacite[] repre´sente le tableau de capacite´ CPU associe´e a` chaque VM. Il est
de la meˆme taille que VM[],
– Freq[] est le tableau trie´ (dans l’ordre croissant des valeurs de fre´quence) des
diffe´rents niveaux de fre´quence du processeur. fmax repre´sente le nombre de
niveau de fre´quence et Freq[fmax] la fre´quence maximale.
– CF[] est le tableau des coefficients de proportionnalite´ cfi associe´ a` chaque
niveau de fre´quence
– CFl et CFt repre´sentent respectivement les coefficients de proportionnalite´ cfl
et cft associe´s au processeur
– CurrentFreq repre´sente la fre´quence courante du processeur.
– VM load est la charge de la VM vu de l’OS invite´. Par exemple, en conside´rant
nos pre´ce´dents sce´narios, la V20 surcharge´e posse`de une VM load de 100% .
– VM global load est la contribution de la VM a` la charge du processeur. Par
exemple, la V20 surcharge´e (VM load = 100%) a` laquelle e´tait alloue´e une
capacite´ de 20 contribue a` hauteur de 100% de 20% = 20% de charge du
processeur. De manie`re ge´ne´rale, si une capacite´ VM capacite est alloue´e a`
une VM alors sa charge globale est approximativement e´gale a`
VM global load = VM load * VM capacite.
– Global load repre´sente la charge totale du CPU 2. Elle est e´gale a` la somme de la
charge globale de toutes les VMs qui s’exe´cutent : Global load =
∑
VM global load.
– Absolute load repre´sente la charge du CPU que nous aurions obtenue s’il fonc-
tionnait a` sa fre´quence maximale. Sur la base des rapports de proportionnalite´s
pre´ce´demment releve´s, la charge absolue du CPU est :
Absolute load = Global load *
CurrentFreq
Freq[max]
* cfl.
Algorithme de calcul de fre´quence A chaque top horloge de l’ordonnanceur
de VMs, nous e´valuons la nouvelle fre´quence approprie´e a` la charge absolue Ab-
solute load du processeur, tel que de´crit par l’algorithme 4. Dans cet algorithme,
un ensemble de calcul et de comparaison sont effectue´s de manie`re ite´rative sur les
fre´quences existantes sur la plateforme (ligne 5). Conforme´ment a` nos suppositions
relatives aux fre´quences, pour chaque niveau de fre´quence existant nous calculons,
2. Notons qu’a` chaque fois ou` il est fait mention de Global load, cette valeur repre´sente une
moyenne arithme´tique de 3 dernie`res charges CPU.
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le ratio qui lui est associe´ par rapport a` la fre´quence maximale (ligne 6). A l’aide
de ce ratio, nous calculons ensuite la charge absolue fictive (ligne 7). Nous ve´rifions
ensuite si la charge absolue du CPU (ligne 3) peut entie`rement eˆtre absorbe´e par ce
niveau de fre´quence (ligne 8) via la comparaison avec la charge absolue fictive. Deux
situations sont possibles a` la fin de cet algorithme : soit il existe une fre´quence (infe´-
rieure a` la fre´quence maximale) capable d’absorber la charge absolue du processeur
(ligne 9), soit le syste`me est place´ en fre´quence maximale (ligne 11).
Algorithme 4. Calcul de la nouvelle frequence du CPU
1 int computeNewFreq (){
2 int ratio = Current_freq/Freq[fmax];
3 int Absolute_load = Global_load * ratio * \text{cfl};
4
5 for (i=1; i<=fmax; i++) {
6 ratio = Freq[i]/Freq[fmax];
7 int Absolute_load_fictive = 100 * ratio * \text{cfl};
8 if (Absolute_load_fictive > Absolute_load)
9 return Freq[i];
10 }
11 return Freq[fmax];
12 }
Algorithme de calcul de capacite´ A chaque top horloge, la modification e´ven-
tuelle du niveau de fre´quence entraˆıne une re´-e´valuation de la capacite´ des VMs.
Ce calcul et cette allocation sont de´crits par l’algorithme 5. Pour chaque nouvelle
fre´quence, nous calculons le ratio de fre´quence qui lui est associe´e (ligne 3). Pour
chaque VM en cours d’exe´cution sur le syste`me, nous calculons sa nouvelle capa-
cite´ correspondant a` la nouvelle fre´quence du processeur (ligne 5) et la lui assignons
(ligne 6). La capacite´ de la VM s’accroit lorsque le fre´quence du processeur de´croit.
Algorithme 5. Calcul et allocation des capacite´s VM
1 void updateCapacite ()
2 {
3 int ratio = newFreq/Freq[fmax];
4 for (vm=1; i<=nbVM; vm++) {
5 int newCapacite = Capacite[vm]/( ratio * CF[newFreq] * \text{cft
});
6 setCapacite(VM[vm], newCapacite);
7 }
8 }
Une remarque importante a` relever dans cet algorithme repose sur la somme des
capacite´s alloue´es aux VMs. Si le niveau de fre´quence du processeur est tre`s bas, la
somme des capacite´s alloue´es aux VMs est supe´rieure a` 100%. Ceci s’explique par le
fait que nous calculons la capacite´ des VMs de fac¸on individuelle et inde´pendante.
En effet, suite a` une baisse de fre´quence, nous augmentons la capacite´ de toutes les
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VMs, aussi bien (i) de celles qui ont une faible charge CPU et qui n’utiliseront jamais
la capacite´ qu’on leur alloue ; (ii) que celles qui utilisent grandement leur CPU et
pourraient eˆtre le´se´es par la baisse de la fre´quence.
Si toutefois, la charge CPU des VMs pre´ce´demment sous charge´es augmente, le
syste`me constatera e´galement une augmentation de sa charge CPU globale. Cette
augmentation de la charge globale du processeur conduira a` une augmentation de
la fre´quence du processeur. Par ricochet, la capacite´ des VMs, pre´ce´demment sous
charge´es, diminuera pour converger vers leur capacite´ initialement alloue´e.
7.6 Exploitation
Dans sa version actuelle, notre prototype pas-sla-scheduler est utilisable dans le
contexte suivant : (1) avoir une architecture virtualise´e sous Xen ; (2) de´terminer
pour chaque famille de processeurs de l’infrastructure le coefficient de proportionna-
lite´ de chaque niveau de fre´quence. Au de´marrage du syste`me, l’ordonnanceur pas-
sla-scheduler peut eˆtre spe´cifie´ en ligne de commande ou dans le fichier de de´marrage
(grub.conf). Un fichier contenant les niveaux de fre´quence et les coefficients corres-
pondants peut e´galement eˆtre fournis en option et exploite´ par pas-sla-scheduler lors
de l’initiation du syste`me hoˆte.
Notre prototype a certes e´te´ implante´ sous Xen, toutefois l’ensemble les exi-
gences de conception d’un ordonnanceur de VMs de type PAS restent les meˆmes.
L’implantation de pas-sla-scheduler dans d’autres hyperviseurs est donc facilement
envisageable.
7.7 Synthe`se
Dans ce chapitre, nous avons pre´sente´ les 2 principaux services qui constituent
pas-sla-scheduler. Pour chacun d’eux, nous avons pre´sente´ les modules internes, leur
fonctionnement et leur interaction. A cette description fonctionnelle, nous avons
pre´sente´ quelques algorithmes que nous avons implante´ afin d’atteindre l’objectif
initial voulu par pas-sla-scheduler.
Le chapitre suivant porte sur l’e´valuation et la validation de notre prototype.
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Ce chapitre porte sur l’e´valuation et la validation de notre contribution. Il est
organise´ en 4 parties :
1. la description de l’environnement mate´riel et logiciel sur lequel se base l’en-
semble de nos expe´riences ;
2. la ve´rification des hypothe`ses de proportionnalite´s que nous avons de´finies en
section 7.1 ;
3. la validation du dysfonctionnement fonctionnel identifie´ entre l’ordonnanceur
de VMs et le DVFS. Elle se rapporte a` montrer ce dysfonctionnement dans
le cas du DVFS utilise´ avec les ordonnanceurs a` capacite´ fixe et a` capacite´
variable pre´sents dans Xen ;
4. la validation de notre prototype. Il s’agit de reprendre les expe´riences effectue´es
lors des tests pre´ce´dents en utilisant notre prototype.
Pour chacune des expe´riences re´alise´es, nous de´crivons le contexte d’e´valuation
ainsi que le sce´nario de notre expe´rience. A la suite, nous pre´sentons et analysons
les re´sultats obtenus en fonction des conditions d’expe´rimentation.
8.1. ENVIRONNEMENT MATE´RIEL ET LOGICIEL
8.1 Environnement mate´riel et logiciel
Nos expe´riences ont e´te´ re´alise´es sur un nœud DELL Optiplex 755, avec un
processeur Intel Core 2 Duo 2,66 avec 4Go de RAM. Sur cette machine, nous avons
installe´ la distribution Debian squeeze de Linux (avec le noyau 2.6.32.27) comme
syste`me d’exploitation. Nous l’avons ensuite configure´ pour un fonctionnement en
monocoeur. L’hyperviseur Xen (dans sa version 4.1.2) a e´te´ utilise´ comme solution
de virtualisation dans l’ensemble de nos e´valuations.
En fonction des objectifs vise´s par nos e´valuations, les expe´riences de´crites dans ce
chapitre sont re´alise´es graˆce a` deux applications :
– lorsque l’objectif est de mesurer un temps d’exe´cution, nous utilisons une appli-
cation qui calcule une approximation de pi. Cette application est appele´e pi-app
dans la suite,
– lorsque l’objectif est de mesurer une charge processeur, nous utilisons une ap-
plication web (un serveur CMS Joomla) qui rec¸oit une charge (des requeˆtes
http) ge´ne´re´e par httperf [94]. Le serveur web se compose de Joomla 1.7, dans
lequel est inte´gre´ Apache 2.2.16, PHP 5.3.3, une base de donne´es MySQL 1.5.49
et modphp5. Cette application est appele´e Web-app dans la suite.
Une seconde machine de caracte´ristiques identiques est utilise´e comme client lors
de l’injection de la charge de travail. Les 2 machines sont connecte´es via un switch
DELL Powerconnect 2708. Les VMs ont les meˆmes configurations mate´rielles.
8.2 Ve´rification des hypothe`ses
Dans cette section, nous ve´rifions les rapports de proportionnalite´ que nous avons
introduits en section 7.1. Nous ve´rifions e´galement que le calcul des coefficients est
fonction des architectures de processeur.
8.2.1 Ve´rification des proportionnalite´s
Comme mentionne´ en section 6.1, la mise en œuvre de notre ordonnanceur de
VMs (pas-sla-scheduler) repose sur 2 hypothe`ses principales : la proportionnalite´ de
la fre´quence et de la performance (e´quation 7.1 et 7.2) et la proportionnalite´ de la
capacite´ et de la performance (e´quation 7.3).
Afin de valider ces deux hypothe`ses, nous avons effectue´ les expe´riences suivantes
sur un syste`me virtualise´ utilisant l’ordonnanceur a` capacite´ fixe (credit scheduler)
de Xen :
– Proportionnalite´ entre fre´quence et performance. Nous avons exe´cute´
diffe´rents profils de charge de travail sur web-app a` diffe´rentes fre´quences de
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processeur. Pour chacun des profils, nous avons mesure´ la charge Li du proces-
seur aux diffe´rentes fre´quences de processeur Fi existantes. Nous avons ensuite
calcule´ les ratios
Lmax
Li
et
Fi
Fmax
pour chaque charge de travail afin de de´terminer
les coefficients cfli lie´s a` chaque niveau de fre´quence du processeur. Ce calcul
a permis de ve´rifier que pour chaque fre´quence, ces coefficients sont constants
pour les divers profils de charge de travail (validant ainsi e´quation 7.1).
Nous avons effectue´ le meˆme test avec l’application pi-app. Nous avons exe´-
cute´ pi-app sur un processeur a` diffe´rentes fre´quences et avec diffe´rentes va-
leurs de capacite´ de VM. Pour chacun des calculs, nous avons mesure´ leurs
temps d’exe´cution. Le calcul du coefficient de proportionnalite´ s’est re´ve´le´ non
constant pour chaque niveau de fre´quence. Afin de prendre en compte cette
particularite´, nous avons opte´ pour une discre´tisation des coefficients. Pour
chaque niveau de fre´quence, nous lui avons alloue´e le coefficient cfi corres-
pondant. Ceci nous a permis de ve´rifier la proportionnalite´ entre le ratio de
fre´quence et le ratio de temps d’exe´cution (e´quation 7.2).
– Proportionnalite´ entre capacite´ et performance. Nous avons exe´cute´ pi-
app sur une VM configure´e avec diffe´rents valeurs de capacite´ de CPU. Nous
avons conside´re´ la premie`re valeur de capacite´ alloue´e comme notre capacite´
initiale. Pour chaque calcul a` capacite´ (indice j) donne´e, nous avons mesure´
le temps d’exe´cution ; calcule´ le ratio de capacite´ (
Cj
Cinit
) et le ratio de temps
d’exe´cution (
T initi
T ji
). Nous avons obtenu un coefficient constant pour chaque
niveau de fre´quence. Nous avons de cette manie`re ve´rifie´ l’e´quation 7.3.
Afin de ve´rifier l’exactitude de nos rapports de proportionnalite´, nous avons effec-
tue´ une expe´rience afin de valider l’e´quation 7.5 utilise´e pour le calcul de la nouvelle
capacite´ de CPU des VMs. Nous avons exe´cute´ pi-app a` fre´quence maximale (2667
MHz) avec diffe´rents capacite´ initiales (10, 20, 30 ...). Ensuite, nous avons effectue´
la meˆme expe´rience a` une fre´quence donne´e 2133 MHz. Dans cette seconde se´rie de
calcul, la capacite´ alloue´e a` chaque VM correspond a` la capacite´ calcule´e sur la base
de la capacite´ initiale graˆce a` l’e´quation 7.5. Ces capacite´s repre´sentent les capacite´s
associe´es aux capacite´s initiales (10, 20, 30,...) qui compensent l’effet de la baisse de
fre´quence.
La figure 8.1 montre les re´sultats obtenus a` la suite de cette expe´rience. L’axe
des X en bas repre´sente les capacite´s initiales de la VM et l’axe X dans la partie
supe´rieure les capacite´s calcule´es. L’axe Y correspond a` la dure´e d’exe´cution. Pour
chaque capacite´, la courbe repre´sente le temps d’exe´cution de l’application a` la fre´-
quence concerne´e. La superposition (presque parfaite) des 2 courbes montre qu’en
compensant la capacite´ de CPU alloue´e a` une VM, il est possible de conserver la
meˆme dure´e d’exe´cution. Toutefois, pour les valeurs de capacite´ tre`s grande, la baisse
de la fre´quence conduit a` des valeurs de capacite´ supe´rieure a` 100. Ces dernie`res ne
pouvant eˆtre mise en œuvre, il est possible d’observer quelques pertes de performance
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Fig 8.1. Compensation de la baisse de fre´quence par l’allocation de capacite´
(cas de la capacite´ initiale a` 100 sur la figure) si la VM passe en mode ”trashing”.
Cette expe´rimentation montre que nous pouvons effectivement compenser une re´-
duction de la fre´quence avec une augmentation proportionnelle de la capacite´ des
VMs.
8.2.2 Ve´rification sur d’autres architectures
Afin de confirmer nos hypothe`ses de proportionnalite´, nous avons ve´rifie´ leur va-
lidite´ sur d’autres architectures. Par conse´quent, nous avons mesure´ pour diffe´rentes
charges de travail et pour chaque fre´quence de processeur le coefficient cfi pour
diffe´rents types de machines disponibles sur Grid5000 (la grille nationale de calcul
d’expe´rimentation). Dans le tableau 8.1, nous pre´sentons uniquement les valeurs cfi
obtenues pour les fre´quences minimales.
Intel Xeon Intel Xeon Intel Xeon AMD Opteron Intel Core
X3440 L5420 E5-2620 6164 HE i7-3770
cfmin 0,94867 0,99903 0,80338 0,99508 0,86206
Table 8.1. Valeur de cfmin pour diffe´rentes architectures
Bien que le coefficient cfmin soit pour la plupart du temps e´gal a` un, nous avons
constate´ qu’il peut varier de manie`re significative sur les architectures particulie`res
(par exemple Intel Xeon E5-2620).
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8.3 Ve´rification des incompatibilite´s entre l’ordon-
nanceur et le DVFS
8.3.1 Profil d’exe´cution
Dans l’ensemble de cette section de ve´rification, nous nous appuyons sur l’ap-
plication Web-app de´crite auparavant. Nous conside´rons deux machines virtuelles
appele´es V20 et V70, avec respectivement 20% et 70% de capacite´ de CPU alloue´e
initialement. Les 10% restants de capacite´ sont destine´es a` l’hyperviseur (le dom0
Xen).
Afin de relever le proble`me d’incompatibilite´ dans le fonctionnement inde´pendant
du DVFS et de l’ordonnanceur de VMs, nous avons de´fini un profil de charge des
deux machines virtuelles subdivise´ en 3 phases : inactif - actif - inactif :
– Inactif : au cours de cette phase, la VM ne rec¸oit pas de charge de la part
de l’injecteur (httperf).
– Active : pendant cette phase, la machine virtuelle peut recevoir deux types
de charge : (1) soit l’injecteur est configure´ pour ge´ne´rer une charge qui repre´-
sente exactement 100% de la capacite´ de la VM mais pas plus (nous parlons
de exact load), (2) soit il est configure´ pour ge´ne´rer une charge supe´rieure a` la
capacite´ de la VM (nous parlons de trashing load).
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Fig 8.2. Profil de charge (a` fre´quence maximale)
La figure 8.2 montre la charge globale des machines virtuelles (VM global load)
lors de l’exe´cution de ce profil de charge avec l’ordonnanceur a` capacite´ fixe (sched-
credit) de Xen, et a` la fre´quence maximale du processeur (la fre´quence est indi-
que´e sur l’axe Y sur le coˆte´ droit). Tel que de´fini dans la section 7.5, la charge
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VM global load repre´sente la contribution de la VM a` la charge du processeur. No-
tons ici que ce profil de charge est identique quelque soit le type de charge injecte´
(exact load ou trashing load) ; car la configuration de la capacite´ d’une VM avec l’or-
donnanceur ”sched-credit” de Xen indique le pourcentage maximal de capacite´ que
peut avoir une VM. Cette figure repre´sente le profil d’exe´cution que nous utiliserons
dans le reste de nos e´valuations.
8.3.2 Incompatibilite´ : ordonnanceur de VMs et DVFS
Dans la pre´sentation du proble`me d’incompatibilite´s entre le DVFS et l’ordon-
nanceur de VMs, nous nous sommes inte´resse´s a` 2 familles d’ordonnanceurs. Par
chacune d’elle, nous ve´rifions le constat pre´sente´ en section 4.2.3.
Xen dispose de plusieurs ordonnanceurs. L’ordonnanceur sched-credit est un ordon-
nanceur a` capacite´ fixe et SEDF un ordonnanceur a` capacite´ variable. Pour mettre
en exergue les proble`mes que posent ces diffe´rents ordonnanceurs, nous les e´tudions
dans diffe´rents sce´narios.
Sce´nario 1 : Ordonnanceur a` capacite´ fixe (sched-credit) Dans ce sce´nario,
nous injections aux VMs une charge exacte correspondant a` leur capacite´ conforme´-
ment au profil d’exe´cution pre´sente´ en section 8.2. Le syste`me virtualise´ est configure´
de fac¸on a` utiliser l’ordonnanceur a` capacite´ fixe et le governor Ondemand. Le mo-
nitoring de la charge CPU des VMs et de la fre´quence courante du processeur, nous
a permis d’obtenir les graphes ci-dessous.
En analysant la figure 8.3, nous observons que le governor par de´faut (Onde-
mand) est assez agressif et instable. Nous l’avons configure´ de fac¸on a` le rendre
moins agressif et plus stable comme l’illustre la figure 8.4. Pour plus de lisibilite´ sur
l’ensemble des figures, la suite de nos e´valuations utilisent le governor ondemand
configure´ pour e´viter les oscillations.
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Fig 8.3. Charge globale avec le governor Ondemand /
ordonnanceur Credit / charge exacte
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Fig 8.4. Charge globale avec notre governor Ondemand /
ordonnanceur Credit / charge exacte
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Lorsque les VMs sont en phase active, leur charge globale est de 70% pour la V70
et 20% pour la V20. Cette charge globale repre´sente leur contribution a` la charge du
processeur. Tandis que les 2 premie`res figures pre´ce´dentes montrent la charge globale
des VMs, la figure 8.5 quant a` elle, montre la charge absolue (de´finie en section 7.5
comme la charge du processeur correspondant a` un processeur exe´cute´ a` sa fre´quence
maximale ou plus pre´cise´ment Absolute load = Global load *
CurrentFreq
Freq[max]
* cfl).
Nous observons qu’au cours de la premie`re phase d’exe´cution (lorsque la V20 est ac-
tive et la V70 inactive), la charge absolue de la V20 est proche de 10%. Ceci est duˆ
a` la baisse de la fre´quence du processeur parce qu’il est globalement charge´ a` 20%.
Cependant, lorsque la V70 devient active, elle ge´ne`re une charge globale permettant
d’accroˆıtre la fre´quence du processeur au point d’atteindre son maximum. A ce mo-
ment, la V20 rec¸oit toute la capacite´ de CPU souscrite et atteint une charge absolue
de 20%. En somme, la V20 ne peut recevoir sa capacite´ totale que lorsque le proces-
seur est a` sa fre´quence maximale. Dans les autres cas, elle subit une de´gradation de
performance.
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Fig 8.5. Charge absolue avec le governor Ondemand / ordonnanceur Credit / charge exacte
L’ordonnanceur a` capacite´ variable re´sout-il ce proble`me ? Nous avons
effectue´ la meˆme expe´rience en utilisant l’ordonnanceur a` capacite´ variable (SEDF)
de Xen. Rappelons qu’avec SEDF, la capacite´ de temps CPU non utilise´e par une
VM est distribue´e aux VMs actives qui en ont besoin.
Par conse´quent, en observant la figure 8.6, durant la premie`re phase (lorsque la V20
est active et la V70 inactive), la V20 a une charge globale supe´rieure au 20% souscrit.
Ceci est duˆ au fait que les tranches de temps CPU non utilise´es par la V70 lui ont e´te´
alloue´es. Lorsque la V70 devient active, les capacite´s initiales sont respecte´es et la
V20 obtient exactement 20% de charge globale (processeur a` fre´quence maximale).
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Fig 8.6. Charge globale avec notre governor ondemand/
ordonnanceur SEDF / charge exacte
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Fig 8.7. Charge absolute avec notre governor/
ordonnanceur SEDF / charge exacte
En analysant la figure 8.7 repre´sentant les charges absolues des VMs lors de
cette expe´rience, nous constatons que les tranches de temps non utilise´es alloue´es a`
la V20 ont permis de compenser la pe´nalite´ qu’engendre la baisse de fre´quence. la
V20 obtient 20% de charge absolue durant toute l’expe´rience. On pourrait ainsi dire
que SEDF apporte une solution au fait qu’une VM active peut eˆtre victime de la
baisse de fre´quence si les autres sont inactives.
Sce´nario 2 : Ordonnanceur a` capacite´ variable (SEDF) Toutefois, l’ordon-
nanceur a` capacite´ variable SEDF ne re´sout pas re´ellement le proble`me que nous
avons identifie´. Dans nos expe´riences pre´ce´dentes, nous avons utilise´ des charges
exactes (qui repre´sente exactement 100% de la capacite´ de la VM). Si nous injectons
une charge qui exce`de la capacite´ de la VM (trashing load), nous observons (Fi-
gure 8.8) que durant la premie`re phase (lorsque la V20 est active et la V70 inactive),
SEDF alloue l’ensemble des tranches de temps processeur non utilise´es a` la V20.
A terme, cette situation conduit a` conserver la fre´quence du processeur a` sa valeur
maximale. Durant la premie`re phase, la consommation de la V20 atteint 85% du
processeur. Ceci n’est pas acceptable du point de vue du fournisseur parce qu’il ne
tire aucun profit du fait de l’inactivite´ de la V70 et la V20 utilise une capacite´ pour
laquelle elle n’a pas souscrit. Cette situation peut eˆtre conside´re´e, du point de vue du
fournisseur, comme du gaspillage de ressources parce qu’empeˆchant toute possibilite´
de consolidation. Durant la seconde phase, lorsque la V70 devient active, SEDF ga-
rantit les capacite´s souscrites par chacune des VMs.
Notons ici que les figures de´crivant les charges globale et absolue sont identiques
puisque le processeur reste a` sa fre´quence maximale durant toute l’expe´rience. Nous
n’avons donc pre´sente´ qu’une seule figure.
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Fig 8.8. charge globale ou absolute avec notre governor / ordonnanceur SEDF / thrashing load
8.4 Validation de notre approche
Dans son fonctionnement, notre prototype pas-sla-scheduler recalcule les nou-
velles capacite´s de CPU a` allouer aux VMs en fonction de la fre´quence courante du
processeur. En conse´quence, il offre les meˆmes atouts que SEDF dans le cas ou` les
VMs ont une charge exacte. En plus, l’ordonnanceur pas-sla-scheduler apporte la
possibilite´ de toujours garantir le respect de la capacite´ de CPU souscrit meˆme pour
les VMs qui ge´ne`rent une charge de type trashing load.
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Fig 8.9. Charge globale avec notre ordonnanceur/
thrashing load
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Fig 8.10. Charge absolute avec notre ordonnanceur/
thrashing load
Dans la figure 8.9, nous observons qu’une capacite´ supe´rieure a` la capacite´ sous-
crit est alloue´e a` la V20 pendant la premie`re phase (la V20 est active et la V70
inactive). Cette valeur est calcule´e par l’ordonnanceur pas-sla-scheduler dans le but
de compenser la baisse de fre´quence du processeur (1600 MHz). Durant la seconde
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phase, la V20 rec¸oit exactement 20% de capacite´ vu que le processeur est a` sa fre´-
quence maximale. Graˆce a` cette strate´gie de calcul et de compensation, la charge
absolue de chacune des VMs correspond aux capacite´s initialement souscrites (Fi-
gure 8.10).
8.5 Synthe`se
Tout au long de cette partie, il a e´te´ question de proposer un prototype d’or-
donnanceur de VMs permettant de respecter le SLA des VMs tout en assurant une
utilisation optimale des ressources. En effet, graˆce a` la possibilite´ de changer la vi-
tesse d’exe´cution des pe´riphe´riques, nous avons de´fini un mode`le de gestion d’e´nergie.
Ce mode`le consiste a` faire varier dynamiquement la vitesse d’exe´cution d’un pe´ri-
phe´rique (soit graˆce a` une fonctionnalite´ inte´gre´e dans le pe´riphe´rique soit par un
regroupement des traitements du pe´riphe´rique) de fac¸on a` re´duire sa consomma-
tion e´nerge´tique. Cette variation de vitesse a comme effet de bord d’impacter les
performances des VMs qui l’utilisent. Cette situation a fait l’objet d’une e´tude, au
terme de laquelle, nous recommandons de concevoir des gestionnaires de ressources
capables de prendre en compte la vitesse d’exe´cution de la ressource ge´re´e.
Spe´cialement dans le cas du CPU, nous avons dans cette partie propose´ un ordon-
nanceur de VMs nomme´ pas-sla-scheduleur qui en fonction de la vitesse d’exe´cution
du processeur, adapte proportionnellement les capacite´s a` allouer aux VMs. Dans
ce chapitre spe´cifiquement, nous nous sommes concentre´s sur la validation de notre
approche. Nous avons initialement de´fini l’environnement mate´riel et logiciel de nos
e´valuations. Nous avons ensuite montre´ le me´canisme de calcul des diffe´rents coeffi-
cients de proportionnalite´s et les avons valide´s via une expe´rience de compensation.
Nous avons ensuite identifie´ 2 ordonnanceurs de Xen, entrant chacun dans l’une
des cate´gories d’ordonnanceurs (capacite´ variable ou fixe) pre´sente´s, et pour chacun
d’eux, nous avons montre´ qu’ils ne remplissent pas les crite`res que nous avons de´fini
en section 5.1. Enfin, nous avons montre´ comment notre prototype permettait de
re´soudre ce proble`me et e´tait conforme a` nos crite`res.
Le chapitre suivant porte sur la conclusion et pre´sente les diffe´rentes perspectives
que nous avons a` la suite de ces travaux.
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9.1 Conclusion
L’expansion du cloud computing, ces dernie`res anne´es, trouve sa principale justi-
fication dans le couˆt e´leve´ de la gestion locale des infrastructures informatiques. En
effet, le couˆt mate´riel, logiciel, humain et e´nerge´tique d’une infrastructure informa-
tique est fonction du nombre d’e´quipements qu’elle contient. Plus les serveurs sont
de´ploye´s avec redondance et/ou l’allocation des ressources surdimensionne´e (entrai-
nant ainsi un gaspillage de ressources), plus le couˆt de l’infrastructure sera e´leve´.
De nombreuses entreprises ont donc entrepris de de´le´guer la gestion de leur infra-
structure a` des fournisseurs de services. Ces derniers se caracte´risent, entre autre,
par le mode`le de service qu’ils offrent et la strate´gie d’allocation de ressource a` la
demande afn d’e´viter tout sur/sous dimensionnement. Quel que soit le service offert,
le fournisseur convient avec le client d’un accord de qualite´ de service (SLA - Service
layer Agreement) qu’il est tenu de respecter.
Dans ce contexte, le proble`me qui se pose est de re´duire les couˆts de fonction-
nement pour le fournisseur tout en respectant le SLA des clients. Pour re´soudre ce
proble`me de couˆt de fonctionnement et particulie`rement du couˆt e´nerge´tique, des
politiques de gestion d’e´nergie ont e´te´ propose´es. L’e´tude de quelques solutions de
gestion d’e´nergie que nous avons effectue´e fait ressortir une similitude entre elles :
ces solutions sont base´es sur le changement de vitesse d’exe´cution des pe´riphe´riques.
En effet, graˆce aux changements d’e´tat des pe´riphe´riques (changement qui se traduit
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par une variation de vitesse d’exe´cution), l’application d’une politique de gestion
d’e´nergie sur un pe´riphe´rique consiste a` faire varier sa vitesse en fonction de sa
charge. En fonction du pe´riphe´rique concerne´, cette variation de vitesse est effectue´e
de fac¸on native, graˆce a` des fonctionnalite´s inte´gre´es dans le pe´riphe´rique, ou par
simulation via des regroupements (temporel et spatial) des traitements qu’effectuent
le pe´riphe´rique.
L’utilisation de ces politiques de gestion d’e´nergie dans un syste`me virtualise´
peut entrainer un non respect du SLA souscrit par le client. Nos expe´riences avec
des ordonnanceurs de CPU montrent qu’en fonction du gestionnaire de ressources
utilise´, soit la VM ne rec¸oit pas le SLA souhaite´ du fait de la baisse de la vitesse
d’exe´cution du pe´riphe´rique, soit elle utilisera bien plus de ressources entrainant ainsi
un gaspillage du point de vue du fournisseur. Notre contribution dans ce contexte
a e´te´ de fournir un prototype de gestionnaire de CPU (ordonnanceur de VMs) ca-
pable de garantir le respect du SLA tout en favorisant la baisse de la consommation
e´nerge´tique.
Dans le cadre de cette the`se, nous avons propose´ les principes ge´ne´raux utiles pour
la mise en œuvre d’un ordonnanceur de VMs respectant 2 crite`res : le respect du SLA
et l’efficience e´nerge´tique. Nous avons ensuite applique´ ces principes pour proposer
notre ordonnanceur pas-sla-scheduler. Cet ordonnanceur monitore la charge courante
du CPU et ajuste la fre´quence d’exe´cution du CPU en conse´quence. Conscient du
fait qu’une modification de fre´quence de CPU peut influencer le SLA des VMs qui
l’utilisent, notre ordonnanceur pas-sla-scheduler ajuste dynamiquement la capacite´
alloue´e au VMs. Cet ajustement consiste a` augmenter (respectivement diminuer) la
capacite´ des VMs lorsque la fre´quence du processeur est abaisse´e (respectivement
augmente´e). Cette nouvelle capacite´ (lie´e a` la nouvelle fre´quence) est e´quivalente a`
la capacite´ initiale lie´e a` la fre´quence maximale.
Pour finir, nous avons e´value´ notre prototype a` plusieurs niveaux. Nous avons
commence´ par ve´rifier la validite´ des hypothe`ses de proportionnalite´ que nous avons
de´finies entre la fre´quence du CPU, la performance des VMs (charge CPU et dure´e
d’exe´cution des applications) et la capacite´ initiale alloue´e aux VMs. Cette validation
a permis de valider les formules de calcul utilise´es lors de la recherche de la nouvelle
fre´quence du CPU ou lors du calcul de la nouvelle valeur de capacite´ de VMs.
Enfin, nous avons compare´ notre prototype a` diffe´rents ordonnanceurs dans diffe´rents
syste`mes de virtualisation. Ces e´valuations montrent que contrairement aux autres
syste`mes, notre prototype respecte le SLA de chaque VM sans permettre aux VMs
de surconsommer (et gaspiller les ressources du fournisseur).
9.2 Perspectives
Tout au long de la re´alisation de cette the`se, nous avons identifie´ diffe´rents axes
potentiels de prolongement de nos travaux. Ils peuvent eˆtre classe´s en deux cate´-
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gories : les travaux re´alisables dans un futur proche en se basant sur le mode`le de
gestion d’e´nergie que nous avons de´fini, et ceux re´alisables dans un futur plus loin-
tain concernant de nouvelles pistes de recherche. Nous pre´sentons ces perspectives
dans les sections suivantes
9.2.1 Perpectives a` court terme
Validation en condition re´elle Les sce´narios de ve´rification et de validation que
nous avons effectue´s sont base´s sur des donne´es de charge synthe´tique sous la forme
de proof Of concept. Nous envisageons de valider notre approche en nous servant
des donne´es re´elles d’un fournisseur de services. A ce effet, nous exploiterons les
donne´es repre´sentant les traces d’exe´cution re´elles de VMs d’un fournisseur (Eolas
Datacenter 1) avec qui nous collaborons a` travers un projet ANR (ctrl-green). Le
but est d’analyser ces donne´es et de construire une simulation de sce´nario base´e sur
ces traces 2 afin de valider notre approche. De plus, nous souhaitons effectuer une
e´valuation du gain e´nerge´tique e´ventuel que pourrait apporter (ou pas) l’utilisation
de notre approche.
Application du mode`le de gestion d’e´nergie Lors de la de´finition de notre
mode`le de gestion d’e´nergie, nous avons affirme´ qu’il est applicable sur tout type de
pe´riphe´rique. L’une de nos perspectives a` court terme consiste a` appliquer l’ensemble
des principes ge´ne´raux de conception de gestionnaire de ressources pour d’autres
types pe´riphe´riques (disque , RAM, carte re´seau).
9.2.2 Perpectives a` long terme
Dans le cadre de cette the`se, nous nous sommes focalise´s sur des architectures
monocoeurs. A long terme, nous souhaitons conside´rer les spe´cificite´s de toutes ar-
chitectures existantes (multicoeurs, NUMA, multithread, asyme´trique, syme´trique,
etc..) et les utiliser pour e´toffer l’ensemble des principes que nous avons pre´sente´
dans ce document. Sur la base de ces e´le´ments, nous souhaitons mettre a` jour notre
ordonnanceur et ve´rifier si (i) les hypothe`ses e´nonce´es demeurent valides et, (ii) notre
approche permet toujours le respect du SLA tout en permettant une utilisation op-
timale de l’e´nergie consomme´e par le CPU.
L’exe´cution d’une VM sur un processeur a` vitesse variable peut eˆtre assimile´e a`
un cluster de machines he´te´roge`nes (notamment de vitesse maximale de processeur
diffe´rente) a` vitesse d’exe´cution fixe, dans lequel la VM est migre´e d’un nœud a` un
1. Site : www.businessdecision-eolas.com
2. En anglais : trace based simulation
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autre en fonction de sa charge et de la vitesse du nœud. Nous envisageons donc
d’implanter les principes ge´ne´raux de´finis dans un contexte distribue´.
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