Abstract. For the quantum stochastic processes generated by the Boolean Commutation Relations, we prove the following version of De Finetti Theorem: each of such Boolean process is exchangeable if and only if it is independent and identically distributed with respect to the tail algebra.
introduction
In classical probability theory De Finetti-Hewitt-Savange Theorem asserts that a stochastic process is exchangeable or symmetric if and only if it is a convex combination of independent and identically distributed stochastic processes, or equivalently it is independent and identically distributed with respect to the tail algebra, see e.g. [6, 7, 8] . Such a result is partially generalised to non commutative, or quantum, case for stochastic processes arising from infinite tensor product or from the Fermi (cf. Canonical Anti-commutation Relations) algebra, see e.g. [1, 4, 5, 10] . Combining the results in [5, 10] with the local structure of the Canonical Commutation Relations algebra (cf. [9] ), it can be also straightforwardly seen that De Finetti-Hewitt-Savange still holds for the case of quantum fields describing Bose particles.
The situation arising from the general quantum setting is rather complicated, and in [5] the first systematic attempt to investigate the structure of non commutative exchangeable stochastic processes is done. The first, and maybe the main difficulty one meets in quantum case, is that a conditional expectation onto a subalgebra preserving a given state is not automatically guaranteed as in the classical case. The reader is referred to [11] for details, and a wide literature (even if still partial) cited therein, about this point. Indeed, the quantum stochastic processes arising from Boolean Commutation Relations (cf. [3] ) provide a class of examples suitable for the investigations. The aim of the present note is in fact the following. On one hand, it is possible to see that there are many examples of Boolean processes for which there exists no conditional expectation onto the tail algebra preserving the associated state, even if the latter is Abelian (but it is never a sub algebra of the centre of the Gelfand-Naimatk-Segal realisation of the process). On the other hand, it is possible to show by direct calculation, that a Boolean stochastic process is exchangeable if and only if it is independent and identically distributed with respect the tail algebra. This result, combined with Proposition 7.3 of [5] which asserts that any Boolean exchangeable process is convex combination of extremal (i.e. ergodic) ones, provides another remarkable example of quantum stochastic processes for which the complete form of De Finetti Theorem holds true.
preliminaries
Consider the group P J := {I⊂J|I finite } P I , made of all the permutations of the set J moving only a finite numbers of indices, together with an action γ ∈ P J → α g ∈ Aut(A) of P J by * -automorphisms of A. A state ϕ ∈ S(A) is said to be symmetric if it is invariant w.r.t. the action α of P J . The set of the symmetric states is denoted by S P J (A). When A is unital, S P J (A) is convex and compact in the weak- * topology whose convex boundary is denoted by E P J (A).
Following [2, 5] , a stochastic process labelled by the index set J is a quadruple A, H, {ι j } j∈J , Ω , where A is a C * -algebra, H is an Hilbert space, the ι j 's are * -homomorphisms of A in B(H), and Ω ∈ H is a unit vector, cyclic for the von Neumann algebra M := j∈J ι j (A) naturally acting on H. The process is said to be exchangeable if, for
The stochastic process as above is uniquely determined up to a natural unitary equivalence relation. To simplify, we limit the matter to the unital case, that is when A has the unity 1 I and ι j (1 I) = I.
Let a stochastic process A, H, {ι j } j∈J , Ω be given, together with its corresponding state ϕ on the free product C * -algebra F in unital or not unital case, of A. Define the tail algebra of the process under consideration as
We provide the definition of conditionally independent and identically distributed process w.r.t. the tail algebra Z ⊥ ϕ which is useful in quantum case.
Definition 2.1. The stochastic process described by the state ϕ ∈ S(F), is conditionally independent and identically distributed w.r.t. the tail algebra if there exists a conditional expectation
The following Lemma, useful for application (see e.g. the proof of Theorem 5.4 in [5] ), provides an a-priori stronger condition for being independent w.r.t. the tail algebra.
Lemma 2.2. The condition (i) of Definition 2.1 is equivalent to
Proof. The proof follows by the repeated application of (i), and the bimodule property of the conditional expectation. We get
boolean stochastic processes
Let H be a complex Hilbert space. Recall that the Boolean Fock space over H (cf. [3] ) is given by Γ(H) := C ⊕ H, where the vacuum vector Ω is (1, 0). On Γ(H) we define the creation and annihilation operators, respectively given for f ∈ H, by
They are mutually adjoint, and satisfy the following relations for f, g ∈ H,
To simplify the matter, we consider the unital stochastic Boolean processes. We also reduce the investigation to the separable case, that is J = N. As shown in Section 7 of [5] , the unital C * -algebras acting on Γ(ℓ 2 (N)) generated by the annihilators {b(f ) | f ∈ ℓ 2 (N)}, or equally well by the selfadjoint part of annihilators
K(H) being the C * -algebra of all the compact operators acting on the Hilbert space H. Under this isomorphism, annihilators and creators are expressed by the system of matrix-units as follows:
It is possible to show that the universal C * -algebra generated by the Boolean Commutation Relations still coincides (i.e. is isomorphic) with b, see Section 7 of [5] . Thus, we directly refer to b as the Boolean algebra. Let
For each j ∈ N, the embeddings {ι j } j∈N generating any Boolean process are then given by ι j (A) := aε ## + bε #j + cε j# + dε jj + βP N\{j} , {ε mn | m, n ∈ {#} ∪ N} being the canonical system of matrix-units for B(ℓ 2 ({#}∪N)), and P N\{j} the orthogonal projection onto the subspace ℓ 2 (N\{j}). The Boolean processes will be identified as states on the Boolean algebra b. Amomg them, the exchangeable ones are precisely those which are invariant by the natural action of the permutation group P N on b.
We report the result in [5] (cf. Proposition 7.3) which asserts that the compact convex set of the symmetric states on b is a Choquet Simplex made of a segment.
Proposition 3.1. We have for the compact convex set of the symmetric states,
S P Z (b) = {γω # + (1 − γ)ω ∞ | γ ∈ [0, 1]} , where ω # = · e # ,
e # is the Fock vacuum state, and
Consider any general state ω ∈ S(b), it can be uniquely written as
Here, T(ℓ 2 ({#} ∪ Z)) +,1 denotes the set of positive normalized traceclass operators acting on ℓ 2 ({#} ∪ Z), with ψ T (A) = Tr(T A) and "Tr" stands for the unnormalized trace. Now we show that there are plenty of Boolean processes for which the tail algebra is not expected, that is no conditional expectation onto such an algebra preserves the state corresponding to the process under consideration. Yet, a Boolean process is exchangeable if and only if it is independent and identically distributed w.r.t. the tail algebra. To see this, we show by explicit computation that the states which are preserved by some conditional expectation cannot be identically distributed, except for the symmetric ones. To this end, we fix T ∈ T(ℓ 2 ({#} ∪ Z)) +,1 with
where n is a countable set of cardinality Tr(s(T )), and s(T ) is the support-projection of T in B(ℓ 2 ({#} ∪ Z)). 
, and
If 0 < γ < 1 then
Proof. The form of the GNS representation π ω is immediately deduced from those of ψ T and ω ∞ . Concerning the tail algebra, the matter is reduced to the nontrivial case γ = 1 for which ω = ψ T . We get with J n := {1, . . . , n}, P # := · e # , e # e # , and considering B(ℓ 2 (K)) a non unital subalgebra of B(ℓ 2 ({#} ∪ Z)) in a canonical way for any K ⊂ {#} ∪ Z,
Concerning the conditional expectations onto Z ⊥ ω preserving the state ω, the case with γ = 0 is trivial. The case 0 < γ < 1 can be easily reduced to the case γ = 1 as, if
. Thus, the unique nontrivial case is to consider directly the case ω = ψ T onto K(ℓ 2 ({#} ∪ N)). By neglecting the unessential multiplicity, it can easily seen that each conditional expectation
Then we conclude that any conditional expectation F = F ϕ as above assumes the form
where ϕ is any state, not necessarily normal, on B(ℓ 2 (N)), the last viewed again as a non unital subalgebra of B(ℓ 2 ({#} ∪ N)).
Proof. Suppose that e # is an eigenvalue of T with necessarily ω # (T ) as eigenvalue. If ω # (T ) = 1, then T = P # or equivalently ψ T = ω # . Thus, any conditional expectation in (3.2) preserves ψ T . If e # is an eigenvalue for T but ω # (T ) < 1, then T = ω # (T )P # +T , where ψT is a positive functional with support 0 < s(T ) ≤ P ⊥ # , and ψT = ψT (P
We compute with
and for each X ∈ B(ℓ 2 ({#} ∪ N)),
that is, ψ T is expected. Suppose now that e # is not an eigenvalue of T , and consider the subset J ⊂ n such that e # , ξ j = 0, which is nonvoid. Then inf
for some j 0 ∈ J, otherwise e # would be an eigenvalue of T . Put X := · , ξ j 0 e # where ξ j 0 is a unit eigenvector with eigenvalue λ j 0 , and compute for each conditional expectation F ϕ ,
Thus, ψ T cannot be expected.
Proposition 3.3 provides examples of quantum stochastic processes for which, contrarily to the classical case, the condition to be independent and identically distributed w.r.t. the tail algebra (cf. Definition 2.1), cannot be formulated in the general case, without mentioning the a-priori existence of a preserving conditional expectation.
We are now ready to prove the main result of the present note.
Theorem 3.4. A Boolean process is exchangeable if and only if it is independent and identically distributed w.r.t the tail algebra.
Proof. For a state ω = γψ T + (1 − γ)ω ∞ , γ ∈ [0, 1], the case γ = 0 is trivial and the case 0 < γ < 1 easily follows from that when γ = 1. So we reduce the matter to γ = 1, the symmetric situation corresponding to ω = ω # . It is then enough to put ω = ψ T and see first that in the symmetric case that is when ψ T = ω # , it is independent and identically distributed w.r.t. the tail algebra. Then in non symmetric case, either ψ T is not expected hence the corresponding process cannot be identically distributed w.r.t. the tail algebra, or when it is expected we show that the corresponding process cannot be identically distributed.
Concerning the symmetric case ω = ω # , choose any state σ ∈ S B(ℓ N) ) the canonical projection. The singular state ϕ := σ • π ∈ S(B(ℓ 2 (N))) is invariant under the natural action of P N on ℓ 2 (N). For each ϕ as above, the conditional expectation F ϕ preserves ω # , and is invariant w.r.t. the action α of the permutations by construction. Thus, ω # is identically distributed. Now for I, K ⊂ N with I ∩K = ∅, consider A ∈ B(ℓ 2 ({#}∪I)), B ∈ B(ℓ 2 ({#}∪K)), and a, b ∈ C. We have for the the generic element X ∈ i∈I ι i (A) Z We then get XY e # , e # = F ϕ (X)F ϕ (Y )e # , e # , that is ω # is independent and identically distributed w.r.t. the tail algebra. Suppose now that ψ T ∈ S(K(ℓ 2 ({#} ∪ Z)) is a generic state such that ψ T is not symmetric but expected. By Proposition 3.3, it happens if and only if e # is an eigenvector of T with eigenvalue necessarily ω # (T ) < 1. In this situation, the conditional expectation F onto the tail algebra preserving ψ T is given by
