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Abstract
The mixed Dirichlet-Neumann problem for the Laplace equation in a bounded connected
plane domain with cuts (cracks) is studied. The Neumann condition is given on closed curves
making up the boundary of a domain, while the Dirichlet condition is speciﬁed on the cuts.
The existence of a classical solution is proved by potential theory and boundary integral
equation method. The integral representation for a solution is obtained in the form of
potentials. The density in potentials satisﬁes the uniquely solvable Fredholm integral equation
of the second kind and index zero. Singularities of the gradient of the solution at the tips of
cuts are investigated.
r 2003 Elsevier Inc. All rights reserved.
1. Introduction
Dirichlet and Neumann problems for Laplace equation in a bounded multiply
connected domain with cuts (cracks) were studied in [5,6], where these problems were
reduced to the uniquely solvable Fredholm integral equation of the second kind and
index zero. In the present paper, the Neumann boundary condition is given on the
closed curves making up the boundary of the multiply connected domain, while the
Dirichlet condition is given on the cuts. Modeling of different physical processes in
media with cracks and holes leads to this problem, for example, modeling of
distribution of stationary electric or heat ﬁeld. The problem studied in the present
paper describes, for instance, electric current in semiconductors with electrodes
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modeled by open arcs if the non-ﬂow of electric current is given on closed curves, and
electric potential is speciﬁed on the electrodes [3]. We investigate the problem in
general interior domain (boundary includes several closed curves and several cuts) by
means of potential theory and boundary integral equation method. We obtain
integral representation for a solution in the form of potentials and reduce the
problem to the uniquely solvable Fredholm integral equation of the second kind and
index zero for the density in potentials. These results were not obtained for our
problem before. Our integral equation can be computed by standard codes, so it is
important for applications. Using the integral representation for the solution we
derive explicit formulae for singularities of the solution gradient at the tips of cuts
and ﬁnd the conditions of disappearance of singularities. Such sharp results are
essentially based on integral formula for the global solution. Therefore they cannot
be obtained by using local methods for analysis of singularities in boundary-value
problems. Recent advances in studies of harmonic boundary-value problems for
domains with closed non-smooth boundaries are given in [9–11]. Dirichlet and
Neumann problems for propagative Helmholtz equation in unbounded domains
with cracks have been studied and reduced to the uniquely solvable integral
equations in [4,7]. The oblique derivative problems in the exterior of cuts in a plane
for Laplace and Helmholtz equations were treated in [3,8].
2. Formulation of the problem
By a simple open curve we mean a non-closed smooth arc of ﬁnite length without
self-intersections [12].
In the plane x ¼ ðx1; x2ÞAR2 we consider the interior multiply connected domain
bounded by simple open curves G11;y;G
1
N1
of class C2;l; N1X1 and simple closed
curves G21;y;G
2
N2
of class C2;0; N2X1; lAð0; 1; so that the curves do not have
points in common and curve G21 envelopes all others (Fig. 1). We put
G1 ¼
[N1
n¼1
G1n; G
2 ¼
[N2
n¼1
G2n; G ¼ G1,G2:
The interior connected domain bounded by G2 will be called D: We assume that each
curve Gkn is parameterized by the arc length s : G
k
n ¼ fx : x ¼ xðsÞ ¼
ðx1ðsÞ; x2ðsÞÞ; sA½akn ; bkn g; n ¼ 1;y; Nk; k ¼ 1; 2; so that a11ob11o?oa1N1o
b1N1oa21ob21o?oa2N2ob2N2 and the domain D is on the right when the parameter
s increases on G2n: Therefore points xAG and values of the parameter s are in one-
to-one correspondence except a2n; b
2
n; which correspond to the same point x for
n ¼ 1;y; N2: Below the sets of the intervals on the Os axis
[N1
n¼1
½a1n; b1n;
[N2
n¼1
½a2n; b2n;
[2
k¼1
[Nk
n¼1
½akn ; bkn 
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will be denoted by the same symbols as corresponding sets of curves, that is, by G1;
G2 and G; respectively.
We put C0ðG2nÞ ¼ fFðsÞ : FðsÞAC0½a2n; b2n;Fða2nÞ ¼Fðb2nÞg; and
C0ðG2Þ ¼
\N2
n¼1
C0ðG2nÞ:
By Dn we denote the interior domain bounded by the curve G2n ðn ¼ 1;y; N2Þ:
The tangent vector to G at the point xðsÞ we denote by tx ¼ ðcos aðsÞ; sin aðsÞÞ;
where cos aðsÞ ¼ x01ðsÞ; sin aðsÞ ¼ x02ðsÞ: Let nx ¼ ðsin aðsÞ; 	cos aðsÞÞ be a normal
vector to G at xðsÞ: The direction of nx is chosen such that it will coincide with the
direction of tx if nx is rotated anticlockwise through an angle of p=2:
We consider the curves G1 as a set of cuts. The side of G1 which is on the left, when
the parameter s increases will be denoted by ðG1Þþ and the opposite side will be
denoted by ðG1Þ	:
We say, that the function uðxÞ belongs to the smoothness class K if
(1) uAC0ðD\G1Þ-C2ðD\G1Þ;
(2) ruAC0ðD\G1\G2\XÞ; where X is a point-set, consisting of the end-points of G1:
X ¼
[N1
n¼1
xða1nÞ,xðb1nÞ
 
;
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Fig. 1. An example of a domain.
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(3) in the neighbourhood of any point xðdÞAX for some constants C40; e4	 1
the inequality holds
jrujpCjx 	 xðdÞje; ð1Þ
when x-xðdÞ for d ¼ a1n or d ¼ b1n; n ¼ 1;y; N1;
(4) there exists a uniform for all xðsÞAG2 limit of ðnx;r %xuð %xÞÞ as %xAD\G1 tends to
xAG2 along the normal nx:
Remark. In the deﬁnition of the class K we consider G1 as a set of cuts. In particular,
by C0ðD\G1Þ we denote a class of functions, which are continuously extended on cuts
G1 from the left and right and are continuous at the tips of cuts G1: However values
of these functions on G1 from the left and right can be different everywhere except
tips, so that the functions may have a jump on G1:
Let us formulate the mixed Dirichlet–Neumann problem for the Laplace equation in
the domain D\G1:
Problem U. Find a function uðxÞ; which belongs to the class K, obeys the Laplace
equation
@2
@x21
uðxÞ þ @
2
@x22
uðxÞ ¼ 0; xAD\G1; ð2Þ
and the boundary conditions
uðxðsÞÞjðG1Þþ ¼ FþðsÞ; uðxðsÞÞjðG1Þ	 ¼ F	ðsÞ;
@uðxÞ
@nx

xðsÞAG2
¼ FðsÞ: ð3Þ
All conditions of Problem U must be satisﬁed in the classical sense. By @u=@nx on
G2 we mean the limit ensured in point (4) of the deﬁnition of the smoothness class K.
With the help of the energy equalities and the technique of equidistant curves [13]
we can easily prove the following assertion.
Theorem 1. Problem U has at most one solution.
By
R
Gk yds we mean
XNk
n¼1
Z bkn
akn
yds ðk ¼ 1; 2Þ:
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Proof. Let u0ðxÞ be a solution of the homogeneous Problem U (with F7ðsÞ  0;
FðsÞ  0). To apply energy equalities for harmonic functions, we envelop each cut
G1n ðn ¼ 1;y; N1Þ by a closed contour and each closed curve G2n ðn ¼ 1;y; N2Þ by
an equidistant contour. Then we allow to shrink contours onto the curves G and use
the smoothness of the solution of Problem U, i.e., use that u0ðxÞAK: In this way we
arrive at the identity
jjru0jj2L2ðCr-ðD\G1ÞÞ
¼ 	
Z
G2
u0
@u0
@nx
ds þ
Z
G1
ðu0Þþ @u
0
@nx
	 
þ
ds 	
Z
G1
ðu0Þ	 @u
0
@nx
	 
	
ds: ð4Þ
Substituting the homogeneous boundary condition (3) in (4), we have
jjru0jj2L2ðD\G1Þ ¼ 0 and, so u0 is a constant. From Dirichlet boundary condition (3)
on G1 it follows that this constant is equal to zero. Thus, u0  0: Now the statement
of the theorem follows from the linearity of Problem U. &
3. Integral equations at the boundary
Below we assume that
FþðsÞ; F	ðsÞAC1;lðG1Þ; FðsÞAC0ðG2Þ; lAð0; 1; ð5aÞ
Fþða1nÞ ¼ F	ða1nÞ; Fþðb1nÞ ¼ F	ðb1nÞ; n ¼ 1;y; N1: ð5bÞ
If B1ðG1Þ;B2ðG2Þ are Banach spaces of functions given on G1 and G2; then by
B1ðG1Þ-B2ðG2Þ we denote a Banach space of functionsFðsÞ; which are deﬁned on
G and FðsÞjGmABmðGmÞ; where m ¼ 1; 2: The Banach space B1ðG1Þ-B2ðG2Þ is
endowed with the norm
jj  jjB1ðG1Þ-B2ðG2Þ ¼ jj  jjB1ðG1Þ þ jj  jjB2ðG2Þ:
An example of such a Banach space is C0ðGÞ ¼ C0ðG1Þ-C0ðG2Þ:
We shall construct the solution of Problem U from the smoothness class K with
the help of potential theory for the Laplace equation (2).
We consider an angular potential [1] for Eq. (2):
v1½nðxÞ ¼ 	 1
2p
Z
G1
nðsÞVðx; yðsÞÞ ds: ð6Þ
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The kernel Vðx; yðsÞÞ is deﬁned (up to indeterminacy 2pm; m ¼71;72;y) by
the formulae
cos Vðx; yðsÞÞ ¼ x1 	 y1ðsÞjx 	 yðsÞj ; sin Vðx; yðsÞÞ ¼
x2 	 y2ðsÞ
jx 	 yðsÞj ;
where
y ¼ yðsÞ ¼ ðy1ðsÞ; y2ðsÞÞAG1; jx 	 yðsÞj ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðx1 	 y1ðsÞÞ2 þ ðx2 	 y2ðsÞÞ2
q
:
One can see, that Vðx; yðsÞÞ is the angle between the vector yðsÞx! and the direction
of the Ox1 axis. More precisely, Vðx; yðsÞÞ is a many-valued harmonic function of x
connected with ln jx 	 yðsÞj by the Cauchy–Riemann relations.
Below by Vðx; yðsÞÞ we denote an arbitrary ﬁxed branch of this function, which
varies continuously with s along each curve G1n ðn ¼ 1;y; N1Þ for given ﬁxed xeG1:
Under this deﬁnition of Vðx; yðsÞÞ; the potential v1½nðxÞ is a many-valued
function. In order that the potential v1½nðxÞ be single-valued, it is necessary to
impose the following additional conditions:
Z b1n
a1n
nðsÞ ds ¼ 0; n ¼ 1;y; N1: ð7Þ
Below we suppose that the density nðsÞ belongs to C0;lðG1Þ and satisﬁes conditions
(7). As shown in [1,2], for such nðsÞ the angular potential v1½nðxÞ belongs to the class
K. In particular, condition (1) is satisﬁed for any eAð0; 1Þ: Moreover, integrating
v1½nðxÞ by parts and using (7), we express the angular potential in terms of a double-
layer potential
v1½nðxÞ ¼ 1
2p
Z
G1
rðsÞ @
@ny
ln jx 	 yðsÞj ds; ð8Þ
with the density
rðsÞ ¼
Z s
a1n
nðxÞ dx; sA½a1n; b1n; n ¼ 1;y; N1: ð9Þ
Consequently, v1½nðxÞ satisﬁes Eq. (2) outside G1:
Let us construct a solution of Problem U. We seek a solution of the problem in the
following form:
u½n; mðxÞ ¼ v1½nðxÞ þ w½mðxÞ; ð10Þ
ARTICLE IN PRESS
P.A. Krutitskii / J. Differential Equations 198 (2004) 422–441 427
where v1½nðxÞ is given by (6), (8) and
w½mðxÞ ¼ w1½mðxÞ þ w2½mðxÞ;
w1½mðxÞ ¼ 	 1
2p
Z
G1
mðsÞ ln jx 	 yðsÞj ds;
w2½mðxÞ ¼ 	 1
2p
Z
G2
mðsÞ ln jx 	 yðsÞj ds
þ 1
2p
1
c
Z
G21
mðsÞ ds
Z
G21
ln jx 	 yðsÞj dsþ
Z
G21
mðsÞ ds:
Here c ¼ RG21 1 ds is the length of G21: By w1½mðxÞ we denote single-layer potential on
G1: By w2½mðxÞ we denote a constant
R
G21
mðsÞds plus a single-layer potential on G2
with the density mðsÞ on G2\G21 and with the density ðmðsÞ 	 c	1
R
G21
mðxÞ dxÞ on G21:
As noted above, we will look for the density nðsÞ satisfying the conditions (7) and
belonging to C0;lðG1Þ:
We will seek mðsÞ from the Banach space Coq ðG1Þ-C0ðG2Þ; oAð0; 1; qA½0; 1Þ with
the norm jj  jjCoq ðG1Þ-C0ðG2Þ ¼ jj  jjCoq ðG1Þ þ jj  jjC0ðG2Þ: We say, that mðsÞACoq ðG
1Þ if
mðsÞ
YN1
n¼1
js 	 a1njqjs 	 b1njqAC0;oðG1Þ;
where C0;oðG1Þ is a Ho¨lder space with the index o and
jjmðsÞjjCoq ðG1Þ ¼ mðsÞ
YN1
n¼1
js 	 a1njqjs 	 b1njq




C0;oðG1Þ
:
It can be checked directly with the help of [2,12], that for such mðsÞ the function
w1½mðxÞ obeys Eq. (2) and belongs to the class K. In particular, inequality (1) holds
with e ¼ 	q if qAð0; 1Þ: According to [13], the potential w2½mðxÞ obeys Eq. (2) and
belongs to the class K, and so u½n; mðxÞAK: Therefore, if mðsÞ; nðsÞ are subject to the
required conditions, then u½n; mðxÞ satisﬁes all conditions of Problem U except the
boundary condition (3).
Let dðg; sÞ be a characteristic function of the set g; i.e.
dðg; sÞ ¼ 0 if seg;
1 if sAg:

To satisfy the boundary conditions, we put (10) in (3), use limit formulas for
potentials [1,2,8], and arrive at the system of the integral equations for the
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densities mðsÞ; nðsÞ
7 1
2
rðsÞ þ 1
2p
Z
G1
rðsÞ @
@ny
ln jxðsÞ 	 yðsÞj ds
	 1
2p
Z
G1,G2
mðsÞ ln jxðsÞ 	 yðsÞj ds
þ
Z
G21
mðsÞ ds 1þ 1
2p
1
c
Z
G21
ln jxðsÞ 	 yðsÞj ds
 !
¼ F7ðsÞ; sAG1; ð11Þ
	 1
2p
Z
G1
nðsÞ sin j0ðxðsÞ; yðsÞÞjxðsÞ 	 yðsÞj ds
	 1
2
mðsÞ þ 1
2p
Z
G2,G1
mðsÞ cos j0ðxðsÞ; yðsÞÞjxðsÞ 	 yðsÞj ds
þ 1
c
Z
G21
mðsÞ ds 1
2
dðG21; sÞ 	
1
2p
Z
G21
cos j0ðxðsÞ; yðsÞÞ
jxðsÞ 	 yðsÞj ds
" #
¼ FðsÞ; sAG2; ð12Þ
where rðsÞ is deﬁned in terms of nðsÞ in (9). By j0ðx; yÞ we denote the angle between
the vector xy
-
and the direction of the normal nx: The angle j0ðx; yÞ is taken to be
positive if it is measured anticlockwise from nx and negative if it is measured
clockwise from nx: Besides, j0ðx; yÞ is continuous in x; yAG if xay: Note, that for
xðsÞ; yAG and xay we have the relationships
@
@s
ln jxðsÞ 	 yj ¼ @
@tx
ln jx 	 yj ¼ 	 @
@nx
Vðx; yÞ ¼ 	 sin j0ðx; yÞjx 	 yj
¼ cos ðVðxðsÞ; yÞ 	 aðsÞÞjxðsÞ 	 yj ;
@
@s
VðxðsÞ; yÞ ¼ @
@tx
Vðx; yÞ ¼ @
@nx
ln jx 	 yj ¼ 	 cos j0ðx; yÞjx 	 yj
¼ 	 sin ðVðxðsÞ; yÞ 	 aðsÞÞjxðsÞ 	 yj ;
where aðsÞ is the inclination of the tangent tx to the Ox1 axis, and Vðx; yÞ is the
kernel of the angular potential from (6).
The kernel of the second integral term in (11) has a weak singularity as s ¼ s: To
derive limit formulas for the angular potential, we used its expression in the form of a
double-layer potential (8). Eq. (11) is obtained as x-xðsÞAðG1Þ7 and comprises two
integral equations. The upper sign denotes the integral equation on ðG1Þþ; the lower
sign denotes the integral equation on ðG1Þ	: In addition to the integral equations
written above we have conditions (7).
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Subtracting the integral equations (11) and using (9), we ﬁnd
rðsÞ ¼ ðFþðsÞ 	 F	ðsÞÞAC1;lðG1Þ;
nðsÞ ¼ ðF 0þðsÞ 	 F 0	ðsÞÞAC0;lðG1Þ; F 07ðsÞ ¼ d
ds
F7ðsÞ: ð13Þ
We note that nðsÞ is found completely and satisﬁes all required conditions, in
particular, (7). Hence, the angular potential (6), (8) is found completely as well.
We introduce the function f ðsÞ on G by the formula
f ðsÞ ¼ 1
2
ðFþðsÞ þ F	ðsÞÞ
	 1
2p
Z
G1
ðFþðsÞ 	 F	ðsÞÞ @
@ny
ln jxðsÞ 	 yðsÞj ds; sAG1; ð14aÞ
and
f ðsÞ ¼ FðsÞ þ 1
2p
Z
G1
ðF 0þðsÞ 	 F 0	ðsÞÞ sin j0ðxðsÞ; yðsÞÞjxðsÞ 	 yðsÞj ds; sAG
2; ð14bÞ
where FðsÞ and F7ðsÞ are speciﬁed in (3) and satisfy conditions (5). As shown in [2],
if sAG1; then f ðsÞAC1;lðG1Þ: Consequently, f ðsÞAC1;lðG1Þ-C0ðG2Þ:
Adding the integral equations (11) and taking into account (12), we obtain the
integral equations for mðsÞ
w½mðxðsÞÞjG1 ¼ 	
1
2p
Z
G1,G2
mðsÞ ln jxðsÞ 	 yðsÞj dsþ
Z
G21
mðsÞ ds
 1þ 1
2p
1
c
Z
G21
ln jxðsÞ 	 yðsÞj ds
 !
¼ f ðsÞ; sAG1; ð15Þ
mðsÞ 	 1
p
Z
G
mðsÞ cos j0ðxðsÞ; yðsÞÞjxðsÞ 	 yðsÞj ds
	
Z
G21
mðsÞ ds 1
c
dðG21; sÞ 	
1
p
Z
G21
cos j0ðxðsÞ; yðsÞÞ
jxðsÞ 	 yðsÞj
" #
¼ 	2f ðsÞ; sAG2:
The latter equation can be written in the form
lim
x-xðsÞAG2
@
@nx
w½mðxÞ ¼ mðsÞ þ
Z
G
mðsÞA2ðs; sÞ ds ¼ 	2f ðsÞ; sAG2; ð16Þ
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where f ðsÞ is given in (14) and
A2ðs; sÞ ¼ 	 1p
cos j0ðxðsÞ; yðsÞÞ
jxðsÞ 	 yðsÞj
	 dðG21; sÞ
1
c
dðG21; sÞ 	
1
p
Z
G21
cos j0ðxðsÞ; yðxÞÞ
jxðsÞ 	 yðxÞj dx
" #
:
The limit in (16) is understood for xAD along the normal nx to G2: Note that
A2ðs; sÞAC0ðG2  GÞ; because G2 is of class C2;0:
Remark. Evidently, f ða2nÞ ¼ f ðb2nÞ and A2ða2n; sÞ ¼ A2ðb2n; sÞ for sAG; saa2n; b2n ðn ¼
1;y; N2Þ: Hence, if mðsÞ is a solution of Eq. (16) from C0ð
SN2
n¼1 ½a2n; b2nÞ; then,
according to equality (16), mðsÞ automatically satisﬁes matching conditions mða2nÞ ¼
mðb2nÞ for n ¼ 1;y; N2 and, therefore, belongs to C0ðG2Þ: This observation can be
helpful in ﬁnding numerical solutions, since we may drop matching conditions
mða2nÞ ¼ mðb2nÞ ðn ¼ 1;y; N2Þ; which are fulﬁlled automatically.
Thus, if function mðsÞ from the space Coq ðG1Þ-C0ðG2Þ ðoAð0; 1; qA½0; 1ÞÞ solve
Eqs. (15), (16), then potential (10) with nðsÞ from (13) satisﬁes all conditions of
Problem U and belongs to the class K. The following theorem holds.
Theorem 2. Let G1AC2;l; G2AC2;0 and conditions (5) hold. If equations (15), (16) has
a solution mðsÞ from the Banach space Coq ðG1Þ-C0ðG2Þ for some oAð0; 1 and
qA½0; 1Þ; then a solution of Problem U exists, belongs to the class K and is given by
(10), where nðsÞ is defined in (13).
If sAG2; then (16) is an equation of the second kind. If sAG1; then (15) is an
equation of the ﬁrst kind, and its kernel has the logarithmic singularity. Our further
treatment will be aimed to the proof of existence of a solution mðsÞ of Eqs. (15), (16)
in the Banach space Coq ðG1Þ-C0ðG2Þ: Moreover, we reduce (15), (16) to a Fredholm
equation of the second kind, which can be easily computed by classical methods.
By differentiating (15) on G1; we reduce it to the following Cauchy singular
integral equation on G1:
@
@s
w½mðxðsÞÞ ¼ 1
2p
Z
G1,G2
mðsÞ sin j0ðxðsÞ; yðsÞÞjxðsÞ 	 yðsÞj ds
	 1
2p
1
c
Z
G21
mðsÞ ds
Z
G21
sin j0ðxðsÞ; yðsÞÞ
jxðsÞ 	 yðsÞj ds ¼ f
0ðsÞ; sAG1: ð17Þ
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Integrating by parts in (14a) and differentiating in s; we obtain
f 0ðsÞ ¼ d
ds
f ðsÞ ¼ 1
2
ðF 0þðsÞ þ F 0	ðsÞÞ
	 1
2p
Z
G1
ðF 0þðsÞ 	 F 0	ðsÞÞ cos j0ðxðsÞ; yðsÞÞjxðsÞ 	 yðsÞj ds; sAG
1:
We note that Eq. (17) is equivalent to (15) on G1 if and only if (17) is accompanied by
the following additional conditions:
w½mðxða1nÞÞ ¼ f ða1nÞ; n ¼ 1;y; N1; ð18Þ
where f ðsÞ is deﬁned in (14a). System (16)–(18) is equivalent to Eqs. (15), (16).
It can be easily proved that
	 @
@s
ln
jxðsÞ 	 yðsÞj
js 	 sj ¼
sinj0ðxðsÞ; yðsÞÞ
jxðsÞ 	 yðsÞj 	
1
s	 sAC
0;lðG1  G1Þ;
cos j0ðxðsÞ; yðsÞÞ
jxðsÞ 	 yðsÞj AC
0;lðG1  G1Þ
(see [2,12] for details). Therefore we can rewrite (17) in the form
2
@
@s
w½mðxðsÞÞ ¼ 1
p
Z
G1
mðsÞ ds
s	 s þ
Z
G
mðsÞMðs; sÞ ds
¼ 2f 0ðsÞ; sAG1; ð19Þ
where f 0ðsÞAC0;lðG1Þ and
Mðs; sÞ ¼ 1
p
ð1	 dðG2; sÞÞ sin j0ðxðsÞ; yðsÞÞjxðsÞ 	 yðsÞj 	
1
s	 s
 (
þ dðG2; sÞ sin j0ðxðsÞ; yðsÞÞjxðsÞ 	 yðsÞj 	 dðG
2
1; sÞ
1
c
Z
G21
sin j0ðxðsÞ; yðxÞÞ
jxðsÞ 	 yðxÞj dx
)
AC0;lðG1  GÞ:
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4. The Fredholm integral equation and the solution of the problem
Inverting the singular integral operator in (19), we arrive at the following integral
equation of the second kind [12]:
mðsÞ þ 1
Q1ðsÞ
Z
G
mðsÞA1ðs; sÞ dsþ 1
Q1ðsÞ
XN1	1
n¼0
Gns
n
¼ 1
Q1ðsÞF1ðsÞ; sAG
1; ð20Þ
where
A1ðs; sÞ ¼ 	 1p
Z
G1
Mðx; sÞ
x	 s Q1ðxÞ dx;
Q1ðsÞ ¼
YN1
n¼1
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
s 	 a1n
q ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
b1n 	 s
q  signðs 	 a1nÞ;
F1ðsÞ ¼ 	 1p
Z
G1
2Q1ðsÞf 0ðsÞ
s	 s ds;
and G0;y; GN1	1 are arbitrary constants.
It can be shown using the properties of singular integrals [12], that F1ðsÞ; A1ðs; sÞ
are Ho¨lder functions if sAG1; sAG: Consequently, any solution of (20) belongs to
Co1=2ðG1Þ and below we look for mðsÞ on G1 in this space.
To derive equations for G0;y; GN1	1; we substitute mðsÞ from (20) in the
conditions (18), then we obtain
Z
G
mðxÞlnðxÞ dxþ
XN1	1
m¼0
BnmGm ¼ Hn; n ¼ 1;y; N1; ð21Þ
where for n ¼ 1;y; N1:
lnðxÞ ¼ 	 w1½Q	11 ðÞA1ð; xÞðxða1nÞÞ 	
1
2p
dðG2; xÞ ln jxða1nÞ 	 yðxÞj
þ dðG21; xÞ 1þ
1
2p
1
c
Z
G21
ln jxða1nÞ 	 yðsÞj ds
 !
;
Hn ¼ 	w1½Q	11 ðÞF1ðÞðxða1nÞÞ þ f ða1nÞ:
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Besides,
Bnm ¼ 	w1½Q	11 ðÞðÞmðxða1nÞÞ; n ¼ 1;y; N1; m ¼ 0;y; N1 	 1: ð22Þ
By  we denote the variable of integration in the potential w1½mðxÞ:
We put
QðsÞ ¼ ð1	 dðG2; sÞÞQ1ðsÞ þ dðG2; sÞ; sAG:
Instead of mðsÞACo1=2ðG1Þ-C0ðG2Þ we introduce the new unknown function
mðsÞ ¼ mðsÞQðsÞAC0;oðG1Þ-C0ðG2Þ and rewrite (20), (16) in the form of one
equation
mðsÞ þ
Z
G
mðsÞQ	1ðsÞAðs; sÞdsþ ð1	 dðG2; sÞÞ
XN1	1
n¼0
Gns
n
¼ FðsÞ; sAG; ð23Þ
where
Aðs; sÞ ¼ ð1	 dðG2; sÞÞA1ðs; sÞ þ dðG2; sÞA2ðs; sÞ;
FðsÞ ¼ ð1	 dðG2; sÞÞF1ðsÞ 	 2dðG2; sÞf ðsÞ:
In terms of mðsÞ Eqs. (21) can be written in the formZ
G
Q	1ðxÞmðxÞlnðxÞ dxþ
XN1	1
m¼0
BnmGm ¼ Hn; n ¼ 1;y; N1: ð24Þ
Thus, the system of equations (16)–(18) for mðsÞ has been reduced to system (23),
(24) for the function mðsÞ and constants G0;y; GN1	1: It is clear from our
consideration that any solution of system (23), (24) gives a solution of system (16)–
(18).
As noted above, F1ðsÞ and A1ðs; sÞ are Ho¨lder functions if sAG1; sAG: More
precisely (see [12]), F1ðsÞAC0;pðG1Þ; p ¼ minf1=2; lg; and A1ðs; sÞ belongs to
C0;pðG1Þ in s uniformly with respect to sAG: We arrive at the following assertion.
Lemma. Let G1AC2;l; G2AC2;0; lAð0; 1 and FðsÞAC0;pðG1Þ-C0ðG2Þ; where p ¼
min fl; 1=2g: If mðsÞ from C0ðGÞ satisfies Eq. (23), then mðsÞ belongs to
C0;pðG1Þ-C0ðG2Þ:
The condition FðsÞAC0;pðG1Þ-C0ðG2Þ holds if conditions (5) hold.
Hence below we will seek mðsÞ from C0ðGÞ:
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Using Arzela theorem one can verify directly that the integral operator from (23):
Am ¼
Z
G
mðsÞQ	1ðsÞAðs; sÞ ds
is a compact operator mapping C0ðGÞ into itself, since Aðs; sÞAC0ðG GÞ:
We rewrite (23) in the operator form
ðI þ AÞm þ PG ¼ F; ð25Þ
where P is the operator multiplying the row P ¼ ð1	 dðG2; sÞÞðs0;y; sN1	1Þ by the
column G ¼ ðG0;y; GN1	1ÞT : The operator P is ﬁnite-dimensional from EN1 into
C0ðGÞ and therefore compact.
Now we rewrite Eqs. (24) in the form
IN1G þ Lm þ ðB 	 IN1ÞG ¼ H; ð26Þ
where H ¼ ðH1;y; HN1ÞT is a column of N1 elements, IN1 is an identity operator in
EN1 ; B is an N1  N1 matrix consisting of the elements Bnm from (22). The operator L
acts from C0ðGÞ into EN1 ; so that Lm ¼ ðL1m;y; LN1mÞT ; where
Lnm ¼
Z
G
Q	1ðxÞmðxÞlnðxÞ dx:
The operators ðB 	 IN1Þ; L are ﬁnite-dimensional and therefore compact.
We consider the columns *m ¼ ðm
G
Þ; *F ¼ ðF
H
Þ in the Banach space C0ðGÞ  EN1 with
the norm jj *mjjC0ðGÞEN1 ¼ jjmjjC0ðGÞ þ jjGjjEN1 :
We write system (25), (26) in the form of one equation
ðIþ RÞ *m ¼ *F; R ¼ A P
L B 	 IN1
	 

; ð27Þ
where I is an identity operator in the space C0ðGÞ  EN1 : It is clear, that R is a
compact operator mapping C0ðGÞ  EN1 into itself. Therefore, (27) is a Fredholm
equation in this space.
Let us show that the homogeneous equation (27) has only a trivial solution. Then,
according to Fredholm’s theorems, the inhomogeneous equation (27) has a unique
solution for any right-hand side. We will prove this by a contradiction. Let *m0 ¼
m0
G0
 
AC0ðGÞ  EN1 be a non-trivial solution of the homogeneous equation (27).
According to the lemma, *m0 ¼ m0
G0
 
AC0;pðG1Þ-C0ðG2Þ  EN1 ; p ¼ minfl; 1=2g:
Therefore the function m0ðsÞ ¼ m0ðsÞQ	1ðsÞACp1=2ðG1Þ-C0ðG2Þ and the column G0
convert the homogeneous equations (20), (16), (21) into identities. For instance, (16)
ARTICLE IN PRESS
P.A. Krutitskii / J. Differential Equations 198 (2004) 422–441 435
takes the form
lim
x-xðsÞAG2
@
@nx
w½m0ðxÞ ¼ 0; xAD;
where the limit is understood for xAD along the normal nx to G2: Using the
homogeneous identity (20), we check, that the homogeneous identities (21) are
equivalent to
w½m0ðxða1nÞÞ ¼ 0; n ¼ 1;y; N1: ð28aÞ
Besides, acting on the homogeneous identity (20) with a singular operator with the
kernel ðs 	 tÞ	1; we ﬁnd that m0ðsÞ satisﬁes the homogeneous equation (19):
@
@s
w½m0ðxðsÞÞ

G1
¼ 0: ð28bÞ
It follows from (28) that m0ðsÞ satisﬁes the homogeneous equations (15). On the basis
of Theorem 2, u½0; m0ðxÞ  w½m0ðxÞ is a solution of the homogeneous Problem U.
According to Theorem 1: w½m0ðxÞ  0; xAD\G1: Using the limit formulas for normal
derivatives of a single-layer potential on G1; we have
lim
x-xðsÞAðG1Þþ
@
@nx
w½m0ðxÞ 	 lim
x-xðsÞAðG1Þ	
@
@nx
w½m0ðxÞ ¼ m0ðsÞ  0; sAG1:
Hence,
w½m0ðxÞ ¼ w2½m0ðxÞ  0; xAD:
It follows from properties of single-layer potential [13] that the function w2½m0ðxÞ
belongs to C0ðR2Þ and obeys Laplace equation (2) in R2\G2: Consequently, w2½m0ðxÞ
satisﬁes the homogeneous Dirichlet problem in interior domain Dn bounded by G2n;
where n ¼ 2;y; N2:
w2½m0ðxÞAC0ðDnÞ-C2ðDnÞ;
Dw2½m0ðxÞ ¼ 0; xADn;
w2½m0ðxÞjG2n ¼ 0:
It follows from maximum principle for harmonic functions [13] that this problem has
only the trivial solution: w2½m0ðxÞ  0; xADn; for n ¼ 2;y; N2: Hence w2½m0ðxÞ  0
in D1\ð
SN2
n¼2 G
2
nÞ; where D1 is interior domain bounded by G21: Using the jump
formula [13] on G2\G21 for normal derivative of the single-layer potential included in
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w2½m0ðxÞ; we obtain m0ðxÞ  0; xAG2\G21: Therefore
w2½m0ðxÞ ¼ 	 1
2p
Z
G21
m0ðsÞ ln jx 	 yðsÞj ds
þ 1
2p
1
c
Z
G21
m0ðsÞ ds
Z
G21
ln jx 	 yðsÞj dsþ
Z
G21
m0ðsÞ ds
and w2½m0ðxÞ  0 in D1: According to properties of single-layer potential [13], the
function w2½m0ðxÞ is continuous in R2; harmonic in R2\G21 and has the following
behaviour at inﬁnity:
w2½m0ðxÞ ¼
Z
G21
m0ðsÞ dsþ Oðjxj	1Þ; jxj ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
x21 þ x22
q
-N: ð29Þ
So, w2½m0ðxÞ satisﬁes the homogeneous Dirichlet problem in the exterior domain D0
bounded by G21:
w2½m0ðxÞAC0ðD0Þ-C2ðD0Þ;
Dw2½m0ðxÞ ¼ 0; xAD0;
w2½m0ðxÞjG21 ¼ 0;
jw2½m0ðxÞjoconst; jxj-N:
It can be shown with the help of [13, Section 24.10] that this problem has only a
trivial solution: w2½m0ðxÞ  0; xAD0: Hence, w2½m0ðxÞ  0 in R2\G21: From (29) we
have
R
G21
m0ðsÞ ds ¼ 0: Therefore,
w2½m0ðxÞ ¼ 	 1
2p
Z
G21
m0ðsÞ ln jx 	 yðsÞj ds  0; xAR2\G21:
It follows from the jump formula [13] for normal derivative of the single-layer
potential w2½m0ðxÞ on G21 that m0ðsÞ  0 on G21:
Consequently, if sAG; then m0ðsÞ  0; m0ðsÞ ¼ m0ðsÞQ	1ðsÞ  0; and it follows from
the homogeneous identity (20) for m0ðsÞ and G00 ;y; G0N1	1 that G0 ¼
ðG00 ;y; G0N1	1Þ
T  0: Hence, *m0  0 and we arrive at the contradiction to the
assumption that *m0 is a non-trivial solution of the homogeneous equation (27). Thus,
the homogeneous Fredholm equation (27) has only a trivial solution in C0ðGÞ  EN1 :
We have proved the following assertion.
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Theorem 3. If G1AC2;l; G2AC2;0; lAð0; 1; then (27) is a Fredholm equation of the
second kind in the space C0ðGÞ  EN1 : Moreover, Eq. (27) has a unique solution *m ¼
ðm
G
ÞAC0ðGÞ  EN1 for any *F ¼ FH
 
AC0ðGÞ  EN1 :
As a consequence of Theorem 3 and the lemma we obtain the corollary.
Corollary. If G1AC2;l; G2AC2;0; lAð0; 1; then Eq. (27) has a unique solution *m ¼
m
G
 
AC0;pðG1Þ-C0ðG2Þ  EN1 for any *F ¼ FH
 
AC0;pðG1Þ-C0ðG2Þ  EN1 ; where p ¼
minfl; 1=2g:
We recall that *F belongs to the class of smoothness required in the corollary if
conditions (5) hold. Besides, Eq. (27) is equivalent to system (23), (24). As mentioned
above, if function mðsÞAC0;pðG1Þ-C0ðG2Þ; and constants G0;y; GN1	1 solve
Eqs. (23), (24) then the function mðsÞ ¼ mðsÞQ	1ðsÞACp1=2ðG1Þ-C0ðG2Þ solve system
(16)–(18), which is equivalent to system (15), (16). We obtain the following
statement.
Theorem 4. If G1AC2;l; G2AC2;0 and conditions (5) hold, then system (15), (16) has a
solution mðsÞ from Cp
1=2ðG1Þ-C0ðG2Þ with p ¼ minf1=2; lg: This solution is expressed
by the formula mðsÞ ¼ mðsÞQ	1ðsÞ; where mðsÞ from C0;pðG1Þ-C0ðG2Þ is found by
solving the Fredholm equation (27), which is uniquely solvable.
Remark. The solution mðsÞ of system (15), (16) ensured by Theorem 4, is unique
in the space C
po
1=2ðG1Þ-C0ðG2Þ for any poAð0; p: The proof can be given by a
contradiction to the assumption that the homogeneous equations (15), (16)
have a non-trivial solution in this space. The proof almost coincides with
the proof of Theorem 3. Consequently, the numerical solution of equations (15),
(16) can be obtained by the direct numerical inversion of the integral operator from
(15), (16). In doing so, Ho¨lder functions can be approximated by continuous
piecewise linear functions, which also obey Ho¨lder inequality. The simpliﬁcation
for numerical solving Eqs. (15), (16) is suggested in the remark to Eq. (16) in
Section 3.
On the basis of Theorems 2 and 4 we arrive at the ﬁnal result.
Theorem 5. If G1AC2;l; G2AC2;0 and conditions (5) hold, then the solution of Problem
U exists, belongs to the class K and is given by (10), where nðsÞ is defined in (13), while
mðsÞ is a solution of Eqs. (15), (16) in Cp
1=2ðG1Þ-C0ðG2Þ with p ¼ minf1=2; lg; ensured
by Theorem 4.
It can be checked directly that the solution of Problem U constructed in Theorem
5 satisﬁes condition (1) with e ¼ 	1=2: Explicit expressions for singularities of the
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solution gradient at the end-points of the open curves can be easily obtained with the
help of formulas presented in [2].
Theorem 5 ensures existence of a classical solution of Problem U when
G1AC2;l;G2AC2;0; and conditions (5) hold. The uniqueness of the classical
solution follows from Theorem 1. It appears, that in our assumptions the
classical solution of Problem U belongs to the smoothness class K. On the
basis of our consideration we suggest the following scheme for solving Problem U.
First, we ﬁnd the unique solution of the Fredholm equation (27) from C0ðGÞ  EN1 :
This solution automatically belongs to C0;pðG1Þ-C0ðG2Þ  EN1 ; p ¼ minfl; 1=2g:
Second, we construct the function mðsÞ ¼ mðsÞQ	1ðsÞACp1=2ðG1Þ-C0ðG2Þ: This
function solves Eqs. (15), (16) in the required Banach space. Finally,
putting nðsÞ from (13) and mðsÞ in (10), we obtain the solution of Problem U from
the class K.
5. Behaviour of the gradient of the solution at the tips of the cuts
As noted at the end of Section 4, the gradient of the solution of Problem U might
be unbounded at the ends of the contour G1; where (1) holds with power e ¼ 	1=2:
We will now make a detailed investigation of the behaviour of ruðxÞ at the ends of
G1: Let xðdÞ be one of these end-points. In the neighbourhood of xðdÞ; we introduce
the system of polar coordinates
x1 ¼ jx 	 xðdÞj cos j; x2 ¼ jx 	 xðdÞj sin j:
We assume that jAðaðdÞ; aðdÞ þ 2pÞ if d ¼ a1n and jAðaðdÞ 	 p; aðdÞ þ pÞ if d ¼ b1n:
We recall that aðsÞ is the angle between the direction of the Ox1 axis and the tangent
tx to G1 through the point xðsÞ: Hence, aðdÞ ¼ aða1n þ 0Þ if d ¼ a1n and aðdÞ ¼
aðb1n 	 0Þ if d ¼ b1n: Thus, the angle j varies continuously in the neighbourhood of
the point xðdÞ; cut along the contour G:
We will use the notation m1ðsÞ ¼ mðsÞjs 	 dj1=2 ¼ Q	1ðsÞmðsÞjs 	 dj1=2: Let
m1ðdÞ ¼ m1ða1nÞ ¼ m1ða1n þ 0Þ if d ¼ a1n; and m1ðdÞ ¼ m1ðb1nÞ ¼ m1ðb1n 	 0Þ if d ¼ b1n:
The derivatives of harmonic logarithmic and angular potentials can be represented
in terms of a Cauchy integral in a complex plane:
@
@x1
w1½ZðxÞ þ i @
@x1
v1½ZðxÞ ¼ D½Zðx˜Þ;
@
@x2
w1½ZðxÞ þ i @
@x2
v1½ZðxÞ ¼ iD½Zðx˜Þ;
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where
D½Zðx˜Þ ¼ 1
2p
Z
G1
ZðsÞe	iaðsÞ dy˜ðsÞ
y˜ðsÞ 	 x˜ ;
y˜ðsÞ ¼ y1ðsÞ þ iy2ðsÞ; x˜ ¼ x1 þ ix2;
aðsÞ is the angle between the tangent vector ty at the point yðsÞ and the Ox1 axis.
Using the representation for the derivatives of harmonic potentials in terms of
Cauchy type integrals and using the properties of these integrals near the ends of the
integration line, established in [12, Section 22], one can prove the following assertion.
Theorem 6. Let x-xðdÞAX : Then in the neighbourhood of the point xðdÞ the
derivatives of the solution of Problem U have the following behaviour:
@
@x1
uðxÞ ¼ ð	1Þm m1ðdÞ
2jx 	 xðdÞj1=2
cos g
	 ð	1Þm nðdÞ
2p
½	sin aðdÞ ln jx 	 xðdÞj þ j cos aðdÞ þ Oð1Þ;
where m ¼ 0; g ¼ 1
2
ðjþ aðdÞ 	 pÞ if d ¼ a1n; and m ¼ 1; g ¼ 12 ðjþ aðdÞÞ if d ¼ b1n;
@
@x2
uðxÞ ¼ ð	1Þm m1ðdÞ
2jx 	 xðdÞj1=2
cos g	 ð	1Þm nðdÞ
2p
 ½cos aðdÞ ln jx 	 xðdÞj þ j sin aðdÞ þ Oð1Þ;
where m ¼ 0; g ¼ 1
2
½jþ aðdÞ 	 p if d ¼ a1n; and m ¼ 1; g ¼ 12 ½jþ aðdÞ 	 p if d ¼ b1n:
By Oð1Þ we denote functions which are continuous at the point xðdÞ: Moreover,
functions denoted as Oð1Þ are continuous in the neighbourhood of the point xðdÞ cut
along the contour G1:
The formulas in the theorem establish the following curious fact. In the general
case, the derivatives of the solution of Problem U near the end xðdÞ of contour G1
behave as Oðjx 	 xðdÞj	1=2Þ þOðln jx 	 xðdÞj	1Þ: However, if m1ðdÞ ¼ nðdÞ ¼ 0; then
ruðxÞ will be bounded and even continuous at the point xðdÞAX : In this case we
observe the effect of disappearance of singularities. Such an effect cannot be found
with the help of local methods for analysis of singularities of boundary-value
problems. Constants m1ðdÞ and nðdÞ have the form of functionals acting on the
functions speciﬁed in the boundary condition (3). Singularities may disappear on
certain tips of the cuts for certain functions in (3).
Acknowledgments
The research was supported by the RFBR Grants 02-01-01067.
ARTICLE IN PRESS
P.A. Krutitskii / J. Differential Equations 198 (2004) 422–441440
References
[1] S.A. Gabov, An angular potential and its applications, Math. USSR Sbornik 32 (4) (1977) 423–436.
[2] P.A. Krutitskii, Dirichlet problem for the Helmholtz equation outside cuts in a plane, Comput. Math.
Math. Phys. 34 (8/9) (1994) 1073–1090.
[3] P.A. Krutitskii, On the electric current from electrodes in a magnetized semiconductor ﬁlm, IMA
J. Appl. Math. 60 (1998) 285–297.
[4] P.A. Krutitskii, Wave propagation in a 2-D external domain bounded by closed and open curves,
Nonlinear Anal., Theory, Methods Appl. 32 (1) (1998) 135–144.
[5] P.A. Krutitskii, The 2-D Neumann problem in a domain with cuts, Rend. Mat., Ser. 7 (19) (1999)
65–88.
[6] P.A. Krutitskii, The Dirichlet problem for the 2-D Laplace equation in a multiply connected domain
with cuts, Proc. Edinburgh Math. Soc. 43 (2000) 325–341.
[7] P.A. Krutitskii, Wave scattering in a 2-D exterior domain with cuts: the Neumann problem, ZAMM
80 (8) (2000) 535–546.
[8] P.A. Krutitskii, The oblique derivative problem for the Helmholtz equation and scattering tidal
waves, Proc. Roy. Soc. London, Ser. A 457 (2001) 1735–1755.
[9] D. Medkova, The third boundary value problem in potential theory for domains with a piecewise
smooth boundary, Czechoslovak Math. J. 47 (122) (1997) 651–679.
[10] D. Medkova, Solution of the Neumann problem for the Laplace equation, Czechoslovak Math. J. 48
(123) (1998) 763–784.
[11] D. Medkova, Solution of the Robin problem for the Laplace equation, Appl. Math. 43 (2) (1998)
133–155.
[12] N.I. Muskhelishvili, Singular Integral Equations, Noordhoff, Groningen, 1972 (3rd Russian edition:
Nauka, Moscow, 1968).
[13] V.S. Vladimirov, Equations of Mathematical Physics, Marcel Dekker, New York, 1971 (4th Russian
edition: Nauka, Moscow, 1981).
ARTICLE IN PRESS
P.A. Krutitskii / J. Differential Equations 198 (2004) 422–441 441
