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ABSTRACT 
In the linear regression model. the asymptotic distributions of certain functions of confidcncc 
bounds of a class of cunfidence intervals for the regrczsion parameter arc investigated. The class of 
confidence intervals we consider in this paper are based on the usual linear rank statistics (signed 
as well as unsigned). Under suitable assumptions. i f  the confidence intervals are based on the signcd 
linear rank statistics. it is established that the lengths. properly normalized, of the confidcnce 
intervals converge in law to the standard normal distributions: i f  the confidence intervals arc based 
on the unsigned linear rank statistics. it IS then proved that a linear function of the confidence bounds 
converges in law to a normal distribution. 
RESUME 
On aborde rci, danx Ie cadre d'un modele de rdgression lincaire. le comportement de ccrtaines 
fonctions des homes d'une classe d'intervalles de confiancc. La classe d'intcrvalles de confiance qtic 
nous considcrons est construite h partir des statistiqucs de rangs lineaires habituclles. Sous certaines 
hypotheses, et en supposant que ICS intervalles de confiance sont bas& sur dcs statistiques lineaires 
de rangs signis, on montre que Ies longueurs renormalisdes des intervalles de confiance convcrgent 
en loi vers unt. distribution normale centrdc-reduite. Si les intervalles de confiance provienncnt de 
statistiques IinCaires de rangs non-signes, on montre en outre qu'une combinaison lincairc des bornes 
de confiance converge en loi vers une distribution normale. 
1. INTRODUCTION 
For each N 2 I ,  let Y,+,. 1 5 i 5 N ,  be independent random variables. Assume that 
( 1 . 1 )  
where A is an unknown real parameter in the interval [ - M .  M ]  for some M > 0, the rf, , 's  
are known real constants. and X # , ,  . . . , X N N  are independent and identically distributed 
random variables with common unknown cumulative distribution function F ( x ) .  We 
assume that F E 4 ,  where 
Y,,,, = X,&,  + Ad,,,,. i = I , . . . .  N ,  N = I .  2 , . . . .  
:":The original. more detailed, vcrsion c i t  this paper IS available upon request to the authors. 
-1-Researrh supported by National Srlence Foundation Grant MCS X30I409, 
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9 = F : F is absolutely continuous, 
f ( x )  = F ’ ( x )  is absolutely continuous, and 
F has finite Fisher’s information, i.e. 
{ 
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(1 .2 )  
The confidence intervals of the paramter A we shall study are based on the linear rank 
statistics 
and 
respectively, where Y = X + A d  denotes the N-dimensional random vector 
( Y N ,  , YN2. . . . , Y”).  [In our study, we shall use the customary notation V for the vector 
( V N ,  V N Z ,  . . . , V N N ) ] ;  the cN,’s are known constants; R;, is the rank of I Y N ,  I among 1 Y N I  1, 
1 yN,,  1 . . , I  Y N N  1; R N ,  is the rank of YN, among YNI , Y N L . .   . , Y”; sgn(y) = I or - I 
according as y 2 0 or < 0; and + (the score-generating function) satisfies the following 
conditions: 
$ is nonnegative, nonconstant and nondecreasing on [O, I ] ,  
+co, = 0, 
+’,’ is absolutely continuous, 
ju [ + f ” ( U ) ] * d u  .= 03. ( 1.5)  
Now, let <p denote the cumulative distribution function of the standard normal distribu- 
tion. For any a with 0 < a < 1 we shall consider the confidence sets of A of the forms 
0,‘ = { t : ( S i ( Y  - td)[  5 u:} (1.6) 
where 
--> 2 
and 
(1.7) 
( 1.8) 
with 6 = Ji + ( u ) d u .  
ln what follows, we shall use the symbols PA,,  and P o  to mean that the probabilities are 
computed respectively for A = A,) and A = 0 in ( I. 1 ). In Section 2 ,  we shall prove that 
under proper assumptions on the cN,’s ,  the dNI ’s  and F (symmetric) the confidence sets 
( I .6) are actually confidence intervals such that the lengths converge in PA, ,  probability 
to some constants for any A,, E [ -M,  MI;  furthermore, after suitable normalization, they 
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converge in distribution to the standard normal one. Similar results will be derived in 
Section 3 for the confidence sets ( 1.7),  with the exception that a linear function of the 
confidence bounds is proved to be asymptotically normal. (This result generalizes the one 
obtained by Juretkova (1973). in which the statistic SNiY) defined by ( 1.4) is of Wilcoxon 
type [i.e., + ( u )  = u in i I . 4 ) ]  and c = d . )  Our methods are mainly adaptations of the 
ideas of Antille (19721, van Eeden (1972), and Juretkova (1973). 
2. CONFIDENCE INTERVALS BASED ON THE SIGNED LINEAR RANK 
STATISTICS 
In  this section, in addition to the assumptions stated in Section I ,  we further assume that 
(2 .1)  the distribution function F is symmetric about zero. 
We also make the following assumptions on the c's and d ' s :  
N N 
max I dN, I = O(N-4) ;  lim (E cN, dN, j = y > 0; (2.3) 
(2 .4)  
I 5 t - N  N + ,  ,;I 
L ' N ,  dhl 2 O for LiII i = I ,  2 , .  . . , N ,  N = I ,  2 , .  . . ; 
( I C N , )  - IcN/\)()dN!) - l ~ ~ N / l ) 2 0  
for all i , , j  = I ,  2 , . .  . , N ,  N = I ,  2 , .  . . .  (2 .5)  
Then, we have the following 
LEMMA 2.1. Under the assumptions ( 1 . 1  )-( 1.3), ( I . 5 ) ,  and (2.  I )-( 2 . 3 ,  it holds true 
for anv A,) E [ - M ,  MI and a E (0, I ) that 
lim P,,,[A, E 031 = a .  
N - 7  
Prouf. From (1.3), (1.6). and (1.8).  we have 
PA,,[Ao E = PA,,[ISi(Y - Aod)l 5 .:I 
= P"[(S,:(Y)( 5 u:1 
where the convergence follows from Theorem 17 of HuSkova (1970) and Lemma V .  I .6a 
of Hajek and Sidak (1967). 
JXNI 1 .  [Thus F * ( x )  = 2 F ( x )  - I if x 2 0, and F * ( x )  = 0 otherwise.] 
Q.E.D. 
Throughout this section, we shall use F* to denote the cumulative distribution function 
Now let us denote 
A, = sup{r:Sd(Y - rd) > u,'} (2 .6)  
and 
A; = inf{r:Si(Y - rd) < -u , ' } .  (2 .7)  
It follows from the assumptions of this section and Theorem 3. I of van &den (1972) that 
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the statistics Sa(Y - fd) is a nonincreasing step function oft for fixed Y with probability 
I .  Therefore, we have almost surely that 
DL = (A;, A:). (2.8) 
The following lemma states that for any A,, E [ - M ,  MI ,  the lengths of the above 
and the confidence sets Df defined by ( 1.6) are actually confidence intervals. 
intervals converge to some constant in Pp,,-probability. 
L E M M A  2.2 Under the ussumpfions ( I .  I )-( I . 3 ) .  ( I . S ) .  and (2.  I ) - (  2.5), it holds true 
fbr tiny A,, E [ - M ,  M )  that 
in PA,,-probabilitv, ( A N  - t  - AN)+ B,' 
where 
B,: = u : (  2y ~l4 ' ( f * (x) ) , f?odx)- . '  (2 .9)  
und u,: is  defined by ( I . 8 ) .  
The proof is given in the Appendix. 
Let W be a random variable with cumulative distribution function F* . We define 
where 2Bl  = V d r [ + ' ( F * ( W ) ) , f ( W ) ] ,  2B2 = C u v [ + ' ( F : ' : ( W ) ) , f ( W ) ,  I ; + " ( F : g ( v ) )  
/ '(y)dv], and 2B3 = V0rL.f; ~ " ( F * ( v ) ) . f ~ ( v ) d v ] .  
Tiit,OKEM 2.1 Under the assumptions ( I .  I )-( I . 3 ) ,  ( I . 5 ) ,  und(2 .1 ) - (2 .3 ) ,  the random 
process 
A E [-c, C I )  
cnnvcrges weakly to the GuuJsiun process { A Z :  A E [ - C ,  C]}, where Z i s  a rcindom 
vuriuble having the stundard normal distribution, and C is an arbitrary positive reul 
tiurnhtir . 
For proof of this theorem, see Puri and Wu (1984). 
Remurk 2.1 .  By using the Cauchy-Schwarz inequality, it can be readily shown that 
Using the above theorem, we are able to prove the following lemma. 
A,' = O ( N )  under the assumptions (1.2).  (1.51, and (2.1)-(2.3). 
LEMMA 2.3. Under assumptions ( I .  I ) - (  1.3). ( I . 5 ) ,  arid (2 .  I )-(2.S), we havefor any 
real number v that 
1984 NONPARAMETRIC CONFIDENCE INTERVALS 22 1 
where Bd > 0 is defined in ( 2.9 ) arid A N  i s  cllfitied in ( 2. 10). 
Proof. We first prove ( i ) .  Let us define for N = I ,  2 , .  . . 
2 T,: = {(A: - A, - 'I-' if (A; - A, - -1 N =+ 0, 
0 otherwise 
It follows from Lemma 2.2 that 
in  P A,,-probability. (2.1 I )  { I  T i  - (B ,"  ) -  
We now proceed by using arguments similar to those in Theorem I l l  of Antille (1972). 
More specifically, since A: and 6 ,  are bounded in P A,,-probability and PAI,[Td = 01 ---$ 
0, there exists M '  > 0 such that 
for all large N and arbitrary E > 0. Therefore. for any real number v ,  we have 
PAl){Ti[YE(Ao - (A, + L)) N - Y':(Ail - ( A d  - h ) ) ]  5 v )  
1 
5 PAl){ T;  [YE(Ao - (A; + i) ] - %:(Ai) - [A; - $1 I] 5 v ,  T $  # 0, 
for any arbitrary F > 0 and all large N .  I t  now follows from (2 .12)  and Theorem 2. I that 
= P [ Z  5 v] .  (2 .13)  
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where Z - N(0, I ). 
Similarly, we have 
Hence 
- lim PAl,{ T i  
2 P [ Z  I y]. ( 2 . 1 4 )  
( 2 . l l ) ,  ( 2 . 1 3 )  and ( 2 . 1 4 )  imply 
2 ; ( A , ,  - (A. + i)) - X E ( A , ,  - (A: - A)) + N(0, ( B : ) * )  ( 2 . 1 5 )  
in distribution. ( i )  now follows from ( 2 . 1 5 )  and the fact that 8 A N  ' N - l  Xyz I cN, dNi  J;; 
+ ' ( F * ( x ) ) f ' ( x ) d x - ,  0 as N -  m, which follows from Remark 2.1 and ( 2 . 3 ) .  
( i i )  can be proved similarly. Q.E.D. 
The main result of this section is the following theorem. 
THEOREM 2.2  under thrassumptions ( ] , I ) - (  1.3), ( 1 . 5 ) .  a n d ( 2 . 1 ) - ( 2 . 5 ) ,  
( 2 . 1 6 )  
in distribution, where a; = YB,: (x:=, c N I d N , ) - ' ,  ,yN = ~ A , ( B , + ) '  ( 2  ~i " ;  I C N , d N i U ;  ) - I ,  
und u: , AN, and B,: are dejined by ( l . 8 ) ,  ( 2 .  lo), and ( 2 . 9 ) ,  respectively. 
Proof: From (4.1 I ) (in the Appendix) and ( i )  of Lemma 2.3 ,  we have 
- 1  - t 
S N  (AN - A, - ( I ; ) +  N(0, I )  
Similarly, from ( 4 . 1 0 )  (in the Appendix) and ( i i )  of Lemma 2 . 3 ,  
for any real number y .  The proof follows as an immediate consequence of ( 2 . 9 ) ,  ( 2 . 1 7 ) ,  
and ( 2 . 1 8 ) .  Q.E.D. 
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3. CONFIDENCE INTERVALS BASED ON THE UNSIGNED LINEAR RANK 
STATISTICS 
In this section, we do not need the assumption that F is symmetric about zero. We make 
the following assumptions on the c ' s  and ( 1 ' s :  
N N N h. 
C c N , = 2 d d N , = 0 .  C c i , = C d i , = I ,  N = 2 , 3  , . . . ,  ( 3 . 1  
( 3 . 2  
, I  I -  I I -  I , I  
max 1 c N ,  1 = O(N-41,  niax Id,, I = O ( N - i ) ,  
I .  ,-.,,v I .  I .  N 
i cN,  - c N / )  (dN(  - d,vI)  2 0 for i . ;  = 1, 2 . .  . . , N ,  N = I ,  2 , .  . . . (3 .4)  
The results of this section can be derived by using arguments similar to those in deriving 
the results in the previous section. Therefore, we shall not give too many details. 
LEMMA 3. I .  Under the assumptions ( I .  I ) - (  I . 2 ) ,  ( I .4) - i  I . 5 ) ,  und (3.1 )-(3.4) ,  ir 
h o / d s t r u e j u r u n y A , , E  [ - M , M ] u r z d a  E (0,  I ) t h a t  
lim P , , , [Au E D N ]  = a. 
Proof. Similar to the proof of Lemma 2 .  I (replace 0; by D N ,  S i  by SN, and 11: by u( , ) .  
The convergence follows from Theorem V.1.6.a and Lemma V.1.6.a of Hajek and Sidak 
(1967). Q.E.D. 
N +  I 
Denote 
Af, = sup{ t :SN(Y - f d )  > u , ~ }  (3.5) 
and 
61, = i n f { t : S , ( Y  - t d )  < - u u } .  (3 .6 )  
I t  follows from the assumptions of this section and Theorem 2 .  I of  JureEkovi (1969) 
that with probability I the statistics S N ( Y  - t d )  is a nonincreasing step function of t .  
The re fore 
D N  = (A; ,  A;) ( 3 .7 )  
and the confidence sets D ,  defined by ( I . 7 )  are actually confidence intervals. 
P A,,-probability for any A,)  E [ - M ,  M I .  
L E M M A  3 . 2 .  Under the ussumptions ( l . l ) - ( l . 2 ) ,  (l.4)-(1.5), and (3.1)-(3.4),  i t  
holds true,fur uny A,, E [ - M ,  M ]  [hut 
The lengths of the above confidence intervals converge to some constant in 
where 
(3 .8)  
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Proof'. By (3.1 )-(3.3), and by Lemma V.1.6.a and Theorem V1.2.4 of Hajek and Sidak 
(19671, we can proceed as in (2.10) (replace by A;, S i  by S N ,  and u,' by u,) to obtain 
that A(, is asymptotically normal with mean 
and variance 
I t  can similarly be shown that A: is asymptotically normal with mean 
and variance (3.10). Thus 6; and A; are both bounded in probability. I t  follows from the 
assumptions of this lemma and Theorem 3. I of Jurefkova (1969) that for any E > 0 
when 6, = A(, as well as A;. Equation (3.12) implies 
(A); - A;) y I^  - %  $ ' ( F ( x ) )  f ' ( x ) d x  
- I S N ( U -  ( A ; +  ( - 1 ) ' i ) d )  I - S N ( Y  - ( A ) ; +  ( - l ) ' t l L ) d ) ] + O  
SN(Y - ( 6 ;  - i ) d )  I - SN(Y - (A; + N j d )  I 
N 
in PA,,-probability (3.13) 
for both i = 1 and i = 2. But (3.5) and ( 3 . 6 )  iniply 
(3.14) 2 2 ~ ,  
and 
(3.15) SN(Y - (A; + i ) d )  - SN(Y - (A; - i ) d )  1 5 ZU,. 
The proof follows from (3.13)-(3.15) immediately. Q.E.D. 
Now let X be a random variable with cumulative distribution function F .  Denote 
v ,  = 2+'(F(X))f(X),  vz = J~'+"tFcv,,f ' (v,r~,  (3.16) 
I N  t;; = 4 c c;, d;, Var(V1) 
I -  I 
+ ;( < ' N l  d,Wj)l  [i Vflr(V1) + 2 c o z ~ ( v ] ,  Vz) + vflr(V,)], (3.17) 
1 ; '  
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(3.18) 
and 
THEOREM 3. I .  Under the as.sumptions ( I .  I )-( I .2) ,  ( 1.4)-( I . 5 ) ,  and (3.  I ) - ( 3 . 3 ) ,  let 
C be an arbitrary positive rrul numher. TIIen the random process 
{ 2 N ( A )  = E,'[S,v(X + Ad)  - S,v(X) - A ( l N  - A'bN]:A E [-C, C]} (3.20) 
converges weakly to the Gaussian process { A Z :  A E [ - C ,  C ] } .  where Z - N(0, I ). 
For proof see Carlson ( I982 ).  
Remiirk 3.1. In view of (1.21, ( I S ) ,  ( 3 . 1 ) - ( 3 . 3 ) ,  and the Cauchy-Schwarz in- 
equality, it can easily be shown that EN' = O ( N ) .  
LEMMA 3.3. Under the assumptions ( l . l ) - ( l . 2 ) ,  ( l . 4 ) - (  l.S), und (3.1)-(3.4), it 
holds true ,for uny r e d  number y m d  any A,, E [ - M .  M )  thut 
both.for i = 0 und i = 1 .  
Proof. Let i = 0. We define for N = I ,  2 ,  
I t  follows from Lemma 3.2 that T,y - ( B c , ) - '  in PAl,-probability. Noting that A; and 6,: 
are bounded in PAlt-probability and using Theorem 3. I ,  we can proceed as in deriving 
(2.12)-(2.15) (replace T :  by T N .  Y; by %, 6,; by A;, and 6,: by A;) to obtain 
I 
Y V ( A O  - (A!, t - Y N ( A l )  - (A;  - ,I) -+ N(0, BE) 
in distribution. But from (3.2) ,  (3.18)-(3.19), and Remark 3.1, we have 
(3.22) 
EN1 N - '  t l ~  - 0 and E,' b N  = O (  I). (3.23) 
(3.21) follows immediately from (3.20). (3.22)-(3.23), and Lemma 3.2. Similarly, we 
can prove (3.21) for the case i = I .  The proof follows. Q.E.D. 
The main result of this section is the following theorem. 
THEOREM 3.2. / f the~~.s .sutn/~t iot~.s(  1 . 1  1-( l . 2 ) , (  1.4)-~1.5),und(3.1)-(3.4)uresutis- 
,fied, then undrr h = A,,  it  holils true thut 
(ENB,), '  [ (A;  - A(V)fiN - (A; t d(V)B,,b,v - 2 ( u ,  - A , , B , ~ N ) ]  -+ N(0, I )  
in rlistrihution,for m y  A,,, E [ -M ,  MI ,  where B,, E N .  u N .  and bN are defined by (3 .8 ) ,  
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(3.17), (3.18), and (3.191, resprctivdy. 
Proqf. From (3.14), (3.15), and (3.211, we can proceed as in the proof of Theorem 2.2 
to obtain the desired results. Q.E.D. 
4. APPENDIX 
ProqfqfLernrnu 2.2. From the monotonicity of SA ( Y  - Id)  in I we have for any real 
number 6 that 
where the last equality is from (2 .3) ,  Theorem 17 of HuSkova ( 1970), and Lemma V. I .6a 
of Hajek and Sidak ( 1967). Equation (2.10) implies that 6 ,  is asymptotically normal with 
mean 
and 
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for any e > 0. Equations (4.6) and (4 .7)  imply 
- S: ( Y  - (A; + i ) d )  1 + 0 in P A,,-probability. (4.8) 
I 
- S,; ( Y  - ( 6 ;  - z ) d )  1 + 0 in P A,,-probability. (4.9) 
But (2.6) and ( 2 . 7 )  imply 
(4.10) S i j Y  - (A; - ; )d)  - S;(Y - (A; + z j d j  I 
S;(Y - (A. + I ) d )  - SL(Y - (A; - N ) d j  1 
2 2 ~ :  
and 
(4.  I 1  ) 5 2u,:. N 
Combining (4.8) and (4.10) yields for any F. > 0 that 
Similarly, combining (4.9) and (4 .  I 1  ) yields 
PA,,[4(A, - 6,) y i : $ ’ ( F * ( x ) ) f ? ( x ) d x  - 2u: > e ]  -+ 0. (4.13) 
( 4 . 1 2 )  and (4.13) lead to the desired result. Q.E.D. 
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