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KERNEL ESTIMATES FOR NONAUTONOMOUS KOLMOGOROV
EQUATIONS
MARKUS KUNZE, LUCA LORENZI, AND ABDELAZIZ RHANDI
Abstract. Using time dependent Lyapunov functions, we prove pointwise up-
per bounds for the heat kernels of some nonautonomous Kolmogorov operators
with possibly unbounded drift and diffusion coefficients.
1. Introduction
We study nonautonomous evolution equations
(1.1)
{
∂tu(t, x) = A (t)u(t, x) , (t, x) ∈ (s, 1]× Rd ,
u(s, x) = f(x) , x ∈ Rd ,
where the operators A (t) are defined on smooth functions ϕ by
(A (t)ϕ)(x) =
d∑
ij=1
qij(t, x)Dijϕ(x) +
d∑
i=1
Fi(t, x)Diϕ(x) ,
and s ∈ [0, 1). Throughout, we make the following assumptions on the coefficients.
Hypothesis 1.1. The coefficients qij , Fj (i, j = 1, . . . , d) are defined on [0, 1] × Rd
and
(1) there exists an ς ∈ (0, 1) such that qij , Fj ∈ C
ς
2 ,ς
loc ([0, 1]× Rd) for all i, j =
1, . . . , d. Moreover, qij ∈ C0,1((0, 1)× Rd);
(2) the matrix Q = (qij) is symmetric and uniformly elliptic in the sense that
there exists a number η > 0 such that
d∑
i,j=1
qij(t, x)ξiξj ≥ η|ξ|2 for all ξ ∈ Rd, (t, x) ∈ [0, 1]× Rd ;
(3) there exist a nonnegative function V ∈ C2(Rd) and a constant M ≥ 0
such that lim|x|→∞ V (x) = ∞ and we have A (t)V (x) ≤ M , as well as
η∆V (x) + F (t, x) · ∇V (x) ≤M , for all (t, x) ∈ [0, 1]× Rd.
Note that neither qij nor Fj (i, j = 1, . . . , d) are assumed to be bounded in R
d.
Under Hypothesis 1.1, it was proved in [14] that equation (1.1) is well posed in
the sense that, for every f ∈ Cb(Rd), there exists a unique function u ∈ Cb([s, 1]×
R
d)∩C1,2((s, 1]×Rd) such that (1.1) is satisfied. Moreover, there exists an evolution
family (G(t, s))t,s∈D ⊂ L (Cb(Rd)), where D := {(t, s) ∈ [0, 1]2 : t ≥ s}, such that
the unique solution u to (1.1) is given by u = G(·, s)f . It turns out that each
operator G(t, s) is a contraction. We recall that an evolution family is a family
(G(t, s))(t,s)∈D such that G(t, t) = idCb(Rd) and, for r, s, t ∈ [0, 1] with r ≤ s ≤ t,
the evolution law G(t, s)G(s, r) = G(t, r) holds. Furthermore, the evolution family
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can be represented in terms of transition kernels (or transition probabilities) pt,s
via the formula
(G(t, s)f)(x) =
∫
Rd
f(y)pt,s(x, dy) ,
for each x ∈ Rd and f ∈ Cb(Rd). We refer to Section 2 and [14] for a review of
these results.
It will be important for us to also consider the adjoint problem to the Cauchy
problem (1.1). Taking adjoints, time is reversed, whence in the adjoint problem on
the measures on Rd we have to prescribe final values rather than initial values. The
adjoint problem is governed by the adjoint operators G(t, s)∗. Given t ∈ [0, 1] and
a final value µt, the solution of the adjoint problem is given by µs := G(t, s)
∗µt,
for s ∈ [0, t]. We stress that the problem of the existence and uniqueness of the
solution of the adjoint problem to the Cauchy problem (1.1), with a prescribed final
condition, has been addressed in [2, 3, 4] even under weaker smoothness assumptions
on the coefficients of the operators A (t) than those we assume in this paper. For
more details we refer to the recent survey [7].
Given an interval I ⊂ [0, 1], we say that a family (µs)s∈I of probability measures
is an evolution system of measures if for t, s ∈ I with s ≤ t we have
(1.2) G(t, s)∗µt = µs .
Of particular importance is the case where I = [0, t] and µt = δx. In this case,
µs = G(t, s)
∗δx = pt,s(x, ·) are exactly the transition probabilities for our evolution
equation.
It can be seen that if t ∈ (0, 1] and (µs)s∈[0,t] is an evolution system of measures,
then for s < t the measure µs has a density ρ(s, ·) with respect to d-dimensional
Lebesgue measure. For more details see Section 2.
The aim of this paper is to study global regularity properties and pointwise
bounds of ρ as a function of (s, y) ∈ (a, b)× Rd for 0 < a < b < 1. More precisely,
we show, in the case of bounded diffusion coefficients, that ρ ∈ W 0,1k ((a, b) × Rd),
provided that ∫ b0
a0
∫
Rd
|F (σ, x)|kρ(σ, x) dx dσ <∞ ,
for all k > 1, and 0 < a0 < a < b < b0 < 1.
Thus, using time dependent Lyapunov functions and an approximation argument
we deduce global boundedness and pointwise estimates of ρ in the general case where
the diffusion coefficients are not supposed to be bounded. This is the main result
of this paper which generalizes in some sense Theorem 4.1 in [5] and Theorem 3.2
in [8].
In particular, putting µt = δx, we obtain pointwise estimates for the density of
the transition probabilities pt,s(x, ·) for any t ∈ (0, 1], s ∈ (0, t) and x ∈ Rd.
For autonomous and bounded diffusion coefficients similar results can be found
in [19, 1, 16]. For global regularity properties and pointwise estimates in the elliptic
and autonomous case, we refer to [6, 9, 17, 18, 20].
As an application we show that the transition kernels associated to the operator
(A (t)ϕ)(x) = (1 + |x|m)Tr(Q0(t, x)D2ϕ(x)) − b(t, x)|x|p−1〈x,∇ϕ(x)〉 satisfy
0 < pt,s(x, y) ≤ (t− s)−βe−δ0(t−s)
α|y|p+1−m , t ∈ (0, 1], s ∈ (0, t), x, y ∈ Rd ,
where m ≥ 0, p > max{m − 1, 1}, α > (p + 1 −m)/(p − 1) and δ0, β are suitable
positive constants. Here Q0 and b are, respectively, a matrix valued function and a
scalar function satisfying appropriate conditions. This generalizes the examples in
[9, 1].
Our approach is a combination of the approaches given in [19, 9].
KERNEL ESTIMATES FOR NONAUTONOMOUS KOLMOGOROV EQUATIONS 3
Notations. We write |x| for the Euclidean norm of x ∈ Rd and 〈x, y〉, or sometimes
x·y, for the inner product of x, y ∈ Rd. The open ball in Rd of radius r and centered
at 0 is denoted by Br. For a matrix Q ∈ Rd×d its trace is denoted by Tr(Q).
We write B(Rd) for the Borel σ-algebra on Rd, δx for the Dirac measure in x
and 1E for the characteristic function of a set E; 1 = 1Rd .
Concerning derivatives, we use the notations ∂tf :=
∂f
∂t , Dif :=
∂f
∂xi
, Dijf :=
∂2f
∂xi∂xj
. We also write ∇f for the spatial gradient of f . The positive part of a
function (or a number) f is denoted by f+.
We assume that the reader is familiar with the spaces Cr(Rd) (r ≥ 0). We
add a subscript “b” (resp. “c”) to denote the subspace of bounded functions (resp.
functions with compact support).
Now, let 0 ≤ a < b ≤ 1; we write Q(a, b) for the open cylinder (a, b) × Rd
and Q¯(a, b) for its closure [a, b] × Rd. We assume that the reader is familiar with
the parabolic Sobolev space W k,lp (Q(a, b)) and with the space C
k,l(Q(a, b)) (k, l ∈
N ∪ {0}, p ∈ [1,∞]). If a function f ∈ Ck,l(Q(a, b)), along with its derivatives, has
continuous extensions to Q¯(a, b), it belongs to Ck,l(Q¯(a, b)). We also consider the
spaces
Ck,lc (Q(a, b)) = {φ ∈ Ck,l(Q(a, b)) : supp(φ) ⊂ (a, b)×BR for some R > 0} ,
Ck,lc (Q¯(a, b)) = {φ ∈ Ck,l(Q¯(a, b)) : supp(φ) ⊂ [a, b]×BR for some R > 0} .
Note that we are not requiring that u ∈ Ck,lc (Q¯(a, b)) vanishes at t = a, t = b. The
canonical norm in Lp(a, b;Lq(Rd)) is denoted by ‖ · ‖p,q. When p = q, we either
write ‖ · ‖Lp(Q(a,b)) or simply ‖ · ‖p.
For ς ∈ (0, 1), Cς/2,ς(Q¯(a, b)) is the usual parabolic Ho¨lder space. We use the
subscript “loc” to denote the space of all f ∈ C(Q¯(a, b)) which are (ς/2, ς)-Ho¨lder
continuous in [a, b]×K for any compact set K ⊂ Rd. Similarly, C1+ς/2,2+ς(Q¯(a, b))
(resp. C
1+ς/2,2+ς
loc (Q¯(a, b))) is the set of all functions f such that ∂tf , Dif and Dijf
(i, j = 1, . . . , d) belong to Cς/2,ς(Q¯(a, b)) (resp. C
ς/2,ς
loc (Q¯(a, b))).
We use also the space H p,1(Q(a, b)) (cf. [13]) of all functions u ∈ W 0,1p (Q(a, b))
such that the distributional derivative ∂tu belongs to the space (W
0,1
p′ (Q(a, b)))
′,
where 1/p+ 1/p′ = 1. The space H p,1(Q(a, b)) is endowed with the norm
‖f‖H p,1(Q(a,b)) = ‖∂tf‖(W 0,1
p′
(Q(a,b)))′ + ‖f‖W 0,1p (Q(a,b)) .
With a slight abuse of notation, we indicate by∫
Q(a,b)
v∂tu dt dx
the pairing between ∂tu ∈ (W 0,1p′ (Q(a, b)))′ and v ∈W 0,1p′ (Q(a, b)).
2. Preliminaries
2.1. The associated evolution family. We recall some basic properties of the
evolution family (G(t, s))(t,s)∈D .
Lemma 2.1. For (t, s) ∈ D and x ∈ Rd, there exists a unique Borel probability
measure pt,s(x, ·) such that
(G(t, s)f)(x) =
∫
Rd
f(y)pt,s(x, dy) ,
for each f ∈ Cb(Rd). Moreover, the following properties hold.
(1) pt,t(x, ·) = δx. For s < t, the measure pt,s(x, ·) is equivalent to the Lebesgue
measure.
4 M. KUNZE, L. LORENZI, AND A. RHANDI
(2) For fixed A ∈ B(Rd) and (t, s) ∈ D, the map x 7→ pt,s(x,A) is Borel
measurable.
(3) If A ∈ B(Rd) has strictly positive Lebesgue measure, then pt,s(x,A) =
(G(t, s)1A)(x) > 0, for all (t, s) ∈ D, with t > s, and x ∈ Rd.
Proof. (1) and (2) are part of [14, Proposition 2.4], (3) is [14, Corollary 2.5]. 
In view of Lemma 2.1, pt,s(x, dy) admits a density with respect to the Lebesgue
measure for any 0 < s < t ≤ 1 and any x ∈ Rd, which with a slight abuse of
notations we also denote by pt,s(x, y).
By construction of the evolution operator, it is clear that for f ∈ Cb(Rd), x ∈ Rd
and s ∈ [0, 1), the map t 7→ (G(t, s)f)(x) is differentiable and ddt(G(t, s)f)(x) =
(A (t)G(t, s)f)(x) for t > s. In what follows, it will be important to have also
information about the derivative with respect to s.
Lemma 2.2. Let ϕ ∈ C1,2c (Q¯(0, 1)). Then, for t ∈ (0, 1] and x ∈ Rd, the function
s 7→ (G(t, s)ϕ(s))(x) is differentiable in [0, t] and
∂s(G(t, s)ϕ(s)) = G(t, s)∂sϕ(s)−G(t, s)A (s)ϕ(s) for all s ∈ [0, t] .
Proof. In the case where ϕ is replaced with a function ψ ∈ C2c (Rd), the result was
proved in [14, Lemma 3.2]. To prove the general case, fix t ∈ (0, 1], s ∈ [0, t] and
x ∈ Rd. Then, for h ∈ R such that s+ h ∈ [0, t] we have
(2.1)
(G(t, s+ h)ϕ(s+ h))(x) − (G(t, s)ϕ(s))(x)
h
=
[
G(t, s+ h)
ϕ(s+ h)− ϕ(s)
h
]
(x) +
(G(t, s+ h)ϕ(s))(x) − (G(t, s)ϕ(s))(x)
h
.
Applying [14, Lemma 3.2] with ψ(x) := ϕ(s, x), it follows that the second term
on the right hand side of (2.1) converges to −(G(t, s)A (s)ϕ(s))(x) as h → 0. To
handle the first term, let us write ∆h(y) := h
−1(ϕ(s + h, y) − ϕ(s, y)). Since ∂sϕ
is uniformly continuous, it follows that ∆h → ∂sϕ(s), uniformly on Rd. Using that
‖G(t, s+ h)‖L (Cb(Rd)) = 1, we see that
|(G(t, s+ h)∆h)(x) − (G(t, s)∂sϕ(s))(x)|
≤‖∆h − ∂sϕ(s)‖∞ + |(G(t, s + h)∂sϕ(s))(x) − (G(t, s)∂sϕ(s))(x)| → 0 ,
as h → 0, since the last term in the equation above tends to 0 as h → 0 as a
consequence of [14, Lemma 3.2]. 
Let us note some properties of evolution systems of measures.
Lemma 2.3. Let t ∈ (0, 1] and (µs)s∈[0,t] be an evolution system of measures. Then
(1) for s < t, the measure µs is absolutely continuous with respect to Lebesgue
measure;
(2) for A ∈ B(Rd), the map [0, t] ∋ s 7→ µs(A) is Borel measurable.
Proof. (1) It follows from the structure of G(t, s) that µs(A) =
[
G(t, s)∗µt
]
(A) =∫
Rd
pt,s(x,A) dµt(x). If A ∈ B(Rd) has Lebesgue measure zero, then pt,s(x,A) ≡ 0
for s < t by Lemma 2.1(1). Thus µs(A) = 0.
(2) By [14, Lemma 3.2], for f ∈ C2c (Rd) the function s 7→ (G(t, s)f)(x) is con-
tinuous. Thus, for such a function f and a probability measure ν also the function
s 7→
∫
Rd
G(t, s)f dν
is continuous, which follows easily from dominated convergence. Now, let B be an
open ball in Rd. Then, there exists a uniformly bounded sequence fn of C
2
c -functions
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such that fn ↓ 1B. By dominated convergence,
µs(B) =
∫
Rd
G(t, s)1B dµt = lim
n→∞
∫
Rd
G(t, s)fn dµt
is measurable as the pointwise limit of continuous functions. A monotone class
argument shows that s 7→ µs(A) is measurable for all A ∈ B(Rd). 
Lemma 2.4. Fix t ∈ (0, 1] and let (µs)s∈[0,t] be an evolution system of measures,
ϕ ∈ C1,2c (Q¯(0, t)) and 0 ≤ a < b ≤ t. Then∫ b
a
∫
Rd
[
∂sϕ−A (s)ϕ
]
dµs ds =
∫
Rd
ϕ(b) dµb −
∫
Rd
ϕ(a) dµa .
Proof. Using Lemma 2.2 and Equation (1.2), we find∫
Rd
[
∂sϕ(s)−A (s)ϕ(s)
]
dµs =
∫
Rd
G(b, s)
[
∂sϕ(s)−A (s)ϕ(s)
]
dµb
=
∫
Rd
∂s(G(b, s)ϕ(s)) dµb .
Integrating this equality from a to b and using (1.2) again, the claim follows. 
Given an evolution system of measures (µs)s∈[0,t], it is a consequence of Lemma
2.3 that we can define
(2.2) ν(A× B) :=
∫
A
µs(B) ds ,
for A ∈ B((0, t)) and B ∈ B(Rd). We may then extend ν in a straightforward way
to a Borel measure on (0, t)× Rd.
Remark 2.5. Lemma 2.4 yields in particular that for ϕ ∈ C1,2c (Q(a, b)) we have∫
Q(a,b)
(∂s −A )ϕdν = 0 ,
so that (∂s − A )∗ν = 0 in the sense of [5]. Thus the local regularity results ob-
tained in that reference are available, which show, in particular, that ν is absolutely
continuous with respect to the Lebesgue measure on (0, t) × Rd and its density
ρ : (0, t) × Rd → [0,∞) (with respect to the Lebesgue measure on (0, t) × Rd) is
locally γ-Ho¨lder continuous in (0, t)× Rd of any exponent γ ∈ (0, 1).
2.2. Time dependent Lyapunov functions. Similar as in [21, 1] we use time
dependent Lyapunov functions to prove kernel estimates. We will use the time-
independent Lyapunov function V from Hypothesis 1.1 to ensure certain integra-
bility properties of the time dependent Lyapunov functions.
Definition 2.6. Let t ∈ (0, 1]. A time dependent Lyapunov function (on [0, t]) is a
function 0 ≤W ∈ C(Q¯(0, t)) ∩C1,2(Q(0, t)) such that
(1) W (s, x) ≤ V (x) for all (s, x) ∈ [0, t]× Rd;
(2) lim|x|→∞W (s, x) =∞, uniformly for s in compact subsets of [0, t);
(3) there exists a function 0 ≤ h ∈ L1((0, t), ds) such that
∂sW (s, x) − (A (s)W (s))(x) ≥ −h(s)W (s, x)
and
∂sW (s, x)− (η∆W (s, x) + F (s, x) · ∇W (s, x)) ≥ −h(s)W (s, x) ,
for all (s, x) ∈ (0, t)× Rd.
To stress the dependence on h, we will sometimes say that W is a time dependent
Lyapunov function with respect to h.
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We now prove the following extension of [21, Proposition 2.3] to the nonau-
tonomous setting.
Proposition 2.7. Let t ∈ (0, 1] and (µs)s∈[0,t] be an evolution system of measures
such that V ∈ L1(µt). Moreover, let W be a time dependent Lyapunov function on
[0, t] (with respect to h). Then, W (s) ∈ L1(µs) for s ∈ [0, t] and we have
(2.3)
∫
Rd
W (s) dµs ≤ e
∫
t
s
h(τ)dτ
∫
Rd
W (t) dµt .
Proof. Let us first note that
(2.4)
∫
Rd
V dµs ≤
∫
Rd
V dµt +M(t− s) ,
where M is defined in Hypothesis 1.1(3). Indeed, it was shown in the proof of [14,
Lemma 3.4] that for s < t and x ∈ Rd we have
(G(t, s)V )(x) ≤ V (x) +M(t− s) ,
which is precisely (2.4) in the case where µt = δx. The general case follows by
integrating the above inequality with respect to the given probability measure µt
and using the formula G(t, s)∗µt = µs. Since W (s) ≤ V for any s ∈ [0, t], it follows
that W (s) ∈ L1(µs) and
∫
Rd
W (s) dµs ≤
∫
Rd
V dµt +M =: M˜ .
Now, fix 0 ≤ s < r < t and pick a sequence of functions ψn ∈ C∞([0,∞)) such
that
(i) ψn(τ) = τ for τ ∈ [0, n];
(ii) ψn(τ) ≡ const. for τ ≥ n+ 1;
(iii) 0 ≤ ψ′n ≤ 1 and ψ′′n ≤ 0.
Since W (σ, x) → ∞ as |x| → ∞ uniformly on [0, r], the restriction to Q¯(0, r) of
the function Wn := ψn ◦W can be written as a function in C1,2c (Q(0, r)) plus a
constant function. As the assertion of Lemma 2.4 is obviously true for constants,
we can apply it to Wn and obtain∫
Rd
Wn(r) dµr −
∫
Rd
Wn(s) dµs
=
∫ r
s
∫
Rd
[
∂σWn(σ) −A (σ)Wn(σ)
]
dµσ dσ
=
∫ r
s
∫
Rd
[
ψ′n(W (σ))
(
∂σW (σ)−A (σ)W (σ)
)]
dµσ dσ
−
∫ r
s
∫
Rd
[
ψ′′n(W (σ))
(
Q(σ)∇W (σ) · ∇W (σ))] dµσ dσ
≥−
∫ r
s
∫
Rd
ψ′n(W (σ))h(σ)W (σ) dµσ dσ .(2.5)
Let us fix an increasing sequence (rk) ∈ [0, t) converging to t as k → ∞. From
(2.5) with r = rk, we get∫
Rd
Wn(rk) dµrk −
∫
Rd
Wn(s) dµs ≥ −
∫ rk
s
∫
Rd
ψ′n(W (σ))h(σ)W (σ) dµσ dσ .
We now want to let k tend to ∞. Clearly, we have only to discuss the convergence
of the first term in the left-hand side of the previous inequality. Note that∫
Rd
Wn(rk) dµrk −
∫
Rd
Wn(t) dµt
=
∫
Rd
[
Wn(rk)−Wn(t)
]
dµrk +
∫
Rd
Wn(t) dµrk −
∫
Rd
Wn(t) dµt
=
∫
Rd
[
Wn(rk)−Wn(t)
]
dµrk +
∫
Rd
[
G(t, rk)Wn(t)−Wn(t)
]
dµt .(2.6)
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By [14, Theorem 3.7] the function G(t, ·)f is continuous in [0, t] × Rd for any
f ∈ Cb(Rd). This shows first that the second term in the last side of (2.6) tends
to 0 as k →∞. Moreover, it follows that the map s 7→ G(t, s)∗µt is weakly contin-
uous. Thus the set of measures {µs : s ∈ [0, t]} is weakly compact and hence, by
Prokhorov’s Theorem, tight. Consequently, given ε > 0, there exists m > 0 such
that µrk(R
d \Bm) ≤ ε for every k ∈ N. We can thus estimate∣∣∣∣
∫
Rd
[
Wn(rk)−Wn(t)
]
dµrk
∣∣∣∣
≤
∫
Bm
|Wn(rk)−Wn(t)| dµrk +
∫
Rd\Bm
|Wn(rk)−Wn(t)| dµrk
≤ sup
x∈Bm
|Wn(rk, x)−Wn(t, x)|+ ‖Wn(rk)−Wn(t)‖∞µrk(Rd \Bm)
≤ sup
x∈Bm
|Wn(rk, x)−Wn(t, x)|+ 2‖Wn‖∞ε ,
for any k ∈ N. Since W is continuous and ε > 0 is arbitrary, it follows that
lim
k→∞
∫
Rd
[
Wn(rk)−Wn(t)
]
dµrk = 0 .
Summing up, we have proved that
lim
k→∞
∫
Rd
Wn(rk) dµrk =
∫
Rd
Wn(t) dµt
and, consequently,∫
Rd
Wn(t) dµt −
∫
Rd
Wn(s) dµs ≥ −
∫ t
s
∫
Rd
ψ′n(W (σ))h(σ)W (σ) dµσ dσ .(2.7)
Since ∣∣ψ′n(W (σ, x))h(σ)W (σ, x)| ≤ h(σ)V (x)
for any σ ∈ [s, t] and any x ∈ Rd, and∫ t
s
∫
Rd
h(σ)V dµσ dσ ≤ M˜
∫ t
s
h(σ) dσ <∞ ,
we can use dominated convergence in (2.7) and obtain upon n→∞∫
Rd
W (t) dµt −
∫
Rd
W (s) dµs ≥ −
∫ t
s
h(σ)
∫
Rd
W (σ) dµσ dσ .
Writing ζ(s) :=
∫
Rd
W (s) dµs we have thus proved that
ζ(t)− ζ(s) ≥ −
∫ t
s
h(τ)ζ(τ) dτ .(2.8)
We claim that this implies (2.3). Indeed, the function Φ, defined by
Φ(τ) :=
(
ζ(t) +
∫ t
τ
h(σ)ζ(σ) dσ
)
e
∫
τ
s
h(σ) dσ ,
is continuous on [s, t] and therein weakly differentiable with
Φ′(τ) = h(τ)
(
ζ(t) +
∫ t
τ
h(σ)ζ(σ) dσ − ζ(τ)
)
e
∫
τ
s
h(σ) dσ ≥ 0 ,
by (2.8). Thus, Φ is increasing and, using again (2.8), we find
ζ(s) ≤ Φ(s) ≤ Φ(t) = ζ(t)e
∫
t
s
h(σ) dσ .
The proof is now complete. 
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2.3. Approximation of the coefficients. In the proof of our main result we will
approximate the diffusion coefficients qij (i, j = 1, . . . , d) with bounded diffusion
coefficients q
(n)
ij so that we can apply Theorem 3.7 below, which assumes bounded
diffusion coefficients. Let us now describe how we construct the coefficients q
(n)
ij .
Suppose that we are given t ∈ (0, 1] and a time dependent Lyapunov function W
on [0, t]. We pick a function ϕ ∈ C∞c (R) such that 1(−1,1) ≤ ϕ ≤ 1(−2,2) and such
that |tϕ′(t)| ≤ 2 for all t ∈ R. We then define
ϕn(s, x) := ϕ
(
W (s, x)
n
)
,
for any (s, x) ∈ [0, t]× Rd and any n ∈ N, and set
(2.9) q
(n)
ij (s, x) := ϕn(s, x)qij(s, x) + (1− ϕn(s, x))ηδij ,
for any i, j = 1, . . . , d, where δij is the Kronecker delta. Finally, we define
(2.10) An(s) :=
d∑
i,j=1
q
(n)
ij (s)Dij +
d∑
j=1
Fj(s)Dj .
Lemma 2.8. For every n ∈ N the operator An satisfies Hypothesis 1.1 with the
interval [0, 1] replaced with [0, t]. Moreover, the coefficients q
(n)
ij , along with their
first order spatial derivatives are bounded on Q(0, t). Finally, when W˜ is a time
dependent Lyapunov function on [0, t] for the operator ∂s − A , then it is a time
dependent Lyapunov function for the operator ∂s −An with respect to the same h.
Proof. Clearly, the coefficients q
(n)
ij are locally Ho¨lder continuous functions and
Qn = (q
(n)
ij ) is uniformly elliptic with the same constant η. Since the functions
ϕn vanish outside a compact set, the coefficients q
(n)
ij and their spatial derivatives
are bounded, continuous functions on [0, t]× Rd. Moreover,
An(s)V = ϕnA (s)V + (1− ϕn)(η∆V + F (s) · ∇V ) ≤ ϕnM + (1− ϕn)M =M ,
for all (s, x) ∈ [0, t]× Rd. The assertion concerning W˜ is proved similarly. 
As a consequence of Lemma 2.8, for every n ∈ N we have an evolution family
(Gn(r, s))0≤s≤r≤t associated with equation (1.1) where A is replaced with An.
Thus, given a measure µnt , we can define an evolution system of measures (µ
n
s )s∈[0,t]
by setting µns := Gn(t, s)
∗µnt . Taking Lemma 2.3 into account, we can also define
the measure νn on (0, t)× Rd by setting
νn(A×B) =
∫
A
µns (B) ds ,
for any A ∈ B((0, t)), any B ∈ B(Rd), and then extending µn in the standard
way to B((0, t) × Rd). We denote the density of νn with respect to the Lebesgue
measure by ρn. As before, µs, ν and ρ refer to the corresponding objects associated
with A .
Proposition 2.9. If µnt converges weakly to µt, then ρn → ρ locally uniformly in
Q(0, t).
Proof. For f ∈ C2+ςc (Rd) the unique solution in C1,2((s, 1) × Rd) ∩ Cb([s, 1] × Rd)
of the equation ∂tu(t) = An(t)u(t) with u(s) = f is given by un = Gn(·, s)f .
Combining interior Schauder estimates with a diagonal argument, we see that, up
to a subsequence, the functions un, together with their first order time derivative
and their first and second order spatial derivatives, converge locally uniformly to
a function u (resp. its derivatives). Clearly, u must solve the equation ∂tu(t) =
A (t)u(t) with u(s) = f , whence u = G(·, s)f .
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We claim that this implies that µns converges weakly to µs for all s ∈ [0, t).
Indeed, for f ∈ C2+ςc (Rd) we have∣∣∣∣
∫
Rd
f dµns −
∫
Rd
f dµs
∣∣∣∣
=
∣∣∣∣
∫
Rd
Gn(t, s)f dµ
n
t −
∫
Rd
G(t, s)f dµt
∣∣∣∣
≤
∫
Rd
|Gn(t, s)f −G(t, s)f | dµnt +
∣∣∣∣
∫
Rd
G(t, s)f dµnt −
∫
Rd
G(t, s)f dµt
∣∣∣∣ ,
and the latter converges to zero. For the last term, this follows from the weak
convergence of µnt to µt. For the first summand, one uses the tightness of the
measures µnt (which follows from the weak convergence of µ
n
t to µt and Prokhorov’s
theorem) and the uniform convergence on compact sets of Gn(t, s)f to G(t, s)f ,
proved above.
This proves that
∫
Rd
f dµns →
∫
Rd
f dµs for all f ∈ C2+ςc (Rd). The latter set is
convergence determining, whence µns converges weakly to µs. Since this is true for
every s, it follows that νn converges weakly to ν. Indeed, if f ∈ Cb(Q(0, t)), then∫
Rd
f dνn =
∫ t
0
∫
Rd
f(s, x) dµns (x) ds→
∫ t
0
∫
Rd
f(s, x) dµs(x) ds
by dominated convergence.
It follows from [5, Corollary 3.11] and Sobolev embedding that, for any compact
set K ⊂ Rd and any compact interval J ⊂ (0, t), there exist a constant C > 0 and
γ ∈ (0, 1), independent of n, such that ‖ρn‖Cγ(J×K) ≤ C. Thus, by compactness
and a diagonal argument, a subsequence of ρn converges locally uniformly to a
continuous function ψ. Since νn converges weakly to ν, it is easy to see that we
must have ψ = ρ. A subsequence-subsequence argument shows that ρn converges
locally uniformly to ρ. 
3. Results for bounded diffusion coefficients
We now proceed to prove some results in the case where the diffusion coefficients
qij are additionally bounded. These results will later on be applied to the parabolic
equation associated with the approximate coefficients q
(n)
ij , constructed in Section
2.3. However, for ease of notation, we suppress the index n here.
3.1. Global regularity results. We first address the question for which values of
r the density ρ belongs to the space Lr(Q(a, b)) and/or the space H r,1(Q(a, b)).
We follow the strategy in [19], where the autonomous situation was considered. The
proofs are straightforward generalizations of the ones given there. However, in an
effort of being self contained, we provide full proofs.
Throughout this subsection, we assume that the coefficients qij and their spatial
derivatives Dkqij (i, j, k = 1, . . . , d) are bounded on (0, 1)× Rd.
For 0 ≤ a < b ≤ 1 and k ≥ 1, we define Γ(k, a, b) by
Γ(k, a, b) :=
(∫ b
a
∫
Rd
|F (σ, x)|kρ(σ, x) dx dσ
) 1
k
.
Proposition 3.1. Let 0 < a < b < 1. If Γ(1, a, b) < ∞, then ρ ∈ Lr(Q(a, b)) for
all r ∈ [1, (d+ 2)/(d+ 1)) and
‖ρ‖Lr(Q(a,b)) ≤ C(1 + Γ(1, a, b)) ,
for some constant C, depending only on the coefficients qij (i, j = 1, . . . , d) and the
dimension d.
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Proof. Let us write A0 :=
∑d
i,j=1 qijDij . By Lemma 2.4 we have∫
Q(a,b)
(∂sϕ−A0ϕ)ρ ds dx =
∫
Rd
ϕ(b) dµb −
∫
Rd
ϕ(a) dµa +
∫
Q(a,b)
(F · ∇ϕ)ρ ds dx ,
for all ϕ ∈ C1,2c (Q¯(0, 1)). Since µt is a probability measure for all t ∈ (0, 1), we infer
that ∣∣∣∣
∫
Q(a,b)
(∂sϕ−A0ϕ)ρ ds dx
∣∣∣∣ ≤ Γ(1, a, b)‖ϕ‖W 0,1∞ (Q(a,b)) + 2‖ϕ‖∞
≤ (2 + Γ(1, a, b))‖ϕ‖W 0,1∞ (Q(a,b)) .(3.1)
Now, let ψ ∈ C∞c (Q(a, b)). By Schauder theory, see [12, Theorem 9.2.3], the para-
bolic problem{
∂tu(t, x)− (A0(t)u(t))(x) = ψ(t, x) , (t, x) ∈ Q(0, 1) ,
u(0, x) = 0, x ∈ Rd ,
has a unique solution u ∈ C1+ ς2 ,2+ς(Q¯(0, 1)). Pick r′ > d + 2. It follows from [15,
Theorem IV.9.1], that the solution u belongs to W 1,2r′ (Q(0, 1)) and we have
(3.2) ‖u‖W 1,2
r′
(Q(0,1)) ≤ C‖ψ‖Lr′(Q(a,b)) ,
for some positive constantC independent of ψ. As r′ > d+2, the spaceW 1,2r′ (Q(0, 1))
is continuously embedded into W 0,1∞ (Q(0, 1)), see [15, Lemma II.3.3]. Combining
this with (3.2), we obtain
(3.3) ‖u‖W 0,1∞ (Q(0,1)) ≤ C′‖ψ‖Lr′(Q(a,b)) .
Now let ϑ ∈ C∞c (Rd) be such that 1B1 ≤ ϑ ≤ 1B2 and define, for n ∈ N, the
function ϕn by ϕn(t, x) := ϑ(x/n)u(t, x). Then, ϕn satisfies the assumption of
Lemma 2.4, hence (3.1) is valid for ϕ replaced with ϕn. Combining with (3.3), we
obtain ∣∣∣∣
∫
Q(a,b)
(∂sϕn −A0ϕn)ρ ds dx
∣∣∣∣ ≤ (2 + Γ(1, a, b))‖ϕn‖W 0,1∞ (Q(a,b))
≤ C′′(1 + Γ(1, a, b))‖u‖W 0,1∞ (Q(a,b))
≤ C′′C′(1 + Γ(1, a, b))‖ψ‖Lr′(Q(a,b)) ,
for any n ∈ N. Letting n→∞, we obtain∣∣∣∣
∫
Q(a,b)
ψρ ds dx
∣∣∣∣ . (1 + Γ(1, a, b))‖ψ‖Lr′(Q(a,b)) .
The arbitrariness of ψ ∈ C∞c (Q(a, b)) implies that ρ ∈ Lr(Q(a, b)) where 1/r +
1/r′ = 1. Since r′ > d+2 was arbitrary, this is true for any r ∈ [1, (d+2)/(d+1)). 
Lemma 3.2. Let 0 < a0 < a < b < b0 < 1. If Γ(k, a0, b0) < ∞ for some
k > 1 and ρ ∈ Lr(Q(a0, b0)) for some 1 < r < ∞, then ρ ∈ H p,1(Q(a, b)) for
p = rk/(r + k − 1).
Proof. Throughout the proof, c denotes a constant depending on k, a0, a, b, b0, d and
the coefficients qij , which may change from line to line.
Let η be a smooth function such that 0 ≤ η ≤ 1, η(s) = 1 for s ∈ [a, b] and
η(s) = 0 for s ≤ a0 and for s ≥ b0. Let ϕ ∈ C1,2c (Q¯(0, 1)). Applying Lemma 2.4 to
ηϕ, we obtain
(3.4)
∫
Q(0,1)
ηρ(∂sϕ−A0ϕ) ds dx =
∫
Q(0,1)
[(F · ∇ϕ)ηρ− ρϕ∂sη] ds dx .
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We infer from Ho¨lder’s inequality that∫
Q(a0,b0)
|F |pρp ds dx =
∫
Q(a0,b0)
|F |pρ pk ρp− pk ds dx
≤
(∫
Q(a0,b0)
|F |kρ ds dx
) p
k
(∫
Q(a0,b0)
ρ
p(k−1)
k−p ds dx
)1− p
k
= Γ(k, a0, b0)
p
(∫
Q(a0,b0)
ρr ds dx
)1− p
k
.
Consequently,
‖|F |ρη‖Lp(Q(a0,b0)) ≤ ‖|F |ρ‖Lp(Q(a0,b0)) ≤ c‖ρ‖
k−1
k
Lr(Q(a0,b0))
.
The same computation with |F | replaced with 1 shows that ρ ∈ Lp(Q(a0, b0)) with
(3.5) ‖ρ‖Lp(Q(a0,b0)) ≤ ‖ρ‖
k−1
k
Lr(Q(a0,b0))
.
Combining these estimates with (3.4), it follows that
(3.6)
∣∣∣∣
∫
Q(0,1)
ηρ(∂sϕ−A0ϕ) ds dx
∣∣∣∣ ≤ c‖ρ‖ k−1kLr(Q(a0,b0))‖ϕ‖W 0,1p′ (Q(0,1)) ,
where 1/p+ 1/p′ = 1. In what follows, we write ρ˜ for ηρ.
Now fix j0 ∈ {1, . . . , d}. For a function ψ = ψ(t, x) and h ∈ R small enough, we
denote by ∆hψ the difference quotient
∆hψ(t, x) := h
−1
[
ψ(t, x+ hej0)− ψ(t, x)
]
.
An easy computation shows that∫
Q(0,1)
ρ˜
[
∂s(∆−hϕ)−A0(∆−hϕ)
]
ds dx
=−
∫
Q(0,1)
(∆hρ˜)
[
∂sϕ−A0ϕ
]
ds dx
+
∫
Q(0,1)
ρ˜(s, x+ hej0)
d∑
i,j=1
(∆hqij)(s, x)Dijϕ(s, x) ds dx
=:− I1 + I2 .
Noting that ∆hqij(s, x) = Dj0qij(s, ξx) for some ξx on the segment from x to x+hej0
and that the first order derivatives of the diffusion coefficients are bounded on
Q(0, 1), it follows that
|I2| ≤ c‖ρ‖
k−1
k
Lr(Q(a0,b0))
‖ϕ‖W 1,2
p′
(Q(0,1)) .
Since ‖∆hϕ‖W 0,1
p′
≤ ‖ϕ‖W 1,2
p′
as a consequence of the mean value theorem, the above
combined with (3.6) yields
(3.7)
∣∣∣∣
∫
Q(0,1)
(∆hρ˜)
[
∂sϕ−A0ϕ
]
ds dx
∣∣∣∣ ≤ c‖ρ‖ k−1kLr(Q(a0,b0))‖ϕ‖W 1,2p′ (Q(0,1)) .
Observing that ρ˜, and hence ∆hρ˜, is an element of L
p(Q(0, 1)), an approximation
argument shows that (3.7) even holds for ϕ ∈W 1,2p′ (Q(0, 1)).
Now observe that |∆hρ˜|p−2∆hρ˜ belongs to Lp′(Q(0, 1)). As a consequence of [15,
Theorem IV.9.1] the Cauchy problem{
∂su(s, x)− (A0(s)u(s))(x) = |∆hρ˜(s, x)|p−2∆hρ˜(s, x) , (s, x) ∈ Q(0, 1) ,
u(0, x) = 0 , x ∈ Rd ,
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has a unique solution u ∈W 1,2p′ (Q(0, 1)) and
‖u‖W 1,2
p′
(Q(0,1)) ≤ c‖|∆hρ˜|p−1‖Lp′(Q(0,1)) .
Inserting u into (3.7) and using this estimate, we obtain∫
Q(0,1)
|∆hρ˜|p ds dx ≤ c‖ρ‖
k−1
k
Lr(Q(a0,b0))
‖∆hρ˜‖p−1Lp(Q(0,1)) .
Thus
‖∆hρ˜‖Lp(Q(0,1)) ≤ c‖ρ‖
k−1
k
Lr(Q(a0,b0))
.
Since the difference quotients ∆hρ˜ are bounded in L
p, it follows from reflexivity
that they have a weak cluster point g ∈ Lp(Q(0, 1)). Testing against a function in
C∞c (Q(0, 1)), it follows that g is the weak derivative of ρ˜ in the direction in which
the difference quotients were taken. As this direction was arbitrary, it follows that
ρ˜ ∈W 0,1p (Q(0, 1)) and
(3.8) ‖∇ρ˜‖Lp(Q(0,1)) ≤ c‖ρ‖
k−1
k
Lr(Q(a0,b0))
.
Let us now consider the distributional time derivative of ρ. From (3.4) we deduce
that ∣∣∣∣
∫
Q(0,1)
ρ˜∂sϕds dx
∣∣∣∣ =
∣∣∣∣
∫
Q(0,1)
[ρ˜A0ϕ+ (F · ∇ϕ)ρ˜− ρϕ∂sη] ds dx
∣∣∣∣ ,
for any ϕ ∈ C1,2c (Q¯(0, 1)). Integrating by parts, we find∫
Q(0,1)
ρ˜A0ϕds dx = −
∫
Q(0,1)
〈Q∇xρ˜,∇xϕ〉 ds dx−
∫
Q(0,1)
ρ˜
d∑
i,j=1
DiqijDjϕds dx .
Using (3.5), (3.8) and the boundedness of the spatial derivatives of the qij , we
deduce that ∣∣∣∣
∫
Q(0,1)
ρ˜A0ϕds dx
∣∣∣∣ ≤ c‖ρ˜‖W 0,1p (Q(0,1))‖∇xϕ‖Lp′(Q(0,1))
≤ c‖ρ‖
k−1
k
Lr(Q(a0,b0))
‖∇xϕ‖Lp′(Q(0,1)) .
Combining this with the above estimates yields∣∣∣∣
∫
Q(0,1)
ρ˜∂sϕds dx
∣∣∣∣ ≤ c‖ρ‖ k−1kLr(Q(a0,b0))‖ϕ‖W 0,1p′ (Q(0,1)) ,
which implies that ∂sρ˜ ∈ (W 0,1p′ (Q(0, 1)))′. Altogether, we have showed that u ∈
H p,1(Q(0, 1)). Since ρ˜ ≡ ρ in Q(a, b), the assertion follows. 
We can now iterate Lemma 3.2 to obtain better regularity of ρ.
Proposition 3.3. Let 0 < a0 < a < b < b0 < 1. If Γ(k, a0, b0) < ∞ for some
1 < k ≤ d + 2, then ρ ∈ Lr(Q(a, b)) for all r ∈ [1, (d + 2)/(d + 2 − k)) and
ρ ∈ H p,1(Q(a, b)) for all p ∈ (1, (d+ 2)/(d+ 3− k)).
Proof. Fix a parameterm which will be specified later on and define an := a0+n(a−
a0)/m and bn := b0−n(b0−b)/m for n = 1, . . . ,m. Picking r1 ∈ (1, (d+2)/(d+1)),
it follows from Proposition 3.1 that ρ ∈ Lr1((a1, b1) × Rd). Now assume that ρ ∈
Lrn((an, bn)×Rd). It follows from Lemma 3.2, that ρ ∈ H pn,1((an+1, bn+1)×Rd),
where pn = rnk/(rn + k − 1). By [19, Theorem 7.1] H pn,1((an+1, bn+1) × Rd) is
continuously embedded into Lrn+1((an+1, bn+1)× Rd), where
1
rn+1
=
1
pn
− 1
d+ 2
=
1
rn
(
1− 1
k
)
+
1
k
− 1
d+ 2
.
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Since r−11 > (d+ 1)/(d+ 2), we see that
1
r2
− 1
r1
< − 1
k
(
1− 1
d+ 2
)
+
1
k
− 1
d+ 2
=
1
d+ 2
(
1
k
− 1
)
< 0 .
Proceeding inductively, we see that 1rn is a decreasing sequence of positive numbers,
hence it is convergent. Its limit is easily seen to be (d+ 2− k)/(d+ 2).
Therefore, given r < (d+2)/(d+2−k), after finitely many steps we have rn > r.
The number of steps needed is our parameter m. Thus, after m steps, we have
ρ ∈ Lr(Q(a, b)). The assertion concerning H p,1 follows from Lemma 3.2. 
Corollary 3.4. Let 0 < a0 < a < b < b0 < 1. If Γ(k, a0, b0) < ∞ for some
k > d+ 2, then ρ belongs to H p,1, for some p > d+ 2, and also to L∞(Q(a, b)).
Proof. Let a0 < a1 < a and b < b1 < b0. Since, by Ho¨lder’s inequality, Γ(d +
2, a0, b0) ≤ Γ(k, a0, b0) < ∞, it follows from Proposition 3.3 that ρ ∈ Lr((a1, b1) ×
R
d) for all r ∈ [1,∞). Thus, by Lemma 3.2, ρ ∈ H p,1(Q(a, b)) for all p ∈ (1, k).
In particular, ρ ∈ H p0,1(Q(a, b)) for some p0 ∈ (d + 2, k). By [19, Theorem 7.1],
H p0,1(Q(a, b)) is continuously embedded into L∞(Q(a, b)). 
3.2. Boundedness of weak solutions to nonautonomous parabolic prob-
lems. We next consider functions u which are, in some sense, weak solutions to
an inhomogeneous parabolic equation ∂tu − A (t)u = f and provide an estimate
of their supremum norm. A related result was proved in [19, Theorem 7.3]. Note,
however, that the constant obtained in that result depends on the sup norm of the
diffusion coefficients. Therefore [19, Theorem 7.3] cannot be used in the approxi-
mation argument in the next section. For this reason, we present a different result
here which is a parabolic version of [9, Theorem A.1], where the elliptic equation
was considered.
Before stating and proving the main result of this subsection, we need some
preparation. First, we recall an embedding result from Chapter 2, §3 of [15] and
prove an integration by parts formula.
Lemma 3.5. Let d ≥ 2, p and q be given such that 1p + d2q = d4 . Here we have
p ∈ [2,∞] and q ∈ [2, 2d/(d− 2)] in the case where d ≥ 3 and p ∈ (2,∞], q ∈ [2,∞)
in the case where d = 2. Then every function in W 0,12 (Q(a, b)) ∩ L∞(a, b;L2(Rd))
belongs to Lp(a, b;Lq(Rd)). Moreover, there is a constant cS, which is independent
of a, b in bounded subsets of R, such that for u ∈ W 0,12 (Q(a, b)) ∩ L∞(a, b;L2(Rd))
we have
‖u‖p,q ≤ cS(‖u‖∞,2 + ‖∇u‖2) .
Lemma 3.6. Let u ∈ H p,1(Q(a, b)) for some p > d + 2, ℓ > 0 and ϑ : Rd → R
be a nonnegative, smooth and compactly supported function. Then, ϑ(u − ℓ)+ ∈
W 0,1p′ (Q(a, b)) and
(3.9)∫
Q(a,b)
ϑ(u − ℓ)+∂tu dt dx = 1
2
[∫
Rd
ϑ((u(b)− ℓ)+)2 dx−
∫
Rd
ϑ((u(a)− ℓ)+)2 dx
]
.
Proof. We observe first that ϑ(u−ℓ)+ ∈W 0,1p′ (Q(a, b)), since ϑ(u−ℓ)+ = (ϑ(u − ℓ))+
and ϑ(u − ℓ) ∈W 0,1p′ (Q(a, b)) (cf. [10, Lemma 7.6]).
Let (un) ∈ C∞c (Rd+1) be a sequence converging to u in the H p,1-norm (see [19,
Lemma 7.1]). Since p > d+2, it follows from [19, Theorem 7.1] that H p,1(Q(a, b))
is continuously embedded into L∞(Q(a, b)). Hence, un converges to u uniformly in
Q(a, b). So, we can deduce that ϑ(un − ℓ)+ tends to ϑ(u − ℓ)+ in W 0,1p′ (Q(a, b)).
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Hence, ∫
Q(a,b)
ϑ(u− ℓ)+∂tu dt dx = lim
n→∞
∫
Q(a,b)
ϑ(un − ℓ)+∂tu dt dx(3.10)
follows since ∂tu ∈ (W 0,1p′ (Q(a, b)))′.
We now split∫
Q(a,b)
ϑ(un − ℓ)+∂tu dt dx =
∫
Q(a,b)
ϑ(un − ℓ)+∂tun dt dx
+
∫
Q(a,b)
ϑ(un − ℓ)+(∂tu− ∂tun) dt dx
=
1
2
∫
Q(a,b)
ϑ∂t((un − ℓ)2+) dt dx
+
∫
Q(a,b)
ϑ(un − ℓ)+(∂tu− ∂tun) dt dx
=
1
2
∫
Rd
ϑ[(un(b)− ℓ)2+ − (un(a)− ℓ)2+] dx
+
∫
Q(a,b)
ϑ(un − ℓ)+(∂tu− ∂tun) dt dx.(3.11)
We claim that
(3.12)


(i) lim
n→∞
∫
Q(a,b)
ϑ(un − ℓ)+(∂tu− ∂tun) dt dx = 0,
(ii) lim
n→∞
∫
Rd
ϑ(un(s)− ℓ)2+ dx =
∫
Rd
ϑ(u(s)− ℓ)2+ dx, s ∈ [a, b] .
Property (i) follows immediately from the boundedness of the sequence (ϑ(un−ℓ)+)
in W 0,1p′ (Q(a, b)) and the convergence of ∂tun to ∂tu in (W
0,1
p′ (Q(a, b)))
′. Property
(ii) follows from the uniform convergence of un to u in Q(a, b) and the fact that ϑ
is compactly supported in Rd.
From (3.10), (3.11) and (3.12), we get (3.9). 
The following is the main result of this subsection.
Theorem 3.7. Let qij ∈ C
ς
2 ,ς
loc ([0, 1] × Rd) ∩ Cb([0, 1] × Rd) be such that qij = qji
for i, j = 1, . . . , d and such that 〈Q(t, x)ξ, ξ〉 ≥ η|ξ|2 for a certain η > 0 and any
(t, x) ∈ [0, 1]× Rd, ξ ∈ Rd.
Further, let 0 ≤ a0 < b0 ≤ 1, r > d + 2 and let functions f ∈ L r2 (Q(a0, b0)),
h = (hi) ∈ Lr(Q(a0, b0),Rd) and u ∈ H p,1(Q(a0, b0)), for some p > d+2, be given
such that u(b0) ≡ 0 and
(3.13)∫
Q(a0,b0)
[〈Q∇u,∇ϕ〉 − ϕ∂tu] dt dx =
∫
Q(a0,b0)
fϕ dt dx+
∫
Q(a0,b0)
〈h,∇ϕ〉 dt dx ,
for all ϕ ∈ C∞c (Q¯(a0, b0)). Then, u is bounded and there exists a constant C > 0,
depending only on η, d and r (but not depending on ‖Q‖∞) such that
‖u‖∞ ≤ C
(‖u‖∞,2 + ‖f‖ r
2
+ ‖h‖r
)
.
Proof. A density argument shows that (3.13) is also satisfied by ϕ ∈ W 0,12 (Q(a, b))
such that there exists R > 0 with ϕ(t, x) = 0 for all t ∈ (a, b) and |x| > R.
We first additionally assume that ‖u‖∞,2, ‖f‖ r2 , ‖h‖r ≤ 1. Note that u ∈
L∞(Q(a0, b0)) since p > d+ 2 (see [19, Theorem 7.1]).
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Fix ℓ > 1. Then (u − ℓ)+ ∈ W 0,1p (Q(a0, b0)). It also belongs to W 0,12 (Q(a0, b0))
since u ∈ L∞(Q(a0, b0)), ∇(u − ℓ)+ = ∇u1{u≥ℓ} and 1{u≥ℓ} ∈ Lq(Q(a0, b0)) for
any q ∈ [1,∞].
If ϑn is a standard sequence of cutoff functions (in x), we may plug ϕ := ϑ
2
n(u−
ℓ)+ into (3.13). Thus, taking Lemma 3.6 into account and observing that (u(b0)−
ℓ)+ ≡ 0, (3.13) becomes
1
2
∫
Rd
ϑ2n(u(a0)− ℓ)2+ dx+
∫
Q(a0,b0)
ϑ2n〈Q∇(u − ℓ)+,∇(u− ℓ)+〉 dt dx
+ 2
∫
Q(a0,b0)
ϑn〈Q∇(u− ℓ)+,∇ϑn〉(u− ℓ)+ dt dx
=
∫
Q(a0,b0)
fϑ2n(u− ℓ)+ dt dx+
∫
Q(a0,b0)
ϑ2n〈h,∇(u − ℓ)+〉 dt dx
+ 2
∫
Q(a0,b0)
ϑn(u− ℓ)+〈h,∇ϑn〉 dx .
We have |〈Q∇(u− ℓ)+,∇ϑn〉| ≤ |Q 12∇(u− ℓ)+||Q 12∇ϑn| by the Cauchy-Schwarz
inequality. Thus,
2
∣∣∣ ∫
Q(a0,b0)
ϑn〈Q∇(u− ℓ)+,∇ϑn〉(u− ℓ)+ dt dx
∣∣∣
≤ 1
2
∫
Q(a0,b0)
ϑ2n〈Q∇(u − ℓ)+,∇(u− ℓ)+〉 dt dx+
c‖Q‖∞
n2
∫
Q(a0,b0)
(u− ℓ)2+ dt dx ,
for some positive constant c independent of n.
We now put Aℓ(t) := {u(t) ≥ ℓ}, Aℓ := {u ≥ ℓ} and write |Aℓ(t)| for the d-
dimensional Lebesgue measure of Aℓ(t) and |Aℓ| for the d+1-dimensional Lebesgue
measure of Aℓ.
Let us now estimate the term involving f . Applying Ho¨lder’s inequality with
exponent r2 , 2 +
4
d and s with
1
s =
1
2 − 2r + 1d+2 , we obtain∫
Q(a0,b0)
ϑ2n|f |(u− ℓ)+ dt dx ≤ ‖ϑnf‖ r2 ‖(u− ℓ)+‖2+ 4d |Aℓ|
1
2−
2
r
+ 1
d+2 .
So, by Lemma 3.5 with p = q = 2 + 4d , and since ‖f‖ r2 ≤ 1, it follows that
(3.14)∫
Q(a0,b0)
ϑ2n|f |(u− ℓ)+ dt dx ≤ cS
(‖(u− ℓ)+‖∞,2 + ‖∇(u− ℓ)+‖2)|Aℓ| 12− 2r+ 1d+2 .
As for the integral involving h, Ho¨lder’s inequality yields
(3.15)
∫
Q(a0,b0)
ϑ2n|h||∇(u − ℓ)+| dt dx ≤ ‖h‖r‖∇(u− ℓ)+‖2|Aℓ|
1
2−
1
r .
Note that estimates (3.14) and (3.15) imply together with monotone convergence
that the integrals
∫
Q(a0,b0)
f(u − ℓ)+ dt dx and
∫
Q(a0,b0)
〈h,∇(u − ℓ)+〉 dt dx exist.
Finally, we estimate∣∣∣∣2
∫
Q(a0,b0)
ϑn(u− ℓ)+〈h,∇ϑn〉 dt dx
∣∣∣∣ ≤ Cn ‖h‖r‖(u− ℓ)+‖2|Aℓ| 12− 1r .
Collecting the estimates and letting n→∞, we obtain
1
2
∫
Rd
(u(a0, x)− ℓ)2+ dx +
1
2
∫
Q(a0,b0)
〈Q∇(u− ℓ)+,∇(u − ℓ)+〉 dt dx
≤
∫
Q(a0,b0)
|f |(u− ℓ)+ dt dx+
∫
Q(a0,b0)
|h||∇(u − ℓ)+| dt dx .
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Observe that we can repeat the above arguments with a0 replaced with an element
a′0 ∈ (a0, b0). Taking the supremum over such a′0 and using the estimates from
(3.14) and (3.15), as well as the ellipticity assumption, we obtain
min {1, η} (‖(u− ℓ)+‖2∞,2 + ‖∇(u− ℓ)+‖22)
≤ 2cS
(‖(u− ℓ)+‖∞,2 + ‖∇(u− ℓ)+‖2)|Aℓ| 12− 2r+ 1d+2 + 2‖∇(u− ℓ)+‖2|Aℓ| 12− 1r .
Noting that 12 − 1r < 12 − 2r + 1d+2 , by our assumption on r and ℓ, and that |Aℓ| ≤ 1,
it follows that
(3.16) ‖(u− ℓ)+‖∞,2 + ‖∇(u− ℓ)+‖2 ≤ L|Aℓ| 12− 1r ,
for a certain constant L. For m > ℓ we find
(m− ℓ)2|Am| ≤
∫
Am
(u − ℓ)2+ dt dx
≤
∫
Aℓ
(u− ℓ)2+ dt dx
≤ ‖(u− ℓ)+‖22+ 4
d
‖1Aℓ‖ d+2
2
≤ cS
(‖(u− ℓ)+‖∞,2 + ‖∇(u− ℓ)+‖2)2|Aℓ| 2d+2
≤ LcS|Aℓ|1− 2r+ 2d+2 =: νd|Aℓ|1− 2r+ 2d+2 .(3.17)
Here we have used Ho¨lder’s inequality with exponents 1 + 2d and
d+2
2 , Lemma 3.5
and estimate (3.16) above.
Now, the proof can be completed following the same arguments as in [9, Theorem
A.1]. For the reader’s convenience we provide all the details. Let ℓ¯ ≥ 1 and define
ℓn := 2ℓ¯ − 2−nℓ¯ for n ∈ N and yn := |Aℓn |. Using (3.17) for m = ℓn+1 and ℓ = ℓn,
it follows that
yn+1 ≤ 4νd
ℓ¯2
22ny1+αn ,
where α = 2d+2 − 2r > 0. If y0 ≤
(
4νd
ℓ¯2
)− 1
α
4−
1
α2 , then yn → 0 as n → ∞ (cf. [11,
Lemma 7.1]) which implies that |Al| = 0 for l ≥ 2ℓ¯, i.e. u ≤ 2ℓ¯. As y0 = |Aℓ¯| ≤
1, this estimate holds if we pick ℓ¯ = max{1, 21+ 1α√νd} =: C/2. Thus, u ≤ C.
Replacing u with −u, by linearity we obtain that also −u ≤ C, hence ‖u‖∞ ≤ C.
We finally remove the additional assumption that ‖u‖∞,2, ‖f‖ r
2
, ‖h‖r ≤ 1. To
that end, let M := ‖u‖∞,2 + ‖f‖ r
2
+ ‖h‖r and define f˜ := f/M, h˜ := h/M and
u˜ := u/M . Clearly, (3.13) holds for all ϕ ∈ C∞c (Q(a, b)) when u, f, h are replaced
with u˜, f˜ , h˜. By the above ‖u˜‖∞ ≤ C, thus ‖u‖∞ ≤ CM which is the thesis. 
4. Pointwise estimates for the densities of evolution systems of
measures
In this section we consider the following assumptions.
Hypothesis 4.1. Let t ∈ (0, 1] and (µs)s∈[0,t] be an evolution system of measures,
such that V ∈ L1(µt), and let W1, W2 be time dependent Lyapunov functions for
the operator ∂s −A (s) on [0, t] with W1 ≤W2 ≤ c0V 1−σ for some constant c0 > 0
and σ ∈ (0, 1). Moreover, let 0 < a0 < a < b < b0 < t and 1 ≤ w ∈ C1,2(Q(0, t)) be
a weight function such that the following holds true:
(1) w−2∂sw and w
−2∇w are bounded on [a0, b0]× Rd;
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(2) there exist constants c1, . . . , c6, possibly depending on the interval (a0, b0),
such that
(i) w ≤ c1W1 , (ii) |Q∇w| ≤ c2w k−1k W
1
k
1 ,
(iii) |A0w| ≤ c3w k−2k W
2
k
1 , (iv) |∂sw| ≤ c4w
k−2
k W
2
k
1 ,
(v) |∑di=1Diqij | ≤ c5w− 1kW 1k2 , (vi) w|F |k ≤ c6W2 ,
on [a0, b0]× Rd, where k is any positive constant greater than d+ 2;
(3) there exist constants c7, c8, possibly depending on the interval (a0, b0), such
that |∆w| ≤ c7w k−2k W
2
k
1 and |Q∇W1| ≤ c8w
k−1
k W
1
k
2 on [a0, b0]× Rd.
In the situation of Hypothesis 4.1, we write
ζi(s) :=
∫
Rd
Wi(s) dµs , i = 1, 2 .
Note that ζi(s) < ∞ for s ∈ [0, t] and i = 1, 2 by Proposition 2.7. The Borel
measure ν is defined by (2.2) and ρ denotes the density of ν with respect to (d+1)-
dimensional Lebesgue measure.
In this section, we prove pointwise estimates for ρ provided that Hypothesis 4.1
is satisfied. This is done by treating the case of bounded diffusion coefficients first.
Here only parts (1) and (2) of Hypothesis 4.1 are needed. We then prove pointwise
estimates in the general case by approximation, making use of part (3) of Hypothesis
4.1.
As far as bounded diffusion coefficients are concerned, the following is our main
result.
Theorem 4.2. Assume Hypothesis 4.1(1)-(2) and that the diffusion coefficients of
the operator A and their first order spatial derivatives are bounded. Then there
exists a positive constant C, depending only on η and d, such that
wρ ≤ C
[
c1 sup
s∈(a0,b0)
ζ1(s) + (c
k
2 + c
k
5 + c6)
∫ b0
a0
ζ2(s) ds
+
( kkc21
(b0 − b)k + c
2k
2 + c
k
3 + c
k
4
)(∫ b0
a0
ζ1(s) ds
)2
+ ck2c6
(∫ b0
a0
ζ2(s) ds
)2
+
(
k2c
4
k
1
(b0 − b)2 + c
4
2 + c
2
3 + c
2
4
)(∫ b0
a0
ζ1(s) ds
) 4
k
+ c22c
2
k
6
(∫ b0
a0
ζ2(s) ds
) 4
k
]
,(4.1)
in (a, b)× Rd.
Proof. We first prove estimate (4.1), assuming additionally that w, along with its
first order partial derivatives, is bounded. To that end, observe that
Γ(k, a0, b0) =
∫
Q(a0,b0)
|F (s, x)|kρ(s, x) ds dx
≤
∫
Q(a0,b0)
w(s, x)|F (s, x)|kρ(s, x) ds dx
≤ c6
∫
Q(a0,b0)
W2(s, x)ρ(s, x) ds dx
= c6
∫ b0
a0
ζ2(s) ds <∞ ,
as a consequence of Proposition 2.7. Since the diffusion coefficients are bounded, it
follows from Proposition 3.3 and Corollary 3.4 that ρ ∈ H p,1(Q(a0, b0)) for some
p > d+ 2 and that ρ ∈ L∞(Q(a, b)).
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Let now ϑ be a smooth function with ϑ(s) = 1 for s ∈ [a, b] and ϑ(s) = 0
for s ≥ b0, with |ϑ′| ≤ 2(b0 − b)−1. Moreover, let ψ ∈ C1,2c (Q(a0, b0)) and put
ϕ(s, x) := ϑ(s)
k
2w(s, x)ψ(s, x). By Lemma 2.4 we have
(4.2)
∫
Q(a0,b0)
[
∂sϕ(s, x) −A (s)ϕ(s, x)
]
ρ(s, x) ds dx = 0 .
We write ρ˜ := ϑ
k
2 ρ. Observe that, since w and its derivatives are bounded, wρ˜
belongs toW 0,1p (Q(a0, b0)) for some p > d+2. Using approximation and integration
by parts, we see that wρ˜ ∈ H p,1(Q(a0, b0))and∫
Q(a0,b0)
∂sψ
(
wρ˜
)
ds dx = −
∫
Q(a0,b0)
ψ∂s
(
wρ˜
)
ds dx .
Thus,∫
Q(a0,b0)
∂s
(
ϑ
k
2wψ
)
ρ ds dx =
k
2
∫
Q(a0,b0)
ϑ
k−2
2 ϑ′wψρ ds dx +
∫
Q(a0,b0)
(∂sw)ψρ˜ ds dx
−
∫
Q(a0,b0)
ψ∂s
(
wρ˜
)
ds dx .
Moreover, since
A (ψw) = A (w)ψ + w〈F,∇ψ〉 + A0(ψ)w + 2〈Q∇ψ,∇w〉
(where, as usual, A0 denotes the leading part of the operator A ), integrating by
parts the term A0(ψ)w we finally get∫
Q(a0,b0)
A (ϑ
k
2ψw)ρ ds dx =
∫
Q(a0,b0)
A (ψw)ρ˜ ds dx
=
∫
Q(a0,b0)
A (w)ψρ˜ ds dx+
∫
Q(a0,b0)
〈F,∇ψ〉wρ˜ ds dx
+ 2
∫
Q(a0,b0)
〈Q∇w,∇ψ〉ρ˜ ds dx−
∫
Q(a0,b0)
( d∑
i,j=1
DiqijDjψ
)
wρ˜ ds dx
−
∫
Q(a0,b0)
〈Q∇(wρ˜),∇ψ〉 ds dx .
Inserting these expressions into (4.2) and rearranging, we find∫
Q(a0,b0)
[〈Q∇(wρ˜),∇ψ〉 − ψ∂s(wρ˜)] ds dx
=
∫
Q(a0,b0)
ρ˜
(
2
d∑
i,j=1
qij(∂iw)(∂jψ)−
d∑
i,j=1
w(Diqij)(Djψ) + w〈F,∇ψ〉
)
ds dx
− k
2
∫
Q(a0,b0)
ρwψϑ
k−2
k ϑ′ ds dx
+
∫
Q(a0,b0)
ρ˜(ψA0w + ψ〈F,∇w〉 − ψ∂sw) ds dx .
We may thus invoke Theorem 3.7 and obtain
(4.3)
‖wρ˜‖∞ ≤ C
(
‖wρ˜‖∞,2 + ‖ρ˜Q∇w‖k + ‖wρ˜F‖k +
d∑
j=1
∥∥∥∥wρ˜
d∑
i=1
Diqij
∥∥∥∥
k
+
k
b0 − b‖wρϑ
k−2
k ‖ k
2
+ ‖ρ˜A0w‖ k
2
+ ‖ρ˜∂sw‖ k
2
+ ‖ρ˜F · ∇w‖ k
2
)
,
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where C is a constant depending only on k, d and η. Next, observe that
‖ρ˜Q∇w‖k =
(∫
Q(a0,b0)
|ρ˜Q∇w|k ds dx
) 1
k
≤ c2
(∫
Q(a0,b0)
ρ˜kwk−1W1 ds dx
) 1
k
≤ c2‖wρ˜‖
k−1
k
∞
(∫
Q(a0,b0)
ρ˜W1 ds dx
) 1
k
≤ c2‖wρ˜‖
k−1
k
∞
(∫ b0
a0
ζ1(s) ds
) 1
k
.
Similarly, one sees that
‖wρ˜F‖k ≤ c
1
k
6 ‖wρ˜‖
k−1
k
∞
(∫ b0
a0
ζ2(s) ds
) 1
k
,
∥∥∥∥wρ˜
d∑
i=1
Diqij
∥∥∥∥
k
≤ c5‖wρ˜‖
k−1
k
∞
(∫ b0
a0
ζ2(s) ds
) 1
k
,
‖wρ˜ϑ k−2k ‖ k
2
≤ c
2
k
1 ‖wρ˜‖
k−2
k
∞
(∫ b0
a0
ζ1(s) ds
) 2
k
,
‖ρ˜A0w‖ k
2
≤ c3‖wρ˜‖
k−2
k
∞
(∫ b0
a0
ζ1(s) ds
) 2
k
,
‖ρ˜∂sw‖ k
2
≤ c4‖wρ˜‖
k−2
k
∞
(∫ b0
a0
ζ1(s) ds
) 2
k
,
‖ρ˜(F · ∇w)‖ k
2
≤ η−1c2c
1
k
6 ‖wρ˜‖
k−2
k
∞
(∫ b0
a0
ζ2(s) ds
) 2
k
.
Moreover, we have the estimate
‖wρ˜‖∞,2 ≤ ‖wρ˜‖
1
2
∞ sup
s∈(a0,b0)
(∫
Rd
ρ˜(s, x)w(s, x) dx
) 1
2
≤ c
1
2
1 ‖wρ˜‖
1
2
∞
(
sup
s∈(a0,b0)
ζ1(s)
) 1
2
.
Writing X = ‖wρ˜‖ 12k∞ and inserting the above bounds back into (4.3), we obtain
(4.4) Xk ≤ α+ βXk−2 + γXk−4 ,
where
α = Cc
1
2
1
(
sup
s∈(a0,b0)
ζ1(s)
) 1
2
, β = C(c2 + c5d+ c
1
k
6 )
(∫ b0
a0
ζ2(s) ds
) 1
k
and
γ = C
(
kc
2
k
1
b0 − b + c3 + c4
)(∫ b0
a0
ζ1(s) ds
) 2
k
+ Cη−1c2c
1
k
6
(∫ b0
a0
ζ2(s) ds
) 2
k
.
Young’s inequality yields
Xk−4 ≤ k − 4
k − 2X
k−2 +
2
k − 2 ,
which, combined with (4.4), implies
(4.5) Xk ≤ α˜+ β˜Xk−2
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where
α˜ = α+
2γ
k − 2 and β˜ = β +
k − 4
k − 2γ .
We claim that (4.5) implies that X ≤ β˜ 12 + α˜ 1k . To see this, we observe that
p(X) := Xk−2(X2 − β˜) is a polynomial with zeros 0 and ±β˜ 12 which is increasing
on (β˜
1
2 ,∞). Moreover,
p(β˜
1
2 + α˜
1
k ) =
(
β˜
1
2 + α˜
1
k
)k−2(
(β˜
1
2 + α˜
1
k )2 − β˜) ≥ α˜ k−2k (β˜ + α˜ 2k − β˜) = α˜ ,
whence X ≥ β˜ 12 + α˜ 1k implies p(X) ≥ α˜. As (4.5) implies p(X) ≤ α˜, it follows that
X ≤ β˜ 12 + α˜ 1k as claimed.
By the definition of X, β˜ and α˜, we have proved that
‖wρ˜‖∞ ≤ 22k−1(β˜k + α˜2) ≤ 22k−1
(
2k−1(βk + γk) + 2(α2 + γ2)
)
.
Taking into account the definitions of α, β and γ, we get (4.1) for a certain constant
C, possibly different from C above but only depending on d, k and η, and with c2k2
and c42 being replaced by zero. In particular, C does not depend on w.
We now remove the additional assumption that w is bounded by using Hypothesis
4.1(1). Given w as in the statement of the theorem, we define, for ε > 0, wε :=
w
1+εw .
Then wε is bounded. Moreover, ∂swε = (1 + εw)
−2∂sw and ∇wε = (1 + εw)−2∇w
are bounded since w−2∂sw and w
−2∇w are. This shows that Hypothesis 4.1(1)
holds for wε. We claim that wε also satisfies Hypothesis 4.1(2) with the same
constants cj , j 6= 3, and with c3 being replaced by c˜3 := c3 + 2η−1c22. We limit
ourselves to checking condition (iii) in Hypothesis 4.1(2) since the other conditions
are straightforward. For this purpose, we observe that
A0wε = (1 + εw)
−2
A0w − 2ε(1 + εw)−3〈Q∇w,∇w〉 ,
so that
|A0wε| ≤ (1 + εw)−2|A0w|+ 2ε(1 + εw)−3|Q1/2∇w|2
≤ (1 + εw)−2|A0w|+ 2η−1ε(1 + εw)−3|Q∇w|2 .
Using the conditions (ii) and (iii) for w we get
|A0wε| ≤ c3(1 + εw)−2w
k−2
k W
2
k
1 + 2εη
−1(1 + εw)−3c22w
2k−2
k W
2
k
1
≤ (c3 + 2η−1c22)w
k−2
k
ε W
2
k
1 ,
which proves condition (iii).
The first part of the proof thus yields that (4.1) holds if we replace w with wε
and c3 with c˜3. Note that the constant C does not depend on ε. We may let ε→ 0
and obtain (4.1) for the original w. 
We next turn to the case of possibly unbounded diffusion coefficients. We extend
Theorem 4.2 to this general situation by using the approximating operators from
Section 2.3. We first make the following observation.
Lemma 4.3. Assume Hypothesis 4.1 and let the coefficients Qn be given via equa-
tion (2.9), where we pick W = W1. We define the operators An by (2.10). Then
the operators An satisfy Hypothesis 4.1(1), (2) with coefficients c˜1, . . . , c˜6, given by
c˜i = ci for i = 1, 4, 6 and
(4.6) c˜2 := 2c2, c˜3 := c3 + ηc7, and c˜5 := c5 + 4c1c8 .
Proof. The estimates involving c1, c4 and c6 obviously hold when A is replaced with
An. Let us now note that
|∇w| = |Q−1Q∇w| ≤ η−1c2w
k−1
k W
1
k
1 .
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Similarly, we see that |∇W1| ≤ η−1c8w k−1k W
1
k
2 . It follows that
|Qn∇w| = |ϕnQ∇w + (1− ϕn)η∇w| ≤ |Q∇w|+ η|∇w| ≤ 2c2w
k−1
k W
1
k
1 .
Moreover,
|A n0 w| ≤ |A0w|+ η|∆w| ≤ (c3 + ηc7)w
k−2
k W
2
k
1 .
Finally, we have
d∑
i=1
Diq
n
ij = ϕn
d∑
i=1
Diqij +
1
n
ϕ′
(
W1/n
)
[(Q∇W1)j − ηDjW1] .
Noting that∣∣∣∣wnϕ′(W1/n)[(Q∇W1)j − ηDjW1]
∣∣∣∣ ≤ c1
∣∣∣∣W1n ϕ′(W1/n)
∣∣∣∣(|Q∇W1|+ η|∇W1|)
≤ 2c1
(|Q∇W1|+ η|∇W1|) ,
since |xϕ′(x)| ≤ 2 for any x ∈ R, it follows that∣∣∣∣w
d∑
i=1
Diq
n
ij
∣∣∣∣ ≤
∣∣∣∣w
d∑
i=1
Diqij
∣∣∣∣+ 2c1(|Q∇W1|+ η|∇W1|) ≤ (c5 + 4c1c8)w k−1k W 1k2 ,
finishing the proof. 
We can now prove the main result of this section.
Theorem 4.4. Let Hypothesis 4.1 be satisfied. Then there exists a positive constant
C, depending only on η and d, such that
wρ ≤ C
[
c1 sup
s∈(a0,b0)
ζ1(s) + (c
k
1c
k
8 + c
k
2 + c
k
5 + c6)
∫ b0
a0
ζ2(s) ds
+
(
kkc21
(b0 − b)k + c
2k
2 + c
k
3 + c
k
4 + c
k
7
)(∫ b0
a0
ζ1(s) ds
)2
+ ck2c6
(∫ b0
a0
ζ2(s) ds
)2
+ c22c
2
k
6
(∫ b0
a0
ζ2(s) ds
) 4
k
+
(
k2c
4
k
1
(b0 − b)2 + c
4
2 + c
2
3 + c
2
4 + c
2
7
)(∫ b0
a0
ζ1(s) ds
) 4
k
]
(4.7)
in (a, b)× Rd.
Proof. To approximate the coefficients A , we use part (3) in Hypothesis 4.1. More
precisely, for n ∈ N, we consider the operator An(t) defined in (2.10). By virtue of
Lemma 4.3 each operator An(t) has bounded diffusion coefficients and it satisfies
Hypothesis 4.1(1) and (2) with the same constants cj except for c2, c3 and c5
which are now replaced by 2c2, c3 + ηc7 and c5 + 4c1c8, respectively. Take µ
n
s =
Gn(t, s)
∗µt, s ∈ [0, t] for a fixed t ∈ (0, 1], where Gn(t, s) is the evolution family
corresponding to An(t). Combining (4.1) with (4.6) it follows that estimate (4.7)
holds true with ρ replaced with ρn and ζi replaced by ζi,n defined by ζi,n(s) =∫
Rd
Wi(s) dµ
n
s . Moreover, the constant C is independent of n.
To finish the proof, we let n tend to ∞. To prove the convergence of the terms
sups∈(a0,b0) ζ1,n(s) and
∫ b0
a0
ζi,n(s)ds to sups∈(a0,b0) ζ1(s) and
∫ b0
a0
ζi(s)ds, respec-
tively, it suffices to prove that ζi,n tends to ζi uniformly in (a0, b0) as n→∞.
To that end, first note that wρn converges locally uniformly to wρ by Proposition
2.9. Using the estimate Wi ≤ c0V 1−σ and Ho¨lder’s inequality, we can estimate
|ζi,n(s)− ζi(s)| ≤
∫
BR
Wi(s)|ρn(s)− ρ(s)| dx
22 M. KUNZE, L. LORENZI, AND A. RHANDI
+
∫
Rd\BR
Wi(s) dµ
n
s +
∫
Rd\BR
Wi(s) dµ
n
s
≤ ‖Wi‖L∞((a0,b0)×BR)‖ρn − ρ‖L∞((a0,b0)×BR)ωdRd
+ c0
(∫
Rd\BR
V dµns
)1−σ
(µns (R
d \BR))σ
+ c0
(∫
Rd\BR
V dµs
)1−σ
(µs(R
d \BR))σ ,(4.8)
for any s ∈ (a0, b0), n ∈ N and i = 1, 2, where ωd denotes the measure of the ball B1.
Using equation(2.4), which holds true also with the measure µs being replaced with
µns since V is a Lyapunov function also for the operator An, we can easily deduce
that the family of measures {µns : s ∈ (a0, b0), n ∈ N} and {µs : s ∈ (a0, b0), n ∈ N}
are tight. Therefore,
(4.9) lim
R→∞
sup
s∈(a0,b0),n∈N
µns (R
d \BR) = lim
R→∞
sup
s∈(a0,b0)
µs(R
d \BR) = 0 .
Further, estimate (2.4) shows also that∫
Rd\BR
V dµns +
∫
Rd\BR
V dµs ≤ 2
∫
Rd
V dµt + 2M(t− a0) ,
for any s ∈ (a0, b0). Replacing this estimate back into (4.8) we see that ζi,n converges
to ζi uniformly in (a0, b0) as n→∞. Indeed, given ε > 0, we can first pick R large
enough, so that the last two terms in (4.8) are less than ε and then n so large, that
the first term is also less than ε. 
5. Pointwise estimates of the transition kernels
We now make more specific assumptions on the structure of the operatorsA (t) in
our parabolic equation and use Theorem 4.4 to obtain estimates for the associated
transition kernels. We make the following assumptions.
Hypothesis 5.1. Assume that the coefficients qij and Fj (i, j = 1, . . . , d) satisfy parts
(1) and (2) of Hypothesis 1.1. Moreover, assume that
(1) there exist positive constants Λ ≥ 0 and m ≥ 0 such that
|Q(t, x)x| ≤ Λ(1 + |x|m)|x| ,
〈Q(t, x)ξ, ξ〉 ≤ Λ(1 + |x|m)|ξ|2 ,
|Diqij(t, x)| ≤ Λ(1 + |x|m) ,
for all (t, x) ∈ [0, 1]× Rd, ξ ∈ Rd and i, j = 1, . . . , d;
(2) there exist a nonnegative function b : [0, 1]×Rd → R and positive constants
p > max{m− 1, 1}, κ and K ≥ 1 such that
|F (t, x)| ≤ Λ|x|p, for all (t, x) ∈ [0, 1]× Rd ,(5.1)
〈F (t, x), x〉 ≤ −b(t, x)|x|p+1, for all (t, x) ∈ [0, 1]× Rd ,(5.2)
b(t, x) ≥ κ, for all (t, x) ∈ [0, 1]× (Rd \BK) .(5.3)
We show that assuming Hypothesis 5.1, we are in the situation considered so far.
Lemma 5.2. Assume Hypothesis 5.1, set β := p + 1 −m and let υ ∈ C2(Rd) be
such that υ(x) = |x|β for |x| ≥ 1.
(1) For 0 < δ < κ(βΛ)−1, part (3) of Hypothesis 1.1 is satisfied for the function
V , defined by V (x) := exp(δυ(x)).
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(2) Let t ∈ (0, 1] and V , δ be as in part (1). For ε < δ and α > (p+1−m)/(p−
1), the functionW : [0, t]×Rd → R, defined byW (s, x) := exp(ε(t−s)αυ(x))
is a Lyapunov function in the sense of Definition 2.6.
Proof. (1) Straightforward computations show that for |x| ≥ 1 and i, j = 1, . . . , d
we have
DiV (x) = δβxi|x|β−2V (x),
DijV (x) = δδijβ|x|β−2V (x) + δβ(β − 2)xixj |x|β−4V (x) + δ2β2xixj |x|2(β−2)V (x) .
Thus, using Hypothesis 5.1(1), (5.2) and (5.3) we get for |x| ≥ K and t ∈ [0, 1]
A (t)V (x) = δβ|x|β−2V (x)
[
Tr(Q(t, x)) + (β − 2) 〈Q(t, x)x, x〉|x|2
+ δβ|x|β 〈Q(t, x)x, x〉|x|2 +
〈F (t, x), x〉
|x|2
]
≤ δβ|x|β−2V (x)
[
(d+ (β − 2)+)Λ(1 + |x|m)
+ δβΛ|x|β(1 + |x|m)− κ|x|p+1
]
.
Noting that by assumption β +m = p+ 1 > m and δβΛ < κ, it follows that
lim sup
|x|→∞
[
(d+ (β − 2)+)Λ(1 + |x|m) + δβ|x|βΛ(1 + |x|m)− κ|x|p+1
]
= −∞ .
Thus, picking K1 large enough, we have A (t)V (x) ≤ 0 for all (t, x) ∈ [0, 1]× (Rd \
BK1). Since A (·)V is bounded in [0, 1] × BK1 we have A (t)V (x) ≤ M for all
(t, x) ∈ [0, 1]× Rd and some positive constant M .
The same arguments show that
η∆V (x) + F (t, x) · ∇V (x) ≤ δβ|x|β−2
[
η(d+ (β − 2)+) + δβη|x|β − κ|x|p+1
]
V (x) ,
for any |x| ≥ 1. From Hypothesis 5.1(1), it follows that η ≤ Λ. So, by the assump-
tion δβΛ < κ, we have δβη < κ and hence the right-hand side of the above equation
obviously converges to −∞ as |x| → ∞. We see that also η∆V (x)+F (t, x) ·∇V (x)
is bounded on [0, 1]× Rd. This finishes the proof of part (1).
(2) Let us first note that since ε < δ, we find W (s, x) ≤ (V (x))ε/δ < V (x) for all
s ∈ [0, t], x ∈ Rd. It is immediate from the definition of W that W (s, x) → ∞ as
|x| → ∞, uniformly for s in compact subsets of [0, t). It thus remains to prove part
(3) in Definition 2.6.
With similar computations and estimates as in part (1), we find for |x| ≥ K
∂sW (s, x) −A (s)W (s, x)
= −εα(t− s)α−1|x|βW (s, x)− εβ(t− s)α|x|β−2W (s, x)
[
Tr(Q(t, x))
+ (β − 2) 〈Q(t, x)x, x〉|x|2 + εβ(t− s)
α|x|β 〈Q(t, x)x, x〉|x|2 +
〈F (t, x), x〉
|x|2
]
≥ −εα(t− s)α−1|x|βW (s, x)− εβ(t− s)α|x|β−2W (s, x)×(5.4)
×
[
(d+ (β − 2)+)Λ(1 + |x|m) + εβ|x|βΛ(1 + |x|m)− κ|x|p+1
]
= −εα(t− s)α−1|x|βW (s, x)− εβ(t− s)α|x|β−2W (s, x)×
×
[
(d+ (β − 2)+)Λ(1 + |x|m) + δβ|x|βΛ(1 + |x|m)− κ|x|p+1
]
+ εβ2(δ − ε)Λ(t− s)α|x|2β−2(1 + |x|m)W (s, x)
≥ ε(t− s)α−1|x|β
(
(δ − ε)(t− s)β2Λ|x|β+m−2 − α
)
W (s, x)(5.5)
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− εβ(t− s)α|x|β−2W (s, x)
[
(d+ (β − 2)+)Λ(1 + |x|m)
+ δβΛ|x|β(1 + |x|m)− κ|x|p+1
]
.
We now estimate this further, distinguishing two cases. To that end, we set
C := max{((δ − ε)β2Λ/α)−1/(β+m−2),K1}, where K1 is as in part (1), so that the
second summand in (5.5) is positive for |x| ≥ K1.
Case 1: |x| ≥ C(t− s)−1/(β+m−2).
In this case, (δ − ε)β2Λ(t − s)|x|β+m−2 ≥ α and thus the first summand in
(5.5) is positive. Since |x] ≥ K1, also the second one is positive, so that overall
(∂s −A (s))W (s, x) ≥ 0 in this case.
Case 2: K ≤ |x| ≤ C(t− s)−1/(β+m−2).
In this case we drop the term involving κ in (5.4), and we rewrite the estimate
for W−1(∂sW −A W ) expanding all the terms as follows:
∂sW (s, x)−A (s)W (s, x)
W (s, x)
≥− εα(t− s)α−1|x|β − εβ(t− s)α(d+ (β − 2)+)Λ|x|β−2+m
− ε2β2(t− s)αΛ|x|2β−2+m − ε2β2(t− s)αΛ|x|2β−2
− εβ(t− s)α(d+ (β − 2)+)Λ|x|β−2 .(5.6)
The powers of |x| in the first three terms in the right-hand side of (5.6) are all
positive. Hence, these terms can be estimated from below, replacing |x| by C(t −
s)−1/(β+m−2). On the contrary the sign of the powers of |x| in the last two terms
of (5.6) depends on the value of β. If β ≥ 2 the powers of |x| are nonnegative so
that we can estimate the last two terms in (5.6) as we did for the first three terms.
We conclude that
∂sW (s, x)−A (s)W (s, x)
≥ −εαCβ(t− s)α−1− ββ+m−2W (s, x)− εβCβ−2(t− s)α− β−2β+m−2W (s, x)×
× Λ
(
d+ (β − 2)+ + εβCβ(t− s)−
β
β+m−2
)(
1 + Cm(t− s)− mβ+m−2
)
≥ −εαCβ(t− s)α−1− ββ+m−2W (s, x)− εβCβ−2(t− s)α− β−2β+m−2W (s, x)×
× (t− s)− β+mβ+m−2 ((d+ (β − 2)+ + εβCβ)Λ(1 + Cm))
= −C1(t− s)α−
2β+m−2
β−2+m W (s, x) ,
for a suitable constant C1. On the other hand, if β ∈ [1, 2), the power of |x| in the
last term is negative. Hence, we estimate |x|β−2 ≤ Kβ−2 and again we conclude
that
∂sW (s, x) −A (s)W (s, x) ≥ −C2(t− s)α−
2β+m−2
β−2+m W (s, x) ,(5.7)
for a positive constant C2. If β < 1 the powers of |x| in the last two terms of (5.6)
are negative. Arguing as above, we can still prove estimate (5.7) possibly with a
different constant C2.
Combining the two cases, we see that ∂sW (s, x)−A (s)W (s, x) ≥ −h˜(s)W (s, x)
for all s ∈ [0, t) and |x| ≥ K, where h˜(s) = C(t − s)α− 2β+m−2β−2+m which belongs to
L1((0, t)) since α > β/(β− 2+m). To cover also the case |x| ≤ K, observe that, by
continuity, the function (s, x) 7→ |W (s, x)−1(∂sW (s, x)−A (s)W (s, x))| is bounded
on [0, t] × BK , say by M˜ . Thus, if we define h(s) := max{M˜/h˜(s), 1}h˜(s), then
∂sW (s, x)−A (s)W (s, x) ≥ −h(s)W (s, x) for all (s, x) ∈ (0, t)× Rd.
The analogous estimate for η∆+ F · ∇ follows by observing that
η∆W (s, x) + F (s, x) · ∇W (s, x) ≤ A (s)W (s, x), s ∈ (0, t), |x| ≥ 1 .
KERNEL ESTIMATES FOR NONAUTONOMOUS KOLMOGOROV EQUATIONS 25
This finishes the proof of part (2). 
Assuming Hypothesis 5.1, we can now prove the following kernel estimates.
Theorem 5.3. Assume Hypothesis 5.1, fix α > (p+1−m)/(p− 1) and k > d+2.
Then for every 0 < δ0 < κ(Λ(p+1−m))−1, there exists a positive constant C˜ such
that
(5.8) pt,s(x, y) ≤ C˜
[
(t− s)1−αk(p∨m)p+1−m + (t− s)2−
αk(p+(m−1)+)
p+1−m
]
e−δ0(t−s)
α|y|p+1−m ,
for any t ∈ (0, 1], any s ∈ (0, t) and any x, y ∈ Rd.
Example 5.4. A concrete example of operators to which Theorem 5.3 applies is
given by the operators A (t), defined on smooth functions ϕ by
(A (t)ϕ)(x) = (1 + |x|m)Tr(Q0(t, x)D2ϕ(x)) − b(t, x)|x|p−1〈x,∇ϕ(x)〉 ,
for any t ∈ [0, 1] and any x ∈ Rd. Here p,m and b are as in Hypothesis 5.1 and
Q0 is a matrix valued function which is positive definite (i.e. there exists some
η > 0 such that 〈Q0(t, x)ξ, ξ〉 ≥ η|ξ|2 for all (t, x) ∈ [0, 1] × Rd and ξ ∈ Rd) and
such that the entries q0ij of the matrix Q
0 are bounded, locally Ho¨lder continuous
in [0, 1]× Rd, continuously differentiable with respect to the spatial variables with
bounded derivatives.
In the particular case when Q0 is the identity matrix and b ≡ 1 we recover the
time independent operator A1, defined by
A1ϕ(x) := ∆− |x|p−1〈x,∇ϕ(x)〉 .
In this situation our estimate (5.8) agrees with the result stated in [1, Example 3.3].
Another particular case is the operator A2 defined by
A2ϕ(x) := (1 + |x|m)∆− |x|p−1〈x,∇ϕ(x)〉 ,
wherem > 0 and p ≥ max{m−1, 1}. Applying Theorem 5.3 we obtain the following
estimate for the associated transition kernel
pt(x, y) ≤ C
[
t1−
αk(p∨m)
p+1−m + t2−
αk(p+(m−1)+)
p+1−m
]
e−δ0t
α|y|p+1−m ,
for α > (p + 1 −m)/(p − 1), k > d + 2, any t ∈ (0, 1] and any x, y ∈ Rd. Observe
that such estimates are known for the invariant measure, that is, for the limit, as
t→∞ of pt(x, y), see [9, Example 3.6].
Proof of Theorem 5.3. To prove the theorem, we apply Theorem 4.4 with the evo-
lution system of measures pt,s(x0, ·) := G(t, s)∗δx0 , where x0 ∈ Rd is fixed. The
density pt,s(x0, ·) is defined as usual. We let α, β, δ, υ and V be as in Lemma 5.2.
We then pick 0 < ε0 < ε1 < ε2 < δ such that k(ε1 − ε0) < (ε2 − ε0) and define the
functions w,W1,W2 by
w(s, x) := eε0(t−s)
αυ(x), W1(s, x) := e
ε1(t−s)
αυ(x), W2(s, x) := e
ε2(t−s)
αυ(x)
for (s, x) ∈ [0, t]× Rd. Clearly, w ≤ W1 ≤ W2 and it follows from Lemma 5.2 that
W1 andW2 are time dependent Lyapunov functions. We now check that Hypothesis
4.1 is satisfied. For now, we fix 0 < a0 < a < b < b0 < t. In the end, when we apply
Theorem 4.4, we will make a particular choice.
We first note that ∂sw(s, x) = −ε0α(t − s)α−1υ(x)w(s, x). It now easily follows
that w−2∂sw is bounded on [a0, b0]× Rd as long as b0 < t. Similarly, one sees that
w−2∇w is bounded.
Let us now turn to the estimates required in parts (2) and (3) of Hypothesis 4.1.
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Since ε0 < ε1, we can clearly choose c1 := 1, independent of (a0, b0). As for the
constant c2, we have to bound the expression
|Q(s, x)∇w(s, x)|
w(s, x)1−1/kW1(s, x)1/k
= ε0β(t− s)α|x|β−2|Q(s, x)x|
( w(s, x)
W1(s, x)
) 1
k
≤ ε0βΛ(t− s)α|x|β−1(1 + |x|m)e−k
−1(ε1−ε0)(t−s)
α|x|β ,
where the inequalities hold for |x| ≥ 1. To bound the above we note that for
r, γ, y > 0, we have
yγe−ry
β
= r−
y
β (ryβ)
γ
β e−ry
β ≤ r− γβ
(γ
β
) γ
β
e−
γ
β =: r−
γ
βC(γ, β) ,
which follows from the fact that the maximum of the function t 7→ tre−t on (0,∞)
is attained at the point t = r. Applying this estimate in the case where y = |x|,
r = k−1(ε1 − ε0)(t− s)α, β = β and γ = β − 1 +m, we get
|Q(s, x)∇w(s, x)|
w(s, x)1−1/kW1(s, x)1/k
≤ 2ε0βΛ(t− s)α
(ε1 − ε0
k
)− β−1+m
β
(t− s)−α β−1+mβ C(β − 1 +m,β)
=: c¯2(t− s)−
α(m−1)
β ≤ c¯2(t− b0)
−α(m−1)+
β ,
for all |x| ≥ 1. Since the quotient we have to estimate is bounded on [0, t]×B1, we
can have the above estimate on all of [a0, b0] × Rd at the cost of a possibly larger
constant c¯2.
The other constants c3, . . . , c8 are obtained in a similar way. It turns out that
they are always of the form cj = c¯j(t− b0)−rj for a certain constant c¯j (which may
depend on the constants d, p,m, k, ε0, ε1, ε2,Λ and the behaviour of the function
υ on B1) and a certain exponent rj . Of particular importance for us will be the
exponents rj . Therefore, to simplify the presentation, we will drop constants from
our notation and write . to indicate an estimate involving a constant depending
only on the quantities just mentioned.
Concerning c3, we find
|A0w(s, x)|
w(s, x)1−2/kW1(s, x)2/k
.
[
(t− s)α|x|β−2+m + (t− s)2α|x|2β−2+m]e− 2k (ε1−ε0)(t−s)α|x|β
.(t− s)2α(t− s)−α 2β−2+mβ ≤ (t− b0)−
α(m−2)+
β ,
so that r3 = α(m− 2)+/β. The estimates
|∂sw(s, x)|
w(s, x)1−2/kW1(s, x)2/k
. (t− s)α−1|x|βe− 2k (ε1−ε0)(t−s)α|x|β
. (t− s)α−1(t− s)−α ≤ (t− b0)−1 ,
|∑dj=1Djqij(s, x)|
w(s, x)−1/kW2(s, x)1/k
. |x|me− 1k (ε2−ε0)(t−s)α|x|β . (t− s)−αmβ ≤ (t− b0)−
αm
β
and
w(s, x)|F (s, x)|k
W2(s, x)
. |x|kpe−(ε2−ε0)(t−s)α|x|β . (t− s)−αkpβ ≤ (t− b0)−
αkp
β
yield r4 = 1, r5 = αm/β and r6 = αkp/β, respectively. Finally, repeating the
computations for c3 with m = 0 yields r7 = 0 and similar computations as for c2
yield r8 = α(m− 1)+/β.
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Now, given s ∈ (0, t), we choose a0 = max{s− (t− s)/2, s/2}, b = s+ (t− s)/3
and b0 = s+(t−s)/2 so that b0−b = (t−s)/6, t−b0 = (t−s)/2 and b0−a0 ≤ t−s.
Let us also note that as a consequence of Proposition 2.7
ζi(r) :=
∫
Rd
Wi(r) dµr ≤ exp
(∫ t
r
h(τ) dτ
)∫
Rd
Wi(t) dδx0 = exp
(∫ t
r
h(τ) dτ
)
,
which, recalling the special form of h from the proof of Lemma 5.2 is easily seen to
be bounded by a constant M only depending on α and β. In particular, M does
not depend on (a0, b0) so that∫ b0
a0
ζi(r) dr ≤M(b0 − a0) = M(t− s) .
We now apply Theorem 4.4, keeping track only of powers of (t−s) and absorbing
all other constants into the constant C which exists by virtue of that theorem. We
call the modified constant C1. We have
wpt,s(x0, ·) ≤ C1
[
1 + (t− s)
(
(t− s)−
αk(m−1)+
β + (t− s)−αkmβ + (t− s)−αkpβ
)
+ (t− s)2
(
(t− s)−
2αk(m−1)+
β + (t− s)−
αk((m−1)++p)
β + (t− s)−
αk(m−2)+
β + 1
)
+ (t− s)2 1
(t− s)k + (t− s)
4
k
1
(t− s)2
+ (t− s) 4k
(
(t− s)−
4α(m−1)+
β + (t− s)−
2α((m−1)++p)
β + (t− s)−
2α(m−2)+
β + 1
)]
.
To further simplify this, we only consider terms with the highest negative exponent,
dropping all other terms at the cost of a possibly larger constant C1. We may thus
drop all terms 1. We may also drop the entire fourth line, starting with (t− s) 4k , as
every exponent appearing there is the 2/k-fold (and thus with a smaller negative
exponent) of an exponent appearing two lines above. Moreover, the leading term on
the second line is (t− s)2−
αk((m−1)++p)
β , as it can be easily seen, taking into account
that p > m − 1. This term controls also the second term in brackets on the first
line, since α/β > 1/(p− 1) and p > 1. Hence, the leading term on the first line is
(t− s)1−αkpβ . This term can be used also to bound the two terms on the third line,
again since α/β > 1/(p− 1). We thus obtain
wpt,s(x0, ·) ≤ C2((t− s)1−
αk(p∨m)
β + (t− s)2−
αk((m−1)++p)
β )
for a certain constant C2. Recalling the definitions of w and β, this is (5.8) as C2
does not depend on x0. 
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