The dynamic window approach is a well known navigation scheme developed by Foz et. al.
Introduction
The problem of robotic motion planning is a wellstudied one, see for instance [7] . Since 
Robot model and environment
In the main parts of this paper we will use the notation z = (r,i) = (~~, r~, i , , i~)
for the state of the system. We adopt the robot model from
[Z], which is basically a double integrator in the plane i' = U, T E R2 with bounds on the control \lull 5 umoz and on the velocity llill 5 wmOz. Note that it was shown in 1. 51 that an off axis point on the unicycle robot model described by i, = ZI cos0, i, = vsin0, 8 = w , ir = F/m, w = rJJ can he feedback linearized to i: = U. For the environment we assume that the robot's sensors can supply an occupancy grid map, i.e. a rectangular mesh with each block being marked as either free or occupied, over the immediate surroundings. Here the size of the robot must be taken into account and additional safety margins can be added. A position marked as free means that the robot doesn't intersect any obstacles when occupying that position. Thus a map can be incrementally built as the robot moves around. We assume, as did Brock and Khatib, that the simultaneous localization and mapping (SLAM) problem is solved for us.
Navigation Function
In o w setting, the navigation function NF(r), [ Before investigating how to construct such afunction in detail we note that it is shown in [2] bow to deal with the case when the robot at first only knows its immediate surroundings hy use of its sensors. The idea is to assume free space at the unknown positions and then recalculate the navigation function when sensor data showing the opposite arrives. In this way the robot guesses good paths and updates them when new information arrives. These updates are made at a time scale much slower than the actual motion control so in OUT considerations below we assume the map to be static. Brock and Khatib, [2], used the gradient of the navigation function as the desired heading instead of using just the goal direction as
To compute the navigation function we will use a technique similar to the one suggested in [2] . There, however, the NF was piecewise constant in the grids; here, we need a local-minima-free continuous function dehed on all free space malting it somewhat more complicated. Remove vertices that are in the interior of obstacles.
One of the vertices is chosen as goal point.
3. Solve the shortest path problem in the graph (can be done with polynomial time algorithms 181).
Mark each vertez with the corresponding path length and let this length he the value of NF at the vertez.
Divide the squares into triangles by dmwing a diagonal through the corner with highest NF value
(this is shown to he unique below). If the lowest value is not unique, the opposite corner must have the same value k and the two adjacent ones k + 1 (see Figure 1 , right). The diagonal is between the two k + 1 corners (unique as stated in the construction) and this diagonal composes a ridge of local maxima. There are however no local minima. Thus we have seen that there is only one local minima, the goal point. There might be local maxima on some diagonals but they are isolated lines and thus of measure zero. Finally, since N F is composed of triangles glued together the projection along the edges fulfills eTVl,ttNF(r) = eTV,i,htNF(r) as above.
With a Navigation Function at our disposal, we are ready to look at the actual choice of control.
Control Scheme
The basic idea for the convergence proof is to first write the problem as a conservative system with an artificial potential and then introduce a dissipative control term. In the conservative system we choose the artificial potential to be k / f i N F ( v ) , where k is a positive constant. The Control Lyapunov Function is
(1)
Jz
where N F ( v ) is the navigation function as explained above. Incorporating the upper bounds on the control magnitude, we define the dissipative control set as follows. Here AKime,,t is a user defined decrease in V over the time Ttimpout. This timeout construction is needed to guarantee against the hypothetical w e of the robot velocityslowly approaching zero. Then the decrease bound V 5 allfll is not enough to yield convergence. The control sets are d&ed as follows. Note that C, c C d since the acceleration is towards the comer closest to goal. We further assume the grids to be small enough to be traversable by the One might argue that discretization and exhaustive search is an inelegant solution. But we chose it for two reasons. The utility function V(z(t + T)) varies rather slowly over the admissible set of controls and this set in turn can be very complex. We tried a steepest descent approach but due to the complexity of the constraints it didn't do as well.
In Figure 3 we see the first part of an executed trajectory together with all the options evaluated in the optimization.
Figure 3:
The first part of a trajectory as well w all the considered options.
It can be seen that in the first time step the rightmost control of CI is chosen and in the second time step the leftmost is. Since TI is the length of the time step it is only the Cl part of Cl x CZ that is actually executed and we cannot see from the figure which CZ controls where chosen. The purpose of the CZ part is to guarantee safety.
The time T = TI + TZ should be chosen long enough for the robot to stop at (or before) time t + T (since all the Cz controls are braking). The optimization is done with the constraint that the resulting trajectory doesn't hit any obstacles. The fact that the previously chosen CZ control is an option in GI makes the last part of the (safe) previously chosen control sequence an option in the next optimization. As a result there is always at least one admissible (and therefore safe) control sequence available. This is similar to always making sure you can stop in the visible part of the road when driving a car.
Example of Convergence Failure of Previous Approach
The Utility function of [Z] that is to be maximized is n,@, w,a) = a . nf l(p, w ) + +9. vel(u) An f l(p, U , a) where p , w, a is the current position and desired velocity and acceleration. a, +9, 7, 6 are scalar weights, n f l(p, w ) increases if the velocity is aligned with the navigation function gradient, vel(w) increases with velocity (if far from goal), goal@,w) is binary, 1 if the trajectory will pass through the goal point and Anfl is the decrease in navigation function value. Consider a 'T' shaped, very narrow corridor, with the robot being in the top left end and the goal being in the bottom end. This will leave the robot accelerating maximally towards the right. If the corridor is long and narrow enough the speed is going to be too great to allow a right turn at the intersection. Thus the robot will continue away from the goal. If the corridor is very narrow turning is not an option and the robot must either brake or not. If the weights are such that the velocity term, vel(w), outweighs the An f l term the robot will just keep going. Otherwise it will brake maximally. If, however, the acceleration is as powerful as the retardation the robot will oscillate back and forth in the upper part of the 'T' and never be able to make the sharp turn into the goal part of it.
4
Before we formulate the main theorem of this paper we need a lemma. Thus the system is stable in the sense of Lyapunov. After a stop the robot starts moving towards the corner of the current grid closest to goal, i.e. with lowest NF(r). Then, the optimization improves on this, making the outcome at least as good as stopping at that comer (at a stop, V(T, i = 0) = NF(r)). 
Simulation Example
To illustrate the approach we chose a setting with two large obstacles and a narrow passage between them leading to the goal. The level curves of the navigation function can be seen in Figure 4 .
. In Figure 5 the resulting trajectory and the obstacles are shown. First the robot accelerates while taking a slight right to stay away from the first obstacle. Closing in on the second obstacle the robot slows down in order to make the left turn and enter the narrow corridor. In the corridor the speed is kept down by the safety requirement, i.e. availability of a safely stopping sequence. The trajectory is somewhat wavy here resulting from the con9icting objectives of the negative gradient pointing towards the wall and the safety scheme. This can be reduced by a finer discretization in Cl. Finally the robot accelerates into the free space and stops at the goal. The discretization in CL is also the reason for the little bend at the very end by the goal.
Conclusions
In this paper we have first presented the well known
Dynamic Window Approach to fast and safe obstacle avoidance in an unknown environment. We then rec a t the approach in a continuous nonlinear control framework suggested by [3] . With lier scheme could be subject to limit cycles and even divergence.
