Conventional x-ray computed tomography ͑CT͒ produces a single volumetric image that represents the spatially variant linear x-ray attenuation coefficient of an object. However, in many situations, differences in the x-ray attenuation properties of soft tissues are very small and difficult to measure in conventional x-ray imaging. In this work, we investigate an analyzer-based imaging method, called computed tomography multiple-image radiography ͑CT-MIR͒, which is a tomographic implementation of the recently proposed multiple-image radiography method. The CT-MIR method reconstructs concurrently three physical properties of the object. In addition to x-ray attenuation, CT-MIR produces volumetric images that represent the refraction and ultrasmall-angle scattering properties of the object. These three images can provide a rich description of the object's physical properties that are revealed by the probing x-ray beam. An imaging model for CT-MIR that is based on the x-ray transform of the object properties is established. The CT-MIR method is demonstrated by use of experimental data acquired at a synchroton radiation imaging beamline, and is compared to the pre-existing diffraction-enhanced imaging CT method. We also investigate the merit of an iterative reconstruction method for use with future clinical implementations of CT-MIR, which we anticipate would be photon limited.
I. INTRODUCTION
X-ray imaging techniques that exploit contrast mechanisms other than x-ray absorption hold great promise for biomedical imaging applications. Recently, we have proposed and investigated a new planar imaging method called multipleimage radiography ͑MIR͒.
1,2 Multiple-image radiography is a generalization of the diffraction-enhanced imaging ͑DEI͒ technique that has been investigated extensively in recent years. [3] [4] [5] [6] [7] [8] [9] The imaging system and experimental conditions that are needed to acquire MIR images are essentially the same as those needed in DEI; these include a monochromatic x-ray beam that is used to irradiate the object and an analyzer crystal, placed between the object and a detector system, that can reveal information regarding components of the transmitted beam that are traveling in certain directions. This imaging setup is also referred to as a Bonse-Hart camera. 10 Both DEI and MIR produce images that represent a projected x-ray refractive-index gradient distribution and an image that is an x-ray radiograph. The MIR method, however, also produces a third image that represents the ultrasmallangle scattering properties of the object. The ultrasmall-angle scattering characteristics reflect the textural features of the object and provide diagnostic information that is complementary to that conveyed by the refraction-and absorptionbased images. Moreover, the DEI method does not account for contributions to the measured data that arise from ultrasmall-angle scattering and therefore the DEI absorption and refraction images will generally contain artifacts when imaging objects that produce such scattering. An example of such artifacts is presented later in this article. The MIR method is also superior to the DEI method in that it does not rely on an approximation of the intrinsic rocking curve that fails for large refraction angles.
It is worthwhile to note that other analyzer-based imaging methods for circumventing the limitations of DEI have since been investigated. In Ref. 11, Rigon et al. investigated a modified DEI method that statistically accounts for ultrasmall-angle-scattering effects produced by subpixel-sized structures in the object. Similar to DEI, their method required two measurements; however, unlike DEI these measurements corresponded to the peak and toe of the rocking curve. The refraction angle image produced in DEI was replaced by a refraction-induced scattering image that revealed information about the object on a subpixel scale. However, the effects of measurement noise and beam broadening due to highly scattering media on this method have not been assessed systematically. In a different work, Pagot et al. independently proposed 3 a method that is essentially identical to MIR. To our knowledge, neither of these modified DEI methods has been extended for use with three-dimensional ͑3D͒ tomographic imaging.
There is an important need to extend MIR into a computed tomography ͑CT͒ imaging method that can produce 3D volumetric images. In addition to revealing the 3D x-ray attenuation coefficient distribution, MIR operating in CT mode, which we will refer to as computed tomography MIR ͑CT-MIR͒, would produce volumetric images of the refraction and ultrasmall-angle scattering properties of the object. These three images would provide a rich description of the object's physical properties that are revealed by the probing x-ray beam. The correlation of complementary information contained in these images can potentially provide CT-MIR with dramatically improved diagnostic capabilities as compared to conventional x-ray imaging methods.
In this work, the CT-MIR imaging method is implemented and investigated. This article expands on our work first presented in Refs. 12 and 13. An explicit x-ray transform-based imaging model for CT-MIR is described. This imaging model indicates that the volumetric images produced in CT-MIR can be reconstructed on a slice-by-slice basis by use of reconstruction algorithms from conventional parallel beam x-ray tomography. The CT-MIR method is demonstrated by use of experimental data. Specifically, the CT-MIR method is employed for reconstruction of absorption, refractive-index gradient, and ultrasmall-angle scattering volumetric images of a physical phantom and a biological object by use of measurement data produced by a synchrotron light source. An iterative reconstruction method is proposed and investigated for CT-MIR applications that involve photon-limited measurement data, which we expect will be a feature of future clinical implementations. We also demonstrate that the absorption and refractive-index gradient images produced by the CT-DEI method described in Refs. 14 and 15 ͑the predecessor of CT-MIR͒ can contain significant artifacts due to ultrasmall-angle scattering effects, while the corresponding CT-MIR images do not.
The article is organized as follows. In Sec. II, the MIR method is reviewed and the generation of two-dimensional ͑2D͒ parametric images that represent the projected object properties is described. The CT-MIR imaging model and reconstruction procedure are described in Sec. III. Our experimental studies and images reconstructed from experimental data are presented in Secs. IV and V, respectively. A summary of the CT-MIR method is included in Sec. VI.
II. MIR

A. MIR imaging model
In this section, we review the MIR method upon which CT-MIR is based. The 2D parametric images produced in MIR represent the projected 3D object properties and, as described in Sec. III, will serve as the tomographic projection data for the CT-MIR method. For a more comprehensive description of MIR and specific implementation details, we refer the reader to Refs. 1 and 2. It should be noted that an imaging method that is essentially identical to MIR was proposed in Ref. 3. In the MIR method, the object is illuminated with a collimated and monochromatic x-ray beam, and the angular content of the transmitted radiation is analyzed by use of a system of diffractive optical elements. The spatial coordinates ͑x , y , z͒ and angular coordinates ͑ , ␥͒ that are defined in Fig. 1 will be employed to describe the MIR imaging system that is shown in Fig. 2 . The first two crystals in the imaging system form a double crystal monochromator that serves principally to collimate and monochromate the incident beam, which travels along the z axis. After interacting with the object, the transmitted beam is incident on a third crystal, called the analyzer. The analyzer diffracts only those components of the beam traveling at or near the analyzer's Bragg angle, thereby rejecting all components outside a narrow angular range. Note that the analyzer crystal is sensitive only to intensity variations in the x-z diffraction plane ͑i.e., intensity variations with respect to the angle ͒. In MIR, the transmitted beam components travel at angles described by extremely small values of ͑on the order of microradians͒ with respect to the optical axis of the imaging system. For a given analyzer orientation, the intensity of the beam that is reflected by the analyzer is measured by an x-ray detector that is described by the coordinates ͑x , y͒. Therefore, the measurement data in MIR are indexed by three coordinates: the transverse measurement-plane spatial coordinates ͑x , y͒ and the analyzer orientation .
In MIR, the effect of the object on the beam is regarded as a linear system in terms of the angle . The angular spectrum of the beam after passing through the object ͑but before diffracting from the analyzer crystal͒ can be expressed as
͑1͒
where I 0 Ј͑Ј͒ denotes the angular intensity spectrum of the incident beam and g͑ , Ј; x , y͒ is the angular impulse response function. The angular impulse response function characterizes the object in the sense that it represents the angular intensity spectrum of the transmitted beam that would result from illuminating the object with a perfectly collimated beam, i.e., a beam of the form I 0 Ј͑͒ = I 0 ␦͑͒, where ␦͑·͒ denotes the Dirac delta function. The set ⌰ = ⌰͑x , y͒ describes the collection of deflected beam angles that are intercepted by the detector element at location ͑x , y͒. The MIR imaging model assumes that, over the ultrasmallangle window ⌰, the angular intensity pattern caused by subpixel object structures is approximately invariant to . This implies that the shape of the angular pattern of the transmitted beam remains constant when the illuminating beam is reoriented by an angle on the order of microradians. This assumption of angle-invariance implies that g͑ , Ј; x , y͒ = f͑ − Ј; x , y͒. Because its integrand is approximately zero for Ј ⌰, Eq. ͑1͒ can be expressed as
͑2͒
where * denotes the one-dimensional convolution operation. The angular intensity spectrum of the beam that is diffracted by the analyzer and measured subsequently by the detector is given by y͑;x,y͒ = R͑͒ * f͑;x,y͒, ͑3͒
where R͑͒ denotes the intrinsic rocking curve 2 that represents the intensity that would be measured with no object present when the analyzer crystal is "rocked" ͑i.e., rotated in angle ͒.
The impulse response f͑ ; x , y͒ that describes the effect of the object on the incident beam can be recovered from the measured intensity y͑ ; x , y͒ by inverting Eq. ͑3͒, which is a one-dimensional ͑1D͒ deconvolution problem. From knowledge of f͑ ; x , y͒, parametric images can be computed that provide convenient characterizations of the absorptive, refractive, and ultrasmall-angle scattering properties of the object. Alternatively, as described later, these parametric images can be computed directly from the measured y͑ ; x , y͒ if the effects of the convolution in Eq. ͑3͒ are compensated for appropriately.
B. Computation of 2D parametric images
Later we describe the computation of the absorptive, refractive, and ultrasmall-angle scattering parametric images that are produced in MIR. The procedure we employ for the computation of these images is different than that employed in Ref. 1 in that they are computed directly from the measured y͑ ; x , y͒ rather than from the deconvolved quantity f͑ ; x , y͒.
In practice, the measured intensity data are recorded at a discrete set of detector locations at a finite number of angular analyzer settings. The discrete form of Eq. ͑3͒ will be expressed as
where the detector pixels are referenced by the spatial indices m =1,2, ... , M and n =1,2, ... ,N, and k =1,2, ... ,K describe discrete ͑angular͒ analyzer crystal settings. Therefore, at each pixel location ͑m , n͒ on the detector, we measure the angular intensity spectrum y m,n ͓k͔ at the K angular settings of the analyzer crystal. The measured data set is accordingly composed of K images, each of dimension M ϫ N. It will be useful to define the following intermediate quantities. Let the total intensity at a given pixel ͑m , n͒ be denoted by 
and define a normalized angular intensity spectrum as
The intensity that would be measured at each pixel in the absence of the object will be denoted as
Attenuation image
In the ultrasmall-angle regime, attenuation of the x-ray beam is caused both by absorption and by scattering into angles outside the measured angular range. These sources of beam attenuation can be summarized collectively by the parameter
which corresponds to an inversion of a discrete exponential loss law.
Refraction image
Refraction induces an overall deflection of the beam that produces an angular shift of the beam centroid ͑as compared to its position when no object is present͒. This angular shift can be computed as
where ⌬ is the angular spacing of the measured samples, and
ͪR͓k͔⌬.
͑10͒
Note that the second term in Eq. ͑9͒ compensates for the fact that the angular shift is computed from knowledge of Y m,n ͓k͔ rather than from direct knowledge of f m,n ͓k͔.
Ultrasmall-angle scatter image
Ultrasmall-angle scatter by subpixel object structures causes an angular broadening of the transmitted beam. This angular broadening can be described by the beam's angular divergence about the angle ⌬ m,n that can be described by the second central moment of the normalized angular intensity spectrum as
R͓k͔. ͑11͒
Equation ͑11͒ can be understood readily from Eq. ͑3͒ by noting that the second central moment of the convolution of two functions is equal to the sum of the second central moments of the individual functions.
III. CT-MIR
As discussed in the introduction, it is highly desirable to perform MIR in CT mode. Such a procedure, which we refer to as computed tomography MIR ͑CT-MIR͒, can produce three volumetric images that contain detailed 3D information about the object's absorption, refractive, and ultrasmall-angle scattering properties. These three images would provide a rich description of the object's physical properties that are revealed by the probing x-ray beam. Later we establish and discuss a tomographic imaging model for CT-MIR. At each tomographic view angle, the 2D parametric images produced by the MIR method will represent the raw projection data from which the 3D object property images will be reconstructed tomographically. In effect, the process of computing the MIR parametric images at each view angle serves to decouple the tomographic inverse problems for determination of the three different object properties. We demonstrate that each object property is related to its associated MIR parametric image by an x-ray transform. Consequently, the images of the 3D object properties can be reconstructed readily on a slice-by-slice basis by use of 2D parallel-beam CT reconstruction algorithms.
A. Scanning geometry
In the tomographic imaging model, we will consider the object to be fixed and assume that the x-ray source and analyzer/detector system are rotated simultaneously about the x axis. This is done simply as a matter of notational convenience; the reconstruction formulas derived later are applicable immediately to the case where the x-ray source and analyzer/detector system are fixed and the object is rotated. As shown in Fig. 3 , the rotated coordinate system ͑x , y r , z r ͒ is related to the fixed reference coordinate system ͑x , y , z͒ as y r = y cos + z sin and z r = z cos − y sin . The tomographic view angle is measured from the positive y axis. In the rotated coordinate system, the z r axis represents the optical axis and ͑x , y r ͒ denotes the corresponding detector plane coordinates. Let L ͑x , y r ͒ denote the line that the probing beam travels along before being measured at detector location ͑x , y r ͒ at tomographic view angle . In terms of the rotated coordinates the imaging model in Eq. ͑3͒ can be expressed as
where y ͑ ; x , y r ͒ and f ͑ ; x , y r ͒ denote the measured angular intensity spectrum and object angular impulse response function, respectively, at view angle .
B. Tomographic imaging model for reconstruction of attenuation image
In MIR it is assumed that the beam deflections due to refraction and ultrasmall-angle scatter are too small to cause significant cross talk between adjacent detector pixels.
1 Under this condition it is true that
where
is the integrated intensity measured at detector location ͑x , y r ͒ at view angle , I 0 is the intensity of the incident beam, and ͑x , y r , z r ͒ is the total x-ray attenuation coefficient of the material ͑expressed in the rotated coordinate system͒ that includes the effects of coherent and incoherent atomic scattering. For a given view angle , the parametric image p m,n defined in Eq. ͑8͒ is a discrete approximation of the quantity
͑x,y r ,z r ͒dz r ,
͑15͒
which corresponds to the x-ray transform of . Stated otherwise, for a given x = x 0 , p͑x 0 , y r , ͒ corresponds to the 2D Radon transform of ͑x 0 , y r , z r ͒. It is clear therefore that, from knowledge of the parametric images p m,n computed at a collection of tomographic view angles that span the interval ͓0,͒, a 3D image representing ͑x , y r , z r ͒ can be reconstructed on a slice-by-slice basis by use of a reconstruction algorithm from conventional parallel-beam CT.
C. Tomographic imaging model for reconstruction of refraction image
Refraction can induce an overall deflection of the transmitted beam that can be measured as an angular shift of the beam centroid ͑as compared to its position when no object is present͒. The angular shift of a transmitted beam measured at detector location ͑x , y r ͒ at view angle will be denoted by ⌬͑x , y r , ͒. Equation ͑9͒ can be used to calculate ⌬ from discretely sampled measurement data at a given view angle. It should be noted that the quantity ⌬ is also computed in DEI; however, because DEI neglects the effects of ultrasmall-angle scattering, the value of ⌬ computed in MIR is generally more accurate than that computed in DEI.
1,2 A well-known relationship exists 14 
, which assumes a geometrical optics wave propagation model, indicates that the computed angular shifts of the beams centroids are related to the x derivative of the refractive index distribution by an x-ray transform.
D. Tomographic imaging model for reconstruction of ultrasmall-scatter image
The MIR imaging model in Eq. ͑12͒ also provides the basis for the tomographic reconstruction of a volumetric image that reflects the ultrasmall-angle scattering properties of the object. We can associate with position r ជ inside the object a local angular impulse response function f l ͑ ; x , y r , z r ͒. This function describes how the angular intensity spectrum of the probing beam is perturbed by an infinitesimal volume of the object at location ͑x , y r , z r ͒. Here, the superscript "l" is employed to distinguish the local impulse response from the object impulse response employed in Eq. ͑12͒. Note that f l ͑ ; x , y r , z r ͒ is independent of the view angle because the ultrasmall-angle scattering properties of each infinitesimal volume element are assumed to be isotropic. We will assume that f l ͑ ; x , y r , z r ͒ is a bounded and continuous function of and will let f l ͑ ; x , y r , z r ͒ denote the 1D Fourier transform of f l ͑ ; x , y r , z r ͒ with respect to . Here, is the Fourier variable conjugate to . After penetrating through the object, the beam is described by a convolution of its incident angular spectrum with the local angular impulse responses of all infinitesimal volumes that L ͑x , y r ͒ intersects. By use of the Fourier-convolution theorem, it must be true therefore that
where f ͑ ; x , y r ͒ is the 1D Fourier transform of f ͑ ; x , y r ͒ with respect to . Let M l ͑x , y r , z r ͒ and M͑x , y r , ͒ denote the second central moments of f l ͑ ; x , y r , z r ͒ and f ͑ ; x , y r ͒, respectively, which are defined as 
IV. TOMOGRAPHIC RECONSTRUCTION FROM PHOTON-LIMITED DATA
Due to the flux limitations of currently available benchtop x-ray sources, we expect that, in the foreseeable future, clinical implementations of CT-MIR will be photon limited. It is therefore important to develop statistically robust reconstruction methods that can mitigate the effects of high Poisson noise levels in the measurement data. For such applications, the advantages of statistically motivated reconstruction algorithms over transform-based algorithms are well-known in the medical imaging community. 17 Later we describe an iterative regularized least squares 18 ͑RLS͒ approach for reconstruction of CT-MIR images.
In the following discussion, tomographic images and projected images are represented as vectors, constructed by lexicographic ordering of the pixel values. The vector x refers generically to any one of the CT-MIR object properties ͑for absorption, refraction, or ultrasmall-angle scatter͒. The vector y refers to the corresponding set of MIR parametric images that represent the projection data from which x is reconstructed.
Using these definitions, the RLS algorithm seeks to minimize the objective function
where ʈ · ʈ denotes the L 2 norm, x is an object property ͑i.e., image͒ to be reconstructed, H is a matrix operator describing the 2D Radon transform, and Q is a Laplacian operator. The least-squares term in Eq. ͑21͒ encourages conformance of the CT-MIR image to the projected MIR images. The regularization term ʈQxʈ 2 represents the "roughness" of the images solution; therefore, its presence penalizes noisy solutions. The regularization parameter controls the degree of smoothness imposed by the penalty term. Note that the positivity constraint is not enforced when reconstructing the refraction image.
The objective function can be minimized by use of a steepest descent gradient algorithm. An iterative procedure for accomplishing this is described by
where x ͑i͒ denotes an approximation of x obtained at iteration i:
describes the gradient of the object function, and
͑24͒
Equations ͑22͒-͑24͒ are applied until the algorithm converges or for a fixed number of iterations. In this work, we adopted the latter approach.
V. EXPERIMENTAL STUDIES
A. Phantoms and experimental data
A physical phantom was constructed that exhibited various combinations of absorption, refraction, and ultrasmallangle scattering effects. The phantom, which was utilized in Ref. 1 and is shown in Fig. 4 , consisted of a Lucite jar containing a Lucite rod and a sheet of paper rolled into a cylinder. A second sample corresponded to a human talus bone within a left-ankle joint. The soft tissues covering the bones were present. Experimental CT-MIR studies of these samples were conducted at the National Synchrotron Light Source X15A beamline. This dedicated imaging beamline has been employed previously in studies of DEI and MIR.
1,2
The phantom object was imaged using a beam energy of 40 keV at each of 11 analyzer positions, ranging from −4 to +4 rad with 0.8 rad increments. Additional details regarding the data acquisition parameters for the phantom imaging study can be found in Ref. per 50 m ϫ 50 m detector pixel. The talus bone was imaged using a beam energy of 30 keV at each of the 11 analyzer positions. The surface dose was approximately 49.2 mGy. For both objects, the measurement data were acquired at 360 evenly spaced tomographic view angles over the interval ͓0,2͒.
To simulate photon-limited data, we considered the measured synchrotron data y ͑ ; x , y r ͒ to be essentially noise free. The effect of photon noise was simulated by generating Poisson-distributed data samples in software based on the "noise-free" measurement data. Because the variance of a Poisson random variable is equal to its mean, the noise level in the measurement data was quantified by the highest mean photon count per pixel that it contained. In this work, we considered two sets of noisy data. The first data set had a noise level of 10 photons per 50 m ϫ 50 m detector pixel ͑mean photon count͒. This noise level is approximately 100 times greater than that of the original synchrotron data and corresponds to a surface dose of 0.733 mGy ͑water equivalent͒. A second, less noisy, data set was generated that corresponded to a mean photon count of 50 photons per 50 m ϫ 50 m detector pixel and a surface dose of 3.66 mGy ͑water equivalent͒.
B. Tomographic reconstruction
At each view angle the parametric images p m,n , M m,n , and ⌬ m,n were computed by use of Eqs. ͑8͒, ͑11͒, and ͑9͒, respectively. As described previously, these parametric images represent the x-ray transforms of the object properties that CT-MIR aims to reconstruct. From these data sets, transverse slices ͑i.e., planes of constant x͒ of the object properties were reconstructed by use of the filtered backprojection ͑FBP͒ algorithm and the proposed RLS method. In our implementation of the RLS method, 100 iterations were employed, and the smoothing parameter was set to = 0.1. This combination of settings was found to effectively suppress the noise while preserving important image features. The dimension of all the reconstructed images was 246ϫ 246 pixel 2 and the pixel size was 380 m with slice thickness of 50 m.
For purposes of comparison, the CT-DEI method proposed in Ref. 14 was also implemented. The DEI measurement data corresponded to analyzer settings of one half of the full width at half maximum of the rocking curve R͑͒. At each tomographic view angle, estimates of p m,n and ⌬ m,n were calculated by use of the DEI method as described in Ref. 4 . From these data sets, transverse slices of the object properties ͑x , y r , z r ͒ and ‫ץ‬n / ‫ץ‬x͑x , y r , z r ͒ were reconstructed by use of the FBP algorithm. The reconstructed matrix and pixel sizes were the same as for the CT-MIR images described earlier.
VI. RECONSTRUCTED IMAGES
The CT-MIR images of the phantom object that were reconstructed from the original synchrotron radiation data ͑without artificially enhanced noise levels͒ by use of the RLS and FBP algorithms are shown in Fig. 5 , top row and middle row, respectively. In this figure, images of the object's attenuation, refractive index gradient, and ultrasmall-angle scattering properties are displayed from left to right. Because the paper roll is composed of fibrous structures that have radii of the order of 10 m ͑which is on subdetector-pixel dimension͒, it represents a scattering object that is expected to broaden the angular spectrum of the probing x-ray beam. This behavior is reflected in the CT-MIR scattering images, shown in the right panels of the top and middle rows of lel to the x axis and therefore ‫ץ‬n͑x , y r , z r ͒ / ‫ץ‬x Ϸ 0 away from the ends of the jar. It is also useful to note that images reconstructed by use of the FBP algorithm contain more artifacts than those reconstructed by use of the RLS method. For example, the absorption values inside the paper roll should be the same as those of the background, which is not the case for the CT-MIR absorption image reconstructed by use of the FBP algorithm shown in the left panel of the middle row of Fig. 5 .
The bottom row of Fig. 5 contains the attenuation and refraction images of the phantom object that were reconstructed by use of the CT-DEI method. The attenuation and refraction images reconstructed using the CT-DEI method are seen to be of poorer visual quality than the corresponding CT-MIR images, especially in the vicinity of the paper roll. This can be attributed to the fact that the paper roll produced ultrasmall-angle scattering that was not compensated for in the CT-DEI imaging model. These observations are consistent with the results of our previous comparison of planar DEI and MIR. 2 Profiles through the central horizontal rows of the images in Fig. 5 are contained in Fig. 6 . The bottom row contains the expected profiles. Note that because the true profiles are not known exactly, the "expected" profiles convey what we would expect based on our qualitative understanding of the attenuation, refractive, and ultrasmall-angle scattering properties of the phantom materials. These figures confirm that the CT-MIR profiles are more consistent with the expected profiles than are the corresponding CT-DEI profiles. A quantitative comparison of the CT-DEI and CT-MIR methods within the context of a well-defined diagnostic task remains an important topic for future work.
The CT-MIR images of the phantom object that were reconstructed from the artificially enhanced noisy data sets corresponding to maximum count rates of 50 photons per pixel and 10 photons per pixel are contained in Figs. 7 and 8 , respectively. The images in the top and bottom rows were reconstructed by use of the RLS method and FBP algorithm, respectively. Despite the high noise levels in the data, most of the features that are present in the noise-free images ͑Fig. 5͒ are still discernable in the reconstructed noisy images. The iterative reconstruction method was also found to produce CT-MIR images that possessed weaker artifacts and better apparent separation of certain object structures from the background than those reconstructed by the FBP algorithm. These results suggest that photon-limited implementations of CT-MIR may be viable for biomedical imaging applications. Figure 9 contains images of the head of a human talus bone reconstructed by use of the CT-MIR method ͑top row͒ and the CT-DEI method ͑lower row͒. In both implementa- tions, the FBP algorithm was employed. Our preliminary analysis of the images suggests that while the attenuation image reflects the same information as produced in conventional x-ray radiography, the refraction and ultrasmall-angle scatter images reveal additional valuable information. Although the cartilage covering the articular surface of the head of the talus is faintly visible in the attenuation image, it is clearly visible in the refraction and ultrasmall-angle scatter images ͑between arrows͒. This is of clinical significance because cartilage is invisible in conventional radiography. In addition, a ligament attached to the bone is visible ͑lower left arrow͒. Although the border of the cartilage is visible in the CT-DEI refraction image, the image is contaminated heavily by artifacts. The image artifacts can be attributed to significant ultrasmall-angle scattering produced by the bone, which is not acknowledged in the CT-DEI imaging model. The inability of the CT-DEI images to clearly reveal reference structures surrounding the cartilage can hinder the interpretation of the images. Figure 10 contains the CT-MIR images corresponding to a different transverse slice of the human talus bone that is displaced by 200 m.
VII. SUMMARY
The development of novel x-ray imaging techniques that exploit contrast mechanisms other than x-ray absorption can potentially revolutionize the field of biomedical x-ray imaging. Such techniques hold great promise for imaging low contrast soft-tissue structures 14 using radiation doses that are less than that imparted by existing radiographic techniques. This is because phase-sensitive methods, such as MIR, can function well at high x-ray energies, where absorption contrast and radiation dose are low.
Towards this end, we have recently proposed and investigated a new imaging method called MIR ͑Refs. 1 and 2͒ that produces a comprehensive description of an object's absorption, refraction, and ultrasmall-angle scattering properties. Although the three images produced in MIR provide a rich description of the object's physical properties, they are 2D images that represent projections of the 3D distributions of object properties. This can render it difficult to spatially correlate the detailed information regarding the object properties that is contained in the images. In this work, we have developed and investigated a tomographic implementation of MIR, which we refer to as CT-MIR. An explicit imaging model for CT-MIR was provided, which revealed that the parametric images computed in MIR were related to the corresponding 3D object properties via an x-ray transform. The CT-MIR method utilizes the three parametric images produced in MIR as the raw projection data from which volumetric images of the object's attenuation, refractive index gradient, and ultra small-angle scattering properties can be reconstructed.
The CT-MIR method was implemented experimentally and employed for reconstruction of the absorption, refractive-index gradient, and ultrasmall-angle scattering properties of a phantom object and a human talus bone. It was demonstrated that, in addition to producing an image of the ultrasmall-angle scattering properties of the object that is not produced in CT-DEI, the CT-MIR method produces images of the refractive index gradient and attenuation properties that are more accurate then those produced by CT-DEI. This can be explained by the fact that the CT-DEI imaging model does not account for the effects of ultrasmall-angle scattering that are present in many biological tissues.
In future clinical implementations of CT-MIR, the measurement data will likely be photon limited. To address this reality, we investigated the CT-MIR method under photonlimited conditions and utilized a regularized iterative reconstruction method for reconstruction of CT-MIR images from experimental data sets that contain enhanced Poisson noise levels. Despite the high noise levels in the data, most of the object features were still discernable in the reconstructed noisy images. The iterative reconstruction method was also found to produce CT-MIR images that possessed weaker artifacts and better apparent separation of certain object structures from the background than those reconstructed by the FBP algorithm. These results strongly suggest that photonlimited implementations of CT-MIR may be viable for biomedical imaging applications.
Because CT-MIR is in a preliminary stage of its development, there remain numerous important and interesting aspects of the method to explore. We are currently investigating the diagnostic utility of CT-MIR for several important medical imaging tasks that include breast cancer imaging and visualization of articular cartilage. An important topic of future research is the task-based assessment and optimization of CT-MIR reconstruction algorithms.
L͑x,y r ,͒ ϵ ͕r 1¯rN ͖. 
͑A6͒
Equation ͑A6͒ indicates that the second central moment of f N ͑ ; x , y r , ͒ is a weighted sum of the second central moments of the voxel impulse responses f l ͑ ; r i ͒ that correspond to voxels that are intersected by a beam that is measured at detector location ͑x , y r ͒. Equation ͑11͒ can be employed to determine an estimate of M N ͑x , y r , ͒ from discretely sampled measurement data. Therefore, Eq. ͑A6͒ represents a discrete tomographic imaging model in the form of a system of linear equations that can be solved ͑e.g., by algebraic reconstruction algorithms͒ for determination of the second central moments of the local impulse response functions f l ͑ ; r i ͒.
A continuous version of the tomographic imaging model can be obtained from Eq. ͑A6͒ as a limiting case where the discretization of the object becomes increasingly fine. If 
