A model for end-stopping that requires only excitatory inputs is presented. This model is based on multiplication of the outputs from two orientation tuned and spatial-frequency selective neurons. Computer simulations show that, provided the optimal orientations of the two neurons are sufficiently different, the resulting product will display orientation-independent end-stopping. Neurons simulated in this manner display the main characteristics of actual hypercomplex cells.
Introduction
Some neurons in the visual cortex respond more strongly to short stimuli than to long ones [1 -10] . This is known as end-stopping, and neurons displaying this property are referred to as being hypercomplex. Most authors have sought to explain end-stopping in terms of inhibitory regions, or end-zones, within the neuron's receptive field [1, 6, 7, 9, 11] . However, direct evidence for actual inhibition from the end-zones is equivocal. For instance: (1) End-stopping is resistant to iontophoretic application of bicuculline, which is an antagonist to the inhibitory transmitter GABA [12] . This would suggest that end-stopping is not the result of intracortical inhibition, at least not GABA-mediated inhibition. (2) Bolz and Gilbert [11] have demonstrated that end-stopping in layer IV may be reduced by decreasing the input to this layer from layer VI. However, Grieve and Sillito [13] have shown that the influence from layer VI on hypercomplex cells in layer IV is mainly facilitatory, suggesting that the reduction in end-stopping observed by Bolz and Gilbert [11] was the result of reduced excitatory input. (3) Many end-zones which suppress the response when stimulated simultaneously with stimulation of the excitatory discharge region are excitatory when stimulated by themselves, i.e. without simultaneous stimulation of an excitatory region of the receptive field. Orban et al. [7] described this phenomenon as spatial overlap between discharge regions and endzones. Such overlap is difficult to reconcile with the notion of inhibitory end-zones because these zones would have to be inhibitory under some conditions and excitatory under other circumstances. This would require that these parts of the receptive field are able to switch from being inhibitory to being excitatory. The above observations suggest that end-stopping may be the result, in part or wholly, of excitatory connections. It is therefore of interest to determine if end-stopping may be produced from purely excitatory inputs. The goal of the present computer simulations was to explore this possibility.
Methods
The general method used in the present investigation was to Fourier analyze stimulus bars of various lengths and to filter their amplitude spectra through a pair of orientation-and spatial-frequency selective filters. The outputs from these two filters, referred to as first-stage neurons, were then combined to generate a single second-stage neuron. A 'first-stage neuron' corresponds to a conventional orientation-and spatial-frequency-selective neuron as is typically found in the primary visual cortex of cats and monkeys. A 'second-stage neuron' corresponds to a neuron which takes as its input the output (either directly or indirectly) from first-stage neurons. The receptive fields of the first-stage neurons were simulated as 2-D Gabor functions [14] , i.e. as a 1-D cosine or sine grating (depending on whether an even-or odd-symmetric receptive field was desired) multiplied with a 2-D Gaussian. In order to determine the 2-D frequency filtering property of each first-stage neuron, its receptive field was Fourier analyzed and the amplitude spectrum was calculated. These amplitude spectra were used to filter the stimuli.
The procedure is shown in more detail in Fig. 1 . It involves the following steps: (1) Line stimuli were generated. (Both stimuli and receptive fields were generated using 64 ×64 arrays; and stimulus lengths are specified in terms of number of array elements.) ( 2) The line stimuli were multiplied with the Gaussian that defined the Gabor function of the first-stage neurons' receptive fields (see description of receptive fields above). This multiplication, which corresponds to space domain filtering, was required because filtering in the frequency domain does not take position information into account. Without space domain filtering the neuron would be sensitive to stimuli outside its receptive field and would not be spatially localized as are the neurons in the primary visual cortex [15] .
1 ( 3) The spatially filtered line stimulus was Fourier analyzed. (4) The amplitude spectrum was computed by calculating (Re 2 + Im 2 ) for each element in the Fourier series. (Re and Im, respectively, denote the real and imaginary parts of each element of the series.) (5) The amplitude spectrum was filtered (in parallel) through two firststage neurons. This filtering consisted quite conventionally of multiplying the amplitude spectrum of the stimulus with the amplitude spectrum of the filter, i.e. of the first-stage neuron. (6) For each of the two resulting filtered spectra the amplitudes were summed to provide a single output value for each first-stage neuron. (7) The second-stage neuron (i.e. the simulated hypercomplex cell) was generated by combining (adding or multiplying, see Results below) the sums of the amplitudes (i.e. the output values) from the two first-stage neurons. In order to assess the effect of bar length and other stimulus parameters the full sequence of seven steps was repeated for different stimuli.
The computer simulations were carried out on a NeXT Station Turbo (NeXT Computer) running Mathematica versions 2.0, 2.2 and 3.0 (Wolfram Research) under NeXTStep 3.2 (NeXT Computer).
Results
A narrow bar of finite length is a 2-D stimulus with a 2-D Fourier spectrum. If we denote the bar's dimension of elongation, in the space domain, as the X dimension, then the amplitude spectrum shows elonga- Fig. 1 . The procedure followed in the present simulations. Briefly, the procedure was to filter a single bar stimulus through two separate first-stage neurons and to combine the outputs of these two neurons in a single second-stage neuron. (See text for details.) 1 The need for separate spatial filtering becomes clear when one considers the nature of filtering in the frequency domain, which consists of multiplying the spectrum of the filter with the spectrum of the signal. Each frequency component can be expressed as a e (i) where a denotes the amplitude and represents the phase angle. , where the subscripts s and f denote signal and filter, respectively. We see that filtering causes the amplitudes to multiply and the phases to add. That is to say, the magnitude of the amplitudes after filtering is unaffected by the phases. Therefore, to the extent that the position information is contained in the phase values it does not enter into frequency domain amplitude filtering. In order to simulate the filtering of spatially localized spatial-frequency filters, such as the neurons in the visual cortex [15] , some form of separate spatial filtering is required. : Two-dimensional amplitude spectra for a long bar (A) and a short bar (B). The two spectra differ mainly in width, i.e. along the X dimension. (C): Cross-sections through the two spectra (in A and B) emphasize that the spectrum for the short bar has a wider distribution. This suggested that it should be possible to generate a detector which is selectively sensitive to short bars by having the detector's highest sensitivity at components away from the midline. The sensitivity profile of a theoretical detector based on this principle is indicated with the dashed line.
show amplitude spectra for a long and short bar, respectively. As can be seen, a short bar has a wider distribution of amplitudes along the X dimension. It seemed that, by taking advantage of this difference in the distribution of amplitudes, it should be possible to create a detector which is activated selectively by short stimuli. This could be achieved by having the highest sensitivity of the detector at components away from the midline of the amplitude spectrum. The sensitivity profile of a hypothetical detector based on this principle is indicated with a dashed line in Fig. 2C .
The simplest way to generate a detector based on this principle would be to simply sum the outputs from two linear orientation tuned first-stage neurons that differ in their optimal orientations. This is illustrated in Fig. 3 which shows the 2-D spectral receptive field modelled as 2-D Gaussians (Fig. 3A and B) . The neurons in Fig.  3A and B are maximally sensitive to stimuli tilted 30°c lockwise and 30°counterclockwise, respectively. The spectral sensitivity profile of a second-stage neuron which sums the outputs from the neurons in Fig. 3A and B is shown in Fig. 3C . (For comparison, the amplitude spectrum of a short horizontal bar is shown in Fig. 3D .) Computer simulations revealed that while such a neuron may display end-stopping under certain conditions, this end-stopping is not orientation independent. Specifically, such a neuron does not show end-stopping when the bar is at the optimal orientation of either of the first-stage neurons. This conflicts with reports of hypercomplex cells being end-stopped at all orientations [6] . Also, a neuron of this kind tends to have a bimodal orientation tuning curve, something which is quite unlike that of actual hypercomplex cells. This simple model therefore cannot be maintained as a general model for cortical end-stopping.
There are fundamentally two ways of combining two excitatory inputs: they can be added or multiplied. Since, as was shown above, addition does not give results consistent with actual neurons, multiplication was attempted. Multiplication of neuronal inputs can be achieved in a number of physiologically plausible ways [16] and represents a form of AND-gating. In the present case this means that a stimulus would not activate the second-stage hypercomplex cell unless it stimulated both of the first-stage neurons. This can be accomplished in three different (although not mutually exclusive) ways: (i) the two first-stage neurons have very similar optimal orientations and spatial-frequencies; (ii) the two first-stage neurons have very wide tuning; or (iii) as in the case of short stimuli, the amplitude spectrum of the stimulus is wide enough to stimulate both first-stage neurons. Therefore, in the case of a pair of first-stage neurons with relatively narrow tuning which differ sufficiently in optimal orientation, a long stimulus would not stimulate the second-stage neuron if it were to only activate one of the first-stage neurons.
tion along the Y dimension in the frequency domain. The amplitude distributions of long and short bars differ mainly along the X dimension of the frequency spectra. This is shown in Fig. 2 where panels A and B On the other hand, if the stimulus is shortened sufficiently its amplitude spectrum is widened. In this case it would be possible to stimulate both first-stage cells at the same time, causing the second-stage neuron to be stimulated. Thus, a second-stage neuron combining multiplicatively the inputs from two orientation selective neurons with different optimal orientations might be expected to respond to short stimuli but not to long ones. The present simulations explore some of the response characteristics of such a second-stage neuron.
The amount of stimulation reaching a simulated second-stage neuron as a function of line length is shown in Fig. 4A . The figure depicts results obtained by multiplying the outputs from pairs of first-stage neurons which differ in optimal orientation by 20°, 30°, 40°a nd 60°. As can be seen, there is little end-stopping when the first-stage neurons differ by only 20°. However, when the first-stage neurons differ by 30°or more there is a clear reduction in the amount of stimulation with increasing line length. In Fig. 4B some dips in the curves are evident (e.g. in the curves representing 20°and 30°orientations). These dips are associated with troughs in the amplitude spectrum of short bars. Such troughs can be seen in Fig. 2B . Changing the bar length displaces these troughs. When they fall on the location of peak sensitivity of either first-order neuron the stimulation of the second-stage neuron is reduced. The multiplicative interaction makes the second-stage neurons particularly sensitive to this effect. It is therefore of interest that such dips are also apparent in the data from actual neurons (Fig. 4D) .
Using a stimulus of optimal length (i.e. eight array elements) orientation selectivity was determined for second-stage neurons by combining inputs from pairs of first-stage neurons differing in orientation by 20°, 30°, 40°and 60°. The results are shown in Fig. 4C . In agreement with actual neurons [17] , the orientation tuning can be quite narrow.
The data shown in Fig. 4 were obtained with narrowly orientation tuned first-stage neurons (each neuron had an orientation half-width at half-height of about 9°, and a spatial frequency full-width at halfheight of 0.44 octaves). In Fig. 5 are shown analogous data obtained with pairs of more widely tuned firststage neurons (orientation half-width at half-height of 25°and spatial frequency full-width at half height of 1.0 octave). We see in Fig. 5A that, in this case, a larger difference in optimal orientation is required in order to obtain end-stopping. Also, the end-stopping is less pronounced than in the case of the more narrowly tuned first-stage neurons. However, as was the case for narrowly tuned first-stage neurons, the end-stopping is largely orientation independent (Fig. 5B) . Also, as could have been expected, more widely tuned first-stage neurons cause the second-stage cells to have wider orientation tuning (Fig. 5C ).
It is possible to generate receptive field maps for the simulated hypercomplex cells. Denoting the Gabor shaped receptive fields of the two first-stage neurons as, respectively, Rf 1 (x,y) and Rf 2 (x,y) the receptive field of the second-stage neuron was calculated as The first case describes the situation where the ON regions of the two first-stage neurons overlap, which gives rise to an ON region in the receptive field of the second-stage cell. The second case occurs where the ON region of one neuron coincides with the OFF region of the other. Because responses cannot be negative and because a stimulus has to be either bright or dark, a single stimulus placed in such a region cannot stimulate both first-stage neurons. That is to say, one of the first-stage neurons has to be unstimulated. Because multiplication with zero equals zero the second stageneuron is not stimulated by any stimulus in such a region. Setting the input to the second-stage neuron equal to zero makes this explicit. The third case corresponds to a situation where OFF regions overlap. This results in an OFF region in the second-stage neuron's receptive field. The minus sign is introduced to denote the inverted polarity of the stimulus.
Two examples of receptive fields generated in this manner are shown in Fig. 6A and B. The receptive field in A was generated by multiplying two Gabor shaped receptive fields having in-phase cosine carriers. In B the receptive field for a pair of first-stage neurons with carriers a quarter of a cycle out-of-phase is shown, i.e. one in cosine-phase the other in sine-phase. These plots, however, represent the receptive fields as they would appear when mapped with a single small spot (i.e. a single array element). Because of the nonlinear nature of multiplication these plots may not be representative of the situation, more relevant to endstopping, in which the receptive fields are mapped (with a small spot) while at the same time the discharge region is stimulated with a potent stimulus (i.e. a 'conditioning stimulus') such as a bar of optimal length and orientation. The relevant situation was simulated by mapping the receptive field using the following formula:
where Rf 1 and Rf 2 , respectively, are, as above, the Gabor shaped receptive fields of first-stage neurons 1 and 2; where S(x,y) denotes a bright single element stimulus at location x, y, the location of which (i.e. x and y) was systematically varied to generate the plot; and where B 1 and B 2 represent the total stimulation produced by the bar stimulus. B 1 and B 2 are defined as
where S bar (x,y) is the bright bar stimulus which was created so as to be optimal for the second-stage neuron (as determined from the maps in Fig. 6A and B). The product (B 1 · B 2 ), representing the effect of the bar stimulus alone on the second-stage neuron, was subtracted in Eq. (2) in order to make the plot show the effect of the spot stimulus relative to the situation where only the bar stimulus was presented. The resulting plots are shown in Fig. 6C and D. Because these maps show the effect of a stimulus relative to the presentation of a bright bar alone, they are given in terms of suppressing regions (dark areas) and facilitating regions (light areas). In this way This shows the outline of facilitating regions (light areas) and suppressive regions (dark areas) as they would appear when determined with a small bright spot presented simultaneously with a bright conditioning bar in the discharge region (see text). The position and length of the bar is indicated by a horizontal line segment. The difference between plots A and B, on the one hand, and C and D, on the other, is that in the latter case the spot stimulus was presented together with a fixed bright bar (i.e. a conditioning stimulus) in the discharge field. (For the sake of comparison, the bars are also shown in panels A and B even though the bars were not used in generating these maps.) The receptive field depicted in panel A is for the same second-stage neuron as the one shown in C and was generated from a pair of first-stage neurons both having even-symmetric receptive fields. The receptive field shown in B is for the same second-stage neuron as depicted in D which received input from one even-and one odd-symmetric first-stage neuron.
it will encroach on a region which is out-of-phase with the discharge region. This reduces the activating effect of the stimulus and manifests itself as end-stopping. Second, the simulated neuron in A and C displays end-stopping at both ends (both to the left and right) while the neuron in B and D shows end-stopping only (or mainly) to the right. Thus, the model may account for why some hypercomplex cells show end-stopping at both ends while other neurons show end-stopping at only one end [1] . Third, these plots, especially the one in Fig. 6D , suggest that the second-stage neuron could be activated by a stimulus in which some oblique bar segments were attached to the right end of the bar in the discharge region. In this case the neuron would be sensitive to the magnitude of the angle between the two line segments, or, if the change of angle were continuous, to the degree of curvature. The plots in C and D appear therefore to be consistent with the notion that hypercomplex cells are able to respond to curvature [9, 18] . Fourth, studies of actual hypercomplex neurons have shown that the suppressive effect from lengthening the stimulus is largest when the extension is aligned with the excitatory stimulus and that the largest suppression occurs when the stimulus in the end-zone is of the same orientation as the optimal orientation for generating excitation in the discharge region [1, 7, 10] . The maps in C and D are consistent with these observations. Fifth, while it is not clear what the receptive field maps of actual hypercomplex cells look like, it is worth noting that the plot in Fig. 6D is quite similar to the one outlined by Koenderink and Richards ( [18] , their Fig. 1 ) for an 'end-stopped operator'. 2 Sixth, the suppressive end-zones by themselves are excitatory and cause suppression by being out of spatial phase with the discharge region. The end-zones therefore suppress the response only when stimulated together with the discharge regions. This may account for the overlap between end-zones and discharge regions observed by Orban et al. [7] .
The plots in Fig. 6 give some indications as to how the model generates end-stopping. This may be understood more easily by considering the case where the second-stage cell combines the input from two evensymmetric simple-type first-stage neurons. This is illustrated in Fig. 7 where the receptive fields of two first-stage neurons are shown separately for the sake of clarity (the model is based on the assumption that the receptive fields of the first-stage neurons are superimposed). Fig. 7A shows a neuron with an optimal orientation tilted clockwise 30°from the horizontal. In Fig.  7B the optimal orientation is rotated 30°counterclock-2 A consequence of multiplication is that one cannot predict the response to a complex stimulus by summing the responses to simple stimuli. One shall therefore have to be very careful when making extrapolations from the plots in Fig. 6 to stimuli other than the specific ones used to generate these maps.
wise to make the two neurons differ in optimal orientation by 60°. Essential to an understanding of this illustration is the fact that the optimal orientation for the second-stage neuron is not the same as the optimal orientation for either of the first-stage neurons. Rather, with equally sensitive first-stage neurons the optimal orientation is midways between the optimal orientations of the first-stage neurons. In the case of Fig. 7A and B this corresponds to the horizontal. A horizontal bright bar of approximately optimal length (for the secondstage neuron that is) has been indicated with a stippled outline in Fig. 7A and B. One can easily appreciate that lengthening this bar will make it encroach on the OFF regions of both of the first-stage neurons. This would cause a reduction in the input to the second-stage neuron and manifest itself as end-stopping. Fig. 7C and D depict stimulation-length relationships simulated in the space domain using symmetric simple type first-stage neurons (as shown in Fig. 7A and B) . As can be seen, pronounced end-stopping is present. In fact, by comparing Fig. 7C with Fig. 5A which was generated from neurons with the same tuning properties, one can see that this specific space domain simulation (which incorporates phase information) generates more endstopping than the simulation in the frequency domain.
The difference between the space domain simulations (Fig. 7C and D) and the ones carried out in the frequency domain (Fig. 5A ) reflects the fact that these two approaches are not strictly equivalent. The case illustrated in Fig. 7 , which is relatively straightforward, represents a special case: even-symmetric receptive fields and only one orientation. In order to obtain a general understanding of the model it should be considered in the frequency domain, in which short bars have wider amplitude spectra, thus making it possible for a detector to be specifically sensitive to short bars as illustrated in Figs. 2 and 3 . Because the critical factor in the model is the spectral sensitivity distribution, end-stopping may be generated from either simple or complex cells which would give rise to either simple-like or complex-like hypercomplex cells. Hypercomplex cells of both of these kinds are known to exist [5, 19, 20] .
It is known that, in the case of actual hypercomplex neurons, the tuning characteristics of the suppression in the end-zones is typically wider than that of the excitation in the discharge region. This applies to spatial frequency tuning, orientation selectivity, and phase (or position [7] ) selectivity [10] . It was therefore of interest to determine stimulus selectivity in the discharge regions and the end-zones generated by the present model. This was simulated using the same neuron as was shown in Fig. 6A and C. In order to determine the properties of the discharge region, a band of grating confined to this region in the length direction and spanning the full field in the width direction was used (Fig. 8D) . In order to simulate the suppressive effect from an end-zone, a grating patch or band covering one end-zone (Fig. 8D ) was presented simultaneously with a bar of optimal length in the discharge region. For this simulation a modified version of Eq. (2) was used:
where S(x,y) denotes the array containing the grating patch (Fig. 8D ). Eq. (5) expresses the response of each first-stage neuron to the bar in the discharge region (B 1 and B 2 are defined in Eqs. (3) and (4)) plus the sum of the effect of the grating in the end-zone, i.e. Rf 1 (x,y) · S(x,y), and then multiplies the two sums. From this product were subtracted the responses to the activating (or conditioning) bar alone (i.e. B 1 · B 2 ). In order to assess spatial frequency selectivity, stationary gratings of optimal orientation and spatial phase were used; and to assess orientation selectivity, gratings of optimal spatial frequency and phase were used. The assessment of phase selectivity was performed with stationary gratings of optimal orientation and spatial frequency.
The results generated with Eq. (5) are shown in Fig.  8 . Panel A shows (normalized) spatial frequency tuning of responses from the discharge region (positive axis) and the suppressive effect from one end-zone (negative axis). As is quite evident, the suppressive effect has a much wider spatial frequency tuning than the excitation. Panel B shows the orientation selectivity of the discharge region and the end-zone. Again, it is quite clear that the discharge region has the narrower tuning. These results are in general agreement with the behavior of actual hypercomplex cells [10] . Panel C shows the effects of spatial phase. Again, we see that the suppressive effect is less finely tuned than the excitation from the discharge center. Again, this is in general agreement with the behavior of actual neurons [10] . One feature of Fig. 8C is that large differences in spatial phase may create a situation where the end-zone has an excitatory influence. Whether such influences exist in actual neurons is not clear. However, end-stopped neurons or detectors have been suggested as being a potential substrate for detection of curvature [9, 18] . The presence of excitatory responses from displaced stimuli in the end-zones fits this notion.
It has been noted that there is a positive correlation between end-and side-suppression. That is to say, there is a tendency for end-stopped neurons to also show side suppression [10, 21, 22] 3 . This suggests that these two phenomena may be related, potentially reflecting a common mechanism. Up to this point the model has been discussed in terms of first-stage neurons which differ only in optimal orientation but which have the same optimal spatial frequency. Simulations showed that second-stage neurons generated in this manner do not show side-suppression. However, it would seem plausible that if first-stage neurons can differ with regard to optimal orientation they may also differ in optimal spatial frequency. This raises the question of whether a difference in spatial frequency may create side-suppression. Simulations showed that multiplying the outputs from neurons which differ in optimal spatial frequency can indeed result in side-suppression, and that multiplying the outputs from two neurons which differ in both orientation and spatial frequency can create a second-stage neuron which has both end-and side-suppression. This is illustrated in Fig. 9 . Fig. 4A of [10] ). Based on the present model these three categories would correspond respectively to multiplication between neurons which differ in: (i) orientation; (ii) spatial frequency; and (iii) both orientation and spatial frequency.
It has been reported that end-zones show less directional tuning than do discharge regions [10] . Multiplication by itself does not create different direction selectivity in the excitatory and suppressive parts of the receptive field. However, multiplication may enhance directional selectivity. This can be seen by considering the simple example where a second-stage neuron combines multiplicatively the outputs from two directionally selective first-stage neurons which both prefer the Fig. 9 . Length and width tuning for a second-order neuron which combines multiplicatively the inputs from two even-symmetric simpletype first-stage neurons which differ in orientation by 40°and in optimal spatial frequency by 50% (i.e. 0.585 octaves). The receptive fields were scaled so as to give the two neurons equally wide frequency bands when measured in octaves (widths at half-height were 0.72 octaves). Neuronal responses were simulated for patches of grating of optimal orientation and spatial frequency. The length versus response data were obtained using gratings of optimal width, and the response as a function of width was calculated for patches of optimal length. As can be seen the simulated neuron shows both endand side-suppression.
Discussion
The main purpose of the present analysis was to try to generate end-stopping from purely excitatory inputs. The present analysis has shown unequivocally that this is possible. A second purpose was to examine to what extent the response characteristics of simulated neurons with end-stopping generated in this manner resemble those of actual hypercomplex cells. The simulations showed quite clearly that neurons whose end-stopping is generated from purely excitatory inputs may show many of the most prominent characteristics of actual end-stopped neurons: (i) in agreement with Orban et al. [6] the end-stopping is largely independent of stimulus orientation; (ii) there can be overlap between end-zones and discharge regions (this is in agreement with the observations of Orban et al. [7] ); and (iii) as was observed by Hubel and Wiesel [1] and Orban et al. [7] the suppressive effects are largest when the stimulus in the end-zones is (approximately) aligned with the excitatory stimulus in the discharge zone. In addition, the model is consistent with the findings that some cells are end-stopped at only one end while others are endstopped at both ends [1] , and that end-stopping cannot be abolished by bicuculline [12] . The model is also consistent with the finding that end-stopping is more prominent in cortical area 19 than in, e.g. area 17 ([1]; see also [23] , Table 4 /2), as the former area, in contrast to the latter, receives a substantial input from orientation selective neurons (mainly from areas 17 and 18) [24] . Also, the model is consistent with the observations [17] that end-stopped neurons can be quite narrowly tuned for orientation; and that orientation, spatial frequency and spatial phase selectivity of suppression in the end-zones are wider than the tuning of the excitatory responses elicited from the discharge center [10] . Also, the finding that end-stopping is frequently associated with side-suppression (i.e. width-suppression) [10] is consistent with the model.
It therefore seems that the present model is capable of incorporating the majority of characteristics of actual end-stopped neurons. An area of potential discrepancy is with regard to the condition where there is a substantial amount of misalignment between the stimulus in the discharge region and the one in the endzone. The present model indicates that this may elicit an excitatory influence from the end-zone (Fig. 8C) . It is not clear if actual neurons behave in this manner. However, there exist neurons which respond more strongly to curved contours than to straight ones [25] . This would be consistent with this feature of the present model.
A large part of the present presentation was devoted to exploring the response properties of neurons whose end-stopping was generated by multiplication. Pure multiplication represents an idealized case and it may same direction and which both respond twice as much in the preferred direction than in the non-preferred direction. The second-stage neuron would then respond four times as much to the preferred direction than to the non-preferred direction (i.e. 2× 2 =4). This would apply equally to the discharge region and the endzones. That is to say, the suppressive effect in the end-zone would also be four times larger in the preferred direction. However, if there were some kind of expansive non-linearity in the second-stage neuron prior to the multiplication of the outputs from the two first-stage cells, then the direction selectivity would be larger for the excitation than for the suppression. This shows that, although multiplication by itself does not create higher direction selectivity in the discharge region than in the end-zones, a multiplication model can easily encompass this finding. be unreasonable to expect that cortical neurons respond in precise agreement with this basic arithmetic operation (or any other basic arithmetic operation for that matter). Rather, it may be more reasonable to expect neurons to behave, e.g. 'multiplication-like', or to be characterized by some combination of various arithmetic operations (e.g. a combination of summation and multiplication). However, in order to be able to approach the task of disentangling the potential contributions of various arithmetic operations it is necessary to understand how these operations manifest themselves in the pure, idealized case. That is to say, in order to determine how the behavior of actual end-stopped neurons differs from the ideal case, it is necessary to know what behavior is generated in the ideal case. It is in order to be able to facilitate this comparison that the behavior of actual neurons was compared with the idealized case of pure multiplication. This idealized case represents a simplification. Koch and Segev [26] have explained how simplifications in computer simulations serve to facilitate understanding and that trying to make simulations overly realistic, by incorporating a wealth of details, may hinder understanding by obscuring underlying principles.
Another simplifying feature in the present model is the fact that it is expressed in terms of stimulus strength (i.e. not in terms of response). This means that the first-stage neurons are conceptualized as filters and linear stimulus summators and that the first-stage neurons give responses which are proportional to the stimuli. This should not be taken to mean that the present model requires that the first-stage neurons be linear. Rather, the assumption that the first-stage cells are linear represents a deliberate simplification aimed at facilitating the understanding of the underlying principles. The amount of end-stopping in Figs. 4 and 5 is, in many cases, moderate. A non-linear stimulusto-response conversion (in the second-stage neuron) may increase the degree of end-stopping. For example, an expansive non-linearity [27] or thresholding [28] both could cause the relative amount of end-stopping (i.e. the percentage of end-stopping) in the response to be substantially larger than in the stimulation.
The present results are in general agreement with the 2-D detector based on differential geometry described by Zetzsche and Barth [29] . However, the present model differs from theirs in some important respects. Most significantly, their model includes inhibition, described as: D =l xx · l yy −l xy 2 where l xx and l yy represent the output of a vertical and a horizontal detector, respectively, and l xy 2 denotes an inhibitory element. (This inhibitory element l xy 2 is equal to 1/ 4(l uu − l vv ) 2 where l uu and l vv are two orthogonal oblique detectors.) Zetzsche and Barth introduced this inhibitory element to eliminate the stimulation from oblique 1-D stimuli. The present simulations have shown that it is possible to obtain a substantial amount of end-stopping without this inhibitory element. Also, the present analysis has shown that the two detectors need not be orthogonal, as are l xx and l yy in Zetzsche and Barth's [29] model, but that endstopping and many features characterizing hypercomplex cells can be created when the detectors differ in optimal orientation by substantially less than 90°.
Since the initial reports of Hubel and Wiesel [30, 31] , numerous studies have confirmed that the majority of neurons in the primary visual cortex are orientation selective. This means that neurons in higher visual areas receive as their input the output from orientation selective neurons. A prominent role of these higher order neurons is presumably to combine the outputs from several orientation selective neurons. Excitatory connections are of special concern in this context since long-range connections, such as the ones connecting one cortical area with another, are predominantly excitatory. The present analyses have examined the simple case where only two first-stage neurons provide input to one second-stage neuron. There appear to be three main possibilities for excitatory connections in this case: (1) . The outputs are combined (either by summation or multiplication) from first-stage neurons with similar orientation tuning properties. This case (which is not discussed in the present article because it does not produce end-stopping) gives rise to second-order neurons with tuning properties much like those of each of the first-stage neurons. (2) . The outputs from differently tuned firststage neurons are summed. As was discussed above, (see Results) this tends to create second-stage neurons with bimodal orientation tuning curves and length-response curves which vary substantially with stimulus orientation. These features are at odds with the behavior of actual neurons. And, (3). The outputs from first-stage neurons with dissimilar tuning may be combined multiplicatively. In this case, as the present analysis has shown, the second-stage neuron may show orientation independent end-stopping and may be very similar to representative hypercomplex cells. It seems therefore that given an initial cortical stage made up of orientation selective neurons and given the fact that multiplicative interactions are physiologically plausible [16] there should be little reason to be puzzled by the fact that end-stopping is common among second-order neurons.
