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An efficient algorithm for the direct solution of a linear system associated with the
discretization of boundary integral equations (in two dimensions) is described without
having to compute the complete matrix of the linear system. This algorithm is based on
the unitary-weight representation, for which a new construction based on adaptive cross
approximation is proposed. This low rank approximation uses only a small part of the
entries to construct the adaptive cross representation, and therefore the linear system can
be solved efficiently.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
Solving integral equations using the Galerkin, Nyström or collocation method results in solving a linear system, Ax = b,
where thematrix entries ofA consist of time-consuming evaluation of integrals. The goal of this research is to solve efficiently
the linear system without having to compute all entries of the matrix A. Matrices coming from integral equations are large
and dense, and have no explicit structure in general, but they may be well approximated by a rank structured matrix. That
is, a set of nested submatrices at some distance from the diagonal, starting in the left bottom matrix corner can be well
approximated by matrices of low rank.
In [1], two compact representations are constructed for a rank structured matrix, a unitary-weight representation and a
Givens-weight representation. The last representation is used in [2] as a basis for the QR-based solver for rank structured
matrices which solves efficiently the linear system. The construction of the QR-factorization based on the Givens-weight
representation costs O((r + s)2n) operations and the solution of the system costs O((r + s)n) operations, with n the
matrix size, r the measure for the average rank index of the rank structure, and s the measure for the bandwidth of the
unstructured part around the main diagonal. This solver can be updated for a unitary-weight representation, which will be
used throughout this paper. When having a compact representation of the rank structure, the QR-based solver from [2] can
be used to solve the linear system efficiently.
The construction of the unitary-weight representation is based on the fact that all the entries of the rank structure
are known. This is not preferable. Therefore another method to construct a unitary-weight representation using only a
few entries of the rank structure, is elaborated. The new construction uses adaptive cross approximation [3,4]. This purely
algebraicmethod approximates a rank-deficientmatrix1M ∈ Cm×n by only using a part of thematrix entries, by successively
computing skeletons or rank one matrices in O(r2(m+ n)) operations with r the rank of the matrix.
There are already several methods, such as the panel clustering method, the multipole method [5–7], the hierarchical
(H) matrix method [8,9] and the mosaic-skeleton method [10–13,4] in order to solve efficiently large dense linear systems
resulting from integral equations. The methods provide an approximation to the matrix in almost linear complexity and
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solve a perturbed linear system. The first three methods are based on explicitly given kernel approximations by degenerate
kernels (finite sum of separable functions) which may be seen as a block-wise low-rank approximation of the system. The
other method is an algebraic method because it works on the matrix level. It partitions the matrix into mosaic blocks (no
common elements)mostly based on theH-format and determines also a block-wise low-rank approximation of the system.
The block-wise approximation in all the methods permits a fast matrix-vector multiplication which can be exploited in
iterative solvers and can be stored efficiently.
A way to determine the low rank approximation of the blocks in the mosaic-skeleton method is based on Tyrtyshnikov’s
observation [14], to construct a low rank approximation by only using a feworiginalmatrix entrieswithout explicitly dealing
with the kernel function. As a result the existing computer code can be adjusted easily, whereas the other non-algebraic
methods require a complete recoding of the matrix-vector multiplication including coefficients.
The method proposed in this paper, does not deal explicitly with the kernel function because adaptive cross
approximation [3,4] is used and differs in twoways from the previously discussedmethods. The first difference is according
to the partitioning of the blocks. It is assumed that the approximation of A consists of a rank structured matrix instead of a
mosaic partitioning with no common elements. The second difference is that a direct solver is applied instead of an iterative
solver.
Section 2 explains the idea behind cross approximation. Section 3 contains information about the construction of the
unitary-weight representation. Section 4 shows how to solve efficiently the linear system with a QR-based solver which is
based on a unitary-weight representation. Section 5 gives the numerical results for a scattering wave problem. Section 6
states the conclusion.
2. Cross approximation
In general, the best low rank approximation M˜ of a matrix M up to an accuracy τ can be found by the singular value
decomposition of the matrix M . Computing the singular value decomposition of a matrix, is unattractive for large-scale
computations because of the computational complexity it cannot lead to fast algorithms. The aim of cross or skeleton
approximation is to find an approximation using less computational effort and using especially only few entries from the
original matrix.
Given a matrix M ∈ Cm×n, the idea is to choose a small set of indices nˆ ⊂ {1, . . . , n} and indices mˆ ⊂ {1, . . . ,m} such
that for a matrix S ∈ C#nˆ×#mˆ there holds
‖M − M˜‖2 ≤ τ with M˜ = M|m×nˆ · S ·M|mˆ×n ∈ Rk min{#nˆ,#mˆ}. (1)
In [14] it is proven that if a sufficiently good low rank approximation exists, then also a cross approximation with almost
the same approximation quality exists under certain conditions. It is not stated how to determine the suitable index sets nˆ
and mˆ, and to construct the matrix S. In [15] it is stated that the matrix S has to be chosen such that it is the submatrix of
M with maximal volume (i.e. determinant in modulus). This problem is hard to solve, therefore we would be satisfied with
a sufficiently good submatrix. The existing methods to construct a sufficiently good submatrix are all based on the same
principle, computing successively rank one approximations or skeletons.
In fact, a low rank approximation of a matrix, is a sum of skeletons (M˜ = ∑rl=1 al(bl)T ). The computation of the indices
set mˆ, nˆ corresponds to find pivot indices (i∗, j∗) in each step. This is done by looking for the index of the maximum element
in the previous computed column ap−1 (for i∗) or row (bp−1)T (for j∗). In the beginning an arbitrary row is chosen. The
computation of the columns ap and rows (bp)T is only based on the matrix entriesM according to the pivot indices and the
previous computed skeletons:
(bp)j = Mi∗p ,j −
p−1∑
l=1
(al)i∗p (b
l)j, δ = (bp)j∗p , (2)
(ap)i = 1
δ
(
Mi,j∗p −
p−1∑
l=1
(al)i(bl)j∗p
)
. (3)
In every step a new skeleton is obtained from the remainder Rp = M −∑pl=1 al(bl)T without explicitly computing it.
In general, the number of skeletons r is not known in advance, therefore a stopping criterion is introduced to adaptively
compute the rank of the matrix. This method is called adaptive cross approximation. For more details the reader is referred
to [3,4]. Algorithm 1, shows the version of ACA which we will consider in this paper.
A drawback of the ACA is that it is not robust, for instance let the matrixM have the following form
M =
(
M11 0
0 M22
)
(4)
withM11 ∈ Cm1×n1 ,M22 ∈ Cm2×n2 ,m = m1+m2 and n = n1+n2. When a start row index i∗ is chosen, it can be in the index
set I1 = {1, . . . ,m1} or I2 = {m1 + 1, . . . ,m1 + m2}, and as a result the next chosen pivot indices will also be elements of
the same index set. So, only one of the two blocks (M11 or M22) will be approximated correctly. In the literature [16], this
problem is solved by choosing the proper choice of rows.
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Algorithm 1 Adaptive cross approximation (ACA)
Choose i∗1 ∈ I = {1, . . . ,m}, τ . Set Zi := {}, p = 1, J = {1, . . . , n}, stopcrit := false.
while Not stopcrit do
found := false
while Not found do
Compute the maximal entry in modulus of the row
(bp)j := Mi∗p ,j −
p−1∑
l=1
(al)i∗p (b
l)j, j ∈ J,
j∗p := argmaxj∈J |(bp)j|,
δ := (bp)j∗p .
Determine logical: found := |δ| > τ .
Set Zi := Zi⋃{i∗p}.
if Not found then
if (#Zi 6= m) then
Choose i∗p ∈ I \ Zi.
else
stopcrit := true
end if
end if
end while
Compute the entries of the vectors ap:
(ap)i := 1
δ
(
Mi,j∗p −
p−1∑
l=1
(al)i(bl)j∗p
)
, i ∈ I.
Set p = p+ 1.
Compute the maximal entry in modulus of the column
i∗p := argmaxi∈I\Zi |(ap−1)i|.
Determine logical stopcrit by checking the stopping criterion.
end while
Anothermethod to avoid that only one of the blocks (M11 orM22) is well approximated, is to adjust the stopping criterion.
Stopping criterions defined in literature [3,16,4] use only the computed rows and columns, and do not take the rest of the
matrix into account. The new stopping criterion which is used in our numerical experiments is based on a fixed amount t
of arbitrarily taken matrix entriesMiˆl jˆl for l = 1, . . . , t with iˆl ∈ I \ Z
p
i and jˆl ∈ J \ Zpj from the part of the matrix which lies
outside the area spanned by the already computed skeletons. Here, Zpi = {i∗1, . . . , i∗p} and Zpj = {j∗1, . . . , j∗p} denote the set of
used pivot row and column indices.When a new skeleton is determined the value of these entries are updated by subtraction
of the new skeleton (Rp)iˆl jˆl = (Rp−1)iˆl jˆl − a
p
iˆl
bp
jˆl
and compared with the original entries of the matrixM: |Miˆl jˆl − (Rp)iˆl jˆl |. If the
following condition holds
|Miˆl jˆl − (Rp)iˆl jˆl |
Mmax
≤ τ , ∀l = 1, . . . , t, (5)
the algorithm will stop (Mmax is the maximum in modulus of the computed entries of the matrixM).
The accuracy of the approximation will depend on the amount of matrix entries k that are taken into account in the
stopping criterion. For instance, if only onematrix entry of a 100×100matrix is taken into account the algorithm stopswhen
that matrix entry fulfils the stopping criterion, but it is possible that thematrix is not well approximated. The determination
of the amount of matrix entries t to derive an approximation of accuracy τ , is related to the probability that all the chosen
matrix entries are in the set of the already well approximated matrix entries. After each iteration, the indices of the matrix
elements of the remainder Rp can be divided into three disjunct subsets of indices:
Rs = {(i, j)|i ∈ Zpi , j ∈ Zpj }, (6)
Rg =
{
(i, j)| |Mij − (Rp)ij|
Mmax
≤ τ , i ∈ I \ Zpi , j ∈ J \ Zpj
}
, (7)
Rb =
{
(i, j)| |Mij − (Rp)ij|
Mmax
> τ, i ∈ I \ Zpi , j ∈ J \ Zpj
}
, (8)
with Rs the set of indices coming from the skeletons, Rg the set of indices outside the area spanned by the skeletons which
fulfil criterion (5) and Rb the set of indices outside the area spanned by the skeletons which violate criterion (5). In every
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Fig. 1. Probability that all the elements are in Rg .
iteration the index of the new row and columnwill be added to the set Rs. Over several iterations, the set Rg will obtainmore
andmore indices. For a specific iteration step, this is not always the case because it is possible, when adding a new skeleton,
that some indices from the set Rg will move to set Rb. It is assumed that this case does not occur very often.
When choosing t indices from the set Rg ∪ Rb, it is not preferable that all these indices after some iteration will be in the
set Rg when the matrix does not have a good approximation. Let dg = #Rg and db = #Rb. The probability that an entry is in
the set Rg is qg = dgdg+db and for the set Rb the probability is qb =
db
dg+db , with qg +qb = 1. The probability that the t elements
(taking only t elements) are all in the set Rg is
Pt = dg(dg − 1) · · · (dg − t + 1)
(dg + db)(dg + db − 1) · · · (dg + db − t + 1) .
If t is relatively small with respect to dg , then the following holds
Pt ≈
(
dg
dg + db
)t
= qtg .
Fig. 1 (consider a considerably large matrix (m, n ≥ 100)) shows for different values of qg , the probability that all the t
indices are in the set Rg . When t increases the probability decreases, for qg = 0.8 and qg = 0.7 the decrease is faster than
for qg = 0.95. Normally over several iterations, the set of elements Rg increases because more elements will fulfil criterion
(5). If the chosen amount of matrix entries t is small, the probability that all the indices of the t elements are in the set Rg
is big, this can be seen in Fig. 1. Meaning that there is a great probability that the algorithm will stop before reaching the
wanted accuracy τ .
In this paper,wewant an approximation of a low rankmatrixwithout having to compute all thematrix entries, computing
as fewer elements as possible. Therefore it is not possible to know the probability qg . The only thing that is known about
qg , is that in the beginning it is close to zero, when skeletons are added, it slowly increases and when p (iteration step)
approaches the rank (for that given accuracy τ ) it becomes close to one. This concludes that the amount of matrix entries t ,
which has to be checked in the stopping criterion, has to be considerably large (t ≥ 100), but not too large because as less
as possible elements have to be computed.
The matrices which are tested are low rank submatrices taken from matrices coming from an integral equation (see
Section 5). Fig. 2(a)–(c)–(e) shows, for different matrix sizes, when taking an amount of matrix entries (noted in percentage
P : k = Pnm/100) what relative error ‖M − M˜‖/‖M‖ is obtained (these results are obtained with the availability of all the
matrix entries, which is normally not the case). Fig. 2(b)–(d)–(e) shows the average number (sample size is ten) of iteration
steps. These figures show that taking more matrix entries, will not increase the accuracy or the amount of iterations. In our
future numerical experiments, one percent of the total matrix entries is taken as the number of checkpoints.
Remark. This value, one percent, will not work in all cases. It depends on what you want to achieve and the type of matrix
you work with. In our case, with dense matrices coming from integral equations this value satisfies our requirements.
3. Unitary-weight representation
A unitary-weight or Givens-weight representation is a compact representation for a rank structure of a matrix. The
method to construct these representations for rank structuredmatrices was introduced in [1]. A rank structureR onCm×n is
defined in [1] as a collection of so-called structure blocksR = {Bl}l. Each blockBl is characterized as a 3-tupleBl = (il, jl, rl)
with il the row index, jl the column index and rl the rank upper bound. A matrix A ∈ Cm×n satisfies the rank structureR if
for each l,
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(a) n = 100. (b) n = 100.
(c) n = 200. (d) n = 200.
(e) n = 400. (f) n = 400.
Fig. 2. Figures (a)–(c)–(e) show the relative error (log10 scale) for different percentage of the matrix elements for three different accuracies τ =
10−8, 10−10, 10−12 . Figures (b)–(d)–(f) show the amount of iterations obtained for the different percentages and the three different accuracies. n is size of
the matrix.
rank A(il : m, 1 : jl)2 ≤ rl.
The unitary-weight or Givens-weight representation consists of only a small number of parameters, in fact a pair
({Ql}Ll=1, {Wl}Ll=1)whereQl are unitary transformations andWl weightmatrices (l = 1, . . . , L). The representation is internal
2 The notation is a MATLAB like notation. The colon notation has to be interpreted as follows: i : m = [i, i+ 1, i+ 2, . . . ,m] and A(i : m, j : n) = Ai:m,j:n .
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Fig. 3. Example of a rank structure with L different structure blocks.
and works strictly on the area spanned by the structure blocks. Each unitary transformation has a certain action radius, in
the sense that it acts only on a limited number of columns. By definition, it is assumed that all structure blocks start from
the lower left matrix corner, as shown in Fig. 3.
Two representations are possible, a unitary-weight representation and a Givens-weight representation. The last one is
in fact a special case of a unitary-weight representation because each unitary transformation Ql is then decomposed into a
product of Givens arrows. Formore details, the reader is referred to [1]. In this paper only the unitary-weight representation
is considered.
In general, the process to construct a unitary-weight representation of a rank structure works from the bottom to the
top of the structure. Consider a rank structure which consists of L blocks as shown in Fig. 3. Each block (l = 1, . . . , L) is
characterized byBl = (il, jl, rl) as defined before. Let j0 = 0.
Consider the bottom block L. This block is represented by ML = M(iL : m, 1 : jL). Apply a unitary transformation on
blockML with the intention to create zeros in all these rows except the rL top rows. The blockML can now be represented by
ML = QL
[
W¯L
0
]
, whereQL ∈ C(m−iL+1)×(m−iL+1) and W¯L ∈ CrL×jL . Save the unitary transformationQL and that part of thematrix
W¯L that lies outside the action radius of the next structure blockBL−1 as the weight matrixWL = W¯L(1 : rL, jL−1 + 1 : jL).
For all the other blocks l = L − 1, . . . , 1 the method proceeds as follows. Construct a new block Ml, by concatenating
vertically twomatrices. The firstmatrix contains the elements of the new structure block and the secondmatrix contains the
weights of the previously handled block l+ 1 which lie inside the action radius of the structure blockBl. BlockMl becomes
Ml =
[
M(il : il+1 − 1, 1 : jl)
W¯l+1(1 : rl+1, 1 : jl)
]
.
Apply a unitary transformation on blockMl with the intention to create zeros in all these rows except the rl top rows. The
block Ml can now be represented by Ml = Ql
[
W¯l
0
]
, where Ql ∈ C(il+1−il+rl+1)×(il+1−il+rl+1) and W¯l ∈ Crl×jl . Save the unitary
transformation Ql and that part of the matrix W¯l that lies outside the action radius of the next structure block Bl−1 as the
weight matrixWl = W¯l(1 : rl, jl−1 + 1 : jl) (if l = 1,W1 = W¯1).
A simple example consisting of three blocks is elaborated in Fig. 4. Fig. 4(a), shows the rank structure with three blocks
B1, B2 and B3 with their ranks. Fig. 4(b), shows the first unitary transformation Q3 which is applied to the last block. Two
rows of zeros and one row of weights are created. The elements which lie outside the action radius of the next structure
block are saved in theweightmatrix. Fig. 4(c), shows the second unitary transformationwhich is applied to the original block
and a part of the weights of the previous block. Fig. 4(d) gives the schematic picture of the unitary-weight representation.
The above construction of the unitary-weight representation, assumes that all entries of the rank structure are computed.
As mentioned before, this is time-consuming and therefore another construction of the unitary-weight representation
is proposed. This one is based on the fact that only a small part of the original entries of each structure block of the
rank structure has to be computed. This new construction uses adaptive cross approximation to construct a low rank
approximation for each of the structure blocks.
Consider, as before, a rank structure consisting of L blocks and a construction starting at the bottom of the structure. Let
j0 = 0 and start at the bottom block L.
• Step 1: Construct the low rank approximation of the block ML = M(iL : n, 1 : jL) ≈ ALBL with aid of the ACA
(ML ∈ C(m−iL+1)×jL , AL ∈ C(m−iL+1)×sL and BN ∈ CsL×jL ).
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Fig. 4. Construction of a unitary-weight representation. (a) Rank structure with three blocks B1 , B2 and B3 . The surrounding box will not be shown
anymore. (b) The first unitary transformation is applied on the bottom block, and created zeros in the two bottom rows. The top row contains compressed
information of the whole block. (c) The next unitary transformation is applied, and the new block of weights is stored. (d) Schematic picture of the unitary-
weight representation for the rank structure.
• Step 2: In fact, now a compact representation is available but thematrix AL is not a unitarymatrix and this is necessary to
obtain a unitary-weight representation. Therefore, a QR-factorization is applied to the matrix AL, such that AL = QL
[
RL
0
]
,
with a unitary matrix QL ∈ C(m−iL+1)×(m−iL+1) and an upper triangular matrix RL ∈ CsL×sL .• Step 3: Save the unitary transformation QL and the weight matrixWL = RLBL|JL with JL = jL−1 + 1, . . . , jL (WL ∈ CsL×#JL ).
Put AˆL = AL and rL = sL.
For all the other blocks l = L− 1, . . . , 1:
• Step 1: Construct the low rank approximation of the block Ml = M(il : il − 1, 1 : jL) ≈ AlBl with aid of the ACA
(Ml ∈ C(il+1−il)×jl , Al ∈ C(il+1−il)×sl and Bl ∈ Csl×jl ).• Step 2: Construct the block of interest based on previous information. The block of interest consists of the new blockMl
and weights containing compressed information about the previous blockMl+1. The block of interest can be represented
in the following way
A¯lB¯l =
[
Al 0
0 Q Hl+1Aˆl+1
] [
Bl
Bl+1|1,...,jl
]
≈
[
Ml
Rl+1Bl+1|1,...,jl
]
, (9)
with A¯l ∈ C(il+1−il+rl+1)×(sl+rl+1) and B¯l ∈ C(sl+rl+1)×jl .• Step 3: Matrix B¯l is not of full rank, therefore apply a truncated singular value decomposition (consider only the singular
values greater than τ ) on B¯l such that B¯l ≈ UlΣlV ∗l with Ul ∈ C(sl+rl+1)×rl ,Σl ∈ Crl×rl and V ∗l ∈ Crl×jl .
• Step 4: Construct Aˆl = A¯lUlΣl (Aˆl ∈ C(il+1−il+rl+1)×rl ), and apply a QR-factorization on Aˆl such that Aˆl = Ql
[
Rl
0
]
with
Ql ∈ C(il+1−il+rl+1)×(il+1−il+rl+1) and Rl ∈ Crl×rl .• Step 5: Save the unitary transformation Ql and the weight matrixWl = RlV ∗l |Jl with Jl = jl−1 + 1, . . . , jl (Wl ∈ Crl×#Jl ).
At the end, a unitary-weight representation is obtained for a rank structure without having to compute all the entries of the
rank structured matrix.
Remark. Notice the difference between the rank sl and rl. With sl the rank of the blockM(il : il+1− 1, 1 : jl) is indicated (for
l = L : il+1 − 1 = n) and with rl the rank of the blockM(il : n, 1 : jl) is indicated.
4. Solving a rank structured linear system
In [2], it is shown how to compute efficiently the QR-factorization of a rank structured matrix, using the Givens-weight
representationwhichwas introduced in [1]. It is also shownhow thisQR-factorization can be used as a preprocessing step for
the solution of linear systems. In this section, the efficient computation of the QR-factorization of a rank structured matrix,
using a unitary-weight representation, and the method to use this QR-factorization as a preprocessing step for solving the
linear system, are explained. In the previous section only the rank structure of the matrix was considered, in this section
the complete matrix is considered to solve the linear system Ax = b. It is also considered that A and AT are rank structured
matrices.
The output of the algorithm to construct a QR-factorization of a rank structured matrix – assuming that there is a given
unitary-weight representation for this matrix – consists of the Q and R-factors of the QR-factorization. The Q -factor is
decomposed as a product of unitary transformations and the R-factor has the form of a unitary-weight representation.
In [2], the inheritance of the structure by the upper triangular matrix R = Q HA, obtained at the end of the algorithm, is
investigated. The following result is achieved if A is a square nonsingular matrix. Let A ∈ Cm×m be a matrix having two low
rank submatrices A(I1, J1) = Rk r and A(I2, J2) = Rk s, where
• I1 and I2 form a partition of the index set {1, 2, . . . ,m},• J1 = {1, 2, . . . , j1}, for certain j1,• J2 is arbitrary.
Then for the QR-factorization A = QR it holds that R(J1, J2) = Rk (r + s). For the proof of this result and for the case that
A is a general rectangular matrix the interested reader is referred to [2].
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Fig. 5. Explanation of coloring.
This result is used in the algorithm to construct efficiently a QR-factorization of a rank structured matrix. The algorithm
consists of a preparative and a residual phase. In [2], the algorithm is elaborated for a general rank structure. This means
that A and AT are rank structuredmatrices and that there is no restriction on the size of blocks and the distance between the
blocks and the diagonal. In this paper, the following restrictions will be valid for the rank structure. Blocks of the same size
are considered, and the distance between the blocks and the diagonal has to be the same for all blocks and this value is a
multiple of the size of each block. It is also assumed that a unitary-weight representation is available for the rank structure.
Fig. 6(a) shows an example.
In Fig. 5, the different types of coloring are shown which are used in Figs. 6–7. Color 1 indicates unstructured elements,
color 2 indicates weight elements from the lower part of the matrix, color 3 indicates weight elements from the upper part
of the matrix, color 4 indicates elements after applying the precomputed unitary transformations to the elements lying to
the right of the current action radius, color 5 indicates elements after applying the precomputed unitary transformations to
the column weights (color 3) and color 6 indicates elements after applying the precomputed unitary transformations to the
column weights (color 2).
The first phase of the algorithm is the preparative phase. The unitary-weight representation is in fact an internal
representation and the precomputed unitary transformations are only applied to the rank structure. In the preparative
phase these precomputed unitary transformations are applied to the columns lying on the right of their current action
radius, this means to the unstructured part as well as to the weights of the upper triangular representation, hereby updating
the representation in the upper triangular part. This is shown in Fig. 6(b). When applying these unitary transformations,
it is not allowed to mix real-size elements and weights. To avoid this problem, the column representation is enlarged, see
Fig. 6(c)–(d). This means that the rows which lie below the column representation and where the unitary representation
has effect on, will be brought into the column representation. After this, it is safe to apply the unitary transformation but it
is better to bring the elements of these rows as much as possible to the right. Otherwise the upper triangular part will be
completely filled in. The procedure to make the matrix completely upper triangular will be done in the residual phase and
will proceed from top to bottom of the matrix.
The basic flow of the residual phase is to apply unitary transformations to make the subsequent blocks upper triangular.
But mixture of real-size elements and weights is not allowed. Therefore, the action radius of the column representation
has to be regressed. This means that the necessary unitary column representations are spread out on the corresponding
rows. See Fig. 7(a)–(d). Note that in Fig. 7(d), the underlying structure corresponds to the predictions from the inheritance
of structure by the upper triangular part.
At the end of the algorithm a QR-factorization of A is achieved, which is used to solve the linear system Ax = b. This is
done by rewriting the system in the form Rx = Q Hb which can be solved by backward substitution. For more information
the reader is referred to [2]. The basic flow of the algorithm is determined by solving the subsequent blocks of the upper
triangular matrix R by backward substitution, hereby obtaining the subsequent components of the vector x. When a new
structure block in the upper triangular part is entered, the vector x has to bemultiplied with the inverse of the precomputed
unitary column operations associated to this structure block. An auxiliary vector is used for performing these operations,
such that the already computed values of the vector x are not overwritten. At the end the full vector x is obtained, hereby
solving the linear system.
5. Numerical results
In this section, the describedmethod is tested for a specific problemwhich results in solving a linear systemwith a dense,
unstructured matrix. Two different numerical experiments are performed. The first experiment focusses on considerably
smallmatriceswith increasingwavenumber, and the second experiment on largermatrices for a fixedwavenumber. First the
problem is formulated, then the parameters of the problems are defined, and finally the results of the numerical experiments
are discussed.
5.1. Problem formulation
The problem that is considered in this report is the scattering of a time-harmonic wave by a scattering obstacleΩ ⊂ R2
with boundary Γ := ∂Ω [17]. This can be modeled by the Helmholtz equation
∆u+ k2u = 0, (10)
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Fig. 6. Preparative phase. (a) Starting rank structure with unitary-weight representation. (b) The first two unitary transformations are applied (shaded
region). (c) Enlarging action radius of third structure block. (d) All the precomputed unitary transformations are applied to the elements outside the action
radius of the lower blocks. To be entirely correct the action radius of the second block above has to be enlarged before going to the next phase.
with∆ the Laplacian and k the wavenumber that determines the frequency of the waves (k ∈ R). Outside the obstacle the
unknown function u(x) is defined and at the boundaryΓ a boundary condition u(x) = f (x) is implied. This elliptic boundary
value problem can be reformulated as a Fredholm integral equation of the first kind over the boundary by use of Green’s
identities [17,18]∫
Γ
G(x, y)u(x)dx = f (y), y ∈ Γ , (11)
withG(x, y) = i4H(1)0 (k|x−y|) the kernel function3,H(1)0 (z) theHankel function of the first kind and order zero, and i =
√−1.
The elliptic boundary value problem can also be reformulated as a Fredholm integral equation of the second kind over
the boundary by use of Green’s identities [17,18]
λu(y)+
∫
Γ
G(x, y)u(x)dx = f (y), y ∈ Γ , λ 6= 0, (12)
with G(x, y) the kernel function. These formulations have two numerical advantages, the unknown function u(x) is now
defined on a finite domain Γ and the dimension of Γ is lower than that of R2.
The integral equation of the first and second kind results in a linear system Au = f , and (λB + A˜)u = f˜ , respectively.
With Galerkin discretization the matrix A can be computed as follows:
Aij =
∫
Γ
∫
Γ
G(x, y)ϕj(x)ϕi(y)dxdy, (13)
3 In general, the function is referred to as Green’s function, but in the context of integral equations it is called the kernel function.
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Fig. 7. Residual phase. (a) Spreading out of column representation to avoid mixing of real-size elements and weights. (b) Make first block column upper
triangular, and apply the same unitary transformation to the other part of the matrix. (c) Spreading out of column representation andmaking second block
upper triangular. (d) Unitary transformations at the left give the Q -factor, and the upper triangular matrix together with unitary-weight representation
gives the R-factor.
with ϕl(x) (l = 1, . . . ,N) basis functions. With the collocation method the matrix A˜ can be computed as follows
A˜ij =
∫
Γ
G(x, yi)ϕj(x)dx, (14)
with ϕj(x) (j = 1, . . . ,N) basis functions and collocation points yi. In general, the matrices A and A˜ are dense, unstructured
matrices with N2 elements but they can be well approximated with rank structured matrices. The mass matrix B is a sparse
matrix and causes no numerical difficulties.
In the numerical experiments, a black box routine created by Dr. D. Huybrechs is used to construct the entries of the
matrix A, the mass matrix B and the right-hand side f of the linear system, given the wavenumber k and the number of test
functions N .
The parameters of the black box routine for the first numerical experiment are chosen as follows: tent functions as basis
functions, a circle with radius one as the domain of the integral equation, the Fredholm integral formulation of the first kind
as integral formulation, Galerkin discretization (13) as discretization method, and an incoming plane wave as boundary
condition.
For the second numerical experiment the parameters are chosen as follows: tent functions as basis functions, a circle
with radius one as the domain of the integral equation or a wheel with radius one and oscillations, the Fredholm integral
formulation of the second kind as integral formulation, collocation method (14) as discretization method, and an incoming
plane wave as boundary condition.
5.2. Experiment 1
The problem related to solving linear systems Au = f coming from problem (11) is the efficient solution for increasing
values of the wavenumber k. At larger frequencies, the solution u(x) is more oscillatory. Therefore the number of basis
functions N needs to growwith k, in order to represent the solution with a fixed accuracy. Normally a fixed number (at least
two) of basis functions is chosen per wavelength4.
4 The wavelength is defined as λ = 2pi/k. The amount of basis functions in one wavelength is defined as N/k (for a circle with radius one).
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(a) k = 4, N = 256. (b) k = 4, N = 1024.
(c) k = 16, N = 256. (d) k = 16, N = 1024.
Fig. 8. Amount of singular values greater than ‖A‖
κ(A) τ for different sizes of submatrices of A.
The values k and N have also an effect on the underlying rank structure of the approximation of the matrix A. At larger
frequencies, the rank of the structure blocks increases to capture the increasing amount of oscillations. Also when the
discretization error of the matrix becomes smaller, for instance, when k is fixed and N increases, the rank becomes larger.
In [17], the condition number of A for a Fredholm integral equation of the first kind is derived, κ(A) = O(N), this means that
the condition number increases linearly with the number of basis functions.
5.2.1. Choosing the rank structure parameters
In this part, the choices of the rank structure of the matrix, which are different for every test problem, for a given value
k and N are made. To solve the system, the size of the blocks of the rank structure, sb, and the distance between the rank
structure and thediagonal,Db, have to bedefined. These values have to be as small as possible because then the rank structure
covers most elements of the matrix and less elements have to be computed in the neighborhood of the diagonal.
The optimal rank structure for eachmatrix is different because of the wavenumber k and the size of thematrix N . To give
an indication for the size of the blocks (which is chosen equal to the rank of the blocks) and the distance to the diagonal, the
number of singular values greater than the value ‖A‖
κ(A)τ (τ is the chosen accuracy of approximation of the solution u of the
linear system Au = f ) for different submatrices in the lower left corner of the matrix A is computed.
The results are shown in Fig. 8, for different values of k = 4, 16 andN = 256, 1024. The values related to the point where
the rank of the submatrices for a given accuracy increases dramatically, are a good indication for the distance between the
rank structure and the diagonal and the size of the structure blocks. For small k, Fig. 8 shows that the structure can be taken
close to the diagonal and the size of the blocks has to increase as N increases. For larger k, the structure has to be further
away from the diagonal and the size of the blocks also has to increase. Looking (in one figure) at the different accuracies, it
follows that a higher accuracy needs a rank structure further away from the diagonal and a higher block size.
In Section 4, the following restriction on the rank structure was assumed. The distance between the rank structure and
the diagonal has to be a multiple of the size of the blocks: Db = nbsb with nb ∈ N (in the example of Section 4, nb = 1).
The size of the matrix A, mA, divided by the size of the blocks is a positive integer:
mA
sb
∈ N. These restrictions are taken
3192 K. Frederix, M. Van Barel / Journal of Computational and Applied Mathematics 234 (2010) 3181–3195
Table 1
Rank structure values for different matrices and accuracies. Db is the distance between the rank structure and the diagonal, and sb is the size of the blocks.
Also the condition number κ(A) and the norm ‖A‖ of the different matrices is given.
k = 4 k = 4 k = 16 k = 16 k = 64 k = 64
N = 256 N = 1024 N = 256 N = 1024 N = 256 N = 1024
τ = 10−6 Db = 16 Db = 32 Db = 32 Db = 32 Db = 96 Db = 192
sb = 16 sb = 32 sb = 32 sb = 32 sb = 32 sb = 64
τ = 10−10 Db = 32 Db = 64 Db = 32 Db = 64 Db = 64 Db = 192
sb = 32 sb = 32 sb = 32 sb = 64 sb = 64 sb = 64
κ(A) 245.39 982.83 89.876 368.94 32.832 140.28
‖A‖ 1.981 1.983 0.731 0.745 0.199 0.285
into account in the numerical experiments, where the values of Table 1 for the rank structure are used. Also the condition
number and the norm of the different matrices are shown in this table.
5.2.2. Results
The numerical results of this subsection are obtained by considering all the elements of the matrix A. This is done such
that an estimate of the relative errors ‖u− u˜‖/‖u‖ and ‖Au˜− f ‖/‖u‖ can be derived. Otherwise nothing can be said about
the correctness of the proposed method. Values for the numerical experiments are N = 256, 1024 and k = 4, 16, 64.
The method is tested ten times for each problem, and the average results are shown in Tables 2–3 for an accuracy of
τ = 10−6, 10−10, respectively. The results are discussed column by column.
The first two columns of Tables 2–3 contain the relative error for the solution and the right-hand side. The relative error
of the solution is between [10−4, 10−6] for τ = 10−6 and between [10−8, 10−10] for τ = 10−10, which shows that the
approximated solution is very accurate. The relative error of the right-hand side is between [10−5, 10−6] for τ = 10−6 and
between [10−9, 10−11] for τ = 10−10. In general, the following condition gives an indication about the accuracies on the
solution:
‖u− u˜‖
‖u‖ ≤ κ(A)min
(
‖A− A˜‖
‖A‖ ,
‖Au˜− f ‖
‖f ‖
)
.
Looking at the results together with the condition number it shows that all the test problems satisfy this condition for both
the accuracies.
The third column of Tables 2–3 discusses the percentage of the computed elements of the rank structure in the lower
part of the matrix, i.e. the elements computed in the approximation of the rank structure in the lower part of the matrix.
The fourth column of Tables 2–3 discusses the percentage of the computed elements, i.e. the elements computed in the
approximation of the rank structure and the elements outside the rank structure necessary to solve the linear system.
For the matrices of size N = 256, the column shows that more than 50% is computed and this percentage rises as the
wavenumber increases because the rank structure is in this case further away from the diagonal. For the matrices with size
N = 1024 and k = 4, 16 around 30% of the matrix elements are computed. These matrices have the same rank structure
which lies close to the diagonal. But for k = 16 the rank of the blocks is bigger, thereforemore elements have to be computed.
The last column of Tables 2–3 discusses the total average rank, i.e. the sum of the ranks of all the structure blocks, of the
nested structure. If k is fixed and N increases, the rank of the structure blocks increases. If N is fixed, and k increases the
rank of the structure blocks increases. When the number of basis functions in one wavelength is kept constant, this is the
case when Nk = 64, 16, then also the rank increases. The two last columns of Tables 2–3, show that for a higher accuracy a
higher rank is needed.
5.3. Experiment 2
The numerical experiments of the previous problem show that an accurate solution is obtained but still in some cases a
big part of the elements of thematrix has to be computed. This is not very efficient. To show the advantages of the described
method, larger problems for which the solution cannot be obtained from solving a small problem, are considered. This is the
case when the boundary has the following shape as in Fig. 9, a circle with radius one and several oscillations with a certain
amplitude.
Working with larger matrices also means more elements to compute. Therefore another discretization method is
considered. This is the collocationmethod, where only a single integral has to be computed instead of a double integral as in
the Galerkin discretization. It has also been mentioned that for the integral equation of the first kind, the condition number
increases linear with the number of basis function (size of the matrix), for large matrices this is a drawback. Therefore it is
opted to use the integral equation of the second kind, for which the corresponding matrix A˜ has a condition number of O(1).
Another reason to verify the choice of the collocation method, is that the mass matrix B results in the identity matrix for the
given type of basis functions.
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Table 2
Results for accuracy τ = 10−6 .
‖u−u˜‖
‖u‖
‖Au˜−f ‖
‖f ‖ Elements computed
in rank structure (%)
Elements computed
in full matrix (%)
Rank
k = 4
N = 256 9.665× 10−6 3.225× 10−7 48 57 16
k = 4
N = 1024 4.758× 10−5 4.495× 10−7 23 30 21
k = 16
N = 256 1.983× 10−5 2.099× 10−6 46 65 20
k = 16
N = 1024 6.545× 10−5 2.371× 10−6 28 34 28
k = 64
N = 256 1.512× 10−5 3.990× 10−6 70 90 24
k = 64
N = 1024 7.099× 10−5 9.192× 10−6 30 57 40
Table 3
Results for accuracy τ = 10−10 .
‖u−u˜‖
‖u‖
‖Au˜−f ‖
‖f ‖ Elements computed
in rank structure (%)
Elements computed
in full matrix (%)
Rank
k = 4
N = 256 2.280× 10−9 3.997× 10−11 46 64 20
k = 4
N = 1024 7.052× 10−9 5.187× 10−11 30 41 32
k = 16
N = 256 3.294× 10−9 2.017× 10−10 59 73 28
k = 16
N = 1024 1.268× 10−8 3.468× 10−10 25 38 37
k = 64
N = 256 1.855× 10−9 4.401× 10−10 75 91 40
k = 64
N = 1024 1.274× 10−8 1.037× 10−9 37 62 58
Fig. 9. A circle with radius one and several oscillations with a certain amplitude.
Table 4
Rank structure values for different matrices and accuracy 10−10 for experiment 2. Db is the distance between the rank structure and the diagonal, and sb is
the size of the blocks.
k = 2 k = 2 k = 2 k = 2
N = 210 N = 211 N = 212 N = 213
τ = 10−10 Db = 1 Db = 1 Db = 1 Db = 1
sb = 128 sb = 128 sb = 256 sb = 256
5.3.1. Choosing the rank structure parameters
In this part, the choices of the rank structure of the matrix for a given value k and N are made. These choices depend
on the size of the blocks of the rank structure, sb, and the distance between the rank structure and the diagonal, Db and are
different for each problem. As stated before these values have to be as small as possible.
In this experiment the wave number is taken fixed, k = 2, and the number of basis functions varies from 210 to 213. The
full matrix is not available, therefore the decision was made to take the rank structure as close as possible to the diagonal
and to slightly increase the size of the blocks. Table 4 shows the values of the rank structure for an accuracy of τ = 10−10.
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Table 5
Results for accuracy τ = 10−10 in case that the boundary is a wheel with radius one and ten oscillations with amplitude 0.1.
‖u˜−ui‖
‖u˜‖ Elements computed
in rank structure (%)
Elements computed
in full matrix (%)
Rank
N = 210 4.7839× 10−5 28 36 57
N = 211 1.0671× 10−5 22 26 84
N = 212 2.2551× 10−6 12 17 91
N = 213 10 12 138
5.3.2. Results
To test the proposed problem the following boundary is considered, a circle with radius one and ten oscillations with
amplitude 0.1, as shown in Fig. 9. This time the full matrix is not available. Hence, it is not possible to compare the computed
solutions with an exact solution and therefore an internal comparison is computed: ‖u˜− ui‖/‖u˜‖with u˜ = ui, i = 213 and
ui, i = 210, . . . , 212. Table 5 contains the following results, the error ‖u˜− ui‖/‖u˜‖, the percentage of computed elements in
the rank structure and the full matrix, and the average rank of the structure blocks.
The first column of Table 5 shows that the internal comparison between the solutions decreases slightly. In fact, to obtain
a solution with an accuracy of 10−10, a problem of the size N = 219, 220 has to be solved.
Looking at the percentage of elements computed, the second and third column of Table 5 show that the percentage
decreases if N increases. Notice that in experiment 1 when N increases more elements have to be computed and in
experiment 2 less elements have to be computed. This is because in experiment 1 the rank structure, for larger N is chosen
further away from the diagonal and in experiment 2 the rank structure is taken close to the diagonal.
The last column of Table 5 contains the average rank of the structure blocks. These values are small with respect to the
size of matrices in the rank structure.
Let us come back at an observation previously made, that a solution of accuracy 10−10 can be obtained by solving a linear
system of the sizeN = 219, 220. In general thiswould be very time-consuming, considering the number of elements butwith
the proposedmethod an accurate solution can be obtainedwith computing a small part of thematrix entries, see second and
third column of Table 5. This problem only contains 10 oscillations at the boundary, when more oscillations are considered,
for instance, 100, 500, 1000, larger and larger problems have to be solved to find a solution with a certain accuracy. And
with the proposed method these large problems are solved efficiently and accurately.
6. Conclusion
The main goal of this paper was to design an efficient algorithm to solve a linear system coming from an oscillatory
integral equation without having to compute all the entries of the matrix A. The method proposed is based on adaptive
cross approximation which is adapted such that for a given accuracy τ and one percent test points it derives a low-rank
approximation of M with accuracy τ . This approximation is used to construct a unitary-weight representation. Exploiting
this representation, the corresponding linear system can then be solved efficiently by a QR-based method designed [2].
From the first numerical experiments it can be concluded that an accurate solution is obtained and that the total amount
of computed elements is related to the chosen rank structure which is determined by the wave number k and the amount
of basis functions N . For small k, the proposed method is efficient because only a small part of the elements have to be
computed. For higher values of k, the proposed method becomes less efficient. From the second experiment it can be
concluded that the proposedmethod is very efficient.When solving large problems only a small number of time-consuming
integrals has to be computed and the linear system is solved efficiently and accurately.
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