LU and Cholesky factorizations play a central role in solving linear programs and several other classes of mathematical programs. In many documented cases, the roundoff errors accrued during the construction and implementation of these factorizations lead to the misclassification of feasible problems as infeasible and vice versa (Dhiflaoui et al. 2003). Hence, reducing these roundoff errors or eliminating them altogether is imperative to guarantee the correctness of the solutions provided by optimization solvers. In order to achieve this goal without having to utilize rational arithmetic, we introduce two roundoff-error-free factorizations that require storing the same number of individual elements and performing a similar number of operations as the traditional LU and Cholesky factorizations. Additionally, we present supplementary roundoff-errorfree forward and backward substitution algorithms, thereby providing a complete tool set for solving systems of linear equations exactly and efficiently. An important property shared by the featured factorizations and substitution algorithms is that their individual coefficients' maximum word-length-i.e., the maximum number of digits required for expression-is bounded polynomially. Unlike the rational-arithmetic methods used in practice to solve linear systems exactly, however, the algorithms herein presented do not require any gcd calculations to bound the entries' maximum word-length. We also derive various other related theoretical results, including the total computational complexity of all the roundoff-error-free processes herein presented.
Introduction
Roundoff errors, however seemingly insignificant, can propagate and magnify to a point where they radically affect the output of an algorithm. This snowball effect is specially pronounced for large-scale problems due to the increased number iterations and opera- tions required to solve them. In particular, roundoff errors have been demonstrated to lead several commercial mathematical programming solvers to misclassify linear programs and mixed-integer linear programs, including very simple ones, as infeasible (Koch 2004, Neumaier and Shcherbina 2004) . Roundoff errors may also cause these solvers to report suboptimal solutions as optimal and infeasible solutions as feasible (Dhiflaoui et al. 2003) .
It is highly problematic that the aforementioned incongruous solver outputs could potentially serve as the basis for critical decisions encompassing numerous areas of society.
Therefore, the development of viable tools and algorithms that minimize roundoff error, or eliminate it altogether, becomes all the more imperative, given the increasing reliance on mathematical programming software to solve large and complex problems.
Roundoff errors and their adverse effects within mathematical programming solvers originate largely from the floating-point computations of linear programming (LP) subroutines (Applegate et al. 2007a) . Because most solvers utilize LU and Cholesky factorizations to solve LP problems, the algorithms employed to construct and implement these factorizations should have minimal roundoff error. Thus, in this paper we present roundoff-error-free we make for the remainder of this paper is that the first m columns of A are linearly independent; if these columns were linearly dependent, a column-permutation matrix would need to be defined and used similarly to the row-permutation matrices discussed below in order to avoid pivot elements equal to 0. Before proceeding, it is also necessary to define some terminology. Definition 1. Let [A|b] k be the kth-iteration augmented matrix of IPGE, for integer
. With a slight abuse of notation, denote the individual entries of this matrix as a k i,j , for integers 1 ≤ i ≤ m and 1 ≤ j ≤ n + 1 (i.e., column index n + 1 corresponds to the iterative right-hand vector that is originally b).
Definition 2. Let P k be the m × m row-permutation matrix applied prior to the beginning of iteration k + 1 ≤ m of IPGE. Additionally, let P = P m-1
. . . P 1 P 0 be the final product of the m row-permutation matrices carried out by the algorithm.
Definition 3. Let scalar ρ k denote the pivot element selected from the left-hand part of [A|b] k-1 (more specifically, from its first m columns) to carry out the kth iteration of IPGE, where ρ 0 = 1. IPGE applies the appropriate row permutation on [A|b] k-1 so that the kth pivot is always given by ρ k = a k-1 k,k .
Description of the Algorithm
IPGE works by performing integer-preserving row-reduction operations on the rows above and below the pivot element, where each resulting term is then divided by the previous pivot. Formally, given the integral full-row-rank augmented matrix [A|b] , IPGE calculates the iterative entries a for column j ≤ k. Hence, the elements of the diagonal crossing the first k columns of [A|b k ], which are all equal to ρ k , comprise the only nonzero elements among these columns.
Due to the requirement of nonzero pivots, the augmented matrix [A|b] k is permuted row-wise prior to beginning iteration k + 1 ≤ m, when its [k + 1, k + 1]-entry is equal to zero. The replacement nonzero pivot, taken from rows k + 1 to m of column k + 1, is guaranteed to exist because [A|b] has full row-rank and from the ongoing assumption that the first m columns of A are linearly independent. Hence, after applying the shortcut given by Equation (2) to obtain columns 1 to k and then calculating the remaining entries via Equation (1), the kth-iteration matrix is updated as follows:
where P k equals I m , the identity matrix of order m, when the [k + 1, k + 1]-entry of [A|b] k is nonzero; otherwise, P k permutes row k + 1 with a higher-index row so that ρ k+1 = 0. 
Key Properties of the Algorithm
The divisions in IPGE are exact. Utilizing Sylvester's identity, Bareiss (1968) proved that the division of the expression ρ k a
i,k by the previous pivot ρ k-1 is exact for 1 ≤ i, k ≤ m and 1 ≤ j ≤ n + 1. Based on this property, the augmented iterative matrices of IPGE are all integral and free of roundoff errors. Hence, the final solution step given by Expression (4) involves the division of an exact numerator by an exact denominator. IPGE's entries have a special structure. Edmonds (1967) and Edmonds and Maurras (1997) proved that each entry of IPGE is in fact equal to ±1 times the determinant of a particular square submatrix of A, and is therefore integral. Specifically, a k i,j ( after the kth row permutation is applied to [A|b] k ) may also be expressed as:
1...k,j is the submatrix induced by rows 1 to k and i and columns 1 to k and j of P k . . . P 1 P 0 A and
is its determinant. Clearly, from Equation (5), the sequence of pivots ρ 1 to ρ m is also given by the sequence of leading principal minors of (P A)
1...m 1...m and, in particular, ρ m = det ((P A)
1...m 1...m ) . Hence, utilizing Equation (4), the solution to Ax = b may be restated as:
Together with the fact that an exact basic solution can be equivalently obtained via 
R C is the submatrix induced by the rows and columns of [A|b] 0 indexed by R ⊆ {1 . . . m} and C ⊆ {1 . . . n}, respectively, such that |R| = |C|.
Definition 5. Let ω max be the maximum word-length (i.e., the maximum number of digits or bits) required to store an individual entry of IPGE when it is applied to [A|b] ∈ Z m×(n+1) , with m ≤ n and initial elements with values lying in the interval [-σ, σ] . In more formal terms, ω max is given by the expression: The scalar ω max is polynomially bounded. Based on the special structure of IPGE's entries, Hadamard's inequality (Hadamard 1893 ) can be applied to obtain upper bounds on ω max as follows (Bareiss 1972) :
where B (h,:) denotes the Eucledian norm of row h ofB; and wherem is fixed as the number of rows ofB. Notice that the bound given by Expression (8) does not depend on the number of columns in A.
The upper bound given by Inequality (7) is tight if and only if the rows (or columns) of B are pairwise orthogonal, and it pessimistic otherwise. In particular, Abbott and Mulders (2001) derived the expected value and variance of the word-length of a determinant to be proportional to m and log √ m, respectively, for the matrix B ∈ Z m×m generated randomly as follows: choose a large m number of points on the surface of the unit sphere independently and uniformly, scale the points by an arbitrary power of ten (round/truncate for integrality), and set entry [i, j] of B as the jth coordinate of the ith point generated, for 1 ≤ i, j ≤ m. Accordingly, by Inequality (7), the expectation of the IPGE word-length over this type of random matrices is O(m) with a variance of O(log √ m).
The upper bound given by Inequality (8) pinpoints the overwhelming advantage of implementing IPGE over both division-free Gaussian elimination-i.e., elimination by crossmultiplication in which, in the kth step, a i,j is replaced by a k,k a i,j − a k,j a i,k (Schrijver 1998 )-and rational-arithmetic Gaussian elimination without gcd calculations. Specifically, the maximum entry word-length of IPGE is bounded polynomially while that of the other two algorithms is bounded exponentially (Fang and Havas 1997) . The version of rationalarithmetic Gaussian elimination that performs recurrent gcd calculations also achieves the IPGE upper bounds (i.e., Inequalities (7) and (8)) for the maximum word-lengths of each of its matrix entries' numerator and denominator (Schrijver 1998 solves Ax = b for x is bounded below by log(| det(B)|) .
Proof. For some positive integer i ≤ n, let A be the matrix that is obtained by replacing the ith diagonal entry of the identity matrix of order n, I n , with an integer q = 0 that has at least one prime factor that is relatively prime to the base of computation. Additionally, set b i equal to a prime number p > q, such that p > |q × b j | for all j = i.
By construction, since q is nonzero A is nonsingular and, in particular, det(A) = q det(I n ) = q. Therefore, by Cramer's Rule, the exact solution value of x i in the system Ax = b is given by:
where Adj(A) (i,:) denotes the ith row of the adjoint matrix of A, and where p = det(B)
is relatively prime to q (since p > q and p is prime) and, therefore, the above fraction cannot be simplified further. Moreover, since at least one of q's prime factors is relatively prime to the base of computation, x i has a nonterminating floating-point expansion and must be stored as a numerator-denominator pair to avoid roundoff errors. In other words, there does not exist a REF representation of
x i with a smaller word-length than log | det(B)| . This means that at some point during the row-reduction process, p (or a nonzero multiple thereof) will be obtained and will need 9 to be explicitly stored in order to save the exact value of x i , thereby implying W max ≥ p = log | det(B)| .
Corollary 1.
There exists a family of matrices (i.e., SLEs) for which ω max ≤ W max .
Proof. The statement follows from combining Inequality (7) with Theorem 1.
We remark that, by performing the appropriate row-addition operations, numerous integral matrices can be constructed from the simple A matrix described in the proof of Theorem 1 that both retain q as the determinant of A and p as the maximum subdeterminant A focal point to add to the preceding discussion is that maximum word-length differs from space complexity, or total memory usage required by an algorithm. To be precise, Corollary 1 does not imply IPGE has optimal space complexity for the highlighted family of matrices, and it may in fact be the case that other Gaussian REF algorithms perform significantly better with respect to this measure. Nonetheless, our chief aim for introducing the above result is to argue for the use of IPGE on the basis of its polynomially bounded word-length growth since, unlike some popular algorithms, it does not have to perform gcd operations to ensure this property. We refer the reader to (Bareiss 1972 ) for a description of the space complexity of IPGE.
Roundoff-Error-Free Factorizations
This section presents the REF Cholesky and LU factorizations. It is important to note that, while the herein defined algorithms could be applied directly to matrices with rational entries, we restrict our attention to the integral domain in order to take full advantage of the exact divisibility properties of IPGE (i.e., restricting the algorithm to the integral domain avoids the need to store the denominator of each entry explicitly). Hence, we assume the input matrix A is integral. Without loss of generality, however, the ensuing REF factorizations and substitution algorithms still apply to rational input matrices since they can be transformed into integral matrices by multiplying all their entries by their lowest common denominator or by an adequate power of 10 when expressed in fractional form or in decimal form, respectively. Since LP problems are formulated using integers or rationals (although they referred to it as the fraction-free LU factorization), which both formalized and "completed" the fraction-free quasi-factorization of Nakos et al. (1997) . Due to the peculiar structure of the fraction-free LU factorization, however, when the input matrix A is symmetric positive definite (SPD), the resulting U matrix is not the transpose of the L matrix. Consequently, the fraction-free LU factorization does not directly imply a tion is also presented. We contend that the featured factorization derivations are formal yet easy to understand because they involve formal step-by-step inductive constructions of the final matrix factors from the respective input matrix A.
The REF Cholesky Factorization
As its name suggests, the REF-Ch factorization avoids the roundoff errors accrued by numerical Cholesky factorization algorithms. To achieve this, the REF-Ch factorization requires the input matrix A to be integral (as well as SPD), that is, A ∈ Z n×n . Starting with an integral matrix enables the use of IPGE-type pivoting operations, which avoid roundoff error while polynomially bounding word-length from above, as explained in Section 2.
Before introducing the REF-Ch factorization, we state a notational choice: for a matrix
, we take √ B to be the element-wise square root operator on B (thus, √ B = B i,j for 1 ≤ i ≤ m and 1 ≤ j ≤ n). The Roundoff-Error-Free Cholesky Factorization of SPD matrix A ∈ Z n×n is given by:
where L ∈ Z n×n is lower triangular with entries l i,j = a The matrix factors L and D of Equation (9) Theorem 2. Let A ∈ Z n×n be SPD. Then, A admits the factorization specified by Equation (9).
Proof. We will first prove the following sequence of factorizations:
where the structures of the three right-hand side matrices are:
, and
Hence, L r ∈ Z n×n is lower triangular, D r ∈ R n×n is diagonal, andL r ∈ Z n×n . Notice the last n − r elements of D r are identical and, since A is symmetric, columns 1 to r of L r are equal to rows 1 to r ofL r (i.e., from the symmetry of A, a r i,j = a r j,i for all i, j, and r). We will prove A can be factored as in Expression (10) by induction on r. For this purpose, let k ∈ Z be such that 0 < k ≤ n. Additionally, for ease of presentation we denote as I n (c) [i,n] the n × n identity matrix, I n , whose rows i to n (or, alternatively, whose columns i to n)
have been multiplied by a scalar c.
Base case: r = 0. Notice that, based on the above matrix structures,
Thus, Factorization (10) holds trivially since A = I n I n A.
Inductive step: r = k. Assume Factorization (10) holds for r = 0 . . . k-1. In particular,
we have:
where
In-k+1
A necessary step for obtainingL k fromL k-1 is to turn the last n − k elements of column k into zeros. This can be accomplished by factoringL k-1 as follows:
k,k is the kth leading principal minor of positive definite matrix A (see Section 2.3). Similarly, ρ 1 , . . . , ρ k-1 must be positive and, thus, no pivots equal to zero arise when factoringL 0 , . . . ,L k-1 as in Factorization (12) 
-entry of the kthiteration matrix of IPGE. Hence, an equivalent representation of RHF (12) is:
where the second equality follows by definition ofL k . Similarly, LHF (12) is factored as:
Denote the block matrix in Equation (14) asL k , for short. Returning to the induction hypothesis, we now have:
where the second equality in Equation (15) is obtained by substituting forL k-1 with
Equations (13) and (14). Equation (16) results from multiplying
−1 and from shiftingL k to the left of (D k-1 ) −1 . We can perform the latter operation because the two matrices are commutative under multiplication: except for elements k to n of its kth column,L k has the structure of an identity matrix, while diagonal elements k to n
and, therefore, Equation (17) follows from substituting these expressions accordingly. Thus, Factorization (10) holds for r = k. Since k, such that 0 < k ≤ n, was chosen arbitrarily, the sequence of factorizations (10) holds true for r = 0 . . . n.
Having proved this result, the proof of the REF-Ch factorization is completed by observ-
The REF LU Factorization
We A ∈ Z n×n due to the following equivalent output formats:
where the right-most equality results from the fact that U is identical to L T when the input matrix is a symmetric square matrix. Having explained this, let x ∈ R n , b ∈ Z m , and A ∈ Z m×n for the remainder of this section.
We remark that Zhou and Jeffrey (2008) described forward and backward substitution algorithms for their fraction-free LU factorization. Careful inspection reveals, however, that their forward substitution algorithm and proof are incorrect. Additionally, although their backward substitution process does preserve integrality, this fact does not follow from the reasoning in its proof (we direct the reader to Section 2 of the online supplement to this paper for an extended discussion of these issues). Hence, the REF substitution algorithms and corresponding proofs herein presented fill some gaps in the existing literature. can be negative in this case), and where U ∈ Z m×n is upper trapezoidal. To enhance clarity, throughout this section we assume no pivot elements equal to 0 arise in the application of IPGE on A. From this assumption, we have P = I m and, thus, A = LD −1 U . Additionally, this implies columns 1 to m of A form a basis, which we henceforth denote as B.
A critical point of information to know before proceeding is that, in order to use the REF-LU factorization to solve the linear system Ax = b, the REF substitution algorithms herein described must be applied to the scaled linear system A det(B)x = det(B)b. Section 4.2 will discuss the reason for working with this scaled linear system rather than the original system. As a form of shorthand, we will denote this scaled linear system as Ax = b , where 
where the second equality is obtained from the fact
(notice the division outside the parenthesis is exact), and where we define l 0,0 =1. As stated, however, this algorithm is not REF since the division in each of the above individual summands is not exact. Provided that the exact value of y is integral (which we will prove), one possible technique to make Equation (19) REF is to multiply each summands' numerator within the expression for y i appropriately so that all the sum's terms share the common denominator l 0,0 l 1,1 . . . l i-1,i-1 (i.e., multiply the first summand by l 2,2 l 3,3 . . . l i-1,i-1 , the second by l 0,0 l 3,3 l 4,4 . . . l i-1,i-1 , etc.). The maximum word-length upper bound of the common denominator (and that of each numerator), however, grows to a factor of m-times the maximum word-length of IPGE, that is, to O(m 2 log(σ √ m)), since each entry l k,k = a
has word-length k log(σ √ k) for 0 < k < i. In the remainder of this subsection we develop a better REF algorithm that requires only the word-length associated with IPGE.
To derive the more efficient REF forward substitution algorithm, we define a recursive relation for solving Equation (19), and we prove a key property associated with the recursion. These steps then provide the insight for how to modify the operations of the standard forward substitution algorithm to obtain an equivalent yet REF algorithm.
To develop a recursive definition for y i , Equation (19) is rewritten as:
where the parentheses are placed to define a specific order in which each operation is performed. Define a triangular array of intermediary calculations Υ = υ i,r , for 0 ≤ r < i ≤ m, whose ith row corresponds to the operations inside the parentheses of the ordered version of Equation (19), performed to calculate y i as follows:
Based on this recursion, y i = l i-1,i-1 υ i,i-1 for all i and, thus, l r-1,r-1 υ r,r-1 can be equivalently inserted in place of y r in the above expression. Interestingly, each of these recursive terms has the property that it is related to the calculation of an IPGE entry associated with b, as the following lemma will demonstrate. 
where the second equality follows from the fact ρ r = a r-1 r,r = l r,r and a r-1 i,r = l i,r for 1 ≤ r ≤ i ≤ m. According to the properties of IPGE (see Section 2.3), the division by l r-1,r-1 in Article submitted to INFORMS Journal on Computing; manuscript no. (Please, provide the mansucript number!) Equation (21) is exact and, therefore, the equation is REF. Next, in order to obtain a similar recursion to Equation (21) using only L's entries, we transform Expression (20) by getting rid of the division by l r,r , which is inexact unlike the division by l r-1,r-1 in Equation (21). For this purpose, define a triangular array of intermediary calculations Ψ = ψ i,r = l r,r υ i,r , for 0 ≤ r < i ≤ m, as follows:
where y r of Expression (20) was substituted by l r-1,r-1 υ r,r-1 . Furthermore, since l 0,0 = 1, ψ i,r-1 = l r-1,r-1 υ i,r-1 , and ψ r,r-1 = l r-1,r-1 υ r,r-1 , this recursion can be restated as:
lr,rψ i,r-1 −l i,r ψ r,r-1 l r-1,r-1 if 0 < r < i
Theorem 3. The algorithm specified by Expression (22) evaluates Equation (19) without accruing roundoff errors.
Proof. We have that ψ i,i-1 = l i-1,i-1 υ i,i-1 = y i for all i and, thus, solving Expression Proof. As the proof of Theorem 3 demonstrates, the calculation of every term of Ψ corresponds to a new IPGE operation on column n + 1 (i.e., the right-hand side) of the augmented IPGE iterative matrices. Consequently, the word-lengths of REF forward substitution and IPGE are bounded equally.
Roundoff-Error-Free Backward Substitution
Given y ∈ Z m from the REF forward substitution process described in the previous section, it is easy to see that traditional backward substitution for x in U x = y will accumulate roundoff errors since x m / ∈ Z implies all subsequent operations of the substitution will be floating-point operations. One can keep all operations in the integral domain utilizing pseudo division or rational arithmetic and then delay division until the substitution process is finished, but this is problematic given the rapid growth of the integers needed. Thus, here we devise a better alternative based on IPGE. For this purpose, recall that the indices of the basic variables associated with basis B of A, denoted as x B , are 1 to m (see Section 4.1). As described in Section 2, Ax = b can be solved without roundoff errors by performing m IPGE iterations on the augmented matrix [A|b] , setting all nonbasic variables to 0, and then carrying out the operations:
where b m and A m are the (n + 1)-index column (i.e., the right-hand side) and sub-matrix Then, the backward substitution for basic variables x B in U x = y is given by:
Note that the sum goes only to index m because x m+1 to x n equal 0 (i.e., they are nonbasic variables). Theorem 4 will demonstrate this backward substitution algorithm is REF. Then, Theorem 5 will demonstrate its word-length upper bound is 2m log σ + (m + 1) log m = O(m log(σ √ m)), that is, asymptotically equal to the IPGE word-length bound.
Theorem 4. The backward substitution for the first m elements of (n × 1)-vector x (i.e., x B ) in the equation U x = y , as specified by Equation (24), is REF. Proof. Provided that x j is integral for j = i+1 to m, obtaining x i according to Equation (24) involves the division of two integers because the operations inside the parenthesis are multiplications and additions of integers and because u i,i is integral. Moreover, since U and y are integral and free of roundoff error, solving Equation (24) using infinite precision would yield the integral vector x B . This means the division of the integral expression inside the parenthesis in Equation (24) by the integer u i,i must be exact, thus nullifying the need for infinite precision when these two quantities are integral. Hence, to calculate x i without roundoff errors, we only need to ensure that x i+1 , x i+2 , . . . , x m ∈ Z because this guarantees that the expression inside the parenthesis in Equation (24) that y m ∈ Z. Therefore, the backward substitution given by Equation (24) is REF. 
Number of Operations
The construction of the traditional Cholesky factorization requires n matrix of IPGE, it is only necessary to obtain entries a k i>k,j>k during iteration k of IPGE, where 0 < k < n, and i, j ≤ n (i.e., IPGE pivoting operations are performed only on the elements below and to the right of the pivot element). Consequently, accounting for the fact that the calculation of each IPGE entry comprises four operations, the required number of operations to calculate L is given by:
This is analogous to the n 3 /3 operations required to construct a traditional Cholesky 
Computational Complexity
Standard data structures (e.g., doubles, fixed-precision integers, etc.) have constant wordlength and, hence, they do not factor into the computational complexity of algorithms that use them. Thus, the computational costs associated with the calculation and implementation of traditional LU and Cholesky factorizations on a square matrix of order n equal their number of operations, which are O(n 3 ) and O(n 2 ), respectively. Associated with these simplified costs, however, is the potential for inaccurate algorithm output due to the impact plexity results for IPGE. For the ensuing complexity discussion, recall that σ is the entry with the maximum absolute value in the input matrix. Lee and Saunders (1995) calculated O(n 5 log 2 σ) as the total cost of performing IPGE on fully-dense n × n matrices with individual entries taken from the polynomial domain. Their calculations assume the word-length of each entry of IPGE during iteration k equals k log σ, in concordance with Gentleman and Johnson (1976) To be precise, the complexity measures we derive apply to matrices whose entries are drawn from the integral domain. Moreover, our derivations take O(w log w log log w) as the cost of multiplying/dividing two integers of word-length w according to the best known Fast Fourier transform algorithms (Schönhage and Strassen 1971, Knuth 1981) .
Utilizing the worst-case word-length of each IPGE entry-denoted as H(ω max ) based on its connection with Hadamard's inequality-the worst-case complexity (WCC) of IPGE, which matches that of the REF factorizations (see Section 5.2), is calculated as:
= O n 4 max(log 2 n log log n, log 2 σ log log σ)
where the first equality accounts for the O(n 3 ) multiplication/division operations (which dominate the costs of addition/substraction), whose individual operands have word-lengths of at most H(ω max ) = n log(σ √ n) . Similarly, since the word-lengths of the REF substitution algorithms are asymptotically equal to those of IPGE (see Section 4), the computational complexity of REF forward and backward substitution is given by:
Article submitted to INFORMS Journal on Computing; manuscript no. (Please, provide the mansucript number!) = O n 3 max(log 2 n log log n, log 2 σ log log σ)
where the first equality accounts for the O(n 2 ) multiplication/division operations and the IPGE worst-case word-length of the operands. As Section 2.3 explains, however,
Hadamard's inequality yields a pessimistic word-length for IPGE. Hence, in practice, the typical costs of IPGE and our REF algorithms could be noticeably lower than the above costs.
We note that for special types of sparse matrices, the costs of performing IPGE can be reduced by a factor of up to O(n 2 ) utilizing a more efficient form of IPGE (Lee and Saunders 1995) . Hence, when calculating the REF factorizations on certain sparse matrices, the above computational costs can be reduced by a factor of up to O(n 2 ) as well.
Concluding Remarks
We remark that there exist approaches for solving integer and rational linear systems exactly other than the exact REF-LU factorization-based method and other similar approaches alluded to in the body of this paper. The most prominent of these alternatives are divided roughly into three categories: p-adic methods-e.g., (Dixon 1982) , (Mulders and Storjohann 2000) , (Eberly et al. 2006 )-, black-box linear algebra methods-e.g., (Wiedemann 1986) , (Kaltofen and Saunders 1991) , (Kaltofen and Lobo 1999 )-, and iterative numerical methods-e.g., (Wan 2006) , (Gleixner et al. 2012) . Briefly stated, the first two classifications of these major alternative approaches prioritize space complexity, while the third seeks to lower the number of operations performed. We refer the reader to (Cook and where the structures of the three right-hand side matrices are: 
Hence, L r ∈ Z m×m is lower triangular, D r ∈ Z m×m is diagonal, and U r ∈ Z m×n . Notice the last m − r elements of D r are identical.
We will prove A can be factored as in Expression (1) by induction on r. For this purpose, let k ∈ Z be such that 0 < k ≤ m. Inductive step: r = k. Assume Factorization (1) holds for r = 0 . . . k-1. In particular,
Escobedo and Moreno-Centeno: Roundoff-Error-Free Algorithms for Solving Linear Systems -Online Companion Article submitted to INFORMS Journal on Computing; manuscript no. (Please, provide the mansucript number!) 3 A necessary step for obtaining U k from U k-1 is eliminating the last m − k elements of column k. With this in mind, U k-1 can be factored as follows: 
where, for the purpose of clarity, we assume ρ
A is multiplied by the appropriate permutation matrix as explained in Section 2.2 of the paper). Denote the left-hand and right-hand factors of Factorization (3) as LHF (3) and RHF (3), respectively.
We can factor RHF (3) as:
. . . a Recall I n (c) [i,n] is the n × n identity matrix, I n , whose rows i to n have been multiplied by a scalar c. 
Denote the block matrix in Equation (5) asL k , for short. Returning to the induction hypothesis, we have:
where the second equality in Equation (6) is obtained by substituting for U k-1 with Equations (4) and (5). Equation ( 
Invalidity of Previous REF Substitution Algorithms
The forward substitution formula for y in LD −1 y = b associated with the fraction-free LU factorization of full-row-rank matrix A ∈ Z n×n and right-hand vector b ∈ Z n presented in is given by the following equation:
where L and D −1 are two of the three matrix factors of the fraction-free factorization, l i,j is the [i, j]-entry of L, and 1 ≤ j ≤ i ≤ n. This equation mirrors the standard forward substitution algorithm given by Equation (19) of the accompanying paper, with one crucial exception: the jth summand in the expression for y i is l i,j y j in Equation (9) while it is the fraction l i,j y j /l j-1,j-1 l j,j in Equation ( Zhou and Jeffrey (2008)'s backward substitution algorithm is correct, but its correctness and fraction-free properties do not follow from the reasoning of its proof. In particular, the key step of the proof gives the following sequence of equalities:
where P is a permutation matrix. From this expression, it is deduced that x =Adj(A)b, which is true based on Cramer's Rule. However, this only proves 's backward substitution algorithm is algebraically correct (i.e., this proves that utilizing infinite precision or fractional arithmetic the algorithm will give the exact solution), but it does not prove that the individual operations therein are fraction-free (i.e., preserve integrality), which is what claim to be proving. In fact, there is
