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V tem diplomskem delu opiˇsemo nov nacˇin iskanja nicˇel polinoma. Najprej
spoznamo interpolacijo, odsekoma polinomske funkcije in B-zlepke. Polinom
predstavimo v obliki B-zlepka, potem pa izkoristimo tesno povezanost poli-
noma z njegovim kontrolnim poligonom. Glavna ideja je, da poiˇscˇemo neko
nicˇlo poligona, kar nam sluzˇi kot prvi priblizˇek, jo vstavimo med vozle in
modificiramo celoten poligon. Postopek ponavljamo, dokler priblizˇki ne kon-
vergirajo. Vse nicˇle dobimo tako, da najprej poiˇscˇemo prvo nicˇlo, pocˇistimo
vse priblizˇke, ponastavimo vse spremenljivke in celoten postopek ponovimo
od tiste tocˇke naprej. Podana je tudi MATLAB implementacija algoritma.




In this thesis we present a new way of finding polynomial roots. First we
find out what is interpolation, what are piecewise polynomials and what are
B-splines. We write down the polynomial as a B-spline and then we use the
close relation between the spline and it’s control polygon by finding a root of
the polygon, insert that root as a knot which we use as our first estimate and
modify the polygon. The procedure is repeated until the estimates converge.
We then proceed to find all the other roots by reseting all variables and start
the whole procedure from the found root onwards. At the end we give a
MATLAB implementation of the algorithm.





Eden najbolj osnovnih in najpogostejˇsih problemov v matematiki je zago-
tovo iskanje nicˇel funkcije. V tem diplomskem delu se bomo osredotocˇili na
polinome. Za polinomske funkcije poznamo dobre metode, kot je na primer
algoritem Jenkins-Traub [2], toda ubrali bomo nekoliko drugacˇen pristop.
Spoznali bomo absolutno numericˇno stabilno metodo, ki sta jo leta 2007 raz-
vila Norvezˇana Knut Mørken in Martin Reimers [5]. Temelji na interpolaciji
funkcije oziroma polinoma z B-zlepki in na izkoriˇscˇanju tesne povezanosti
med zlepkom in njegovim kontrolnim poligonom.
Kontrolni poligon je lomljenka, ki jo dobimo tako, da kontrolne tocˇke
eno za drugo povezˇemo med sabo z ravno cˇrto. Tako dobimo zelo ohlapen
priblizˇek polinoma, toda izkazˇe se, da je tudi ta priblizˇek izredno uporaben.
Najbolj je pomembno dejstvo, da so nicˇle kontrolnega poligona skoraj nicˇle
funkcije. Takoj ko najdemo eno tako nicˇlo, lahko recˇemo, da je to prvi
priblizˇek in na tistem mestu vstavimo sˇe en vozel, s tem tudi kontrolno
tocˇko, in dobimo boljˇsi poligon, nekoliko bolj podoben funkciji. Princip se
tako ponavlja in ko dolocˇimo, da so nicˇle vse bolj skupaj oziroma da so
konvergirale, postopek ustavimo. S tem smo poiskali najmanjˇso, najbolj levo
nicˇlo. Na tem mestu moramo priblizˇke pocˇistiti in iskati nadaljnje nicˇle od
pravkar pridobljene naprej. Cˇe ne najdemo nobene nicˇle, pomeni da smo si
izbrali napacˇen interval za iskanje, ali pa res ni nobene nicˇle. Kompleksne
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resˇitve so za nas nedosegljive.
Seveda pa je treba zacˇeti na zacˇetku. V nadaljevanju se bomo najprej
posvetili polinomom, interpolaciji in zlepkom. Zgledovali se bomo po [4]. To
teorijo bomo uporabili kot ogrodje za nasˇo implementacijo, ki jo bomo na
koncu tudi realizirali.
Algoritem je narejen po psevdokodi, ki jo lahko najdemo v [5], napisan
pa je v programskem jeziku MATLAB.
Poglavje 2
Nicˇle polinomov






n + an−1xn−1 + ...+ a2x2 + a1x+ a0
kjer so ai elementi kolobarja, nad katerim je polinom zgrajen, v nasˇem pri-
meru realnih sˇtevil.
Nicˇla je tako sˇtevilo x, da zadosˇcˇa enacˇbi
p(x) = 0.
V nekaterih primerih je nicˇlo lahko poiskati, na primer za linearne in kva-
draticˇne polinome. Zaplete pa se, ko spremenljivka x nastopa v viˇsjih poten-
cah. Kot primer lahko vzamemo polinom
p(x) = x4 + 6x2 + 3x− 4, (2.1)
kjer moramo resˇitev poiskati ali numericˇno ali s Hornerjevim algoritmom ali
pa s formulo. Ker Hornerjev algoritem temelji bolj na srecˇi in logicˇnemu pre-
misleku, bomo kasneje nicˇle tega polinoma poiskali s pomocˇjo nasˇe metode.
Resˇitvi enacˇbe
x4 + 6x2 + 3x− 4 = 0 (2.2)
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sta x1 = −1 in x2 = 0.59185. Obstajata sˇe dve kompleksni resˇitvi, saj je
polinom stopnje 4. Ni pa nujno, da polinom sploh ima realno nicˇlo. Vedno
pa ima vsaj eno kompleksno. To nam pravi osnovni izrek algebre.
Izrek 2.1 (osnovni izrek algebre) Vsak polinom p ∈ C[x] stopnje vsaj 1
ima nicˇlo.
V pomocˇ pri dokazu posledice tega izreka pa moramo najprej dokazati na-
slednjo trditev.
Trditev 2.2 Naj bo p polinom stopnje vsaj 1 in α ∈ O nicˇla polinoma p.
Potem obstaja tak polinom q ∈ O[x], da je p(x) = (x− α)q(x).
Dokaz. Polinom p lahko delimo s polinomom (x−α). Kot smo navajeni pri
navadnem deljenju, lahko potem polinom p zapiˇsemo kot
p(x) = q(x)(x− α) + c, (2.3)
kjer je q(x) kolicˇnik, (x− α) delitelj in c ostanek, ki je tudi polinom stopnje
manj kot 1. Vemo, da je α nicˇla polinoma p in vstavimo to vrednost v (2.3),
0 = p(α) = q(α)(α− α) + c = c. (2.4)
Dobili smo, da je c = 0, torej je res p(x) = q(x)(x− α). 
Posledica 2.3 Polinom p ∈ C[x] stopnje n ≥ 1 ima n nicˇel, sˇtetih z vecˇ-
kratnostmi.
Dokaz. Vzemimo polinom p stopnje n. Po izreku 2.1 ima p nicˇlo α1 in po
trditvi 2.2 lahko polinom zapiˇsemo kot
p(x) = (x− α1)q1(x).
Postopek ponovimo, saj je stopnja polinoma n− 1 in cˇe je n− 1 ≥ 1, lahko
polinom p zapiˇsemo sˇe kot
p(x) = (x− α1)(x− α2)q2(x).
5Postopek ponavljamo, vse dokler je stopnja na novo dobljenega polinoma
enaka 0 in zapiˇsemo:
p(x) = (x− α1)(x− α2) · · · (x− αn)qn(x).
Tu ima polinom qn(x) stopnjo 0, torej je konstanta, polinom p pa ima nicˇle
α1, α2, . . . , αn, teh pa je natanko n. 
Izreka 2.1 ne bomo dokazali, bralec pa lahko najde dokaz v [3], od koder sta
povzeta tudi izrek 2.1 in trditev 2.2.
Sedaj lahko vidimo, da ima polinom vedno vsaj eno nicˇlo, kadar ga gle-
damo nad obsegom kompleksnih sˇtevil. Nas pa bolj kot kompleksne nicˇle
zanimajo realne. Ker kompleksne nicˇle vedno nastopajo v konjugiranih pa-
rih, lahko iz tega sklepamo, da bodo polinomi lihe stopnje vedno imeli vsaj
eno realno nicˇlo. Za polinome sode stopnje pa take recˇi ne moremo trditi.
Nasˇa metoda bo morala torej vedno vrniti nek rezultat, cˇe bo polinom lihe
stopnje. Cˇe ga ne, bomo morali povecˇati interval. Pri polinomih sode sto-
pnje pa se lahko zgodi, da ne obstaja realna resˇitev. V tem primeru nam
povecˇanje intervala ne koristi.
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Poglavje 3
Interpolacija
3.1 Splosˇno o interpolaciji
V prakticˇnih primerih ponavadi nimamo danega predpisa za kaksˇno funkcijo
ali polinom. Zanasˇati se moramo predvsem na opazovanja in opazovane
vrednosti. Dane imamo samo pare (xi, f(xi)), ki jih je seveda koncˇno.







Tabela 3.1: Tabela danih tocˇk za interpolacijo.
Zanima nas, koliko bi bilo f(1.5)? V tem primeru lahko vidimo, da se tem
petim tocˇkam prilega funkcija f(x) = x2 in lahko izracˇunamo f(1.5) = 2.55,
toda v splosˇnem ne gre tako lahko.
Za interpolacijo se torej odlocˇimo takrat, ko imamo na voljo le posamezne
podatke o funkciji in jo zˇelimo kar se da dobro aproksimirati. Seveda pa
zˇelimo interpolirano funkcijo f˜ zapisati v zakljucˇeni obliki. V ta namen si
moramo izbrati neko bazo.
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Naj bodo s1, s2, . . . , sn baza n-parametricˇne linearne druzˇine. Povedano
drugacˇe, elementi s ∈ S ⊂ X, kjer je X unitaren vektorski prostor, oziroma
za nasˇe potrebe evklidski prostor, bodo oblike s =
∑n
i=1 αisi za neke skalarje
αi. Interpolacijski problem je poiskati prav te skalarje tako, da za pripadajocˇi
element s velja
λis = ri
za vsak 1 ≤ i ≤ n, kjer so λi dani linearni funkcionali definirani nad
L({s1, s2, . . . , sn}), ri pa so znane vrednosti funkcije. Bolj enostaven, direk-
ten nacˇin gledanja na interpolacijo pa je, da f˜ ∈ S ⊂ X interpolira f ∈ X,
cˇe za vse i velja
λif˜ = λif.
Primeri najbolj pogostih linearnih funkcionalov so:
• vrednost f v tocˇki xi, torej λif := f(xi)




• r-kratna vrednost f v tocˇki xi, torej λlif := f (l)(xi), l = 0, 1, 2, . . . , r−1
Skalarji αi niso nujno enolicˇno dolocˇeni, celo ni nujen njihov obstoj. Cˇe
pa so enolicˇno dolocˇeni za vsak nabor podatkov ri, pa recˇemo, da je interpo-
lacijski problem korekten.
Cˇe so s1, s2, . . . , sn linearno neodvisni med seboj, sestavljajo bazo za pro-
stor S = L({s1, s2, . . . , sn}). Primer baze so Lagrangeevi bazni polinomi





xi − xj ,
ki se uporabljajo za polinomsko interpolacijo. Cˇe podrobno pogledamo in-
dekse, opazimo, da so ti bazni polinomi definirani od 0 naprej in zˇe sami po
sebi sestavljajo bazo za prostor Pn, torej polinomov stopnje ≤ n. V prvem
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poglavju smo uporabili potencˇno bazo
Pn = L({xi}ni=0),
poznamo pa tudi Newtonovo bazo, ki ni nicˇ drugega kot posplosˇitev potencˇne
Pn = L({(x− x0)(x− x1) . . . (x− xi−1)}ni=0).
Prvi element v tem zapisu bi potem moral biti (x − x−1), cˇe bi se striktno
drzˇali formule. Toda ker ta tocˇka ne obstaja, recˇemo kar da je ta element
konstanta 1. Prednost polinomske interpolacije je, da lahko interpolacij-
ski polinom zapiˇsemo v zakljucˇeni obliki. To lahko izkoristimo za resˇevanje
drugih numericˇnih problemov, kot so odvajanje, integriranje in resˇevanje di-





za neke tocˇke a = x0 < x1 < · · · < xn = b, Newtonovo obliko pa bomo
spoznali nekoliko kasneje.
Dva primera bolj pomembnih baz za nasˇo uporabo pa sta baza linear-
nih odrezanih potenc in baza z lokalnimi nosilci, ki pa ju bomo spoznali v
naslednjem razdelku.
Pomemben del interpolacije je tudi pojem deljenih diferenc, ki jih bomo
potrebovali pri izpeljavi predpisa za B-zlepke.
Definicija 3.1 Naj bo p ∈ Pk interpolacijski polinom stopnje ≤ k, ki se s
funkcijo f ujema v tocˇkah xi, xi+1, . . . , xi+k. Vodilni koeficient polinoma p je
deljena diferenca funkcije f in jo oznacˇimo [xi, xi+1, . . . , xi+k]f .
Deljeno diferenco lahko zapiˇsemo tudi v zakljucˇeni oblki. Cˇe so tocˇke xi, xi+1,
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. . . , xi+k med seboj razlicˇne, potem jo lahko zapiˇsemo takole:
[xi, xi+1, . . . , xi+k]f =
i+k∑
j=i








Argumente v oglatih oklepajih lahko poljubno menjamo. Polinom je na-
mrecˇ enolicˇno dolocˇen s temi tocˇkami. Zato lahko brez problema kaksˇno
tocˇko zamenjamo, saj bo interpolacijski polinom tako ali tako moral iti skozi
vse te tocˇke.
Ni pa nujno, da so tocˇke med seboj razlicˇne. Kaksˇne tocˇke se lahko
ponovijo vecˇkrat, takrat govorimo o vecˇkratnem ujemanju funkcij. Cˇe se in-
terpolacijski polinom z f ∈ Ck([a, b]) v tocˇki xi = xi+j ∈ [a, b], j = 1, 2, . . . , k







deljena diferenca pa je





f (j)(xi), j = 0, 1, . . . , k.
V taki obliki se deljenih diferenc nacˇeloma ne racˇuna (razen za vecˇkratno
ujemanje, saj je dovolj enostavna). V ta namen se uporablja rekurzivna
formula.
Izrek 3.2 Naj bo f ∈ Ck([a, b]) in xj ∈ [a, b], j = i, i + 1, . . . , i + k. Tedaj
je




cˇe xi = xi+1 = · · · = xi+k in
[xi, . . . , xi+k]f =
[xi, . . . , xs−1, xs+1, . . . , xi+k]f − [xi, . . . , xr−1, xr+1, . . . , xi+k]f
xr − xs ,
(3.3)
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cˇe xr 6= xs in sta vsaj dve tocˇki razlicˇni
Povedano z besedami:
• cˇe sta dve ali vecˇ tocˇk enakih, potem uporabimo formulo (3.2)
• cˇe sta vsaj dve razlicˇni, uporabimo formulo (3.3): izberemo si dve tocˇki
izmed xi, . . . , xi+k, ju vzamemo ven iz oklepajev (vsako samo enkrat),
odsˇtejemo dobljeni deljeni diferenci in delimo z razliko teh dveh tocˇk




(x− x0)(x− x1) . . . (x− xi−1)[x0, x1, . . . , xi]f.
Deljene diference se racˇuna s tabelo, kar nam nekoliko pohitri izracˇun. Najlazˇje
se to pokazˇe kar s primerom.
Primer: Naj bo f(x) = ln(x), interpolirali pa jo bomo s kubicˇnim polino-
mom na intervalu [1, 2] z zaporedjem tocˇk x1 = 1, x2 = 1, x3 = 2, x4 = 2. De-
ljene diference se racˇuna po formulah zgoraj, vedno pa se zacˇne z najmanjˇso
diferenco, torej z eno tocˇko. Deljena diferenca [xi]f je enaka vrednosti funk-
cije v tisti tocˇki f(xi). Ostale se nato racˇunajo po formuli. Torej cˇe sta
tocˇki enaki, pogledamo odvod izracˇunan v tisti tocˇki. Cˇe sta razlicˇni, vsako
posebej vzamemo iz diference in delimo z njuno razliko.
[·]f [·, ·]f [·, ·, ·]f [·, ·, ·, ·]f
1 0↘
1↘
1 0↗ −0, 306853↘
0, 693147↗ 0, 113706
2 0, 693147 −0, 193147↗
0, 5
2 0, 693147
Tabela 3.2: Tabela deljenih diferenc
Tabela 3.2 prikazuje izracˇunane deljene diference za ta primer.
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V prvem stolpcu racˇunamo samo deljene diference na eni sticˇni tocˇki, v dru-
gem na dveh, v tretjem na treh in tako naprej. Tabela nam pomaga pri izbiri
tocˇk za izracˇun zˇeljene deljene diference. Cˇe vzamemo na primer [1, 1, 2]f ,
bomo izbrali tocˇke 1 in 2, saj imamo zˇe izracˇunani [1, 1]f in [1, 2]f . Enako
bomo naredili pri izracˇunu [1, 1, 2, 2]f , kjer bomo uporabili zˇe izracˇunani
[1, 1, 2]f in [1, 2, 2]f . Pot racˇunanja je nakazana s pusˇcˇicami. Poleg tega, da
uporabimo sistematicˇen nacˇin racˇunanja, nam tudi ni potrebno izracˇunati
vseh deljenih diferenc. Tako smo morali izracˇunati samo 3 na dveh tocˇkah,
vseh pa je 6. V tem primeru so slucˇajno samo tri razlicˇne, toda v splosˇnem
temu ni tako.
Treba je sˇe poudariti, da bi lahko tudi zamenjali vrstni red tocˇk, ki smo jih
dajali ven iz diference. Na primer, ko smo racˇunali [1, 2, 2]f , bi lahko najprej
dali ven 1 in sˇele nato 2 in odsˇteli, lahko pa bi najprej dali ven 2 in nato 1,
rezultat pa se ne bi spremenil, saj se tudi vrstni red v imenovalcu spremeni
in predznak ostane enak.
Iz tabele pa sedaj lahko enostavno preberemo koeficiente interpolacijskega
polinoma. Bazne funkcije so v tem primeru
1, x− 1, (x− 1)2, (x− 1)2(x− 2),
cˇe se drzˇimo Newtonove oblike polinoma, koeficienti pa so zgornje vrednosti
stolpcev. Iz tabele 3.2 so te vrednosti podcˇrtane. Polinom se torej glasi
p(x) = 1 ∗ 0 + (x− 1)− 0, 306835(x− 1)2 + 0.113706(x− 1)2(x− 2)
Za nas je glede deljenih diferenc pomembno sˇe Leibnizevo pravilo, ki ga bomo
uporabili v izpeljavi B-zlepkov.
Izrek 3.3 Naj bo f produkt dveh funkcij, torej f = g · h. Tedaj velja Leibni-
zevo pravilo
[xi, . . . , xi+k]f =
i+k∑
`=i
[xi, . . . , x`]g[x`, . . . , xi+k]h.
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Dokaz bomo izpustili, najdemo ga pa lahko v [4](str. 87).
3.2 Odsekoma polinomske funkcije
Bolj pomemben prostor za nasˇ problem je prostor odsekoma polinomskih
funkcij. V tem prostoru se nahajajo tiste funkcije, ki so razdeljene na odseke
in so na vseh odsekih polinomske. Ni nujno da so definirane na celi realni
osi (ponavadi samo na nekem delu) in tudi ni nujno da so zvezne. Za boljˇso
aproksimacijo je pri takih funkcijah bolj smiselno vecˇati sˇtevilo odsekov kot
pa stopnjo polinoma. Ponavadi se vzame stopnja na primer 3 ali 4.
Definicija 3.4 Naj bo [a, b] ∈ R dan interval z delitvijo
a = x0 < x1 < · · · < xn = b.
Tocˇkam xi, i = 0, 1, . . . , n recˇemo sticˇne tocˇke.
V sticˇnih tocˇkah se stikajo posamezni polinomski odseki. Velikost delitve pa
je definirana kot najvecˇja velikost podintervala od ene sticˇne tocˇke do druge.
Sosednje odseke lahko povezˇemo z dolocˇenimi pogoji. Lahko zahtevamo,
da je prvih νi − 1 odvodov zveznih, kjer smo z νi oznacˇili sˇtevilo pogojev.
Najmanj pogojev je 0, najvecˇ pa k + 1, kjer je k stopnja polinoma. Cˇe je
νi = 0, to pomeni, da mora biti prvih νi − 1 = 0− 1 = −1 odvodov zveznih.
Ker minus prvi odvod ne obstaja, pomeni da funkcija v tocˇki xi ni zvezna.
Cˇe je νi = 1, potem to pomeni da mora biti nicˇti odvod zvezen, oziroma da
je funkcija zvezna v xi. Tako gre vse naprej do νi = k + 1, kar pomeni da
se sosednja odseka popolnoma ujemata, saj je stopnja polinoma k. V tem
primeru lahko sticˇno tocˇko odstranimo.
Smiselno je vpeljati sˇe pojem vozla. To je konstrukt, ki ga v nasˇem
algoritmu najbolj uporabljamo. Vozel je sticˇna tocˇka, sˇteta s kratnostjo, ki
jo navezˇemo na sˇtevilo pogojev med sosednjima odsekoma. Vozel je r-kraten
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takrat, ko ima funkcija v sticˇni tocˇki k − r zveznih odvodov. Na primer,
cˇe vzamemo νi = 0, pomeni da ima polinom v xi -1 zveznih odvodov. Cˇe
obrnemo enacˇko k−r = −1 dobimo r = k+1, torej je vozel k+1-kraten. Cˇe
zahtevamo navadno zveznost (νi = 1), je vozel zato k-kraten in tako naprej.
Vozel je lahko tudi 0-kraten, in sicer v primeru ko je νi = k + 1. Tedaj je
k − r = k + 1 − 1 in r = 0. Vozel, tako kot sticˇna tocˇka, v tem primeru ne
obstaja.











≤ x < 2,
−1
2
x3 + x2 + 17
2
, 2 ≤ x < 3,




, 3 ≤ x ≤ 5.s
Funkcija je odsekoma polinomska, stopnje tri in s sˇtirimi odseki. Iz definicije
preberemo sticˇne tocˇke x0 = 0, x1 =
3
2
, x2 = 2, x3 = 3, x4 = 5. Sedaj moramo
dobiti sˇe ν1, ν2 in ν3, saj v tocˇkah x0 in x5 ni sosednjih odsekov. Sˇtevilo
pogojev bomo dobili tako, da pogledamo funkcijo v robnih tocˇkah in enkrat
vstavimo v levi odsek nato pa sˇe v desnega. Ko bomo vstavili v levi odsek








− 0) 6= f(3
2
+ 0),
torej je ν1 = 0. Za sticˇno tocˇko x2 = 2 velja:
f(2− 0) = f(2 + 0), f ′(2− 0) 6= f ′(2 + 0),
torej se ujemata v funkcijski vrednosti, ne pa v prvem odvodu in zato je
ν2 = 1. V zadnji sticˇni tocˇki x3 = 3 pa velja
f(3− 0) = f(3 + 0), f ′(3− 0) = f ′(3 + 0), f ′′(3− 0) 6= f ′′(3 + 0),
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torej je sˇele pri drugem odvodu razlicˇna vrednost in zato je ν3 = 2.













, 2, 2, 2, 3, 3, 5
V prvi in zadnji sticˇni tocˇki ne moremo govoriti o pogojih zveznosti, saj lezˇita
na robu definicijskega obmocˇja. Za x1 =
3
2
lahko izracˇunamo vecˇratnost kot
k − r = −1
3− r = −1
r = 3 + 1 = 4,
torej se ta vozel napiˇse sˇtirikrat. Podobno lahko vidimo za ostala dva. Graf
funkcije je prikazan na sliki 3.1.





Slika 3.1: Primer odsekoma polinomske funkcije
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Odsekoma polinomskim funkcijam, za katere velja
νi = k, i = 1, 2, . . . , n− 1,
recˇemo zlepki. Ker velja zgornji enacˇaj za vse sticˇne tocˇke, lahko izracˇunamo
kratnost:
k − r = νi − 1
k − r = k − 1
r = 1
Kratnost vseh sticˇnih tocˇk je tako 1 (krajiˇscˇi imata zˇe tako ali tako kratnost
enako 1) in zato sta v tem primeru izraza sticˇna tocˇka in vozel ekvivalentna.
Poznamo dva naravna pristopa za izrazˇavo odsekoma polinomskih funkcij.
Prva je po intervalih - odsekoma, druga pa z uporabo baze prostora zlepkov
Sk,x, kjer k oznacˇuje stopnjo polinoma, x pa vektor vozlov. Za nas pride v
posˇtev druga mozˇnost, torej uporaba baze B-zlepkov.
3.3 B-zlepki
Za prostor S1,x smo zˇe omenili dve uporabni bazi. Bazo odrezanih potenc in
bazo z lokalnimi nosilci.
Sticˇne tocˇke naj bodo definirane kot x0 < x1 < · · · < xn. Baza linearnih
odrezanih potenc je tako
1, (x− xi)+, i = 0, 1, . . . , n− 1.
Odrezana potenca stopnje n je definirana kot
zn+ := max(z, 0)
n.
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Cˇe vzamemo n = 1, je potem z1+ =
{
0, z < 0,
z, z > 0.




xi−xi−1 , xi−1 < x < xi, 0 < i,
1, x = xi,
xi+1−x
xi+1−xi , xi < x < xi+1, i < n,
0, sicer,
(3.4)
kjer i tecˇe od 0 do n. Pri tej bazi je smiselno sˇe definirati pojem lokalnega
nosilca
supp(f) = {x ∈ X | f(x) 6= 0},
kjer je X ⊂ R in f : X → R. Pri bazi Hi so lokalni nosilci vsebovani v
intervalu [xi−1, xi+1]. Nekaj podobnega zˇelimo narediti za bazo prostora Sk,x
in izkazˇe se, da lahko naredimo naravno posplosˇitev baze Hi na splosˇen k.
Hi lahko zapiˇsemo tudi kot
Hi(x) = (xi+1 − xi−1)[xi−1, xi, xi+1](· − x)+ (3.5)
Preverimo sedaj, cˇe to res drzˇi. Najprej izracˇunajmo deljeno diferenco po
formuli (3.3):
[xi−1, xi, xi+1](· − x)+ = [xi, xi+1](· − x)+ − [xi−1, xi+1](· − x)+







Sedaj locˇimo 3 primere:
i. xi−1 < x < xi





xi − xi−1 =
1− x−xi+1
xi−1−xi+1
xi − xi−1 =
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xi−1 − xi+1 − x+ xi+1
(xi − xi−1)(xi−1 − xi+1) =
=
−x+ xi−1
(xi − xi−1)(xi−1 − xi+1)
Cˇe sedaj sˇe pomnozˇimo z (xi+1−xi−1), dobimo to kar smo hoteli, torej
x− xi−1
xi − xi−1
ii. x = xi






xi−1 − xi+1 − x+ xi+1




Ocˇitno smo dobili pravilen izraz, saj dobimo 1, cˇe pomnozˇimo z istim
oklepajem kot prej.
iii. xi < x < xx+1





xi − xi−1 =
=
(x− xi+1)(xi−1 − xi+1)− (x− xi+1)(xi − xi+1)
(xi − xi−1)(xi − xi+1)(xi−1 − xi+1) =
=
(x− xi+1)(xi−1 − xi+1 − xi + xi+1)
(xi − xi−1)(xi − xi+1)(xi−1 − xi+1) =
=
x− xi+1
(xi − xi+1)(xi+1 − xi−1)
Spet pomnozˇimo z istim oklepajem kot v prvih dveh primerih. Ta
ulomek lahko potem zgoraj in spodaj delimo s tem oklepajem in dobimo
pravilen rezultat. Cˇe zˇelimo, lahko tudi obrnemo vse predznake ulomka,
da dobimo identicˇen ulomek kot v (3.4).
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Lokalne nosilce Hi smo indeksirali s srednjo sticˇno tocˇko. Cˇe pa zˇelimo
posplosˇiti definicijo za splosˇen k, pa to ni najbolje, saj ni nujno da ta tocˇka
obstaja. Poleg tega nastopijo problemi, cˇe izberemo i = 0. Takrat moramo
definirati sˇe x−1, ponavadi pa se to naredi kar tako, da recˇemo da je razmik
x0 − x−1 = 0. V izrazu (3.5) to pomeni, da smo eno tocˇko sˇteli dvojno, kar
pa potem podere izpeljavo zgoraj. Zato bomo raje indeksirali s prvo tocˇko.
Ni pa nujno, da se v splosˇnem to zgodi samo na robu. Posplosˇitev bomo
zato definirali z zaporedjem vozlov in ne sticˇnih tocˇk. Tako dobimo definicijo
baznega oziroma B-zlepka:
Bi,k(x) = (ti+k+1 − ti)[ti, . . . , ti+k+1](· − x)k+ (3.6)
Cˇe so vsi vozli med seboj razlicˇni, lahko uporabimo (3.1) in zapiˇsemo za-
kljucˇeno obliko B-zlepka








Tako kot pri bazi z lokalnimi nosilci tudi tukaj velja, da so nosilci B-zlepka
vsebovani v [ti, ti+k+1], torej velja
suppBi,k ⊂ [ti, ti+k+1]. (3.8)
Povedano nekoliko drugacˇe, to pomeni, da je funkcija nenicˇelna samo na tem
intervalu, povsod drugje pa je identicˇno enaka 0.
Zakljucˇene oblike B-zlepka (3.7) v veliki vecˇini primerov ne uporabljamo
za izracˇun vrednosti. Zato bomo sedaj izpeljali boljˇsi, numericˇno absolutno
stabilen, nacˇin izracˇuna.
Za odrezane potence velja zveza
(· − x)k+ = (· − x)+(· − x)k−1+ = (· − x)(· − x)k−1+
za k ≥ 1. Hitro lahko preverimo, da to velja glede na definicijo odrezane
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potence. Cˇe je (· − x) > 0 se brez problemov lahko razdeli na vecˇ oklepajev,
saj bo oklepaj ostal tak kot je. Cˇe pa je (· − x) < 0, bo pa prvi oklepaj neka
negativna vrednost, drugi oklepaj pa bo vrnil 0, torej bo cel izraz enak 0.
Vstavimo sedaj to v (3.6) in dobimo
Bi,k(x) = (ti+k+1 − ti)[ti, . . . , ti+k+1]((· − x)(· − x)k−1+ )
Z uposˇtevanjem izreka 3.3 pa dobimo
Bi,k(x) = (ti+k+1 − ti)(([ti](· − x))([ti, . . . , ti+k+1](· − x)k−1+ )+
+([ti, ti+1](· − x))([ti + 1, . . . , ti+k+1](· − x)k−1+ ) + 0) =
= (ti+k+1 − ti)((ti − x)([ti, . . . , ti+k+1](· − x)k−1+ )+
+[ti+1, . . . , ti+k+1](· − x)k−1+ )
Iz vsote dobimo samo 2 cˇlena, saj je (· − x) linearna funkcija, za te pa so
nenicˇelne samo deljene diference na eni ali dveh tocˇkah. Izracˇunajmo sedaj
deljeno diferenco po formuli (3.3)
[ti, . . . , ti+k+1](· − x)k−1+ =
=
1
ti − ti+k+1 ([ti, . . . , ti+k](· − x)
k−1









Drugi enacˇaj velja, cˇe uposˇtevamo enacˇbo (3.6) za dane argumente. Cˇe














Sedaj lahko sˇe strnemo izraz v obliko brez oklepajev in dobimo rekurzivno
formulo v koncˇni obliki:
Bi,k(x) =
x− ti
ti+k − tiBi,k−1(x) +
ti+k+1 − x
ti+k+1 − ti+1Bi+1,k−1(x), (3.9)
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robni pogoj pa je
Bi,0(x) =
{
1, ti ≤ x < ti+1 ali x = ti+1 = tn,
0, sicer.
Zaradi (3.8) sta obe utezˇi (ulomka) v (3.9) nenegativni in v primeru, ko
je x iz tega intervala, celo pozitivni. To nas pripelje do sˇe ene lastnosti, in
sicer B-zlepek je strogo pozitiven na odprtem intervalu (ti, ti+k+1). Zaradi
te lastnosti in rekurzivne formule, recˇemo, da so B-zlepki neobcˇutljiva baza
Sk,x.
Zaporedje vozlov, ki definirajo B-zlepek pa dobimo tako, da sticˇnim
tocˇkam dodamo sˇe k tocˇk na zacˇetku in na koncu. Vseh vozlov je tako
n+ 2k + 1:
t = (x0, . . . , x0︸ ︷︷ ︸
k+1
, x1, x2, . . . , xn−1, xn, . . . , xn︸ ︷︷ ︸
k+1
)
Vozle sˇtejemo od 1 naprej in zato raje prepiˇsemo zgornji vektor:
t = (t1, t2, . . . , tn+2k+1)
Vseh razlicˇnih B-zlepkov za neko stopnjo k je zato n + k = dimSk,x. Za
primer si poglejmo nekaj baz za razlicˇne stopnje in sticˇne tocˇke.
Primer: Za prvi primer si poglejmo stopnjo k = 1 za sticˇne tocˇke x =
(0, 1, 2, 3). Vseh B-zlepkov v tem prostoru je n + k = 4. To bazo poznamo
tudi kot bazo z lokalnimi nosilci Hi.
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Slika 3.2: Vsi B-zlepki stopnje 1 na sˇtirih tocˇkah
Primer: Drug primer je podoben prvemu, samo da vzamemo stopnjo
k = 2 in zato je B-zlepkov seveda vecˇ, in sicer n+ k = 5.






Slika 3.3: Vsi B-zlepki stopnje 2 na sˇtirih tocˇkah
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Primer: Kot prejˇsnji primer je ta narejen na sˇtirih sticˇnih tocˇkah, spet
pa smo povecˇali stopnjo na k = 3. B-zlepkov je zato n+ k = 6.






Slika 3.4: Vsi B-zlepki stopnje 3 na sˇtirih tocˇkah
Primer: Sedaj pa lahko sˇe povecˇamo sˇtevilo sticˇnih tocˇk na 7, in sicer
x = (0, 1, 2, 3, 4, 5, 6). Stopnja naj ostane ista, sˇtevilo B-zlepkov pa se spet
povecˇa na n+ k = 9.






Slika 3.5: Vsi B-zlepki stopnje 3 na sedmih tocˇkah
Pri vseh primerih moramo uposˇtevati, da smo sticˇne tocˇke vedno indeksirali
od 0 naprej in zato jih je vedno n+ 1.
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Poznamo sˇe en pomemben izrek, ki opredeli korektnost interpolacijskih
nalog v prostoru odsekoma polinomskih funkcij.
Izrek 3.5 (Schoenberg-Whitney) Zlepek s ∈ Sk,x je z interpolacijskimi pogoji
s(τi) = fi, i = 1, 2, . . . , n+ k,
kjer so interpolacijske tocˇke τi urejene τ1 < τ2 < · · · < τn+k, enolicˇno dolocˇen
natanko tedaj, ko je τi ∈ (ti, ti+k+1) za vse i.
Za interpolacijo neke funkcije f , v nasˇem primeru polinoma, z B-zlepki





Isˇcˇemo torej neko linearno kombinacijo baznih zlepkov.
Poglavje 4
Algoritem
4.1 Teorija za algoritmom
Algoritem, ki ga bomo razvili, uporablja sˇe pojem kontrolnega poligona.
Tudi to je odsekoma polinomska funkcija, stopnja posameznih odsekov pa
je striktno enaka 1. Lahko bi rekli, da je odsekoma linearna funkcija ali
lomljenka. Oznacˇimo jo z
Γ = Γ(f).











Tako dobimo zaporedje n + k tocˇk, ki jih med sabo povezˇemo in dobimo
kontrolni poligon Γ. Ta zˇe sam po sebi nekoliko aproksimira funkcijo, ima pa
nekaj uporabnih lastnosti, ki jih lahko s pridom izkoriˇscˇamo. Ena izmed teh
lastnosti pravi, da ima lahko zlepek najvecˇ toliko nicˇel, kot jih ima njegov
kontrolni poligon.
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Pomemben je tudi izracˇun nicˇle kontrolnega polinoma. To je lazˇje, saj
gre za linearno funkcijo. Oznacˇimo jo
y = ax+ b,
poiskati pa moramo koeficient a in zacˇetno vrednost b. Ker v nasˇem algo-
ritmu za privzeto vrednost uporabljamo stopnjo polinoma k = 3 in zaradi
preglednosti, bomo izpeljavo pokazali na tej stopnji.
Naj se nicˇla kontrolnega polinoma nahaja med tocˇkama (ti, αi) in
(ti+1, αi+1). Koeficient a lahko izracˇunamo po znani formuli
a =
αi+1 − αi
ti+1 − ti .









ti+4 − ti+1 x+ b (4.1)
x = −b ti+4 − ti+1
3(αi+1 − αi) (4.2)
Kar nam sˇe manjka je izracˇun zacˇetne vrednosti b. Za to moramo vstaviti
neko tocˇko v enacˇbo (4.1), le da moramo vzeti za splosˇno tocˇko, torej bo
leva stran namesto 0 kar y. Vstavimo na primer tocˇko (ti+1, αi+1). Racˇunali
bomo torej nicˇlo xi+1, ki se nahaja med tocˇkama, ki smo jih omenili zgoraj.
b = αi+1 − 3(αi+1 − αi)
ti+4 − ti+1




αi+1(ti+4 − ti+1) + (ti+2 + ti+3 + ti+4)(αi − αi+1)
ti+4 − ti+1
To sedaj vstavimo v enacˇbo (4.2) in dobimo koncˇen izracˇun nicˇle kontrolnega
polinoma:
xi+1 = − ti+4 − ti+1
3(αi+1 − αi)
αi+1(ti+4 − ti+1) + (ti+2 + ti+3 + ti+4)(αi − αi+1)
ti+4 − ti+1 =
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= −αi+1(ti+4 − ti+1)
3(αi+1 − αi) +
ti+2 + ti+3 + ti+4
3
= ti+1 − αi+1(ti+4 − ti+1)
3(αi+1 − αi)
Cˇe uposˇtevamo splosˇno stopnjo polinoma, dobimo enacˇbo
xi+1 = ti+1 − αi+1(ti+k+1 − ti+1)
k(αi+1 − αi) , (4.3)
lahko pa tudi zamaknemo vse indekse za −1, da dobimo obliko enacˇbe, ki
smo jo uporabili v algoritmu.
Izredno pomemben del algoritma je tudi Boehm-ov algoritem, opisan v
[1]. Ko najdemo nicˇlo kontrolnega polinoma, bomo prav to nicˇlo vstavili v
zaporedje vozlov. Krivulja mora ostati taka kot je s sˇe enim dodatnim vozlom
in prav to nam ta algoritem omogocˇa. Po dodajanju vozla t˜ nam sˇe spremeni
vse koeficiente v linearni kombinaciji B-zlepkov. Napisano bolj formalno, cˇe





t = (t1, t2, . . . , tn+2k+1),





t = (t1, t2, . . . , tl, t˜, tl+1, . . . , tn+2k+1),
spremeni pa se tudi zaporedje koeficientov. Formula za nove koeficiente je
α˜i = (1− βi)αi−1 + βiαi,




1, i ≤ l − k
0, i ≥ l + 1,
t˜−ti
ti+k−ti l − k + 1 ≤ i ≤ l.
(4.4)
Povedano drugacˇe, to pomeni, da bomo vse koeficiente, ki so na mestu
manjˇsem ali enakem kot l− k, pustili pri miru, vse koeficiente, ki so vecˇji od
indeksa l, pa bomo zamaknili za eno mesto naprej. Ostanejo nam samo sˇe
tisti vozli, ki se nahajajo med mestoma l−k+1 in l, skupaj jih je k. Najlazˇje
je ta algoritem prikazati na primeru.
Primer: Vzemimo zaporedje vozlov t = (0, 0, 0, 0, 1, 1, 1, 1), zaporedje ko-
eficientov c = (−1,−1, 1
2
, 0) in stopnjo k = 3. Zacˇetna slika tega zlepka je
prikazana na sliki 4.1. Vstavimo sedaj nov vozel t˜ = 1
2
. Poiskati moramo








Slika 4.1: Slika B-zlepka pred vstavljanjem vozla
torej tak l, da bo tl < t˜ in tl+1 > t˜. Ugotovimo, da se to zgodi pri l = 4, saj
je t4 = 0 in t5 = 1. Novo zaporedje vozlov bo vsebovalo torej 9 elementov,
koeficientov pa bo 5. Zacˇnimo z racˇunanjem novih koeficientov od zadaj, to
pomeni od n+k+ 1 = 5, cˇe uposˇtevamo, da imamo danih n+ 1 sticˇnih tocˇk.
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Najprej racˇunajmo za i = 5, torej bomo morali izracˇunati β5. Ker velja
5 = i ≥ l + 1 = 5, pademo v drugi primer formule (4.4) in bo zato β5 = 0 in
velja c˜5 = c4 = 0.
Naj bo sedaj i = 4. Sedaj pademo v tretji primer formule (4.4), saj ve-


















Postopek ponovimo sˇe za i = 3 in i = 2, dobimo pa rezultata c˜3 = −14 in
c˜2 = −1. Za i = 1 pa velja 1 = i ≤ l − k = 1 in β1 = 1, zato pride rezultat







Opazimo lahko, da se je v resnici spremenil samo en koeficient, en pa se je
dodal. To je nakljucˇje, v splosˇnem velja, da se en doda, ostalih k − 1 pa se
spremeni. Sedaj lahko nariˇsemo isto krivuljo z dodatnim vozlom. Narisana
je na sliki 4.2.







Slika 4.2: Slika B-zlepka po vstavljanju vozla 1
2
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V nasˇi implementaciji je ta algoritem narejen v dveh korakih, in sicer
najprej poskrbimo za prvi primer, za drugi primer dejansko ni potrebno nicˇ
narediti, sˇele nato pa racˇunamo konstanto β.
Preden gremo na dejansko implementacijo moramo omeniti sˇe kriterij za
konvergenco. Nicˇle poligona se bodo nabirale ena za drugo, mi pa moramo
preveriti cˇe so priblizˇki dovolj skupaj da vrnemo vrednost kot nicˇlo polinoma.
Kriterij za konvergenco je
maxj,k |xj − xk|
max(|ti|, |ti+d|) < , (4.5)
kjer moramo nujno uposˇtevati, da je maksimum v sˇtevcu vzet nad zadnjimi
d priblizˇki. Iz tega lahko sklepamo, da moramo v seznam vozlov najprej
vstaviti d vozlov, kjer smo z d oznacˇili stopnjo interpolacijskega polinoma,
da lahko dobimo nek priblizˇek.
Ta metoda iskanja nicˇel je numericˇno stabilna, absolutno konvergentna,
hitrost konvergence pa je kvadraticˇna, cˇe ima polinom samo enostavne nicˇle
in linearna cˇe so nicˇle viˇsjih redov.
Metoda konvergira vedno, ko ima zlepek vsaj eno nicˇlo. Za prvi priblizˇek
je smiselno vzeti nicˇlo kontrolnega poligona, saj, kot zˇe recˇeno, kontrolni po-
ligon dobro aproksimira zlepek. Ko bomo vstavili en vozel, bo aproksimacija
boljˇsa, torej se bo poligon bolje ujemal z zlepkom. Ta postopek ponavljamo
in izkazˇe se, da so nicˇle poligona vedno bolj podobne nicˇli zlepka. Zato vedno
dobimo konvergenco, cˇe ima zlepek vsaj eno nicˇlo. Vecˇ o tem si bralec lahko
prebere v [5].
Zakljucˇimo teorijo s primerom delovanja algoritma.
Primer: Vzemimo tako kot pri prejˇsnjem primeru zaporedje vozlov
t = (0, 0, 0, 0, 1, 1, 1, 1), zaporedje koeficientov c = (−1,−1, 1
2
, 0) in stopnjo
k = 3. Zacˇetna slika tega B-zlepka je dana na 4.3.
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Slika 4.3: Zacˇetna slika B-zlepka







Slika 4.4: Slika B-zlepka po prvi
iteraciji






Slika 4.5: Slika B-zlepka po drugi
iteraciji






Slika 4.6: Slika B-zlepka po tretji
iteraciji
Zˇe po prvi iteraciji se opazi izboljˇsano prileganje poligona polinomu. V
drugih dveh se sˇe bolj priblizˇa, na koncu pa lahko vidimo, da je po samo treh
iteracijah nicˇla poligona zˇe zelo blizu nicˇli polinoma.
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4.2 Programska implementacija
Algoritem 4.1: Algoritem za iskanje vseh nicˇel polinoma
f unc t i on [ zero ] = f indZero s ( f , a , b , d , max it , eps )
%FINDZERO This func t i on re tu rns a l l z e ro s o f a s p e c i f i e d func i t on .
%
% Input arguments are two kinds :
% 1 . us ing a func t i on
% − an anonymous func t i on e . g . ’@(x ) x .ˆ4 + 6∗x .ˆ2 + 3∗x ’
% − l e f t edge o f i n t e r v a l where zero should be searched
% − r i gh t edge o f the same i n t e r v a l
% 2 . us ing knots and c o e f f i c i e n t s
% − knot vector
% − c o e f f i c i e n t vec tor
% − th i rd argument must be [ ] , i f you wish to use opt i ona l parameters
% Both kinds support 3 opt i ona l arguments :
% − ( op t i ona l ) degree o f i n t e r p o l a t i o n polynomials ( d e f au l t 4)
% − ( op t i ona l ) maximum number o f i t e r a t i o n s ( d e f au l t 100)
% − ( op t i ona l ) e r r o r t o l e r an c e ( d e f au l t 10e−15)
% Output i s a vec tor o f a l l z e ro s i f they e x i s t .
i f narg in < 2
e r r o r ( ’Not enough input arguments ! ’ ) ;
e l s e i f narg in == 2
b = [ ] ;
d = 4 ;
max it = 100 ;
eps = 1e−15;
e l s e i f narg in == 3
d = 4 ;
max it = 100 ;
eps = 1e−15;
e l s e i f narg in == 4
max it = 100 ;
eps = 1e−15;
e l s e i f narg in == 5
eps = 1e−15;
end ;
i f ( isempty (b ) )
t = f ;
c = a ;
d = d − 1 ;
e l s e
i f (b <= a)
e r r o r ( ’ Le f t edge o f i n t e r v a l must be a sma l l e r i n t e g e r than r i gh t edge ! ’ ) ;
end ;
i n t e r v a l = a : 0 . 1 : b ;
[ ˜ , s i z e I n t ] = s i z e ( i n t e r v a l ) ;
s p l i n e = spap2 ( f l o o r ( s i z e I n t /2) , d , i n t e rva l , arrayfun ( f , i n t e r v a l ) ) ;
t = sp l i n e . knots ;
c = sp l i n e . c o e f s ;
d = sp l i n e . order − 1 ;
end ;
zero = [ ] ;
i f ( abs ( c ( 1 ) ) <= eps )
zero = [ zero t ( 1 ) ] ;
r e turn ;
end ;
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l i s t Z e r o s = [ ] ;
k = 2 ;
ck = 0 ;
f o r i t = 1 : max it
[ ˜ , n ] = s i z e ( c ) ;
whi le ( k <= n) && ( c (k−1) ∗ c (k ) >= 0)
i f ( c (k−1) ∗ c (k ) == 0)
ck = 1 ;
break ;
e l s e
k = k + 1 ;
end ;
end
i f k > n
break ;
end ;
i f ( ck == 1)
x = sum( t (k+1:k+d ))/d ;
e l s e
% naredimo premico cez dve t o ck i in poiscemo n i c l o ( ta enacba j e i z p e l j a v a )
x = sum( t (k+1:k+d ))/d − ( c (k ) ∗ ( t ( k+d) − t ( k ) ) ) / ( ( c (k ) − c (k−1)) ∗ d ) ;
end ;
l i s t Z e r o s = [ l i s t Z e r o s x ] ;
g e tVe r t i c e s ( t , c , d+1);
i f ( converged ( t , d , k , l i s t Z e r o s , eps ) | | ck == 1)
ck = 0 ;
zero = [ zero x ] ;
i f ( k == n)
break ;
end ;
i t = 1 ;
l i s t Z e r o s = [ ] ;
k = k + 1 ;
e l s e
[ t , c ] = r e f i n e S p l i n e ( t , c , k , n , d , x ) ;
end ;
end
i f ( isempty ( zero ) )
zero = ’NO ZERO’ ;
end ;
end
Vsa izvorna koda je napisana v jeziku MATLAB s pomocˇjo psevdokode
iz cˇlanka [5]. Pozˇene se ga lahko na dva nacˇina:
i. Podamo mu anonimno funkcijo f in interval [a, b], na katerem bomo
iskali nicˇle. Anonimna funkcija je oblike na primer f = @(x)x3 + x2 +
2 ∗ x− 3. Ker sama interpolacija ni del tega diplomskega dela, smo to
nalogo prepustili MATLAB-u.
ii. Podamo mu seznam vozlov in koeficientov αi v zapisu funkcije v obliki
B-zlepka.
Oba nacˇina podpirata tudi opcijske parametre, in sicer stopnja polinoma,
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sˇtevilo maksimalnih iteracij in  iz (4.5). Pri drugem nacˇinu zagona, pa mo-
ramo podati tretji parameter kot [ ], cˇe zˇelimo nastaviti opcijske parametre.
V programu je stopnja zlepka oznacˇena s cˇrko d, cˇeprav smo v teoriji za
to uporabljali cˇrko k. Ta cˇrka ima v nasˇem programu nek drug pomen.
Prvi del programa poskrbi za inicializacijo opcijskih parametrov, cˇe ti
niso bili podani. Takoj za tem sledi drugi del, v katerem dobimo vektor vo-
zlov in koeficientov. To naredimo na dva nacˇina. Cˇe smo pognali program
na nacˇin ii., potem preberemo ta dva vektorja iz parametrov. V nasprotnem
primeru, ju moramo poiskati sami. V ta namen uporabimo MATLAB funk-
cijo
”
spap2“. Ta funkcija sprejme sˇtiri argumente. Prvi je sˇtevilo zˇeljenih
odsekov funkcije, drugi je stopnja odsekov, tretji je vektor vrednosti x, za-
dnji pa vektor vrednosti f(x). Ta funkcija ne sprejme dejanskega predpisa
polinoma, zato bo izvedel interpolacijo na tocˇkah (x, f(x)). Zˇe samo tukaj se
lahko pojavijo numericˇne napake, saj bomo racˇunali vrednosti podane anoni-
mne funkcije, jih podali funkciji
”
spap2“, ta pa bo izvedel interpolacijo. Zato
ne zagotavljamo popolne natancˇnosti za visoke stopnje polinomov. Spet po-
udarjamo, da sama interpolacija oziroma iskanje koeficientov αi za linearno
kombinacijo B-zlepkov ni del diplomskega dela.
V tretjem delu poteka glavnina nasˇega programa. V vsaki iteraciji mo-
ramo najprej poiskati pravilen k, ki nam bo povedal med katerima vozloma
se nahaja nicˇla. Lahko se zgodi, da tak k ne obstaja in je zato vecˇji od
sˇtevila koeficientov. V tem primeru zakljucˇimo z izvajanjem programa. Sledi
izracˇun sˇtevila x po enacˇbi (4.3), oziroma cˇe smo ugotovili da je kaksˇen vozel
sama nicˇla, izracˇunamo le i-to povprecˇje vozla. Nato dodamo x v seznam
vseh priblizˇkov in preverimo konvergenco. To naredimo s pomocˇjo funkcije
”
converged“.
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Algoritem 4.2: Funkcija za preverjanje konvergence priblizˇkov
f unc t i on [ converged ] = converged ( t , d , k , l i s t Z e r o s , eps )
%CONVERGED returns TRUE, i f l a s t element o f l i s t Z e r o s i s deemed to be the
%zero .
[ ˜ , n ] = s i z e ( l i s t Z e r o s ) ;
i f n <= d + 1
converged = f a l s e ;
r e turn ;
e l s e i f l i s t Z e r o s (n) == t (d+k)
converged = true ;
re turn ;
end ;
maxKnot = max ( [ abs ( t ( k ) ) , abs ( t ( k+d ) ) ] ) ;
conv = [ ] ;
f o r i = n−d−1:n−1
f o r j = i +1:n
absX = abs ( l i s t Z e r o s ( i ) − l i s t Z e r o s ( j ) ) ;
conv = [ conv absX ] ;
end ;
end ;
maxAbsX = max( conv ) ;
i f maxAbsX / maxKnot < eps
converged = true ;
e l s e
converged = f a l s e ;
end ;
end
Najprej je na vrsti preverjanje, da je bilo vstavljenih vsaj d vozlov. Cˇe to
ni res, funkcija takoj vrne
”
false“ in nadaljujemo s programom. Drugo
preverjanje pa je prisotno zaradi povezanosti zlepka. Zlepek je lahko namrecˇ
tudi nepovezan. To se sicer zgodi zelo redko, vendar dodatno preverjanje
ni odvecˇ. V primeru da pridemo mimo obeh preverjanj, se ravnamo po
(4.5). Izracˇunamo ulomek, preverimo cˇe je manjˇsi kot  in vrnemo ustrezno
vrednost.
V primeru da so priblizˇki konvergirali, torej je ta funkcija vrnila
”
true“,
dodamo x v seznam vseh nicˇel, ponastavimo sˇtevec iteracij, pocˇistimo seznam
priblizˇkov in pomaknemo k za eno naprej (cˇe ta ni enak sˇtevilu koeficientov),
da bomo iskali naslednje nicˇle. V nasprotnem primeru samo dodamo x v
seznam vozlov in popravimo zlepek po Boehmovem algoritmu.
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Algoritem 4.3: Boehmov algoritem
f unc t i on [ t , c ] = r e f i n e S p l i n e ( knots , coe f s , k , n , d , x )
%REFINESPLINE r e f i n e s the s p l i n e by Boehms algor i thm
t = knots ;
c = co e f s ;
mu = k ;
whi le x >= t (mu+1)
mu = mu + 1 ;
end ;
c = [ c c ( end ) ] ;
i = n ;
whi le i >= mu + 1
c ( i ) = c ( i −1);
i = i − 1 ;
end ;
i = mu;
whi le i >= mu − d + 1 && i ˜= 1
a l f a = (x − t ( i ) ) / ( t ( i + d) − t ( i ) ) ;
c ( i ) = (1 − a l f a ) ∗ c ( i −1) + a l f a ∗ c ( i ) ;
i = i − 1 ;
end ;
t = [ t ( 1 :mu) x t (mu+1:end ) ] ;
end
Ta algoritem je implementiran tocˇno po definiciji. Najprej poiˇscˇemo tak
mu, da bo priblizˇek x padel vmes med tmu in tmu+1. V teoreticˇni razlagi
ima mu isto vlogo kot cˇrka l. Spremenljivko i nastavimo na n, ki predstavlja
dolzˇino seznama koeficientov. Posvetimo se drugemu primeru iz (4.4) in
vse koeficiente, ki so vecˇji ali enaki od mu + 1 zamaknemo za eno mesto
naprej. Potem se posvetimo tretjemu primeru iz (4.4) in popravimo kriticˇne
koeficiente. Prvega primera nam ni potrebno obravnavati, saj se koeficienti
do mesta mu− d ne spremenijo. Na koncu sledi sˇe vstavljanje nicˇle poligona
x v seznam vozlov.
Celoten postopek se ustavi, ko k presezˇe sˇtevilo koeficientov, torej smo
padli ven iz intervala, na katerem iˇscˇemo nicˇle. V tem primeru gremo ven iz
zanke in vrnemo rezultat. Ta je lahko seznam nicˇel polinoma, lahko pa je niz
”
NO ZERO“. Ta niz se pojavi, cˇe nismo nasˇli nicˇle po predpisanem sˇtevilu
iteracij, torej kadar zlepek nima nicˇel. Ponavadi zˇe sam kontrolni poligon
nima nicˇel in pridemo zˇe kar v prvi iteraciji do konca, toda v splosˇnem to
pravilo ne velja.
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Zakljucˇimo sˇe z tremi primeri.
Primer: Vzemimo polinom p(x) = x4 + 6x2 + 3x − 4. To je polinom (2.1)
iz prvega poglavja. Algoritem bomo pognali na intervalu [−10, 10]. Rezultat
je prikazan na sliki 4.7.
Slika 4.7: Rezultat algoritma za funkcijo p(x) = x4+6x2+3x−4 na intervalu
[−10, 10]
Primer: Naj bo dan zlepek z vozli t = (0, 0, 0, 0, 1, 1, 1, 1) in zaporedjem
koeficientov c = (−1,−1, 1
2
, 0). Rezultat je prikazan na sliki 4.8.
Slika 4.8: Rezultat algoritma za zlepek dan z vozli t = (0, 0, 0, 0, 1, 1, 1, 1) in
koeficienti c = (−1,−1, 1
2
, 0)
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Primer: Vzemimo sedaj polinom p(x) = 10x10− 2x9− 16x8 + x7 + x6 +
4x5 − 2x4 + 5x3 + 10x2 + 25x + 13 in naredimo enako kot prej. Rezultat je
prikazan na sliki 4.9.
Slika 4.9: Rezultat algoritma za funkcijo p(x) = 10x10 − 2x9 − 16x8 + x7 +
x6 + 4x5 − 2x4 + 5x3 + 10x2 + 25x+ 13 na intervalu [−10, 10]
Opazimo lahko, da so dobljene nicˇle natancˇne samo do druge decimalke.
Funkcijski vrednosti v teh dveh tocˇkah sta 0.6535 in 0.0518. Ta odstopanja se
pojavijo zaradi numericˇnih napak, saj smo uporabili polinom visoke stopnje
in iskali smo v okolici nicˇle.
Poglavje 5
Zakljucˇek
V diplomskem delu smo spoznali popolnoma nov nacˇin iskanja nicˇel polino-
mov. Zgodbo smo pripeljali od zacˇetka, torej definicije polinoma, do konca,
torej implementacije.
Kot zˇe omenjeno smo zacˇeli z definicijo osnovnih pojmov. Spoznali smo
polinome in nicˇle, pogledali pa smo si nekaj lastnosti, ki so za nas pomembne
kot je naprimer osnovni izrek algebre 2.1 in njegovo posledico. Nicˇ kaj po-
sebno zanimivo poglavje za izkusˇenega bralca.
Naslednje poglavje pa je bistveno za razumevanje te metode. Interpo-
lacija je zˇe tako ali tako eden glavnih delov numerike v danasˇnjem cˇasu in
enako je s to metodo, saj temelji na njej. Prvi del poglavja je namenjen
definiranju osnovnih pojmov za drugi in tretji del kot je na primer interpola-
cijski problem, pojem baznega polinoma in najpomembneje pojem deljenih
diferenc, poskusˇamo pa tudi na cˇim lazˇji in cˇim bolj razumljiv nacˇin problem
priblizˇati bralcu. V ta namen smo naredili nekoliko bolj obsezˇen in v podrob-
nosti opisan primer za deljene diference. Splosˇna interpolacija pa nam res
sluzˇi samo kot ogrodje, za nas pa so bolj pomembne odsekoma polinomske
funkcije, saj so B-zlepki poseben primer le-teh.
Srecˇamo sˇe en pojem iz naslova diplomskega dela, to so vozli in sˇe prej
sticˇne tocˇke. Ta del je kljucˇen za razumevanje algoritma. Na teh vredno-
stih se zlepek spremeni, lahko se tudi zlomi, cˇe je nepovezan. Ponavadi pa
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imamo opravke s povezanimi. Na te smo se namrecˇ osredotocˇili v celotnem
diplomskem delu. Preden smo sˇli na definiranje B-zlepkov smo spet naredili
primer 3.1, ki pokazˇe obnasˇanje zlepka v sticˇnih tocˇkah.
Tretji del interpolacije pa je nekoliko bolj matematicˇen, namenjen pa je
izpeljavi bazicˇnih zlepkov oziroma B-zlepkov. Na koncu dobimo lepo rekur-
zivno formulo, ki je numericˇno absolutno stabilna, kar nam da zelo dober
razlog za njeno uporabo.
V zadnjem delu dela smo sˇele povedali v podrobnosti kako ta algoritem
deluje, saj smo potrebovali veliko teoreticˇnega materiala. Tudi na tem mestu
nam je ostalo veliko za povedati, na primer kaj je to kontrolni poligon, kako se
vstavlja vozle v zlepek, morali pa smo odgovoriti na vprasˇanje cˇe vstavljanje
vozla pokvari priblizˇek funkcije. Odgovor je seveda ne, saj koeficiente B-
zlepkov priredimo po Boehm-ovem algoritmu 4.3. V tem poglavju bi se lahko
sˇe bolj poglobili v samo numericˇno stabilnost in v hitrost konvergence, toda
to je tema za kdaj drugicˇ, opisana pa je zˇe v [5].
Sam algoritem je uporaben bolj za prakticˇne primere uporabe. To po-
meni, da pridejo v posˇtev samo polinomi stopnje do 10. Pri viˇsjih stopnjah
se numericˇna stabilnost zmanjˇsa, cˇeprav je algoritem sam absolutno stabilen.
Takoj ko imamo opravka z viˇsjimi stopnjami, lahko polinomi zelo oscilirajo,
pojavijo pa se tudi tezˇave pri racˇunanju vrednosti. Majhne spremembe v
podatkih lahko povzrocˇijo velike spremembe pri rezultatu, cˇemur pa se po-
skusˇamo izogniti.
Samo diplomsko delo je bolj kot ne opis dejanske metode, na koncu pa je
implementiran program, katerega bi se sˇe vedno dalo optimizirati. Poskrbeti
bi morali namrecˇ sˇe za izracˇun koeficientov, omogocˇiti razbitje zlepka na dva
dela, saj nam tudi to pride prav v kaksˇnih primerih, toda to je tema za kaksˇen
drug dan.
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