We establish the existence of spatially localised one-dimensional free surfaces of a ferrofluid near onset of the Rosensweig instability, assuming a general (nonlinear) magnetisation law. It is shown that the ferrohydrostatic equations can be derived from a variational principle that allows one to formulate them as an (infinite-dimensional) spatial Hamiltonian system in which the unbounded free-surface direction plays the role of time. A centremanifold reduction technique converts the problem for small solutions near onset to an equivalent Hamiltonian system with finitely many degrees of freedom. Normal-form theory yields the existence of homoclinic solutions to the reduced system, which correspond to spatially localised solutions of the ferrohydrostatic equations.
Introduction

Ferrofluids
The Rosensweig instability -a surface instability of a ferrofluid -has been of interest since the 1960s (see Cowley & Rosensweig [7] and Rosensweig [21] ). In an experiment, a vertical magnetic field is applied to a static ferrofluid layer, and regular cellular patterns (typically hexagons) emerge on the fluid surface as the field strength is increased through a critical value (see Gollwitzer et al. [10, 11] for recent experimental results). Recently, experiments have shown that spatially localised free-surface structures occur in the hysteresis region between the flat state and the cellular spatially periodic patterns (see Richter [19] , Richter & Barashenkov [20] and Lloyd et al. [17] for experimental results, and Lavrova et al. [16, 6] for finite-element simulations). Despite this wealth of experimental and numerical evidence little is known theoretically on the existence of localised solutions to the ferrohydrostatic equations.
Ferrofluids theory
The first attempt at a theoretical explanation for the nucleation of static cellular patterns was by Gailitis [1, 9] . Gailitis postulated a free energy for the system (a ferrofluid of infinite depth with a linear magnetisation law) into which he substituted an Ansatz for a cellular free surface. The resulting equations for the unknown coefficients were then solved to find regions of existence for the various cellular patterns (stripes, squares and hexagons). This work was extended by Friedrichs & Engel [8] to finite-depth ferrofluids.
Zaitsev & Shliomis [24] considered one-dimensional static spatially periodic solutions to the ferrohydrostatic equations near onset of the Rosensweig instability, again assuming a linear magnetisation law and infinite fluid depth. These results were subsequently extended by Twombly & Thomas [23] to two-dimensional spatially periodic free-surface solutions and finite-depth fluids. These local bifurcation theories were complemented by a formal normal-form analysis by Silber & Knobloch [22] (for two-dimensional patterns and infinite depth), and there have recently been attempts at deriving time-dependent amplitude equations for spatially periodic free-surface patterns near onset (see Bohlius et al. [2, 3] ).
All current theoretical studies, whether rigorous or heuristic, assume a linear relationship between the magnetisation M of the ferrofluid and the strength of the magnetic field H. The linearity of the magnetisation law M = M(|H|) allows one to replace a nonlinear equation for the magnetic potential in the fluid by Laplace's equation and greatly simplifies computations of coefficients in bifurcation and normal-form theory. However, experiments show that realistic magnetisation laws are nonlinear (e.g. see Lloyd et al. [17] for a discussion of this point), emphasising the need to develop a theoretical framework which includes general nonlinear magnetisation laws.
Localised travelling water waves
The ferrohydrostatic problem has similarities with the governing equations for travelling gravitycapillary water waves. One-dimensional spatially localised solutions to that problem ('gravitycapillary solitary waves') with water of finite depth have been studied intensively in the last twenty-five years using a technique known as the Kirchgässner reduction (see Iooss [14] , Groves & Wahlén [13] and the references therein). In this approach one formulates the governing equations as an evolutionary system in which the horizontal spatial direction plays the role of time ('spatial dynamics'); a centre-manifold reduction principle is used to show that all spatially localised solutions solve a system of ordinary differential equations, whose solution set can in principle be determined. A helpful feature of this water-wave problem is its variational structure, which leads to a Hamiltonian spatial dynamics formulation of the problem; the Hamiltonian structure is inherited by the reduced system of ordinary differential equations, which can be treated by well-developed methods for Hamiltonian systems with finitely many degrees of freedom, e.g. the Birkhoff normal-form theory.
The present contribution
We consider two static immiscible perfect fluids in the regions Figure 1 : Static localised patterns appear on the interface between a non-magnetisable fluid (white) and a ferrofluid (shaded) as the strength of a vertically aligned magnetic field is varied.
separated by the free interface {y = η(x)} (see Figure 1) ; the upper fluid is non-magnetisable, while the lower is a ferrofluid with a general nonlinear magnetisation law (see Section 2 for a complete mathematical formulation of the ferrohydrostatic problem). Using spatial dynamics and the Kirchgässner reduction we present a rigorous existence theory for small-amplitude localised surface patterns to the ferrohydrostatic problem near onset of the Rosensweig instability. Our starting point is the observation that the governing equations (formulated in terms of the magnetic potentials φ and φ in respectively the upper and lower fluids) follow from the variational principle
where µ 0 , g, σ denote respectively the magnetic permeability of free space, acceleration due to gravity and coefficient of surface tension, ρ and ρ are the densities of the upper and lower fluids, H is the strength of the applied magnetic field and
the variations are taken with respect to η, φ and φ satisfying φ | y=η = φ| y=η . (Variational (Neumann) boundary conditions at y = ±D are chosen so that the reference state (η, φ , φ) = (0, µ(H)Hy, Hy) -corresponding to a uniform magnetic field and a flat surface -is a solution to the governing equations.) We regard the above variational functional as an action functional of the form
where χ , χ are suitably chosen perturbations of the reference states of the magnetic potentials and J f is an appropriately transformed version of the 'Lagrangian' integrand. Performing a classical Legendre transform yields the desired spatial Hamiltonian formulation
of the ferrohydrostatic problem, where ω, ξ, ξ are the momenta associated with the coordinates η, χ, χ and H f is the Hamiltonian (see Section 3). Homoclinic solutions of (1.1) (solutions with (η, ω, χ , ξ , χ, ξ) → 0 as x → ±∞) are of particular interest since they correspond to localised solutions of the ferrohydrostatic problem (see Figure 2 ). The Rosensweig instability (the trivial solution becoming unstable to Fourier modes ±e isx ) is associated with a Hamiltonian Hopf bifurcation for (1.1): two pairs of simple, purely imaginary eigenvalues of our linearised Hamiltonian system become complex by colliding on the imaginary axis at the points ±is. Working in dimensionless variables (see Section 2), one finds that ±is are double eigenvalues if and only if s is a double root of the equation (1) (with the assumption µ(1) +μ(1) > 0), where
We therefore choose a value (β 0 , γ 0 ) of (β, γ) for which this equation has a pair of double roots and set (β, γ) = (β 0 , γ 0 + ε), so that a Hamiltonian-Hopf bifurcation takes place as ε increases through zero. In Section 4 we use a centre-manifold reduction principle to show that our Hamiltonian system near onset admits a locally invariant manifold of the form 
f (Ae + Bf + Ae + Bf +r(A, B,Ã, B, ε)) (the superscript is added to emphasise the dependence of the Hamiltonian upon ε). Homoclinic solutions (A, B) to (1.2) (solutions with A(x), B(x) → 0 as x → ±∞) generate homoclinic solutions to (1.1) and hence localised solutions to the ferrohydrostatic problem.
According to the Birkhoff normal-form theory (Section 5) we can select the coordinates A, B, A, B so that the reduced Hamiltonian takes the form
where H NF is a real polynomial of order n 0 + 1 satisfying
Existence theories for homoclinic solutions to (1.2) have been given by Iooss & Pérouème [15] and Buffoni & Groves [4] under the assumption that the coefficients c 1 and c 3 in the expansion
are respectively negative and positive. Iooss [14] and Iooss & Pérouème [15] establish the existence of two distinct symmetric homoclinic solutions with asymptotic expansions
as ε → 0, while Buffoni & Groves [4] show that (1.2) has an infinite number of geometrically distinct homoclinic solutions which generically resemble multiple copies of one of the IoossPérouème solutions. The free surface is given by the formula η(x) ∼ 2 Re A(x) + O(ε), where the constant of proportionality is the first component of the eigenvector e, and Figure 3 shows sketches of the free surface corresponding to the various homoclinic solutions. Explicit formulae for the coefficients c 1 and c 3 are given in some special cases in Section 5 (such formulae are unwieldy, and it appears in general more appropriate to calculate them numerically for a specific choice of µ).
The results presented in this article are mathematically rigorous. In order to make them accessible to as wide a readership as possible we begin each of Sections 3 (spatial dynamics), 4 (centre-manifold reduction) and 5 (homoclinic bifurcation) with an informal exposition of the theory and a discussion of its computational aspects; the rigorous mathematics is presented in the second part of each of these sections, specifically Section 3.2, Section 4.2 and Remark 5.2. The article is intended to be self-contained, although we omit the details of several lengthy calculations with analogues in other papers as well as the proofs of specific theorems available elsewhere. 
The ferrohydrostatic problem
We consider two static immiscible perfect fluids in the regions
separated by the free interface {y = η(x)} (see Figure 1 ). The upper, non-magnetisable fluid has unit relative permeability and density ρ , while the lower is a ferrofluid with density ρ. We denote the magnetic and induction fields in the fluids by respectively H , H and B , B, and suppose that the relationships between them are given by the identities
where µ 0 is the magnetic permeability of free space and M is the (prescribed) magnetic intensity of the ferrofluid. We suppose that M and H are collinear, so that
According to Maxwell's equations the magnetic and induction fields are respectively irrotational and solenoidal, and introducing magnetic potential functions φ , φ with H = −∇φ , H = −∇φ, we therefore find that
in which µ(s) = 1 + |M(s)| s is the magnetic permeability of the ferrofluid relative to that of free space. (Here, and in the remainder of this paper, equations for 'primed' and 'non-primed' quantities are supposed to hold in respectively S and S.) We assume that µ is a smooth function of s near unity which satisfies µ(1) +μ(1) > 0, where the dot denotes differentiation with respect to s.
The ferrohydrostatic Euler equations are given by
, where g is the acceleration due to gravity, p is the hydrodynamic pressure in the upper fluid and p is the composite pressure in the lower fluid. The calculation
shows that these equations are equivalent to
where b 0 , b 0 are constants.
The magnetic boundary conditions at {y = η(x)} are
are the tangent and normal vectors to the interface; it follows that
for y = η(x). The ferrohydrostatic boundary condition is given by
, in which σ > 0 is the coefficient of surface tension and
is the mean curvature of the interface. Using (2.2), we find that
The constant b is selected so that (η, φ , φ) = (0, µ(H)Hy, Hy) is a solution to (2.1), (2.3) and (2.4) (corresponding to a uniform magnetic field and a flat surface); we therefore set
ensures that the system of equations (2.1), (2.3)-(2.5) has a variational structure: they follow from the formal variational principle
where the variations are taken with respect to η, φ and φ satisfying φ | y=η = φ| y=η . The next step is to introduce dimensionless variables
Writing (η,φ ,φ) = (η,ψ + µ(1)y,ψ + y) (so that (η,ψ ,ψ) = (0, 0, 0) is the 'trivial' solution), we find that
with boundary conditions
and
for y = η(x), where
and the hats have been dropped for notational simplicity. We use β and γ as parameters, noting that the limit β → 0 corresponds to fluids of infinite depth. Finally, note that equations (2.6)-(2.10) follow from the formal variational principle δI = 0, where
and the variations are taken with respect to η, ψ and ψ with ψ (0) = ψ(0) − (µ(1) − 1)η.
3 Spatial dynamics
Formulation as a spatial Hamiltonian system
The first step is to use the 'flattening' transformation
to map the variable fluid domains S and S into fixed strips R × (0, , 0) and the free interface {y = η(x)} into {y = 0}. Replacing the symbol Y by y for notational simplicity, we find that the corresponding 'flattened' variables
satisfy the equations
on y = 0; here
Observe that equations (3.1)-(3.6) follow from the new variational principle δJ = 0, where
and the variations are taken in η, χ and χ satisfying the side constraint
(the functional J is obtained from I by 'flattening'). We exploit this variational principle by regarding J as an action functional of the form
in which J is the integrand on the right-hand side of equation (3.7), and deriving a canonical Hamiltonian formulation of (3.1)-(3.6) by means of the Legendre transform. To this end, let us introduce new variables ω, ξ and ξ by the formulae
and define the Hamiltonian function by
in which
and ν(·; t) : R → R is given by the formula ν(s; t) = sµ( √ s 2 + t 2 ), where t is a parameter whose value is near unity. (Using the the calculations ν(0, 1) = 0 and ∂ 1 ν(0, 1) = µ(1) > 1, one finds from the inverse-function theorem that ν is invertible for (s, t) near (0, 1) (see Section 3.2).)
Hamilton's equations are given explicitly by
10)
12)
13)
14)
and are accompanied by the side constraint (3.8) and further boundary conditions
The first three of these equations arise from the integration by parts necessary to compute (3.13) and (3.15) subject to the constraint (3.8), while the fourth is the compatibility condition which ensures that χ x (0) = χ x (0) − (µ(1) − 1)η x . Note further that our equations are reversible, that is invariant under the transformation (η, ω, χ , ξ , χ, ξ)(x) → R(η, ω, χ , ξ , χ, ξ)(−x), where the reverser is defined by R(η, ω, χ , ξ , χ, ξ) = (η, −ω, χ , −ξ , χ, −ξ). Our equations are also invariant under the transformation χ → χ + c, χ → χ + c for any constant c. To eliminate this symmetry it is convenient to replace (ξ , χ , ξ, χ) with new variables (χ , ξ , χ, ξ,χ,ξ), where
This transformation leads to a new canonical Hamiltonian system with Hamiltonian
and additional constraints
Observe thatχ is a cyclic variable whose conjugateξ is a conserved quantity; we proceed in standard fashion by settingξ = 0, considering the equations for (η, ω, χ , ξ , χ, ξ), and recoverinĝ χ by quadrature. Dropping the bars for notational simplicity, one finds that Hamilton's equations for the reduced system are
)
24)
with constraints (3.8), (3.20) and boundary conditions (3.16)-(3.19); the quantityχ is recovered by quadrature from the equation
Notice that these equations are also reversible (with respect to the same reverser R).
Functional-analytic basis
We begin with a precise statement of the invertibility of the function ν(·; t) : R → R defined by the formula ν(s; t) = sµ( √ s 2 + t 2 ).
There exist open neighbourhoods Λ 1 , Λ 3 of the origin and Λ 2 of unity in R such that ν(·, t) :
Next we recall the differential-geometric definitions of a Hamiltonian system and Hamilton's equations for its associated vector field. Definition 3.2. A Hamiltonian system consists of a triple (M, Ω, H), where M is a manifold, Ω : T M × T M → R is a closed, weakly nondegenerate bilinear form (the symplectic 2-form) and the Hamiltonian H : N → R is a smooth function on a manifold domain N of M (that is, a manifold N which is smoothly embedded in M and has the property that T N | n is densely embedded in T M | n for each n ∈ N ).
To apply this definition to the Hamiltonian system derived in Section 3.1 above, we introduce the Hilbert spaces
and let N 1 be a neighbourhood of the origin in
, 0]). Observe that N 1 is a manifold domain of M 0 , while the formula
defines a weakly nondegenerate bilinear form M 0 × M 0 → R and hence a constant symplectic 2-form T M 0 × T M 0 → R (its closure follows from the fact that it is constant). Furthermore, the function H f given by (3.9) belongs to C ∞ (N 1 , R), so that the triple (M 0 , Ω f , H f ) is a Hamiltonian system. 
for all tangent vectors v ∈ T M | n (by construction dH| n ∈ T * N | n admits a unique extension dH| n ∈ T M | n .) Hamilton's equations for (M, Ω, H) are the differential equations
Applying the criterion in this definition to the ferrofluid Hamiltonian system (M 0 , Ω f , H f ), one finds that
is defined by the left-hand sides of equations (3.16)- (3.19) , and that Hamilton's equations are given explicitly by (3.10)- (3.15) . Observe that these equations constitute a quasilinear evolutionary system in the phase space M 0 with nonlinear boundary conditions (3.16)-(3.19); its right-hand side is a smooth mapping N 1 → M 0 .
It remains to confirm the relationship between a solution to Hamilton's equations for (M 0 , Ω f , H f ) and a solution to the 'flattened' ferrohydrostatic problem (3.1)-(3.6). Suppose that (η, ω, χ , ξ , χ, ξ) is a smooth solution of Hamilton's equations and computeχ from (3.27) by quadrature. An explicit calculation shows that the variablesη,χ ,χ given byη(x) = η(x), χ (x, z) = χ (x)(z) +χ(x)(z),χ(x, z) = χ(x)(z) +χ(x)(z) solve (3.1)-(3.6) (see Buffoni, Groves & Toland [5, Theorem 2.1] for a discussion of this procedure in the context of water waves).
4 Centre-manifold reduction
Reduction to a two-degree of freedom Hamiltonian system
We now set (β, γ) = (β 0 , γ 0 + ε), where the values of β 0 , γ 0 are appropriately chosen and fixed (see below) and ε plays the role of a bifurcation parameter. The Hamiltonian formulation of our ferrohydrostatic problem is accordingly written as
where u = (η, ω, χ , ξ , χ, ξ) and f ε is given by the right-hand side of (3.21)-(3.26), with linear constraints (3.8), (3.20) and nonlinear boundary conditions
where B is given by the left-hand sides of equations (3.16)- (3.19) . Similarly, we denote the Hamiltonian (3.9) with this parameter choice by H ε f . The corresponding linearised system is
with linear constraints (3.8), (3.20) and boundary conditions B l (u) = 0, where
An explicit calculation shows that a complex number λ is an eigenvalue of the linear problem (that is, the linear problem admits a solution of the form u(x) = exp(λx)w with w = 0) if and only if λ = β 0 σ, where
.
In particular, 0 is not an eigenvalue of L, and L has a finite number of purely imaginary eigenvalues. According to this calculation, a purely imaginary number σ = is is an eigenvalue of L if and only if s = β 0 q, where
(0 is not an eigenvalue of L). This equation has either zero, one or two pairs ±iq of solutions (see Figure 4) . A Hamiltonian Hopf bifurcation takes place at points of the curve C = {(β HH (q), α HH (q)) : q ∈ (0, ∞)} in the (β 0 , α 0 )-plane: at the point (β HH (q), α HH (q)) two pairs of simple, purely imaginary eigenvalues become complex by colliding on the imaginary axis at ±iβ 0 q and forming two Jordan chains of length 2. Here
This eigenvalue collision is associated with the bifurcation of a branch of homoclinic solutions into the region with complex eigenvalues (the shaded region in Figure 4) ; we therefore set (β 0 , α 0 ) = (β HH (q), α HH (q)) (and γ 0 = α 0 β 0 ) for some q ∈ (0, ∞). Choose e, f such that
where Re = e, Rf = −f , the 'symplectic products' Ω(e, f ) and Ω(f, e) are respectively 1 and −1, and the symplectic products of all other combinations are zero (note that Ω acts bilinearly on pairs of complex vectors). where (A(x), B(x)), x ∈ R solves (4.5);
(ii) any small, bounded solution (A(x), B(x)), x ∈ R of (4.5) defines a small, bounded solution (4.1), (4.2) (with constraints (3.8), (3.20) ) via formula (4.6).
Proof of the reduction theorem
The key result is the following theorem, which is a parametrised, 
which represents Hamilton's equations for the reversible Hamiltonian system (M, Ω λ , H λ ). Here u belongs to a Hilbert space X , λ ∈ R is a parameter and L : D(L) ⊂ X → X is a densely defined, closed linear operator. Regarding D(L) as a Hilbert space equipped with the graph norm, suppose that 0 is an equilibrium point of (4.7) when λ = 0 and that (H1) The part of the spectrum σ(L) of L which lies on the imaginary axis consists of a finite number of eigenvalues of finite multiplicity and is separated from the rest of σ(L) in the sense of Kato, so that X admits the decomposition X = X 1 ⊕ X 2 , where X 1 = P(X ), X 2 = (I − P)(X ) and P is the spectral projection corresponding the purely imaginary part of σ(L).
(H2) The operator L 2 = L| X 2 satisfies the estimate
for some constant C that is independent of s. 
λ is a locally invariant manifold of (4.7): through every point inM λ there passes a unique solution of (4.7) that remains onM λ as long as it remains inŨ 1 ×Ũ 2 .
(ii) Every small bounded solution u(x), x ∈ R of (4.7) that satisfies (u 1 (x), u 2 (x)) ∈ U 1 ×Ũ 2 lies completely inM λ .
(iii) Every solution u 1 : (x 1 , x 2 ) →Ũ 1 of the reduced equation
of the full equation (4.7). 
. We overcome this difficulty by using the change of variable (η, ω, τ , ζ , τ, ζ) = G(η, ω, χ , ξ , χ, ξ), where in the limit β 0 → 0, where M and χ 0 are respectively the magnetic saturation and initial susceptibility of the ferrofluid and γ = 3χ 0 /M . Figure 5 shows that there is a critical magnetic [4, pp. 196-197] ). We incorporate this feature into the construction ofr by a replacing the Darboux transformation used in formula (4.11) by its composition with the normal-form transformation.
