Abstract. A harmonic balance based identification algorithm was applied to the simulated single pendulum with horizontal base-excitation. The purpose of this simulation was to examine the applicability of the algorithm on parametrically excited, whirling chaotic systems. Modifications were adopted to adapt to the whirling systems. The system was supposed to be unknown except only the excitation frequency. Linear interpolation functions and the Fourier series functions were tested to approximate unknown nonlinear functions in the governing differential equation. After extracting unstable periodic orbits, all of the parameters were simultaneously identified. By direct comparison, Poincaré section plots and reconstructed phase portrait techniques, it was shown that the identified system had similar dynamical characteristics to the original simulated pendulum, which implies the effectiveness of the examined algorithm.
Introduction
A simulated, horizontally base-excited pendulum is investigated for chaotic system identification.
A harmonic balance parametric identification method is examined here, because of its simplicity and capacity of handling chaotic data [26] .
Pendulum systems are among the most thoroughly investigated dynamic systems in chaotic, nonlinear system research (references [1] [2] [3] [4] [5] [6] [7] , etc. ), for their simplicity in both theoretical expression and experimental validation. Water [1] studied the unstable periodic orbits of a vertically excited system. Jeong and Kim [2] investigated the bifurcation phenomena and routes to chaos of a horizontally excited system. Furthermore, Bishop [3] and Dooren [4] studied the parametric regions of chaos of a parametrically excited pendulum.
Parametric identification of nonlinear systems has seen a lot of progress in recent years. Direct identification method [8] can be applied provided that all the displacement, velocity and acceleration signals are known or can be obtained. However, it is usually not so in applications, and the method is vulnerable to noise contamination. Chen and Tomlinson [9] developed an efficient AVD time series model, which accommodates the acceleration, velocity and displacement (AVD) simultaneously by means of the fast Fourier transform. Plakhtienko [10, 11] introduced a method of special weight functions, by which the second order differential equation could be converted to a series of linear equations if some periodic orbits are known. Hence, the differential equation can be transformed into matrix equations. Like many other studies (references [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] ), these methods focused on two types of identification procedures: random/impulse excitation response or forced steady state periodic vibration. Furthermore, the random/impulse excitation methods based upon the FFT and/or the frequency response function [19, 20] actually apply to weak nonlinearity due to their assumptions. Nonlinear free vibration was also investigated for identification purposes.
Feldman [21, 24] introduced a method of utilizing the Hilbert transformation to free vibration systems. But, it is unclear whether the Hilbert transform method can be applied to multi-degreeof-freedom systems. Ghanem [25] proposed an algorithm based on wavelet analysis. The algorithm was tested on single and multi-degree of freedom (d. o. f. ) systems, and was proven effective for free and forced non-chaotic vibration. The wavelet analysis method is based upon the orthogonality of the wavelet basis functions, it is thus essentially similar to the harmonic balance method, which utilizes the orthogonality of the Fourier series orthonormal functions. The wavelet basis functions are time localized, while the harmonic basis functions apply to the entire duration of time. Recently, a method [22, 23] which exploits proper orthogonal decomposition (POD) and optimization was developed for nonlinear systems and tested on simple chaotic systems. Meanwhile, based upon the harmonic balance method [15] [16] [17] [18] , Feeny and Yuan [26, 27] proposed a method for chaotic systems, which also exploits the extracted unstable periodic orbits. This method was successfully applied to single degree of freedom systems, and is theoretically applicable to chaotic or non-chaotic, strongly nonlinear multi-degree of freedom systems. Thus, this study is to present new research results by applying the method to more complicated chaotic systems. As we know, the harmonic balance method requires periodic responses for identification purposes. For linear systems, the method can be simplified to frequency response functions (FRF) method if periodic responses can be obtained at multiple frequencies. For non-chaotic, nonlinear systems, the harmonic balance method also have advantages over other methods due to its simple algorithm and/or the resistance to noise contamination. For chaotic systems, the chaotic response is no-periodic. However, for hyperbolic chaos, if unstable periodic orbits (UPOs) lie within, we can extract the approximated unstable periodic orbits from the chaotic data. Hence, the harmonic balance identification can be applied based upon the UPOs. On the other hand, many other identification methods can not be applied to chaotic systems. Noticeably, the wavelet analysis method [25] can also be applied for chaotic system since both the wavelet method and the harmonic balance method are based upon orthonormal basis and signal reconstruction. The harmonic balance method has simpler algorithm and is easier for industry applications. The wavelet analysis, on the other hand, is more suitable for identification of the time-variant parameters. Since our present study focused on systems with time-invariant parameters, the harmonic balance method is a more suitable choice.
Our purpose here is to apply the harmonic balance algorithm to the horizontally excited pendulum system such that we can examine the algorithm applicability on systems with chaotic whirling behavior and strong nonlinearity. Also, the single pendulum was investigated due to its simplicity in simulation and experiment verification. The identification method has been examined on smooth excitation single d. o. f. systems with simple nonlinearity [26] . However, the pendulum is a more complicated case, and the algorithm must be modified. In the following sections, the single pendulum system and the modified method will be introduced first. Pre-requirements of applying this method will be discussed, primarily regarding the phase plane reconstruction. In the last two sections, the simulation results will be presented and discussed.
Horizontally excited single pendulum & identification algorithm
Single pendulum systems have simple structures, but strong non-linearity due to their whirling property. The governing differential equations can be simulated easily, and the experimental verification is also feasible. Based upon these advantages, horizontally base excited single pendulums are chosen for investigation here. The non-dimensional form of the differential equation is
where t = ωτ , ω is the angular excitation velocity, and τ is the actual time; ξ is the viscous
J is the natural frequency of the linearized system, m is the pendulum mass, e is the the centroid offset from the pendulum hinge, J is the moment of inertia about the hinge point. Meanwhile coefficient f = me J a, and a is the excitation amplitude. For simplicity, we denote c r = 2ξ/r as the new non-dimensional friction coefficient. The function f sin t cos θ is the nonlinear parametric excitation term, and 1/r 2 sin θ is the autonomous nonlinear part. The angular displacement θ is in S [ − π, π)1 space (one dimensional sphere space), whereas the angular velocity and acceleration are in R 1 space.
To apply the identification algorithm [26] to the pendulum system, the following more general expression of (1) can be assumed:
where k is the linear stiffness parameter, f anl (x,ẋ) is the autonomous nonlinear part, f pnl (x,ẋ) is the time-independent part of the parametric excitation term, and coefficient d 1 is the amplitude of external excitation force. If d 1 is non-zero and f pnl equal to zero, the system becomes a nonlinear system with external excitation force. On the contrary, if d 1 is zero and f pnl is non-trivial, it is then a parametrically excited system. For the examined single pendulum, parameter k = 0 and
Meanwhile, since the non-linearity of the pendulum is caused by geometry, it is convenient to assume f anl and f pnl in equation (2) as functions of only displacement, such that
Based on equation (3), it is assumed that nothing is known a priori except the harmonic excitation term p(t) = α 1 cos ωt + β 1 sin ωt. Unknown functions f pnl and f anl can be approximated
where {φ i (x)} is a set of basis functions, and P i , q i are unknown parameters. Since the choice of basis functions can affect accuracy of the identified functions, two sets of basis functions were tested in the simulation: linear interpolation functions and Fourier series functions.
Substituting (4), (5) and harmonic excitation into (3), we have
where n i = P i α 1 and p i = P i β 1 . With equation (6) , harmonic balance identification [26] can be applied after extracting unstable or stable periodic orbits from the collected displacement data. For a period k orbit, if x in R 1 (one dimensional real space), the displacement, velocity and acceleration signals can be approximated by the following truncated Fourier series expansions:
where, for non-dimensional equation (6), ω = 1. However, for x in S 1 (one dimensional sphere space, such as angular displacement θ in the single pendulum), Equations (7) - (9) are not applicable.
The harmonic balance method can still be applied here, but a modification is needed to derive the velocity and acceleration R 1 signals from the sampled S 1 displacement signal. Consider an experiment in which whirling angle θ is sensed with an encoder such that the output x has values in the interval [−π, π). Thus, x = θmod(2π) − π is discontinuous. According to the illustration in Figure 1 of a period four orbit of the single pendulum system, the sampled data {x} should be converted to a continuous signal {x c } in R 1 , and then decomposed as
where ω ck t represents the constant rotating part of a whirling periodic orbit, and x var,k is the oscillatory part of the orbit signal, which can be approximated by the truncated Fourier series expansion
Based upon x ck , the corresponding velocity and acceleration can be expressed aṡ
Meanwhile, for a period-k orbit, if φ i (x):
, as in the case of the pendulum, then continuous functions φ i (x k ), φ i (x k ) cos t and φ i (x k ) sin t can also be approximated by
Substituting (10)- (14) into (6), the differential equation can be transformed into the following matrix equation for a period-k orbit
For simplicity, A k is denoted as the left-hand side matrix,
and
Equation (15) can then be expressed as
For multiple periodic orbits, by combining the single periodic orbit matrices together, we can obtain the following matrix equation
where
and A is a K(2M + 1) × (3N + 1) . When K(2M + 1) > 3N + 1, the matrix can be solved by a least mean square method. The least square solution of (16) is
The error of the identification algorithm can be affected by several factors, including accuracy of unstable periodic orbits, noise contamination, system nonlinearity and the choice of basis functions.
Introduction to phase plane reconstruction and extraction of unstable periodic orbits
Usually in an experiment, only a few signals can be acquired accurately, e. g. angular displacement signal in this simulation. However, for the extraction of unstable periodic orbits, phase plane information is necessary. It is then that the phase plane reconstruction technique [28] is applied.
Suppose that s(k) is the sampled smooth signal from dynamical systems, smooth dynamics in a n dimensional phase space could be approximately represented by an embedding dimension space
where d is the dimension of the reconstructed phase space and T d is the time delay of the embedding dimension. Although the reconstructed phase space is a distorted appearance of the real phase plane, it provides us information of phase orbits, attractors, periodic orbits and other chaotic characteristics. In the pendulum system, s(k) = θ(k), θ ∈ (−π, π) is actually a non-smooth observable.
But the method can also be applied here since the functions of angular displacement, speed and acceleration are all smooth.
Choosing the embedding dimension and time delay
The time delay value T d can be obtained from average mutual information function [28] , which is expressed as
where t is the time lag, a i is the sampled data s(i), A is the set of {s(i)}, k = i + T , b k is thus s(i + t), and B is considered as the set of {s(i + t)}. Meanwhile, P A (x) is the probability function of observing x out of a set A, P B (y) is the probability of observing y out of a set B, and P AB (x, y)
is the joint probability function of observing x and y out of A and B. After calculating I(t), the best time delay T d is chosen when I(t) reaches its first minimum. To determine the value of d E for minimum required delay dimensions, the false nearest neighborhood method was applied [28] .
Extracting Unstable Periodic Orbits (UPOs)
There are numerous unstable periodic orbits in a chaotic signal. The reconstructed phase space can be used to extract the hidden UPOs. Since the horizontally excited single pendulum is excited by a harmonic signal with period T , the UPOs will have the periodicity of integer multiples of the excitation period T . Though theoretically, no exact UPO can be found through the collected data, the theory proved that some very close approximation of the UPO exists provided that the data is long enough. With the error tolerance e set for UPO extraction, we say that a approximated UPO of period k is extracted if |S(n − kT ) − S(n)| c < e. Noticing that in S 1 space, the distance between two points, x and y, is measured on a circle, and thus can be expressed as
Usually e is set as 1-5% of the span of the data [26] , and the smaller e value is always desirable if possible, since the corresponding UPOs will be closer to the real periodic orbits.
Numerical simulation of the horizontally excited pendulum

Phase plane reconstruction
The simulation was based upon the non-dimensional differential equation (1) . A data set of 30000 points was gathered with a sampling rate f s = 25/T . Displayed in Figure 2 four. However, since our purpose of reconstructing phase plane is to extract UPOs, which compare points with kT time interval (implying the addition of the S 1 dimension of time), the possibility of false nearest neighbor is then greatly reduced. Hence, two embedding coordinates are adequate for this case, and also simpler for display purposes.
Meanwhile, according to Figure 3 of average mutual information, the calculated best time delay was T d = 5. The Poincaré section is displayed in Figure 2 (b) . The Poincaré section plot provides us 
Parametric identification
For simplicity, the data used in identification process was noise-free, thus excluding the noisegenerated error in the identified parameters. The UPOs were extracted before applying identification
algorithm. An error tolerance of e = 3% was applied in the extraction. The error tolerance can be made smaller if longer sampled data is available. Consequently, around 25 UPOs were extracted from period 1 to period 16. Figure 4 shows a example of periodic orbits of period one and two.
Some are whirling orbits, whereas others are oscillating orbits. With the UPOs extracted, in the identification process, two sets of basis functions were tested to approximate the unknown nonlinear functions in the governing equation. Table I . n k , p k and q k values when harmonic basis is applied. 
Harmonic basis functions
If basis functions are set as φ 2k−1 (x) = cos kx, φ 2k (x) = sin kx, k=1, 2, 3, . . ., the differential equation (6) is then converted to
For the investigated pendulum, it is convenient to set K = 1, i. e. only the first harmonics, since the differential equation is simple and consists of harmonic type non-linearity.
For systems like the single pendulum, where the non-linearity comes from angular rotation and the displacement variable belongs to the sphere space, a harmonic basis can be a very good choice due to its capability of representing rotation and periodic behaviors. Displayed in Table I are the identified coefficients of (20) 
Linear interpolation basis functions
Linear interpolation functions can be expressed as
where d is the distance interval. Had we not known the appropriate basis functions, e. g. harmonics in this case, interpolation functions are good alternatives [18] . For better expression of the nonlinear functions, generally more interpolation points (functions) are needed [27] . However, that implies more unknown parameters and requires more periodic orbits for the least mean square method.
Eight points were utilized in this identification. The interval [−π, π) was divided evenly into eight equal sub-intervals. The unknown curves can be represented by the piece-wise linear curve connected between sub-interval nodes. cosine curve, and the {q k } curve is a sine curve, which are consistent with the differential equation (1) . However, eight points are still a rough representation of the real curve, and consequently the interpolation functions introduces more error than the harmonic basis case. In the next section, we will discuss the error's influence on the dynamic characteristics of the system.
Discussion and Validation
Direct comparison showed that the identification algorithm was satisfying for the single degree of freedom system. Furthermore, it was the harmonic basis that generated the more precise identification result, due to the fact that the unknown nonlinear functions consist of harmonics. However, when investigating unknown systems, direct comparison is unavailable. In this case, it is then natural to examine the dynamical behavior, e. g. chaotic characteristics, of the identified system for validation purposes. Figure 8 For more validation methods of the unknown systems, we can also refer to the linearized model, comparison of fractal dimensions, vector fields [27] , bifurcation diagrams, and Lyapunov exponents.
Displayed in
But for this simulation case, where the parameters are known, direct comparison of parameters is the best tool.
Conclusions
In this paper, the simulated parametric identification procedure was investigated on a chaotic system of a horizontally base excited pendulum. Theoretically, the identification algorithm can be applied to single degree of freedom system with a known excitation frequency and unknown parametric, or forced excitation functions. The identification algorithm [26, 27] was modified and improved for application to the whirling pendulum system with parametric excitation. Two types of basis functions were applied to approximate the unknown functions. Then, the simulations of the identified models were presented to verify the effectiveness of the algorithm.
The direct comparison of both parameters and Poincaré sections showed the accuracy of the identified parameters and the similarity between the original and the identified systems. Although both of the methods gave similar results, the harmonic basis functions matched the form of the true nonlinearity, and therefore in this case, gave a more precise result. On the other hand, the linear interpolation was also shown to be valuable since it is a good choice for a general unknown type of non-linearity in a single variable.
According to the simulation result, the improved parametric identification process was successful in single degree-of-freedom parametrically excited whirling systems. It is also promising to apply this method to more general dynamic systems, such as rotational and/or multi-degree-of-freedom systems. For this study, the simulation was limited to single degree of freedom systems with no noise contamination. Hence, the error and convergence analysis was not addressed in this study.
However, we do know that to obtain more accurate identification results, more accurate UPOs are necessary, i. e. small recurrence error in the UPO extraction. For more general applications, multi-degree of freedom systems and experimental verifications are needed for full investigation of the proposed method.
