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1o Inleiding 
Wellicht kunt U mijn praatje van vanmiddag het beste beschouwen 
als een dissonant in de rij van voordrachten die wij gehad hebben en 
nog zullen krijgen in dit seizoen. ~ij hoorden van de toepassing van 
O.Ro bij bedrijven zoals Shell en Unilever. Hulshof heeft ons het 
~~n en ander verteld over O.Ro activiteiten bij kleine bedrijveno 
Verder staan de staatsmijnen nog op het progra.mma. 
Misschien verwacht·u van mij dat ik iets zal zeggen over de toe-
passing van OoRo op het Mathematisch Centrum. Helaas moet ik U dan 
teleurstellen, want zover ik weet is bij het oplossen van onze 
eigen "bedrijfsproblemen" nooit gebruik gemaakt van O.R. techniekeno 
De echte O~R. problemen, welke op het Mathematisch Centrum zijn 
opgelost, waren afkomstig van andere bedrijven of instellingen. Ik kan 
hierover uiteraard niet vrij spreken. Ik sprak over echte OoRo proble-
men en .daarmee heb ik een onderscheid willen maken tussen de werkelijke 
problemen van onze opdrachtgevers en die welke wij zelf verzonnen 
hebbeno Over deze laatste problemen zou ik vanmiddag met U van gedach-
ten willen wisselen. 
Ik kan mij voorstellen dat U het zinloos vindt om over geconstru-
eerde OoRo problemen te spreken, temeer daar er nog zoveel onppgeloste 
echte OoRo problemen op een antwoord wachten. 
Misschien kunnen de hierna volgende namaakproblemen U van het 
tegengestelde overtuigen. 
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Het eerste probleem 
Een automobilist heeft een schadeverzekering afgesloten. In de 
bijbehorende polis worden o.a. de volgende voorwaarden vermeld: 
1) De looptijd van de verzekering is een jaar. Aan het eind van 
ieder jaar kan zij worden verlengd. De premie meet aan het begin 
van ieder premie-jaar worden voldaan. 
2) De premie bedraagt f 320,-, tenzij 
a) in de voorafgaande periode van een jaar geen schade is ge-
claimd. In dat geval bedraagt de premie f 280,- • tenzij 
b) in de voorafgaande perdode van twee jaar geen schade is ge-
claimd. In dat geval bedraagt de premie f 240,-, tenzij 
c) in de voorafgaande periode van drie jaar geen schade is ge-
claimd. In dat geval bedraagt de premie f 220,-. 
3) Schaden moeten onmiddellijk worden geclaimd. Slechts het verschil 
tussen de schade en een vast bedrag van f 80,-, het zogenaamde 
eigen risico, wordt door de verzekering uitbetaald. 
Als verder gegeven is dat de tijsduren tussen opeenvolgende schaden 
en de schaden zelf in guldens onafhankelijk negatief exponentieel 
verdeeld zijn met gemiddelden ~ resp. 200, gevraagd voor elk tijdstip 
aan te geven welke schaden eventueel geclaimd zullen worden en welke 
niet. 
Het is duidelijk dat de automobilist nooit een schade van minder 
dan f 80,- zal claimen. 
Het is ook duidelijk, dat hij,, als neg geen schade is geclaimd 
dat jaar, met het cog op de premiereducties voor schade-vrij rijden 
geen schaden zal claimen, weike slechts een weinig hoger zijn dan het 
eigen risico. De vraag is nu waar precies de grens ligt tussen de 
schaden die wel en die niet moeten worden geclaimd. Het behoeft geen 
betoog dat de grenswaarden zullen afhangen van de laatste betaalde 
premie en van het tijdstip in het premie-jaar. In onderstaande figuur 
wordt de optimale strategie aangegeven. Alle schaden worden geclaimd 
tenzij zij corresponderen met punten in het in het achtervlalt 
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aangegeven gearceerde gebied. Wij merken nu reeds op dat niet het 
claimen van een schade een wilsdaad van de automobilist is 9 maar 
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Toestandsruimte met aangegeven strategie 




Een fabriek kan hoogstens drie gelijke machines inschakelen bij 
de vervaardiging van ~~n product. Voor het product geldt dat de gemid-
delde vraag per eenheid kleiner is dan de productie van drie machines 
per tijdseenheido De voorraadcapaciteit is beperkt en bedraagt M 
eenheden. De voorraadkosten per tijdseenheid zijn evenredig met de 
grootte van de voorraad. De productiekosten per eenheid worden mede 
bepaald door het aantal ingeschakelde machines. Het omschakelen naar 
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hogere of lagere productiesnelheden brengt extra kosten met zich mede, 
die slechts afhangen van de corresponderende opeenvolging van produc-
tiesnelhedeno Indien de voorraad niet toereikend is dan worden de 
gevraagde goederen geleverill.via een zusterfabriek. De tussen beide 
fabrieken overeengekomen verrekeningsprijs per eenheid is gegeven. Deze 
verrekeningsprijs ligt hoger dan de gemiddelde kostprijs. Gevraagd wordt 
voor iedere productiesnelheid na te gaan voor welke voorraden men 
meet omschakelen en waarheen? 
In onderstaande figuur wordt een strategie aangeduid. Zodra de 
combinatie voorraad-productie kan worden aangegeven door een punt 
van een dik getrokken lijn dan wordt de productaesnelheid op de 
















Het derde probleem 
Een fabriek kan op ~~n machine twee verschillende producten 
vervaardigeno In de "long run" is de productiecapaciteit voldoende 
om aan de gezamenlijke vraag te voldoeno De maximale voorraadcapaci-
teit is voor ieder product afzonderlijk gegeveno De voorraadkosten 
per tijdseenheid zijn evenredig met de grootte van de voorraado De 
productiesnelheden en kosten per eenheid zijn gegeveno Het omscha-
kelen van productie (eventueel afzetten van de machine) brengt extra 
kosten met zich mede 9 die slechts afhangen van de corresponderende 
op,~nvolging van productieso Indien de voorraad niet toereikend is 
dan worden de gevraagde goederen geleverd via een zusterfabrieko 
De tussen beide fabrieken overeengekomen verrekeningsprijs per een-
heid is gegeven en ligt hoger dan de'gemiddelde kostprijso Gevraagd 
wordt na te gaan voor welke voorraadcombinaties de productie meet 
worden omgeschakeld en hoe? 
In onderstaande figuur ( 3 evenwijdige vlakken) wordt voor ver-
schillende producties een strategie aangeduido Zodra de voorraad-
combinatie aangegeven kan worden door een punt in een gearceerd 
gebied dan wordt de productie op de aangegeven wijze omgeschakeldo 


















Toestandsruimte met aangegeven strategie 
Wanneer wij deze namaakproblemen analyseren dan ontdekken wij dat 
zij te herleiden zijn tot ~~n standaard probleemo Beschouwen wij hier-
toe nogmaals de gestelde problemeno In alle drie de voorbeelden 
hadden wij een systeemo In het eerste voorbeeld was het systeem de 
auto en de bijbehorende verzekering, in het tweede voorbeeld de produe-
tie van ~~n artikel, terwijl in het derde voorbeeld h$t systeem de pro-
ductie van twee artikelen aanduidto De toestand van het systeem kan 
steeds worden aangegeven met een punt in een Cartesisch coordinaten-
stelselo In de lopp van de tijd wandelt bet systeem door de toestands-
ruimte Xo Het proces dat aan deze wandeling ten grondslag ligt wordt 
het natuurlijk proces genoemdo Verder maken wij nog gebruik van het 
begrip strategieo Met een strategie bedoelen wij hier~ 
7 
1e) een gearceerd gebied in de toestandsruimte X dat dient om aan 
te geven in welke toestanden van het systeem de beslisser zal 
ingrijpen; 
2e) een transformatie vanuit de "ingrijptoestand" naar een nieuwe 
toestando 
In de onderstaande figuur is voor twee "ingrijptoestanden" 
de bijbehorende transformatie aangegeveno 
figo 4 
Het algemene geval 
Wanneer wij afzien van het aantal getekende dimensies en de vorm 
van het gearceerde gebi.ed dan kunnen wij de toestandsruimten met stra-
tegie (figuren 1i 2 en 3) zien als bijzondere gevallen van de toestands-
ruimte geschetst in figo 4o 
Men kan zeggen dat het systeem door het natuurlijk proces gedwongen 
door de toestandsruimte wandelt (of springt) en dat steeds als het een 
gearceerd gebied binnen gaat het met een boogje er weer wordt uitge-
knikkerdo Het komt er dus op neer dat men moet trachten het optimale 
gearceerde gebied + uitwerpmechanisme te bepaleno 
Om redenen van eenvoud verdient het voorkeur om aan te nemen dat op 
ieder tijdstip een beslissing wordt genomeno Een beslissing d kan men 
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aangeven door een punt din een niet nader te beschrijven beslissings-
ruimte Do Wij maken een onderscheid tussen ingrepen en zogono nulbeslis-
singeno Door een nulbeslissing wordt het systeem '1geplaatst" in een 
toestand waarin het zich reeds bevondo Met een ingreep correspondeert 
een nieuwe al of niet stochastische toestand van het systeemo Het volgt 
uit het karakter van menig probleem dat een aantal beslissingen niet 
zijn toegelateno Wij zullen derhalve aannemen dat bij iedere toestand x 
in de toestandsruimte X een verzameling D(x) van beslissingen din de 
beslissingsruimte D hoorto 
In de volgende paragraaf zullen wij een methode bespreken welke 
dikwijls leidt tot een oplossing van problemen van het hierboven 
geschetste typeo 
2o De methode 
In de inleiding spraken wij van een natuurlijk proces dat in de 
loop van de tijd de toestand van het systeem doet wijzigeno De wijze 
waarop de toestand van het systeem zich wijzigt wordt slechts dan 
volledig door het natuurlijke proces aangegeven wanneer de beslisser 
zich volstrekt afzijdig houdto Volgt de beslisser echter een strategie 
en grijpt hij zo nu en dan ini dan ontstaat er een nieuw proces 9 het 
zgno beslissingsproceso Het beslissingsproces is dus de resultante 
van het natuurlijke proces en de door de strategie voorgeschreven 
ingrepen (transformaties)o 
Wij zullen nu aannemen dat het beslissingsproces beschreven kan 
warden door e,en stationnair st erk Markovproces a Daarmee willen wij 
aangeven dat 
a) het beslissingsproces niet detenninistis~h is; 
b) kansen kunnen worden. toegekend aan mogelijke toekomstige ontwikke-
lingen in de toestand van het systeem, 
c) deze kansen afhangen van de huidige toestand en niet van de voor-
geschiedenis; 
d) deze kansen niet afhangen van het beschouwde tijdstipo Ook niet als 
het tijdstip zelf een stochastische grootheid is (baVo het moment 
waarop de beslisser ingrijpt)a 
Wij zullen hierop niet nader ingaan maar volstaan met de mededeling dat 
een sterk Markov proces kanstheoretisch kan warden gedefinieerda 
Indien de wijze waarop de toestand van het systeem zich in de loop 
van de tijd ontwikkelt kan warden beschreven met behulp van een sterk 
Markov proces~ dan kunnen zich de volgende structuren voordoen: 
1) Er is een verzameling van toestanden in'· de toestandsruimte ll waarin 
het systeem nooit meer terug komt als het eens buiten deze verzame-
ling is geweesta Deze verzameling zullen wij aangeven met de naam 
11Verzameling van doorgangstoestandenn, 
2) Er zijn verzamelingen in de toestandsruimte waar het systeem nooit 
meer uit komt als het eens die verzameling is binnengekomena Een 
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dergelijke verzameling heet een ~ als deze verzameling ~ 
gesplitst kan worden in twee of meer deelverzamelingen met dezelfde 
eigenschap; 
3) In een fuik bestaat een klasse van verzamelingen 9 die het sy.steem 
steeds in een gegeven volgorde bezoekto Deze klasse noemt men 
een kringfuiko 
figo 5 
Fuik en Fuik + kringfuik 
De hierboven geschetste indeling van de toestandsruimte in fuiken, 
kringfuiken en verzameling van doorgangstoestanden is niet altijd 
ondubbelzinnigo Maar daarover zullen wij ons thans niet bekomm.ereno 
In het hierna volgende zullen wij ons in het bijzonder interesse-
ren voor de toestanden {2I; n = 11 2 9 ooo } waarin daadwerkelijk in het 
"""'fl 
proces wordt ingegrepeno De toestanden Un; n = 19 2 9 ooo } liggen dus 
in het gearceerde gebied 9 dat wij in het vervolg met Az zullen aange-
ven als z de toegepaste strategie voorstelto De kansverdeling van deze 
toestanden zullen wij aanduiden met {p(n){A; z; x); n = 19 2 9 ooo }, 
waarbij A een of andere verzameling van toestanden is 9 z de toegepaste 
strategie en x de begintoestando 
Verder zullen wij spreken van de limiettoestand Io Deze toe-
-co 
stand zou men kunnen zien als een zeer ver in de toetomst gelegen 
"ingrijptoestand11 o Onder zekere voorwaarden heeft deze toestand een 
kansverdelingg welke wij zullen aangeven met p(A, z, x)o 
Nu geldt altijd 
p(A, 1 n_ ( , ) z, x) = lim = 1 p J (A, z, x) 
n , i 
n~ J=, 
en vaak (geen kringfuiken in Ag) 
z 




Deze laatste eigenschap levert de hierboven gegeven interpretatie van 
het begrip "limiet toestand"o 
Verder kan men bewijzen dat 9 als voor een beslissingsproces x1 en 
x2 mogelijke begintoestanden ziJn uit een fuiki geldt 
(3) 
Wij keren nu terug tot het systeem dat een stochastische wandeling 
maakt door de toestandsruimteo Wij nemen aan dat tijdens de wandeling 
kosten worden gemaakt en dat deze kosten slechts afhangen van de door 
de strategie voor te schrijven ingrepen in het natuurlijk proces en 
de te doo:rlopen toestandeno Gelijk wij de toestanden van het systeem 
konden identificeren met een punt in de toestandsruimte 9 zo kunnen wij 
ook de mogelijke realiseringen (complete wandelingen) aangeven met een 
punt win een niet nader aan te geven ruimte no Als de strategie z 
wordt toegepast en het systeem volgt de wandeling w~ dan geven wij de 
te maken kosten in een periode van de lengte T aan door de functie 
kT(w, z)o 
Het is duidelijk dat als T ➔ code kosten kT(w, z) veelal onbegrensd 
groot wordeno 
Ergo lim kT(w; z) is geen handig kriterium voor het bepalen van 
T4'~ 
de optima.le strategiea Een ander onoverkomelijk nadeel is dat men van 
te voren de te volgen wandeling w niet kento Hoe vinden wij nu een krite-
rium voor de optima.le strategie? 
Het eerste bezwaar 
lim kT(w; z) = m 
T+a> 
(4) 
zou men kunnen ondervangen door de kosten te verdiscontereno Dat wil 
zeggen dat men op een voorgeschreven wijze aan kosten in het verre 
verschiet minder gewicht toekent dan aan kosten van gelijke omvang in 
de nabije toekomsto Voor een dergelijke handelwijze bestaat een eco-
nomische rechtvaardiging. De op deze wijze verkregen kriteriumfunctie 
hangt dan ten nauwste samen met de numerieke waarde (welke?) van de 
verdisconteringsfactor. 
Het tweede bezwaar was dat men de nog te volgen w~paeling w niet kent. 
Wij hebben vastgesteld dat wij een kwantitatief inzicht hebben (kansen) 
met betrekking tot de realiseerbaarheid van mogelijke wandelingen. 
Op grond van dit inzicht kunnen wij een kriteriumfunctie bepalen, die 
de verwachting aangeeft van de totaal verdisconteerde kosten. Waardoor 
men ook aan het tweede bezwaar enigszins tegemoet kan komen. Wij zullen 
echter een andere weg bewandelen. Stel dat k(I; z) de verwachting aan-
geeft van de kosten te maken in een periode tussen twee opeenvolgende 
ingrijptoestanden, waarbij I de toestand is op het moment van de eerste 
ingreep en z de toegepaste strategie. Stel dat t(I; z) de verwachting 
van de ele,ngti e rJ:v:a.r,r <'fibie tper,iode voorst el t • 
Men kan nu onder zekere algemene veronderstellingen de volgende stelling 
bewijzeng 
Stelling 1 
Als ween aselecte wandeling is van het systeem en als de begintoe-





met kans 1 en is gelijk aan 
f p(dI; z; x0) k(I; z) 
J p(dI; z; x0 ) t(I; z) 0 (6) 
Uit stelling 1 volgt dat onverschillig de gevolgde weg w de ge-
middelde kosten per tijdseenheid veer "bijna alle" wandelingen w11 die 
een begintoestand hebben uit een gegeven fuikil gelijk zijno En wel 
gelijk aan het quotient van de verwachting van de kosten en van de 
tijdslengte elk gemeten tussen twee ingrijptoestanden in de station-
naire toestando Voor begintoestanden behorende tot verschillende fuiken 
zullen in het algemeen de gemiddelde kosten per tijdseenheid verschil-
leno 
Als de begintoestand x0 een doorgangstoestaqd is dan wordt de 
waarde van de gemiddelde kosten per tijdseenheid bepaald door de fuik 
waarin het systeem zal warden gevangeno Deze fuik is echter in de begin-
toestand x0 nog niet bekenda Men kan in de begintoestand x0 wel spreken 
van de verwachte gemiddelde kosten per tijdseenheida Eenvoudig kan war-
den nagegaan dat deze verwachting gegeven wordt door 
p(dx· z· ) k(x· z) 
p dx, z; y t x; z (7) 
Wij kiezen nu als kriterium veer de optimale strategie de functie 
r(z; x0 ) gegeven door 
k(x· z) 
t x; z ( 8) 
Veer het geval x0 in een fuik ligt gaat het rechterlid van (8) over in 
(6)~ hetgeen impliceert dat 11bijna zekern r(z, x0 ) de werkelijke ge-
middelde kosten per tijdseenheid aangeefto 
Alhoewe1 voor begintoestanden uit een fuik geldt dat de gemiddelde 
kosten per tijdseenheid 11bijna zeker" gelijk zijnil betekent dit niet 
dat wij geen voorkeur zouden hebben veer bepaalde toestanden binnen de 
fuiko 
Men kan nu een functie c(z, x) definieren zodanig dat veer ieder 
tweetal begintoestanden x 1 en x2 in een fuik de uitdrukking 
( 9) 
de verwachting van het verschil in de totale kosten voorstelto 
Indien de toestandsruimte 
meling van doorgangstoestanden 
standen {e.; j = 1, 2g ooo, m} 
J 
kan worden opgesplitst in ~~n verza-
en m disjuncte fuiken en als de toe-
willekeurige ingrijptoesta,pden zijn 
{in iedere fuik ~,n) dan wordt voor iedere ingrijptoestand r 1 een 
functie c(z, r 1) gegeven door de volgende relaties 
c(z; r 1) = k(I 1 ; z) - r(z; r 1 ) t(I1 ; z) + J p{ 1){dI2 ; z; x) c(z; r 2 ) 
(10) 
c(z; e.) = 0 
. J ( 11) 
Men kan c(z; r1) interpreteren als de verwachting van de kosten 
die de beslisser nog uit eigen zal: moet betalen, wanneer hij van de 
"eigenaar" van het systeem een vergoeding per tijdseenheid krijgt 9 die 
in iedere ingrijptoestand I. opnieuw wordt vastgesteld en gelijk geko-
-J 
zen aan r(z; I,)o 
J 
Ook voor niet ingrijptoestanden kan de functie c{z; x) worden 
gedefinieerdo Om rekentechnische redenen geven wij echter de voorkeur 
aan een iets gewijzigde definitie van de functie c(z; x)o De hier-
boven gegeven niet-mathematische interpretatie gaat dan weliswaar 
enigszins verloren~ maar de rekentechnische voordelen wegen daar zeker 
tegenopo In verband met de nieuwe definitie van c{z; x) beschouwen wij 
een verzameling A0 met de eigenschap dat voor iedere in aanmerking 
komende strategie geldt~ 
(12) 
Voor iedere toestand x en beslissing deD{x) bestaat er een twee-
0 d tal stochastische wandelingen aangegeven met li en W o Gedurende de 
wandeling w0 is het systeem onderworpen aan het natuurlijk proces met 
begintoestand Xo De wandeling eindigt zodra het systeem een toestand 
uit de verzameling A0 aanneemto Aan het begin van de wandeling lid 
wordt het systeem door de beslissing d getransformeerd in een al of 
niet stochastische toestand l_o Na deze transformatie is het systeem 
onderworpen aan het natuurlijk proces met begintoestand_zo De wande-
ling Wd zal eindigen zodra een toestand uit A0 wordt aangenomeno 
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Wij voeren nu in de functies k(x; d) en t(x; d). 
De (x; d)-functie k(x; d) stelt het verschil in verwachte kos-
ten voor gemaak.t tijdens de wandelingen Wd en w0• 
De (x; d)-functie t(x; d) stelt het verschil in verwachte tijds-
duur voor van de wandelingen lid en w0 • 
Als d een nulbeslissing is dan geldt uiteraard 
k(x; d) = 0 
t(x; d) = O. 
(13) 
( 14) 
Wij merken op dat de functies t(x; d) en k(x; d) i.~Pte6§ens~e:i:J.il)g,:tot 
~Ehfu~e"bies kf~~-•.~}··~n:7,t(x; z) niet afhangen van ,,n bepaalde str'ategie z. 
· 6 · · . 0 d . . In fig. hebben W1J de wandelingen li en W sche~atisch aangege-
ven. 
De beslissing d wordt nu door de strategie z in I 1 voorgeschreven. 
Men merke op dat de eerder gedefinieerde functies k(I1; z) en t(I1; z) 
betrekking hebben op het eerste gedeelte van de wandeling Wd en wel 
tot de toestand .!,2• 
' 
fig.6 
Schematische voorstelling van w0 en Wd 
Als de toestand .!,1 de limietverdeling p(A; z; y) volgt dan geldt 
dat ook .!,2 volgens p(A; z; y) verdeeld is (eigenschap van de: limiet-
verdeling)o Derhalve zijn de verwachte kosten en tijdsduren van de 
wandelingen vanuit ! 1 en~. naar A0 gelijko Bijgevolg geldtg 
I p(dx; z; y) k(x; z) = J p(dx; Z' 
' 
y) k(x; z(x)) ( 15) 
I p(dx; zo y) t(x; z) = , f p(dx; zo 
' 
y) t(x; z(x)), (16) 
waarbij z(x) dee.door de strategie z voorgeschreven beslissing in de 
toestand x aangeefto 
Wij mogen dus de functies k(x; z) en t(x; z) in (6), (7) en (8) ver-
vangen denken door k(x; z(x)) respo t(x; z(x))o 
* Als l de eerst volgende ingrijptoestand aangeeft• dan warden de 
functies r(z; x) en c(z; x) als volgt gegeven: 
r(z; x) = t {r(z; r*)/x; z} 
c(z; x) = k(x; z(x)) = r(z, x) t(x; z(x)) + £ {c(z; r*/x; z} 
c(z; e.) = 0 
J 
j = ,, 2il o o o t ml\ 
waarbij e. (j = 1il 2 9 000 9 m) willekeurig gekozen toestanden zijn 
J 
in de m fuiken (in iedere fuik een)o 
Men ziet dus dat r(z; x) en c(z, x) oplossingen zijn van een 
aantal functionaal vergelijkingeno 
Met behulp van de functies r(z; x) en c(z; x) kan men nieuwe 




De functie r((z 0 )z; x) geeft (de verwachting van) de gemiddelde 
kosten per tijdseenheid aan als x de begintoestand is en men eerst 
eenmaal ingrijpt volgens de strategie z 0 en daarna altijd de strate-
gie z toepasto 
De functie c((z')z; x) geeft de verwachting aan van het gedrag dat 
de beslisser uit eigen zak meet betalen als men eerst eenmaal ingrijpt 
volgens strategie z' en daarna altijd volgens strategie Zo 
De functies r((z 0 )z; x) en c((z 1 )z; x) warden gedefinieerd door: 
def 
r((z 9 )z; x) = t {r(z; r2 )/x; z'} (20) 
def 
c((z 0 )z; x) = [{k(!,1; z'(!,1)) - r((z')z; ,!.1) • 
;, t(!,1; z'(!,1))/x; z'} + [{c(z; ,!.2)/x; z'}, (21) 
waarbij ,!.1 de toestand aangeeft waarin ingegrepen wordt volgens stra-
tegie z 9 en .!.,2 de toestand waarin voor het eerst de strategie z wordt 
toegepasto 
Wij zijn nu in staat voor een klasse van strategieen z0 een 
iteratieprocedure voor te schrijven, die ender zeer algemene voor-
waarden *) een rij van strategieen oplevert met de eigenschap 
lim r(z(n); x) = imf r(z; x). (22) 
n-+-oo z € z0 
Deze iteratieprocedure kunnen wij beginnen met iedere willekeu-
• • ( 0 ).,.. 
rige strategie z .._ Z • 
. . (n-19 . ( ) Als de strategie z wordt verkregen aan het eind van de n-1 -de 
cyclus dan verloopt den-de cyclus als volgt: 
1 ste stap 
Bepaal de functies r(z(n-1); x) en c(z(n-1); x). (B.v. met de 
relaties (17) 9 (18) en (19).) 
2de stap 
Bepaal de (z; x)-functies (z~z0), r((z)z(n-1); x) en 
c((z)z(n-1); x). (B.v. met de re!aties (20) en (21).) 
3de stap 
Bepaal de subklasse Z(n) van z0 waarvoor geldt: 
( ( *) (n-1) r z z ; x)}. (23) 
*) Voor de voorwaarden waaronder deze procedure leidt tot de opti-
male strategie wordt de lezer verwezen naar j. 
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4de stap 
Bepaal een strategie zE:Z(n) Zododo 
c((z)z(n-1); x) = min 
z*Ez(n) 
( ( *) (n-1) ) C Z Z , X o 
In de volgende cyclus wordt deze strategie aangegeven met z(n)o 
Einde van den-de cyclus. 
Den-de cyclus kan als volgt worden beschreven: 
(24) 
"De beslisser is verplicht na de eerstvolgende ingreep de strategie 
z(n) toe te passen. Voor de eerste ingreep moet hij een strategie z 
kiezen 9 die de door de eigenaar te betalen vergoeding minimaliseert. 
De vrijheid, welke hem nog is gelaten, zal hij uiteraard zo benutten 
dat de verwachting van de kosten uit eigen zak te betalen zo klein 
mogelijk wordt. 
Zodra hij de goede "beginstrategie" heeft bepaald wordt deze 
door de "slimme" eigenaar voorgeschreven en wel met dien verstande 
dat de beslisser opnieuw een "beginstrategie" moet bepalen 
( {n+ 1 )-ste cyclus)". 
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3o Technische bijzonderheden 
De wijze waarop de optimale beginstrategie in de iteratieproce-
dure moet worden bepaald verdient een nadere toelichting. Daartoe 
voeren wij in de functies r(d O z; x) en c(d O z; x) gedefinieerd door 
def 
r(d • z; x) = t {r(z; z)/d} (25) 
def 
c(d O z; x) = k(x; d) - r(d O z; x) t(x; d) +t {c(z; z)/d}, (26) 
waarbij z de toestand aangeeft waarin het systee~ terecht komt als in 
de toestand x de beslissing d wordt genom:eno 
De functie r(d O z; x) geeft (de verwachting van) de gemiddelde 
kosten per tijdseenheid aan als ~ de begintoestand x de strategie z 
wordt toegepast maar in de begintoestand eerst de beslissing d moet 
warden genomen. 
De functie c(d • z.; x) geeft de verwachting aan van het bedrag 
dat de beslisser uit eigen zak moet betalen als hij na de begintoestand 
x de strategie z volgt maar in de begintoestand de beslissing d neemt. 
Vervolgens voeren wij in de functies r(A O z; x) en c(A O z; x) 
gedefinieerd door 
def 
r(A O z; x) = t {r(z; z)/x; A} (27) 
def 
. c(A • z; x) = --{, {c(z; x_)/x; A}, (28) 
waarbij z nu de eerste toestand is uit een gegeven verza.meling A, die na 
de begintoestand x wordt aangenomen. 
De functie r(A O z; x) geeft (de verwachting van) de gemiddelde 
kosten per tijdseenheid aan als na de begintoestand x de strategie z 
"geblokkeerd" is tot het moment waarop het systeem voor het eerst een 
toestand uit de verza.meling A aanneemt. 
De functie c(A • z; x) geeft de verwachting aan van het bedrag dat 
de beslisser uit eigen zak moet betalen als na de begintoestand x de 
strategie z "geblokkeerd" is tot het moment waarop het systeem voor het 
eerst een toestand uit de verza.meling A aanneemto 
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Verder beschouwen wij de klasse K van alle gesloten verzamelingen 
z 
A:, A0 met de eigenschap · 
AC{x/r(A O z; x) < r(z; x)} l) {x/r(A • z; x) = r(z; x); 
c(A • z); x) ~ c(z; x)}, (29) 
waarbij A het complement is van Ao 
Uit (29) volgt dat voor alle toestanden buiten A blokkering tot A 
wenselijk iso Men kan eenvoudig nagaan dat A 'i=,.K o 
z z 
en 
Wij beschouwen nu de volgende deelverzamelingen 
def 
D (x) = 
z 
A 1 = n 
z AeK 
z 
{ d/ d E D ( X) ; r ( d O Z ; X) = *min 
d &. D(x) 




De verzameling D (x) bevat die beslissingen d welke in de toestand 
z 
x (de verwachting van) de gemiddelde kosten per tijdseenheid minimali-
sereno 
De verzameling A' in de toestandsruimte is de beste "blokkerings-z. 
verzameling" voor de strategie Zo 
Wij beschouwen nu de volgende iteratieprocedure *): 
Voorbereidend gedeelte · 
Bepaal de (x; d)-functies k(x; d) en t(x; d) o 
Iteratief gedeelte 
0 • . • • (n-1) Als z ez0 een willekeurige strategie is en als z wordt ver-
kregen aan het eind va~ de (n-1)-de cyclus dan verloopt den-de cyclus 
als volgt~ 
*) Voor de voorwaarden waaronder deze procedure leidt tot de optimale 
strategie wordt de lezer verwezen naar 3)o 
• 
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1ste t s ap 
Bep~ailde2functies r(z(n-1), 
relaties (17), (18) en (19). 
x) en c(z(n-1), x) met behulp van de 
2de stap 
a) Bepaal de functies r(d 
behulp van de relaties (25) en 
(n-1) (n 1) 
0 z ; x) en c(d • z - ; x) met 
(26). 
b) Bepaal voor iedere toestand x de deelverzameling D, -(n-1) (x). 
c) Minimaliseer de d-functie c(d • z; x) voor iedere i ender de 
voorwaarde d'=: D (n-1) (x). Voeg aan iedere x een "minimaliserende" 
beslissing d to~ en wel zo dat om redenen van convergentie deze beslis-
. . . ( n-1 ) ( ) . . ( n-1) ( ) . . sing geliJk gekozen wordt aan z x, indien z x een minima-
liserende beslissing is. 
Men beschouwt nu een strategie 
( n-1 ) ( ) 
z 1 X = d (n- 1) 
z ; x, 
(32) 
waarbij d (n-1) de gekozen beslissing voorstelt. 
de z ; x 
3 stap 
. ( ( n-1) Bepaal de functies r z 1 ; x) en c(z~n- 1 ); x) met behulp van de 
relaties (17), (18) en (19). 
4de stap 
Bepaal de beste "blokkeringsverzameling" A9 (i,. .. ,) en voer in de 
strategie z(n) gegeven door z, 
Einde n-de cyclus. 
( n-1) ( ) 
z1 x als x€A 1 (n- 1 ) z, 
nulbeslissingen als xfA'(n-l) • 
z1 
(33) 
Uit het voorafgaande blijkt dat de iteratieprocedure voor de opti-
. . . ( ( n-1 ) ) 
male strategie valt en staat met de bepaling van de x-functies r z ; x 
en c(z(n-1), x). Deze functies worden gegeven door een stelsel vap functio-
naalv~rgelijkingeno 
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Indien deze functionaalvergelijkingen niet eenvoudig oplosbaar 
zijn, dan rest vaak nag de mogelijkheid om voor een gegeven strategie 
. . . ( (n-1) ) ( (n-1) ) met behulp van een s1.mulat1.e de funct1.es r z ; x enc z ; x 
numeriek te bepalen. De iteratieprocedure geeft dan aan hoe men in de 
opeenvolgende simulaties de strategieen meet kiezen. 
De wijze waarop de beste "blokkeringsverzameling" meet warden 
bepaald hangt sterk af van de structuur van het beschouwde beslissings-
probleem. Gewoonlijk bestaat de blokkeringsverzameling uit gebieden 
waarvoor geldt dat het op ded·and onverschillig is of met betrekking 
tot de kosten men al of niet ingrijpt. Deze eigenschap levert dan de 
mathematische gedaante van de randen op. In het eerste probleem (§ 1) 
leidde deze eigenschap tot de uitspraak dat de randen van de beste 
"blokkeringsgebieden" horizontaal verschoven stukken waren uit een gege-
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