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a b s t r a c t
We give a numerical criterion for ensuring the finite generation of the effective monoid
of the surfaces obtained by a blowing-up of the projective plane at the supports of
zero dimensional subschemes assuming that these are contained in a degenerate cubic.
Furthermore, this criterion also ensures the regularity of any numerically effective divisor
on these surfaces. Thus the dimension of any complete linear system is computed. On the
other hand, in particular and among these surfaces, we obtain ringed rational surfaces with
very large Picard numbers and with only finitely many integral curves of strictly negative
self-intersection. These negative integral curves except two (−1)-curves are all contained
in the support of an anticanonical divisor. Thus almost all the geometry of such surfaces is
concentrated in the anticanonical class.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
Given a zero dimensional subscheme Z of the projective plane, one may ask whether the effective monoid M(X) of the
surface X obtained by a blowing-up of the projective plane at the support of Z is finitely generated or not. Here the effective
monoid of a surface Y means the set of effective divisor classes on Y modulo algebraic equivalence; obviously, this set has
an algebraic structure as a monoid. In this work, we give a numerical criterion which ensures the finite generation ofM(X)
under the assumption that the support of Z is contained in a degenerate cubic consisting of an integral plane conic and a
line; here we allow that the elements of the support of Z may be infinitely near to each other. These surfaces X may have
big Picard numbers and in particular, we recover some special cases of well known results (see [22, Proposition (I.5.2). and
Proposition (I.5.3).] or [29, Lemma 3.1.1., page 223]) and give an explicit understanding of and extending some surfaces
studied by Looijenga in [41, Theorem (1.1), page 271]. Here and hereafter, the ground field is assumed to be algebraically
closed of arbitrary characteristic.
One of our main motivations to construct such surfaces comes from the fact that smooth projective rational surfaces
whose effective monoid is finitely generated are not understood in the case when the Picard number is big. In contrast, the
finite generation of the effective monoid of smooth projective rational surfaces with a Picard number less than or equal to
ten is verywell known by now, see [45], [46, Theorem 1., page 420 and Theorem 2., page 424], [43, Theorem (1.2)., page 135],
[21, Theorem (3.1), page 142], [22, Proposition (I.5.2). and Proposition (I.5.3).], [42, Proposition, page 538], [24, Proposition
I.5., page 412], [29, Lemma 3.1.1., page 223], [26], [35, Theorem 1.1., page 875; Theorem 1.3., page 876 ], [36, Theorem 1.1,
page 214], [37, Theorem 1.1., page 1594], and [39, Proposition 4.3., page 109].
In [21], Harbourne studied the case when the support of Z is contained in the smooth locus of an integral plane cubic
(equivalently, that X has an integral anticanonical divisor) and gave a characterization of the finite generation of M(X) by
means of the set of nodal curves on X (see [21, Theorem (3.1), page 142]). Here a nodal curve on a surface is a smooth rational
curve of self-intersection −2, also traditionally known as a (−2)-curve or as an exceptional curve of the second kind. The
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cases where the support of Z is contained in either a line or an integral conic were studied in [22] and in [29] and in these
casesM(X) is always finitely generated (see [22, Proposition (I.5.2). and Proposition (I.5.3).] or [29, Lemma 3.1.1., page 223]).
In [41, Theorem (1.1), page 271], Looijenga studies, among other things, rational surfaces S having an anticanonical divisor
consisting of two smooth rational curves intersecting each other transversally in two points. In particular, he proves that
such a surface has the projective plane as a minimal model and at each step of contracting exceptional curves until reaching
the projective plane, the obtained surface continues to have an anticanonical divisor consisting of two smooth rational curves
intersecting each other transversally in two points. In particular, the image of its anticanonical divisor−KS in the projective
plane is a cubic whose irreducible components are an integral conic and a line meeting each other transversally.
In this paper we study the finite generation of the effective monoid M(X) of the surface X obtained by blowing up the
support of a zero dimensional subscheme Z of the projective plane such that the latter is contained in a degenerate plane
cubic consisting of a plane integral conic and a line, not necessarily meeting each other transversally. Here Z might not be
disjoint from the singular locus of the degenerate cubic that we are dealing with.
Since the singular locus of a plane degenerate cubic consisting of an integral conic C and a line L is either a singleton or has
two elements, we will denote, hereafter, X1 (respectively X2) the surface obtained by a blowing-up of the projective plane at
the support of a zero dimensional scheme Z when this latter (i.e., the support of Z) is contained in the degenerate cubic with
only one singular point (respectively with the two ordinary singular points). Also by convention henceforward, any point of
the exceptional divisor of blow up a surface S at a closed point P ∈ S will be called a point of the first neighborhood of P .
A second of our main motivations, but not the last, to studying the geometry of X1 is to give a classification of smooth
projective rational surface obtained as a blowing-up of the projective plane at the points of a constellation with the origin a
single point (see Section 2.2 for the definition). As is shown in [21, Proposition (3.2)., page142], [42, Proposition, page 538],
[24, Lemma I.4., page 411], [36, Theorem1.1, page 214] andmore explicitly in the examples in [39, Section 5., page 110] and in
[38, Section 4., page 2222], the effectivemonoid of the blowup of the projective plane at the points of a constellationwith the
origin a single point need not be finitely generated. However, it becomes transparent from theworks of Harbourne in [22,29]
that the effectivemonoid of a surface obtained by a blowing-up of the projective plane at the points of a constellationwhose
points are either on a line or on an integral conic is finitely generated, ourmain result in Section 3 (see Theorem 33) gives the
result below (see Theorem 1) which generalizes this phenomenon in the case of an aligned or a conical constellation with
one origin and in which we follow the origin of the constellation at three directions instead of only one (see Definition 21),
where the directions are those of the line L, the conic C and the exceptional divisor of the blow up of the projective plane P2
at the (proper) point determined by the intersection of L and C . Tomake the above statementsmore precise, let us define the
decorated Enriques diagram which encodes not only the so called proximity relations in the well known Enriques diagram
(see [8]) but also the integral curves that we would like to explore. To start with, let C be a constellation with origin the
point P of a smooth projective surface Y which is defined over an algebraically closed field of arbitrary characteristic and let
D be a non-zero effective divisor on Y . C will be called a D-constellation if the multiplicity of D at each point of C does not
vanish. The decorated Enriques diagram of the D-constellation C with origin the point P is a rooted tree graph whose set of
vertices is the points of C and having P as the root and whose edges are defined as follows:
(1) If Q ′ is in the first neighborhood of P ′, then the edge is a smooth curve joining P ′ and Q ′ with the letter D drawn near
this smooth curve.
(2) If Q ′ is not in the first neighborhood of P ′, then we will draw nothing. This happens when Q ′ and P ′ are two different
proper points of the same surface, or when Q ′ is in the first neighborhood of some point infinitely near the point P ′.
Of course, if C is not a D-constellation, for example, if there exist two points P ′ and Q ′ of C such that the multiplicity of
D at P ′ is not zero, Q ′ is in the first neighborhood of P ′ and that the multiplicity of D at Q ′ is zero, then it is still possible
to define the decorated Enriques diagram for such a constellation: one may not draw the letter D near the smooth curve
joining P ′ and Q ′. It is obvious that the proximity relations between the points of the constellation C can be read easily from
the decorated Enriques diagram. This is why we will keep, for a satellite point, the straight segment given in the Enriques
diagram instead of making a smooth curve with the letter of the exceptional divisor drawn near. The surface obtained as
the blow up of Y at all the points of C will be called the surface associated to C or to the decorated Enriques diagram of C.
Now let t1, t2 and t3 be three non-negative integers and let T be a point of an integral projective plane conic C and denote
by L the tangent of C at T , then consider the smooth projective rational surface X(T , L, C, t1, t2, t3) obtained as the blow up
of the projective plane P2 at the points of the constellation whose decorated Enriques diagram is given in Fig. 1:
The following result deals with the finite generation of the effective monoid of X(T , L, C, t1, t2, t3). Note that the Picard
number of X(T , L, C, t1, t2, t3) is 6+ t1 + t2 + t3.
Theorem 1. With notation as above, the effective monoid of the surface X(T , L, C, t1, t2, t3) is finitely generated.
Proof. By Theorem 33, the effective monoid of the surface obtained as the blow up of X(T , L, C, t1, t2, t3) at some (proper)
point a 6= T of the line L and at some (proper) point i 6= T of the integral conic C is finitely generated, hence so is themonoid
M(X(T , L, C, t1, t2, t3)). 
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Fig. 1. Decorated Enriques diagram of the constellation with one origin T of P2 and whose associated rational surface is X(T , L, C, t1, t2, t3).
Fig. 2. Decorated Enriques diagram of the chain with the origin the point T of P2 and whose associated rational surface is X(t). T∗t is a satellite point
proximate to T .
In particular, the following result holds:
Corollary 2. Let t be a non-negative integer, then the effective monoid of the surface S whose decorated Enriques diagram is given
in Fig. 2 is finitely generated and the Picard number of S is 4+ t.
Proof. By Theorem 1,M(X(T , L, C, t, 0, 0)) is finitely generated, where L (respectively, C) is a projective line (respectively,
a projective integral conic) tangent to C at the point T of the projective plane. HenceM(S) is also finitely generated. 
We recover some partial results of Harbourne in [22,29] when the points are either all on a line or all on an integral conic
and which are infinitely near the projective plane:
Corollary 3. The effective monoid of the smooth projective rational surface obtained by a blowing-up of the projective plane at
either the points of an aligned or a conical constellation is finitely generated.
Proof. For a point T of the projective plane, one may find a line L and an integral conic C tangent to each other at the point
T . By Theorem 1, M(X(T , L, C, 0, t, 0)) and M(X(T , L, C, 0, 0, t)) are finitely generated, where t is a non-negative integer.
Hence the result holds. 
Recently Geramita, Harbourne and Migliore raised the problem of computing the dimension of any complete linear
system on a smooth projective rational surface, see [12, pp. 165–166]. Using the two dimensional Riemann–Roch Theorem
(Lemma 15), an interesting solution to this problemmay be given by classifying all smooth projective rational surfaces S for
which the first cohomology groups of all invertible sheaves associated to numerically effective and effective divisors vanish,
here a divisor on S is said to be numerically effective if its intersection number with any integral curve on S is non-negative.
Known classes of these surfaces are the ones which occur as the blow up of the projective plane at either any number of
points on a plane conic (not necessarily reduced and irreducible) or any r ≤ 8 points (possibly infinitely near), see [22,5,26],
[29, Lemma 3.1.1.], [19, Lemma 2.1.], [20, Lemma 2.1.], and [12, Theorem 2.3]. For these known classes and when the points
are distinct (i.e., proper), they gave a complete answer to the problem above by means of the so-called configuration types,
see [12]. Previous and closely related works can be found, for example, in [13,22,18,33,15–17,34,5,6,26,28,2,4,7,29,30,10,11,
47,48,31,14,19,20]. As a consequence of Theorem 37 (see below), on one hand, we get the following vanishing result:
Corollary 4. The first cohomology group of any numerically effective divisor on X(T , L, C, t1, t2, t3), as in Theorem 1, vanishes.
And on the other hand, we compute the dimension of any complete linear system on X(T , L, C, t1, t2, t3) as follows:
Corollary 5. With notation as in Theorem 1. Let D be a given divisor on X(T , L, C, t1, t2, t3) = X. Then the non-negative integer
h0(X,OX (D)) is either less than two, or is equal to
1+ 1
2
(M2 −M.KX ),
where OX (D) is an invertible sheaf associated to the divisor D, M is the mobile part of the complete linear system |D| and KX is a
canonical divisor on Z.
Proof. Let D be a divisor on X , three possibilities may occur:
(1) if D is not effective, then the integer h0(X,OX (D)) is equal to zero;
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Fig. 3. Decorated Enriques diagram of the constellation with two origins P and Q of P2 and whose associated rational surface is
X(P,Q , L, C, γ , δ, ρ, %, a, i, j, k, s).
(2) if D is effective but does not move, then h0(X,OX (D)) is equal to one;
(3) if D moves, then through away its fixed components in order to obtain its mobile part M which is a nef divisor, hence
h0(X,OX (D)) = h0(X,OX (M)). So by 4 and Lemmas 15 and 17, the result follows and we are done. 
In particular, the dimension of any complete linear system on X(t) can be computed:
Corollary 6. With notation as in the above Corollary 2. Let D be a given divisor on X(t). Then the non-negative integer
h0(X(t),OX(t)(D)) is either less than two, or is equal to
1+ 1
2
(M2 −M.KX(t)),
where OX(t)(D) is an invertible sheaf associated to the divisor D, M is the mobile part of the complete linear system |D| and KX(t)
is a canonical divisor on X(t).
Studying the geometry of X2 enables us to handle the problem of classifying the rational surfaces whose effectivemonoid
is finitely generated and which are obtained by a blowing-up of the projective plane at the points of two constellations. Let
γ , δ, ρ and % be four non-negative integers and let P and Q be two points of the intersection of an integral projective
plane conic C and a projective plane line L, let a be a point of L with P 6= a 6= Q and let i, j, k and s be points of C
such that {i, j, k, s} is a conical constellation along C with one origin i, then consider the smooth projective rational surface
X(P,Q , L, C, γ , δ, ρ, %, a, i, j, k, s) obtained as the blow up of the projective plane P2 at the points of the two constellations
whose decorated Enriques diagram is given in Fig. 3.
In this case, our main result in Section 4, see Theorem 44 , gives the following:
Theorem 7. With notation as above, M(X(P,Q , L, C, γ , δ, ρ, %, a, i, j, k, s)) is finitely generated.
Proof. Apply Theorem 44 with n = 1 andm = 4. 
Remark 8. Using Theorem 44 and with notation as in Theorem 7, the effective monoid of the surface obtained as the blow
up of X(P,Q , L, C, γ , δ, ρ, %, a, i, j, k, s) at any number of points on L others than P and Q is finitely generated.
Remark 9. Using Theorem 44 and with notation as in Theorem 7, the effective monoid of the surface obtained as the blow
up of X(P,Q , L, C, γ , δ, ρ, %, a, i, j, k, s) at any number of points on C others than P and Q is finitely generated.
Hence it follows the finite generation of the effective monoid of the surface X(P,Q , L, C, γ , δ, ρ, %)which is obtained as
the blow up of the projective plane at all the points of the two constellations with two origins whose decorated Enriques
diagram is given in Fig. 4.
Theorem 10. With notation as above, the effective monoid of the surface obtained by a blowing-up of the projective plane at
the points of two constellations and following the two origins of these constellations along a line and an integral conic is finitely
generated. I.e., the effective monoid of the surface X(P,Q , L, C, γ , δ, ρ, %) is finitely generated.
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Fig. 4. Decorated Enriques diagram of the constellation with two origins P and Q of P2 and whose associated rational surface is X(P,Q , L, C, γ , δ, ρ, %).
Proof. This is true because M(X(P,Q , L, C, γ , δ, ρ, %, a, i, j, k, s)) is finitely generated (by Theorem 7) and be-
cause of the existence of a proper birational morphism from X(P,Q , L, C, γ , δ, ρ, %, a, i, j, k, s) to our surface
X(P,Q , L, C, γ , δ, ρ, %). 
As an immediate corollary, we have the following which ensures that almost all the geometry of the surfaces
X(P,Q , L, C, γ , δ, ρ, %) is concentrated in its anticanonical class and gives rise to explicit families of ringed surfaces (see
Section 2.3 for the definition). The only integral curves of negative self-intersection which are not in the anticanonical class
are the (−1)-curves TP and TQ , where TP (respectively, TQ ) is the tangent to C at the point P (respectively at Q ), see Fig. 4.
Corollary 11. With notation as in Theorem 10, any integral curve on X(P,Q , L, C, γ , δ, ρ, %) of strictly negative self-intersection
is either an irreducible component of an anticanonical divisor of X(P,Q , L, C, γ , δ, ρ, %) or is one of the two (−1)-curves TP and
TQ , see Fig. 4.
Moreover as a consequence of the Theorem 48 , we obtain the following result:
Corollary 12. The first cohomology group of any numerically effective divisor on X(P,Q , L, C, γ , δ, ρ, %), as in Theorem 10,
vanishes.
Consequently, the dimension of any complete linear system on X(P,Q , L, C, γ , δ, ρ, %) can be computed according to
the following:
Corollary 13. With notation as in Theorem 10. Let D be a given divisor on X(P,Q , L, C, γ , δ, ρ, %) = X. Then the non-negative
integer h0(X,OX (D)) is either less than two, or is equal to
1+ 1
2
(M2 −M.KX ),
where OX (D) is an invertible sheaf associated to the divisor D, M is the mobile part of the complete linear system |D| and KX is a
canonical divisor on X.
Remark 14. The dimension of any complete linear system on a smooth projective rational surface obtained as the blow up
of the projective plane at smooth points (possibly infinitely near to each other) of an integral plane cubic is computed in
[23]. See also [25].
2. Preliminaries
2.1. General notions
Let S be a smooth projective rational surface defined over an algebraically closed field of arbitrary characteristic. A
canonical divisor on S, respectively the Néron–Severi group of S will be denoted by KS and NS(S) respectively. There is
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an intersection form on NS(S) induced by the intersection of divisors on S, it will be denoted by a dot, that is, for x and y in
NS(S), x.y is the intersection number of x and y (see [32,3]).
The following result known as the Riemann–Roch theorem for smooth projective rational surfaces is stated using the
Serre duality.
Lemma 15. Let D be a divisor on a smooth projective rational surface S having an algebraically closed field of arbitrary
characteristic as a ground field. Then the following equality holds:
h0(S,OS(D))− h1(S,OS(D))+ h0(S,OS(KS − D)) = 1+ 12 (D
2 − D.KS).
OS(D) being an invertible sheaf associated canonically to the divisor D.
Here we recall some standard results, see [27,32]. A divisor class xmodulo numerical equivalence on a smooth projective
rational surface S is effective respectively numerically effective, nef in short, if some element of x is an effective divisor,
respectively numerically effective divisor, on S. Here a divisor D on S is nef if D.C ≥ 0 for every integral curve C on S. Now,
we start with some properties which follow from a successive iterations of blowing up closed points of a smooth projective
rational surface.
Lemma 16. Letpi ? : NS(X)→ NS(Y ) be the natural group homomorphismonNéron–Severi groups induced by a given birational
morphism pi : Y → X of smooth projective rational surfaces. Then pi ? is an injective intersection-form preserving map of free
abelian groups of finite rank. Furthermore, it preserves the dimensions of cohomology groups, the effective divisor classes and the
numerically effective divisor classes.
Proof. See [27, Lemma II.1, page 1193]. 
Lemma 17. Let x be an element of the Néron–Severi group NS(X) of a smooth projective rational surface X. The effectiveness or
the nefness of x implies the noneffectiveness of kX − x, where kX denotes the element of NS(X)which contains a canonical divisor
on X. Moreover, the nefness of x implies also that the self-intersection of x is greater than or equal to zero.
Proof. See [27, Lemma II.2, page 1193]. 
The following result is also needed. We recall that a (−1)-curve, respectively a (−2)-curve, is a smooth rational curve of
self-intersection−1, respectively−2.
Lemma 18. Themonoid of effective divisor classesmodulo algebraic equivalence on a smooth projective rational surface X having
an effective anticanonical divisor is finitely generated if and only if X has only a finite number of (−1)-curves and only a finite
number of (−2)-curves.
Proof. See [39, Corollary 4.2, page 109]. 
2.2. Constellations
Let Y be a smooth projective surface defined over an algebraically closed field of arbitrary characteristic and let P be a
closed point of Y . By a constellation C with origin the point P , we mean the following: C = ⋃i=ni=0 Ci, here C0 is the the set
consisting of only one element which is the point P ,C1 is a nonempty finite subset of the exceptional divisor of the blowing-
up of the surface Y at the point P and by induction Ci+1 is a nonempty finite subset of the exceptional locus of the blow up
of the surface Yi (which includes Ci) at the points of Ci, for every i = 0, . . . , n − 1. C will be called a chain if Ci consists of
only one element, for every i = 0, . . . , n. Moreover, the union of two constellations with different origins will be called a
constellation with two origins.
Example 19. Let Q and R be two points of the exceptional divisor of the blowing-up of the projective plane at the point P .
In this case, our constellation C with origin the point P is C0 ∪ C1, where C0 = {P} and C1 = {Q , R}. C is not a chain.
Example 20. LetQ be a point of the exceptional divisor of the surface Y obtained as the blowing-up of the projective plane at
the point P and let R be a point in the exceptional divisor of the blowing-up of Y at the point Q . In this case, our constellation
C with origin the point P is C0 ∪ C1 ∪ C2, where C0 = {P}, C1 = {Q } and C2 = {R}. C is a chain.
Definition 21. Let C be a constellation with origin the point P of the projective plane P2 and let Γ be a smooth projective
plane curve. We will say that we follow the origin P along Γ if all the points of C belong to Γ as proper or infinitely near
points. Sometimes, we will say that we follow the origin P of the constellation C along the direction of Γ .
In the special case, when Γ is a line l (respectively an integral conic c), we will say that the constellation C is aligned
(respectively conical) along l (respectively c), or simply aligned or conical if there is no need tomention the line or the conic.
Remark 22. Any aligned or conical constellation with one origin of the projective plane is a chain.
2.3. Ringed surfaces
Here we give the definition of a ringed surface.
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Definition 23. Let S be a smooth projective rational surface defined over an algebraically closed field of arbitrary
characteristic. S is ringed if it has an effective anticanonical divisor whose irreducible components form a polygon and all
have strictly negative self-intersection.
Example 24. The projective plane is not ringed, however its blowing-up at 3 points in the general position is.
The following lemma gives the possibility to avoid the special cases where the values of t1, t2, and t3 (see Section 3 for
the notation) and the values of γ , δ, ρ, and % (see Section 4) may vanish.
Recall that a surface is always assumed to be smooth and projective (not necessarily rational).
Lemma 25. Assume there exists a proper birational morphism from the surface V to W. Then the finite generation of the monoid
M(V ) of effective divisor classes of V implies the finite generation of the monoid M(W ) of effective divisor classes of W.
It is a direct consequence of the following straightforward stronger result:
Lemma 26. The finite generation of the monoid M(V ) of effective divisor classes of a surface V implies that there is only a finite
number of proper birational morphisms from V to any given normal surface modulo isomorphisms.
Proof. LetW be a given normal surface. We may assume that there exists a proper birational morphism ϕ from the non-
singular projective surface V to W such that ϕ is not an isomorphism. V may be seen as a desingularization of W , not
necessarily a minimal one. Whence ϕ is obtained as a contraction of a finite number of a non-empty finite set Γ of effective
divisors on V with the property that every irreducible component of an element of Γ is an integral curve of negative self-
intersection, see for example [44]. The fact that V holds only a finite number of integral curves of negative self-intersection
(because of the finite generation ofM(V )) completes the proof. 
Remark 27. Given a singular normal surface defined over an algebraically closed field of arbitrary characteristic, one can
always find a desingularization of it, see [49,50,1].
3. The case of X1
In this section, we study the geometry of X1 and give a numerical criterion to ensure the finite generation of the effective
monoidM(X1) of X1 (see Theorem 33).
To be more explicit for the construction of X1, we need the following notation: let T be the singular point of the
degenerate cubic consisting of the line L and the integral conic C , and denote byCT ,CPL1 , . . . ,CPLn ,CPC1 , . . . ,CPCm themutually
disjoint constellations whose points gives X1 after blowing up the projective plane at them, where the support of the zero
dimensional scheme Z consists then of the points of the union of these constellations (see below).
• CT = {T , T?, T T? , T T?1, . . . , T T?t1 , T L? , T L?1, . . . , T L?t2 , T C? , T C?1, . . . , T C?t3}, here T? is the intersection of the first neighborhood
of the point T , of the strict transform of the line L and the strict transform of the integral conic C; T T? (respectively
T L? , respectively T
C
? ) is the intersection of the first neighborhood of the point T? and the strict transform of the first
neighborhood of the point T (respectively the strict transform of the line, respectively the strict transform of the conic).
For k = 1, . . . , t1, the point T T?k is the point of the first neighborhood of T T?k−1 that belongs to the strict transform of ET
with the convention T T?0 = T T? . Similarly for k = 1, . . . , t2, the point T L?k is the point of the first neighborhood of T L?k−1 that
belongs to the strict transform of Lwith the convention T L?0 = T L? . Similarly for k = 1, . . . , t3, the point T C?k is the point of
the first neighborhood of T C?k−1 that belongs to the strict transform of C with the convention T
C
?0 = T C? .
• For i = 1, . . . , n, CPLi = {PLi , PLi?1, . . . , PLi?ρi}, here PLi?j is the unique point of the intersection of the first neighborhood of
the point PLi?j−1 and the strict transform of the line Lwith the convention P
L
i?0 = PLi for any j = 1, . . . , ρi.
• For i = 1, . . . ,m, CPCi = {P
C
i , P
C
i?1, . . . , P
C
i?σi
}, here PCi?j is the unique point of the intersection of the first neighborhood of
the point PCi?j−1 and the strict transform of the integral conic C with the convention P
C
i?0 = PCi for any j = 1, . . . , σi.
It follows then that the Néron–Severi group NS(X1) of X1 has the following integral basis:
(E0;−ET ,−ET? ,−ETT? ,−ETT?1 , . . . ,−ETT?t1 ,−ET L? ,−ET L?1 , . . . ,−ET L?t2 ,
− ETC? ,−ETC?1 , . . . ,−ETC?t3 ,−EPL1 , . . . ,−EPLn?ρn ,−EPC1 , . . . ,−EPCm?σm ),
which is defined by:
• E0 is the class of a general line in the projective plane,• ET (respectively ET? , ETT? , ET L? , ETC? ) is the class of the exceptional divisor corresponding to the blown-up point T
(respectively T?, T T? , T
L
? , T
C
? ), and for k = 1, . . . , t1, ETT
?k
is the class of the exceptional divisor corresponding to the blown-
up point T T?k.
Similarly, for k = 1, . . . , t2(respectively t3), ET L
?k
(respectively ETC
?k
) is the class of the exceptional divisor
corresponding to the blown-up point T L?k (respectively T
C
?k),
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• For i = 1, . . . , n, EPLi is the class of the exceptional divisor corresponding to the blown-up point PLi , and for k = 1, . . . , ρi,
EPLi?k
is the class of the exceptional divisor corresponding to the blown-up point PLi?k.
• For i = 1, . . . ,m, EPCi is the class of the exceptional divisor corresponding to the blown-up point P
C
i , and for k = 1, . . . , σi,
EPCi?k
is the class of the exceptional divisor corresponding to the blown-up point PCi?k.
Consequently, any class of a divisor on X1 can be represented by a tuple with integer entries such as:
(d; aT , aT? , aTT? , aTT?1 , . . . , aTT?t1 , aT L? , aT L?1 , . . . , aT L?t2 , aTC? , aTC?1 , . . . , aTC?t3 , aPL1 , . . . , aPLn?ρn , aPC1 , . . . , aPCm?σm ).
The following lemma gives the irreducible components of an anticanonical divisor−KX1 on X1.
Lemma 28. With notation as above, the class of−KX1 in NS(X1) is:(
E0 − ET − ET? −
i=t2∑
i=0
ET L
?i
−
i=n∑
i=1
(
k=ρi∑
k=0
EPLi?k
))
+
(
2E0 − ET − ET? −
i=t3∑
i=0
ETC
?i
−
i=m∑
i=1
(
k=σi∑
k=0
EPCi?k
))
+
(
ET − ET? −
i=t1∑
i=0
ETT
?i
)
+ 2(ET? − ETT? − ET L? − ETC? )+ 2
i=(t1−1)∑
i=0
(ETT
?i
− ETT
?(i+1)
)
+ 2ETT?t1 + 2
i=(t2−1)∑
i=0
(ET L
?i
− ET L
?(i+1)
)+ 2ET L?t2 + 2
i=(t3−1)∑
i=0
(ETC
?i
− ETC
?(i+1)
)+ 2ETC?t3 .
Proof. Straightforward consequence from [32, Proposition 3.3, page 387]. 
In particular, we have the following:
Corollary 29. With notation as above, X1 is an anticanonical rational surface.
Here we determine the set of trivial (−2)-curves on X1. By definition, a (−2)-curve N on X1 is said to be trivial if its class
N in NS(X1) satisfies the following equality:N .E0 = 0.
Lemma 30. With a notation as above, the classes of trivial (−2)-curves on X1 in NS(X1) are:
(1) (ETT
?i
− ETT
?(i+1)
) for any i = 0, . . . , (t1 − 1), and
(2) (ET L
?i
− ET L
?(i+1)
) for any i = 0, . . . , (t2 − 1), and
(3) (ETC
?i
− ETC
?(i+1)
) for any i = 0, . . . , (t3 − 1), and
(4) (EPLi?j − EPLi?(1+j)) for any j = 0, . . . , (ρi − 1) and any i = 1, . . . , n, and
(5) (EPCi?j − EPCi?(1+j)) for any j = 0, . . . , (σi − 1) and any i = 1, . . . ,m.
Proof. It is obvious that any element of the list is a the class of a trivial (−2)-curve on X1. Conversely, any trivial (−2)-curve
on X1 which is different from themembers of the list would imply that it is the zero divisor, hence its self-intersectionwould
be zero. So, the only trivial (−2)-curves on X1 are the ones of the list. 
Similarly, here, we determine the set of trivial (−1)-curves on X1. By definition, a (−1)-curve E on X1 is said to be trivial
if its class E in NS(X1) satisfies the following equality: E .E0 = 0.
Lemma 31. With a notation as above, the classes of trivial (−1)-curves on X1 in NS(X1) are:
(1) ETT?t1
, ET L?t2
, ETC?t3
, and
(2) EPLi?ρi
for any i = 1, . . . , n, and
(3) EPCi?σi
for any i = 1, . . . ,m.
Proof. It is obvious that any element of the list is a the class of a trivial (−1)-curve on X1. Conversely, any trivial (−1)-curve
on X1 which is different from themembers of the list would imply that it is the zero divisor, hence its self-intersectionwould
be zero. So, the only trivial (−1)-curves on X1 are the ones of the list. 
Remark 32. Onemay also determine all the integral curves on X1 of self-intersection less than−2. Indeed, if C is an integral
curve on X1 with C2 ≤ −3, then the adjunction formula (see [32]) applied to C gives the negativity of the integer C .(−KX1)
which in turn implies that C is a fixed component of the complete linear system |−KX1 |. Hence the class of C inNS(X1) is one
of the classes of integral curves given in the expression of the class of (−KX1) in Lemma 28. In particular, one can determine
those which are trivial, i.e., those integral curves C with C2 < −2 and whose classes C in NS(X1) satisfying C.E0 = 0.
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Our main result in this section is:
Theorem 33. With the same notation as above, M(X1) is finitely generated if the following inequality holds:1− 1
n+
k=n∑
k=1
ρk
− 4
m+
k=m∑
k=1
σk
 < 0.
Proof. We need only to prove that the set of (−1)-curves on X1 and the set of (−2)-curves on X1 are both finite (see
Lemma 18):
3.1. X1 has only a finite number of (−1)-curves
We first show that X1 holds only a finite number of (−1)-curves. To do so, let E be a (−1)-curve on X1 and assume that
its class in NS(X1) is determined by the following tuple of integers:
(d; aT , aT? , aTT? , aTT?1 , . . . , aTT?t1 , aT L? , aT L?1 , . . . , aT L?t2 , aTC? , aTC?1 , . . . , aTC?t3 ,
aPL1 , . . . , aPLn?ρn , aPC1 , . . . , aPCm?σm ).
From E.KX1 = −1, one may obtain the following equality:
3d− aT − aT? −
i=t1∑
i=0
aTT
?i
−
i=t2∑
i=0
aT L
?i
−
i=t3∑
i=0
aTC
?i
−
i=ρ1∑
i=0
aPL1?i −
i=ρ2∑
i=0
aPL2?i − · · ·
−
i=ρn∑
i=0
aPLn?i −
i=σ1∑
i=0
aPC1?i −
i=σ2∑
i=0
aPC2?i − · · · −
i=σm∑
i=0
aPCm?i = 1.
Assume furthermore that E is not trivial (see Lemma 31), then from the following equality which is equivalent to the last
one: (
d− aT − aT? −
i=ρ1∑
i=0
aPL1?i −
i=ρ2∑
i=0
aPL2?i − · · · −
i=ρn∑
i=0
aPLn?i
)
+
(
2d− aT − aT? −
i=σ1∑
i=0
aPC1?i −
i=σ2∑
i=0
aPC2?i − · · · −
i=σm∑
i=0
aPCm?i
)
+
(
aT − aT? −
i=t1∑
i=0
aTT
?i
)
+ 2(aT? − aTT? − aT L? − aTC? )+ 2
i=(t1−1)∑
i=0
(aTT
?i
− aTT
?(i+1)
)
+ 2aTT?t1 + 2
i=(t2−1)∑
i=0
(aT L
?i
− aT L
?(i+1)
)+ 2(aT L?t2 )+ 2
i=(t3−1)∑
i=0
(aTC
?i
− aTC
?(i+1)
)+ 2aTC?t3 = 1
one may obtain only one of the following two cases of equality:
Case 1:
aT = aT? = aTT? = aT L? = aTC? = 0, and
aTT
?i
= 0 for any i = 0, . . . , t1, and
aT L
?i
= 0 for any i = 0, . . . , t2, and
aTC
?i
= 0 for any i = 0, . . . , t3, and(
d−
i=ρ1∑
i=0
aPL1?i −
i=ρ2∑
i=0
aPL2?i − · · · −
i=ρn∑
i=0
aPLn?i
)
+
(
2d−
i=σ1∑
i=0
aPC1?i −
i=σ2∑
i=0
aPC2?i − · · · −
i=σm∑
i=0
aPCm?i
)
= 1.
or
Case 2:
aT = 1
aT? = aTT? = aT L? = aTC? = 0, and
aTT
?i
= 0 for any i = 0, . . . , t1, and
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aT L
?i
= 0 for any i = 0, . . . , t2, and
aTC
?i
= 0 for any i = 0, . . . , t3, and(
d− 1−
i=ρ1∑
i=0
aPL1?i −
i=ρ2∑
i=0
aPL2?i − · · · −
i=ρn∑
i=0
aPLn?i
)
= 0(
2d− 1−
i=σ1∑
i=0
aPC1?i −
i=σ2∑
i=0
aPC2?i − · · · −
i=σm∑
i=0
aPCm?i
)
= 0.
Assume that we are in the case 1. Then its equalities imply either
d−
i=ρ1∑
i=0
aPL1?i −
i=ρ2∑
i=0
aPL2?i − · · · −
i=ρn∑
i=0
aPLn?i = 1, and 2d−
i=σ1∑
i=0
aPC1?i −
i=σ2∑
i=0
aPC2?i − · · · −
i=σm∑
i=0
aPCm?i = 0; (1)
or
d−
i=ρ1∑
i=0
aPL1?i −
i=ρ2∑
i=0
aPL2?i − · · · −
i=ρn∑
i=0
aPLn?i = 0, and 2d−
i=σ1∑
i=0
aPC1?i −
i=σ2∑
i=0
aPC2?i − · · · −
i=σm∑
i=0
aPCm?i = 1. (2)
Assume that we are in the case of Eq. (1), then consider the new families of scalars (αPLj?i) 0≤i≤ρj, 1≤j≤n and
(αPCj?i
) 0≤i≤σj,1≤j≤m defined by:
αPLj?i
= aPLj?i −
 (d− 1)
n+
k=n∑
k=1
ρk
 for any i = 0, . . . , ρj and any j = 1, . . . , n;
and
αPCj?i
= aPCj?i −
 (2d)
m+
k=m∑
k=1
σk
 for any i = 0, . . . , σj and any j = 1, . . . ,m.
Hence it follows from above and taking account of E being a (−1)-curve on X1 (precisely, E2 = −1) that one may obtain
the following equality:
j=n∑
j=1
( i=ρj∑
i=0
(αPLj?i
)2
)
+
j=m∑
j=1
( i=σj∑
i=0
(αPCj?i
)2
)
= 1+ d2 −
 (d− 1)
2
n+
k=n∑
k=1
ρk
−
 (4d
2)
m+
k=m∑
k=1
σk
 .
The later gives rise the following inequality:
1+ d2 −
 (d− 1)
2
n+
k=n∑
k=1
ρk
−
 (4d
2)
m+
k=m∑
k=1
σk
 ≥ 0.
Which in turn implies, according to our assumption, that the degree d of E is bounded.
Now assume that we are in the case of Eq. (2), then consider the new families of scalars (βPLj?i) 0≤i≤ρj,1≤j≤n and
(βPCj?i
) 0≤i≤σj,1≤j≤m defined by:
βPLj?i
= aPLj?i −
 d
n+
k=n∑
k=1
ρk
 for any i = 0, . . . , ρj and any j = 1, . . . , n;
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and
βPCj?i
= aPCj?i −
 (2d− 1)
m+
k=m∑
k=1
σk
 for any i = 0, . . . , σj and any j = 1, . . . ,m.
Hence it follows from above and taking account of E being a (−1)-curve on X1 that onemay obtain the following equality:
j=n∑
j=1
( i=ρj∑
i=0
(βPLj?i
)2
)
+
j=m∑
j=1
( i=σj∑
i=0
(βPCj?i
)2
)
= 1+ d2 −
 d
2
n+
k=n∑
k=1
ρk
−
 (2d− 1)
2
m+
k=m∑
k=1
σk
 .
The latter gives rise to the following inequality:
1+ d2 −
 d
2
n+
k=n∑
k=1
ρk
−
 (2d− 1)
2
m+
k=m∑
k=1
σk
 ≥ 0.
Consequently, according to our hypothesis, we deduce that the degree d of E is bounded.
Nowassume thatwe are in the case two. Consider then the new families of scalars (αPLj?i)0≤i≤ρj,1≤j≤n and (αPCj?i) 0≤i≤σj,1≤j≤m
defined by:
αPLj?i
= aPLj?i −
 (d− 1)
n+
k=n∑
k=1
ρk
 for any i = 0, . . . , ρj and any j = 1, . . . , n;
and
αPCj?i
= aPCj?i −
 (2d− 1)
m+
k=m∑
k=1
σk
 for any i = 0, . . . , σj and any j = 1, . . . ,m.
Hence it follows from above and from the equation E2 = −1 that one may obtain the following equality:
j=n∑
j=1
( i=ρj∑
i=0
(αPLj?i
)2
)
+
j=m∑
j=1
( i=σj∑
i=0
(αPCj?i
)2
)
= d2 −
 (d− 1)
2
n+
k=n∑
k=1
ρk
−
 (2d− 1)
2
m+
k=m∑
k=1
σk
 .
The latter gives rise the following inequality:
d2 −
 (d− 1)
2
n+
k=n∑
k=1
ρk
−
 (2d− 1)
2
m+
k=m∑
k=1
σk
 ≥ 0.
Which in turn implies, according to our assumption, that the degree d of E is bounded.
In conclusion, in all cases, there is only a finite number of (−1)-curves on X1.
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3.2. X1 has only a finite number of (−2)-curves
Now let us prove that X1 holds only a finite number of (−2)-curves as well. For let N be a (−2)-curve on X1 having in
NS(X1) the following tuple of integers:
(d; aT , aT? , aTT? , aTT?1 , . . . , aTT?t1 , aT L? , aT L?1 , . . . , aT L?t2 , aTC? , aTC?1 , . . . , aTC?t3 , aPL1 , . . . , aPLn?ρn , aPC1 , . . . , aPCm?σm ).
The vanishing of the quantity N.KX1 implies the equality:
3d− aT − aT? −
i=t1∑
i=0
aTT
?i
−
i=t2∑
i=0
aT L
?i
−
i=t3∑
i=0
aTC
?i
−
i=ρ1∑
i=0
aPL1?i −
i=ρ2∑
i=0
aPL2?i − · · · −
i=ρn∑
i=0
aPLn?i −
i=σ1∑
i=0
aPC1?i
−
i=σ2∑
i=0
aPC2?i − · · · −
i=σm∑
i=0
aPCm?i = 0.
Now assume moreover that N is not trivial (see Lemma 30), then from the following equality which is equivalent to the
last one:(
d− aT − aT? −
i=ρ1∑
i=0
aPL1?i −
i=ρ2∑
i=0
aPL2?i − · · · −
i=ρn∑
i=0
aPLn?i
)
+
(
2d− aT − aT? −
i=σ1∑
i=0
aPC1?i −
i=σ2∑
i=0
aPC2?i − · · · −
i=σm∑
i=0
aPCm?i
)
+
(
aT − aT? −
i=t1∑
i=0
aTT
?i
)
+ 2(aT? − aTT? − aT L? − aTC? )+ 2
i=(t1−1)∑
i=0
(aTT
?i
− aTT
?(i+1)
)+ 2aTT?t1
+ 2
i=(t2−1)∑
i=0
(aT L
?i
− aT L
?(i+1)
)+ 2(aT L?t2 )+ 2
i=(t3−1)∑
i=0
(aTC
?i
− aTC
?(i+1)
)+ 2aTC?t3 = 0
one may obtain the following equalities:
aT = aT? = aTT? = aT L? = aTC? = 0, and
aTT
?i
= 0 for any i = 0, . . . , t1, and
aT L
?i
= 0 for any i = 0, . . . , t2, and
aTC
?i
= 0 for any i = 0, . . . , t3, and
d−
i=ρ1∑
i=0
aPL1?i −
i=ρ2∑
i=0
aPL2?i − · · · −
i=ρn∑
i=0
aPLn?i = 0 and, (3)
2d−
i=σ1∑
i=0
aPC1?i −
i=σ2∑
i=0
aPC2?i − · · · −
i=σm∑
i=0
aPCm?i = 0. (4)
Consider now the new families of scalars (γPLj?i)0≤i≤ρj,1≤j≤n and (γPCj?i)0≤i≤σj,1≤j≤m defined by:
γPLj?i
= aPLj?i −
 d
n+
k=n∑
k=1
ρk
 for any i = 0, . . . , ρj and any j = 1, . . . , n;
and
γPCj?i
= aPCj?i −
 (2d)
m+
k=m∑
k=1
σk
 for any i = 0, . . . , σj and any j = 1, . . . ,m.
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Using the fact that the self-intersection of N is equal to−2 and taking in consideration of the above Eqs. (3) and (4), one
may obtain the following equality:
j=n∑
j=1
( i=ρj∑
i=0
(γPLj?i
)2
)
+
j=m∑
j=1
( i=σj∑
i=0
(γPCj?i
)2
)
= 2+ d2 −
 d
2
n+
k=n∑
k=1
ρk
−
 4d
2
m+
k=m∑
k=1
σk
 . (5)
Henceforth, the Eq. (5) implies the following inequality:
2+ d2 −
 d
2
n+
k=n∑
k=1
ρk
−
 4d
2
m+
k=m∑
k=1
σk
 ≥ 0.
The latter inequality, combined with our assumption, confirms that the degree d of N is bounded. More precisely, we
have the following inequality for d:
d ≤
√
2√√√√√√√√√
−1+ 1
n+
k=n∑
k=1
ρk
+ 4
m+
k=m∑
k=1
σk

. (6)
From the above and as a general conclusion, X1 holds only a finite number of (−1)-curves as well as a finite number of
(−2)-curves. So we are done. 
Remark 34. It appears clearly from our proof of Theorem 33 that there are only a few (−2)-curves on X1 that go through
the unique singular point of our degenerate plane cubic.
Here we recover the half of the main result of [9], see [9, Theorem 1., page 2], as a consequence of:
Corollary 35. With the same notation as above. For t1 = t2 = t3 = 0 and for ρ1 = · · · = ρn = σ1 = · · · = σm = 0,M(X1) is
finitely generated if the following inequality holds:
1− 1
n
− 4
m
< 0.
The previous corollary in turn implies the well known result of Harbourne (see [22,29]):
Corollary 36. The effectivemonoid of the blow up of the projective plane at the points of either a line or an integral conic is finitely
generated.
Proof. (1) Assume that the points {P1, . . . , Pn} are on the projective line L, we would like to prove that the effectivemonoid
M(X) of the surface X obtained as the blow up of the projective plane at the points of {P1, . . . , Pn} is finitely generated.
To do so, choose an integral conic C such that L is the tangent of C at the point Q (in particular, L
⋂
C = {Q })
with Q 6= Pi for every i = 1, . . . , n, and choose four points R1, R2, R3 and R4 of the conic C . Let Z be the blow
up the projective plane at the points of {P1, . . . , Pn, R1, R2, R3, R4} whose cardinality is n + 4. Applying Corollary 35
(in this case m = 4), we deduce that the effective monoid of Z is finitely generated and henceforth the same for
M(X).
(2) Assuming that the points of {Q1, . . . ,Qm} are on the projective integral conic C , wewould like to prove that the effective
monoid M(Y ) of the surface Y obtained as the blow up of the projective plane at the points of {Q1, . . . ,Qm} is finitely
generated. To do so, choose a line L such that L is tangent to C at the point P with P 6= Qj for every j = 1, . . . ,m.
Let W be the surface obtained as the blow up of the projective plane at the points of {Q1, . . . ,Qm,U}, where U is a
point of L with U 6= P . Then Corollary 35 (in this case n = 1) confirms that M(W ) is finitely generated, hence so is
M(Y ). 
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3.3. Regularity of nef divisors on X1
Recall that a divisor D on a surface S is said to be numerically effective if the intersection number of D and of C is
nonnegative for every integral curve C on S. The aim of this subsection is to prove the following result:
Theorem 37. With notation as above and with the assumption1− 1
n+
k=n∑
k=1
ρk
− 4
m+
k=m∑
k=1
σk
 < 0.
Then the first cohomology group of any numerically effective divisor on X1 vanishes.
Proof. It is sufficient to prove only that every numerically effective divisor on X1 which is orthogonal to KX1 is the zero
divisor (see [27, Theorem III.1, page 1197]). To do so let D be a numerically effective divisor on X1 and let
(d; aT , aT? , aTT? , aTT?1 , . . . , aTT?t1 , aT L? , aT L?1 , . . . , aT L?t2 , aTC? , aTC?1 , . . . , aTC?t3 , aPL1 , . . . , aPLn?ρn , aPC1 , . . . , aPCm?σm )
be its corresponding tuple of integers in NS(X1). From the equality D.KX1 = 0 and Lemma 28, one may obtain the following
equalities:
aT = aT? = aTT? = aT L? = aTC? = 0, and
aTT
?i
= 0 for any i = 0, . . . , t1, and
aT L
?i
= 0 for any i = 0, . . . , t2, and
aTC
?i
= 0 for any i = 0, . . . , t3, and
d−
i=ρ1∑
i=0
aPL1?i −
i=ρ2∑
i=0
aPL2?i − · · · −
i=ρn∑
i=0
aPLn?i = 0 and, (7)
2d−
i=σ1∑
i=0
aPC1?i −
i=σ2∑
i=0
aPC2?i − · · · −
i=σm∑
i=0
aPCm?i = 0. (8)
Consider now the new families of scalars (γPLj?i)0≤i≤ρj,1≤j≤n and (γPCj?i)0≤i≤σj,1≤j≤m defined by:
γPLj?i
= aPLj?i −
 d
n+
k=n∑
k=1
ρk
 for any i = 0, . . . , ρj and any j = 1, . . . , n;
and
γPCj?i
= aPCj?i −
 (2d)
m+
k=m∑
k=1
σk
 for any i = 0, . . . , σj and any j = 1, . . . ,m.
On the other hand, since D is numerically effective, we have the inequality: D2 ≥ 0 (see Lemma 17). Hence, taking into
account of the Eqs. (7) and (8), we obtain that:
d2
1− 1
n+
k=n∑
k=1
ρk
− 4
m+
k=m∑
k=1
σk
 ≥
j=n∑
j=1
( i=ρj∑
i=0
(γPLj?i
)2
)
+
j=m∑
j=1
( i=σj∑
i=0
(γPCj?i
)2
)
, (9)
which in turn, by assumption, proves that d vanishes. So we are done. 
As a corollary, we recover the main result in [40].
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Corollary 38. With the same notation as above. For t1 = t2 = t3 = 0 and for ρ1 = · · · = ρn = σ1 = · · · = σm = 0, then the
first cohomology group of any numerically effective divisor on X1 vanishes if the following inequality holds:
1− 1
n
− 4
m
< 0.
And on the other hand, we compute the dimension of any complete linear system on X1 as follows:
Corollary 39. With notation as in Section 3. Let D be a given divisor on X1 with the assumption1− 1
n+
k=n∑
k=1
ρk
− 4
m+
k=m∑
k=1
σk
 < 0.
Then h0(X1,OX1(D)) is either less than two, or is equal to
1+ 1
2
(M2 −M.KX1),
where OX1(D) is an invertible sheaf associated to the divisor D, M is the mobile part of the complete linear system |D| and KX1 is a
canonical divisor on X1.
4. The case of X2
This section is devoted to deal with the study of the geometry of the surface X2 that we have mentioned in the
introduction. For its explicit construction, we need the following notation: let P and Q be the two points of the intersection
of the plane projective line L and the plane projective integral conic C , and denote by CP , CQ , CPL1 , . . . ,CPLn , CPC1 , . . . ,CPCm
mutually disjoint constellations whose points gives X2 after blowing-up of the projective plane at them (see below).
• CP = {P, PL?, PL?1, . . . , PL?γ , PC? , PC?1, . . . , PC?δ}, here PL? (respectively PC? ) is the intersection of the first neighborhood of the
point P and the strict transformof the line L (respectively the strict transformof the integral conicC); and for k = 1, . . . , γ
the point PL?k is the point of the first neighborhood of P
L
?k−1 that belongs to the strict transform of L with the convention
PL?0 = PL? . Similarly for k = 1, . . . , δ the point PC?k is the point of the first neighborhood of PC?k−1 that belongs to the strict
transform of C with the convention PC?0 = PC? .
• CQ = {Q ,Q L? ,Q L?1, . . . ,Q L?ρ,Q C? ,Q C?1, . . . ,Q C?%}, here Q L? (respectively Q C? ) is the intersection of the first neighborhood
of the point Q and the strict transform of the line L (respectively the strict transform of the integral conic C); and for
k = 1, . . . , ρ the point Q L?k is the point of the the first neighborhood of Q L?k−1 that belongs to the strict transform of L
with the convention Q L?0 = Q L? . Similarly for k = 1, . . . , % the point Q C?k is the point of the first neighborhood of Q C?k−1
that belongs to the strict transform of C with the convention Q C?0 = Q C? .
• For i = 1, . . . , n, CPLi = {PLi , PLi?1, . . . , PLi?ρi}, here PLi?j is the unique point of the intersection of the first neighborhood of
the point PLi?j−1 and the strict transform of the line Lwith the convention P
L
i?0 = PLi for any j = 1, . . . , ρi.
• For i = 1, . . . ,m, CPCi = {P
C
i , P
C
i?1, . . . , P
C
i?σi
}, here PCi?j is the unique point of the intersection of the first neighborhood of
the point PCi?j−1 and the strict transform of the integral conic C with the convention P
C
i?0 = PCi for any j = 1, . . . , σi.
Consequently, the Néron–Severi group NS(X2) of X2 is equipped with the following integral basis:
(E0;−EP ,−EPL? ,−EPL?1 , . . . ,−EPL?γ ,−EPC? ,−EPC?1 , . . . ,−EPC?δ ,−EQ ,−EQ L? ,−EQ L?1 , . . . ,−EQ L?ρ ,
− EQ C? ,−EQ C?1 , . . . ,−EQ C?% ,−EPL1 , . . . ,−EPLn?ρn ,−EPC1 , . . . ,−EPCm?σm ),
which is defined by:
• E0 is the class of a general line in the projective plane,
• EP (respectively EPL? , EPC? ) is the class of the exceptional divisor corresponding to the point blown-up P (respectively
PL?, P
C
? ), and for k = 1, . . . , γ , EPL
?k
is the class of the exceptional divisor corresponding to the blown-up point PL?k.
Similarly, for k = 1, . . . , δ, EPC
?k
is the class of the exceptional divisor corresponding to the blown-up point PC?k,
• EQ (respectively EQ L? , EQ C? ) is the class of the exceptional divisor corresponding to the blown-up point Q (respectively
Q L? ,Q
C
? ), and for k = 1, . . . , ρ, EQ L
?k
is the class of the exceptional divisor corresponding to the blown-up point Q L?k.
Similarly, for k = 1, . . . , %, EQ C
?k
is the class of the exceptional divisor corresponding to the blown-up point Q C?k,
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• For i = 1, . . . , n, EPLi is the class of the exceptional divisor corresponding to the blown-up point PLi , and for k = 1, . . . , ρi,
EPLi?k
is the class of the exceptional divisor corresponding to the blown-up point PLi?k .
• For i = 1, . . . ,m, EPCi is the class of the exceptional divisor corresponding to the blown-up point P
C
i , and for k = 1, . . . , σi,
EPCi?k
is the class of the exceptional divisor corresponding to the blown-up point PCi?k.
Consequently, any class of a divisor on X2 in NS(X2) can be represented by a tuple with integer entries such as:
(d; aP , aPL? , aPL?1 , . . . , aPL?γ , aPC? , aPC?1 , . . . , aPC?δ , aQ , aQ L? , aQ L?1 , . . . , aQ L?ρ ,
aQ C? , aQ C?1 , . . . , aQ C?% , aPL1 , . . . , aPLn?ρn , aPC1 , . . . , aPCm?σm ).
The following lemma gives the irreducible components of an anticanonical divisor−KX2 on X2.
Lemma 40. With notation as above, the class of−KX2 in NS(X2) is:
−KX2 =
(
E0 − EP − EQ − EPL? − EPL?1 − · · · − EPL?γ − EQ L? − EQ L?1 − · · · − EQ L?ρ −
i=n∑
i=1
(
k=ρi∑
k=0
EPLi?k
))
+ (EP − EPL? − EPC? )+ (EQ − EQ L? − EQ C? )+ (EPL? − EPL?1)+ (EPL?1 − EPL?2)+ · · · + (EPL?γ−1 − EPL?γ )
+ EPL?γ + (EQ L? − EQ L?1)+ (EQ L?1 − EQ L?2)+ · · · + (EQ L?ρ−1 − EQ L?ρ )+ EQ L?ρ + (EPC? − EPC?1)
+ (EPC
?1
− EPC
?2
)+ · · · + (EPC
?δ−1
− EPC?δ )+ EPC?δ + (EQ C? − EQ C?1)+ (EQ C?1 − EQ C?2)+ · · · + (EQ C?%−1 − EQ C?% )
+ EQ C?% +
(
2E0 − EP − EQ − EPC? − EPC?1 − · · · ,−EPC?δ − EQ C? − EQ C?1 − · · · − EQ C?% −
i=m∑
i=1
(
k=σi∑
k=0
EPCi?k
))
.
Proof. Straightforward consequence from [32, Proposition 3.3, page 387]. 
Here we determine the set of trivial (−2)-curves on X2. By definition, a (−2)-curve N on X2 is said to be trivial if its class
N in NS(X2) satisfies the following equality:N .E0 = 0.
Lemma 41. With notation as above. The classes of trivial (−2)-curves on X2 in NS(X2) are:
(1) (EPL
?i
− EPL
?(i+1)
) for any i = 0, . . . , (γ − 1), and
(2) (EPC
?i
− EPC
?(i+1)
) for any i = 0, . . . , (δ − 1), and
(3) (EQ L
?i
− EQ L
?(i+1)
) for any i = 0, . . . , (ρ − 1), and
(4) (EQ C
?i
− EQ C
?(i+1)
) for any i = 0, . . . , (% − 1), and
(5) (EPLi?j − EPLi?(1+j)) for any j = 0, . . . , (ρi − 1) and any i = 1, . . . , n, and
(6) (EPCi?j − EPCi?(1+j)) for any j = 0, . . . , (σi − 1) and any i = 1, . . . ,m.
Proof. It is obvious that any element of the list is a the class of a trivial (−2)-curve on X2. Conversely, any trivial (−2)-curve
on X2 which is different from themembers of the list would imply that it is the zero divisor, hence its self-intersectionwould
be zero. So, the only trivial (−2)-curves on X2 are the ones of the list. 
Similarly, here, we determine the set of trivial (−1)-curves on X2. By definition, a (−1)-curve E on X2 is said to be trivial
if its class E in NS(X2) satisfies the following equality: E .E0 = 0.
Lemma 42. With notation as above. The classes of trivial (−1)-curves on X2 in NS(X2) are:
(1) EPL?γ , EPC?δ , EQ L?ρ , EQ C?% and
(2) EPLi?ρi
for any i = 1, . . . , n, and
(3) EPCi?σi
for any i = 1, . . . ,m.
Proof. It is obvious that any element of the list is a the class of a trivial (−1)-curve on X2. Conversely, any trivial (−1)-curve
on X2 which is different from themembers of the list would imply that it is the zero divisor, hence its self-intersectionwould
be zero. So, the only trivial (−1)-curves on X2 are the ones of the list. 
Remark 43. In a similar way as in Remark 32, one may also determine all the integral curves on X2 of self-intersection less
than −2. In particular, one can determine those which are trivial, i.e., those integral curves C with C2 < −2 and whose
classes C in NS(X2) satisfy C.E0 = 0.
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Our main result in this section is:
Theorem 44. With the same notation as above, M(X2) is finitely generated if the following inequality holds:1− 1
n+
k=n∑
k=1
ρk
− 4
m+
k=m∑
k=1
σk
 < 0.
Proof. According to Lemma 18, we need only to prove that the set of (−1)-curves on X2 and the set of (−2)-curves on X2
are both finite:
4.1. X2 has only a finite number of (−1)-curves
We first show that X2 holds only a finite number of (−1)-curves. To do so, let E be a (−1)-curve on X1 and assume that
its class in NS(X2) is determined by the following tuple of integers:
(d; aP , aPL? , aPL?1 , . . . , aPL?γ , aPC? , aPC?1 , . . . , aPC?δ , aQ , aQ L? , aQ L?1 , . . . , aQ L?ρ ,
aQ C? , aQ C?1 , . . . , aQ C?% , aPL1 , . . . , aPLn?ρn , aPC1 , . . . , aPCm?σm ).
From E.KX1 = −1, one may obtain the following equality:
3d− aP −
i=γ∑
i=1
aPL
?i
−
i=δ∑
i=1
aPC
?i
− aQ −
i=ρ∑
i=1
aQ L
?i
−
i=%∑
i=1
aQ C
?i
−
i=ρ1∑
i=0
aPL1?i −
i=ρ2∑
i=0
aPL2?i − · · · −
i=ρn∑
i=0
aPLn?i
−
i=σ1∑
i=0
aPC1?i −
i=σ2∑
i=0
aPC2?i − · · · −
i=σm∑
i=0
aPCm?i = 1.
Since the trivial (−1)-curves on X2 are finite in number, we may moreover assume that E is not trivial (see Lemma 42),
then from the following equality which is equivalent to the last one:(
d− aP − aQ − aPL? − aPL?1 − · · · − aPL?γ − aQ L? − aQ L?1 − · · · − aQ L?δ −
i=n∑
i=1
(
k=ρi∑
k=0
aPLi?k
))
+
(
aP − aPL? − aPC?
)
+
(
aQ − aQ L? − aQ C?
)
+
(
aPL? − aPL?1
)
+
(
aPL
?1
− aPL
?2
)
+ · · · +
(
aPL
?γ−1
− aPL?γ
)
+ aPL?γ
+
(
aQ L? − aQ L?1
)
+
(
aQ L
?1
− aQ L
?2
)
+ · · · +
(
aQ L?δ−1 − aQ L?δ
)
+ aQ L?δ
+
(
aPC? − aPC?1
)
+
(
aPC
?1
− aPC
?2
)
+ · · · +
(
aPC
?ρ−1
− aPC?ρ
)
+ aPC?ρ
+
(
aQ C? − aQ C?1
)
+
(
aQ C
?1
− aQ C
?2
)
+ · · · +
(
aQ C
?%−1
− aQ C?%
)
+ aQ C?%
+
(
2d− aP − aQ − aPC? − aPC?1 − · · · ,−aPC?ρ − aQ C? − aQ C?1 − · · · − aQ C?% −
i=m∑
i=1
(
k=σi∑
k=0
aPCi?k
))
= 1.
One may obtain either(
d−
i=n∑
i=1
(
k=ρi∑
k=0
aPLi?k
))
= 1, and, (10)(
2d−
i=m∑
i=1
(
k=σi∑
k=0
aPCi?k
))
= 0, (11)
or (
d−
i=n∑
i=1
(
k=ρi∑
k=0
aPLi?k
))
= 0, and, (12)(
2d−
i=m∑
i=1
(
k=σi∑
k=0
aPCi?k
))
= 1, (13)
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or there exist two integers x and y such that: 0 ≤ x ≤ max(2+ γ , 2+ δ) and 0 ≤ y ≤ max(2+ ρ, 2+ %), and(
d− x−
i=n∑
i=1
(
k=ρi∑
k=0
aPLi?k
))
= 0, and, (14)(
2d− y−
i=m∑
i=1
(
k=σi∑
k=0
aPCi?k
))
= 0. (15)
Assume that we are in the case of Eqs. (10) and (11), then consider the new families of scalars (αPLj?i)0≤i≤ρj,1≤j≤n and
(αPCj?i
)0≤i≤σj,1≤j≤m defined by:
αPLj?i
= aPLj?i −
 (d− 1)
n+
k=n∑
k=1
ρk
 for any i = 0, . . . , ρj and any j = 1, . . . , n;
and
αPCj?i
= aPCj?i −
 (2d)
m+
k=m∑
k=1
σk
 for any i = 0, . . . , σj and any j = 1, . . . ,m.
Hence it follows from above and taking account of E being a (−1)-curve on X2 (precisely, E2 = −1) that one may obtain
the following equality:
j=n∑
j=1
( i=ρj∑
i=0
(αPLj?i
)2
)
+
j=m∑
j=1
( i=σj∑
i=0
(αPCj?i
)2
)
= 1+ d2 −
 (d− 1)
2
n+
k=n∑
k=1
ρk
−
 (4d
2)
m+
k=m∑
k=1
σk
 .
The latter gives rise the following inequality:
1+ d2 −
 (d− 1)
2
n+
k=n∑
k=1
ρk
−
 (4d
2)
m+
k=m∑
k=1
σk
 ≥ 0.
Which in turn implies, according to our assumption, that the degree d of E is bounded.
Now assume that we are in the case of Eqs. (12) and (13) , then consider the new families of scalars (βPLj?i)0≤i≤ρj,1≤j≤n and
(βPCj?i
)0≤i≤σj,1≤j≤m defined by:
βPLj?i
= aPLj?i −
 d
n+
k=n∑
k=1
ρk
 for any i = 0, . . . , ρj and any j = 1, . . . , n;
and
βPCj?i
= aPCj?i −
 (2d− 1)
m+
k=m∑
k=1
σk
 for any i = 0, . . . , σj and any j = 1, . . . ,m.
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Hence it follows from above and taking account of E being a (−1)-curve on X2 (precisely, E2 = −1) that one may obtain the
following equality:
j=n∑
j=1
( i=ρj∑
i=0
(βPLj?i
)2
)
+
j=m∑
j=1
( i=σj∑
i=0
(βPCj?i
)2
)
= 1+ d2 −
 d
2
n+
k=n∑
k=1
ρk
−
 (2d− 1)
2
m+
k=m∑
k=1
σk
 .
The latter gives rise to the following inequality:
1+ d2 −
 d
2
n+
k=n∑
k=1
ρk
−
 (2d− 1)
2
m+
k=m∑
k=1
σk
 ≥ 0.
Consequently, according to our hypothesis, we deduce that the degree d of E is bounded.
Now assume that we are in the case of Eqs. (14) and (15) , then consider the new families of scalars (βPLj?i)0≤i≤ρj,1≤j≤n and
(βPCj?i
)0≤i≤σj,1≤j≤mdefined by:
βPLj?i
= aPLj?i −
 (d− x)
n+
k=n∑
k=1
ρk
 for any i = 0, . . . , ρj and any j = 1, . . . , n;
and
βPCj?i
= aPCj?i −
 (2d− y)
m+
k=m∑
k=1
σk
 for any i = 0, . . . , σj and any j = 1, . . . ,m.
Hence since E is a (−1)-curve on X2, one may obtain the following equality:
j=n∑
j=1
( i=ρj∑
i=0
(βPLj?i
)2
)
+
j=m∑
j=1
( i=σj∑
i=0
(βPCj?i
)2
)
= 1− x− y+ d2 −
 (d− x)
2
n+
k=n∑
k=1
ρk
−
 (2d− y)
2
m+
k=m∑
k=1
σk
 .
The latter gives rise to the following inequality:
1− x− y+ d2 −
 (d− x)
2
n+
k=n∑
k=1
ρk
−
 (2d− y)
2
m+
k=m∑
k=1
σk
 ≥ 0.
Consequently, according to our hypothesis, we deduce that the degree d of E is bounded.
Henceforth in all cases the set of (−1)-curves on X2 is finite.
4.2. X2 has only a finite number of (−2)-curves
Now we proceed to prove that there is only a finite number of (−2)-curves on X2. Let N be the class in NS(X2) of a
(−2)-curve N , and its corresponding tuple of integers is as follows:
(d; aP , aPL? , aPL?1 , . . . , aPL?γ , aPC? , aPC?1 , . . . , aPC?δ , aQ , aQ L? , aQ L?1 , . . . , aQ L?ρ ,
aQ C? , aQ C?1 , . . . , aQ C?% , aPL1 , . . . , aPLn?ρn , aPC1 , . . . , aPCm?σm ).
Since N.KX2 = 0, we have the following the equality:
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3d− aP −
i=γ∑
i=1
aPL
?i
−
i=δ∑
i=1
aPC
?i
− aQ −
i=ρ∑
i=1
aQ L
?i
−
i=%∑
i=1
aQ C
?i
−
i=ρ1∑
i=0
aPL1?i −
i=ρ2∑
i=0
aPL2?i − · · · −
i=ρn∑
i=0
aPLn?i
−
i=σ1∑
i=0
aPC1?i −
i=σ2∑
i=0
aPC2?i − · · · −
i=σm∑
i=0
aPCm?i = 0.
Which in turn is equivalent to:(
d− aP − aQ − aPL? − aPL?1 − . . .− aPL?γ − aQ L? − aQ L?1 − · · · − aQ L?δ −
i=n∑
i=1
(
k=ρi∑
k=0
aPLi?k
))
+
(
aP − aPL? − aPC?
)
+
(
aQ − aQ L? − aQ C?
)
+
(
aPL? − aPL?1
)
+
(
aPL
?1
− aPL
?2
)
+ · · · +
(
aPL
?γ−1
− aPL?γ
)
+ aPL?γ
+
(
aQ L? − aQ L?1
)
+
(
aQ L
?1
− aQ L
?2
)
+ · · · +
(
aQ L?δ−1 − aQ L?δ
)
+ aQ L?δ
+
(
aPC? − aPC?1
)
+
(
aPC
?1
− aPC
?2
)
+ · · · +
(
aPC
?ρ−1
− aPC?ρ
)
+ aPC?ρ
+
(
aQ C? − aQ C?1
)
+
(
aQ C
?1
− aQ C
?2
)
+ · · · +
(
aQ C
?%−1
− aQ C?%
)
+ aQ C?%
+
(
2d− aP − aQ − aPC? − aPC?1 − · · · ,−aPC?ρ − aQ C? − aQ C?1 − · · · − aQ C?% −
i=m∑
i=1
(
k=σi∑
k=0
aPCi?k
))
= 0.
Assuming furthermore that N is not trivial (see Lemma 41), the last equality implies the following equalities:
d− aP − aQ − aPL? − aPL?1 − . . .− aPL?γ − aQ L? − aQ L?1 − · · · − aQ L?δ −
i=n∑
i=1
(
k=ρi∑
k=0
aPLi?k
)
= 0, and
aP − aPL? − aPC? = aQ − aQ L? − aQ C? = 0, and
aPL? − aPL?1 = aPL?1 − aPL?2 = · · · = aPL?γ−1 − aPL?γ = aPL?γ = 0, and
aQ L? − aQ L?1 = aQ L?1 − aQ L?2 = · · · = aQ L?δ−1 − aQ L?δ = aQ L?δ = 0, and
aPC? − aPC?1 = aPC?1 − aPC?2 = · · · = (aPC?ρ−1 − aPC?ρ = aPC?ρ = 0, and
aQ C? − aQ C?1 = aQ C?1 − aQ C?2 = · · · = aQ C?%−1 − aQ C?% = aQ C?% = 0, and
2d− aP − aQ − aPC? − aPC?1 − · · · ,−aPC?ρ − aQ C? − aQ C?1 − · · · − aQ C?% −
i=m∑
i=1
(
k=σi∑
k=0
aPCi?k
)
= 0.
Hence we get the following two equations:
d−
i=n∑
i=1
(
k=ρi∑
k=0
aPLi?k
)
= 0, and (16)
2d−
i=m∑
i=1
(
k=σi∑
k=0
aPCi?k
)
= 0. (17)
Consider now the new families of scalars (γPLj?i)0≤i≤ρj,1≤j≤n and (γPCj?i)0≤i≤σj,1≤j≤m defined by:
γPLj?i
= aPLj?i −
 d
n+
k=n∑
k=1
ρk
 for any i = 0, . . . , ρj and any j = 1, . . . , n;
and
γPCj?i
= aPCj?i −
 (2d)
m+
k=m∑
k=1
σk
 for any i = 0, . . . , σj and any j = 1, . . . ,m.
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Using the fact that the self-intersection of N is equal to −2 and taking in consideration of the above Eqs. (16) and (17),
one may obtain the following equality:
j=n∑
j=1
( i=ρj∑
i=0
(γPLj?i
)2
)
+
j=m∑
j=1
( i=σj∑
i=0
(γPCj?i
)2
)
= 2+ d2 −
 d
2
n+
k=n∑
k=1
ρk
−
 4d
2
m+
k=m∑
k=1
σk
 . (18)
Henceforth, the Eq. (18) implies the following inequality:
2+ d2 −
 d
2
n+
k=n∑
k=1
ρk
−
 4d
2
m+
k=m∑
k=1
σk
 ≥ 0.
The latter inequality, combined with our assumption, confirms that the degree d of N is bounded. More precisely, we
have the following inequality for d:
d ≤
√
2√√√√√√√√√
−1+ 1
n+
k=n∑
k=1
ρk
+ 4
m+
k=m∑
k=1
σk

. (19)
From the above and as a general conclusion, X2 holds only a finite number of (−1)-curves as well as a finite number of
(−2)-curves. So we are done. 
Remark 45. It appears clearly from our proof of Theorem 44 that there are only a few (−2)-curves on X2 that go through
the two singular points of our degenerate plane cubic.
Here we recover the other half of the main result of [9], see [9, Theorem 1., page 2]:
Corollary 46. With the same notation as above. For γ = δ = ρ = % = 0 and for ρ1 = · · · = ρn = σ1 = · · · = σm = 0,
M(X2) is finitely generated if the following inequality holds:
1− 1
n
− 4
m
< 0.
The previous corollary in turn implies again the well known result of Harbourne (see [22,29]):
Corollary 47. The effectivemonoid of the blow up of the projective plane at the points of either a line or an integral conic is finitely
generated.
Proof. (1) Assume that the points {P1, . . . , Pn} are on the projective line L, we would like to prove that the effectivemonoid
M(X) of the surface X obtained as the blowup of the projective plane at the points of {P1, . . . , Pn} is finitely generated. To
do so, choose an integral conic C such that L intersects C at the two (proper) points P,Q of the projective plane P2 such
that P 6= Pi 6= Q for every i = 1, . . . , n, and choose four points R1, R2, R3 and R4 of the conic C such that P 6= Ri 6= Q
for every i = 1, 2, 3, 4. Let Z be the blow up the projective plane at the points of {P1, . . . , Pn, R1, R2, R3, R4} whose
cardinality is n + 4. Applying Corollary 46 (in this case m = 4), we deduce that the effective monoid of Z is finitely
generated and henceforth the same forM(X).
(2) Assume that the points of {Q1, . . . ,Qm} are on the projective integral conic C , we would like to prove that the effective
monoid M(Y ) of the surface Y obtained as the blow up of the projective plane at the points of {Q1, . . . ,Qm} is finitely
generated. To do so, choose a line L such that L intersects C at the two (proper) points P and Q with P 6= Qj 6= Q for
every j = 1, . . .m. LetW be the surface obtained as the blow up the projective plane at the points of {Q1, . . . ,Qm,U},
where U is a point of Lwith P 6= U 6= Q . Then Corollary 46 (in this case n = 1) confirms thatM(W ) is finitely generated,
hence so isM(Y ). 
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4.3. Regularity of nef divisors on X2
Recall that a divisor D on a surface S is said to be numerically effective if the intersection number of D and of C is
nonnegative for every integral curve C on S. The aim of this subsection is to prove the following result:
Theorem 48. With notation as above and with the assumption1− 1
n+
k=n∑
k=1
ρk
− 4
m+
k=m∑
k=1
σk
 < 0.
Then the first cohomology group of any numerically effective divisor on X2 vanishes.
Proof. It is sufficient to prove only that every numerically effective divisor on X2 which is orthogonal to KX2 is the zero
divisor [27, Theorem III.1, page 1197]. To do so let D be a numerically effective divisor on X2 and let
(d; aT , aT? , aTT? , aTT?1 , . . . , aTT?t1 , aT L? , aT L?1 , . . . , aT L?t2 , aTC? , aTC?1 , . . . , aTC?t3 , aPL1 , . . . , aPLn?ρn , aPC1 , . . . , aPCm?σm )
be its corresponding tuple of integers in NS(X2). From the equality D.KX1 = 0 and Lemma 40, one may obtain the following
equalities:
d− aP − aQ − aPL? − aPL?1 − . . .− aPL?γ − aQ L? − aQ L?1 − · · · − aQ L?δ −
i=n∑
i=1
(
k=ρi∑
k=0
aPLi?k
)
= 0, and
aP − aPL? − aPC? = aQ − aQ L? − aQ C? = 0, and
aPL? − aPL?1 = aPL?1 − aPL?2 = · · · = aPL?γ−1 − aPL?γ = aPL?γ = 0, and
aQ L? − aQ L?1 = aQ L?1 − aQ L?2 = · · · = aQ L?δ−1 − aQ L?δ = aQ L?δ = 0, and
aPC? − aPC?1 = aPC?1 − aPC?2 = · · · = (aPC?ρ−1 − aPC?ρ = aPC?ρ = 0, and
aQ C? − aQ C?1 = aQ C?1 − aQ C?2 = · · · = aQ C?%−1 − aQ C?% = aQ C?% = 0, and
2d− aP − aQ − aPC? − aPC?1 − · · · ,−aPC?ρ − aQ C? − aQ C?1 − · · · − aQ C?% −
i=m∑
i=1
(
k=σi∑
k=0
aPCi?k
)
= 0.
Hence we get the following two equations:
d−
i=n∑
i=1
(
k=ρi∑
k=0
aPLi?k
)
= 0, and (20)
2d−
i=m∑
i=1
(
k=σi∑
k=0
aPCi?k
)
= 0. (21)
Consider now the new families of scalars (γPLj?i)0≤i≤ρj,1≤j≤n and (γPCj?i)0≤i≤σj,1≤j≤m defined by:
γPLj?i
= aPLj?i −
 d
n+
k=n∑
k=1
ρk
 for any i = 0, . . . , ρj and any j = 1, . . . , n;
and
γPCj?i
= aPCj?i −
 (2d)
m+
k=m∑
k=1
σk
 for any i = 0, . . . , σj and any j = 1, . . . ,m.
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On the other hand, since D is numerically effective, we have the inequality: D2 ≥ 0. Hence, taking into account the Eqs. (20)
and (21), we obtain that:
d2
1− 1
n+
k=n∑
k=1
ρk
− 4
m+
k=m∑
k=1
σk
 ≥
j=n∑
j=1
( i=ρj∑
i=0
(γPLj?i
)2
)
+
j=m∑
j=1
( i=σj∑
i=0
(γPCj?i
)2
)
, (22)
which in turn, by assumption, proves that d vanishes. So we are done. 
Henceforth, the dimension of any complete linear system on X2 is given by:
Corollary 49. With notation as above. Let D be a divisor on X2 such that1− 1
n+
k=n∑
k=1
ρk
− 4
m+
k=m∑
k=1
σk
 < 0.
Then h0(X2,OX2(D)) is either less than two, or is equal to
1+ 1
2
(M2 −M.KX2),
where OX2(D) is an invertible sheaf associated to the divisor D, M is the mobile part of the complete linear system |D| and KX2 is a
canonical divisor on X2.
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