Abstract. In practice, there are three types of adaptive methods using nite element approach, namely h-method, p-method, and r-method. In the h-method, the overall method contains two parts, a solution algorithm and a mesh selection algorithm. In principal, these two parts are independent of each other in the sense that the changing of the PDEs will a ect the rst part only. However, in some of the existing r-method (also known as moving mesh method), these two parts are strongly associated with each other such that the changing of the PDEs will result in the rewritting of the whole code. In this work, we will propose a moving mesh method which also contains two parts, a solution algorithm and a meshredistribution algorithm. Our e orts are to keep the advantages of the r-method (e.g. keep the number of nodes unchanged) and also have the advantages of the h-method (e.g. the two parts in the code are independent with each other, free of adjustable parameters).
Introduction
We consider the time-dependent partial di erential equations (PDEs) in a domain The di culty of the problem appears when there are very rapid variation or sharp layers in the solution. Adaptive methods are powerful to handle these kind of di culty as experience shown.
In practice, there are three type of adaptive methods using nite element approach, namely h-method (mesh re nement), p-method (order enrichment) and rmethod (mesh motion). The r-method, which will be studied in this work, is also known as moving mesh method. The earliest work on adaptive methods, based on moving nite element approach (MFEM) was done by Miller 16, 17] . While the MFEM has been subject to some critism because of its complexity and sensitivity with respect to certain user de ned input parameters 12], proper choice of these parameters unquestionably leads to an e cient method. However, one disadvantage of some exsiting moving mesh methods is that they mix the mesh-redisctribution algorithm and the solution algorithm together and as a result any change of the given PDE will lead to the rewriting of the whole code. Moreover, even if the given PDEs are linear the resulting system of di erential equations are strongly nonlinear, see e.g. 20, 21] .
In this work, we will provide a moving nite element scheme which keeps the main advantages of the h-and r-methods: the e ciency of the moving mesh methods and the simplicity of the h-method. To this end, we will follow the h-method to form our scheme with two independent parts: a mesh-redistribution algorithm and a solution algorithm. The second part will be independent of the rst one, which can be any of the standard codes for the given PDEs. Now the key question is how to make the rst part e cient and robust. Several moving mesh techniques have been introduced in the past, in which one of the most advocated methods is the one based on solving elliptic PDEs rst proposed by Winslow 25] . There are also many applications and extensions of Winslow's method, see e.g. Godunov and Prokopov 13], Brackbill et al. 3, 4] , Thompson et al. 24] , and Ren and Wang 22]. Winslow's formulation requires the solution of a nonlinear, Poisson-like equation to generate a mapping from a regular domain in a parameter space c to an irregularly shaped domain in physical space . By connecting points in the physical space corresponding to discrete points in the parameter space, the physical domain can be covered with a computation mesh suitable for the solution of nite di erence/element equations. To be more precise, Winslow 25] (1.
3)
The solution of the system will be taken as the map between the physical domain and the logical domain. This map, by some calculation, is found to be harmonic between the physical domain (with the metric ds 2 = P (dx i ) 2 =w) and the logical domain (with Euclid metric) if we take both domains as Riemannian manifolds.
The research of important impact on the present work is due to Dvinsky 9] where a new framework for adaptive grid generation based on the harmonic maps was described. A moving mesh method based on this framework was also proposed and solved by using a nite di erence appraoch. The equation (1.1) is solved as follows. First, the equation is transformed to curvilinear coordinates. Then it is discretized using central di erences and upwind di erences. The resulting di erence equations are solved using the SOR iteration method. Then a map from to c is computed based on an elliptical equation of the form (1.3). Our approach is similar to Dvinsky's scheme, except that (a): we will use the nite element approach and (b): a more detailed and robust mesh-moving strategy will be designed. The nite element approach is found to be more reliable and e cient than the nite di erence approach when solving problems with large variations. In part (b), we make sure that the map between the logical and the physical domains are kept harmonic, even after long time of numerical integration. To this end, we construct the harmonic map between the physical mesh and the logical mesh by an iteration procedure. Each iteration step is to move the mesh closer to the harmonic map. It consists of three parts: (a) obtain the error of~ between the solution of (1.3) and the xed mesh in the logical domain, (b) obtain the direction of the movement ofx by using the error of~ , and (c) updatẽ u on the new mesh. In the part (c), we use the quasi-lagrangian method on the moving coordinates. It is achived by integrating the equationũ = 0 where is the homotopy parameter from 0 to 1.
The paper is organized as follows. In Section 2, we rst discuss harmonic function theory and its application to mesh generation. Some general discussion on our numerical scheme will be given in Section 3. The detail implementation of the numerical scheme is descibed in Sction 4. Numerical experiments on mesh generation and on solving PDEs with large solution variations are reported in Sections 5 and 6, respectively. In Section 7, we brie y discuss the di erence between the present moving mesh code and some existing moving mesh codes.
Harmonic Maps between Riemannian Manifolds
Harmonic maps have been de ned and named by Fuller 11] . However, until the fundamental work of Eell and Sampsons 10], this area of mathematics had not been received much attention. Since that paper, harmonic maps have attracted considerable attention both from mathematicians and physicists. In 10], the existence and uniqueness theory was established for the harmonic map with Dirichlet boundary condition when the Riemannian manifolds satisfy some geometric assumptions. It is extended to Neumann and mixed type boundary conditions by Hamilton 14] . The theory of harmonic map allows us to choose a matrix as monitor functions rather than using a scalar monitor. Dvinsky 9] used this idea in adaptive grid generation. The implementation of using the theory of harmonic map is the following: First, given an n n matrix M = (M ij ) on as a monitor function, and let G = (G ij ) be the inversion of M. Domain is a Riemannian manifold with G as its metric matrix. The logical domain c , with Euclidean metric, is chosen to be convex in order to ensure the existence and uniqueness of the solution. Secondly, de ne the energy functional, with standard summation convention assumed, as
If~ is of class C 2 ; E(~ ) < 1, and~ is a critical point of E, then~ is called harmonic.
The corresponding Euler-Lagrange equations are given by
In one dimensional case, this equation can be reduced to the equi-distribution principle as introduced by de Boor 8] .
In developing the theory of harmonic maps, a deformation from a given homomorphism to the harmonic map by the heat equations has been investigated by several authors to construct moving mesh schemes. Solving the heat equation
will lead to the harmonic map. Theorem 2.1. Let (X; ); (Z; ) be two Riemannian manifolds with boundaries @X,@Z.
Suppose the curvature of X is nonpositive, and @X is convex (with respect to the metric ). For a given di eromorphism : Z ! X, there exists a unique harmonic map f : Z ! X such that f is a homotopy equivalent to . That means, one can deform f to by constructing a continuous family of maps, g t : Z ! X ; t 2 0; 1], such that g 0 = and g 1 = f for z 2 Z, and g t j @Z = j @Z for t 2 0; 1].
We will also address the existence of the solution for the problem (2.2). It is to construct a homotopy~ (x; ) : 0; 1) ! c by solving the heat equation (2.2).
We take c as subset of Euclidean R n to guarentee the curvature of c nonpositive. In this work, we will employ the nite element method together with moving mesh strategy to solve problem (1.1). The non-uniform mesh of the nite element method is more exible than that of nite di erence method, which enables us to handle more complicated physical domains.
To solve equation (1.1), we will separate the computation into two parts: meshmoving and time-stepping. The mesh-moving is a procedure of iteration to construct the harmonic map between the physical mesh and the logical mesh. Each iteration step is to move the mesh closer to the harmonic map. In the process of the numerical computation, we always keep the mesh in the logical domain xed. This mesh is not used to solve any PDEs, but its error with the solution of the Poisson equation (2.1) is used to move the mesh in the physical domain. More precisely, at the time level t n = n t, we rst solve the equation (1.1) by a standard numerical code in the physical domain with a mesh T. This updates the values of the unknown functioñ u. Using the updated values ofũ we solve the Poisson equation (2.1) to obtain a new set of grid~ in c . We use the error~ ?~ to obtain a modi ed mesh T in the physical space. We then updateũ on the new mesh T by solvingũ = 0 with a homotopy parameter. With the new updatedũ we solve (2.1) and obtain the error ?~ which is again used to obtain a new mesh T in the physical domain . This iteration procedure is repeated until~ ?~ is su ciently small. The complete scheme is the following:
(i) judge if the mesh is close enough to the harmonic map: if yes, go to (iii); otherwise, go to (ii); (ii) move the mesh using one iteration as described above (i.e. mesh-moving), then go to (i); (iii) forward the time for one time step step (i.e. time-stepping), then go to (i).
In part (i), in order to ensure the quality of the harmonic map, we repeat the operation of the mesh-moving until the L 2 -norm for the distance between the solution of equation (2.1) and the logical mesh is smaller than a preassigned tolerance TOL. In part (ii), two methods will be used in our computation. Method I is to solve equation (2.3). This method works in space H which is formed by all the homomorphism from to c . The energy functional is de ned on H. Equation (2.3) goes down along the direction of the negative gradient of E(~ ), see e.g. 10]. Method II is to use the harmonic map itself. After solving equation (2.1), we can obtain the harmonic map~ from to c . Then we interpolate the nodes of the new mesh as the imagination of the nodes of the logical mesh of~ ?1 . The detail implementation for both methods will be given in next section. It is found that both Methods I and II work well for the test problems in Sections 6 and 7. The di erence is that Method II is easier in programming than Method I: Method II only requires a simple code to solve the Poisson system. In order to obtain the value ofũ on the new mesh, we use a so-called quasiLagrangian method on the moving coordinates. That is, suppose T and T are the old mesh and new meshes respectively, we construct the linear homotopy from nodes of T to those of T . The map on each element is a ne, which is decided by the map at its vertices. By integrating the equationũ = 0, where is the homotopy parameter (this implies that the surface ofũ is xed), from 0 to 1, the procedure is complete. Part (iii) is a solution algorithm, which is essentially irrelevant with Parts (i) and (ii). It can be a standard nite element code, a semi-discretized nite element method (as used in this work) or some other methods.
In the algorithm described above, we clearly separate mesh-moving and timeforwarding so that the code is easy to program: In the time-forwarding part, the numerical methods used have no di erence with those without mesh redistribution; and for di erent PDE problems the only possible change in the mesh-redistribution part of the codes is to change the monitor function. It is relevant to point out that some ideas of the so-called moving space-time nite element method 2] may be implemented in our moving mesh scheme.
The Numerical Scheme
In this section, we will discuss the numerical techniques used in our moving mesh scheme. The numerical algorithm is formed by four steps as described below. we obtain a mesh T c in the logical domain, with its nodes A = (A i ). The above harmonic map is the same as the one originally proposed by Winslow 25 ].
4.2.
Step 2: Prepare the initial mesh on the physical domain. We will obtain the initial mesh on the physical domain by a homotopy from zero initial value to the given initial valueũ 0 . We can implement the process by solving the equation from t = 0 to t = 1. When solving the above problem to prepare the initial mesh, the time step can be fairly large. We need only a few steps to integrate the equation from 0 to 1. Ifũ 0 is not too singular, then we can obtain the initial mesh directly by using the mesh-moving process as described in the next step. That means that we can let the time step to be 1. The time-forwarding operation is not needed in this step, except that the value ofũ at t needs to be set to t ũ 0 when stepping forward to time t. 4.3. Step 3: Mesh-moving. Suppose now we have obtained the value of U i =ũ(X i ) on the current nodes X i at a time step t = t 0 . We now need to obtain the new location of the nodes X = (X i ) and the new value of U = (U i ) on the new nodes. The operation can be divided into the following three parts if we use Method II: 4.3.1. (P 1 ): Obtain the error of~ . We rst solve the following generalized Poisson equation
with the boundary condition (4.2). By doing so, we we can obtain a new logical mesh T c with its nodes A . We are interested in the error of~ : A = A ? A :
The above error function will be used in the next part to predict the direction of the movement of the numerical grid in the physical space . We will solve the above ODE system by a 3-stage Runge-Kutta scheme. We take @X=@ as the direction of the error forx. The step length of mesh-moving is taken as the length of @X=@ .
4.4.
Step 4: Time-forwarding. This step is trivial: it is the same as the method without using moving mesh method. Therefore, we only brie y describe the basic idea. It follows from the equation ( which is a systems of ODEs for U i (t). It can be solved by any e cient ODE solvers such as multi-stage Runge-Kutta schemes. This step is exible for di erent problems. We point out again that the method described in Step 4 only severs for the numerical computations in this paper. This step is very exible: any available methods/codes available for the equation (1.1) can be employed in this step.
Numerical experiments: Mesh generation
We have seen in the previous section that an adaptive mesh generation procedure is proposed. In Step 3, one of the important issues requiring some attention is the monitor function G ij used in the equation Several test problems have been chosen and it is shown that the mesh generation procedure is indeed e cient and robust. Here we only report results for one example which was also tested by several other authors. Example 5.1. As an example, the performance of the moving mesh technique is examined for the case of a solution domain with very rough boundaries. The adaptation function is chosen as u(x; t) = tanh(50(x 1 ? t)), wherex = (x 1 ; x 2 ) T .
An unstructured grid in the logical domain c is initially generated by using Step 1 as described in the last section. We choose the logical domain as a convex polygon having the same number of boundary segments as and use a monitor function G = p 1 + 0:1kruk 2 2 . Using Step 2, we obtain the initial mesh in the physical domain . The initial unstructured grids in and c are displayed in Figure 1 . The moving grid at various time levels is also shown in Figure 2 . One can see that the generated mesh is satisfactory in the sense that it conforms very well to the adaptation function. 
Numerical experiments: solving PDEs
In this section we present some numerical examples to demonstrate the performance of our moving mesh nite-element methods for solving time dependent PDEs. We noticed that the recent paper of Cao et al. 6 ] provides a number of good examples and we will basically follow their examples, except the one with application to the Navier-Stokes equations. A detail study of our moving mesh method to the NavierStokes equations will be provided in a separate work. The solution of Example 6.1 possesses a twin peak (of xed shape) rotating counterclockwise around the origin. A linear nite element discretization based upon the moving mesh scheme as described in Section 4 is applied. The initial mesh is obtained from a quasi-uniform triangulation with 1700 elements, as shown in Figure   3 . A xed time step size t = 0:005 is used for the integration of the ODE system (Step 4 in Section 4). In the mesh redistribution part, the monitor function used is
This test problem is considered by several authors, see e.g. Baines 1 ], Davis and Flaherty 7] , and Cao et al . 6] . As noted in 6] that some existing moving mesh techniques produce meshes with points sticking to the rotating peaks, causing the mesh to become increasingly skew until the computation eventually breaks down. From Figure 3 , it is clear that our moving mesh scheme has no such di culty, and the mesh adapts extremely well to the solution without producing skew elements. Figure 3 . The adaptive meshes and the numerical solutions at t = 0; =8; =4 and 3 =8 for Example 6.1.
In our computation we choose a = 0:005. It is noted that the smaller a is, the more convection dominates, and the higher the concentration of mesh points required around the wave front. Figure 4 shows the movement of a mesh of 930 elements, with the monitor function p 1 + kruk 2 2 . A xed time step size t = 0:0005 is used for the integration of the ODE system. In this problem, the uid is initially of di erent degrees of temperature and concentration of a certain constituent. At the beginning, the warm uid on the left side of the domain has a less pronounced vertical gradient of hydrostatic pressure than the cold uid on the right side. This horizontal di erence of pressure will start to push the cold uid to the left side at the bottom and warm uid to the right side at the top. This keeps the uid convecting until the cold uid rests under the warm one. Meanwhile, the di usion e ect will gradually smooth out the temperature and concentration di erences between the initially cold and warm uids. We will stimulate this phenomenon for the a case of a large Rayleigh number, Ra = 1000. Other parameters in the governing equations are N = 0; Le = 1 and = = 1. Physically, if the Rayleigh number is large enough a thin layer of large variation of temperature and concentration will keep existing until the warm uid settles completely on top of the cold one and eventually the temperature and concentration become uniform in the whole uid. These phenomena are clearly observed in Figure 5 . It is seen that the mesh adapts well to the temperature and follows successfully the motion of the thin layer of large temperature and concentration variation. In the logical domain, a quasi-uniform triangulation with 1784 elements is shown in Figure 6 .
Numerical experiments: Reaction-diffusion equations
One of the key ideas of our moving mesh scheme is to keep the time scales of the given equation (1.1) and the moving mesh equation (2.3) di erent. This is di erent from the approach of moving mesh PDEs (MMPDEs, see e.g. 5, 19] ) in which in (2.3) is replaced by the physical time t. Integrating (1.1) and (2.3) with di erent time scale can avoid the di culty that the time step t has to be restricted by both equations (1.1) and (2.3). In MMPDEs, this di culty has to be partially overcome by introducing a non-physical parameter to the right hand side of (2.3).
Our next numerical example is a combustion problem which was investigated numerically in 6, 18] . The main purpose of this example is to demonstrate that Step 4 of Section 4 is independent of other steps. In particular, the mesh-moving step and the time-forwarding step are independent with each other. We will use the nite We use a 3-stage Runge-Kutta method to integrate the above ODE system. At each time step, when the numerical solution and the grid are obtained, we use Step 3 of Section 4 to re-distribute the mesh in the physical domain. We point out again that
Step 3 only requires the outputs of Step 4 but does not care how these outputs are obtained.
Conclusions
In this paper we developed a moving mesh scheme for solving partial di erential equations. The described method favorably compares with previously proposed methods in terms of simplicity and reliability. Our moving mesh scheme has been seen to work satisfactorily in a variety of circumstances. Although the examples shown in this work are in two space dimensions, in principle our method can be applied to higher dimensions. One of our next goals is to provide an e cient and reliable moving mesh strategy for problems in higher dimensions.
