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Abstract 
Using the Structural Vector Autoregression (SVAR) method this paper analyses the 
effects of monetary policy on Tajikistan’s economy for the period 1996 to 2003. A 
number of restrictions are imposed and the contemporaneous and long-run restrictions 
model are used to identify the dynamic response of inflation and output to the 
monetary and exchange rate innovations. As a result these shocks are used to generate 
the structural impulse response and forecast error variance decomposition functions 
for assessing the dynamic impacts of monetary and exchange rate policies on 
country’s real sector variables. 
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1 Introduction 
 
In the first few years after its independence, Tajikistan’s real GDP dropped to 30 per 
cent and inflation rate rose above 1000 per cent annually (Goscomstat of Tajikistan, 
2000).  A methodical understanding of the dynamics of GDP, inflation and monetary 
instruments is important, especially in terms of the correct directions for economic 
policy during transition. This paper analyses the impact of monetary and exchange rate 
policies to price and output and their relative importance in determining price levels and 
the growth rate.  The standard framework to investigate the role of innovations on the 
economy and their possible determination is a Structural Vector Autoregression (SVAR) 
model.  
A structural VAR can be used to describe the dynamic effects of innovations in 
monetary policy on different macroeconomic variables and to estimate the effect of 
monetary policy innovations in accounting for particular macroeconomic events in 
previous times.  This technique has been used by Sims (1982, 1986), Blanchard (1989), 
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Bernanke and Blinder (1992) and Cristiano et al. (1994) for the US economy, and 
Giannini et al. (1995) for the Italian economy.  Note that most of the empirical research 
in this area relates to the US, while some empirical studies refer to other economies as 
well, for example, those of Sims (1992), Cushman and Zha (1997) and Christiano et al. 
(1998).  According to their studies, an unforeseen tightening of monetary policy in the 
first phase reduces monetary aggregates and various economic activities and, in the next 
stage, the rate of inflation falls.  An unforeseen tightening of monetary policy in a small 
open economy always leads to local-currency appreciation as it does in large economies.  
However the reaction of prices is faster in small economies because of the quicker 
response of the exchange rate to changes in monetary policy (Cushman and Zha, 1997).   
The purpose of this research is: 1) to evaluate inflation targeting in the specific context of 
a small transition economy, such as Tajikistan; and 2) to examine the short run and long 
run effects of the National Bank of Tajikistan’s (NBT) monetary and exchange rate 
policies on the country’s economy, in particular on the level of prices and real output 
during the transition period 1996-2003.  Using monthly macroeconomic data, a system of 
five equations for the SVAR model is constructed.  These variables are, real output 
growth rate, inflation rate, growth rate of money supply (M1), nominal interest rate and 
growth rate of nominal exchange (local-currency depreciation).  It should be noted that, 
to the best of my knowledge, this is the first ever model for Tajikistan.  Given its short 
history without a central planning structure, the construction of such a model is difficult.  
However, in view of the fact that the Tajik economy needs urgent stabilisation and 
higher growth, the need for such a model is pressing.  
The procedure for estimating a straightforward SVAR involves a number of separate 
steps.  The first step involves estimating the reduced form VAR using OLS, ensuring that 
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enough lags are included to ensure no serial correlation from the residuals.  The next step 
is imposing sufficient restrictions to identify the structural parameters of the model.  
Then, in the case where the shocks are assumed to have temporary effects the short-run 
restriction SVAR model is used and, in contrast, where the shocks are assumed to have 
permanent effects, the long-run restriction SVAR model is used.  In the final step the 
orthogonalised and structural impulse-response function and forecast-error variance 
decomposition are analysed.  
In the model specification part of this study, at least ten restrictions are imposed to 
completely identify the structural model.  Following previous studies, such as Shapiro 
and Watson (1988), Blanchard and Quah (1989), and Maliszewski (2000, 2003), and 
taking into account the transitional situation of Tajikistan’s economy, several 
assumptions are made and a number of restrictions are imposed to differentiate the 
structural models of this study.  Assuming that monetary and exchange rate policies have 
contemporaneous effects on the inflation rate, necessary restrictions for the first model 
can be identified.  In the second model, the long-run restrictions have been assumed for 
real GDP and price responses to monetary innovations.  Hence monetary shocks have 
been used to generate the impulse response and forecast error variance decomposition 
functions to assess the dynamic impacts on the different economic variables.     
The estimated results show that monetary policy innovations do contain an important 
cause of inflation variability in the short-run restriction model rather than the long-run. 
However the nominal exchange rate and price shocks account for the major predictive 
power of price variability in the short-run and long-run restriction models.  On the other 
hand the importance of monetary and exchange rate innovations as causes of real output 
variability increases in the long-run restriction model.  Nevertheless, monetary and 
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exchange rate innovations contribute substantially to variability of price level and real 
output during the transition periods.  Overall the analyses suggests that a better 
performance of implementing monetary and exchange rate policies, in particular money 
supply, interest rate and nominal exchange rate, are the key instruments for any 
transitional developing economy to attain lower inflation.  
This paper is organised as follows.  Section 2 describes the role of monetary policy and 
inflation targeting in Tajikistan.  Section 3 presents’ methodology and model 
specifications for structural VAR.  Section 4 provides the data and variables, and 
discusses the estimation results.  Section 5 concludes the paper. 
2  Monetary Policy and Inflation Targeting in Tajikistan 
During the years under the central planning system (under the USSR) Tajikistan had a 
closed economy.  After the fall of the Soviet Union in 1991, Tajikistans’s economy went 
through several high inflation phases, caused by the country’s economic and political 
instability; civil war, enormous budget deficits, price shocks and weak monetary policies.  
As a result of these disturbances consumer prices in some periods rose 20-50 per cent 
per month and annual real GDP fell about 20-30 per cent.  The balance of payments 
crisis was one of the main factors that caused high inflation and other problems in the 
monetary system of the country.  Throughout the period 1991-95, the inflation rate 
accelerated due a sharp devaluation of the Russian ruble.1  Tajikistan was the last former 
USSR republic that was operating with the Russian ruble as the national currency, until 
May 1995.  This brought about high levels of fluctuation in key macroeconomic 
variables, in particular prices and real output.  In addition, there was a large expansion in 
                                                          
1 The first currency reform was in May 1995, switching from the Russian ruble to the Tajik ruble.  As a 
result of this reform the population had considerable financial losses. 
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the total credit value in the economy, mostly in the industrial and agricultural sectors that 
led significantly to persistence of high levels of inflation.  
 
Figure 1(a)  Inflation rate variation in Tajikistan between 1996 and 2003 
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Source:  Author’s own calculation (using Goscomstat of Tajikistan data). 
 
Figure 1(b)  Real output variation in Tajikistan between 1996 and 2003              
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Source:  Author’s own calculation (using Goscomstat of Tajikistan data). 
The country’s civil war, a decrease in output and employment, fast depreciation of the 
domestic currency, balance of payments errors and monetarisation of budget deficits 
were the major causes of high inflation and economic crisis.  From mid 1996 a 
liberalisation and stabilisation program with International Monetary Fund (IMF) and 
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World Bank (WB) assistance was introduced.  The main targets of the program were the 
reduction of the inflation rate, increased growth of GDP and price liberalisation.   
However as a result of the introduction of these policies, inflation became the key 
concern of the economy.  Thus maintaining price stability became the primary target of 
the NBT that had earlier aimed at maintaining economic development, (Figure 1 (a) and 
(b)).   
After facing a period of hyperinflation, the first years of the program (1996-1997) were 
not very successful in terms of achieving economic growth or lower inflation.  
Temporary fixing of the Tajik ruble against the US dollar was one of the more 
straightforward ways to reduce the high level of inflation which, is one of the purposes 
of stabilisation policies for transition economies.  The National Bank of Tajikistan (NBT) 
also reduced the amount of credit extended to the public sector.  At the early stage of 
transition, the NBT controlled money supply through credit ceilings, however in the late 
1990s the NBT turned to implementing indirect monetary policy instruments.  
Gradually, with the help of the IMF and WB, monetary and budgetary regulation has 
been restored and domestic prices have stabilised compared to previous periods.  Open 
market operations have become one of the policy instruments since their introduction by 
the joint efforts of the NBT and the Ministry of Finance in 1998.  At the end of 1998 the 
effect of the Russian financial crisis and the devaluation of the local currency brought 
some new inflationary tendencies, however the NBT applied measures to avoid a quick 
fall in the domestic currency.  The exchange rate was considered as the main instrument 
for the promotion of exports and macroeconomic stability.  Thus the NBT switched 
from a fixed to a managed floating exchange rate system in order to improve 
competitiveness of the national currency.  At the same time the NBT maintained tight 
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M.Yusuf Tashrifov - Monetary Policy Model of Tajikistan: A Structural Vector Autoregression Approach 
 
liquidity management, holding up money market rates in order to prevent serious 
depreciation of the national currency. 
The macroeconomic stabilisation program introduced inflation targeting in the monetary 
policy of Tajikistan.  As a result of the stabilisation program inflation declined more 
sharply than targeted.  For instance, the rate of change of consumer prices declined from 
159 per cent during 1997 to 2.7 per cent in 1998 (NBT, 1998, 1999 and IMF, 2000).  The 
main reasons for the significant decline in inflation were the high interest rates and lower 
real wages that brought domestic demand under control.  Despite the maintenance of a 
tight monetary policy in early 1999 to depress the effects of the exchange rate 
depreciation of late 1998, inflation continued to be sensitive and started to rise between 
1999 to 2000 due to extended credits to the private sector and public borrowing to 
finance the deficits. The high and continuing inflation has affected the economy 
negatively, deteriorating income distribution and holding constant the low level of 
investment from abroad.      
As regards monetary policy, despite the fact that reserve money remained close to the 
target, net domestic assets were significantly higher than expected as net credits to the 
government exceeded the predicted targets.  Monetary authorities implicitly started to use 
exchange rate as part of a disinflation program by holding higher interest rates on 
domestic assets and a lower depreciation rate for rising investment.  However, note that 
since 1999 the NBT has gradually reduced interest rates by strictly monitoring 
developments on the foreign exchange market.  The NBT has also practically started 
extending all credit through the credit auction mechanism.    
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In June 1998, the government of Tajikistan adopted a new medium-term economic 
adjustment and reform program for the period 1999-2002, supported by the World 
Bank’s Structural Adjustment Credits, in order to combine the gains in financial 
stabilisation and intensify structural reforms.  The key medium-term macroeconomic 
objectives of the program were to: 1) decrease the inflation rate to 7 per cent; 2) increase 
real GDP growth to 6-7 per cent a year; and 3) increase foreign exchange reserves of the 
NBT to about 3.5 months of imports by the end of 2002.  To achieve the inflation and 
foreign reserve aims, the program was based on appropriate tight monetary and fiscal 
policies.      
The new Tajik currency ‘somoni’ which replaced the Tajik ruble was introduced on 
October 30, 2000, with the equivalent of one somoni to 1000 Tajik rubles.  This currency 
reform was assessed as positive as: 1) it was the first currency reform that did not cause 
losses to the country population; 2) the introduction of the new currency was based on 
improvement of the economic and banking systems; and 3) it maintained the link to 
historical traditions (Government of Tajikistan, 2000, and NBT 2000).  In commenting 
on Tajikistan’s currency reform, Eduardo Aninat, IMF Deputy Managing Director, said: 
“currency reform is an important element of Tajikistan’s economic program, which calls 
for prudent monetary policy by the central bank, continued fiscal consolidation, and 
accelerated structural reforms, to improve the investment environment in the country” 
(IMF News Brief, 2000). 
As a result of the tight monetary policy framework, Tajikistan has achieved strong 
macroeconomic performance over the past three years (2001-3) as growth has been 
sustained at a relatively high rate, while inflation has declined as well.  Real GDP 
expanded by 13 per cent in 2001, over 9 per cent in 2002 and about 11 per cent in 2003.  
 10
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Meanwhile, inflation was less than 13 per cent in 2001, about 14.5 per cent in 2002 and 
13.7 per cent in 2003 (NBT, 2001-2003; Goscomstat of Tajikistan, 2002).  The exchange 
rate remained stable till November 2001, but weakened after that, reflecting an expansion 
of liquidity and political instabilities over the situation in neighbouring Afghanistan. 
Despite some depreciation in the exchange rate, the nominal exchange rate has remained 
mostly stable over the last two years.   
While the implementation of various stabilisation programs since 1997 lowered the level 
of inflation, it was only temporary, and, as was shown above, inflation remains a key 
dilemma for the development of the Tajik economy.  The possible reasons for today’s 
high inflation rates in Tajikistan are: 1) inflationary influences of raising exchange rates 
through prices of imported goods; 2) increases in world prices of major imported inputs 
(such as oil, gas, wheat); 3) regional political instability (Afghanistan, Russia and Central 
Asia) and, to some extent, the existing high public sector budget deficits and their 
monetarisation; and 4) the rise in the prices of public sector products that are used by the 
domestic private sector.  There is also the question related to independence of the NBT.  
It is not easy for the NBT to carry out its obligations independently from the 
government or parliament, which contradicts it in resolving some targeting tasks.  
To ensure the successful implementation of monetary policy, the NBT has improved its 
short-term liquidity control and developed its tools for indirect monetary management.  
Thus as a result, a stable monetary setting could have substantially increased foreign 
investment and domestic savings in 2003.  Further depreciation of the local currency, 
despite high interest rates and interventions in the foreign exchange market, has kept the 
monetary setting tight and improved performance of the monetary and exchange rate 
targeting framework, or, in other words, overall the monetary and exchange rate policies 
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have aimed at following inflation targeting.  However one of the requirements for 
inflation targeting is price stability in the economy.  Hence one of the primary goals of 
the NBT is to achieve and maintain price stability through careful implementation of 
monetary policy instruments that can assist unemployment and growth policies of the 
government in attaining economic development.    
3  Methodology and Model Specification of Structural VAR  
3.1   Methodology 
The structural VAR is an appropriate methodology to bring multiple time-series analysis 
and economic theory together to determine the dynamic response of estimated variables 
to various shocks that take place in the economy.  This study is based on the Sims model 
(1980, 1982, 1986) and the general model of SVAR put forward by Giannini (1992), 
Amisano and Giannini (1997).2
Sims (1980) in his seminal study set the basis for vector autoregressions in 
econometrics.3  He made it possible to direct both the relative meaning and the dynamic 
effect of various disturbances on macroeconomic variables, by describing how a set of 
time series data was generated by random innovations in variables of interest.  However, 
Cooley and Leroy (1985) criticised the VAR methodology because of its atheoretical 
identification system.  They argued that Sims did not openly justify the identification 
restrictions and claimed that a model recognised by this arbitrary procedure cannot be 
interpreted as a structural model, for the reason that a different variable arrangement 
                                                          
2 Amisano and Giannini’s (1997) methodological framework includes all the different models used in the 
applied SVAR study.  They show three different ways in which the SVAR proceeds. Structures in the VAR 
model are referred to as the K model, the C model and the AB model.  Actually the AB model can be 
transformed into a K model (short-run restrictions) or a C model (long-run restrictions).  
 Introduction to vector autoregressions (VAR) is given in Appendix A. 3
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generates different structural parameters.  Thus, improving the structural parameters 
from an estimation procedure requires some restrictions.  
Since Cooley and Leroy’s critique, macroeconomists have begun to concentrate more on 
the matter of identifying restrictions.  Sims (1980, 1986), Bernanke (1986) and Shapiro 
and Watson (1988) put forward a new category of econometric model, non-recursive 
restrictions on the contemporaneous interactions among variables for identification, that 
is now known as the structural VAR approach.  As economic theory often does not 
provide enough significant contemporaneous restrictions, Shapiro and Watson (1988) 
and Blanchard and Quah (1989) introduced restrictions for long-run SVAR models.   
Following previous studies we consider a system of simultaneous equations implied in 
vector form as: 
( ) ttt yLy εγ Μ+Α+=Β −10   ,            (1) 
Where yt is a vector of endogenous variables, γ is the fixed constant, yt-10  is a vector of 
their lagged values, εt is a vector of random error of the disturbance terms for every 
variable which captures any exogenous factors in the model, B is the square matrix of 
dimension n×n, where n is a number of variables, and contains the structural parameters 
of the contemporaneous endogenous variables, A(L) is a matrix polynomial in the lag 
operator L of length p, and M is the square n×n matrix, which contains the 
contemporaneous response of the variables to the innovations (disturbances).    
The first stage of structural VAR analysis is the estimation of the reduced form.  As the 
coefficients in the matrices of (1) are unknown and the variables have temporary effects 
on each other the model in this form cannot be completely identified.  But, it is likely to 
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transform (1) into a reduced-form model by multiplying both sides of the equation by 
the inverse matrices of B, which brings about the standard VAR representation as: 
( ) ttt eyLD ++=Υ −10α   ,                   (2) 
( ) ( )LLD ΑΒ= −1 tte εΜΒ= −1where ,  010 γα −Β=  and . 
The error terms et are linear combinations of the orthogonalised shocks (εt), such that 
each individual error term is serially uncorrelated with a zero mean and a constant 
variance.  While different from the disturbance terms εt, the error terms in et are 
correlated with each other. Hence, this raises a dilemma in recovering the underlying 
structural disturbances from the estimated VAR.  
In VAR analysis the only source of variation of yt variables is random disturbances that 
in the reduced form are indicated by a vector of white noise et, usually called a vector of 
innovations (Amisano and Giannini, 1997).  This research employs the models used in 
the applied SVAR studies, such as: reduced form of VAR; the short-term SVAR models; 
the long-run effect; the impulse-response function (IRF); and the forecast error variance 
of decomposition (FEVD).    4
The SVAR framework is generally focused on how the innovations to one endogenous 
variable affect other endogenous variables.  Also structural VAR analysis is focused on 
the direction of instant correlation between innovation variables.  Having short-run or 
long-run restrictions in the model only depends on whether shocks are temporary or 
permanent.  Hence, this study examines both the short-run and long-run SVAR models. 
                                                          
4 In a short-term SVAR, A and B matrices model, all the information is about contemporaneous 
correlations. P  identifies the structural impulse-response functions, and Psr sr itself is identified by the 
restrictions placed on the parameters in A and B. More information about short-run and long-run 
restriction models is given in Appendix. 
 
 14
M.Yusuf Tashrifov - Monetary Policy Model of Tajikistan: A Structural Vector Autoregression Approach 
 
3.2   Model Specification and Identification of Restrictions 
The empirical work applied in this study is in the form of a small, open-economy 
structural vector autoregression (SVAR).  This SVAR model is composed of a system of 
five equations, depicting the relationship between the main macroeconomic indicators of 
Tajikistan, the growth rate of real GDP, the inflation rate, the growth rate of nominal 
money supply (M1), the nominal interest rate, and local currency depreciation.  
The above equation (1) is called a structural VAR as it is assumed to be determined by 
some underlying economic theory. Thus the structural model of this study is described 
by the following dynamic system of simultaneous equations (1.1- 1.5):  
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where  ert,  irt, mt, gt, and pt are endogenous variables [ert is the log of the growth rate of 
nominal exchange rate (NER), irt is the log of the nominal interest rate(NIR) of NBT, mt, 
the log of the growth rate of nominal money supply (M1), gt is the log of real output 
growth (GDP), pt denotes the log of the inflation rate or growth rate of consumer price 
indices (Price),].  Here the exogenous error terms  εter, εtir, εtm, εtg εtp are independent and 
are interpreted as structural innovations.  For simplicity the seasonal dummy variables are 
omitted in the equations here but they are included in the estimation process.  The 
realisation of each structural innovation is known as capturing unexpected shocks to its 
dependent variable (respectively), which are uncorrelated with the other unexpected 
shocks (εt).  In (1.1- 1.5), the endogeneity of ert,  irt, mt, gt, and pt is determined by the 
values of coefficients of b.  
 
The model (1.1 – 1.5) can be written in matrix form as: 
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where  i=1,2,….,n. 
 
The reduced form of the VAR model that is to be estimated does not have the 
instantaneous endogenous variables and, following (2) above, is shown by the equations 
(2.1-2.5): 
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are linear combinations of the structural errors εNotice that the reduced form errors et, t 
and have a covariance matrix E(e et t′)=Σ.  Also the coefficients, a, of the lagged variables 
in the structural VAR model vary from the coefficients, d, of the lagged variables in the 
reduced form VAR model.   
Without imposing a number of restrictions, the parameters in the SVAR model (1.1 – 
1.5) cannot be identified.  To identify a monetary and exchange rate policy shock in 
Tajikistan the short and long-run parameter restrictions are applied.  Identification of 
shocks in the system described by equations (1.1-1.5) and (1.b) requires imposing at least 
n(n-1)/2 sufficient restrictions.  
Table 1 (in Appendix) presents the imposed short-run parameter restrictions (B matrix).  
In the short-run version of the SVAR model, restrictions are required for specific 
identification.  Restrictions can be imposed on the structure of the vector of error terms, 
(et), on the basis of economic theory.  Each equation must hold an independent 
structural disturbance term. 
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The identification of restrictions in the real sector (prices and real GDP) is obtained by 
assuming that monetary sector variables affect the real sector only with a lag (A matrix).  
The real sector variables have no effect in identification of shocks in the monetary sector. 
Assume that nominal exchange rate does not contemporaneously affect real GDP.  Two 
more restriction are that the nominal variables have no contemporaneous effect on 
interest rate and the last two additional restrictions are that real output does not have a 
contemporaneous effect on prices, and change in the interest rate may not 
contemporaneously change M1.  “Despite of NBT’s high interest rate, the demand for 
borrowing money did not decline in the short-run as the expectation of high inflation 
was obvious.  Thus a high nominal interest rate was less effective on contemporaneously 
variation of NER and M1.  However change in the nominal exchange rate has a 
significant effect on variation of money supply” (Author’s personal communication with 
Mr. Samikhon Qurbonov the head of the NBT’s Monetary Policy Department, January 
2001).  Overall, in identifying the short-run restriction model I have only three 
overidentifying restrictions.  Notice that the restrictions identifying the monetary sector 
do not rely on a particular policy regime.  Also the advantage of the short-run SVAR 
model is that the impulse response functions can be applied to check whether the shocks 
have an effect on each endogenous variable as economic theory expects.  In other words, 
the difference of this method from the Cholesky decomposition is that the IRF (Impulse 
Response Function) and FEVD (Forecast Error Variance Decomposition) effects from 
these short-run restrictions can present direct economic meaning from the analysis (Sims, 
1980; Hamilton, 1994; Enders, 1995; and Amisano and Giannini, 1997).  
Apart from identification of structural shocks by short-run parameter restrictions on A 
and B matrices there is an alternative approach of imposing restrictions on the long-run 
parameters for the structural disturbances (C matrix given in Appendix).  The method of 
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long run structural VAR analysis introduced by Shapiro and Watson (1988), and 
Blanchard and Quah (1989) based on the hypothesis that the long-run effect of particular 
shocks on particular variables is restricted.  This technique can be more attractive for 
macroeconomists, as the long-term properties of economic theory capture more 
understanding than the short-term.  Table 2 in Appendix presents the identifying long 
run parameter restrictions of C matrix for this study.  
We assume that in the case of transitional economies (like Tajikistan) M1 and NIR have a 
long run effect on prices and real GDP.  The exchange rate shocks will change other 
economic and monetary variables in the long run.  “In the long-run a rapid growth rate 
was expected as prices became more stable consequently the nominal exchange rate 
innovations has been effecting to the variation of nominal interest rate and money 
supply” (Author’s personal communication with Mr. Samikhon Qurbonov, the head of 
the NBT’s Monetary Policy Department, January 2001).  Thus in identifying the long-run 
model we have only one overidentifying restriction, which is shown by a likelihood ratio 
test value in which the long-run model is exactly identified as in the short run.  
To summarise this section note that a structural VAR is a standard VAR where the 
restrictions required for identification of the structural model are given by economic 
theory.  However the restrictions can be short-run or long-run, mostly reliant on 
economic theory, depending on whether the shocks are temporary or permanent.   
4  Estimation and Results 
Monthly data between January 1996 and December 2003 are used to estimate the 
structural VAR model of this study.  All the data, (the monthly growth rate of consumer 
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price indexes, growth rate of real GDP, growth rate of nominal money supply (M1), 
growth rate of nominal exchange rate (a weighted average of USD to domestic currency) 
and nominal interest rate (NBT interest rate)), are from the statistical department of the 
NBT.  Following theory and in order to avoid any econometric problems in the 
estimation model, the natural log is taken for all variables, including nominal interest 
rates.  The time dummy variables are included for the possibility that shocks related to an 
unexpected change of variables in that period are not depicted as other shocks allocation 
in the model.  Unit root tests result in Appendix (Table 3) show that all the variables are 
I (0), that is stationary in levels.  
Since the NBT’s nominal interest rate does not vary for some period of time (several 
months) and as well in order not to omit a large number of observations, the lag length is 
set to two, which is the optimal value according to the Akaike criterion.5  Results are 
given in Table 4 (Appendix).  
 
Initially I use reduced form VAR, the short-run and the long-run restriction of SVAR 
models, to evaluate inflation targeting and the response of real sector (prices and GDP) 
to monetary and exchange rate innovations in the specific context of Tajikistan’s 
economy.  Hence these estimated shocks are used to generate the structural impulse 
response and forecast error variance of decomposition functions for assessing the 
dynamic impacts of monetary and exchange rate policy on real sector variables. 
                                                          
5 Since the number of observations is not large, we are interesting only on two key criteria, such as AIC 
and SBIC, to determine the optimal lag length of the VAR system in this study.  See Enders (1995) for 
more detail on lag length and criteria’s.   
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4.1 Reduced Form 
In the five variable reduced form VAR models, NER, NIR, M1, real GDP and Price are 
estimated to see the effect of monetary and exchange rate policy, as well as the 
contribution of the real output to price level (inflation).  All of the variables are in 
logarithmic form.  Also 11 seasonal dummies are included in the estimations in order to 
escape the effects of seasonal patterns observed in the series.  The estimation of VAR 
results is demonstrated in Table 5 (in Appendix).  Real GDP provides a little information 
about the prices because coefficients are very small and statistically insignificant at each 
estimated lag.  Interest rate behaves similarly to GDP, but despite non-significance it has 
large coefficients which might be affected if we use SVAR model to impose parameter 
restrictions.  While, M1 and NER have a predictive influence on the variation of prices 
(inflation).   
 
Coefficients of M1 are high and significant at the first lag, although the coefficient of 
NER is greater and significant at the second lag.  This indicates both that money supply 
and nominal exchange rate do have an important effect on inflation variation.  The 
highest predictive information about prices comes from the prices themselves at the first 
lag at which the coefficient is high and significant.  We also test for stability of the VAR 
model.  The result shows that all the eigenvalues of the model lie inside the unit circle, 
which establishes that the VAR satisfies the stability condition.6
These results show that the inflation variation is from inflationary expectations as well as 
from monetary and exchange rate policy instruments.  However it is likely that better 
predictions could be achieved only by applying the short-run and long-run restriction 
models of structural VAR.  
                                                          
 Section 4.4, provides more details on VAR / SVAR stability test. 6
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4.2   The Coefficients of the Contemporaneous Variables  
After six months of inflation targeting, the inflation rate in 1998 dropped to 2.7 per cent 
(from 159.6 per cent in 1997) and growth rate rose to 5.3 per cent (1.7 per cent in 1997).  
Following good economic achievements during 1998, from January 1999 the NBT 
started to gradually decrease the nominal interest rate by focusing more on other 
instruments (policies) such as money supply and exchange rate.   
Following Sims and Zha (2002) and Maliszewski (2003) for the estimation of short-run 
parameters, a limited time-variation in coefficients of the model is used in order to 
observe changes in monetary policy design and inflation targeting.  The subsequent 
sample for the short-run model is also analysed to see the level of inconsistency of 
coefficients.  Table 6a and 6b (in Appendix) presents estimated coefficients of the 
contemporaneous (short-run) endogenous variables (matrix B).  Note that the likelihood 
ratio (LR) test statistics for the null hypothesis of over-identifying restrictions are 2.07 
and 5.16.  Under the null hypothesis these statistics have a chi square distribution with 
three degrees of freedom.  Thus the identified restrictions cannot be rejected at any 
reasonable significance level. 
The estimation results indicate that the sign and significance levels of the coefficients of 
the contemporaneous variables vary during the two analysed periods except for the 
nominal exchange rate and real output.  Additional estimations show that only a change 
in the exchange rate policy could contemporaneously change the inflation rate for the 
whole sample, while monetary innovations do affect the level of prices 
contemporaneously, it is not as much as they affect exchange rate.  However the effects 
of money supply (M1) and nominal interest rate on prices are only significant in the first 
estimation. 
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Overall, from the above estimated results, it can be concluded that in the short-run 
restriction model the exchange rate and monetary policy have more effects on the 
variation of prices than real output. 
4.3  The Long-run Restrictions Model 
For measuring the permanent effects of monetary and exchange rate shocks on real 
sector variables in a transitional economy, I apply the long-run restriction SVAR model.  
Table 7 (in Appendix) presents the result of the long-run structural VAR model (matrix 
c).  The LR test statistic for the null hypothesis of the overidentifying restrictions is 2.26 
and under the null hypothesis this statistic has a chi square distribution with one degree 
of freedom.  Therefore the identified restrictions cannot be rejected at any level of 
significance. 
The long-run SVAR model estimation shows the permanent effect of monetary and 
exchange rate policies on inflation, as well as the contribution of real output to price 
level.  The obtained coefficients are statistically significant at estimated lags.  When 
compared to the short run the real GDP in the long run provides a clear effect on prices 
and is relevant to the theory that increases in output growth will decrease prices in the 
long run.  Despite having low coefficients the monetary policy instruments have 
contributed significantly to a changing inflation rate in the long-run model.  However, 
the highest predictive influence for prices in the long run is the coefficient from the 
nominal exchange rate.  With respect to the growth rate targeting the estimated long-run 
model reveals that monetary innovations have greater effects than exchange rate.  The 
result shows that NBT interest rate and money supply (M1) have contributed 
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substantially to output growth in the long run.  Local currency depreciation has 
negatively influenced and diminished the growth of real GDP in the long-run restricted 
model.  This implies that the NBT has been implementing better monetary policy 
instruments for inflation and growth rate targeting, and permitting a managed float for 
the exchange rate.  Overall, the monetary and exchange rate shocks have influenced the 
real sector of the economy (price level and real output), but their contribution to 
variation of real output is high, which is different from the short-run restriction model.   
4.4   Stability and LM tests 
For the condition of stability of the VAR / SVAR models the stability of models was 
measured to find out whether eigenvalues in this model lie within the unit circle and how 
VAR / SVAR model satisfies stability conditions.  The results in Table 8 (Appendix) 
shows that all the eigenvalues of the short-run and long-run restrictions model lie inside 
the unit circle, which tells us that structural VAR satisfies stability conditions. 
 
The Lagrange multiplier (LM) test is conducted to see that disturbances are not 
autocorrelated in post analysis of VAR and SVAR models (Johansen, 1995).  One of the 
assumptions upon which inference and post analysis after VAR and SVAR are predicted 
is that the errors is not autocorrelated.  The obtained LM statistics for residual 
autocorrelation after the structural VAR model show that there is no autocorrelation at 
tested lag order 1 or 2, since we cannot reject the null hypothesis, this test does not 
provide any hint of model misspecification.  The above test results are summarised in 
Table 9 (in Appendix). 
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4.5  Impulse Response Analysis   7
The impulse response analysis describes how innovations (shocks) to one variable affect 
another variable after a given period of time.  Sims’ (1980) Cholesky decomposition is 
one method to identify the impulse-response functions in a VAR model.  Hence, the 
Cholesky decomposition identification method corresponds to structural VAR.  
However the aim of the structural VAR is to apply economic theory (rather than 
Cholesky decomposition) to better obtain the structural innovations from the residuals eit 
(Enders 1995).  As we are estimating the short-run and long-run restrictions of the 
structural VAR model, apart from using orthogonalised IRF it is necessary to observe n 
(structural) impulse response functions for each independent shock for better analysing 
estimated models.  The orthogonalised (Cholesky) and structural impulse response 
analyses only include results for model b and model c for 12 periods ahead of the real 
sector variables (prices and real GDP) and some monetary variables that normally allow 
for a sensible economic interpretation.  The estimated orthogonalised and structural IRF 
for both short-run and long-run restriction SVAR models is presented in Figure 2 (in 
Appendix). 
The graphs reveal that the shapes of the functions are very similar over the two models.  
Further, graphs illuminate only one main difference over the two models. In model b, the 
estimated orthogonalised and structural IRF move alongside each other almost in all 
graphs.  In model c there is a gap between orthogonalised and structural IRF, which 
means that short-run and long-run restriction models of estimated SVAR could show 
                                                          
7 According to Amisano and Giannini (1997) there is one key difference between long-run and short-run 
restriction SVAR models.  In the short-run model, the constraints are applied directly to the parameters in 
the A and B matrices.  However, in the long-run model, the constraints are imposed on functions of the 
estimated VAR (p) parameters.  Estimation and inference of the parameters in C is straightforward, 
obtaining the asymptotic standard errors of the SIRF needs untenable assumptions.  For this reason, varirf 
estimates only bootstrapped standard errors for the long-run SVAR model (Stata (8.2), 2004). 
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different effects (impulse-response) of estimated variables.  Notice that the shape of the 
orthogonalised IRF is about the same in both models. 
According to Figure 2(a), model b indicates that a positive shock to nominal exchange 
rate causes an increase in prices and the effect decreases after 8 periods.  In contrast to 
model b, in the model c graph the initial effect value is lower and it implies that price 
response to NER innovations is high in the short-run, which means that the NBT’s 
floating-managed exchange rate policy has contributed significantly to falling inflation 
rates.  In 2(b) the structural response of prices to NIR captures a positive and negative 
shock effect in model b and model c respectively.  It implies that changes in NBT 
nominal interest rate contemporaneously has a positive effect on prices but in the long-
run model price responds negatively.  Figure 2(c) shows that M1 shocks in both models 
have almost the same effect and it is clear that prices are affected significantly only 
between the second and third periods.  However, the effect slowly dies out.  In Figure 
2(d) prices respond contemporaneously to real output innovations, and a negative shock 
to real output causes prices to vary for about 8 periods with some significant points.  
Graph 2(e) is of the orthogonalised and structural impulse-response function from the 
shocks to prices and response of prices.  We see that the identification restrictions 
applied in model b and model c imply that a positive shock to prices causes prices to 
increase for a very short time and the effects slow for about 10 periods, after which the 
effect dissipates. 
Real output growth targeting was identified as the key issue of Tajikistan’s 
macroeconomic stability program, which was implemented by the IMF, WB and 
Government.  Therefore in terms of real output responses to monetary and exchange 
rate innovations, as well as to price and its own disturbances, we examine Figure 2(f)-(j).  
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Starting from Graph 2(f), nominal exchange rate shock does not have a 
contemporaneous effect on real output.  Consequently initial value is equal to zero. 
However the effects change gradually.  Even a negative shock to NER in model b 
appears only after the first periods while it immediately appears in model c, and 
innovations have significant impact on real output growth, which implies that the NBT’s 
exchange rate policy has contributed to real GDP growth during the period 1997 to 
2003.  Nevertheless the NBT’s nominal interest rate, Figure 2(g), does have a 
contemporaneous effect on real output, and a positive shock to NIR in model b 
significantly persists only for the first two periods, though in model c a high positive 
shock affects real output significantly for about 10 periods.  In 2(h), real output 
contemporaneously responds to money supply but only a positive shock has a significant 
effect between periods 2 and 3.  But in the same graph (model c), a positive shock to M1 
affects real output significantly for about 8 periods.  A high positive shock effect of 
prices to real output is shown in model c, Graph 2(i), and after 2 periods the effects 
become negative.  While in the short-run restrictions model output does not respond 
immediately to price shock.  Similarly Graph 2(e) to 2(j) shows a structural impulse-
response function from the innovations to output to itself.  The main difference is that in 
model b the initial effect of structural shock is greater than in model c.  It also implies 
that a positive shock to real output causes the country’s real output to increase rapidly in 
the short run and the effects are only minimised in the long-run period.  
In terms of monetary and exchange rate analysis, Figure 2(k) indicates that the 
identification restrictions used in model b and model c, imply that a positive shock to 
NER first causes increases in money supply, then decreases, and then increases, and so 
on, with effects getting smaller in both models.  The money supply (M1) responds 
quickly to the nominal interest rate shocks in model c but a contemporaneous effect, 
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which we see in model b, does not exist.  Figure 2(m) shows how the innovations to local 
currency depreciation affect the NBT’s interest rate.  Immediate positive shocks in the 
models became smoother simultaneously, however in model c, nominal interest rate 
responds significantly during the periods estimated.  Similar to what is shown in Graphs 
2(e) and 2(j) the structural impulse-response function from the innovations to monetary 
and exchange rate policies captures positive shocks in both models.  The main difference 
between models is that in the short run the initial effect of the shocks is high.   
Analysing the structural impulse response function for the above models of Tajikistan’s 
economy we can conclude that the inflation targeting responses of prices to monetary 
and exchange rate innovations are different in the two models.  First, the response of 
prices to the nominal interest rate shocks is positive in model b and negative in model c, 
which means that raising the NBT’s nominal interest rate contemporaneously does not 
affect rising prices but it has a significant impact to decrease prices in the long run.  
Second, the effect of money supply innovations to price level is smaller in the long run, 
while the effects in the short-run model are high.  This implies that increasing money 
supply (especially the amount of credit given to the private and public sectors) has an 
effect on rising prices in the short run, but had a very slow effect in the long run.  As 
analyses show, and also based on the monetary and transitional situation of the Tajik 
economy over the past years, it is most likely that long-run M1 has more influence on the 
growth rate than prices.  Finally, price responds strongly to the nominal exchange rate 
innovations in both the short-run and the long-run restriction models, which again 
proves that fluctuation of prices during these years is mostly related to variation in the 
nominal exchange rate and stability of the national currency.  
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Overall, the structural impulse-response analyses show that the effect of monetary and 
exchange rate innovations is high in the contemporaneous model.  These analyses 
suggest that better performing monetary and exchange rate policies, in particular money 
supply, interest rate and nominal exchange rate, are the best instruments for any 
transitional developing economy as it seeks to lower inflation.  
4.6  Forecast Error Variance Decomposition  Analysis 
The Forecast Error Variance Decomposition (FEVD/SFEVD) method gives 
information about dynamic relationships among jointly analysed VAR and SVAR system 
variables.  One more measure of the effect of the innovations in variable n on variable j is 
the forecast error variance decomposition (FEVD).  This method, which is also known 
as innovation accounting, measures the fraction of the error in forecasting variable j, 
after some period, that is due to the uncorrelated innovations in variable n.   
The FEVD and structural FEVD for the short-run and long-run restricted parameter 
SVAR models are shown in Figure 3 (in Appendix) of the real sector (prices and real 
GDP) and monetary variables.  They support the results implied by impulse response 
analysis. There is a significant difference between model b and model c of the structural 
forecast error variances (SFEVD), but a minor difference can be seen between the two 
models’ forecast error variances (Cholesky’s and the short-run restriction models).  
It can be seen in Figure 3(a)-3(e) that in the present model the forecast error variance 
(FEVD/SFEVD) of the price depreciation series in the short-run restriction model 
(model b) is mainly determined by nominal exchange rate shock, its own shocks, and to 
some extent by interest rate, money supply and real output shocks.  In other words, for 
model b at the 12 periods horizon, around 48 per cent of the variance in prices is 
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accounted for by price shocks while around 42 per cent results from currency 
depreciation shocks.  The interest rate, money supply and real output contain the 
remaining 10 per cent of predictive information about prices.  However in the long-run 
restriction model (model c), the predictive power of exchange rate, money supply, real 
output and its own innovations on prices are low, except for the structural fraction of 
mean squared error (MSE) due to nominal interest rate.  The predictive power of NER 
on prices declines to 36 per cent, while only 30 per cent of the variance in prices is 
captured by price shocks.  In the long-run restriction model the contribution of nominal 
interest rate innovations to price variation increases to 28 per cent over 12 periods.  The 
proportion of variance in prices attributable to money supply and real output innovations 
decreases further because most of the variation in prices is due to currency depreciation 
shocks.  
Figures 3(f)-3(j) show how the monetary and exchange rate innovations have predictive 
power on real output variances in these models.  First, the Cholesky forecast error 
variance decomposition (FEVD) for both models has the same shape and almost similar 
level of variances in real output.  Although the structural FEVD are different between 
the two models they give further illumination to the relationships among the real sector 
(output, price) and monetary (money supply, interest rate and nominal exchange rate) 
variables.  In model b, at all time horizons, exactly 60 per cent of the variance in real 
output is explained by its own innovations while nominal exchange rate explains about 
28 per cent, nominal interest rate explains about 7 per cent and only 5 per cent of output 
variances is accounted for by money supply and price shocks.  In the long-run restriction 
model (model c), only 20 per cent of the variance in real output is accounted for by its 
own shocks, about 32 per cent is accounted for by NER, 30 per cent by NIR, 12 per cent 
by money supply and only 6 per cent by price innovations.  These results are consistent 
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with the evidence from the structural impulse response functions, showing that the link 
between prices and real output is not robust.  
The SFEVD analysis suggests that exchange rate innovations account for price 
fluctuations in the short run (model b) more than monetary innovations, but in the long-
run restriction model (model c) the monetary innovations (in particular nominal interest 
rate) account more for price variances.  This implies that better management of monetary 
and exchange rate policies, in particular nominal exchange rate, interest rate and, to some 
extent, the money supply, are the best instruments for inflation and growth targeting for 
transitional developing countries.  
5  Conclusion 
Tajikistan has experienced an enormous increase in its inflation rate and decline in real 
output growth over the last decades.  However, as a result of the successful 
implementation of monetary and exchange rate policies aimed at achieving low inflation 
and strengthening the balance of payments, in the late 1990s and the last four years (2000 
to 2003) the inflation rate has dropped and real GDP growth has risen significantly.  The 
NBT’s stable monetary environment has also supported increased domestic investment, 
which in turn is the key factor for rapid growth.  
This research analyses the effect of monetary and exchanges rate policy innovations as a 
source of considerable change in inflation and real output in Tajikistan.  Given these 
sharp changes in the macroeconomic performance of Tajikistan we need a framework to 
evaluate the conduct of macroeconomic policy.  This research provides such a 
framework in the shape of an SVAR model and is the first to do so for Tajikistan.  Our 
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main interest has been to investigate how certain shocks affect inflation targeting and to 
examine the effect of monetary and exchange rate policy innovations on the country’s 
real sector economy, in particular on the change of prices and real output.  Using 
monthly macroeconomic data, an SVAR model is constructed, which includes data for 
Tajikistan’s transition period, between 1996 and 2003.    
The reduced form VAR, followed by a short-run and long-run restriction SVAR model, 
allows identification of monetary and exchange rates policy innovations with a consistent 
dynamic response of key macroeconomic variables.  The dynamics of the estimation 
models are presented by analysis of structural impulse response functions and the 
structural forecast error variance decomposition.  
The coefficients of the short-run restriction model reveal that exchange rate policy 
innovations are more effective than monetary policy innovations on the inflation 
targeting process in Tajikistan.  The monetary and exchange rate innovations have 
influenced the real sector variables, in particular price level and real output in the long-
run restriction model.  Impulse response analyses for the above models show that the 
inflation targeting responses of prices to monetary and exchange rate shocks are different 
in the two models.  The response of prices to the nominal interest rate shocks is positive 
in the short-run and negative in the long-run restriction models.  The effect of money 
supply innovations on price level is high in the short run.  The price response to nominal 
exchange rate innovations is high in both models.  The SFEVD analysis suggests that 
exchange rate innovations account for price fluctuations in the short run (model b) more 
than monetary innovations.  However in the long-run restriction model (model c) the 
monetary innovations (in particular nominal interest rate) account more for price 
variances.  
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Overall our estimations show that monetary policy innovations are a more important 
cause of inflation variability in the short-run restriction model.  However the nominal 
exchange rate and price shocks account for the major predictive power of inflation 
variability in the short-run and the long-run restriction models.  On the other hand the 
importance of monetary and exchange rate innovations as causes of real output 
variability increases in the long-run restriction model.  The main difference between the 
short-run and long-run restrictions of the models is that in the short run monetary and 
exchange rate innovations have a greater impact on variation in inflation, while in the 
long run these policy innovations are more effective in enhancing growth.  Thus, the 
NBT’s monetary and exchange rate policies have contributed significantly in attaining 
low inflation and high real output of Tajikistan’s transitional economy between 1998 and 
2003.  
Illuminating the response of prices and real output to monetary and exchange rate 
innovations is certainly the key objective of this research.  Hence the inclusion of 
monetary sector innovations into the structural VAR model and analysing short-run and 
long-run restrictions, as well as the dynamic analysis of SIRF and SFEVD, help us to 
understand the transmission process of Tajikistan’s monetary and exchange rate policies.  
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Appendix (Methodology): 
 
 
Introduction to Vector Autoregressions (VAR)  
 
VAR estimates the parameters in vector autoregressive models. A VAR (p) is a model in 
which N variables are specified as linear functions of p of their own lags, p lags of the 
other N-1 variables, and possibly additional exogenous variables. Algebraically, a p-th 
order vector autoregressive model with exogenous variables Xt is given by 
{ }∞∞−∈+ΒΧ+ΥΑ++ΥΑ+=Υ −− ,,11 tettptpt "ν        
= (ywhere Yt 1t,…, ykt)´ is a N×1 random vector, the Ai are fixed N×N matrices of 
parameters, Xt is an M×1 vector of exogenous variables, B is a N×M matrix of 
coefficients, ν  is a N×1 vector of fixed parameters, and et is assumed to be white noise; 
that is E(e ( ) Ξ′t) = 0,  =Ε ,  and  E(ettee t,et´) = 0 for t≠s. 
There are N N×p + N (M+1) parameters in the functional form for y× × t, and there are 
{N× (N+1)}/2 parameters in the covariance matrix Ξ . 
Reduced form of VAR 
As Amisano and Giannini (1997) show, the first stage of structural VAR analysis could 
come to an end with an estimate of the parameters of an unrestricted reduced form such 
as: 
( ) ( ) Ξ=′Ε=Α tttt eeeyL ,  
The matrix Ξ is the variance/covariance of the estimated residuals, et, of the standard 
VAR.                                                                                                       
Short-run Restriction SVAR Model 
A short-run SVAR model with only endogenous variables can be written as: 
( ) tttppn eyLLLL εΒ=Α=Α−−Α−Α−Α−ΙΑ …33221  ,              (1A) 
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=1,…p are n×n matrices of parameters, ewhere L is the lag operator, A, B, and Ai   i t  is an 
n×1 vector of innovations (disturbances) with e [ ] nst ee 0=′Ξ~N(0, Σ ) and t  for all s≠t, 
and εt is an n×1 vector of uncorrelated shocks, which means that εt ~N(0, I  ) and  n
[ ] nst 0=′Ξ εε  for all s≠t.  
So it can be shown as: 
tptpttt yyyy εΒ+ΑΑ++ΑΑ+ΑΑ=Α −−− …2211  ,                         (2A) 
The matrices A and B are assumed to be invertible and εt is an n×1 vector of structural 
shocks with covariance matrix ( ) Ω=′Ξ ttεε .  This includes all models considered by 
Amisano and Giannini (1997). 
 
The dynamic effect of the structural disturbances is analysed by taking into consideration 
the moving average representation:  
( ) ttttt eLeeey φφφ ≡+++= −− …2211  
( ) tttt L εϕεφεφε =+ΒΑ+ΒΑ+ΒΑ= −−−−− …2121111      
where  and ( ) ( ) 1−Α= LLφ ( ) ( ) .11 ΒΑΑ= −−LLϕ  
Using (1A) it is straightforward to define the short-run model of analysing the dynamics 
of the system, in terms of a change to a parameter of εt in the model.  In equation (1A) 
there is the assumption that Psr=A-1B, where Psr is the P matrix identified by a particular 
short-term SVAR model2.  Thus the final equality in equation (1A) indicates that:   
Β′′Β=Α′′Α tttt ee εε  ,                   (3A) 
srsr Ρ′Ρ=∑After taking the expectation from both sides (3A) changes to . 
If the underlying VAR is stable, then it is easy to transform (1A) to the form: 
∑ −Ω+= stsrsty εδ   ,                  (4A) 
which is called an infinite-order moving average representation. The yt  is shown in terms 
of the jointly uncorrelated, identity-variance structural shocks εt.  The Ω srs  includes the 
structural impulse-response functions at range s.  Notice that in order to identify the 
parameters, restrictions on the parameter matrices A, B, A , and Ω are required. , . . . , Ai p
Long-run SVAR Model 
For estimating the long-run SVAR model it is easy to recall a general short-term SVAR 
model form equation (2A) and simplify the notation: 
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 ( )ppn LLL Α−−Α−Α−Α−ΙΑ …33221   ,               (5A) 
Since the model is assumed to be stable constraining A to be the identity matrix allows 
rewriting of this equation as 
tty εΒΑ= −1  
where A-1 is the matrix of the estimated long-run model that can identify effects of the 
reduced form VAR shocks, since A is set to an identity matrix, ∑ . Β ′Β=
 
ΒΑ= −1CHence,  is the matrix of long-run responses to the uncorrelated disturbances, 
and   
tt Cy ε=   
The long-run restrictions allow for the recovery of the underlying structural disturbances, 
which can be used to get the impulse-response functions and the variance decomposition 
to analyse the dynamic responses of the variables to the different shocks.  
 
As in the short–run model, the Plr matrix identifies the structural impulse-response 
functions. Notice that Plr =C and, where the constraints are placed on the parameters in 
C, free parameters are estimated.  Also there are n2 parameters in C, and the order 
condition for identification requires that there be at least n2-n(n+1)/2 restrictions 
imposed on those parameters (Amisano and Giannini, 1997). 
Impulse-Response Functions (IRF) 
Initially the IRF technique was introduced in VAR modelling by Sims (1980).  The IRF is 
an illustrative method representing the response of each variable to shocks in the 
different equations of the VAR system. Sims (1980) also noticed that shocks must be 
uncorrelated.  In the SVAR model, as soon as a structure is identified and estimated, then 
n impulse response functions for each independent shock need to be observed. 
 
Stock and Watson (2001), and Cristiano et al. (1998) used IRF to investigate the 
monetary policy shocks effect on other macroeconomic variables.   
Consider a VAR (p) with endogenous variables only: 
 
tptpttt yyy εν +Α++Α+Α+=Υ −−− "2211   ,                 (6A) 
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Here the VAR (p) represents the variables in yt as functions of its own lags and serially 
uncorrelated disturbances εt.  The most direct way to see how the disturbances affect the 
variables in yt after, for example some periods, is to re-write the model in its moving 
average form, as: 
∑∞
=
−Φ+=Υ
0i
itit εδ           (7A) 
where δ is the n 1 time-invariant mean of y× t and  Φ =  ⎪⎩
⎪⎨
⎧
…=
=
∑ = = 1,2,3,i if        Aj 
   0i if              In        
1 1
i
j i
φ
here the simple impulse-response functions and the j,n element of Φi give the effect of a 
one-time unit increase in the n-th element of εt on the j-th element of yt after some i 
periods, holding everything else constant. 
 
Usually the SVAR approach integrates the need to identify the casual IRF into the model 
estimation process.  Sufficient identification restrictions can be obtained by placing either 
short-term or long-term restrictions on the model (Amisano and Giannini, 1997).  The 
easiest way is to begin with the SR restrictions. So, the (6A) can be rewritten as:  
tptptt yy εν =Α−−Α−−Υ −− …11    ,                           (8A) 
 
And the SR SVAR model can be written as: 
( ) ttptptt eyy εν Β=Α=Α−−Α−−ΥΑ −− …11    ,            (9A) 
 
Where A and B are n×n nonsingular matrices of parameters to be estimated and εt is an 
nx1 vector of shocks with εt∼N(0,I ), and Ξ[εn tε ′]=0s n for all s≠t.   
Forecast Error Variance Decomposition (FEVD)  
Sims (1980) first introduced the FEVD method, and since that time FEVD methods 
have been applied in a large number of SVAR studies, such as in Bernanke (1986), 
Blanchard (1989), Blanchard and Quah (1989), Shapiro and Watson (1988), and a 
significant study by Lutkepohl (1990, 1993), including some results on the estimation of 
FEVD coefficients and their asymptotic distribution.  
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Following Lutkepohl (1993), the h-step forecast error is shown as: 
 
( ) ∑−
=
−++ Φ=−Υ
1
0
ˆ
h
i
ihtitht hy ε    ,                                (10A) 
                          
where y  is the value observed at time t=h and  ŷt+h t(h) is the h-step ahead predicted value 
for yt+h that was made at time t.  
 
As the ε are contemporaneouslyt  correlated, their distinct contribution to the forecast 
error cannot be ascertained.  However, if P is going to be chosen and Σ = PP′, then it is 
possible to orthogonalise the εt into Γ -1 εt= P t.  On this basis, (10A) can be written as: 
    
( ) ihth
i
itht hy −+
−−
=
+ ΡΡΦ=−Υ ∑ ε11
0
ˆ  
              
                             ,                         (11A) ∑−
=
−+ΓΩ=
1
0
h
i
ihti
 
As the forecast errors can be written in terms of the uncorrelated errors, it follows that 
the forecast-error variance can be written in terms of the uncorrelated error variances 
too.  The FEVD measures the fraction of the total forecast-error variance that is caused 
by each of the uncorrelated shocks or disturbances. 
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Appendix (Tables and Figures): 
Table 1  Restrictions on parameters of the B matrix 
 Monetary sector Real sector 
Variables NER NIR M1 GDP Price 
NER 1 0 0 0 0 
NIR 0 1 0 0 0 
M1 b 0 1 0 0 0
b 1 0 GDP 0 b2 4
b b b 1 Price b1 3 5 6
Table 2  Restrictions on long run parameters of C matrix 
 Monetary sector Real sector 
Variables NER NIR M1 GDP Price 
NER c 0 0 0 0 0
NIR c c 0 0 0 1 5
M1 c 0 c 0 0 2 8
c c c 0 GDP c3 6 9 11
c c c cPrice c4 7 10 12 13
 
Table 3  Unit root tests of variables 
Variables ADF test for I(0) PP test for I(0) Critical value at 1% Critical value at 5% 
     
NER -10.82 -10.76 -3.52 -2.89 
NIR -6.68 -7.11 -3.52 -2.89 
M1 -11.16 -11.13 -3.52 -2.89 
GDP -11.15 -11.12 -3.52 -2.89 
Price -5.56 -5.41 -3.52 -2.89 
  
Note: ADF and PP are Augmented Dickey Fuller and Phillips-Perron tests for stationary of the 
          monthly data variables. 
Source:  Author’s own calculation 
 
Table 4  Selection order criteria of VAR/SVAR model 
Lag LL LR FPE AIC HGIC SBIC 
       
0 272.81  2.8e-09 -5.53 -4.79 -3.70 
1 433.49 321.36 8.4e-11 -9.05 -8.02* -6.46* 
2 468.74 70.501* 6.7e-11* -9.32* -7.98 -5.97 
Note:  The asterisk shows the optimal lag length suggested by each criterion 
Source:  Author’s own calculation 
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Table 5  Reduced form VAR results for NER, NIR, M 1, GDP and Price. 
Coefficient Z  P>⎮z⎮ 
   LNER 
LNER    
             L1 0.067 0.46 0.644 
             L2 0.261 1.98 0.048 
LNIR     
             L1 0.112 2.94 0.003 
             L2 -0.086 -2.28 0.023 
LM1    
             L1 0.120 1.24 0.214 
             L2 0.141 1.44 0.150 
LGDP    
             L1  -0.024 -3.67 0.000 
0.026              L2 0.014 2.23 
 LPrice   
0.130              L1 0.245 1.52 
0.115              L2 -0.246 -1.58 
    
   LNIR 
 LNER     
0.289              L1 0.470 1.06 
0.441              L2 -0.311 -0.77 
 LNIR    
0.000              L1 1.078 9.25 
0.221              L2 -0.142 -1.22 
 LM1   
0.232              L1 0.355 1.20 
0.162              L2 0.419 1.40 
 LGDP   
0.495              L1  -0.013 -0.68 
0.779              L2 0.005 0.28 
 LPrice   
0.345              L1 -0.469 -0.95 
0.627              L2 -0.232 -0.49 
    
   L M 1 
 LNER     
0.826              L1 0.033 0.22 
0.130              L2 -0.209 -1.51 
 LNIR    
0.045              L1 0.079 2.01 
0.050              L2 -0.078 -1.96 
 LM1   
0.306              L1 -0.104 -1.02 
0.292              L2 0.108 1.05 
 LGDP   
0.019              L1  0.016 2.35 
0.302              L2 -0.007 -1.03 
 LPrice   
0.055              L1 -0.326 -1.92 
0.002              L2 0.508 3.11 
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Table 5 (Continue) 
Coefficient Z  P>⎮z⎮ 
LGDP    
  LNER    
0.442  0.77              L1 1.754 
0.022 -2.28              L2 -4.756 
  LNIR   
0.361  0.91              L1 0.548 
0.296 -1.04              L2 -0.624 
  LM1  
0.277 1.09              L1 1.661 
0.014 2.45              L2 3.793 
  LGDP  
0.000 3.54              L1  0.368 
0.004 2.86              L2 0.286 
  LPrice  
0.455 -0.75              L1 -1.909 
0.156 -1.42              L2 -3.484 
    
LPrice     
  LNER    
0.809 0.24              L1  0.0386 
0.093 1.68              L2 0.245 
  LNIR   
0.310 1.02              L1  0.0427 
0.306 -1.02              L2 -0.0428 
  LM1  
0.043 2.02              L1 0.217 
0.276 1.09              L2 0.118 
  LGDP  
0.978 0.03              L1   0.0002 
0.333 -0.97              L2 -0.0068 
  LPrice  
0.015 2.44              L1 0.436 
0.918 -0.10              L2 -0.0178 
   Log likelihood   = 468.741 
-11    FPE                   = 6.71x10
   AIC                   = -9.318 
Number observations = 77 
Source:  Author’s own calculation 
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Table 6(a)  The estimated coefficients of the contemporaneous variables  
 NER NIR M1 GDP Price 
      
NER 1 0 0 0 0 
      
NIR 0 1 0 0 0 
      
M1 0.47 (1.99)** 0 1 0 0 
      
GDP 0 0.39 (1.48) -5.95 (-2.11)** 1 0 
      
Price 8.62 (4.01)* -0.89 (-2.30)** 2.62 (3.68)* -0.86 (-2.69)* 1 
Test for Over-identification Restrictions: Chi2 (3)=2.069 Prob>chi2=0.558  
Source:  Author’s own calculation 
 
Table 6(b)  The estimated coefficients of the short-run variables 
 NER NIR M1 GDP Price 
      
NER 1 0 0 0 0 
      
NIR 0 1 0 0 0 
      
M1 0.023 (0.18) 0 1 0 0 
      
GDP 0 0.16 (1.20) 0.002 (0.01) 1 0 
      
Price 0.74 (4.59)* 0.11 (0.85) -0.16 (-1.23) 0.26 (1.96)** 1 
Test for Over-identification Restrictions: Chi2 (3)=5.161  Prob>chi2=0.160  
Note: the asterisks *, ** denote significant level at 1 and 5 per cent, respectively. 
Source:  Author’s own calculation. 
 
Table 7  The estimated coefficients of the long-run parameter restrictions 
NER NIR M1 GDP Price  
NER 0.096 (12.41)* 0 0 0 0 
 
NIR 0.65 (4.05)* 1.33 (12.41)* 0 0 0 
 
M1 -0.013 (-2.47)** 0 0.045 (12.41)* 0 0 
 
GDP -2.99 (-8.85)* 1.09 (6.09)* 1.13 (6.26)* 1.37 (12.41)* 0 
 
Price 0.102 (8.82)* -.052 (-7.6)* 0.011 (2.02)** -0.019 (-3.71)* 0.043(12.41)* 
 
Test for Over-identification Restrictions: Chi2 (1)=2.263  Prob>chi2=0.133   
Note:  *, ** denote significant level at 1 and 5 per cent, respectively. 
Source:  Author’s own calculation. 
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Table 8  Stability tests* 
Eigenvalue stability condition 
               Eigenvalue Modulus 
  0.8995443       +     0.03718112i 0.900312 
  0.8995443        -     0.03718112i 0.900312 
- 0.5182567       +     0.4519884i 0.687665 
- 0.5182567        -     0.4519884i 0.687665 
  0.6365048 0.636505 
- 0.4675131 0.467513 
  0.4661241 0.466124 
  0.102717          +     0.3241779i 0.340062 
  0.102717           -     0.3241779i 0.340062 
  0.241865 0.241865 
* Lütkepohl (1993) and Hamilton (1994) show that if the modulus of each eigenvalue of the matrix A is 
strictly less than one, than estimated VAR (p) is stable.  Since the modulus of each of the eigenvalues is 
strictly less than one, the above estimates satisfy the eigenvalue stability conditions. 
Source:  Author’s own calculation 
 
Table 9  Lagrange-multiplier test 
Lag  Chi2                      df                        P    
  
1 25.1434                  25                    0.45436 
2 33.8585                  25                    0.11097 
 
H0: no autocorrelation at lag order. 
Source:  Author’s own calculation 
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Figure 2  Orthogonalised and structural IRF for the short-run and long-run 
                 restriction models  
 
 
a) Response of price to NER shocks 
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b) Response of price to NIR shocks 
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c) Response of price to M1 shocks 
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d) Response of price to real output shocks 
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e) Response of prices to their own shocks 
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f) Response of real output to NER shocks 
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g) Response of real output to NIR shocks 
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h) Response of real output to M1 shocks 
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i) Response of real output to price shocks 
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j) Response of real output to their own shocks 
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k) Response of M1 to NER shocks 
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l) Response of M1 to NIR shocks 
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m) Response of NIR to NER shocks 
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n) Response of M1 to its own shocks 
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o) Response of NIR to their own shocks 
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p) Response of NER to their own shocks 
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 Figure 3  Cholesky and structural FEVD for the short-run and long-run 
                 restriction models 
a) Response of Price to NER shocks 
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b) Response of Price to NIR shocks 
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c) Response of Price to a money supply shocks 
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d) Response of Price to real output shocks 
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e) Response of Price to prices shocks 
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f) Response of output to NER shocks 
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g) Response of output to NIR shocks 
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h) Response of output to money supply shocks  
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i) Response of output to price shocks 
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j) Response of real output to its own shocks 
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k) Response of M1 to NER shocks 
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l) Response of M1 to NIR shocks 
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m) Response of NIR to NER shocks 
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n) Response of NER to its own shocks 
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o) Response of NIR to its own shocks 
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p) Response of M1 to its own shocks 
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