Introduction
The interaction between hydrothermal fluids and the rocks through which they migrate alters the earlier formed primary minerals and leads to the formation of secondary minerals, resulting in changes in physical and chemical properties of the system. These . processes have received increasing attention by investigators of hydrothermal alteration, and engineers concerned with geothermal energy . exploration and development.
Understanding reactive fluid flow and transport under a hydrothermal regime is a challenging task because of the complexity of multiphase fluid flow, water-gas-rock and fracture-matrix interaction mechanisms, difficulties dealing with the heterogeneous physical and chemical properties of the medium, and the highly nonlinear nature of mathematical equations governing these processes.
The traditional analysis approach of geochemical evolution and rock alteration involves separating fluid flow from chemical transport, using geochemical batch models such as those by Parkhurst et at. [1980] , Reed [1982] , Spycher and Reed [1989] , Watery [1992] , and Moller [1998] . However, the geochemical evolution in hydrothermal fractured rock systems occurs through a complex interplay of multi-phase fluid and heat flow, and chemical transport processes. Recently there has been a growing interest in combining these disciplines in order to simulate reactive chemical transport in porous media [Steefel and Lasaga, 1994; Friedly and Rubin, 1992; White, 1995; White and Christenson, 1998; and White and Mroczek, 1998 ].
Using this prior work as a foundation upon which to build, we consider the following processes in this study: (1) detailed fracture-matrix interaction for fluid, heat and chemical constituents; (2) gas phase participation in multiphase fluid flow and geochemical reactions; (3) the kinetics of fluid-rock chemical interaction, and (4) heat effects on thermophysical and chemical properties and processes, which include water and CO 2 partitioning between liquid and gas phases, temperature-dependent phase density and viscosity, and thermodynamic chemical equilibrium and kinetic rate constants. In prior studies, most investigators assume fluid-rock interactions involve local equilibrium [Friedly and Ruben, 1992; White, 1995; White and Christenson, 1998; and White and Mroczek, 1998 ]. This assumption is justified under certain conditions such as in the hot areas of the reservoir and where geologic time frames are involved, but is generally not valid under conditions of low temperatures and short time periods. Furthermore, multimineralic systems generally have a smaller surface area for a given mineral, a factor that favors disequilibrium behavior [Bolton et ai., 1999] .
The range of problems concerning the interaction of hydrothermal fluids with rocks is very broad. In the present study, we confine our attention to the evolution of geothermal fields associated with magmatic activity, such as are encountered in the Long Valley Caldera (LVC) , California [Sorey, 1985; White and Peterson, 1991; Kennedy, personal comm.] and in the Taupo Volcanic Zone, New Zealand [White and Christenson, 1998 ]. In the hydrothermal fluids in these areas, water vapor and CO 2 are the dominant gas phase constituents. The present study uses, as an example, water and gas chemistry data from the hydrothermal system in the LVC [Sorey, 1985; White and Peterson, 1991] , but it is not intended to be specific to any particular geothermal field site. The flow system studied in this paper is intended to capture realistic features of hydrothermal systems such as the L Vc. 3 To understand the intricate web of interactions of fluids, aqueous and gaseous chemical constituents, and rock forming minerals, we need a computational simulation tool that works like a key for unlocking the mysteries of natural geochemical systems. For this purpose, we first present TOUGHREACT, a comprehensive non-isothermal multiphase fluid flow and geochemical transport computer model which was developed by Xu and Pruess [1998] . If in the simulations it were possible to (a) achieve a realistic representation of all important physical· and chemical processes, and (b) utilize realistic hydrogeologic and chemical parameters for the hydrothermal system under study, then the outcome of the numerical simulations should match field observations. Because of numerous uncertainties and lack of sufficiently detailed characterization data, such an ambitious goal cannot be completely reached at present. In undertaking the simulations . presented in this paper, we were mindful of these limitations and have pursued more modest objectives. Our simulation should be thought or as a "numerical experiment" which permits a detailed view of the dynamical interplay between coupled hydrologic, thermal, and chemical processes, albeit in an approximate fashion. A critical evaluation and discussion of modeling results on their own terms can provide useful insight into process mechanisms. 4
Numerical method

Model description
Our present study is carried out by means of numerical simulations of nonisothermal reactive chemical transport using the TOUGHREACT model [Xu and Pruess, 1998; and Xu et ai., 1999b] . This model was developed by introducing reactive chemistry into the framework of the existing multi-phase fluid and heat flow code TOUGH2 [Pruess, 1991] . The flow and transport in geologic media are based on space discretization by means of integral finite differences [Narasimhan and Witherspoon, 1976 ]. An implicit time-weighting scheme is used for flow, transport, and geochemical reaction. TOUGHREACT uses a sequential iteration approach similar to Yeh and Tripathi [1991] , Walter et al. [1994], and Xuet al., [1999a] , which solves the transport and the reaction equations separately. The chemical transport equations are solved independently for each chemical component. The system of chemical reaction equations is solved on a grid-block basis by a Newton-Raphson iterative method similar to that of Parkhurst [1980] , Reed [1982] , and Wolery [1992] . Full details on numerical methods are given inXu and Pruess [1998] .
The model can be applied to one-, two-, or three-dimensional porous and fractured media with physical and chemical heterogeneity. The model can accommodate any number of chemical species present in liquid, gas and solid phases. A wide range of subsurface thermo-physical-chemical processes is considered. Major processes for fluid and heat flow are: (l) fluid flow in both liquid and gas phases occurs under pressure and 5 gravity forces; (2) capillary pressure effect for the liquid phase; (3) heat flow by conduction, convection and diffusion. Transport of aqueous and gaseous species by advection and molecular diffusion is considered in both liquid and gas phases. Aqueous chemical complexation and gas (C0 2 ) dissolution/exsolution are considered under the local equilibrium assumption. Mineral dissolution/precipitation can proceed either subject to local equilibrium or kinetic conditions. The equations used to model fluid and heat flow, chemical transport and reactions are given in Appendix 1.
Simplifying approximations
Temporal changes in porosity and permeability can modify fluid flow. For a "fully coupled" model of reactive fluid flow and transport, this "feedback" coupling is important [Raffensperger, 1996] . However, its inclusion results in a rather large computational penalty. This is the primary reason why we neglect effects of changes in porosity and permeability on fluid flow. Another reason arises from the complex relationship between porosity and permeability. The porosity-permeability correlation depends on many factors such as pore size distribution, pore shape, and connectivity [Verma and Pruess, 1988] . Because of the complexity of natural geologic media, a simple functional porosity-permeability relationship is most likely not realistically attainable [Raffensperger, 1996] . Thus, by neglecting porosity and permeability change, we obtain a steady-state flow condition, which greatly simplifies the problem and saves computing time, and makes it possible to consider the geochemistry in greater detail. Furthermore, in our modeling we monitor porosity change, which is calculated directly once mineral volume fractions have been determined, although we do not allow it to affect fluid flow. 6 Finally, neglecting the feedback effect of porosity and permeability changes on fluid flow is certainly justifiable for a limited time span, during which such changes remain small.
The modeling results presented later in this paper indicate that after 1000-year simulation, changes in porosity are less than 0.8 % (see Figure lOf) .
In the present work, the following are also neglected: (1) compaction and thermal mechanics, such as micro-fracturing by thermal stress and hydro-fracturing by thermal expansion of pore fluid; (2) the effect of chemical concentration changes on fluid thermophysical properties such as density and viscosity which are otherwise primarily dependent on pressure and temperature; (3) the enthalpy due to chemical reactions.
Conceptual model
The present simulation study is not specific to any site. However, some data such as reservoir conditions, and water and gas chemistry are taken from the hydrothermal system in Long Valley Caldera (LVC), a-450 km 2 elliptical depression located along the eastern front of the Sierra Nevada in east-central California [Sorey, 1985; White and Peterson, 1991; and Kennedy, personal comm.] . Many hot springs in and around LVC occur along north to northwest trending normal faults, and are derived from hydrothermal reservoirs. Hot water is transported upward along fault systems into shallow aquifers [Sorey, 1985; White and Peterson, 1991] . In these aquifers, the hydrothermal fluids mix with varying proportions of cold meteoric water before discharging in the hot springs.
The present LVC hydrothermal system has been active for perhaps 40, 000 years [Flexser, 1991] .
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For the sake of simplification and interpretation of results, we consider an idealized fractured rock with a set of plane, and parallel vertical fracture zones· (faults) of equal.
aperture (0.1 m) and spacing (3.5 m). Because of the symmetry of this fractured rock, only one column of matrix blocks needs to be modeled (Figure 1 ). We simulated a vertical column extending from the atmosphere (top boundary) through the fracturematrix system and extending to the hydrothermal reservoir (bottom boundary). The top atmosphere and bottom hydrothermal reservoir boundaries are modeled as constant pressure boundaries with properties shown in Figure 1 . At a depth of 87.5 m the rising hot water mixes with the shallow cold meteoric aquifer water. The cold water (11 °e) recharge is assumed to occur only in the fracture grid block at a rate of 3xlO-s kg/s, and is treated as a source term for fluid, heat and chemical constituents, the concentrations of which are given in Table 2 . The bottom reservoir is assigned the same medium thermo-physical properties as the fracture zone. The reservoir chemical composition is based on data reported by White and Peterson [1991] . The concentrations of major chemical species in samples at various wells are in general similar, and we arbitrarily choose data from well RDO-8 (Table 2) The caprock mineral composition is highly variable in geothermal reservoirs. For the purpose of our study, we chose an initial rock mineral assemblage as listed in Table 3 throughout the column, which is based on the studies carried out by Steefel and Lasaga [1994] and White and Christenson [1998] . The dissolution of the primary minerals proceeds subject to kinetic controls. The kinetic rate law used is given in Eq. A.l (in Appendix 1). The temperature-dependent kinetic rate constants are calculated from Eq.
A.2, and the required parameters, ~2S and E a , are also given in Table 3 . The initial specific surface areas given in Table 3 must be multiplied by the reactive surface area factor given in Table 1 for each different matrix grid zone, in order to take into account the fact that reactive surface areas may decrease from the fractures towards the interior of the rock matrix. With time, the surface areas change in complex ways. In this study, however, we simply relate the surface areas of the primary minerals at some time to the mineral volume fraction by,
, where A o ' and V f O are the initial surface area and volume fraction of a primary mineral, respectively. The precipitation of secondary 11 minerals (also given in Table 3 ) is represented using the same kinetic expression as that for dissolution. However, several aspects regarding precipitation are different, including nucleation, crystal growth and Ostwald ripening processes, as well as the calculation of the reactive surface area [Steefel and van Capellen, 1990] . To simplify the description of precipitation kinetics, a constant reactive surface area of 0.01 m 2 per one dm 3 (cubic decimeter) medium is used for the entire simulation time. Kinetic rates of precipitation depend on the activities of reactants supplied by dissolution. Because reactive surface areas cover a wide range of values, two additional runs were performed by changing the surface areas given in Table 3 , to analyze the sensitivity. The simulation is run for 1000 years. Initially, we limit the simulation only to fluid and heat flow until a steady-state is attained. Then we simulate chemical transport and fluid-rock interactions using the steady-state fluid and heat flow as the initial condition .. Modeling the transport of a chemically reactive multi-component fluid is computationally intensive, and requires that a balance be struck between fluid and chemical complexity and calculation time. The described two-step approach can significantly save on computational time and give a detailed description of geochemical evolution of the system. Despite our use of a two-step approach, our model is fully capable of simulating both flow and reactive transport at the same time. In addition, the interpretation of results is easier when flow is decoupled from reactive transport.
Although we only consider an idealized fractured rock, generally any fracture geometry can be considered by our model. Furthermore, we should point out that CO 2 consumed by mineral precipitation such as calcite is assumed not to affect its partial pressure and then Table 1 ) is almost water saturated due to high capillary suction effect, and therefore gas (water vapor and C02) access to the matrix is impeded. At a depth of 87.5 m, the matrix is highly saturated with water. This is because the fracture receives a lateral cold water recharge, some of which is immediately imbibed by the matrix, and the remaining fluid flows upward along the fracture. High liquid saturation close to the land surface is due to fluid cooling and heat loss to the atmosphere (13 °C).
The temperature distribution is quite uniform between fracture and matrix, because conduction is the dominant heat transfer process and the two media are almost homogeneous in terms of their thermal properties. Figure 3a gives a more detailed evolution along the vertical fracture zone. The liquid· saturation decreases slightly with increasing elevation until a depth of 87.5 m, where it increases dramatically due to the 14 cold water recharge, it then again decreases slightly, and finally liquid saturation increases at the top due to fluid and heat discharge to the land surface. The relative liquid flow rate (R t ) shown in Figure 3a , normalized to the total (fracture and matrix) land surface discharge (5.49xl0-5 kg/s), slightly decreases from the bottom like the liquid saturation.
After the cold water recharge RL dramatically increases from 24% to 87% . Finally 80% of the liquid discharge is from the narrow fracture at the land surface (16.4% from Ml).
Even though the mixing ratio of hot water to cold water is 1 :2.6 (by mass), the temperature decreases only slightly (from 178 to 162°C). This suggests that the rock matrix has a strong thermal buffering capability. In addition, nearly all of the total CO 2 output (2.46xlO-6 kg/s) discharges from the fracture. Figure 3b shows that temperature gradually falls with elevation, then drops suddenly when mixing with the cold water (11 °C) occurs. When close to the land surface, temperature decreases very rapidly due to heat loss to the atmosphere. Now we return to the fracture-matrix interaction profile (Figure 4a ). Above the cold water recharge horizon, the high liquid water flux goes to the matrix (Ml) from the fracture (F), and then immediately returns to the fracture at the upper grid. Closer to the land surface, liquid water again flows into the matrix. Liquid water flow in the matrix gradually decreases away from the fracture (Figure 4b ).
We turn our attention to the gas phase. Figure 5 shows the contour plots of total gas phase pressure (P g) and CO 2 partial pressure (P co 2 ). In general, P g gradually decreases from the bottom to the top. P C02 generally also decreases from the bottom to the top but a peak value appears after mixing with cold water. The sharp increase of 15 Pco 2 can be clearly seen from Figure 6a . This is because (1) gas saturation IS dramatically decreased due to the cold water recharge, (2) cooling and condensation causes CO 2 to become the dominant gas phase constituent, (3) CO 2 solubility in water has a minimum at 160°C [Battistelli et aI., 1997] , the temperature in the mixing zone, and (4) it is assumed the mixing occurs at one narrow location. Almost 100% of the gas flows through the fracture . Figure 6b shows that P C02 contributes approximately 13% to the gas phase pressure below the cold water horizon. Above that horizon, P cO 2 contributes 45% of the gas pressure. After a local minimum when P C02 decreases to 34%, the P C02 contribution to the gas phase increases, and at the land surface the gas phase is almost entirely made up of CO 2 . (Figure 9a ). This dissolution peak occurs because: (1) Si0 2 (aq), Na, and K concentrations in cold meteoric water (see Table   2 ) are lower, and (2) solubilities of minerals in the mixed water are much larger than in the cold water (the temperature of the mixture is approximately 160 °c, and cold water 11 °C). Unlike the other primary minerals, the bottom albite dissolution peak occurs in the matrix adjacent to the fracture instead of the fracture itself (Figure 8b) . A cross-section for dissolution at a depth of 252.5 m gives a more detailed insight (Figure 9b ). Maximum dissolution of albite at the bottom of the section occurs in matrix grid zone Ml. The other matrix grid zones (M2-M7) also display significant albite dissolution. In the fracture at this depth, however, albite precipitation occurs rather than dissolution. Albite precipitation in the fractures occurs from the bottom until 235 m depth (Figure 9a ). The precipitation is caused by a high Na concentration from the hot water that flows primarily though the fracture, and (2) the dissolved products in the rock matrix that are transported to the fracture zone. Muscovite precipitation is extensive, and decreases gradually from the fracture to the matrix interior. Paragonite and pyrophyllite precipitation occurs mostly along the fracture until the mixing horizon. Finally, some amorphous silica precipitates close to the land surface.
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The general picture of changes of porosity in the fracture-matrix system due to mineral dissolution and precipitation is presented in Figure lOf . An increasing porosity (from t=O) close to the heat source can be observed. The maximum increase in porosity appears in the matrix close to the fracture wall and not on the fracture walls. Figure lIb shows that a maximum increase in porosity occurs in M2 ,,"
--6------8 Estimates of field mineral dissolution and precipitation rates cover a wide range of values. Specific reactive surface areas may vary over several orders of magnitude depending on grain size, mineralogy, surface roughness, coatings, weathering, and biological effects [White and Peterson, 1990] . For the purpose of analyzing sensitivity, we performed two additional reactive transport simulations by increasing and decreasing the surface areas listed in Table 3 by one order of magnitude. The surface areas for the secondary minerals are changed by the same factors. The surface area evolution in natural geologic media is very complex, especially for multi-mineralic systems, which are not quantitatively described at this time. Nevertheless, this surface area sensitivity analysis gives some general understanding of its impact on the overall behavior of the system. Porosity changes are much more substantial especially in the matrix (compare Figure 12f to Figure 10f ) due to greater dissolution. Below 165 m depth, the porosity increases by about 2%. The porosity at the mixing horizon also increases by 2% (0.8% in the first simulation). The results obtained by decreasing the surface area by one order of magnitude, are presented in Figure 13 . Albite dissolution (Figure 13a ) occurs only in the matrix adjacent to the fracture wall and close to the heat source. The K-feldspar and anorthite dissolution patterns (Figure 13b and c) are generally similar to the previous two simulations but 27 much less dissolution occurs in the matrix. Calcite precipitation (Figure 13d ) appears mostly in the fracture. The kaolinite precipitation (Figure 13e ) pattern is similar to that in the first simulation. The porosity (Figure 13f ) increase in the fracture and close to the fracture is slightly greater than that in the first simulation, while in the matrix porosity increase is smaller than that in the first. This suggests that the reactive surface area reduction results in less mineral dissolution in the matrix, and more in the fracture. 
Discussion
The simulated calcite precipitation in the high temperature fracture region is consistent with field observations. For example, calcite is the dominant secondary mineral observed in well cuttings and cores from the LVC hydrothermal fields associated with magmatic activity [White and Peterson, 1991] . Calcite precipitation in a fracture may inhibit fluid flow and chemical transport, and stop fracture fluid and chemical exchange with the matrix. These effects are not considered in the present simulation.
Kaolinite precipitation occurs mostly in the lower temperature range, and concentrates around the mixing horizon. This pattern is similar to the LVC field observations reported by Flexser [1991] .
The simulated sharp increase of CO 2 partial pressure after mixing with cold water may be overestimated. This is because in natural hydrothermal systems cold water recharge occurs over a longer depth rather than one grid block (5 m depth) applied in the simulation. In reality, the partial pressure increase may be achieved gradually. In turn, this could affect mineral dissolution and precipitation patterns, and their peak values such as K-feldspar dissolution and kaolinite precipitation could be lower than the simulated values. Consequently, increase of porosity could be reduced. At the land surface, the gas phase is almost entirely made up of CO 2 in the simulation. The intensive CO 2 outflow is frequently observed in hydrothermal fields such as in the LVC [Kennedy, personal comm.] .
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Because of numerous uncertainties and approximations, numerical simulation results may not completely match field observations of water and gas compositions, and alteration of mineral assemblages. For example, the kinetics of heterogeneous reactions are scale and history-dependent, and cannot be reliably quantified. Reactive surface areas are notoriously uncertain and subject to poorly quantifiable phenomena such as armoring of mineral phases by others. Two-phase flow in fractured rock is affected by multi-scale heterogeneities; the lack of sufficiently detailed characterization data at the field site, as well as the enormous intrinsic variability of two-phase flow in fractures severely limit possibilities for a fully mechanistic description. Variations in water and gas chemistry data could considerably affect rock alteration patterns. Nevertheless, the "numerical experiments" give a detailed view of the dynamical interplay between coupled hydrologic, thermal, and chemical processes, albeit in an approximate fashion. A critical evaluation of modeling results can provide useful insight into process mechanisms such as fracture-matrix interaction, liquid-gas phase partitioning, and conditions and parameters controlling heterogeneous reactions.
Concluding remarks
The fracture is the dominant global fluid flow and chemical transport pathway.
The matrix serves as a high capacity heat buffer and transfer medium due to its larger volume, and as a local medium for chemical diffusion. Almost all CO 2 is transported through the fracture. Cooling and condensation results in an elevated CO 2 partial pressure. The CO 2 is the dominant gas phase constituent close to the land surface.
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Considerable dissolution in the matrix is observed over a 1000 year time period. The dissolved chemical constituents leached from the matrix are transported upward through the fracture. Close to the heat source, dissolution dominates over precipitation, resulting in increasing porosity. Away from the heat source precipitation dominates because chemical constituents, transported from the bottom, precipitate in a lower temperature environment. Mixing with cold and dilute meteoric water also results in enhanced dissolution and porosity increase in this study case.
The predicted alteration of primary rock minerals and the development of secondary mineral assemblages are consistent with field observations such as in LVC.
The rock alteration pattern is sensitive to the reactive surface areas which in turn affect the reaction rates. A surface area increase results in more dissolution and more porosity increase in the matrix, while a decrease causes less dissolution in the matrix and slightly enhanced dissolution in the fracture.
The range of problems concerning the interaction of hydrothermal fluids with rocks is very broad. The present simulation results are specific to the reservoir conditions and parameters considered, and water and gas chemistry used in this study. However, the model used may provide a capability for investigating hydro-thermo-chemical alteration in fractured rocks with applications both in fundamental analysis of hydrothermal system and in the exploration of geothermal reservoirs.
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Appendix 1. Mathematical equations
All flow and transport equations have the same structure, and can be derived from the principle of mass (or energy) conservation. A detailed mathematical formulation is given in Xu et al. [1997] . Table Al summarizes these equations and TableA2 gives the meaning of symbols used. The fluid and heat flow has been discussed in detail by Pruess [1987 and 1991] . Aqueous species are subject to transport in the liquid phase as well as to local chemical interactions with the solid and gaseous phases. Transport equations are written in terms of total dissolved concentrations of chemical components which are concentrations of their basis species plus their associated aqueous secondary species [Yeh and Tripathi, 1991; Steefel and Lasaga, 1994; Walter et al., 1994] . Advection and diffusion processes are considered for chemic~ transport, and their coefficients are [Millington and Quirk, 1961] The primary governing equations given in Table 1 must be complemented with constitutive local relationships that express all parameters as functions of thermophysical and chemical variables. These expressions for non-isothermal multiphase flow are given by Pruess [1987] . The expressions for chemical reactions are given in Xu et al. [1997] .
Aqueous complexation, acid-base, gas dissolutionlexsolution are considered under the local equilibrium assumption. Mineral dissolution/precipitation can be subject either to local equilibrium or to kinetic conditions. Thermodynamic and kinetic data are functions of temperature, which are solved from fluid and heat flow equations. The formulation of chemical equilibrium is similar to that by Parkhurst [1980] , Reed [1982] , Yeh and Tripathi [1991] , Wolery [1992] ; and Steefel and Lasaga [1994] . For kinetically-controlled mineral dissolution and precipitation, a general form of rate law [Lasaga, 1984; and Steefel and Lasaga, 1994] are used 33 (A.l) where m is mineral index, rrn is the dissolution/precipitation rate (positive values indicate dissolution, and negative values precipitation), Am is the specific reactive surface area per . kg H 2 0, k m is the rate constant (moles per unit mineral surface area and unit time) which is temperature dependent, Km is the equilibrium constant for the mineral-water reaction written for the destruction of one mole of mineral m, Qrn is ion activity product, The parameters J..l and n are two positive numbers normally determined by experiment, and are usually, but not always, taken equal to unity. The temperature dependence of the reaction rate constant can be expressed reasonably well via an Arrhenius equation [Lasaga, 1984; and Steefel and Lasaga, 1994] . Since many rate constants are reported at 25°C, it is convenient to approximate rate constant dependency as a function of temperature, thus k = k25 ex p [--:-. ( ~ --29-~-.1-5 )] (A.2) where Ea is the activation energy, k25 is the rate constant at 25°C, R is gas constant, T is absolute temperature.
Equilibria involving aqueous and gaseous species are assumed to obey the massaction law (MAL). For example, for CO 2 gas dissolution, C02 (g) = CO 2 (aq), we have (A.3) where K is the equilibrium constant, and [' is the fugacity coefficient. At low pressures (in the range of atmospheric pressure), the gaseous species are assumed to behave as an ideal mixture, and the fugacity coefficient is assumed equal to unity. At higher temperatures and pressures, such as boiling conditions in hydrothermal systems, as 34 applies to the conditions presented in this paper, the assumption of ideal gas and ideal mixing behavior is not valid, and the fugacity coefficients should be corrected according to temperatures and pressures of the study system [Spycher and Reed, 1988] . For the present H20-C02 mixture with boiling conditions, we assume that H20 and C02 are real gases, but ideal mix. According to Spycher and Reed [1988] gases is an adequate approximation in the above-mentioned P-T ranges [Spycher and Reed, 1988] .
