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Sumário 
Esta dissertação faz urna discussão dos principais conceitos 1·eJacíon.ados ao 
ann<tzeu;uuento de estruturas t!t' dado~; em computa.dores a í\uxo de J;Hios 
dinâmicos e a relação destes couceitos com a arquitetura. Como ex•~rnp!os 
d-e computadores que têm armazena.weuto de estruturas sào apresentados os 
com1mta.dorcs a fluxo de dados d:t Universidade de Mam:lwster e do MIT. 
Introduzimos a seguir uwa. uova organizaçào pa.ra. suportar oper<tçôes loc;tis 
n:a. unid;tde responsável pelo annazcH;um~Jtto dr~ e.~truturas com o objntivo 
de aumentar o Jes<)Hlpenho dos comptltadores a Jluxo de dados. A avaJia.(;ão 
parcial que realizamos sobre esta proposta baseia-se em resultados de si-
mulação. 
Abstract 
This dissertatlon makes a survey of the most important concepts re!ated 
to stored data structures in tagged datallow computers tu1d studíes their 
rel.ation to the architecture. As exa.mples of computers that have stored data 
structures it discusses the dataflow computers of Manchestcr and MIT. On 
the dissertation we propose local operatious ln the unit responsible for the 
storage o f data structures as a way to increa.se the performance o f dat.afiow 
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A t un.llltl'!l te 1-'Xist~·m di versa:,; ll u !1 a.H dP pt'IHJ u iH<t em ('Ollt p I! tadon·s pa.J' alr~!{)s" 
Dentre elas, o modelo Fluxo de Dados baseia-se na exploração implícita do 
paralelismo de operações e no processameuto dirigido pela disponíbl!idade 
de dados. Este modelo tem despertado atenção ponpw apresenta um pa-
ralelismo elevado e resolve com simplidd;lde certos problemas difíc1!is (:amo 
a sincronização de eventos e a divisão de tarefas eutre processadores [5,G,24]. 
No modelo Fluxo de Dados programas são expressos como grafos orieut<ulos: 
os vértices represe!lta.m instruções e a.s arestas que os unem, os camiJJhos 
percorridos por 1ichas representando os dados. Existe uma divisào do modelo 
conforme o modo de execução do grafo do programa. No nwdelo estálico 
não existe código reeutrante ~mqua.nto no modelo dinâmico esta liwita.çiio 
é superada introduzindo-se rótulos nas fichas a. fím de separar logicamente 
ativações diferentes do mesmo código. 
A contPpçào destes sistemas tem sido feita th~ forma. a isolar o pwgnun;H!or 
dos dctrJhes de org<tuiz~ào e implemeHtação. Desta forma, como aq11eles 
detalhes não influem sobre o ambiente do programador, a. tarefa de j)fO-
gra.mar fica. facilita.da. Linguagem; fuucionals como SISAL [3:!] c fd [:H], 
intimamente VOJt<ul;lS à arquitetura de JJUXO de da.dos, rma!ll dCSf.'JIVOJvfdas. 
Estas lingmtgeus a.dotam urua semâutíca funcional cu111 suporte para (êStru-
turas de dados. 
Esta dissertação dlz respeito ao arruaze11amento de estruturas de dados em 
computa,dores a fluxo de dados dinâmicos. 
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1.1 Organização e Objetivos da Dissertação 
A dissertação tem dois objetivos: abordar as formas de processameuto (~ti­
volvendo estruturas em fluxo de dados e <1"" dificuldades atonociadas, a!étn de 
propor uma Iwva abordagem de processamento a fluxo de dados que supere 
algumas das limitações das propostas existentes. 
O trabalho apóia-se numa resenha (survey) dos conceitos mais írnportan-
tes que surgiram relacionados ao armazenameuto de estruturas em ftuxo de 
dados [9,19,28,38,3GJ. A resenha contém duas partes: uma envolveu do os 
coHceitos propriament(~ ditos, outra descrevc11do implementaçôt>s exist(•ute.';l 
de unidades concebidas para efetuar aquele arma;,enameuto. Considera-se 
que esses conceitos são indispensáveis p;;~ra uum ava!iaçiio correta, dos probh,. 
mas e dos compromissos eu volvidos uesna linha dP JH~squisa.. Com(! o nosso 
i11ten•nse est<t voltado para a arql!ildura ;1 uíve! d(' sist(~JJI<t, darPI!Io.~ nJ.a.ior 
t•nfa.s<~ a.os couceitos de baixo nfvd, próxin1o ao har>~'H-rP du comput:HlüL 
O tmlmlho é apresentado em sete c:tpítu!os, dos quais (~ste é o pl'imPiro. 
O Capítulo 2 é uma introduçã.o sucinta aos conceitos b<'í,sicos do modelo 
F'luxo de Dados, especialmente dirigida aos leitores (]Ue uão estilo fawiliari-
z..ados com o assunto. 
A <.~ltera.çào do modelo para um tratamcuto adequado de (;strutura..s df' da-
dos assim como as rcpercussôes das estruturas de da.dos sobre a <lrquitr>tura. 
do computador são aprcscata.das uo Capítulo 3. As primeiras idé..i;Js 11csst~ 
assunto origiuaram~se de um modelo que tratav<:t exchtsivamente os dados 
escalares 1 mas a extensão uniforme desse modelo para estruturas de dados 
foi inviável por questões de eficíência e desempenho. Discutiremos, desta 
forma, os motivos para o armazenamento de estrutura.<; de dados, a repre-
sentaçã.o de estruturas do dados arma.zeua.das e as diferenças entre estruturas 
ditas estritas e não-estritas. 
O Capítulo 4 descreve duas implcuwntaçües BeJJle!!u~utcs de unlthcdP:-> jMril. 
o a.rmazenltUI('llto d(• \~strttíllnu.; dP dadw; ( /1/nnrJritts df/ F,'N/.rutw·aA): <t 
!vletuóri;t d(' E»lruturas do romput,;~dor dt> M;l.udwst"r, base dPstP trab<J.-
lllo, e a Memória de Estruturas do computador do MIT. Diseutt'm·se os 
aspectos positivos e algumas das lilll.itações destas imp!ement;u;õcs. 
O Capítulo 5 descreve a. coutriLuiçií.o deste tra.baJ!to h tiul1a de pesquis<-lrf'la_ .. 
ciona.da ao arm<J.-Zcnamento de estrutmas de dados cw computadorPs a flt~xo 
de da.dos. O capítulo mostra a co H vtmiôncia da reaJiz;u;ii.o de Oj)<'riu;ôPs sobre 
vetores na própría Memóri;t de Estruturas. Ni-io enmntnunos relerhtóa. na 
literatura a uma idéia scmelh<tnte. 
Diante da. complexidade do assuuto, o Cap(tulo 6 dcdiea .. se a uma avaliação, 
por simulação, de parte desta proposta. A avaJiaçii.o é feita comparando-se 
os resultados que seriam produzidos numa Memória de Estruturas como a 
de Manchester com os de uma Memória de Estruturas que possua as ca-
racterísticas necess;í,rias ao supor!,;,~ de opera~.;õe.s vetoriais, As oppr;tt;ôf's 
vetorhüe. proprhunent(~ tlit<ts uão sfto simula.Ja.s. Nu trabttlliO, ttsamo;.; o si-
mulador [13] do computador a fluxo de dados de Mauchester. 
O C<t<pítulo 7 apresenta as coudusões da disserta.çào e sugere tópico1-> de pes-
quisa suplcment.ar. Os resultados da simulaçáo cordlnnam que a retwião das 
ações de armazenamento e operações sobre vetores na. Memôria. de Estrutu-
ras é conceitualmeute va.uta.josa e pode resultar Hum aumento da d\ciônda 
d.c COltlJJlltadores <1 !luxo de thulos. 
Capítulo 2 
Conceitos Básicos 
Fluxo de D;ulos é uma. dcHtre as mtdtH$ llulms (k Juodelos dP prorPSS<~· 
menta qtte dáo origem a. an1.úicntes funcimwis [:15), sh:temas Je computação 
que procuram superar as Jefícíência.s iutrínslcas do modelo convencional de 
vou Neuma.lln. As deficiéncias do modelo de von Neumanu estão sobretudo 
no controle centralizado e explícito do processamento [5,12]. 
Díscutimos alguns dos conceitos preliminares de fluxo de dados, ínicialnwnte 
com um exame entre a scmà.1ltica imperativa do rnodelo de von Neuma.ttu e 
a semântica fuitcional do modelo Fluxo de Dados. 
2.1 Semântica Imperativa e Semântica Funcional 
Um tem;t iutportaute em oii:ilcma.s de proeess;uncuto p<H<ddo diz resp(:ito it 
semântica adotada na computação, pois esta repercutt• diretamente na forma 
de <:trmttzemuncnto c tratalllento d;ts estrut-uras de dados. Neste traha!lho, 
cut('nde-se por selllftntic<~. <t Jll<tHtÚn~ lógk.<t como o tÚ,<;tt~JJI<liH' tOJJiporl.<t· 
A semántica do modelo de vou Neu111aun é ünperativa., ou seja, existe um 
controle explícito do prograJna. sobre a ordem de execução das instrnçôes. 
Além disto, este modelo caraderiza-se IH~Ia prcsem;a. de estadu8, aparen-
tes ao programador, em decorrência. da assoda.çào exlsleute entre llumek 
(variáveis) llO prugtama <:'. pm;.i~ôe.s de anna.zewuuento. Como cowwqúí~nda 
da combinação destas duas propriedades, podem ocorrer efeítos colalcn:Ú.8 
(side-e!Tects) na execução de instruções. 
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Nos modelos dirigidos pelos dados, como o Fl11xo dP Dados, a semiintir.a 
das operações sobre os dados é funcional Niio existem cfeítos co!a.terais 
pois a. única dependência que se esta.lwlece está entre dado e operaçã.o. 
Uma operação comporta-se como uma função: toma argumentos e produz 
um resultado. Os argumentos perm;:mecem inalterados. O C011trole sobre 
a execução das operações é implicíto, seudo estabelecido a partir das de-
pendências existentes entre as próprias operações. 
2.1.1 Relação entre Semântica e Paralelismo 
O modelo de VOil Neumann mouoprocessndo é fH~rfeit.auwnte adequado a 
uma fonn<t de pron,ssanwuto seqüend;tl. Apesar d<~. delH!lldênda. e11 !.n• dado 
e local de armazenamento, as instruções ltào iuterferem eutre si porque são 
executadas seq Ü(~ncinlmen te. 
Quaudo se tenta empregar o uwdelo de vou Neumann <W processamettto pa-
ralelo, as tlepcudéndas entre dado e !ocaJ de annaZün<UlleJlto ü eutre dado e 
opcraçào restringem o paralelismo. P;ua .. <WJTH~ntar o paralelismo é m:r.f~ssário 
erHprega.r técuica.s sollstlcada.s de compilaçào como n:nwwiug e (~Xpam;âo de 
escalares [37}. I<umar (31} argurueuta1 .a pa.rtir de estudos de simulaç;:lo, que 
o grau de paraleUsmo atingível num prognuu;t FORTH.AN típico é lll{'HOr 
q11e dez Ülstmções por clclo de processallWJito quando as va.riáveis do pro-
grama. sào alocadas estaticameute (isto é, antes d;t ex1~cuçiio). Qu;wdo se 
em.pregarn variáveis dinâmicas (variáveis alocadas. durante a execução e por 
isto com mais de um endereço associado a.o seu nome) o paralelismo pode 
chegar a \~entena.s de instruções por ciclo. O a.1mwnto maL~ slgniíica.t.ívo do 
grau de paralelismo entre opera.ções é obtido empregando.se a tá.nira de 
variáveis dinâmicas para. dados escalares. No caso de variáveis ditl<'i!nicas 
pa.ra. vetores, o acréscimo de paralelismo Hiio parece ser táo siguificatívo 
porque se incorre Hum uso proporr.iou<Umcute maior de memória. 
Qua.udo romp<>rn<b~ i\H t.!'·cukafi PfiLí.liras {n'IJI!Illinp, r• I•XjJ<UIHii.o 11" ··~wala 
1"\'S), as val');(Vl•ÍH dinfim\r;ulll!HH!.f;UJH·ll' J!J;dH fkxfvr•ÍH JHH'qi!P k;'iu ('<IJI<!Zf'H dt• 
t-1uperax de1Hmdôm:ia.s Hào observ;tvei~> em ten1pu de rowpilaçào. Vad:ivels 
dinámicas, COHtudo, incorrem 110 cw;to adicional d(' uuw. maior HPrnssid<tdf.' 
de csp<tç.o e na. dificuhhtcl~. trazida pela gerêuc.ia cliuãmint. tle~;te esp<u;o. 
O modelo Fluxo de Dados, por ser funcional, não iutrotluz dcpendêHtías dcs· 
ne-cessárias entre as instruções. O paralelismo que pode surgir na. execução 
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concorrente das instruç,ões é maior do que no modelo de von Neurnann, e a 
alocação d€ instruções a proccssa,dores fica simplífic;ula,, O que se observa 
é que as técnicas de compilação ;-ulot;vla.s no modelo de voJJ Ncum.a.tl!l para 
proccssa.meuto p<trnJdo origiuam Utlt desdobnunento "artilida.F' de V<ll'i:íveis 
semelhante ao que acontece naturalmente no modelo Fluxo de Dados. 
2.1.2 Relação entre Semântica e Memória 
No que conccrue ao uso de mcmóda paxa o armazenamento de dados, um 
modelo com semântica imperativa é mais eficiente do que um moddo com 
semáutica funcionaL Existe uma economia de espaço originada. na com-
putação baseada no estado de 1'varláveis" (num programa em lingttagem 
irnperativa as variávies são de fato var-iúveís de estado) e uma economia 
de processamento decorrente da associação estátie<t dt•ss;ls variáveis <l en-
dereços na memória, no caso das variáveis globais. Estas ecol!omias pudem 
ser observadas principalmente uo processamento de estruturas de dados. No 
modelo com semàutica imperativa, uma estrutura de dados que é argumeuto 
de um<L operaçào pode ser atualizada escrevendo-se o rcsullado sobre n.s mcs· 
mas posições lidas do a.rgttmeuto. Num modelo com semántica. fundm~al, 
uma operação sobre urna estrutura de dados produz como resultado uma es· 
trutura nova que nem sempre pode OCllJHU' as mesmas posições da estrutura 
argumento, por isso exíg;indo espaço adkiOJml. 
O consumo <k memória que ocorre na execuçào de l.llll programa f1wciomtl 
geraJmeutc é imprevisível devido à uuwclra recursiva de rea.liza.r..~e a. com· 
putaçiio. A form<t como a memória é empregada depcllde do modelo, mas 
a característica comum a todos eles é a associação de nomes a endereços 
sowente duraute a execução. O espaço de memória associado a um nome 
pode ser n~B.provcltttdo no momcuto em que nflo for mais lití1, h:to <~ 1 uo 
momento em que for desnecessária. UJI11t outra wnsuita. ao vaJor armaZ('\UHlo 
ua.quela posição. A recuperaç<"io de posii;ôes de meo1ôria fora tk 11so {>!(,i ta 
implicitamente por um processo dedicado de gen)ncla diafilllica de esp;u~o. 
Para obterem nHtior HcxibilidaJc, as liugua.gcus imper;.üiva<; mais uwder· 
uas também apn~sentam alocaçâo dinâmica de mt:Jt1úria (on seja a nia.çã.o 
dinâmica de variáveis), instruída por meio de coHI<illilos prt>sentcs ua. !ingua, 
gern. Contttdo, ;tiuda. assim, a. gcrêucia de mewória para estas liugua~t'HS 
em gera.! é feita expliciia.Juentc 110 prognuua., e!llbor<l isto sPja uma tarda 
difícil e iuJuza. o prograu1i1dor a erros. A va.ntage1n da gerôucia. explícita 
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sobre a irnplfcita é a maior eficiência obtida uo processamento. 
2.2 Grafos de Fluxo de Dados 
A semântica da computaçã.o baseia-se esseuciaJmeute na semântica da lín-
gu.a.gem de programação, uma vez que o programador tem coHtato apenas 
com os recursos que a liugu<tgemlhe oferece. OB recursos e o comportamento 
da máquina. sUo aparentes ao prognunador a.pcuas <:Ltra.v(:S da sua iutera.çiio 
com a linguagem de prognunação, Se a. arquitetura uã.o tiver um modelo 
de computação adequado à semâHtica tia lingua.gem, o mapearneuto entre o 
"pl'ocessador" que executa a linguagem de cJto nível e o processador físico 
qu<~ de fato realiza a computa.ção será inadequado, coutribuíudo para. uma 
queda ua cficiêHcia e desempculw do sistema como um todo. No modelo 
Fluxo de Dados o mapeamento entre linguagem e processadorl!s ocorre de 
modo natural, com hase na defiuição de uma linguagem íutennediária. A 
perspectiva de bom desempenho f.\ favorável, printipa!mente em virtude do 
aproveitamento correto do para.ldismo oferecido pelo uso de uma JiHguagem 
funciotwl 
Uma linguagem 'funcional pode ser traduzida em uma outra linguagem, de 
nível mais baixo, que pode ser representada sob a forma. de um grafo ori-
entado [2J. Nesse grafo, os vértices representam operações e as arestas, os 
caminhos percorridos pelos dados. Os dados por stta vez siio representados 
como jicfw.,c;, De acordo com <L perspediv<J., uma. llckt pode ser nlll n~sldt;ulo 
ou um argnmeuto. Um graJo deste tipo é ilustrado JlH. Figura2.l. I::sks gra-
fos, chaJHados grafos de fluxo t!e dados, são ínterpret<tdos diretamente pdo 
hardware dos computadores a !luxo de dados, com base na equiva]êncin en· 
tre a.s opera.çõcs (vértit:es.) do grafo e as Íl!Struçõcs ou operaç(ws da. m<h1uiHa. 
Assim Si:'.ndo, uo nível de a.bslra~ão mais baixo, o grafo de urn programa. será 
constituído da linguagem de rnáquina. 
Nesta forma. grállca, o pa.ralelísmo é visua1mcute itp;:t.n•utt• quando a;<; opC'ra~ 
çõcs dependentes :;;lo co!or<J.da.s uma.s sobre a.s outr;u-;, euqll;t.uto as opi•rar;üPs 
illtkpt>lldt<ntt•s, lado a lado. As operaçües (jllC e.stiverem HO JllefllllO HÍV(•I do 
grafo podem ser executadots slmultaucameHte. 
São duas as aborda.gcm;. com respeito ;_w C.Olllp<-trtilhn.mento tio çódigo de 
grafos de fluxo de dados ['l:l}: e.sldtica c dinâmica. A dll~~n~uça eutre elas 
<V3 >ds2L 
<V 1 >uslLt t<Vz >usJR 
ds 1: C:.:.J ds2 
1 2 ds3L 
<V4> 
*J 




<V • v > --c_._G 
ds3: _+_ 
1 <V 1 • V,+ v; V,>ct•'l' 
Figura 2.1: Exemplo de um grafo de Jluxo de dados. O vértice em rls2 tem 
V4 como um literaL 
reside em que1 no modelo de fluxo de dados dinâmico, o código pode ser 
usado de forma reenirante, isto é, o mesmo código pode servir para maiD de 
uma aplicação. O modelo estático Hão admite esta propriedade. O modelo 
dinâmico, por sua vez, apresenta uma divisão subseqüente no que concerne 
à forma do compartilhamento do código entre aplicações concorrentes: 
• O modelo rotulado ( ta.gged) acrescenta a cada ficha um rótulo (ou 
contexto) que inclui um nome de ativação, ideutiiicaudo a ativação do 
procedímento do qual ela faz parte. Para estender o compartilhamento 
a modalidades de controle iterativas, costuma-se associar também um 
campo de índice a cada ficha. O rótulo é cowposto por esta.._<; duas 
descrições, nome th~ ativaçào c índice. 
• O modelo por cópia realiza o compa.rtilhamellto mediante a duplicação 
do código t~tn múltiplas cópias. O destino das Jkhafi é alterado dina-
nücamente segundo a ativação. 
Este trabalho dirige-se exclusivamente à forma rotulado Jo modelo de fluxo 
de dados dinâmico. 
2.2.1 Adequação de Grafos it Arquitetura 
As iustruçúes b;í.füeas ~'XI~C!Ila.tbu; pdo lw.nlwan• d1~ uw wmpulador a lhJXo 
dt• dadotl sf)O d it HH'tillln, lt<tt\l 1'\!Z;L l \as iJIHI.J"IJÇÔí'H [J;Í,:;;j C< l-H I'X!'C li t;Ldas !I U 1!1 CO IH· 
pnta.dor couvcudoual: existem im;truçües lógicas, aritméticas e dt~ coutrok 
Contudo, de modo a. seguir o modelo Fluxo de Dados uma instruçiio não 
preserva seus argumentos, e o resultado que ela produz tern urn destino es-
tabelecido explícitamente, quer pelaiHstrução, quer pelo argumento, ou quer 
por uma combinação desses dois. Não existe uma associação pré-dellnhla 
entre um nome e uma posição de memória, exceto excepdonalmente.1 Em 
decorrência destas propriedades, um programa em linguagem de máquiua 
de um computador a fluxo de dados pode ser representado sob a forma de 
um grafo orientado como explicamos anteriormente. 
A e...xecução de uma instruçJ.o ocorre <t partir da disponibilidade dos seus 
argumentos, sendo apenas necessário JeternÜJlar o momento em que todos 
os argumentos estão definidos. Desta forma, a forma1_;ão do conjunto df' 
argumentos tem de ser siw.:wuizttda pelo /uirdW<trt•. Uwa das lilllii;H;G(~~ 
ger;tlmcnte impost:u; sobre o~> grafos JH.da arquítetunt aJual dcm ClllliJH!tit-
dores a fluxo 1e dados é de possuírem no máximo dois argumentos por 
instrução, porq-ue, sob o <Lspecto da engenharia destes computadores, ú caro 
e comph~xo fazer com que o hardware sincronize um número maior de a.rgu-
m<!ntos. Qua.nto RO número de destiuos dos resultados da$ iustruçôcs, existe 
maior flexibilidade nas opções de engenharia disponíveis c há propostéts q1w 
sugerem urn número arbitrário de destütos [15]. 
2.3 Tipos de Paralelismo 
Na seçào anterior mencioui.1Inos que os progrRinas fuHdomüs podem apre-
sentar um alto grau de paralelismo na execnção de iustruçües. A seguir, 
realizamos uma discussão de algumas formas de aproveitamento desse para--
lelismo. 
2.3.1 Paralelismo Temporal (Pipelining) 
A realização de a!gunuts alividwlc8 repetitivas (operaçÔ('S idêaticas t'lll vdu-
res, por exemplo) pode ser adaptada p;na cxtmir esta fornm de pa.raldltmw. 
1 A exccçiio à regra é o caso de esLru~IHici d~~ dados explicado 110 próximo capitulo. 
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A técnica consiste em dividir uma atividade em sub-atividades iudepcutlen-
tes porém logicamente seriadas. As sub-atividades são l'calízadas consccuti-
vament(~ e ca.da uma tem uma. duraç5o que é uma fração do ddo de repdií;ào. 
Fi.ska.met\te isto Ke itnplt•nteHt<t HUllHl org<wb:;u;ào de tlllidades fú!lcas {eHt:Í-
glos) dispostas ao longo de uma liulw. (pipclinc), onJe cada estágio se ocupa 
de tuna sub-atividade. Qua.ndo em regime, o sistema pode executar <.:ou-
correntemente um HÚmcro de ativida.dcs igual ao número de estágios, olldP 
cada estágio se ocupa da sulhüívidade associada a tuna repetição (cldo) 
diferente. O número de ciclos necessário para atiugir-sc o estado de regime 
do pipeliue é conhecido por tempo de latêucia. 
O efeito da téwica de pipelíning é a redução do ternpo de execução da 
a,tividade, (IUfWdo o sistema. atiuge o regime, ua proporção do JIÚHlf!l'O de 
estágios em que ela foi dividida. 
2.3.2 Paralelismo Espacial 
O paralelismo espacial caracteriza-se pela presença de diversas atividades 
do mesmo tipo,,em locais âístiHtos do computador. O seu aproveitamento 
decorre da replic<~,çào das unidades básicas do sistema Clll dl fereutes lugares. 
A principal limitação do emprego deste paralelismo provém da comuninu;ão 
que é necessária entre as uulda.des para troca de informação. As via.s de co-
murúcaçã.o estabelecem, a partir da topologia adotada., um compro111isso na 
ca.paddado de transferêacia de informação culro ft quautida.de de Íllfonmu;iio 
trocada e o tempo de tr;uu,;fer(mci;~. 
2.3.3 Paralelismo na Execução de Grafos de Fluxo de Dados 
Nos computadores paralelos o tamaJ1ho das tarefas executadas de modo in-
divisível pelos processadores é conhecido como gramdarúlade. No modelo 
Fluxo de Dados a gnmularida.de é pequena ou fiua porque o tamanho básico 
da tarefa é uma instrução. Como foi mencionado aaterionu<'ute, cada. urna 
das instruções está associada a um vértice do grafo do programa, 
A €Xecuçào das tarefas pode ser logicamente agrupada em processos e ()Stes 
associados a procedimentos 110 programa Je <llto uível. De modo inteira--
mente aaálogo aos vértices do grafo de programa, esses processos compor-
taJu-se como produtores e consumldofes de informaçào . .Processos, coutudo, 
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podem exibir comportamento produtor c coHS\UHidor aJtemada ou simulta-
neamente. 
O paralelismo de um grafo é uma medida do paralelismo impliclto HO soft· 
wa.re que pode tanto simular algo parecido ao paralelismo temporal (por 
melo de diversas ativações de um grafo correspondeudo a uma construção 
repetitiva da linguo.gem, ou por proteHsos produtor-consumidor) couw algo 
parecido ao paralelismo eqnu;ial (por meio da execuçáo simu\tâuea. de ins-
truções que se encontram no mesmo uívd do grafo). 
2.4 Organização de um Computador a Fluxo de 
Dados 
A orga.Hi:.mçfto dos tulllJHlta-dures a fluxo de chulos va.ria muito [t1:1]. En-
tretanto, apesar das diferenç<ts, algumas características de arquitetura são 
comuns a todos esses computadores. Uma das pl"incipa.is c;uactt!rÍsticas 
é a uatnreza distribt1ída e assíncrona do processamento: as uuidad(~s que 
compõem o comput<ulor a !luxo de dados são fHHCÍoHabueute independentes 
e por isso pode,;tn estar fracamente acopladas (looseiy coupled). 
As principais funç.ões necessárias para o funcionamento de um computador 
a fluxo de dados são [43]: 
l. o armazenameuto de fichas; 
2. o agrupamento (sincronização) das Iichas-a.rgumento destinadas a uma 
instrução; 
;J. O <lrlll<l..ZCllil..ll\ClttO das iustruções do prog;ri\HI<t: 
4. a buse<t do código de operação de uma iustruçiio; 
6. a execução de uma instrução; 
6. o armazenamento das estruturas de dados. 
As unidades que compõem um computador a Iluxo de dados são discutidas 
a seguir bem como a implementação das funções. A topologia usualmente 
empregada dispõem as unidades ao longo de um aneL A comunicação entre 
elas realiza-se por meio de mensagens que fluem no auel, sempre no mesmo 
sentido. Este tipo de orgauiza.çã.o é adequado ao aprov~itamertto do parale-
lismo que pode existir na. execução das atívidades de cada unidade. 
~~ 
Figura 2.2: Organiza(;ã.o do compuLa.Jor a liu:xo de dados de Mauchcster 
A Fiv;nra 2,2 expõe esquema.tica.meutc a org;ulizaçfw de um cmuputa.dor '" 
!luxo dt~ dados. 
2.4.1 Unidade de Regulagem (Token Queue) 
Uma Unidade de Regulag(~m administra uma fila. de meJJsa.gens entre quais-
quer duas outras unidades do computador onde a taxa de comunicação de 
dados possa varia.r muito. Ela desempenha o papel de controlador do fluxo 
de mensagens entre duas uuida.des. Na maioria das arquíteturas existentes 
trata·se de uma unidade de arquitetura simples em relação às demais. 
2.4.2 Unidade de Agrupamento (Matclling Store) 
A Unjdade de Agrupamento é uma das que caracteriza melhor a arquitetura 
de um computador a fluxo de dados dinàmico. Ela realiza o agrupamento 
e annazenam<.mto de fichas, ou seja, a slncrouizaçfw dos eveutos necessários 
à execução de uma instrução. Operações no grafo do programa çom um 
ÚBÍCO argumento naturaJ!neHt\~ uiio requerem agrup;uneuto (JH a-nn<t1-f!/l<t.· 
mento. Por is~o uma !icha destinada a uma. opera.çiio de um argameuto uão 
uect)ssita passar pela Uuitiade dH Agrupamento. 
Fichas destinadas a uma operação de dois argumentos ret1uerem smcro-
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niza.çã.o. Ao receber uma ficha deste tipo, a Uuid<tde de Agrupamento 
certifica-se se o outro argunwuto estA presente. Em caso afirmativo, a. ficha 
é n'nJOvitla. e o par co!oe<tdo HO <wd; do contr;írio, <t ficha. é arma:.o;enada. 
Nos computadores a fluxo de dados rotulados esta memória costuma ser en-
dereçada pelo conteúdo, geralmente de modo pseudo-associativo (por exem-
plo, através do lwsiiÍJlg' do rótulo e do destino da ficha). Por isso, a Unhbde 
de Agrupamento torna-se uuut memória c<U'<l (! limitada em espaço. 
2.4.3 Unidade de Programa (Instruction Store) 
Antes do lnício da execução, a.s iustruções do prograJlla, são carregadas para 
a. Unidade de Programa, Durante a execuçiio, a unid;tde realiza a busca. 
(fel.ch) de instruções a p<trtir da chegada dos seu.'i a.rgumeutos. Cada ÍHs-
tl'ução leva consigo explicitamente os endereços para onde se destill<tlll os 
r€sultados. 
Em alguns computadores a fluxo de dados, como o computador de tvhnches-
ter, a Unidade de Programa situa-se depois da Unidade de Agntpamento no 
a1teL Entretanto, como a ideutificação da operação está. contida nas ficha-
argumento, a Unidade de Programa também pode situa.r-se em p<traldo com 
a Unidade de Agrupamento [42). 
2A.4 Unidade .E'uncionnl (Ftwct.irnwl U11ít,) 
A UniJa.de Fundon;d realiza oper<:.tÇÕ()S lógkas, arltnH~ticas e de controle 
sobre as fichas. Num computador a fluxo de dados diuã.mico rotulado, a.s 
operações lógicas e aritmética.s preservam o rótulo dos argumentos e odes" 
tino dos resultados. As operações de coutroh~ que modificam a seqíiCtH:Ía 
d€ avalia-ção, sã.o executadas alterando o rótulo ou determinando dinamica-
mente o destino das Iichas de resultado. 
2.4.5 Mentória de Estruturas (Structure Store) 
A Memória de Estruturas é a unid;Hle ül!(le são anua.zenada.s as estruturas 
de dados. Ela distingue~se da memória de fichas pre.seJtte na Unidade de 
Agrupamento pela sua forma de organização. Como será visto no próximo 
capitulo, esta memória se faz necessária para um processameHto eficiente 
envolvendo estruturas de dados. 
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2.4.6 Rede de Interconexão 
Num complttador a fluxo de dados o paralelismo espacial pode ser explorado 
de dois modos: aumentando o número de Uuidades Funcionais no anel; ou 
aumentando o número de anéis do sistem<1. 
É comum adotar-se para. a ligação das uuldades em paralelo no anel o uso 
de uma via de comunicação em barramento; e para a ligação dos anéís entre 
si, uma rede de interconexão. Outros típos de vias de comuHicaçii,o entre 
anéis não se apresentam. tão favoráveis. A ligação por meio de barr<uncuto, 
n.pes:1r de simples <! ba.rata, é quase impntticável Jl<U'a. um ntÍJJH)fO d•~vadn 
de anéis devido à, cout.enç;1.o que ocorre no direito de uso do barrameuto. A 
ligação por meio de um cmssba.r, embora ílexível, é de custo e tomple;ddade 
proibitivos pu,ra. Ulll mímero deva.do de <WÔÍH. 
Algumas orgaJdz;J.ções ligam aB Memórias de Estruturas aos auéis pur meio 
da rede de 1nterconexão [7,26], enquanto outras a colocam em paralelo ao 
anel]9,42]. 
Capítulo 3 
Conceitos Relacionados a 
Estruturas de Dados 
Este capítulo apresenta diversos conceitos relaóona.dos à impl~~mC'nta.ção de 
estruturas de dados em computadores a fluxo de dados. O ramo da teoria de 
fluxo de dados envolvendo estruturas encoutra"se em fase de cousolidação. 
Geralmente os conceitos são introduzidos ua llteratura de modo iufonnal e 
com o tempo são corrigidos e formalizados. 
3.1 Definições 
Iniciamos com a.lguma.s definições elementares que apesar de iHtuitivas po-
dem ajudar o leitor. 
Definições 1 Um escala.r é urna unidade básica de útformaçâo. Um es-
calar tem um típo que determina a sua rcp1r:sent(lçâo. Uma estrutma de 
thdos é wna coleçtio de escalares. Uma cstrutwn. de dado!> f.r;m um !.i po q1u. 
dctennina a forma l.-'OIIW OH escalares nela se cnconlmm ordnuulo;,~, Í!ilo é, 
loyicrt!IU:lllc oryatú;;odos. ('/WIIW-W l'\'Pl'Petcnl;t<;iio rt jt1nltll du or_(JIIrl.i.-:ar,·úo 
jr,«im d11 c.~lrutura (h' durlo:;. 
Uma t:N.ntcteríslica das estnttur<t.~ de da.dos é {jll() existem duls modos dis-
tintos de. Bt'J'Clll encarada,~;: 
l. como um ('Oujuntu <k elenwutos, onde n1..dit eleuwnto pod(~ sPr uma 
outra estrutura. ou um escalar, dependendo da. represeutação escolhida; 




Definições 2 Uma estrutura é homogênea quando /.em tL11W reprcs1:nlw;âo 
onde todos os elementos tém o mesmo tipo. Um a.rray é uma eslnttum 
lwmogênea. Um vetor é um nrray rmdc todos os f'lcnu:nlo8 sâo esmlan?iL 
Um n•g;istw(reconl) é Ullut estrutura mio hrmwyt?nw. 
Uma estrutura de dados com um determinado tipo pode ter uma organização 
lógica diferente da organização física. Neste e<l..So a estrutura e o coHjunto 
operações sobre ela constituem um objeto chamado tipo abstrato de dodoB. 
A construção de tipos abstratos costuma ser feita explicitamente na lingua-
gem, embora possarn também surgir mt tradução do alto nível da liuguagern 
pa.ra o uível mais baixo em t:onscqüência de existir uma ünita representação 
para. estruturas. 
A representaçã.o de uma estrutura de dados é muito importante pois reper~ 
cu te sobre a forma e o tempo de acesso a seus elcweJJtos. Existem com-
promissos entre representa.çào, espaço Je armazeu<uneuto e tempo de acesso 
a elementos de uma estrutura. No restante do capítulo dirigiremos a dis-
cussiio para as formas de representação de E~strutura.s tendo em vista. ('sscs 
compromissos. 
3.2 Estruturas Não-Armazenadas 
No modelo de fluxo de dados as fichas sã.o o veículo de transporte para. os 
da.dos. P;u·a dados eso~.la.res, uma lkha é su/icl(;l\te pa.ra trtwsportar n d;u]!J. 
Pa,ra dados estruturados, par:a que uma lieha fos~-;e basta.nte Hell ta.manho 
teri<1 de ser variável (o que repercutida na organíza.çio da Unidade de Agru-
p;unento). Além disso, a formaçà.o de uma Jicha. d(;) da.do$ estruturados seria 
difícil de realizar-se de Ullta única vez devitlo à dlíku!dadt_~ de siucroniz;tçiio 
dos eklllf'ntos constituint.cs. 
O modo na.tural de rcprcscuta.r ltma. cstrutm;-t de dados uum computador a 
fluxo de dados é como um conju!lto de escalares, oude ra.da escalar possui 
uma identificação que permite localizá-lo dentro da cstrutma. Uma forma 
conveniente de fnzcr isto é empreg;w,do~se o ca.tnpo de índire HO rótulo da. fi-
cl~<.t (veja a seçfw 2.2), ctmforme mostra a Figura. :l.l. N;_t Figura :J.l o r;unpo 
NouH~ de Ativaçi.\.o {11a} ldeutifk;-l <ll't-tiv;u;fio do pn.u::edimenl.o <la qtw! a P!>· 
trtltura é pa.rtt' e o Utnlpo Destllw ( ds) a opera.çáo <l que ci<l se desti11a; u 
ÍJHlkt'- (h~) varia. de 1 a. n delrtt'.ntus. 
fkJm ::= <da1lo> <r·ót.ulo><d•:~tluo> 
rótulo ::= <nome de n.tivaçào><íudice> 
estrutura={ < eix >n,~,lx,ds I ix = l .. n } 
I < e, >na,u,ds < e1 >na,l,ds 
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Figura 3.1: Rt~prcs;.~ntaçào de uma estrutur<t por um n.mjunto de n;nda.res 
empH.'gaudo uma. tínica.llcha. e um coujuuto de fiehas, 
No contexto dos computadores a lluxo de dados, esta forma de representação 
é cham;t-da strea.m. Diz-se que ela. é 1Uio-armaze1Htda porque não emprega a. 
Memória de Estruturas. 
Ocorrem diversas restúçõcs associadas à rcprcsent<u;ào de estrutur<JS ttiíu .. 
armazenadas: 
• É necessário um outro ca.mpo de índice na ftrha para pcnnif1r que 
estrutura.s aão-anua.zcuada.s t!steja.m J>rcseJrtcs (kHtro de iter;H;ôr~:-L SP 
<t licita tiver Hlll tÍnico c<ttltpo de íudice, cstrutl!ms de dados t1iio podt~U\ 
estar preseJites uos tredws de código que correspondem à tradução de 
construçôes iterativas da liuguagem (do, lO r, wbílf', etc), uma vez 
que o t'taico e<l-HlJlO ent;)_u existente é usado para. ülentiíicar o nível lÍP 
iteração em qne a ficlr<t se cnwntra, 
• A representw;iio nào-armazenada. pode ser ad(~quada. para estrnturas 
unidimensionn.is, mas estruturas rnultidimensiona.is requereu1 o rne.~mo 
número de calltpos de índice que a dimeHsáo da estrutura tratada l'tG]. 
A implcnwnUtç:í.o é complPxa. par;t um 111Ímero vari<ive! dP ca!llfJOS 
<' muito r<H'<l JHtra UJ\1 nt'illwru lixo de ra.wpos. ;\tlnliliudtHiP qtH.' o 
rótulo pudeHse ter sen formttlo <Miapta.do ao JJÚlll~'l"U (~ <:ulllprhm~rllfJ 
destes campos, ainda assim seria ueeessário mais um ca.mpo no rótulo 
para especificar o forwato. 
• A n•preseuta<;ií.o uilo-armazi~Jln.d;t é maiH adequada il. estruturas de d<t-
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dos homogêneas onde as a.restHS do grafo têm tlpos determinados peJas 
operações que residem nos seus vértices. Para tratar estruturas não-
homogêneas seria necessária a criação de operações para separar tipos. 
• O rótulo d(l uma 1icha tem um formato de comprímeuto limitado im-
pondo urna limitaçao no tama.nho das estruturas representáveis. 
• Estruturas não.armazenacl<ts incorrem no custo do armazenamento e 
transporte do rótulo da ftcha para cada elemento da estrutun1, Rendo 
que apenas o campo de índice é dHen~nte entre os rótulos dos elenH~H~ 
tos. 
A maior vlrtude d<l r('JlreseHtaçfw de (~f>lrutura.s nito-arm<tteJw.d;ls i•st;\, no 
pa.raldismo que pode ser explorado durante o processammtto. Nessas es-
truturas, os elementos são sincmnizwlos indivifluahnenle entre proresso.5 
JHVâutor e couslmJúlor, ou ~->cja, todos m; clemeHlos podem ser processad()s 
quase slmultaneameHtc, pois são tratado;; cowo escalares. 
A}Jesa,r do para.lelliimo e il](;m das restrições já mcnciouadas, existe nw pro-
blema ntais grave ocasionado pela cópia de estruturas. .Pela semántic-a 
do modelo Fltyxo de Dados, operações não preservam os seus argumen-
tos. Usando-se estruturas uáo-annazcuada:o;, uma estrutura letá de .9Cr co-
piada tanta8 vezes quantas forem as operaçr>es sobr~ ela. A COJJSeqiiência 
é <JUe a ocupaçào da Unidade de Agrupamento aumenta substancialmente, 
acentuando-se também o tráfego de ficl1as entre as unida.des do computa-
dor. Quando a,'> operações realizadas são apetuu:; de conrmlta pardal sobre a 
estrutura de dados, observ<.t.-~e um consumo excessivo de recursos do nnu-
putador. 
3.3 Estruturas Armazenadas 
Para conioma.r as deficiências das estruturas nàt.HLJ'lllazeu:ulas d(~seun,Jven­
se o conceito de n.rmazcllameuto par;t (~strutur;u; rk dados. AsslHI, a f'Str·v-
tum _passa <t possuir um caráter de objeto pa.!;sívd de armazenamento numa 
uuidade espedíiGt, a Memória de Estruturas. 
Nnm graJo de !luxo de dados qne suport:t estruturas ariHaze!tadas, a es-
trutura propriamente dlta. é que é repnoscutatla c.omo uma f1cha. Na ftcl1a, 
consta o nome da estrutura, em geral um apontador Jnra o loçaJ da JH('mÓria. 
ou de eht se eucoutra <HnHtzetl<td<t. Para acesso au dcnH;uto de uma estrntura. 
!D 
!'t •tdi<':B.-~P lllllll tl!JPrH.~ÚO CJll(' f.('lll t'OIIIO H rp;llJlli'H tO H O Jlll!!!<' da \'K I, !"!J t !J !'~I I' H lll 
se! dor. Par H. o <l.rtltn.ZeH<Ull('lllO dP 11111 dado H\1111a estn!tllfH-, por su<t VPZ, siio 
!l<'rt'Kii:'Í.I'Íns tn:~s n-r~r!!nt'Hlos: o HOlllP tia t>sf.rutura., o HP]Ptor (' o pn)prío d.,, 
mcnto. O armar,etWl!H'llto potle ser llll[Jleme.ntado atrav6s de duas OIH'raçôes 
de dois argumentos, ou através d.e uma ÚHica operação cmpregartdo·se um 
artlfício que explicaremos posteriormente JJO Ca.pítulo G. 
As estruturas arma~euadas uào têltl a natureza dinámka das estruturas 
não-annazenadas. Uma estrutura arrnazella.da transforma-se num objeto 
estático. Com isto íncorre-se no custo de pelo menos dum> operações extms 
para cada elemento: uma. pa.ra o a.rmazenamento e outra p<:tra uma. consult<L 
Como conseqüência do a.rma.zeJHtlllellto de uma estrutura de dados Lf~m-:;e 
ba-sicamente: 
1. O espaço empregado para o aJ'lllazenaittento d<< estrutura é m;ndo çom 
efkiénda se os pron'ssos que a cmtsonH•m rea.lizowt a.pem1-~> n!Jihldtr!.s 
parda.ln sobre dJL Nt•:;se e<L~O as via.s de COIIJI!llic;H;ào Ktw t•wpwgadas 
:.q>enas conforme o necessá.rio. 
2. O arnmzclJame1tto de estruturas de (htdos uiio-l!oJ1wgêneas e de estru-
turas auinha.da.s (como listas e árvores, por exeJJij>lo) é de t'xccuçào 
ma.is simples a, partir da a.ssoda.ção existente e11tre a estrutura e o seu 
apontador, ou sej<t, tuua estrutura pode conter outras estrutura~>. 
3. Torna-se viável o tm~a.meuto de problem<M com estruturas <.le muitos 
ele1nentos, uma vez que fica, superado o limite imposto peio compri-
mel.lto fuo do rótulo. 
Na ma.ioria. dos e<:tsos é impraliGlvd a dcterwimu;iio a privri do WliSH!HO 
de men1ória, de um programa. fuudouaL Para tornar eficieute o uso da 
Mcmóría de Estruturas e evitar o consumo excessivo de ('S!J<tço, lttdui-s{' no 
sistema., como um processo a.utÔHOJuo, um gcreute resfHlnsAvel pelo controle 
da memória. Faz-se necessária a gerência diniunica do espaço de tli('móría 
para rea.proveitalllento de posições fora de uso durante a e:xecuçã.o dt' um 
programa, ainda. que isto a.nmente o custo do proccssanwnto e a colnpl<~xi­
dad<~ do sistema. O prot·esso de gerêHcia pode S(~r conduzido por sufi.ware, 
llanlw;_u·e ou uma cowblnação de anlbos. 
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3.3.1 Armazenamento Empregando Árvores 
A primeira proposta. de um anna.zen;uneHto específico p;na. estruturas de 
d<tdos ('lll comput;Hlores a fluxo de tlados foi f1.~ita por l.knnis [J!J]. Nuu1 aw-
bit'lÜe de estrutHr<l$ <11"lll<l'l,('lladas, como o propostu por dE\ <t org;wiz;H;~w 
interna. é sob a fonnlt de árvore, onde os d<.!lllt'Utos da. estrutura sítuaw-se 
uo lugar das folh:ts. Dt~ modo a suportar adt!<fU<tda.mente o armazeJJ;unento, 
a Memúri;~ de Estrutura.<>~ couslitttída por cduJas de tawa.ul1o fixo. A íd,~ia 
possui a.unlogia com a fornuL de i\.l'lllilZ(H!<llllCHto de dados usada em LISP. 
Como mcndouaJnos auterionneute, a ausência de cfeilos colaterais em ;un-
bieutcs fundou;tis proíbe alterações em um objeto: tod<L a trausfornw.çilo 
de um objeto or.igina um objeto uovo. No eutaHto, pela rcpreseulaç<lo em 
árvore, objetos logicamente distintos podem ser fisitauwnte compartilhados 
evitando com isto o es[or~o da cópia dos eleJUellt.os comuns. A estrutura 
formada por um conjunto de objetos compartilhando eieweJltos resulta uum 
grafo dirigido e acíclico. 
Para determinaJ qua.mlo uma parte da estrutma pode ser desca.rt<uh, por 
encontrar-se fora de uso, cada vértice da árvore possui um cont;ulor de re-
ferêucia.s iudic;~Hdo o número dl' estrulums que o comp;t.rlilham. Sr! o roH" 
ta.dor de referêmjas for lll<Lior do qne 1 o vértice está sendo comp;utilhado 
por um nUmero de estruturas igual a E~ssc valor. Se o contador for 1 o Yért.ice 
não está sendo compartillu~Jo. 
A implclll~'ntaç;1o de estrutur;cs uo modo proposto por DeuHis t'• difícil dt'-
vido à possível ordem (geucralidade) das árvores. Por isso Ackerman [1] 
propôs restringir as árvores ao caso de árvores binárias como em LISP. A 
argumentação a este favor baseia-se em que, restringindo a geueralidadc da_<; 
árvores, a implementação se slmpllfi(<t. Na proposta de Ackerman, uma es-
trutura é percorrida usando um seleto r formado por uma cadeia de bits. Um 
bit '1' no selctor determina a escolha da sub-árvore da esquerda, enquanto 
que um bit '0', a sub-tlnore da- direita, Um objeto é inserido (appended) ou 
lído (selected) a partir da posiçã-o estabelecida. pelo sdetor conforme ilus-
trado a seguir: 
opcraçiio fullciouatidn.d~~ 
append (e 1 ,s,e2 ) árvote-l>inâria, cadeiaJ.1its, árvore_biwhia ~ ârvore _biu;iria 
select (e,s) árvore_binária, cadeia~bits ~ <irvore_bin<íria 
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A formação de e~trutur<~s com base na operação de Hppe!ld é um processo 
moroso. Além disto, o processo requer uma serializaçâo uma vez que ele de-
pende da existência dos vértices da árvore para que appends a esses vérti{;es 
sejam efetua.dos. Esta serializaçfio na tra.usforma1;ào de estrutura.<> é res-
ponsável, ()Hl parte, pda.s críticas atribuídaB a. eslc tipo de repreS{!Ht<lção 
[23]. Por outro lado, il-JJJ>cmls coucoJT('llt.es podt!m dar origem a Hlll<J. (~stru­
tura de dados difmeute da dcseja.da., se houver uma a[lf!raçáo i111própria na 
sua seqüência lógica. Num ambiente COilCOHCHte mmo o de !luxo fh' dados, 
\~sta. é uma limitaçiw scvenl. Outra row->cqiif•ncin. dP ;lfJ}Jf'JHis couconPtd.Ps 
Hiln O li di \'('l"HOS ;1 ri'NI;t>S a. lllll a. I'S!.l"ll t.u r;1 q H I' podPIH oro r n•r slwult;1 !11'!1 rnun t1'. 
No caso dt• ('strulurn.s com um lliÜHerograJJde de demet1tos, a r;ú1. da. :ÍJ"VOH) 
torna-se, sem dúvida., uma posiçiio de mcmóri<L com alta proUo:l.l!ilidadc de 
conflitos de acesso (lwt spot), uma VBZ que todos os acessos às folhas da 
Arvore passam nccessa.ria.menie por ela. 
Gaudiot [25] sugeriu a. criaçfi.o de rn;,1cro-atores, ou seja, macro-instruções 
responsáveis pela m<tnipula.<;âo das estruturas de dados. Estes macro-atores, 
introduzidos no grafo do programa. pelo cornpi!a.dor, rea..lizam a produção e 
a. tra.nsformaçãO da.s e,struturas de dados diretamente, evit.audo a formação 
Ha. memória de versões iutcrmedi<í.rias de uma estrutura. Embora os macro-
atores pareçam necessárim:, eles introduzem nos programas opcra.ções d(~ 
gra.nulariUade variada e Ue aloca.çã.o explícita de processadores, justamente 
num modelo onde grauula.rída.de fuJa e alocação dinâ.rnlca. de processadores 
sã.o atributos básicos. 
Uma crítica. ma.is séri<t, mencionada. por Ca.jsld [2:J] \~st<i 1m contapplll de 
rcferúndas t'lll rada vért.lc<' de uma árvore. Ao rw crÜH ullJa estrutura com-
paxtilha,da, todos os vértin.'s cumHHs ti!m de ser ;,.tu<diz;tdos, o que ;:uunenta 
multo o custo do controle d;t memória.. QllaJl{]o a contagem de ref(~rêucias de 
um vértice rhega, a zero, por exewplo 1 é neeessário inicia.r uru processo n~nlr­
sh·o de exanw dos vértices que s5.o referidos pelo vértice descartado. Est<~s, 
por sua. vez, têm a sua. contagem de referências decrernentada. podendo ir a 
zero. Nos casos onde isto ocorrer, sucede um reexame nos vértices d('pen-
dentes. 
Finalmente, a.s estruturas em árvores compartilhadas uào 1wrmitem estabe-
lecer com certeza se o espaço ecouornizado no compartilha.mento compet!sa 
o espaço extra. usado por vértices intermediários (isto{~, vértices compostos 
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por estruturas) e por contadures de referências, já que em iuúmeros owos 
o compartillmmcnto é desnecessário. A representaçiio de t~sca!ares de ti-
pos distintos, litera..is e numéricos, por exemplo, t;uuUém é uma cansa de 
desperdicio na ocupação de memórias com células de ta.manho lixo, pois o 
tamanho da célula é estabelecido a partir do escalar mais demandante de 
espaço. 
3.3.2 Armazenamento Empregando Blocos 
Uma representação interna, empregando árvores parece adequada apenas 
quando o tipo de estrutura tratado no programa é tantbém uma árvore. O 
uso de uma. representação de árvore pa.nt um array é muito iuel1cirHtr de~ 
vida aos inútueros problemas mencionados anterlormeate. Para arnPW'Jtar 
1l1T<l;Y6\ l~ organi;,a.çào ma.is rouvcuit'Jik é nm ('~pa.ço cout.íg.uo d(' lflPillÚri;l 
tbloto). Nt>::;tc r;u;o, o apontador ú uJJI endPn'çn·ba.sP que d('l(~rmina oud•~ 
a estrutura começa, e o íudict' t~ e!Hprq!;a.do uo d.lculo do de::;local!wJito ;üé 
a posição do dcmt~ut.o d('st•ja.do. O walor bendício ql!e S(' obtém COlll Pst;_• 
tipo de l'l'PJ'{'$('111-<ttJ\.U (• Ultl tPmpo d(• (\{'('.~SO CfiHSti~!ltf' iWH í'lf'IJH'tltos, lli'SLP 
caso ddtmuina.du unka.Htelllt~ pelu lwniw<l-l"e da wáqulHa, ímh~pe!ld(•Jido do 
tamanho da estrutura, 1 
Uma vez armazenada, uma estrutura pode Si.Ol' com1Htrtilhada nos acessos 
para leituras, copiando o seu apontador. Entretanto, o compartilhamento 
de versões difereHtes de urna estrutura é multo limitado em raúw da Slla com-
ple::ddade. Quando nã.o é feito compartilhameuto de estruturas, a formaçiio 
de uma nova estrutura leva um tempo proporcíoual ao tamanho da. estru-
tura original porque a maioria. dos elementos têm de ser copiados dt' uma. 
estrutura para, outra .. Quanto à. coutagcm de referências, <.~sta. é feita para 
tocb a estrutura, ao iuvés de para. c;ula um de seus demt•ntos, como na fP-
presenta,çào por àrvorest flimpliflcrwdo e dimiuuindo o custo deste processo. 
O problema da represcuta-<;ào por blocos está na gerêHcia da uwmória. 
Como os blocos têm tan1a.uho Vil.ritivel, surgem dilicu!dadPs nos pron~ssos dr• 
:doe ação e n~cupcra.çito d(: JJJCJIHlria, destacaudo li frag!!!Pilt:v;iio d!• HH'I!l!)rbt, 
t\ geróucin. de espaço llvre e o tempo de alocaçil-n de espaço, 
1 Cousideramos que a eslrutura seja. estrilu (um nwceito que será apresenf.;,.do 1m 
seçã.o 3..4-1). 
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(h compnt;u!ores a fluxo tk dados têm :>ido dirigidos priw;ipahJI(!!d.c ao pro-
cessamento nutuérico onde as estruturas básica.s eruprega,da.s são do tipo 
an·ay. As linhas de pes(pJÍsf\. em fluxo de da.doB vi>m <tdota.ndo o annazc-
na.nwnto de estrutur<u; empregando blocos. A exceçfw é <t línha ef.liática 
seguida por Deunis [19]. 
Compartilhamento de Estruturas Empregando Blocos 
Urna das ddiciêudas do <tflll<l-ZettameHto de estruturas empregattdo hlocos 
está na dificuldade de eompartíl!iar elementos comuns eutre as estruturas, n 
qnc pod0 elevar o collSUIHO de memória. em n~rtos prohkma.s. Cousirkre-sc 
o exemplo em SlSA L: 
type íntvec = array (integer] 
function swap (a: intvec; i,j: integer 'l. a [i: v] e uma expressao 
returns intvec) Y, que cria uma estrutura 
a [i: a[j]; j; a[i]] 
end function 
% com os mesmos elementos de 
X a, exceto na poaicao a [i] 
% que tem o valor v 
tunction seloctionSort (a: intvec; k: integer 
returns intve~::) 
if k ::: 1 
then a 
else selectionSort (swap (a, imax (a, k), k), k- 1) 
<md if 
'l. imax determina a posicao do maior elemento 
end function % em 'a' entre os indices 1 e k 
Neste exemplo, o núrnero de estrulura.s criaJa.s é íguaJ ao n!Ímero de ele· 
me11tos do vetor, independendo da, ordeuaçâ.o dos t.:lenwntos da estrutura a 
iniciaL Como o ;tlgorítimo é Ílltriusecarm~Hte seqiie11ciul ( baslt<t~Jlf.'Jt!.(• de" 
vldo à recursão de cauda}, observa.Hdo que as versÕPS iatennediária.s de a 
serão descartadas, poder-se-ia. a.proveitar a versão aHtiga de a e realrilmir 
valores"· da. H<l fuuçiio swap. A própria. fonçi\o swap podP ser we!hurafht 
p;u·;l. rt'aJiza.1' a ;dteraçào Plll a itjl('ll<ts qn;wdo Het:eHs<Í.du: 
i:f i = j 
then a 
else a [i: a[j]; j: a[i]] 
end if 
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O ('Xemplo i!usLra de modo uudto evidP11te qHP, para. nJguns prob!Pnuu;, 
urna das melhores formas de cvilar o consumo excessivo de memória 1; rea-
proveitar o espaço de uma estrutura-argumento reatrilmindo e!emeHtos nas 
posições u.lteradas. Isto pode ser feito liC Hfio PXistircm outras n~r~~ri>nci<:~.s 
{isto é, apontadores) para it cstrutum. Um compilador pod(~ introduzir de~ 
pendênda.s, de modo que a c;H.la mouu~uto dnr;mte a. E'.xecuçào do prog-rama 
esta coudiçào venhn a ser satisfeit<L As dependências iutroduzid<L'> pcb com· 
pilaçào são sincrouíz<tções que serializ;tm as opera.çõcs sobre a estrutura para 
permitir a rea.tribuiçào. Apesar de urna. solução deste tipo ser simp!Ps e ba· 
rata., ela niio pod~~ ser ap!ica.da <t qualqner caso por n:striHgir o para!di:mttL 
O compartilhamento de estruturas empregando blocos pode ser mais difícil 
do que a.quele ernpregaudo árvores por serem maJores as restríçôcs provcni-
eJ\t(~S das operaçôes lmplementad(Ls com o propósito do compa.rtil!tamf'nto, 
Nest0 caso, o mimero d(' vPr,<;Ô(!S çompa.rtilhadas !.~m blocos dev(~, ('BJ g•~raJ, 
ser menor do que em árvores. 
;\ 1wguir são d('Scritu.'i. lri's das propostas PXist('l!ti?H par;t rot~tpa.rtH!uwH·nto 
empreg.:wdo bloros. 
Compartilhamento de Segmentos A ronna H'nli;;,;,d;t Jl() ('(Jlllpit!.i!{!(Jr 
a. !luxo de dados d~~ !V1a.Hche::;ter ituplctnPtt1.o~ cotttpartillt<UIH!HLO de Hln seg" 
mento de um bloco. Ar. op;.~raçÕNl W'l'rt)JJI.djust, MmyArldh (~ mTay_(l(/dl 
presentes em SISAL [33], depeudetidO do contexto, podem permitir o com· 
partitha.meuto. Nos esqucuHt.S a seguir l\ e B siio (~stru\.ura.s: 
• ürray_adjvst cria uma estrutura D que é parte de uma outra A. 
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• arTay-addh cría uma. estrutura. B a partir de outra. A, acrescentanJo-
lhe um elemento a mcüs na última posição. arTay_addl é a operaçào 
recíproca a array_addh. 
B 
A 
As opN:tçôrs ip!P produzem ro111 p<trtil hrt-lllPid.o 11 a fon11 a, d(' >i('J.!;fll('J! tus i 11 crt~, 
menlam <.t contagem de rcrerêudas sobre o <~spaço cowpa.rtilhado. () l'f,~ílo 
é quase equivaleu te à cópia.. do descritor da estrutura originaL 
Compartilhnmento Emp1·cgando Nós i'.:sta forJJia, 1le COillj)Mti!!(;llfli)Hto 
é proposta em EXMAN [38]. Uma operação de appcnd (do tipo a. [i: vj) cria 
n a partir de A: 
n 
A 
No acesso aos elementos de il, o selctor é inieia.ll\lcutc testado para dr-
terminar se este está prcsc•Hte no nó. Se estiver ai!S{'llte, a. estrutura A é 
consultad;L app<•ntls sucessivos podem origina-r uma !ist<t, que twstf.' ra!-io 
é perrort'ida. em busca do primeiro sdetor ig:nal ao da wnsult<L J){' tnodo 
;t man\-(•r rorr0Lo o ui'tnwro dt• H'fPr0ncÍ;J.H !l•ltoh ;'t ••strutura, ;1, "~trntJJr;, 
argtulwut.o de um <l[)JJL'llri tc•u1 a, cuHl<lljCIII dl) n•fpr(!!ltía.s ÍIJCI"CllJPJJL;H!a. 
Com.partilhamento Empregando Estruturas Híbridas O ohjl'tlvo 
das Plit.rutnras híbridas [2:>-:] e<>t:Í. em alcança-r lllll equilíbrio •~JJ!-re a. ll~'f\'HHi­
dadc de múllíplas côpi<ts e o compartiih;unento de uma cópia ÚllÍC<t (k' uma 
estrutura. A idéia principal consiste etn criar um descritor (Figura. :J.2) que 
esta.helece onde se encontra. o elemento que deve ser lido. Este desrritor 
tambóm é <tnnazcB<l.do, stmdo constituido por ciuco campos: 
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• o stal us, que iud ic<l Sl' o desr rl to r n~r('rP-S!' a uI li ít ·~str u tu r a 1110d i li ;·;1 da; 
• a coutagt~m de relt~rêud<ts, que determlml u nÍIIIH!ru de apol!!<ulün~s 
para o descritor; 
• a loca.lizaçào do elemenlo, ca-mpo constituído por tun conjunto de bits, 
um bit associado a cada elemento; e 
• os a.pontadores esquerdo e direito, que sào empregados para acesso aos 
elementos. 
Stntu~-1 
Coutng;eu1 de rdCréacil:~s 
Localização 
1 Esquerdo I I DireHo 
Figura :3.2: Descritor de Ullla. est.rutnnt l1íbrida 
Na. cria.,;iio de uma. estruttua, aloca-sc espaço para o descritor e para os 
elementos. O descritor usa o apouta.dor esquerdo p;:ua det.t~rmiuar oude a 
estrutura inlci<L O apontador endenoça HIH bloco ocupa.JI(lo o esp<t<.;o rOJ··· 
respoudente ao tama.nho du. estrutura. O valor 'O' é a.trihuído <l todos os 
bits do campo de localizaçã.o como iHdicaçào de que S(' deve usar o apoHta-
dor esquerdo para acessos, Ao a.ponta.dor direito atribui.se o valor nulo, à 
contagem de referências o valor '1' e ao status a indicação 'nomwL Estes 
procedimentos criam a. estrutura. 
Uma operação de append numa estrutura. híbrida. cria. IUll novo desnítor (' 
alocao espaço correspondente a uma nova estrutur<L O novo d(~scritnr tem 
o status de 'altemdo' como iwlicaçào de que a est-rutura. antiga.{> agora com-
pa.rtilhada .. O apont;ulor esquerdo do H ovo desrritor aponLt para o di'.'Wrítor 
da estrutura. a. H t.ig~t. O >l-IHW ta.dor di n•i to ;1 poat.a pa.ra. n li OVo t's p<H;o ;1loeado 
e o el<,~Jueuto, argumeuto do <t[iJWWI, ;) im;t~rido ua posít.Jtn ;HJ;~quad<L Ao 
bit d{' loca!izaçào corn.>spondt•ut.c it posiçftu do uovo elt>uH~Itto l~ ;l.l.ríbnído o 
valor '1' indica.Htlo (jlll' para an•sso a e11te Plemeato dcv~> st·r t'lllfJf1'1f,<!do o 
aponta dor di n•l \.o do dt•sni b li'. Os onl r os PlioiJI uu f.oB s{ü 1 I'< Jl!S 11 I Uulos "! ntvf;ii 
do ;tpnnt.;t<.!ur t'S<Jtll'rdo <'do d('scritor antigo. Â. coalag('Jll d<' H!h·rí•twias du 
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descritor antlgo é iucreluCtlt<Hh devido;\ rcfcrêucia pelo apouta.dor esquerdo 
do novo de:;critor. 
No e:1:>o ~'lll qtw ;t nmtag/'llt de l'PfN{'!Id<u> da estruttlnt ú J pode-fie J'l!a.!i· 
zar diret<uncnte uma altera.çiio, pois sabe-se que a estrutltr<l·a.rgumento será 
descartada. 
P.a,ra evíta.r o d('spcrdído de espa~o em estruturas híbridas, ao ÍJJVI'..~ Jp 
alocar-H~ área para um bloco do iam:.wlw da estrutur<:J., aJocam-se su 11-hiocos 
de tama.nho !lxo a partir da necessidade. lsto otimizao uso de esp;u;o, mas 
requer uma. tabela de acesso para endereçar os sub-blocos. Como o;; sub-
blocos podem ser cotup;utilha.Jos, é necessária. uma contagem de referê<11cias 
associada. a ca.da. um. 
Apesar de os dados de si111ulaçào iutlica.Jos Ha.liicra.tura. [28] pa.rererem fa-
voráveis, a representaçã.o hílHiJa é bastante complexa e requer um suporte 
de hardware sollslic<ldo para sua. implcmentaç.ão. Em. qualquer siltwçi'JO, o 
descritor de mna estrutura grcwde será um lwt spot, uma. séria desvanta-
gem. Ao mesmo tempo, tudo iudica que a representaçã-o ltíbrida com port;1-sc 
mellwr para. estrutüra.s grcwdes, pois o t,e1npo cle forma.çiio das E'Strutnras 
derivadas é IH('nor do que o tempo de uma. cópia integra!. Isto pode s(•r uma 
va nt<tgem. 
A p l'('sen ça. de d<'SC ri lores i ll te• r tuPd j;idos p;1.ra. (!stru tina f:. q tw !WfH!ra m di w~r­
sa.<i modificações intmduz ll!ll<t l;ü(!arin. r.deva.da uo acpsso ;ws dr•mnJJlOS na 
est.rut u r a origi ual. N at u ra.luwu te esta l<ttência. pode ser anwulzad ;:t por meio 
de pipeliJJhtg e, possivelmente, pela formação mais rápida. de uma estrutura 
derivada. 
3.4 Paralelismo e Estruturas de Dados 
Quando se imagina para!ell.swo em:o!vcudo estruturas de dados, freqüen-
temente pensa-se em a.pllca.ções <'tlVOivendo opera,çi)es vetoriais e f'qn<u;ões 
de recorrência,. No entanto, esses problema.s COJistituem apenas nm sub· 
conjunto das possívci . , <tplica.çõcs, u.preseutando uru paraJdlsmo familiar e 
bem comportado, explorado por processadores vetoriais. Os computadores 
a fluxo Je dados nào se limit;un exclusivamente a problemas deste tipo. 
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O aspecto uwis importa.Hte do tema pi1mldismo totH estruturas dt~ dados 
está em como se reaJiza. a sincroulza.çào entre os processos produtor e con-
sumidoL Num a.mbieute paralelo, produtor e cousuntidor podem ser pro-
cessos iHdepcudí•ntes constituídos de vários sub-processos. Qu<wto lllPHOl' o 
número de sincronizações entre o produtor c o consumidor, mais eficieHte o 
processameuto. Contudo é difkil obter-se mua solução a!mwgente c efici-
ente para todos os tipos de problemas. 
No modelo Fluxo de Dados dinámico, todas <iS estruturas nà.o-annaz('nadas 
são rcprescnta.dns soU a. fonua de sr,n~anL~. Sob o aspecto de para!dismo, 
stn•:wu; são conW'llÍt'HiPs por 1-iPr<'BtPstnttura.s duuimico.<>. Entrf)l<ulto, t'otJJo 
foi visto anteriormente, uma abordagem c1ue adota. e:xdusíva .. nu:Hte 8UNJitJ.5 é 
JlOllCo pra.tic<Í.vcl. G(•ra.lutB!li() uma. (•strutura pode ser representad;~ comu um 
stream1 <<.prt'BcHt.amlo V<tnta.geHs, quando a.tcmlldas as seguÍHtcs COJHli!;Des: 
• os clemeutos da. estrutura. s<io escalares; 
• o padriio de acesso p;:~.ra a. formação c o consumo dos elementos é 
conhecido; 
• existem poucos consumidores ou, se existirem mnitos, eles usam a 
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ma.ioria dos elementos da estrutura. 
Quando as condições anteriores nào podem ser conJírnta.das convém arl!laze-
na.r a estrutura. Neste caso, a. repres~~ntaçào por meio de il.rrilJlS é a mais em-
pregada. Ao a-rmazenar tmta. estrntnra, pcrde·!;e em di11amismo P aunwuta.· 
se a c,<;laticidadc, nu·;tttcrísl,ica decorreu te da f<dta de JHobi!ídade dos elc-
rnentos da. estrutura. A Rcguir, abortl<tremos uma. forma de competls;u a 
estatícidadc por meio de arrays llào-est.ritos. 
3.4.1 Estruturas Estritas e Não-Estritas 
D0fim~-sc uma. função cotno sendo niio-cstriltt {I!OJH;frict.) flobn~ UJI! ;ugu·· 
munto qua.ndo t>xh;t,em siLI!aÇÜ<'s oHd!' u resttlt•tdo da. funçlw lud('jl{'Hdl' d(•ss<~ 
argumento. Em li ux.o de d;v!os a deftniçào de fuaç;vl HÚo-estrlta l<•v<t em 
conta primeiramente o <lsJK•clo oper<t(iOH<d da. ava-liaçào. Uwa futH)io em 
f!u_xo de da.dm; é Ji<lo-estriüJ. qua.udo a sua avaliação se ínida 1t partír d;t dis· 
ponibilltla.de. d<~ qualquer ;ugumento. O concpito dP p~;truturas nãrH•strita ... c; é 
semdha.nte, no que diz respeito à presença de v;<.lurcs, ao conceito de fuuç(ws 
não-estritas. Isto significa. IJUe uma eslntlnra n/io-estfil(j está di,;poHíwl ao 
processo consumidor ;wtes d<<. dellulçiw de todos. os S('tlfi elementos. Ao 
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contrário da.s cstrutur<u1 nào-eslrlta;.;, as eMrulums rslrila8 reiJ1!NPm a pr(~~ 
1\('l\Ça de todos os ('!t'!ll(ll!tos par;1. qHl' SPI! uso tro!1ha. ÍllÍCiu. 
\V('l\g [·li] fni u prinwiro a. ('IHJm'g,ar o COJI!'!'ito d~· ('.'·d.ruturas !li'i(H•ntrita.s 
para. streaws. Empregamlo-se st.ren.ms uào-estritos, é possível que o produ-
tor do stre<lllJ "passe à. frente" nào agllanl<wdo a formaçào dos elementos 
mais demorados e que o coJtsumidor o ac.ompanlH~ neste proce.SAo. O consu-
midor niiD fica. bloqueado a.guanhutdo a. forma.çào dos elementos iudeJíHíJos. 
Arvind [10,11] criou a.s estruturas-I (estruturas incremeutaís) como arrays 
nà-o-estritos, a fim de obter paralelismo entre o produtor e o consumidor de 
um array de. modo análogo a.o tle \Veng pa.ra 6treams. 
Duas questões a. <l..borda,r sobre estruturas nào~estritas s;io as rclacioaadas 
à sincroniza.çf<-o entre processos produtor e consumidor e à recuperar;ão df; 
memória. 
Característkas de Sincronização 
Para impkuwutnr eslru(.uras nil.tH•strlta:.~ annm·;r-HIHlas ~~ IH'n~sti<'IXÍa.lllll:t sÍI!· 
cruuização ([<~ lwnh-t'Me qm~ impeça a h~itura de elementos aus(~Hl<>s {ímh~" 
finldos). hto é feito por um /1it assocíado a cada elen1cnto d<t t•st.rutura 
lndica.l\(lo ;:1. su<t p!'(-.'S('ItÇ<I.. Qu;wdo o csp<tço de uma Psirutura. é 1docado 
aquela.s posíçôes de memória. são m;trcada.s com o estado ausente. 
O <:tcesso a estruttWI$ uã-o~cstritas é caracterizado como -~plil-plwse [íi]. Dis-
titlgueHH>e dua..<t fases no ace!iso a.os elenwutos dH- estrutura por parte do 
consumidor: a fase de requísiçào e <t de resposta.. O tempo de wn::;ulta 
geralmente varia porque, uma vez feita UllHl requisíção, a resposta se obtém 
someute uo momcHto em que o elemento eudereça.do <'.~tivn pres(~Ht!~. Uma 
consulta é consldera.da antecip<tda., devendo ser su:'lpensa se ocorrer antes. 
de o respectivo elemento estar definido. Existem clols modos de tratar as 
consultas antecipadas: 
• l;Hsy-w;:úting: neste caso as cousuliafi serii.o recusadas e teHLHlas em 
algunl momento f11turo; 
• queucing: a.s consullas a um ek~m{'n(.o indP!lnido !iilo coloc;ulas ('I!! lllllil 
list.a associ;~da. àquela. posiçH.o d(' uremúrict, Se !1ouver cousu!t<ts itHte-
cipadas, das S(!rií.o rco;ponJiJa-5 prunt,<tlllCllie no lllülliClltO da. ddilliçüo 
do d('lllCHto. 
Para. o <:aso de busy-wnit.iJJg, não é t1N:essano um lw.nlwar(' complPxo. En-
tro::tauto, se o míuwro dt< consultas a.utecipada.~ for e!C'vado, o dcsctnpenho 
do compula.dor pode degmdnr em decorrência do coHgei:itiouameHto d!ls vias 
de rumnnir<tt.;i'io pelas mt'usag~~IIH. de nmHtdtn. t]Ue CO!Itpetem Ol!IJ l.otbs as 
denmis. No ta.so de qucudn:g, por sua. Vl'Z, o :-;uporte (h! lwnlwan• é ron-
sid<•r:tvPlmNtte m;ds eowplexo. (: neeesHário um hit adiclom:d a.ssodado a 
cada jJOsiç\w d{• llwmúria para. 't11diwr a JHt'HP.nça, d<' r.onsultaf> ;ud.Pcipada .. <~ 
e t;unb(•nt t!lH<\. gNt'nci;~ dillàmic;t do t!Spaço ;tssocia.do às liBtas de COllfildta.s 
antecipadas. 
Em estru!.ttra.s n;lo-t•strit;Js, a nlHcronlzaçiiu <~IILF~ produtor e ('Oltsttwidor 
ocorre ele11W11lo a deuu:nlo de modo que nào existem hot.-Hpot~ dewrrentes 
da siucronizaçào. Em estrutunu; estritas, contudo, as duas fa.sPs do pro-
cess<uncnto -- a fase da produçào da. estrutura e a fH,-;e do consumo niio 
se sobrcpõcul. Para. det.crmina.r quam!o a fas(~ de produçào foi Cullduída., 
o número de elelllentos da estrutura deve ser conhe.c.ido e estes dcmcntos 
devem ser contados ao longo da produçào. Isto correspo!ldc a UHH sín· 
CI'Orúzaçâo global para a estrutun.t, conhecida por collecL Naturalmente a 
formaçã.o dos elementos da estrutura pode ocorrer em paralelo, mas a pre-
sença de uJH único contador sed. um lwt-spot, quando e.struturas grandes 
forem sincronizadas. 
Recuperação de Memória 
A recuperaçtto dn ('spn.ço dl' nu:múri;l alocado a Ulllil 1•strutura. I<.~Ldt;~ r'• 
mais i1nedi:1ta. tlo qm• a rt>cupcraçào do lllt!.'il!lO espaço ;doe<tdo JMra. uwa 
estrutura. uào-estrita. Uma vez teudo sido a cstrutur;'l. estrita descartada, 
todos os seus elementos sào descartados a.o mesmo tempo. A recuperilçâo 
de espaço pa.ra uma estrutura nào-cstrlt;;t, entretanto, é mais complexa, pois 
ela pode iniciar uo momeuto em que todos os elementos requeridos pelo 
consumidor tenham sido lidos. A possível presença de elementos indeiini-
dos exige a recupera.çào do (•spaço iudivídaaJ de cada uw dos ele!!l('Hlos. 
Se um elemento estiver aut>ente, é preciso aguanJar sua defiuiçiio para, em 
seguida, recuperar o espa.ço que ele oc.upa. Do contrário, pode ocorr0r um 
comportamento uào deterwinístico, ocasionado pela rea.trlbuiçào a um de-
ruento, qua.ndo ~!:lte espaço Llver sido a.locn.do pn~nJal.\J!'ameute tt Uina. outr{l 
estrutura. Além da n~cuperação im!ivldua.l de suas posições, uma \~strutura 
não-estrita exíge também tuua sincrortizaçâo global das reuwçõcs de forma <l 
determinar qua.ndo o processo de limpeza foi concluído. Esta siHcrouização 
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pode ser rcaJiza.d:t ju11to c:om o pron'i'lm dP n~cupenu;ão dos ('h•rupntus iu1n· 
vidtmi,, dt~ modo fWrinJ ou paralelo, A sincrouizm;ào seria.! pode !eVM multo 
tempo para cstruturns grand(~s, euqnanto tjlte a. totnlmcHtc J><tnth'Ja_ fH~ria 
indlscutivc!Jncnte mui lo cn.ra. pelo número dt~ sÍJtcronizaçõcs requerido, A 
forma mais adequada parece ser uma comblnar;ão de ambas aquelas forma.s. 
Comentários 
Pela discussão autcrior, toru;t~sc claro que é necessána uma sill(:ronizaçào 
global qualquer que sej<t a estru t.ura. No caso das estruturas estrita$ durante 
<t fonua(;5o, (:ont o propósito J\~ indic:t.r qu<wt!o a. estrutura foi l:Otwluída. 
No ca.so das estruturas Hào-estrltas dura.Hte a recuperação de esp<lÇo, com 
o propósito de dt.:knnina.r qne o espa1;o aRsodado i1. r!sLrntura (•nr:ontra-fw 
tlispouÍ\'(•1 i' soiH'(' (>[(• nfin \'XÍStP Ullll!- n·quísirJío ik an•sso [Wlld<'lltP. 
A nfw :-;l'r pela..s lLsta,.; dt• cousultas ant(~tlpadaB das e.o.;truturas mi.o-cstrit.a::;, os 
custos de sincronlzaçào de estr11turas estritas e Hiw-estritas p<trerem iguais. 
A vantagem das estruturas uào-estrit<H_; sobre as estruturas estritas es1.;Í. em 
que, naquelas, o produtor 1: o cuJJi:jiUHidor Lntbalha.m slwullam~<I.Jll('llte e, 
conforme o problema. envolvido, o tempo de processameuto se reduz subs-
tancia.lweute. Todavi;t, existem clrcuustáncia_s em que esta característica 
transforma-se em uma desvantagem: se o produtor é lento em clecorr(>ucia 
de um proces.s;unento lo11go e se o consumidor é a.usíoso, as Iist<!.S de con-
sultas antecipadas crescem proporciouaJmcnte ao número de cousultas. O 
ntimero de listas cresce cntii.o em propon;ão à difereuça. eutr<! as velo<:idadcs 
do produtor e do consumidor. 
Os custos de Jw-nhl'<trc de estruturas eslritas sao mcuon•s do <pw os dl• es" 
trutur<l~S nilo-estritas. Por ist,o, parcre haver IJIIl coruprotnlsso lia. ('1\J.;I'JdiiHÍ<l 
da.s tvl.eBtória.s de Es~rutura.s eutrp a C(Lp;u:lt];ule dt! <Ll'JJU.i/,eltallJeJJto c êi L<k 
paddade do pa-r;llcli.~wo dos ;u·l~ssos. 
3.4.2 Estruturas Preguiçosas 
A idóia. d(• um;_J. <'HLrut.ma l'OHl coiHiíç(l('s dt> (0111-l'.r "iu/lu"ttos'' e!PHtPH!.oc. df'u 
origem ils l•st.rut.uras dit.;u; /!l'('!)lliÇIJ8(18 (ht;.;y dni-H strucl.un."s). NIJHJ rollt('Xto 
onde se admitem estruturas pregulços<ts, os elemeJJtos de uma. est.rutom sáo 
defmidos <l partir de um c.oHjunto de f11nções. As estn1turas prPgulçosas 
têm este uome porqtte o produtor só realiza a avali<u;ào de um eleweHto a 
partir tla sua demanda pelo cousumidor. Na.tur:dmcnit~ podem l!;n''-~r dt;-
}l('!Hl6nd:is Pntrt' OB detHPllt.os (por exf•tnplo, para nma. PstrutHr<t df'finíd<l 
H•ctw:Ú va.utcnle) t' a demauda. {• prupaga.d<t \Jtd í t·etameute a oulros el<~mP n tos. 
As estruturas preguiçosas surgem naturalmente nas linguagens com semân-
tica operaciona-l preguiçosa, (lazy ewdtut.tion) 1 como conseqiiêucia de passa-
gem Je <ugumcntos de modo c;lll-IJy-Hccd, Nas }iJlguagpllli com Remfwtica 
operacion;.tl ;wsiosa (enger evn/tJ<I/.ioJJ), wmo conseqii~~ncia da. pa.ssag{'ltl de 
argumeutos por valor (call-by-va.Jue), estruturas preguiçosas são formadas 
por meio de auotaçõcs no programa, lsto é, silo declaradas expllcitamente. 
Na li tcr<ltura, o {'OHcei lo de l'.,tru tu r as pregn i ços;ts <LJHH<:U_> pd a Jl ri Jni'Í r a v ex 
no traJ><tlho de Friedma.n [:J1,22]. 
Existem a!gunws va.ntagens ltuportantes no ewprcgo dessas estruturas: 
• maior cap;tcidade de expressã-o, do ponto de vista da llugu<Jgem; 
• somente os Plctm'H to.~ m·n·ssárior-~ silo a vali H d(!s Pvi t;u 1 do pron~ss;1 nu•uto 
inútil; 
• .1s fuH~Õcs tJHt~ tü!ll Ulll<t ava.Jiaçào uwíto cara mu tt~rmos de pnK(~s­
s;uueHlo !)odcm empregar estr1ttnras JHC!~uíçosa.s para "nH~morizar" 
avaJia(_;0t>s <wieriore.;, Au\.i'S tk avaliar a fuuçii.o, verífica,-iie se o rPsuJ~ 
tado para utu Cí'rtu arguHH.'llln í•stá dispo!IÍveL 
Em 1luxo de dados, o dcsen vol vimento da pesquisa d(~ estrtltunts pn•guiçosas 
foi feito no tra.b;:tlho de IIeller [2i], que elaborou uma extensão do ambiente 
convencion;Ü de fluxo de dados- um ambiente ansioso- para suportares, 
truturas pr0guiçosa.-S. A base do trabalho de Jieller é um ntec;ulismo do 
sincronização de baixo uívd para, estruturas-i. Na tn:tduçào do alto nível 
para o baixo nível assoda.-se ;;.. cada posíçiio d11, estrutura um fechamento 
( closure) da função, chamado tlwnk. O tlHwk coHsile th~ dua.s partPs: nma 
referêm:ia pa.ra o código du fuução e outra JMT<t o col!texto oude st• eltí.'oll~ 
trata as defiuiçôes das snas v<ui<í.veis livres, ou &eja, o co11texto de iHvocaçào 
para essa ftmção. 
O comporl~tlneuto opcr<tCÍuHa.l de estruturas preguiçosas(; llluito M'l!!('!ltantc 
<l-0 do ostru t unts uào··estritas .anna.u~Hadas. A d iferet~ça básl c a. Cll tre dN> está 
em qili: a chegada de HlH<t n'qldslç,ào pMi~ a kitura. de um dewcHto da t•stru-
tura. inicia nm proces.c;o qn<' corresponde ;\ avaliaçã-o do U11111k pa-ra ;;quda 
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posição ca..c;o o elemeuto esteja. <WB{'Jite. Todas a.s requisições feitas dmante 
a avaliação sào a.nua,zcna.da.s. Quando o clcnH~nLo !ica prouto elE> é <HHJa7.e-
nado na posição adequada. e a-s requisições sã.o at<'udidas. 
Não é difícil estender um ambiente com os mecauismos de siucromzação 
de estruturas não-estritas para suportar estruturas prcguiços<L<;. Talvez o 
ma.ior prol.!lema nejam as rouseqii1-~ndas da (~Xteusfw dn ll11gna.gcm d1! alto 
11Íve! pant a reprt'S(•Hta.\;fw de e1:>lrntura.~ pn•guiçoc;as. A semántic:L OJWracl-
onal presente em fluxo de dados é na.turalmente ansiosa c, por este IJJotivo, 
os elementos ava!ia.dos de forma preguiçosa têm de ser declarados explid-
ta.nwnte. Assim. perde-se algo dn. uniformidade e tril.nHpa.n~nda (j!ll' havia. 
tttltPriorlllt~H te. 
3.5 Estruturas de Dados em Linguagens de Alto 
Nível 
Nesta, seçiio vamos a.pn'scular duas !illf!;l!i!J:!;I'IIS, SIS1\L (SI.rvnms ;uH! Irm·a-
tiou on a Single A.ssig!lllWlH La.ngu;Jg't•) [:3:~] c ld (Jrvíne dataf!ow) [:3-l]. para. 
demonstrar c01po as estruturas de dados podem ser tratadas no alto uível 
de uma linguagem e vawos ;tpresentar <dguma.s da"' cara.cterísti<a.s d<~ sna 
tradução para o nível m;,,ís baixo do computador. As linjjuagens !de SISAL 
sã.o fundouais na maioria das construções síntática.s e, por isso, comportam-
se bem no processa.meJito em íluxo dt> da.dos. A semáHtica operacion<1! d(~stas 
lingua.geus Uaseia-se lUllU mecauismo de passagem Je pariiuwtros por valor 
e resulta ll\\JH tipo d(~ avaJia.ç;l.o ;wsios<L 
No qHK.' diz n~speito a vstrutur;ls d(~ da.dos, a a.bonl<lg,l'll! difNP (~In SISA J, <' Jd. 
Ale' I'Htrutur;l.s dP dados ('111 SI SAL são trata.das !'UitlO valorr'fL ld tn1l.;1 r•stru-
1- mas como va.lon's, ma~; a.d 111 í LI' a. possi bllida.dc d~~ nmsí d~~!'iH tllllil. e:d ru !,H ra 
como um conjunto de posições (slots). SISAL fornece a.o prograwador um 
conjunto de funções pritniliv;~s p<tra. a m:t~~ipuhçào de estrutlwts. PlHJIWII!.U 
em Ido programador{; respons<i.vd pciR dcfiuiçã.o das fuuçôes b;í,sicas. qu(' 
desejar, implementalldo-as wuw ~tbstn.ções. A difereuça principal ('SliÍ em 
como estruturas s~w comtruída.s, <H>pccto sob o qua.l Id permite tllllil f!exlbí-
lidade maior. 
O computador a fluxo de dados do MIT [9J adol<> ld wmo !íJ1g1wgem de 
programaçiio. A compllaçiio de programas Clil Id é feita de modo a imple~ 
mcntax as estrutur<l.S de dados como estruturas nào-estrita.<;. Id# [27], uma 
ex.teusão de Id que ;:~dmit.e <t deílniçã.o de estruturas preguiçoS}l.S, tamb<im 
pode ser empregada como linguagem para este sistema.. O computador de 
Manchestcr [26], eutret;ru1to, adota SISAL como liJJguagem de programação 
e a compilação de SISAL lmplcmenta estruturas de dados wmo estruturas 
estritas. 
3. 5.1 Estruturas de Dados em SISAL 
S!SAL é uma liuguagem fuucioual da classe de aü·ilmiçâo única. A pri-
meira vers;\~) de SISAL, roHduída em 1Dí:l4 [3:3], JOi um ellforc;o <'OHjl!uto 
do Laboratórlo Nacional Lawreuce Livenuore (LLNL), Ua Universidade d~~ 
Ivlanchestcr, da. Uulversidade de Colorado e da Digital Equlpuwnt Corpo· 
mtion (DEC). SISAL foi desenvolvida p:1T1t uso em wwputadon·s paral1•lo;.; 
[a5] de modo a estabelecer unta plataforma p;wt conqmraçiio ('lll.n• Pst.as 
md.quiua.s [:J2]. Um prognwnt em SISAL ó primeiramente tradrr~;ido para 
um formato intermediário (denmuimulo padrão IF'l) semlo as compilações 
subseqüeHtes n~alizadas conforme o ambieutc em questã.o. 
Nã.o se consitler-a SISAL tota.Jme11te fuucioual. Suas fullçõcs são de primeira 
ordem, isto é, Hào tüm o wcsuw st<Ltns dos valores (' por isso uilo podc1n 
ser argumento ou n'sultado de outra Iuu~ii.o. Além disso, <t coHst.rllt;iio for 
de SlSAL não é realmente dcd;-trativa., uma vez que existt• controle explícito 
sobre a sua. forma de avali<tçào: existe urna. forma itera.tiva (fOr in i tini) c 
outra p<traJda (fora!/). 
SlSAL admite dois tipos de dados estruturados: <lH<l:}'S f:' stre<HHS. O su-
porte a esses tipos é obtido mediautc op0ra.dores espedliros pres('llt('S na 
linguagem, Em geral strcams sã.o tnuluzídos para. uma. rqm~senta.çil.o uão-
anna.zeua.da. como vimos na seçã.o :!.2, Coutudo, (]HiliHlo um stre;wJ (. cow-
posto de d{~HH'!ltos de tipos (•stru\.urildos, a couveniüuda d(• n•aJi;-:;1r o ar-
HW.Zt'IJ<uneuto d<'K~a ('S\.1'11\.Hra cabP ao <:olllpilador. 
A ronstr1H;i'10 th• outros t'1pos t\~Lrutnrado.~, co1no lislos P ánwn.~, f1r;t a 
cargo do jH'Ogra.madur. Lugical!H'H!.I.', Plll tNIIIos dP opPrat;úN;, llJJJa lista 1; 
equivalPul.t~ a lllll sl.fl'iJIJJ. Toda.via, as lis!.;Js l'lll S!Si\1, dil11 nr]h>t'IJJ a I!JII<t n• .. 
pres('ll taçiitl <Hill<l Zt'JI a da. Na. roHstí'uÇào dos tipos líii ta e árvore, no I'XP!IJ p!o 
úa Figura 3.a, sào empregados os lipos bâ.iiicos recon/ e union. A declaração 
record cda um tipo de estrulura co.ustituido por um agregado Je tipos. A 
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dedara.çii.o uuion ongllJa, 11111 tipo do ('strutnra que é \llll<t umao d\' tipos 
o (]IH' podt' eomportltr-IW co1no qualquer JtH~HliHO desta unlito. O a.n~sso 
aos tipos iut\'[~nwtes de sn:onls P unions ~' rp;tJizadu por meio de sdPtOI'(~s 
( tngs}. Cab\' <to prng;m.nlwlor definir a.s opera.çôet< sohn• as estruturas assim 
construídas, a partír Je funções que tomarão corno argumentos essa;.; estru-
turas e os l:leus respectivos tipos. SISAL adota. um estreito acoplamento 
type 
type 
eTipo = ... 
aLista = record [elemento: eTipo; 
lista: union [vazia: null; 
nlista: aLista 
type arvBin = union [vazia: null; 




vertice: record [esquerdo, direito: arvBin]] 
Figura 3.3: Construção dos tipos de estrutura lista. e árvore em SISAL 
type intvec "' array [integer] 
type intmat "' array (intvec] 
type intarray~3d = array [intmat] 
entre estruturas de da.dos e estrulunw de coulrole: para cada lipo húsico 
estruturado existe uma estrutura <k controle associad;t, seudo o u1so mais 
importante o relativo a <·l.n<-~ys. O caso de streruns é semell1ante. A idéia, de 
mapear o nivel de lteraçii.o da consintçâo ror para o Ílldice da estrutura tra-
tada é empregadn. cXLl'U:><UIH)Jtte, como i!uNlrado na. Figun1 :1.5. EstP tipo d(' 
mapeamento é natural, te H do sido adotado pda priliWira ver, em FO HTR AN. 
SISAL permite a criaçào de <lnays multidimeJISÍona.is a partir da construç;w 
de a.rrays com um número meuur de diwt'!lsôus. J)(!ste modo, Hrrays mul-
iidimPnsiorw.is ti~m por La.~w <uTnys unidimeusiollais couw ilustrado ua. Fi-
gura 3A. Para ira.tar unHl. ~\stntlura. multidimensionnl é necessário etliJHí'g::tr 
a coHstruç59 for na foruta iterativa, ou usnx a fortlla produto rerwtída. e aui-
nha.damentc sobre nula dimensfw da. estrutura. 
QH<l.lldo () lli<IJH'<IIIH'Hi.U !'111-l'i' '!L('I'>!i;~.O {' Ílldiff' Í• dP lllll pa-t<i Ulll (' H~l() í'XiS!.I'I!I 




% cO, c1 e c2 sao arrays formados a partir 
%da soma de dois arrays a e b, de n elementos. 
for initial i:"' 1 Y. .forma iterativa 
until i : n 
repeat 
s::e a [old i] + b [old i]; 
i:= old i + 1 
returns array o f ' 
end :for; 
for i in 1,n !1. forma produto (forall) 
s:= a [i] + b [i] 
returns array o f ' 
end for; 
for e! in a dot e2 in b 'l. forma produto 
s:= e! + •2 'l. insensivel ao indica 
returns array o:f ' 
end for; 
Figura 3.5: Exclllplos da. COJtstruçilo fOr em SlSAL 
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corno uma opera.ç~.o de espulha.meHto (sca./.ter} oH de o a.rray é transforma.do 
uum stJwt.m e e<tda. t<lemento é atribuído a um uivcl de iteração. A coiJS-
truçiio fór tornt~.-~e in.w:11súwl ao iudice uma vez que o íudice é est.alwkddo 
impli<:italtlellic. Isto é moslr<tdo Ha Figt~ra :L(). 
A cria.ç;l.o dinâ.ulir<t de illTii,YS em SISAL é obtida a.tra.v(;S d<t opcra(;iíu de 
agrupamelltO (gatlwr). A operação gni./H:'r 6 rcdproca i1 operaçiio scatter: 
enquanto scatter introduz um elemento da cstnttllr<l· pa.ra nula. itPrat;ão, 
gather retira. nm Pkmeuto de cada de lter;u;il.o a fiw de triar uma. nova. 
estrutura {Figura. J.7). EuqHanto a ovcn~çil.o scat/.et podi! ser empn'gada 
apenas na. forma produto da conslruçii.o for, g;tiJwr pode FlCI' ('mprq;:ada 
tanto !l<t forma produto coJno na forma. ÍtPmtlva. 
O probletuil. que SISAL ocrtsionatHl programa.çi-i.o de alllbieutes <t fluxo dt• d<-t-
Jos di11ámi(~os est.<t uo auinhaJncnto das coustruç.ões for. Cada fOr comporta-
se como se fosse uma função e portanto requer um uome de ativação distiHto, 
for e m struct. 








Figura 3.6: Co11strução for e <.t operação de sc.atter 
ou seja., um novo contexto. Os argumentos de entrada e us resultados sào 
passados implicitamente atravt!s de uma. viucnl<u;ão dos uomes :w umt.ext.o 
externo {isto é1 empregando-se escopo léxico). Assim scHdo, quando S(' p<L'>-
sal'n valores ou stre<tins pa.ra ún's internos, os rótulos têm de ser alt<'rados 
pa.r<L o 11ovo contexto. O rotulameulo na. entr;ula e mt. saída. tem um çusto 
adicional de process<.unento proporcionaJ ao ntÍmero de ele!.nentos comunica-
dos entre os contextos. Este custo pode ser suprimido se for possível tratar 
v{Lrias dimensões no mesmo contexto. 
O problema. de :wiuha.mv11lo de }(Jr 's gera.lmeut(' pode ser atenuado qunudo é 
possível empregar uw fór iusc•Hsível ao índice, pois, p<Ha Pstc caso partíc11!ar. 
nfi.o ~e fn.z uerPss;írlo o usu d\' UJJJ novo nmw• da ativ:uJw. N•·sk rl!SO, a 
estrutur<l a.rgumcuto é trantSurwa.da. lll!lll strcillll e os novos rookxtos para 
ca.da uma das itera.ções sào idenllficados a. partir do íudice. A imporUhtóa 
deste tipo de for é que a pa.ssa.gem de valores para. os contextos i !I ternos 




rd:ums arTay o f e 
end for 
G'ioop Gloop Gloo)! 






Figura 3. 7: CousLruçi\.o fOr e a operação de ga.tlwr 
alteração do uome de a.tiv.a.çào nos rótulos das fichas. Para a formação de 
estruturas multidimensionais não há como escapar do uso de vários nomes 
de a.tiva.ção, poís é necessário distiHguir cada dim0nsão d:t estrutura e isto 
tem de ser feito a partir deste ideutilicador. 
3.5.2 Estruturas de Dados em ld 
Gerado1·es 
Id emprega. geradores em <:atlstruções de alto nível denominadas compre· 
ensões (comprelw11sious) [8]. 2 Geradores são construç.õcs que prodnzem 
seqüências de valon~s. Apesar de ~;crcJil cqnív~tll~ntes a çonntruçõ(~S de con-
trole üeraüva.s e condicionais uwllo seri;~ pt.:rdido caso tívesscm de sur ('X· 
prvssos iudín?t:tll\('Ht.(~ llll linguagem por lltdo dessas co!lstrnçô<~s: assim lW-
~SlSAL t.umbém emprega geradort~ ua forma produto d;~ (:ou;;trnçiio for [14}. 
~~tream 1 
< 1 >na,l,ds1 
< 2 >tw, '2, (L~1 
< 2 >mt, 3, ds1 
< :3 >nu,1,d~; 1 
< n >ua,[n(n-l)+'2j,diJ 1 
streaut j 
< 1 >tw 1 dt;., ' ' . 
< 1 >m1,'2,ds2 
< 2 >nu, :l, d.~~ 
< l >uu,1,rl.s 2 
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< n >nu, [u(n- I)+ '2j, ds2 
Figura 3.8: Exemplo do gcntdor i <- 1 to n & j <- 1 to i, que produz 
pa.res de íHdic~~s para eudereça.r os c!mneutos de uma. malriz, ~;obre(' abaixo 
da dlagouaJ prind p;tl. 
riam menos eficientes uma vez que não t\~riam urna tradução direta. Gera~ 
dores podem ser mupregados na indexação ao longo da forma(;ão de arr~ys 
e listas, e posteriormente Ho acesso a essfts estruturas. Um exemplo do re-
sultado de um 'gerador é apresentado na Figura 3.8. As Figuras 3.9 e 3.10 
mostram o exemplo de compreensões em ld. 
Num ambiente de proceRs<uueuto jHtruJc!o a presença. dP gPradores (• muito 
iuteresl:>au!:..> ponpw Pies S(' <:owporta.m cmno pron)Sfios indl~peud(•nt.(~S quP 
\H)SS\Wm JÚ]Wiiuíng interno Plltre o sub-processo (/oop) ljl!(' gera. a S(~qiii<IJcia 
de valores e o liltro que elindmt os elementos indesejado& desta. seqü{~ncia .. 
Urna. vez luseridos nuut co.utexto, cotnportanhse cotno 111<-tis u!ll est;ígio no 
pipeline det>te coHLcxlo. O }Jroccssa,uwnto de arrays tonHl~sc mais rápido 
qua.udo se empreg<l ger<Hlore.s, pois o tempo de acesso aos dement.os da 
estrutura pode se redttzir como conseqüência do paralelismo cutre o dkulo 
de índjces, o cálculo de endereços e acesso aos elemeutos propriamente dito. 
Isto está. ílusira.do na Figttra 3.11. 
Id 
Id possui como tipos básicos de estruturas arn-tys c lista;.;. Na. sun vNsao 
mais recente [34] {ld 88), todas a.s estJuturas sào arma.zeuada,s e por isto 
nào existem streams aa liuguagew. Como já foi menr.iowulo, sob o asJwcto 
lógico strenms c lit:~tas sã.o equivaJcntcs por suport;u-em o weswu tipo dp 
fib n = {array (1,n) 
I [!] = 1 
I [2] = 1 
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I [i] = fib [i-1] + fib [i-2] li i <- 3 to n} 
Figura 3.9: Seqüência. de Flbonnacci em ld 
mati_id n • {matrix ((1,n), (1,n)) 
I [i,j] • o li i <- 1 to n & j <- 1 to i 
I [i, i] = 1 li i <- 1 to n 
I [i,j] = o li i <- 1 to n & j <- i + 1 
mat2_id n = {matrix ((1,n),(1,n)) 
[i, i] = 1 ll i <- 1 to n 
I [i,j] =O !J i<- 1 to n & j <- 1 to n 
&i<>j} 
Figura ;3.10: I\Lttrizes Identidade em Id 
- 1 
to n} 
operações, de modo que a falt<t de stre;uns não prejudie<~ o programador. 
ld, como SISAL, uão tem muítw; operações primitivas rPspousáveis pda Hl<t· 
nipulaçào de estruturas. A maior preocupação de ld é fa.cílítar a formação 
incrementai ele estruturas, algo que evita. a formação de estnttur;J$ iHter· 
mediárias torna.udo o prugra.ma mais claro e suciuto. Arvind [·1,t0] observa 
que a necessidade de fonna-ção iucrementa.l ele est.ruturil.s é majs visíwl em 
problemas físicos que possuem tolldiçües de um torno. 
Inicialmeute o conceito de esLruturas···l associava. uma construção illrremen-
tal de ai to nível a.o mec<UIÍSmo de si ucroniza.çiio ( IP baixo u í v e! en I. H• prnd u to r 
(' cousmnidor [11]. No t'l\tauto os coHn•itOl; dr• estrutur:1s I(' d(! r$l.rot11ras 
niio-t~stritas ::;;-lo ortogonai::;. l~ possívd ter Ullla. li11gHagPm fundou;d com 
formaçiUJ d,~ estruturas de nwdu nàu-iJJcreweotol coll! unm siHcrouizaçâo 
elemento-a.-d('lltellto eulrc produtor e coHsumidor. 
A primeira versilo de !d possuía. estruturas-I cria.das '~xplir:itament(' atrav6s 
de uma op~•raç;1.o primitiva. {Larray) que a1oca.va. um wnjunto de poslçôes 
Gerador 
! indíces 





Fjgura. ::Lll: Acesso a. uma estrutura. culpreg<uHlo Ulll gerador 
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livres (iilots) à.s estruturas. Num slot podia ser colocado qualquer objeto. 
Eutretanto, como na alocação deste conjuuto não era necessária a vlurulação 
de um uome, a transparência referencial podin. ser violada nos trechos res-
ponsáveis pelo ~eu preenclümeHto. No exemplo ~r>gnint(', a.pr(~sent<Hlo por 
Arviud [lO], o primeiro trecho de programa aloca n posições, enquanto (j!lf' 
o segundo 2n: 
{a= I_array (1,n) 
in 
a,a } 
I_array (l,n), I_array (l,n) 
A perda da referf!ucia.l.nwsparend::d provotada. pela.s estrutur;Ls-1 torna lliiu-
fundotlais alguns trt>clms d(• um progr<tHl<L ('IH ld. No enta.Jilo, ua (~pont (~t!l 
que fora-m concebidas <I$ estruturas---I, descouhPria-sP outro modo para n•a-
lizar cotn efidêuria. o-t fomi<H~ii.o inrreownt;d <', apesar da j!('rda. da r('fi•ri•ru·ia 
tmuspan:adal, o ddNllliHiSIIIH t'l'it prvt>erva.do p1•la nm(lit;olu tk alri!Jqi(;fio 
üuic;t n.os l'lemt'lltus de ullla t•strutura L 
Em ld 88 foram introduzidas compreensões como mccatt'lsmo bá.sin.) d(' 
fonuaçllo de estruturas. As compreensões são sufidcntemeute gerais para 
pcrwitirem a fonnaçiio incremcnta.J de estruturas de wodo que a prt•seuça 
explicit« d(' estruturns-I, como deserito a.nteriorrucnte tonm-:c:c dPsneccssá-
ria, pcnnitíndo que a linguagem Jmss<t vo!tar a ser fuucional. As estruturas--I 
não fora-m climiu;HlHs pPrmaueccudo r:mllo opção p<u-a aJgumas ;~pllnH;ões. 
As compreeHsões poderiam ser cousídcra.da.s apenas como uma. a.ltt•nHttiva. 
sintática já. que, de fato, são equivaleates a estruturas--I. Não obstante, elas 
mantém a. traHsp<trôoda referenda] e introduzem tamauha clareza na des-





O capítulo anterior foi dedicado à. exposição dos principais conceitos associ-
ados a.o tema do processamento de estruturas de dados em fluxo de dados. 
Neste capítulo voltaJllo-nos para a discussão das unidades de armazenamento 
de estruturas- Memórias de Estruturas- que são peças fundamentais de um 
computador a fluxo de dados. Dois exemplos de como essas unidades funci-
onam sào tirados dos computadores de Ma.nchesier e do MIT. As princípaís 
implementa,ções de computadores a fluxo de dados como SIGMA-I [42J e o 
próprio computador de Manchester [29] baseiam-se HO projeto da Mcmórla 
;l(' Estrntura..<> do MlT, de cuja coJtcepçào surgiram as prindpais idéias im-
plauta.das no armazenamento de estruturas. 
4.1 Memória de Estruturas de Manchester 
A Memória de Estrutura.s foi desenvolvida para melhorar o desempenho de 
programas envolvendo estruturas de dados. No protótipo inicial do corupu-
tador de Manchester, todas as estruturas eram armazenadas na Unidade de 
Agrupamento usando sticky-tol,;ens (fichas "grudantes'', ou seja~ fichas que 
quando agrupadas, são copiadas, mas não são extraidas). Entretanto, esta 
abordagem revelou-se lneftciente por trés razõf•s prindpais [41]: 
• O número elevado de instruções intermediárias necessárias para o acesso 
a elementos de uma estrutura reduz o desempenho e aumenta a latên-
cia de leitura. 
• O espaço disponível para armazenamento lica Hmitado ao tamanho da 
Unidade de Agrupamento que também é usada por escalares. 
• O custo de a.rm<tzena.mento é aJto. 
As rnet.as Lá.sic;u; exploradas no projeto da !vh~mória de Estruturas de Ma.n-
chester foram modularidade, exteusibilidade e paralelismo íuterno à unidade. 
A Memória de Estruturas de Manchestcr foi dirigida pa-ra o armazenamento 
de estruturas~! ('_ isto repercutiu consideravelmente na sua orga.niz<H;iio e 
complexid;ule [29,'1 1 J, 
• a Sub-unid<ule de Alocação; 
• a Sub-unidade de Anna.zcnametttoj 
• a Sub-uuidade de Liwpeza; e 
• a Sub-unidade (de armazenamento) de Leituras Antecipadas. 
Estas sub-unidades colaboram entre si para a execução das tarefas da Me· 
mória de Estruturas como um todo. As tarefa.s consistem basicamente na 
gerência de memóri<t e no controle das consultas, através de uma troca 
assínc-rona de mensagens. As sub-unidades realizam tarefas independentes 
e podem operar concorrentemente. Para melhorar a capacidade de arma-
zenamento ou o desempeuho de uma Memória de Estruturas, o nUmero de 
módulos Je cada sub-uuidad<~ pode ser attWCI!Lado a.Lt~ a 1:onfiguraçiio d~:s<:­
j<uta. 
4.1.1 Sub-unidade de Alocação 
A SulHutída.de de Alocação efetua a reserva de espaço para o arnul-zena-
mento de estruturas na Sub-mlidade de Arma?-ena.mento. Atualmente o 
sistema buddy [30] de gerência de memória é empregado onde o número 
de posições alocadas é par. A estratégia de alocação pode variar. Quando 
a Sub-unidade de Alocação emprega listas de espaço livre por tamanho, a 
me-lhor est.ra.têgia é first-fii. Existe em geral urn compromisso entre first-fit <J 
hest-fit envolvendo complexidade e desemp<.mho. O que deve ser destacado é 
que a gerência de memória é um processo realizado tota.llucl!te em hardware 
(finnwa.re). 
45 
4.1.2 Sub-unidade de Armazenamento 
Nn. SutHw!d!ult• tio Anna,ZI'tJiUlH'H!.u Hfí.n w;wtídok nu l'lPttiPHloH dt~ urr~:t ~·~­
trntura.. O arPsso a ('Htlt JJtelllôria 6 n~:di:~.;ulo diretamnnte, fl(lllJ qHahplN 
traduçfw de eudert!ÇO e sem a partidpaç;lo JutNmediAría de qualqrwr outra 
sub-unidade. Por esta r<túi..o, o tempo de acesso aos elerueutos já armaze-
nados de uma estrutura, é ba.íxo. Para suportar estruturas-I por meio Ue 
qrwueing, existem em cada endereço dois blts que determinam se o elemento 
está presente e se ocorreram leituras antecipadas naquele endereço, como di,<:;. 
cutimos na seção 3.4.1. As leituras antecipadas são dirigidas à Sub-unidade 
de Leituras Antedpada.s, 
4.1.3 Sub-unídade de Limpeza 
O pa.pt'l d:t Sub-unidade Lk! LilllpüZ<L {' remover os ell~mPntof\ de uma m;tru· 
lura. fora de uso. Os bits tle status de cada. (~/Hk~n~<;o siio marcados com 
Ofi esta,dos au$enle c ncHhtinw lcitmu Jlcndenlc, depnin de cada rr~!Jiw;iio. 
Na rea,lidadc, por intermédio da Sub-unidade de Limpeza, realíza.-se urna 
sincronização semelhante ao collect, neste caso dirigida à recuperação de 
memória. A partir do momento em que uma estrutura foi removida, o seu 
espaço é devolvido .à lista de espaço livre na Sub-unidade de Aio;:ação. 
4.1.4 Sub-unidade de Leituras Antecipadas 
Na Sub-unidade de Leituras Antecipadas são armazenadas a,s requisiçôes de 
leitura de elementos que ainda nào se euCOIItra.m presentes na. Sub-unidade 
de Armazenamento. Estas requisições são armazenadas em listas sendo que 
cada lista está associada a um único endereço na Sub-unidade de Armaze-
namento. 
4.1.5 Protocolo entre as Sub-unidades 
A tahda S\~gninte aprt'S('llt;tj em resnmo, o protocolo eutn~ as stdHlllida.d•~;; 
an teriorc::;: 
x<>quisição re:;posta 
And __,. Suh-unídatk Je A!Zcaçlw 
solidtaç:i.o de 1'!-ljlaço ~!!Jdt•n•t;o-baH!~ da lirca livre 
-·J\~iCr-=:-'i:lilb-un!dl~~;enalJ~~'u to 
pedido Je leitura valor do elerw•_JJio endereçado 
pedido de escri~a (sem coaflnuaçiio) 
Sub-uuidade de ArmH.zcnawento-. Sub-tuiTJade (Jc Leitura..'! AlítCêlpaJii:.;;--
ldtura lU!Ledrmda (sm1J c.OJJiirn!aÇilo) 
liberar leit,ura.<J antecipadas pedldo de leitura 
Sub-unidade de Armazenamento -+ Sub-unidade de Limpeza 
início de limpeza pedido de limpeza {primeiro elemento) 
limpeza confirmada pedido de limpeza (elemento seguinte) 
Sub-uuidu.de de Alocação-+ Sub-unidade de Armazenamcuio 
reserva de espaço liberação de espaço 
unir áreas livres libemçiio de espaço 
Sub-uuidade de Alocação--. Sub-unidade de Annazenamcuto 
aponta,clor de descritor (sem confirmaçho) 
46 
A SulH!Hlda.de de Alocaçào lHantém trú,<; cHtrutura.s d() da.doH: lHn;t list;t dP 
dcsaitorcs para ;Í.rl'aH livrt'S H<t SulHwid;u](• (]!' Anna:t,(•H<LWI~Hto, uma lísta. 
d(' dr.'HTilorcs livn:s e uma pilha. com apontador·c.'f jl<tra descrlton•s livres. 
Na iniciação do sistema, uma parte dos apoutadores pa.ra descrítores livres 
é euvíada pa.ra ;t Sub-u11id<tdB dt) AnnazeHanwnto, onde t<uubém são arma-
zenados numa pilh<l. 
Os csp<tços (áreas) na Sub-uuidade de Anna.;wua.ment.o são divjditlos em blo-
cos e cantcterlzados pelo seu endereço inicial <~ t<unaaho. Se um pedido de 
n::serva de espaço para uma estrutura for maior do que o necessário e o bloco 
puder ser dividido, a Sub-11nidade de Armazenarnento pode liberar o espaço 
e..-:::cedente através de uma. mensagem. A mensagem de lilKc:raçào de espaço 
contém um apoutador para, um descritor livre e informações sobre a área 
propriamente dita. Ao rece!Jer esta mensagem, a Sub-unidade d{~ Alocação 
insere o descritor na lista de descritores pMa áreas livres e eliVÍa um novo 
apontador para um descritor livre, a. fim de que a altura média tl<:l pilha {h~ 
descritores livres na Sub-unidade de Arma:z,en<~<mento seja mantída_. 
requ!siçào r<;1lposla 
Suh-uuídade de Leíturn:.; AlllPcÍpadn.s-. Sub·UJ!id;tde dP 'ArJJJHZCflf!.llWULO 
apoutador pam Jist.a de lcltura llHtecipada (s<~m conllrmaçrw 
Exist.<' \llll prototolo sem.c!l!a.utc ao anterior <!nlrc Sub-uHidc~de de L~:ituras 
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Antecipadas e a Sub-unldade de Arrnazeuameuto para realizar a geréncía de 
leituras antecipadas. Uma pilha na Sub-unidade de Leituras Antecípadas 
contém apontadores para listas de leituras antecipadas que estão vazias. 
A recuperação de memóda fora de uso é um processo envolvendo as Sub-
unidades de Armazenamento, Limpeza e Alocação. No momi~llto em qtJe a 
contagem de referências de uma estrutura atiug{) o valor zero, a Sub-unidade 
de Armazena.nwuto envia para a Sub-unidade Je Limpeza uma JneH~a.gcm 
de início de limpeza, que contém o endereço do início da área e o número 
de elementos da estrutura. Assim que a Sub-unidade de Limpeza recebe 
esta. mensn.gem, ela inicia a remoção da estrutura. Cada elemento da es" 
trutUJa é removido pela Sub-unidade de Limpeza por um pedido de limpeza 
pa.ra a Sub-unidade de Armazenamento. Se o elemento a ser removido é 
um apontador para uma outra estrutura, antes de removê-lo, a Sub-unidade 
de Armazeuamento eu via um pedido de escrita para a Sub-unidade de Ar-
mazenamento oude a estrutura está armazenada (que conforme o caso pode 
ser ela mesma), para decrementar aquele contador de referências. Depois 
que o elemento fo.i removido, a Sub-uuída.de de Armazenamento eu via para 
a Sub-unidade de Limpeza uma mensagem de limpe::a colljirmada. Quando 
o último elemellto da estrutura fol removido, a Sub·11nida.de de Armazena-
mento envia para a SuL-unidade de AhK<tção ttma meHSagem de liberação 
de espaço. 
Se uma Arca. Hberada pela da, Sub-unidade (k Annaznna.mcuto tem uma 
ú.reu. adjacente ( Uuddy) livre, a. Sub-unidade de Alocaçiio ertvia de volta 
uma mcn.sa.gcm para unir âncas livrcH1 que será respondida. CO!U uma nova 
memagem de liúem1' área livre. 
4.1.0 Interface de Software 
A 1nterface de softwMe para. a Memória de Estruturas de M<wchester é 
b;u;tante simples. As poucas funções necessárias sào as seguintes: 
• solicitação de espaço; 
• escrita de um dcmeHto; 
• leitura de um eJemcnto; 
• valor inicial da contagem de rderê\ncia.s de uma estrutura; 
• iucremenLo ou decremento de uma contagem de rcferêndas. 
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No nível da linguagem de máquina existe uma instrução associada a cada 
uma destas operaçôes. Essas instruções criam uma mensagem com as Jn-
forma~ões necessárias e a dirigem para a. Memória de Estruturas. Como já 











<endereçoBa<Je, valor, contextoDestino> 
<iHcjdec, endereçoBase> 
resposta 





A sincronização dos elementos entre produtor e consumidor pode ser global 
( collcct), reaJizad<t para toda a estrn tu r a, ou indí vi d ua!, sobre cada. ~~h~mr~u to. 
A sin<:rouizaçf•o global requer uma couiageru dos elementos da (~strutura ou 
uma árvore de sincronização. A opção adotada em Ma.nchester para a siu-
croniza.ção global foi pela coutagelll de elementos. 
P .ara a sincrouização individual dos elementos, todos us requisitos estào pn~­
seutes no ]Jarc(ware da Sub-u1li.dade de Armazenamento. Para a sincro-
nização global existem dois modos de operação: 
• Na Unidade de Agrupamento: cria-se um contador numa posição desta 
uuidade usando-se uma sticky-token. O valor íulcial da ficha cor-
responde ao tamanho da estrutura. Para esta posjção são enviadas 
mensagens em quantidade equivaleu te ao tamattho da estrutura, que 
decrernentarn o valor da sticky-toke11. 
• Na Memória de Estruturas: cria-se uma estrutura ''fantasma". Esta 
estrutura ufi.o tem qua.lquer elemento, m<tfl a lilHt contng:(~JIJ d1· f('-
f\:rCndas tem o vaJor do núutero de ekHtctllofi da erilrutura. it w~r siu-
cronizada. No monwHto que um elemento fica proHto, é enviada uma 
mens(l.gcm para dccremeut<tr a contagem de referências da estrutura 
f<wtasma. Quando a cont<tgeru de referências chega a zero, a Sub-
unichulc de Arlllazenamenio cuvía um sinal para o anel e ínicia, jtwto 
com <"~· Sub-.unldaJe (]e Limpeza, um pro(;esso para a remoção d(:sta 
estrutura. 
A implementação de SISAL para a máquna Manchester emprega n,peua.s 
estruturas estritas, pois assim pode~se fazer uso de uma coutagcm de H'-
ferêucias otimizada, d<tbori1da por Sargeant [40]. O processo de reCtlfH.mLçào 
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de memória baseia-se Ha contagem de Sargeant e no lltccanismo automático 
de recuperação de memória presente na. Memória de Estruturas. 
Comeuttl.rios 
À primeira vista parece um contra-senso o emprego de estnJturas estrítas 
num computador onde estão presentes todos os mecanismos necessários para 
suportar estruturas Hâ.o-esiritas. A menos que o sistema de contagem de re-
ferências para estruturas não-estritas leve a uma penht expressiva de desem-
pe11ho com relação a um mesmo programa que use estrutura..:; estriL:u; com 
o sistema otimizado de contagem de referências, não parece haver sentido 
em se limitar o computador ao uso de estntturas estritas. Insistir nestas es-
truturas provoca um duplo desperdício: o JJard>vare voltado para estruturas 
11ão-estritas nã.o é usado e é preciso recorrer a mecanismos artificiais para 
sincronizar as estruturas et>tritas. 
Em qualquer dos casos, a sincronização global realizada. wmo descrito an-
te1·iormente provoca um tráfego elevado de fichas. Admita-se tJUC seja. n 
o t;un;udw da estrutura ~wHtlo sincrouiza.da, Pant <t HÍrH:rouízat;ii.o na Uni-
dade tle Agrupa.meuto siio enviaths 11 Jkhas para aqudtt uHídade. Para a 
sincronização n'a Memória de Estruturas a situação é aJuda píor, pois são 
necessárias 11 si11crouiza.ções na. Unidade de Agrupamento para' formar as 
n u1ensa.gens para <t Memória. de Estruturas. Neste último caso, se u for 
gr.ande e todos os cle!ncutus fic;:trem prontos ao mesmo tempo, o endereço 
do contador de referências da estrutura fantasma toma-se um lwt spot. 
4.2 Memória de Estruturas do MIT 
Apesar da Memória de Estruturas de Manches ter ter sido a primeira a imple-
mentar os mecanismos de sincronização pa.ra estruturas·-], esta idéja é devida 
a Arvind, do MIT [11]. A Memória de Estruturas do Ml'I', ao contrário da 
de- Manchestf:'x, tem apenas os recursos indispcnsáv•)ís à implementaçiio de 
estruturas-I [9]. A alocação e rccttpcraçiio de memória são ta.rcfas realiza· 
da.s por software, através d(' procesoos dmmados !Ht11W{}Cr~> (w~rent,•s). Um 
1V1MI<lger é responsável pel<t. iuici;t~;fto dos l1lts de sla.ltH; de cadil. ('(;hda de 
memóri<< a.lra.vés de um coujuutu de mcnsageus pam a Memória de Estru· 
turas. 
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O espa.ço de endereçameuto é glolnil. Numa máquilla que tem diversas mti~ 
d.ades de Memória de Estruturas cada uma tem uuuJ, parte do espaço de 
endereçamento disponíveL Ao receber uma requisição, o gerente reserva 
uma área e responde cout um apontador para o seu início. Na literatura 
não pa.rece existir mençã.o à técnica de gerência nonnalmeute empregada. 
Corno a alocação se faz por software, existe muita flexibilidade na escolha 
da técuica. mais conveniente c das ;J..ltemçól~;; uda. necessárhu;. 
Com relação à recuperação das áreas de memória., t;wnbéut não se tem ao 
e<~rto lla k~itura (h~ pesquisa contemporànDa corno esta tem sido feita. Tudo 
indica que it COlltag\~!ll do. referô.ncias é d('\iHCtesHária. A retuperaçiio df! 
memória pode ser realizad<t por região. Cada anel é destíuado a executar 
um bloco de código ( codc blocli) ao final de cuja execuçã-o todos os recursos 
usados são descartados. As estruturas são passadas explicitamente entre 
regiões que~ possivelmente, estão organizadas de forma herárquica. 
Cada Memória de Estruturas é composta de um controlador e da memória 
propria.Jneute dita, que está dividida em duas áreas: 
• a área de dados onde são armazenados os elementos Je uma estrutura. 
Dois bits de status associatios a cada célula de memória dão o suporte 
às estruturas--I; 
• a á.rea de leituras a.ntedpadas onde são armazenadas essas leituras. 
Os pedidos de leituras antecipadas estão organi7,ados corno uma. lista 
encadeada que tem como origem o local do dado auseate. 
4.2.1 Protocolo com a Memória de Estruturas 
O seguiu te esquema ilustro. o protocolo de interação entre o :wcl e a Memória 





<leitura, endereço, couicxoDn;iiuo > 
<escritR, vabt', enddeço> 
ff~[IOS·t"'C'-----
<: valor> nml.ex tu[k~l.ino 
<si na! >çuut~xtuD~stitm 
Ao contrário do que ocorre no computador de Mauchester, as escritas de 
elementos para a Memória de Estruturas do .MIT são confirmadas. A con-
finnação de uma escrita. não é fcita pela Memória de Estruturas, mas pelo 
anel, indicando que a instrução de escrita foi executada, isto é, que a men-
sagem de escrita para a Memóúa de Estruturas está a caminho. Isto é 
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nc:cessá.rio para. que o processo de sincroniz<-tç.lo possa reconhecer quando 
toda a atividade de um bloco de código terminou. 
4.2.2 Comentários 
Alguns artigos na literatura mencionam a presença da Memória de Estru-
turas junto a cada aneL Outros as colocam em separado, sendo o acesso 
re:aJlzado pela rede de interconexão. 
O hardware da .tvfemória de Estruturas do MlT é aparentemente mais sim-
pks de st~r lmplcuwnta.do do lJlle o da memória. COJTespolld(!Hte de Mam:heK-
ter. Contudo, até o momeuto1 não existem resultado,:; concretos do desem-
penho da Memória de Estruturas do MlT. Um protótipo deste comput<:tdor 
romeçoa a. ser implemeut:ulo PJB me:ulos de lD8.S e os n~sult;ulos preliwlua-
rc-s <Linda cstào pa.rn, HCf divulgados [17]. 
Observa-se que a simpticidade prometida por esse l1ardwa-re pode dar origem 
a uma Memória. de Estruturas menor e modular. Haverá um destaque do 
softwJJ"e, que será responsável por todo o processo de gerência de memória,. 
lsto está de acordo com a abordagem do grupo do MlT, que dimensiouou 
cada anel de uma forma, apenas modesta. 
Capítulo 5 
Localidade na Memória de 
Estruturas 
Este ca.pítu lo a.prcscu ta urna. abor(l;tgcm para o tratamcu to de estrutura-" em 
fluxo d(' d:a.dos, o que se COHStitui a principal coutribulçiio deste tra.ba!lw para 
o desenvolvimento do tema, A abordagem consiste basicamente da incor-
poração de localidctde em operações sobre estruturas de dados armazenadas. 
' Os princiJ)ais requisitos do lln.rdwa.re da Memória de Estruturas são o su-
porte para a siucrouiza-çào de estrutural> eslrit<ts c o suporte para. utH.•raç(Jcs 
vetoriais. Opera.çôcs locais na Memória de Estruturas nào modificam a g:ra-
nularidade de operações executadas no anel, mas apenas transferem para 
aquela unidade a.s operações que atuam sobre um conjunto de dados. Como 
conseqüencia da localidade da.s operações, obtém-se uma eliciênda maior no 
uso das vias de comunicação e nas operações sobre vetores. 
5.1 Processos Relacionados a Estruturas 
É possível dividir a, execuçã.o de um prognuua em processos djstiutoB. Os 
processos relativos a. operações sobre et>truturas são importantes devido a 
sua generalidade e freqüência. Destacam-se em operações sobre est-ruturas 
os seguintes processos: 
1. Geradores, que como vimos ua seçico •L2, se.o cousüuçõcs que produ· 
Z('lll fle(Iiiêllcias de va.lorcs. O resultado de um g<!rador é um stn~al/L 
2. Construções iOrall (10r ua formaprodnto), que aplicam uma funçi\,o n~­
petidamente sobre elementos de um stream. Na forma mais g;:~uérica 
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os valores podem ser iuplas (isto é, existe mais de um stream argu-
ment.o). Se forall for a.plica,do a. Ul\1<1 estrutura. arma.zcnada, da, será 
inicialmeut(~ convertida para um strenw. O ref;ulta.do de urn IOnl.ll 
til-lltb0m é um sirc<HJJ, 
a. Acumuladores [36], que criam uma. estrutura de d;ulos armazenada. 
Seja E' a estrutura de dadol3, E[ i] a sua i-ésima posição e Ek a sua 
k·ésinta versáo. Seja !a Ullla. [llHÇàO (associa.tíva.) de acumulm;iio. l 
representa.ldtur;H; e w escritas, SCJ1do que w [ Hk[i] ]reiJJ'esenla o valor 
escrito na i-ésima posiçiio da estrutura E na sua k-éslrna ven;áo. Seja 
ni o uúmero total escritas necessárias para que E[ i] seja considerado 
pronto. l. representa um valor indefwído c e e c representam valores. 
As propriedades dos acumuladores sáo: 
(a) Eo[í] =c; (va.lorinicia.l) 
(b) E,[i) = /"(EH[i), w I E,_ I[ i))), O< k S n; 
(c) I I E,[i)) = J_, O< k < n; 
(d) IIE,.,Ii]] =e, (valor lime!) 
(e) w [E,., li]] = j_ 
Acumuladores sào interessantes para implementar contadores e lüsto-
grama.s. 
Em geral as primeiras estruturas encontradas num programa. eiitão pnmtas 
ua formR de argtmHm~os, ou stda, sã.o eslrutunu; estú.ticas, já armazenadas. 
A ram.cterística príndpa.l dessas estrutura • .,; é que seu ta.Jnanho e o va.!or de 
seus elementos fonun defiHidos autes do illÍcio da execução do programa. 
Durante a execuçào, estabelece-se uma dlnâmica na hausforrnação destas 
estruturas. Em fluxo de dMlos, processa-se uma transform&;ã.o annaze-
nando a. estrutura e realizando acessos conforme o necessário: os elementos 
são trazidos ao auel, processados e novamente armazenados, como mostra a 
Figura 5.1. 
Algumas transformações podem ser realizadas de maneira mais eficieute do 
que outr.as, porque apresentam um padrão de acesso mais simples e nnifonuc 
sobre os elementos da estrutura, uma. observação qu;~ pode ser feita da. análise 
do soft\wu·e e do comportamento do hardware Hesta.s transformações. Para 
operações de acesso simples, como por exemplo, n soma. de dois vetores, 
a busca (fetcli) dos elementos pode ser otlmízada enviando-se uma única 
mensagem à Memória. de Estrutura.s. Embora estas operações apreseutem 
• to~"" d~ ~"'"'-~~ --'"·-~-- .. ---. --- -~ "". ~-' _ _,_" __ / 
~_,,., . .,,.,_d~ .':'~··-~·-·v~""· 
'"'~'-'''"' 
M(•nór i(> <.ir' 
I <; t, •.) t, ,, ,, . 
,--------,---, 




Figura 5.1: Processamento de estruturas dt> modo usttal 
d.inâmíca melhor, isto ainda não é o ideal, porque ao trazer os elementos 
para o anel nã.o se faz uso da sua proximidade e do padrão de acesso co-
nhecido de autemão. Em algumas situações, tudo indica ser desnecessário 
fixar o processamento no anel diante dos benefícios que podem ser obtidos 
se a Memória de Estruturas possuir hardware apropriado para dar prosse-
gtlimento ao processamento lógico/aritmético nos vetores. 
Aparentemente as transformações que melhor se enquadram entre as que 
podem ser rea.liz<ulas de modo local são: 
• a.ppcud. 
appe1lCl pode ser reaJizado como uma cópia. integral da estruturn se·· 
guido de uma atribu.ição. Cabe ao co1npil<tdor identilica.r um coJJjuuto 
de a.ppcnds de modo a evit;tr versões iliLCJ'lll(~(lhírias de~>m~o~ss;Í.l'Í;~s. 
Elementos iguais devem ser copiados de 111odo loca.! na Memória de 
Estrutur<ts. 
• Criação de estruturas. 
Algumas estruturas são formada.<:; por um único valor ou por uma 
seqüencia de va.!ores com urna regra de formação muito simples. 
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• Operações sobre vetores. 
Certas operações vetoriais equivalem a um fornJJ; outras a um aeu!uula-
dor. De modo geral, operações sobre vctorc,g envolvem processamento. 
P;tra suportar locahneute operações lúgíco/arliméticas vetorials, a or-
ganização da. Memória. de Estruturas tem de ser adaptada. Para apro-
veitar o paralelismo temporal em lJarâware, os vetores envolvidos nes-
sas oper<u;Ões têm de ser do tlpo est·rito. Estruturas nã.cH;strítas podt>.. 
riam vjolar o paralelismo temporal no caso em que a operação vetorial 
precisasse ser suspensa devido à ausência de elementos nas estruturas-
argumento. 
Na seqüência desta exposição damos enfoque a operações vetoriais locati-
zadas ua Memória de Estruturas, peJo ganho potencial de Jes<~nlfH.mlw que 
podem trazer a. um \Ol11JHltador a fluxo de dados. 
5.2 Operações Vetoriais 
DiscuL!mos iJliri<dmcntc CUJH:citofl ~ends de npcrar;(ws VPtorl;tlfl, l'!ll ~WI~t!lda 
a.t; npNa.çiks vetoritds em !luxo de dn,dos e, filt<tlrnent{!, apreJ>eotan1o~ UHl<l 
organização p<úa uma Memória de Estruturas que pode servir o propósito 
de processar vetores localmente. 
5.2.1 Conceitos de Operações Vetoriais 
Ao contrário de um processador escalar (que realiza operações apenas sobre 
escalares) um processador vetorial tem como principais características: 
• operações sobre vetores; 
• organização em estáglos1 (3 a 5 estágios tipicamente); 
• ciclo do processador geralmente iuferíor ao ciclo de wemória; 
• alta ta...xa de comunicação de dados com a memória. 
O bom desempenho Ue um procesgdor vetorial decorre do hardware dirigido 
pant 0xp!ora.r a naJ.ureza. r('pelitiva. qnc cXiflle nas opcraçi)es snbn~ vdon~s, 
Pipdil!ing, como vimos lt<~ ~>cçii.o 2.3.1, ú a priacipal técHlca empregad<~.. 
Outra. diferença. importante uo proces:;ador vetoriaJ é quP ele dc(odlfie<l a 
htstrução associada a. uma operação vetorial uma ÚI!ÍCa vez ao invés de un1 
número de vezes proporcional ao número de elerw::mtos do vetor, corno faria 
1 pipdiue 
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um processador escalax. 
Se um processador vetorial estiver i~quípado com mais de IHI\Il UH idade fua-
cioual, ele pode explorar ainda mais o pa-raJelismo, atribuindo operações 
independentes a uuidades distintas (overlappi11g) ou, se as operaçôes forem 
encadeadas, associando-as em série ( cllaining). 
O tempo de execução numa unidade funcional é modelado em nr +o unida-
des de tempo onde n é o tama.nho do vetor, r é o tempo de ciclo do pipeline 
e lJ o tempo total para configurar os estágios e p;ua que entrem em regime. 
O tempo médio de uma operaçflo vetorial aproxima-se do tempo de ddo T 
para vetores longos [3]. 
Como geral menU! o ciclo de uma unidade funcional costuma ser inferior a um 
cido de memória. ~ algo que pode provocar estados-de-espera { wait--states) 
no processador para sincronizar as transferéncias de dados ~ usam~se duas 
técnicas em proçessadorcs vetoriais na tentativa de cornpeusar este efeito: 
• prover u~ ou mais conjuntos de registradores vetoriais de modo a 
reduzir a comunicaçào com a. memória; 
• di vídír a. uwmóri a em b;ulcos distlu tos (~fi tn•la.çados (i 11 /,Prh•Hw~ll). N ~!S\J~ 
caso USll-IW llO!'Ill alnwute o en trdllÇiUJICll to de !J;d xa.--urdl~lll í luw· orrlPr 
illi('rlcaving), o1tde d1.)!lHwtoB cour><.:cutivos <h' um v('!.ur siw atribuídos 
a battcos de memórh <tdjaceule!:l. Desta forma o <1.cesso ao.s IJ;~ncos, 
um por <:ido do processador, pode oconer em p<Lr<Üelo, ob-tçudo-se 
um aumento ua ta..x:a de comunicaçiio cutre o processador vetorial e a. 
memória como um todo. 
5.2.2 Operações Vetoriais em Fluxo de Dados 
Com o objetivo de melhorar o desempenho de operoçôes sobre vetores em 
computadores a, !luxo de dados, pode-se <:tproveitltr o fato de as estruturas 
estarem armazenadas na. Memória de Estruturas. Algumas vantagens desta 
abordagem são: 
• Redução da comunicaçilo de dados eutre anel e Memória de Estruturas 
em operações vetoriais, evitando que elementos sejam levados para 
processamento externo à. Ivfcmóría de Estruturas e depojs trazidos de 
vott;t para. m.m~m annazeu;ulos. Assím: 
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elimina-se o cálculo de endereços para operaçôes onde se conlwce 
a posição dos argurnentos, tormmdo-o implícito; 
eliminam-se as sincronizações no at:~_~~bo ;_~, elementos e seu arma-
zenamento; 
a, sincronizaç,ão de collect é JesHecessária porque operações 11obre 
estruturas estritas produzem estruturas estrita.?. 
• Diminuição do tamanho do código, eliminando-se iustruções redun-
dantes. 
De modo gerat, a idéia consiste em aliar as vantagens Jo processamerito 
1HMD e S1MD. 2 No caso de fluxo de dados, associax os process;uueJitos 
SIMD e MliVID é fácil porqtte H~ cstabeleo~ um protocolo que provô I!Tllil 
comunicação mltre ambos. A parte MIM D fica, uo anel e dirige o processa-
mento; a parte SIMD fica Ha Memória de Estruturas e atende às requisições 
do aneL 
Algumas opera.yões primitivas sobre vetores, interessantes de serem obser-
vadas nesta líuha de concepÇw, estão na Tabela 5.1. As três prlmeira.s 
operações envolvem processamento, as duas seguintes movimeutação e as 
duas últimas transformação de dados. A últirn<.l operaçào da Tabela 5.1 
está disponível somente ao compilador e procura reduzir a movimentaçào 
d~)Slwcessá.ria de datlos. Note~ se que nppend preserva a. estrutura.~argumeuto, 
caso isto seja. necessário, nw.s u p r.i<~>te constrói o resultado sobre o a.rgu rncn to. 
Natur;l.llllellte uma implemButaçào dird<t, em ván da. rou1plPxidade dt> algu-
mas das operações d;~ T<Lbda 5.J., pode ter lllll cnsto rnuito p[pvado pa.ra a.:> 
a.plint1~Üt'ti <~IH qne H' de;('ja Clllprega.r <l <tl'quitdura. Nüo 1w pr.Hk JH('1YH" 
der implemcut<tr em 1111-nlware opcnu;õ~:fi d~·- cnslu devado utili~adas apenas 
p:-;ponHlie<tlll\'Hk. O propúr;it.o devp ser o d(! ('l!ljHP_g;u· uma tPcuolugi;t. alll<k 
durl'dtla c ~:Jicicntc para. melhorar uwa p<trte do processamento eu volvendo 
estruturas. 
2 M ultiple lnst.rud.ion Stream M ult.iple Dlda Stre;UJJ e Síllgk-lu truct.ion Stream Mui/ ip/r: 
Data Stream respectlv;uncut{~, na da.%ilit::açiio de Flynn ['.WJ. 
operação operadores ( op) sintaxe fuucionalídadc 
pto. a pto. +, ,*,f,<,>,~,V,A a op b array, ;uray .....,. array 
un<lna -.- opa <UrtlY __. array 
reduçiio E, li, max, win op a array......,. e.<Jca/ar 
concat li a op b array, array -.. array 
extract l opa;. j array, int, int ......,. array 
append ~ a; op v ilrtilJ', int, esc1tlar .....,. a.rray 
updllte ·- a; 0]11! array, int., I:'SI'IJiar ~ array 
Ta.be!a 5.1: Algumas prímilivaB para opemções vetoriais 
Soma. de dois vetores 
Soma dos elementos de um vetor 
Comparação de dois vetores 
Produto interno de dois vetores 
a+b 
I: a 
E( a~ b) 






Ta.bela 5.2: Exemplos de operações vetoriais emprcgaudo as primitiva,'> da 
Tabela 5.1 
5.3 Requisitos de unut Mctnória de Estruturas 
Vetorial 
f'uudarmmta.lmente os requisitos que dew.m1 ser atendidos para que urna 
Memória de Estrutums possua operações vetoriais são os S(~gu.intes: 
L Operaçõ{~S realir.ada.s de modo local devem levar menos tempo do que 
se forem ex.ec.utadas fora da. Memória. de Estruturas, uma impos'1ção 
do próprio objetivo desta arquitetura. 
2. Cousultali extcmas não devem se.r oJwra.das reh.tivtwwnte à arquitc" 
tura. convenciuHa.l, uu seja, ler/escrever um escalar na ,1v1emória dt• 
Estruturas deve independer de outras operações locais em curso. 
3. A sincronização de estruturas (collect) dev(~ ser realizada loca.!mPnte, 
de modo tnwsparente pa.ra o auel. 
O oll.]l>tivo é acn~sceutn.r diciêucia. ;t.o Wllljllttador a. Jluxo <k dados hi~l!l a 
pt•rtl;t tl<• vn.ut.agt•m do arlllil.Z('Ilit!lteHto dP ('Htrllturas. tl111a. raradnríKtica 
iuqmrta.nk dc>:-1S{'S romputn.dores, que IH.' d1~V(' prururar lllillllPr, ~~a (•xp:uwí~ 
hi!id;tde dos seus nJú,dulos básicos de lwrdwaw. Isto Ílllplka.ern dí&•~r qtH' o 
dimensiouameuto da Memória de Eslrutura.s deve ser reaJizado cow base no 
H.:nd se ('la esUver ligada. dlretame11te <tele. Na, conrepçào em questã.o, i~>to 
(~ UUt<l- ll\'Ct'SSida.dl', pois, jll\.!"<L <{lW O d<'S\.!llljH!JJ!JO )Hil.;S;i llliLHtüJ"-M! nlt~V<tdo 1 l:t 
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conversã.o de stnwws em vetores :trmazeuadof:> () vkc~verh<t deYf! ser nipida. 
Dest;~ forma, o <~grcgado <JJtd-Memória de Estruturas COHstitui um módulo 
para a. expansão do Ristema .. Para que a Memória de Estruturas e o a!ld pos-
s;un operar coucorrontP e ;u;síncronamcute, a Memórí1~ de Estrut1uas tkY(~ 
poswlr filas de entrada e s;üda. 
5.4 Granularidade das Operações Vetoriais 
A grauularidade das operações está associad<:1 ao ta.nut11ho da. tarda atribuída 
a cada processador. Se uma estrutura grande, contl'tHlo, digamos 100 mil 
esc;daJ·eH, for alocada c OJH~rada por apenas uma !vlemória de Estruturas, 
o tempo de fOrmação do resultado pode ser elevado apesar do pasaJelismo 
temporal existente, A conveni{~ncia de partir estruturas grandes em diversos 
grãos na forma de blocos ou páginas, aloca.ndo·os a .tvlemórias de Estruturas 
distintas, está no aumento do paralelismo e no tempo possivelmente menor 
para se obter o resulta.do. 
Se o computador apresenta apeHas uma Memória. de Estru tura.s, a grauulari-
dade será variável em toda.-; as operações vetoriais atribuídas a esta. unidade, 
< • 
Num computador com diverii<lS Memóri<L<> de Estruturas ;c graHu!arid<tdn 
de\'C ser det.ennltaula a pa.rtir do desempenho do processa.dor vetorial situ-
ado em cada Memória. de Estruturas e da capacidade de armazeuamento 
destas utlidades, Trata-sr.. essencialmente de uma quest~i,o de engenhnrln. que 
pode ser realizada simuladamente, mas q<te foge ao objdivo deste trabalho. 
Liutitamo-nos aos i1$pcdos qu;t!ita,tivos do assunto. 
Algumas das questões rchu:.iona.d<~s à graun!a.ridade dos blocos silo a.s s{'guin-
tes: 
• Que tamauho deve ter utu bloco? 
• Como fonnax os bloco.~ de uma estrutura <L fHt.rtir dos sens PlentPnlos? 
• Como a.louu estes blot:os na presença. de mais de uma Memória de 
Estruturas? 
A primeira. questã{) deve ser resolvida leva.nJo em r.onta que a forrnaçilo do.o, 
elementos de um bloco lt•m de ser sincronizada porque o bloco P part.e de 
uma estrutura. estrita. Existem três aspectos relacimmdos ao tamauho do 
bloco: 
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• O tempo de latência ua. formação do bloco é proporciouai ao seu ta-
manho. 
• Quanto major o bloco, m_ais difícil a sua siucronizaçã.o num único ponto 
devido .à contençào naquela posição de memória (como vimos no ftnal 
da. seção 3.4.1). 
• C<:\da. escrita. deve ser síHcroniz.aJa. O tempo envolvido na. sinr.ro-
niza.çfto pode vn.dar scgtwdo a implcm(~Híaçào. Se <t silltrO!IÍ7.açào 1~ 
realizada por firmware (micro-cú{ligo), usando um contador ela toma 
mais tempo do que a escrita propriamente dita, pois requer um ciclo 
típo read-uwdify-write. Nesse caso a taxa. de fonnaçiio dos dcrnen-
tos de uma. estrutura pode ser maior que a sua taxa de sincronização, 
sendo 11ecessárlo que a í\la de mensagens na entrada da Memória de 
Estruturas possa absorver essa diferença. Naturalmeute def!ejlt·Se a 
fila. menor possível por razões de custo e espaço. 
Ainda no que diz respeito ao tamanho do bloco, há um compromisso eu-
tre o acréscimo de desempenho obtido por blocos pe1pwnos e o custo de 
rcplicaçào de rvlemórias de Estruturas para suportar () proCCliS<ttuento si· 
multâneo de muitos blocos. 
' 
A segunda e terceira questões que formulamos acima Hào podem ser resoJ. 
vida..<J facilmente. Siio questões intiwarne11te associadas às operações que, 
num detennluado momento, estão em curso entre estrntura.s, dependen-
tes por isso do prograrna e da linguagem de programação. Num ambiente 
funciona.!, como o considcr<tdo neste trabalho, as cstruttlnts são criadas Ji-
uamkamente. Opemções vetoriais localizada,'\ na. McmÓI'ia de Estrutur<ts 
vã() requerer modificações importantes uo ambieute de programação. Será 
preciso qw: o progmnuulor, por exemplo, possa oferecer detnetiÜJS ao com~ 
piLulor sobre o tamanho t> a. dlmensi:i.o das estrutllr<lS1 de forma a permitir 
a análise do coutexto, a formaçfw dos blocos e a <tlocaçâo dos mesmos nas 
diversas Memórias de Estruturas. 
5.5 Interface de Software 
Vamos admitir a. divisão do espaço na Mcmóri;1 de Estruturas em blocos ou 
páginas de tamanho fixo, onde o tarna-nho da página possa ser pa..ssado ao 
compilador. Como uma estrutura pode estar dlstríbuúla ao loJlgo de di ver. 
sas páginas, é necessário lntroi.luzir uma funçào de acesso a seus clemeutos. 
Gl 
E:st;~ fuuçito é latrodur,ida pelo compibdor ua imdnçüo do progra!lla·funte. 
l~squcm<ttlcamcute, li Figura 5.2 mostra \lln<t estrutura 'x' distribuída em 
p.;'igina.s Pt , .. Pk. A fuuçiio de acesso é rcJm>scntada pelo retâugulo que 
envolve as páginas. O seletor é um coujunto de índices que determina o ele-
mento a que se deseja ter acesso. A função determiua <~página e a posição 
onde o elemento está armazenado. 
estrutura 'x' seletor 
j j 
L Pt,Pz, ... Pk I ·------,----' 
l PiJ (P~t;n._, <J .. !o~~m•n><>) 
Figura. 5.2: Fuuçã.o de n.cesso para ttma estrutura distribuída em páginas 
Quando o tam<utltu da. ~~stwtma. (~ IHIJnor do qtw a púgina. a funçào d1• a.n•sso 
pode ser dispensú.vd depemleudo do mapea.meHto que houver eJttre ti dis-
posição dos eleluenios mt estrutura. e a sua disposição ua página. Por exem-
plo, se a estrutura for um vetor com tamanho menor do que uma página, 
a função de <lC(~Sso é tri via! e portanto desnecessária, Porém, se for uma 
m<ttr1z, mesmo q_tre todos os elementos caibam numa págína a. função de 
acesso é uma necessidade. 
Para estruturas malores do que uma página, a função de ncesso é um dos 
pontos importantes a se examinar na abordagem do processamento loca-
lizado. A função de acesso introduz uma lat.éuda adicional, originada no 
seu processameuto1 para cad;_t acesso à estrutura feito a partir do aneL Du-
rante a formação e o consumo da estrutura a função de acesso é necessária. 
E11tretanto, nas operações realizadas localmente na Memória de Estruturas 
ela é suprimida. As simulaçôcs que realizamos e que são apresenta,das no 
Ca,píiulo G não contcmplanun ('f;pcclliuuH('Hic aB compeHSilÇÕi~S deste ônus 
com os ganhos de cíiciêuclu. devido ao process;unento vetoriaL Dependendo 
da implcmentn.ção Jta a.rq11itdum pode h;wcr um limile de graunhuidade a 
partir do qual é m<tis conveniente realizar as operações vetorJah; no anel, 
como nos computadores de Manchestcr e do MIT. Para vetores menores do 
que uma página, entretanto, não existe o ônus da função de act:>sso e, scudo 
<k"lSim, opi'raçôt~s nt>.'L':ICS vctorl!f> pod{~rào ser realiza.d::ts com vautageus !HHua 
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Memória de Estruturas vetorial. 
Para que a.s operações vetoriais possam ser exploradas pelo lw.nJware {• pre-
ciso inseri-l<t.s uo programa durante o processo de geração de código. Alga-
mas altemativas para fazer isto são: 
• através de uma blb!iolcca. de ftl!IÇÕL$ dispouíveis ;:w programador; 
• duta.udo u (omplla~lor cmu nt-padda<le para id('utHirar o.'> trN'h(JH d1~ 
progt'ama. vetorízávcíH; 
• introduzindo ua linguagem, como em APL, operaçfJes sobre vetor(.•S e 
matrizes. 
A primeira alternativa é a mals simples, mas limita o transporte dos pro-
gram;ts a sistcma.s com as mesmas bibliotecas e pode tomar os programas 
dependeHtes das funções presentes nessas bibliotecas. A segunda alterna-
tiva vem sendo estudada h.-i tempo no contexto dos processadores vetoriais 
programados em 'FORTRAN e apresenta. resultados positivos [37J. Esta aJ~ 
terna.tivu, pode ser estendida. sem dificuldade para as linguagens fuueionais, 
uma vez que a sua análise é mais simples do que a das linguagens impera-
tívas pela ausêpda de aliMiug e efeitos colaterais. A terceira alternativa é 
mais simples do que a segunda, porém menos flexível. A dissemiuaçã.o de 
uma. nova linguagem pode levar muito tempo. 
A H'CU[H'ra.çiio do e~paço de esintturas em desuso pode (~lllpregRr o !n(~smo 
meranisnw di~;ponÍvt'! pa.ra. efitrntunts estrila$ no computador de M<uH:heH-
ter [40,•11J. Um contw:lor é associado a cada. estrutura estabelecendo a 
todo momento o mímero de referências por parte de outras estruturas ou 
operações. Durante a. comp.ila.çã.o são introduzidas instruções para lnne-
mentar e decren1entar este col!tador. Isto é feito com base nas operações 
sobrto a estrutura., se esta é argumento ou resultado de uwa funçã(>. Quando 
o número de referêitcia.s for zero, as páginas ocupadas pela. estrutura podem 
ser reaproveitadas, 
5.6 Gerente de Alocação de Espaço c Processa-
mento 
Em analogia com os computadores de Manchester e do MIT, é necessano 
um processo respousá.vcl pela gerência da. memória. livre e pelas reservas de 
espaço a...<>Soda.ch~s aos pedidos de aloe<tção, A gerência de memória livre é 
G:l 
rdativ<unente símph·H, em dPror1'f•uda. da. d'tvif;fi(J da HlPJH\'Jria (!fll p;íp;ínas 1h• 
tamoudw fixo. Contndo a. t'Hll'atégia dP alocou;ful dessas p;ígiua;; a. pstn!turas 
pode ser complexa, se houver tna.is de uma. MeJUÓría. de Estruturas no com-
puta.dor. 
Em razáo das operações vetoriais, a estratégia de alocação pode levar em 
conta se a estrutura é um argumento para uma dessas operações. Na.s 
operações vetorials com duas estruturas-argumento, as reservas de espaço 
para uma. estrutura-argumento podem ser feitas nas mesmas Memórias de 
Estruturas onde foram rcserv<ttlas as páginas para a ontm estrutnra-argu-
ll\Pntu. Com isso, a. uper;u;il.o V(•luria.l podt! se• r tntt;ull~ trJJJJO um eo!ljHuto <h• 
suG··operaçõer; V(•toriais ClJt pági1tas, realizadas simultfute<L!!Je!lle \~In todas as 
Memórias de Estruturas oude encoutram-sc as págiuas das t~struturns-argu­
mcnto. 
Pan\- q lte esta aJ>sodaçiio possa ocorrer c11tre todas as págiHas das estruturas-
argumento, é ncccssãrio indicar ao gerente a operaçào e a identificação das 
estruturas, antes dos pedidos de alocaç,.ão propríamente ditos. Se ocorrer 
que a.s páginas de uma operação vetorial não estão nas mesmas tv-lcmória.s 
de Estruturas, 'uma das páginas pode ser dir.igida para onde está a outr<t 
011 a operação podt> re;ttíz<.tr-se no ;wel como um conjunto de opcr;l.(;ôm; es-
calares. A couveniência de um modo de procedimento sobre o outro será 
deternünada basicamente através do custo do transporte de uma págiua de 
uma Memória. de Estruturas para outra.. A fim de toruar mais rápida a co-
municação eutre estas Memórias de Estruturas, <~las podem ser interlígada.s 
pm barr<.un,~ntos organiza.dos numa ltlcra.rquia.. 
Exíste bastante flexibilidade sobre como e onde ímp.lemcnta,r o g1.0rcntc. Para 
um computador com muitos a.JJéis, vários gcreJJtes devem estar ativos, cada 
ttJ'll. ;l.ssociado a um grupo de Memórias de Estruturas pant evita.r uw fJat:qalo 
de a-locações de espa.ço devido ao número de processos-dleHtcs que podt~lll 
existir. A nllernaüva de impletHeul;u· o gerente por Hoft.wan' eouw um pro· 
cesso e.m execuçào muu anel, <Hl Jnvós de por hardware ou firmware usando 
processadores dedicados à. tarefa, parece ser interessante pelo custo mais 
baixo de implementação e pelo paralelismo que pode ser explomdo Ha sua. 
execuçã.o. Esla implementação pode basear-se no estudo fdto por Catto [lG] 
para a programaçào da gerCucia de recursos num amLieute de fluxo de dados. 
04 
5. 7 Protocolos 
5. 7.1 Protocolo entre o Anel e o Gerente 
O protocolo eutn• o <tuel e o gcn~Hh! df! ;lloc<u;iio dt) t!r>J!a~o e prü(Tk$liUJWHto 
disciplina as trocas de mensagens entre os processos em cxecuçiio no ancl 
e no gerente. Se o gerente situar-se .numa unidade dt~dkada, as mensa-
gens dirigidas a ele não são rotuladas. Contudo se for mais um procc&so do 
anel, as nwusageHs devem ser rotulada,s e destímulas a pontos de entrada 
pré-definidos, Nesta. exposiçào1 por simplicidade, assume-se o primeiro caso. 
No esqtwma seguinte apresenla-se um protocolo en~re o anel e o gen:nte. 
No esquema, 'id' é o nome ou ideutíficação de ttma estrutura; '#páginas' o 
nt'imero de págilta.s que da ocupa; PJ o endereço de uma pá.giua; 'contex-
toDestino' a associação entre rótulo c d~Jstino da ficha.; 'ackl é uma ficha 
pa.ra indicar a conclusão de Ullla tarefa ou o recebimento de uma mensagem. 







<id, #p;igimu;, nmlextoDestlno> 
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<P > >nmtextolkMiuoq 
Cabe ao gerente de uma Memória de Estruturas, servindo a um grupo des-
tas unidades, a tarefa, de atender à requisição de espaço de um pedido de 
a.locação. A resposta do gerente é um stream de páginas enviado ao aneL A 
disth~<;.ã.o eutre os contextos das fichas de resposta é estabelecida pelo índice 
do rótulo, isto é, as páginas são todas dirigidas para a mesma ativação de 
código e mesma iustruçào destino, mas o íwlice eutre e1<"l-<J difere: 1\ tem 
índice 'i'. Uma. página é devolvida ao gerente quaJtclo ficar em desuso. Isto 
deverá ocorrer uo momento em que o número de referi'~ucia.s à estrutura a 
que pertence chegar a. zero. 
De modo a permitir flexibilidade e Ulll certo gr:tu de compa-rlilhamenlo, um 
pr-ocesso pode assumir a respousabili<lade de a.ssociar um nome a .. um cou· 
junto de páglna.s. Em caso de compartilhameuto, a conta.gem de rderú!ldas 
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tem de ser felt.a sobre cada página, para determinar as páginas compartilha-
das e evitar que sejam removidas antes da hor<J. 
Págimt.s que contêm uma estrutura podem ser fktermii~<tda.'i através de uma 
cortsulta para o gerente com o uome ch estrutura. A indícaçào para o g!Orente 
de que uma págiua contém todos os seus elemeutos é euviada. por urn(t meu-
sagmu de collect. Esta mensagem é importante para dar início às operações 
sobre estrutnras. 
No esqtH'tn;t 11. seguir, cont(•Jltp!;utHH~ as operaç{Jes entre l.'strutur<ts lfl!l~ po-
dem H~r re<díza.das coUl o <utxí!io do gewute. Neste esquewa, 'op' idenUJka a 
oper<~ção e 'id' a estrutura. As operações consideradas são basicamente aque· 
la..<> presentes nas três primeiras !inh<ts da Tabela 5.2. O 'modo' estabelece 
se as estruturas-argumento podem ser descartadas, iflto é, se a estrutura.-
rcsultado pode ou nào aproveit;u- página$ das estruturas-argumento. {; eon-
venieutc ressa.ltar que, Ha. pn~.5ença dD maJs de uma Memória de Estrutnras, 
uwa operaçào envotveudo duas estruturas deve ser solicitada ao gerente an-
tes dos respectivos pedidos de alocação. Caso contrário, as páginas podem 
encontrar-se em Memórias de Estruturas distíntas, sendo necessário o trans-
porte de uma delas para Oll(le a outra se encontra .. 
reqmsv;;ao 
<op, modo, id, contexloDestino> 
<op, modo, id1, idz, coutextoDesllno> 
resposta 
<id >contextoDestino ou 
<valor> contexf.oDestíno 
<id >context.oDcstino ou 
___________________ <o'"'alo!:.>contexloDestíno 
5. 7.2 Protocolo entre o Gerente e a l\!Iemória de Estruturas 
Como um;\. opemçào sobre uma. eslrutura é m<tpeada ('til openu~õ~~s Hobre 
pág·wa.s o fato de uma reqnisiçã.o poder ocorrer antes d(' 1). estrutunt estar 
pronta. exigp que o g''J'eUt(~ só íuicie UUliL opera.çiio euvolvemlo dtJ<~H p;ígina .. 'i 
no momcuto em qne ambas esliverew prontas e as págiuas para (JS I".)SU!ia-
dos, reservadas. Com base nas OJ>erações propostas sobre as estruturas, a.s 
operações podem envolver uma ou dua.'i páginas e apreseatar como resultado 
uma págin<>, ou um valor. 
O esquema a seguir ilw;tra.este protocolo. Nele P1, P2 e P3 são pág.iHa<;; 'op' 
é a operaçào; .idop é a identiHcaçã.o da chamada; ackJdop é urna confuwação 
indicando que a opera.çà.o foi coucluiclaj 'valor' é o resultado de uma operação 





<op, P1, Pz, 1'3, idop > 
<op, Pr, Pz, itlop > 
<op, P1, idop > <ack-idop >ou <ackjd 0 p, valor> 
Se, ao receber uma mesagem solicitaudo uma operação vetorial, o proct\Ssa-
dor da .!'l'lemória de Estruturas estiver ocupado, a lllf~nsagem é colocada numa 
fila< Por isso, jnuLo com a. operaçii.o, o gereuie nmlt~Le uma ideutificação. 
Essa ldentificaçâ.o será. devolvida assim que a operaçà.o for concluída. 
5.7 .3 Protocolo entre o Anel e a Memória de Estruturas 
O protocolo qtH'. propomos para a cotniJtlica.çào entre o anel e a Mewúria de 
Estruturas 15 ttprm;eutado almixo: 
atividade requis1çiio 
siueronizaçào <Pi, #elewentos, contexol)est.ino> 
leitura <Pi, deslocn.nJeHto, colltext.oDer>tioo> 
t::scrlia <valor, Pj, de~;locilnH~ULO> 
tc~>posta 
< ack >conttxtnf)estilw 
< valor> nmkx tn! ),Nti '", 
;ww toulinnuçiio 
Antes de o processo-produtor começar a preencher urna págiua envia·Y~ para 
Memória de Estruturas uma mensagem dizendo quantos elewentos (no es-
quema, '#elementos') a formarão e para onde o sinal i11dicando a condusào 
da página deve ser euviado, Este sinal é usado para acordar o processo-
consumidor para (jtte este possa. iniciar leitu.ras ou para indicar ao gerente 
que a página da estrutura ·ficou pronta. 
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Figura 5.3: Organização para uma Memória de Estruturas com operaiJÕes 
vetoriais 
5.8 Organização de urna Memória de Estruturas 
A Figura 5.3 apresenta a organiza,çâo de uma Memória de Estruturas para 
suportM operações vetoriais. A Memória de Estruturas é convencionalmente 
constituída dos seguintes componentes: 
• a memória para as estruturas; 
• o controlador da memória pam <ts cslruturas; 
• a ínterface de comuukaçã.o com o anel ( asslua.l<tda tOIU [l.J). 
A isso acreOJcentamos: 
• o processador vetorlu.J; 
• a interface de comuuica.çào com outras Memórias de Estruturas (assi-
nalada com [2]). 
Os elementos das estrutura<; são armazenados numa memória para estrutu-
ras contidas; na unidade. Ela é formada por bancos de memória couvendonal, 
lltHna organizaçii{) que deve empregar entrel<u;<tiTJento p<tra. compett.'Jfu· tt.s di· 
fvrençns (.~lltrc o ciclo dn memóda. e o ddo do Jnot:<.'~>sador vetorial, nmw 
68 
mencionamos ser prática normal na seção 5.2.1. Nesta memória são des-
necessários bits de status associados a cada endereço porque contemplamos 
a.penas o uso de estruturas tlo tipo estrito. 
A interface de comunicação com o auel é responsável pela troca de men-
sagens entre o anel e a unidade. Este sub-sistema é constituído por um 
processador dcdk;u!o e uma memóría lora.l usada. p;ua implementM Ii!as 
d(' entrada e scúda. O procmm;u!or da luterface tew de di~:~tíHg;uir eut.re os 
acessos de leitura, escrita e as instruções para. o processador vetorial. Como 
a sincronização de estrutmas estritas (collect) é realizada. localmente, cada 
escrita. paxtidpa deste processo. Uma forma simples e direta para realizar 
a slncronlzaç.ão é associar um contador de eleme11tos ausentes para cada 
página de uma estrutura. Deste modo haverá um coutador associatlo a cada 
página. da. Memória de Estruturas. 
Nos computadores com mais de uma Memória de Estruturas pode ser iu-
tç.ressa.nte ligar estas unida.des por uma outra via de comunicaçào além da 
rede de iutercon\~xà.o. Desta forma, a troca de p<'tgiua.s eutre estas unidades 
Hca favorecida. Junto a esta via é necessária uma outra iuterface dirigida às 
características envolvidas neste tipo de comunicação, que são basicamente a 
velocidade alta de transferência e o volume elevado de informação trarlsfe-
rido. 
O controhtdor da memória de cstrutur<L'O reuJir,a a arbitragem sobn~ quem 
tem o direito de acesso á memória em cada cído. As prioridades, eln or-
dem decrescente, devem ser: iuterface com o ;-wel, processador vetorial e 
ln_ter[ace com outras Memórias de Estruturas, se houver a via alternativa de 
comntlicaçào que meuciouamos a.uterionneutc. Este esquema de prioridades 
pode iutroduzlr mais estado8-de-esperu ( wajt-states) no processador vetorial 
do que se este tiver a maior prioridade. Contudo, convém lembrar que é o 
anel quem dirige o processamento e a opção vetorial presente na Memória 
de Estruturas é considerada um s11porte adicional. 
O proccss<.tdor vetorial, que fmsteatamos, dedica-se às operaçln~s lôgic;J.s e 
aritmé.tlca...:; sobre vetores situados na memória. Devido à granularidade .im-
posta, estes vetores terão como tamanho máximo uma página. O processa" 
dor é pipeliued e deve ser organizado em arraujos que permitam encadea-
mento (chainillg) e t~uperposição (overlapping) de operações. 
Capítulo 6 
Resultados de Simulação 
O capítulo anterior foi dedic;:~do à descrição de operações loc;:ds sobre ve~ 
ton~s numa Memória de Estruturas vetoriaL Agora, pretende-se comprovar 
que o uso da localidade pode ser conveniente importando tanto numa me-
lhora de desem.peuho do computador como HUtn aumento de simplicidade 
na organização de suas partes. O foco da nossa anitlse está dirigido para a 
movimentação de dados e para a sincronização de estruturas estritas. 
A base empirica desta pesquisa vem do uso de urn simula.dor do computa-
dor a fluxo de dados de Manchester [13], uma ferramenta adequada para o 
estudo de computadores a fluxo de dados dinâmicos, empregada por algu-
mas pesquisas recentes na área [15,39,41]. Como mendonamos na seção 3.;\ 
a. linguagem de programação adotada para o CUiU1)Ut<tdor de Manchester é 
SISAL. O simulador e a linguagem SISAL constituem o nosso ambiente de 
programaçã-O. 
A 5imulação integral da proposta da Memória de Estruturas do Capítulo 5 
foge ao alcance deste trabalho, mas pretendemofi avaliar o mecanismo Lásico 
par .a o suporte a estruturas (formação e cousumo) que consiste do protocolo 
eutre o a.nd e a Memória de Estruturas, ajH'(~setttado na seção 5.7.3. J\s 
opcntções vet.oria\.s propriamente ditas não são simuladas, mas o seu efeito 
é ínferido. Adot;;wtos esta sisteuuitica porque será diffci1 com os iustrumen-
tos dispollÍVeis comparar em todos os e1Citos uma. Memória de Estruturas 
vetorial com uma Hão vetorial e, do mesmo modo, difú:il comparar o de-
sempenho de um conjunto anel-Memória de Estruturas vetoríal com outro 
conjunto anel-Memória de Estruturas nii.o-vetorial. Faltam-nos informações 




Para. efetuaxmos o trabu.lho, alter:unoH o simulador de Mauchestcr para in" 
corpora.r Uillit Memória de Estruturas que se difcrcncía da Memóriít de Es-
trutnra.<> de lVhwchcster no modo de cnden!Ç<wwuto e no suporte quP fomece 
para <:l siucrottil.<t.Çiio de estl'uturas estrita.fl. O enden:!•;ameuto é inteiramente 
baseado em pri.giuas, ao contntrlo do endereçamento da Memória de Estru-
turas de Manchester, que é liueaL 
As diferenças entre a Memória de Estruturas proposta e a do computador 
de Mauchcster sào as segulntes: 
1. A sincronização das estruturas é realizada de modo loca! à Memória 
de Estruturas e transparente para o anel. Na Memória de Estruturas 
de Manchester esta siucroHização ocorre no anel (veja a seçào 4.1.6). 
2. Na implementaçào de lvfanchester, a operação de armazenamento re-
quer apenas uma instrução para a mensagem de escrita. O endereço de 
armazenamento é estabelecido JWlo apontador e pelo índice no rótulo 
do argumento. Deste modo torna-se necessário apenas sincronizar o 
apoutadot da estrutura com o valor a ser escrito. Na impleJw::•.ntaç.ão 
qne efetuamos, o índice 110 rótulo ô desvinculado do armamnameuto e, 
por isso, para um acesso de escrita são netcssárias três sincrouízaçües 
Jla.ra cada elemento de uma estrutura, a sa!Jer: estrutura, índice e 
valor. Deste modo, a formação da rnensageJll pa.ra a unidade de estru-
turas precisa de duas i11strnçõt~S ao invés de uma., pois a Uuidade d(' 
Agrup<tmento pode siHcrouizar apenas duas fichas-argumento de cada 
vez. 
3. Na Memória de Estruturas proposta, o armazenamento de estruturas 
multidimensionais é feito por meio de uma representa~ão urtidimensi-
ona.L A meJllória é dividida em páginas e as estruturas são rnapea.das 
nestas pá.ginas. Na Memória de Estrutums de Mandtester, estruturas 
multidimensíonais são representadas a p;;1rtir d0 diversas estrutura'> 
unidimensionais. Uma matriz, por exemplo, é um vetor cujos elemen-
tos são apo11tadores para outros vetores. Assim o uúmero de acessos 
intermediários para ler ou escrever um elemento é proporcional à dí· 
mensão da t:strutltra. A primeira forma de representação é chamada 
tlat (achatada) enquanto a seg!.lnda JWn-flat (não-achatada). 
4. Particularidades de algumas operações implementadas na Memórias 
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de Estrutura..<J de Ivl<tuchester c ua Memória de Estruturas proposta: 
• na Memória de Manchester existe uma instrução Cfss\ veja o 
apêndice A) que lê todos os elementos de um vetor, mas esta ins~ 
trução uão foi implementada na Memória de Estruturas proposta; 
• 1.nna operaçáo para copiar um elemento de uma página em outra 
('HifK~\ V('Ja. o ltpômlke H), quo ufln existe em Manchekt(~l', foi 
incorporada à nossa proposta. 
Como nào dispuultamos do fonte do gerador (lFl) de código SISAL, Hilo 
foi possível aiLN;tr o compi!a.dor dP forma a gemr cúdigo q1H~ rPJH'odu.%isHf~ 
diretamente as caracteristicat> da Memória de Estruturas proposta. Todos os 
progn.wnas nos testes de slmulaçiio a respeito desta unidade foram elaborados 
em linguagem de baixo níveL Em decorrência disto, os resultados dos testes 
são sensívds aos seguintes aspectos: 
• O código programado diretamente em linguagem primitiva é mais eJi~ 
dente que o código traduzido. 
• O tamanho dos problemas testados impede a avaliação do custo extra 
da gerênCia de páginas. As estruturas em todos os exemplos são meno~ 
res do que uma página, devido à complexidade adicional do código que 
teríamos de escrever par<tlncorporar estruturas de múltiplas páginas. 
• Nos prograrn<~s para a Memória de Estruturas proposta não foi intro~ 
duzido código para efetuar a contagem de referências de uma estrutura. 
Isto se deve ao fato de que os exercícios simulados, pela opção do item 
anterior e pelo tamanho do programas, não necessitam deste requisito. 
Os exercícios simula.dos represeutam funções s.imples para que o comporta-
mento que se deseja observar fique apareute. Cada exercício possuí uma 
cara.cter.ística interessante e todos dizem respeito a funções que ocorrem na-
turalmente na prática. Os exemplos são: 
1. criaçào de um vetor; 
2. transformação de um vetorj 
3. produto de dois vetores; 
4. criação de uma matriz; 
5. trausposição de uma matriz; 
6. produto de duas matr.izes. 
72 
De certa forma os exercícios são cumulativos, ou seja, todos são analisados 
individualmente mas têm como base um exercício anterior. O produto de 
dois vetores por exemplo, usa o exercício para criaçào de vetores, o mesmo 
ocorrendo no produto de duas matrizes que usa os exercícios de transposíçá.o 
de urna matriz e criaçào de matrizes. Deste modo, são apresentados os re-
sultados da simulação integral sendo a análise particular de cada uma da.<> 
funções discutida no texto. 
Por qucstáo de clareza, apenas a função de i11teresse é apresentada em SI-
SAL. O restante do programa é omltldo. Os computadores simulados apre-
ii{'tlt<un a.pemts um conjunto <Lll\'J-MPJUÓJ'Í;tde Estrutur;u;, Na f;lsr~ ;d,u;d do>i 
t>studos de <l·Jlerf(•Íçoameuto dos llleca.nismos bàsícos de suporte a estruturas 
d(' d;J,dos, os PXI'!!lplos nflu jtn;tíllralll a. compl~>xid;tdt' dr~ lllll nistPma (:ow 
múlt.lpos conjuntos, 
6.1 Parâmetros de Avaliação 
Adotamos na comparação dos exercídos 1 parâmetros de ava.liai;ão normal-
mente usados pp,ra. caraterizar o comportamento de um programa num sís, 
tema de processamento paralelo. Estes parâmetros dizem respeito a uma 
simulação idealizada, onde todas as instruções têm tempo de execução exa-
tamente ig11al a um ciclo (time-step) do simulador. A partir dessa cor-
respondência, existe uma a.ssociaçào entre número de ciclos e número de 
instruções executadas. Os parâmetros são: 
S 1 : Tempo má,·..;:hno de execução do programa ou número total de ins-
truções executadas na avaliação do programa. 
Si,1f: Tempo mínimo de execuçào do programa, "I'aml){)m se pode conside-
rar este valor como o número de Justruções d!retarnente depeude11tes 
que têm de ser executadas para produzir o resultado. Esta seqüência 
de instruções é conhecida como o caminho cr·ítico do grafo (•quiv;Jente 
à exccnç.iio do progr;una, o ym/o de exccw;ào [l.Sj. Visualnwuk S;,1 
n~prese11ta ;t aHura do g;ra.fo d<? ex~~cuçfto tf1mndo cHie é deset1bado CJII 
diferentes níveis e as instruções ern dcpenJéncia (lnstruçOes ligadas por 
arestas do grafo) são colocadas uma sobre a.s outra1 enqua11to as iude-
pendentes adjacentemente, O cálculo de Sinf pressupõe a existência d~! 
infinitos processadores, pan) .. que todas as instruções no mesmo nível 
sejam executadas simultaneamente, e desta forma rtão ocorra que 'tns-
truções independentes no mesmo nível sejam cxecutaJas em i11staJ1tes 
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diferentes, o que acarretaria num outro graJo de execução. Genera!i-
z.a.ndo, S11 é a altura. do grafo de execuçfw pn.r<1. p proccRR<Hlon's. 
71": Parn.lelisnw lll(~dio do programa. th~Hnido como a razão entre S1 e S1111 , 
Quanto maior 1f maior o paralelismo do programa. 
Tráfego: Número total Je Hchas que circulam pelo anel durante a execução 
do programa. 
#acc: Número total de acessos à Memória de Estruturas durante a exe· 
cução do programa. 
#acc(RFC): Número total Je acessos à Memória de Estruturas a ... ssocia-
dos i1s contagens de referêltci<u; sobre estrutur::ts efetuados durante a 
1~xecuçâ.o do pwgmma. 
#nlloc: N Úu1NO tola.l de u.locaçú~~s d~~ Pll paço n~al iz;u] ;u; durante ;-1 (~XI'UI r;iiu 
do programa. 
O resultado da simulação apresenta. valores pam ()f;.'H'S IJ<trátnetro~ como 
constn. n~Ui T:tbdas G.l a G.Ja. Nessas ta!1das n é o tanJa.rrlw da efitrnlura., 
P;ua vetores, n é o número de elementos; pa.ra. matrizes, n é a ordem da 
matriz. Quando os resultados apresentam regularidade, na forma de uma 
função algébrica, ela é exposta em f( n ). 
6.2 Comparação entre Implementações 
Nesta seção, vamos mostrar por meio dos resultados das simulações a im-
portância da localidade em operações sobre estruturas numa Memória de 
Estruturas. Como nossa ênfase está em estruturas estritas, a importância 
d-e um mecanismo de sincronização aclequado fica evidente. Infere-se, a par-
tir dos resultados, que a granularidade fina não favorece os ca,sos onde há 
regularidade nas operações pela repetição de procedimentos decorrentes d.e 
se tratar uma operação sobre um objeto como um conjunto de operaA;;Ões 
individuais sobn.• os dcmcnlos desse objeto. 
6.2.1 Criação de um Vetm· 
O programa. na. Figura 6.1 é um C);emplo da. criaçào de 11111 vetor de quatro 
elementos. 
As Tabelas 6.1 e 6.2 a.prese11t.am os resultados da simulaçã,o obtidos para a 
Memória de Estruturas de Manchester e Memória de Estruturas proposta, 
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type intvec = array [integer] 
functíon mkvec (returns íntvec) 
array [1: 1,2,3,4] X esta expressao cria um vetor de quatro 
end function 
Y. elementos: 1,2,3 e 4. O índice do primeiro 
Y. elemento e 1. 
Figura. 6.1: Criação de um vetor 
n 1 2 4 8 J(n) 
s, 35 42 53 77 Gn+29 
Sinf 18 18 18 18 18 
rr 1.9 2.3 2.9 4.3 0.33n + 1.61 
Tráfego 41 50 65 97 8n + 3:3 
#acc 2 3 5 9 n+l 
1/alloc 1 1 1 1 
'l~tbe1a. G.l: Criação de um vetor no eomputn.dor de MaudreHtcr 
rt'spectiv;~nwnle. Todas as medid<w fa.voretem •~ últiwtt. Notar que S1 á 
proporcional a ün no computudor de Ma.nclwster e a :$u na aquitdura pro-
posta como decorrência da sincroniza.çà.o locaL O tráfego de fichas segue o 
comportamento de S1 e a.ssim também caí pela metade de um a outro caso. 
Nos programas para as duas Memórias de Estruturas foram empregadas a..<; 
seguintes instruções para a criaçã-O estática de um vetor (isto é, quaudo o 
tamanho e os elementos do vetor são conhecidos a,ntes da compilação do 
programa): 
• Uma instrução foi usada para a definição do elemeuto, coHsiclerado um 
literaL 
• Uma instrução foi usada para a definição do índice do elemento. 
• Uma instrução foi usada para o anua.zena .. mento. 
Assim se o t:uuaHho do vetor for n, sào necessárias 3n imtruções para a sua 
cri.a.ç:io porque IO'Sta.s instntções agrupitln os elementos do vetor num streaw, 
75 
cnnvertem-llos em mensagens e euvi;un-Jws para a !vlemória de Estruturas. 
Bõlnn [14] sugere que a cri<u;ão estática de um vetor pode tomar apenas 
n instruções se a alocação da. estrutura for re.a.lizalla estaticamente porque, 
neste caso, os endereços para armazenar os elementos são calculados du-
rante a compilação. Acredítamos que o mesmo resultado possa. ser obtido 
na Memóría de Estrutura.'> proposta. De fato, a alocação estática pode ser 
dispensável se for criada uma instrução que permita dois literais, defiitindo 
o valor do elemento e o seu deslocameuto na página. Deste modo apenas a. 
Jlágina é o argumento para as iustruções. 
No <:muput::u!or d<' Manrht~~ter {Ptll rmtlr;u.;l,('. com <t ('riação t~.'iL{J.tit:<t) a 
criação dlHámica de uma estrutura requer apenas 3n instruções. Os ele· 
mentos provenientes de um stream são armazenados diretameute sel!do ne-
cessária apenas a slncronizaçã.o global. Por isso, realizando-se a sincro-
nização localmente, S1 diminui em 3n instruções re.lativameHte ao modelo 
de Manc.hester. Para efetua.r a sincrouiza.çfu:>, empregamos uma instrução 
especial ('spg', veja o Apêndice B) que estabelece quantos elementos são 
escritos na estrutura. A sincronização é estabelecida. com base na página. 
Se a. estrutura, couber toda em uma página, apenas uma sincronização é 
necessária; do contrário deverão ser sincronizadas todas as páginas. 
n 1 2 4 8 f(n) 
s, 20 23 29 41 3n + 17 
Sinj 11 ll 11 11 jj 
" 1.8 2.1 2.6 3.7 0.27n + 1 .. 54 Tráfego 26 30 38 5·1 4n+ 22 
#RCC 4 5 7 ll n+:J 
#a.!luc 1 l 1 
'l';d.lda 0.2: Cria<;ii.o \k tllll vdur tiH<~Jido sincroltÍi\al;i'í.o local 
6.2.2 Transformação de um Vetor 
A função para a transforma.çã.o de UJJ1 vetor está na Figura 6.2. Transformar 
signiftca, neste caso, obter uma estrutura a partir de outra. A estrutura-ar-
gumento permanece inalterada. 
function tvec (v: intvec returns intvec) 
v [1: 1] 
end function 
X esta expr retorna vetor 
X com os mesmos elementos 
Y. de v, mas com o valor 1 
Y. na posicao [1] 
Figura G.2: Tra.mformação de um vetor 
n ] 2 4 8 f(n) 
SI 79 89 109 149 lOn + 69 
Sinf 37 37 37 37 37 
rr 2.1 ZA 2.0 1.0 0.2in + 1.8ü 
TráJcgo 99 ll3 141 107 14n + 85 
#acc 7 111 lG 28 3n +4 
#alloc 2 2 2 2 2 
7G 
'l'a.bela 0.3: 'l~rausformaçáo de um vetor no computador de MaHchester. 
Os resultados da sJnmla(;ão aJlarecem WlS T<~bda.s (:i,;j e 6.4 e são favonivels ao 
modelo com sincronização local. Os resullados da simulação para o processo 
de transformação tle um vetor se obt.ém subtraindo os resped-ivos valores das 
Ta.bdas 6.1 e 6.3, e da.s Tabelas 6.2 e G..1 teHdo em vista. que os programas 
de transformação empregam as funções para a criação de vetores. Pode·se 
notar que a transfo1ma.ção de um vetor é um processo que tem 51 propor· 
cional a 4n para o computador de Manchester e para um computador com 
a arquitetura que propusemos. Eutretauto o tráfego e o número de acessos 
são menores neste último em virtude da realização de operações locais na 
Memórla de Estruturas: o vetor é copiado local !!lente na Memória de Estru-
turas por meio de um conjunto de wensageus, onde cada uma copia o valor 
de uma posiçilo para. a outra ( usa.ndo a íustruç.iw ;mse', veja o Ap(~wlke B ). 
A transformaçã.o d<•. unw. \'Htru l.ura. {< i IH pl(•.nu•.uLad <t uo t.uwpu !.adiJr d•• M a.n · 
rht.'St{'f eowo Ullla cópia inkgr<:d spguida t!e Ulll<t atvalizaçilo. A estrutura 
é toda extraida, levada ao anel e depois de volta à Memória de Estruturas, 
num<t outra área de memória. A estrutur<t resultado é alterada na posição 
c VR.lor cktermina.dos pela função de traw:;fonmtçào. 
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Ao invés de copia.r um elemento de cada vez de uma JWBir~ão para a outra, 
a Memória de Estruturas proposta poderia realiza.r a n'ip]a integral dr~ urmL 
p<'í.-giua de c<tda. vez. Deste modo os ganlros Hwdidos seriam comparativa~ 
mente maiores pois este processo poderia, ser assistido por lundware DMA 
( a,cesso~direto-a-ntemória). 
Gauhos expressivos podem advir de uma otimização do códígo para efetuar 
uma transformação. Observe-se que na função deste exemplo, o espaço e 
os elementos da estrutura-argumento podem ser aproveitados diretamente 
para a formação da. estrutura resultado e a H~atribuiç.ã.o efetuada apenaf, 
para o valor requerido, porque a função de transformação é o único consu-
midor da estrutura-argumento. Por isso ela pode ser alterada diretamente 
nas posições necessárias (btndo origem a um processo de íra.usfonnar;ào sig-
nificativamente wais rápido. 
n 1 2 4 8 J(n) 
s1 52 59 73 101 7n+45 
'Sinf 32 32 32 32 32 
rr 1.6 1.8 2.3 3.2 0.21n + 1.4 
Tráfego 71 82 l()tl 148 lln+GO 
#acc 10 12 lG 24 2n + 8 
#aJloc. 2 2 2 2 2 
Tabela GA: Transformação de um vetor de acordo com a nova proposta. 
6.2.3 Produto de Dois Vetores 
O programa, do produto de dois vetores reaJiza a criaç5.o de dois vetores 
de mesmo tamanho e logo a seguir crla um terceiro vetor que é o produto 
ponto-<:L-pouto dos primeiros. A funçâ.o que efetua. o produto ponto-a-ponto 
enco_ntra-se na Figura 6.3. Os resultados da simulação sã.o apreseutados nas 
T;tbelas 6.5 e 6.6. 
A explica.ç-iio do valor de S 1, para o comput<.tdor de Manclu~ster, (.'stá e111 que 
12n in.struções sho necessárial'i par;~ cáax e sincroaizar as e11truturas iuiriaiB; 
11. i lll! t.ruçõ(~S pa-m rt'a 1 izar o jJl'O<Iulo ponto- a- p011 to; n iust rur;õ(~S 11<H~t ~~rl't uar 
function vp (vi, v2: intvec returns intvec) 
for ei in vi dot e2 in v2 
ep:= e1 * e2 
returns array of ep 
end for 
end function 
Figura G.3: Produto de dois vdoreH 
n 1 2 4 8 fl~l_ 
St 109 125 157 221 1Gn + 93 
Sinj 32 :J2 32 32 32 
rr 2.1 3.9 4.9 6.9 0.5n + 2.9 
TrMego 133 156 202 294 23n +- 109 
#a.cc 8 13 2:l 4:.1 5n + :J 
.#alloc 3 3 3 3 3 
Tabela G.5: Produto de dois veton~s no computador de Manchester 
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o armazenamento e 2n instruções para efetuar a sincronização da estrutura 
final. Esta relativa eficiência observada no valor global de S1 se devló:' a que o 
acesso aos n elementos de uma estrutura, ao invés de requerer n instruções, 
requer apenas uma instrução ('fss', veja o Apêndice A) pmduzindo n num~ 
sa.gens. No conjunto <utcl-Memória. de Estrutlua que implementamos, uma 
Op{~ração otimlzadora. deste tipo nào está presente e efetivamente requer n 
lnstruçÕ(OS pa.ra. efetuar o acesso aos n elenwntos do vetor. 
Empn'gando o modelo lk sincroní;mçfw local, o v;tlor de St torna-M~ propor-
cional a lln. Desse valor, Gn devem-se à criação dos dois vetores, euqna.nto 
a função para o produto ponio·<kpon!,o propriamente dita requer alH~Has 5n 
instruções, ou seja, 2n instruções para a. leitura dos 2n elementos dos dois 
vetores, n instruçôes para o produto pouto-a.-ponto e 211 iustruçôes para o 
<Hmazeu;uncuto. Notar que o arm;tr,en<wH•nto toma. dua.s Íll.struçôPs rnmo 
explkall!os anteriorweutu. Se tlvé.sscwos a.dota.do a. otimização pre.'H•ntP no 
wmputador de Manchester {que ek~tua o acesso aos Ph'Jrl('lltos da estrutura 
1'XI'í'Ul.iwdo lt]H'l!Hfl llllta iuH!.ru1;ii11), S1 n•dut.ir H1'·iil.í'l!l '.!nlllMI.r!lí;o•'fl H<l !llo 
\),•Jo dt• tdilt'I'WdZIH:flo [m'l\.1 t> fl tr1Í.f1•gu d11 f\r[HHI !lO H-tw! 1'11! IJI/. 
IIa.vcltdu uma. i!tstruçi\_o espt-cíiica d('sliHada ao produto de dois vdows lo-
calmente à Memória de Estruturas, então, indepeJtdentemente da observação 
anterior, pode-se estabelecer que S1 será proporcional apenas a 6n, ao invés 
de lln como mostra a simttla,ção, porque 6n instruçôes são necessárias para 
a criação dos dois vetores. Neste caso o ônus de S1 se transfere do anel para a 
Memória de Estruturas. Esta operação realizada localmente é mais eflciente 
porque as sincronizações envolvidas no cálculo de endereços são estabele" 
cidas implicitamente e a distância Jlercorrida por um JaJo entre origem e 
destino se reduz. 
n 1 2 4 ~ fi") 
s1 50 G7 89 1:13 1ln+4F;i 
Sinf 20 20 20 20 20 
rr 2.8 3.3 tiA 6.7 0.55n + 2.25 
Tráfego 77 OG 131 20:3 18n +59 
#acc H 10 20 -w 5n + 9 
#al1oc 3 3 3 3 3 
Tabela G.G: Produ lo Je dois vetmes empreg;mdo siucronlzação locaL 
O número de acessos à Memória de Estrutnras obtido para. os dois exemplos, 
apresentado nas Tabelas 6.5 e G.G, ê proporcional a 5n. Isto se deve a. que 
em :unbos os modelos são efetuados n acessos para armaZBml.r e n acessos 
para ler os elementos da primeira estrutura; 2n acessos são efetuados para 
a segunda estrutura em analogi<~ à primeira; e n acessos sã.o efetuados para 
armazenar a estrutura fmal. 
6. 2.4 Criação de uma Matriz 
O prop;ra.uut pa.rn. a rriaçf\D tk uma ma.triz (!f.' ordelll ::t Pf>t.<i íiH~>t.ra.do H<t 
Figura. G.-1. 
Os rer;1dt-ados da. !limulação estiio expostos Hil- Tahela. G.7 para o cowputa-
dor <k _M:wchesler e ua Ta.lH:!a G,2 para o cOlnput;ulor tom a Memória de 
type int.mn.t "' u:tTI.\}' [iutvuc] 
function mkmat (returna intmat) 
array [1: array [1: 1,0,0), 
array [1: 0,1,0), 
array [1: 0,0,1]) 
end tunction 
'l. esta expr~aaao cria 
% uma matriz idet1tidade 
/. 3 X 3 
Figura 0.4; Cüaçâo de uma. matriz 
n 1 X 1 2 X 2 ;3 X 3 4x4 f(n) 
s, 77 135 205 287 6n2 + 'Wn + 4 
Sin/ 31 :n :n 31 :n 
• 2.5 4.4 U.G U.3 0.19n2 + 1.29n + 0.1'2 
Tráfego U4 171 260 307 
#lliloc 2 3 4 5 n+l 
1/at:c 6 l:l 22 3:! n2 + ;ln + 1 
fl<u:c(I\FC) 2 :l 4 n 
Tabela 6.7: Criaçào de uma matriz HO computador de M<~nthester 
HO 
Estmtums proposta. No úllimo, a criação estática de uma. matriz não se 
distiHgne daquela de um vetor. 
Uma característica da tra.dução Je SlSAL 110 compata.dor a fluxo dC' da-
dos de Ma.uchet>tcr é o emprego de arrays de apont;;tJores pa.ra. represen-
ta.r arnl;)'S nwltidimcusiouais, isto é, Mauchí!Ster nií.o cmJirega. u1n esJiiJ..ÇO 
contíguo de uwmóri<t pn..ra o <U'Hl<t&eH<uneuto de estrutura,':! multidínH!!!SÍo· 
na.is. Como dissemos, as estruturas são não-a.cha.tada.s. Para reprcseHtar 
uma estrutura n x n, por exemplo, sáo necessárias n + 1 áreas de memória e, 
conseqüentemente, n+ 1 alocações. Sendo assim, a. criação de uma matriz de 
ordem n é equivalente à. cria.çíi,o de n+ 1 vetores. Uma. outra couseqü,~ucia da 
forma de representação não-achatada é (l\Ie o <lcesso a um escalar numa es-
trutura multidime.usional requer d aÇ{~ssos, onde d é o u(unero de dimensões 
da. estrutunt. 
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Em virtude disso, llO computador de Manchester este programa tem um 
comportamento quadrático em n p.a.ra. S1 . Observe-se que este comporta.-
mento é linear no computador proposto. 
No modelo que adotamos, a representação adtata.da faz com que as estrutu-
ras muliidimeusionais desdobrem-se num único vetor. Assim o acesso a um 
PscaJar pode SN feito d!rdauwut\•, após o dJculo do seu eudereço. 
Apesar da.s limitaçôes, a n•pn•fwnlaçã.o Ilii..o-achal;ula f~uconira CUJHJ>f'Hsação 
puh:; l'<1.vorece o comparLHha.nlel!to dt• e.strutun.s nwlUcllmeusion:ais. A cons-
tnlçào for na forma ius~usívcl ao íudice (forall) também aprovei La est;t forma 
de represcmtaçã.o, b<Ui('a.ndo-M.' H\J 111<1. tra.duçào que 1~xplora o aso Jr~ gcmdon~s 
para. acesso a,us e!emeutos da C!:ôlrutura. 
6.2.5 Transposição de uma Matriz 
Transposição no Computador de Manchester 
Existem dois modos para se realizar a trausposição de uma matriz em SI-
SAL: o modo sensível ao Imlice e o insensível ao íudice. As funções para, estes 
dois modos são apresentadas na Figura G.5. Os resultados da simulação para 
o computador de Mauchester eucOittram-se na Tabela G.8. 
A fonH<~ insensível ao índice é mais efkicute porque o dJcn!o do índiee pode 
ser suprimido, ttul<L vez que é implícito. Gera!mcute pode-se tr;wsfurmar 
uma das dimensões da estrutura num stream e rea.Hzar uma operação de 
sca.Ucr, isto é, inserir cada elemento numa ativaç?io distiuta do código da 
funçã.o. 
Subtraindo-se da.s tabelas indicadas as irtstruções necessárias para a criação 
da matriz-a.rgumenioj os valores de S1 e Sinf em cada um dos casos são 
respecti valtlellte: 
· · ' l Q •, 'I+ cg + 0 2 S l' • transpoSlÇ<W sens1ve: ''1 """ 1 n ,), n o ; .. in f = ' 11 
• trallsposição inseusíve!: S1 :::::: 7n
2 + 52n + 81; Sinf = 41 
De mamüra análoga a. S1 , o tráfego e o núrnero Je acessos são medida.s que 
dependem do qu;tdrado da ordem da matrJz. 
function transpose_S (m: intmat; n: integer 
returns intmat) 
for i in 1,n crosa j in 1,n 
e:= m [j ,i] 
returna array ot e 
end for 
end function Y.transpose_S 
tunction transpose_I (mat: intmat; n: integer 
returns intmat) 
for i in 1,n 
newrow:= for row in mat 
col_eo = row [i] 
returns array of col_e 
end for 
returns array of newrow 
end for 







acc as linhas (forall) 
acc i-esimo elem linha 
formacao da coluna 
(col -> lín nova mat) 
tormacao do vetol· cola 
FJgura 6.5: Transposição de ma.triz nas fonno.l:i seusívd e insensível ao ímllce 
A.ntes de discutínnos a transposlçã.o de uma matriz para, a implen)(:mtaçâo 
proposta ê conveniente uma nova discussão sobre processos geradon;s. 
Estudo sobre os geradores 
Os geradores foram apresentados na seção 3.5.2 como processos que produ-
zem strea.ms, e· que podem ser usados para determinar a seqllência de íHdíces 
no acesso à. uma estrutura. 
Devido ii, rcprcseut<l.çií.o de esl.ruturas (](; furwa uão-arha,t;ula, ('lll Maudws-
ter, os gentdorcs impJcmculados em SlSAL JHoduzew seqiiôncias df' valores 
indivlduais, ou seja, não produzem paret>, triplas, etc. Desse modo, para 
acesso <tos elemeutos de uma matriz de ordem n, por exemplo, são uecc~;.sários 
n + 1 geradores: um para a primeira dimensão e n geraclores para a di!llcnsiio 
seguinte. Esta implementação é ll<ttura.l e muito eficiente quaudo o acesso 
aos elementos da. estrutunt se faz de acordo com .a. forma de armazenamento, 
n 1 X I 2 X 2 3x3 4x4 f(n) 
s, 198 336 .501 Gn2 Lh2 + U9n + 8G 
Siuj 75 75 75 75 70 
X 2.G 4.4 G.G 9.2 0.17n2 + L:l2n + 1.14 
Tráfego 2GO 454 691 970 2ln2 + 131n + 10/:l 
#a.lloc 4 6 8 10 2(n + 1) 
#a.cc 24 52 92 144 Gn2 + lOn + 8 
#acc(RFC) 6 lO 14 18 4n+ 2 
" 1 X 1 2x2 3x3 4 X 4 f(n) Se 1.90 321 479 603 l:h<~ + 92n + 85 
Sinf 72 72 72 72 72 
" 2.6 4.4 6.6 9.'2 O.l8n
2 + L271t + LJ8 
Tráfego 246 42<1 G41 986 
#aJloc 4 6 8 10 2(n+ 1) 
#acc 24 52 92 !H Gn2 + lOn + 8 
#acc(RFCJ 6 10 14 18 4n +- 2 
TaJw!a G.~: ~1\·ausposiçfto em !vlanrl1estt\r empreg;wdo aR fuuçôes sensível e 
irtS('nsívd :~o íudíce respccUvawenLe 
ou 1wja., por exPmplo, pttra. l!lll« tll<tiriz ;u·mazPnn.da. pellt ordem da.~ !illlms 
(o vetor da pl'illlcim JimCJlf;â.o é um vetor dr~ linha$) a forma de acesilo co-
dilka.da no progra.ma. ta.mbém se faz pela ordem Jas linhas. 
Para uma representação ac!Jatada. dt~ <1rrnazcnamento, o acesso a estruturas 
multidimenslomús req11er um lwic.o gerador que produz tupla.,<; de indiO;!S, A 
a.Lordagem descrlt<~. no parágrafo ;wtedor nã.o é satisfatória. 
A codíficaç.ão de um gerador ~.:~m alto nível é iusatisfatória. em razão da. sua 
pouca eJiciêucia. A Figura G.G ilustra o exemplo do que seria um gerador 
para acesso aos elementos de uma matriz pela ordem dac; linhas. Os resul-
tados da simnla,ção desta função estão ll<t Tabda G.D. Pa.ra obter o valor 
real de S1 devem l:ler suGtmídas 2n
2 im;tru;;ôes correspoudentes it sa.ída. do 
programa. Os va.lon<s elevados, tanto de St C.OJUO de sínj' se devew à. cri<·l.çào 
dos contextos p<H"· ca.da UIIJa das iterações (h construção [ur, 
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type íntstm = stream [integer] 
function gen_ij (n: integer 
returns intstm, intstm) 
for initial i,j := 1,1 
until (i = n & i = n) 
repeat i,j:= i f old j < n 
then old i, old i ' 1 
elae old i + 1, 1 
ond if 
returns stream of i stream o! i 
end for 
end fuuction 'l.gen_ij 
Figura G.G: Gerador dos pares Je índices para a,cesso a uma matriz 
n 1 X 1 10 X 10 20 X 20 30 X 30 f(n) 
s, 29 2612 10422 41642 26n2 tn+2 
s.-.. J 14 1103 <1403 9903 lln2 +13 
rr 2.1 2.4 2.4 2.4 
Tráfego 36 3708 14818 33328 :Hn2 + n- 2 
Tabela tU): Gerador genJj (n) 
Pa.m tesla.r a. snln\;Üü propm;ta, foi iwplellt('!ltadn lllll gr~rador dkiPnU• ''lll 
lingua.gcm prünitiv;t. Os resuHados da sünulaçiio com esse gerador estão 
n;~ Tabela G.lO. O gerador avrescHta S1 linear em n (devem ser subtraídas 
as 2n2 instruções relativas à saída do programa) ao invés de ser quadrático 
como se viu ser o gerador de a.lto níveL Isto se deve, em parte, à críaçã.o de 
duas novas instruções que foram co.nceLidar; para implemeuta.r sub" geradores 
e de urna llOVa instrução, que emula. um contador. Com isto, é possÍV{~l im-
plementar um gerador que produz tuvlas num único contexto. 
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n 1 X 1 10 X 10 2() X 2() ;j() X 3() f(n) 
s, 28 370 1130 2290 
Sinf 15 69 129 189 
" 1.9 5.4 8.8 12.1 
2n +16n+l0 
6n + 9 
1Iá~~3~6~--~4~41~--~1~27~1~--~2~50~1~--~2~n-'~+_2~3~'~'~+~1~4-
Tabela 6.10: Gerador em baixo nível equivalente a genJj (n) 











































14n2 + 18n + 42 
6n+ 17 
20n2 + 2Gn + 53 
2 
3n2 + 4 
Tabela 6.11: Tr'a.nsposiçào de uma matriz empr~gam.lo geradores de índice 
e sincrouiza.ção local 
'l'ransposiçiio na Memória de Estruturas Proposta 
Subtraindo os valores obtidos para a criação da mfitriz dos valores constan-
tes da Tabela 6.11, o valor de S1 para transposição na forma achatada é 
11 n2 + 18n t 75, onde se tem que 2n2 instruções são provenientes da saída 
do gerador; 6n2 são provenientes função de acesso, metade para a leitura, 
metade para a. escrita.; n2 sã.o provenientes da.lcilura da. rn<ttriz argumento; 
e 2n2 da criação da ma-triz resultado. O valor de Sú~f é basicamente o do 
gerador uma vez que este predomina para n graudc. 
ObiH~rv;t-se que o valor de total de S1 é quaM~ o llll~sruo cutre as diHJ.-5 aborda-
gem;, peltt ineficiência. do processo de crint;ão no compntador de Ma.nchest<~r. 
A transposiçào em si é mais elkhmte em MaudH'.stPr, poiR S1 é menor. En-
trctaulo, deve-se levar em considcmção que, em M:uJclwsLcr, o nünwro d(~ 
a1ocações é nudor, bem como o número de acessos. Além disto, o fato de 
1r ser lin(~n.r no tam<:udto do problcuw, ao Íllvés de qnadrático1 pode Sf~r 
consldPr;tdo uma vantagem, porque o paralelismo o acompauha de modo 
proporcional, 
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No <.~xemplo da tra.nspo~ição de matriz o ônus da fnnçào dt! acesso é evidente. 
Apesar de mais elaborada, a indusào de uma operaçào deste tipo de modo 
loc;;d à Memória de Estruturas garantiria a reduçào do õuus. A ressaJva é 
qu'C a estrutura teria de estar, t.oda da., ll!Wta págim1. 
6.2.6 Produto de Duas Matrizes 
Produto de Matrizes no Computador de Manchester 
function mp_S (rui, m2: intmat; n: integer 
returns intmat) 
for i in l,n cross j in i,n 
e:= for k in l,n 
ep:= rn1 [i,k] * m2 (k,j] 
returns value of surn ep 
end for 
returns array of e 
end for 
end tunction Y.mp_s 




m2t: intmat:= transpose2 (m2, array_size (m2)) 
for r1 in m1 cross r2 in m2t 
e:= for ei in ri dot e2 in r2 
ep:::: el * el 
returns value sum of ep 
end :for 
returns array of e 
end for 
end let 
end tunction 'l.mp_I 
Figura !L7: Produto de matrizes nas form<LS sensível e insensível ao índjce 
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Para o produto de duas matri;.:es em SISAL, como HO exemplo da trans-
posição, existem as formas scusivel e insensível ao íudice. As funções do 
produto e11contra.m-se na Figura 6.7. O algoritmo para. o produto de duas 
matrizes quadradas de ordem n lcm como característic<t principal 2n;~ aces·· 
sos efetuados para a. leitura dos elementos e 2n3 operações aritméticas pro-
venientes de n2 produtos internos entre as linhas da primeira matriz com 
as colunas da segnnda. Para se empregar a forma iusensível ao índice, é 
necessário transpor a seguuda matriz para colocá-la no modo adequado a 
efetuar os produtos in temos nJencionados anteriormente. O produto interno 
detua.-se como se fosse um produ lo ponto-a-ponto. 
Os valores obtidos da. simulaçào destes exemplos estão na Tabela 6.12. 
n l X J. 2x2 3 X :J 4 X 4 5 X 5 j(n) 
s1 328 710 1328 2248 3.512 
S.:nj 91 93 g,s 97 97 
K 3.6 7.6 13.9 23.1 36.2 
Trá.fego 443 1021 2013 3551 5729 
#alloc o 9 12 15 18 3(n+1J 
#-acc 35 102 217 506 915 ün3 + Jn2 + lGn + 8 
#acc(RFC) 10 17 24 31 38 In+ :l 
n 1 X 1 2x2 ;~X 3 4 X 4 5 X .5 f(n) 
s, 303 614 1061 1602 2410 
si,.1 80 82 8·1 86 86 
~ 3.7 7.4 12.6 19.3 28.0 
Tráfego 396 824 1458 2334 :3449 
#a.lloc 6 o 12 1.5 18 :l(n + 1) 
#<tCC 35 82 163 290 475 2n3 + 5n2 + 18n + lO 
.Jt~rc( llFC) lO 17 24 31 :m 7n + ::1 
Tabela ú.l2: Produto de matrizes nas formas seusívd iur;eJISÍvel no íudíce 
Os va-lon'S dt' 51 1:.~ S;,j obtidos a partir da SÍillu!açào 11ào dN<un orlgPHJ a 
um po\iuôwio exato possivdmente em raziio das otimizaçOes de nJdigo qap 
ocorreram duranl<~ o jHOe<)sso de traduç:lo. Por causa disto, aprcsent;unus 
os resultados para ca.da unw. das fuuções publicados em [14]: 
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" J. X l 2x2 O X ;j 4 X 4 f1 X fi j("l_ SI 1·19 :ll2 82:! 1!)71 2Gü7 12n:"l + <1:tn2 + J:!n + B2 
S,uf :ta ·12 51 GO ()!J Uu + 24 
" 4.5 7A 10.1 2G.2 39.0 Tráfego 210 002 Hll8 2778 tl85G 24n:l + GGn2 + 20n + 106 
#alloc 3 :l a 3 :l :l 
#acc 11 3•1 87 182 331 2n:1 + 3n2 + (} 
Tabela G.l3: Produto de matrizes na Mcmúriu Je Estruturas proposta 
• forma sensível: S1 =: 7n3 + 47n2 + 71n + 23G; Sínf = Gn + 9.5 
• forma . .insomiÍvd; S1 = Jn3 + 3Gn2 + D3n + 22G; Sinf = 6n + 101 
t: interessante observar na Tabela 6.12 corno a forma insensível ao índice 
t;;nnbém é eficíeute com rela-ção ao número de acessos. lsto se deve a algo 
como um acesso \~111 etapas, proveuieute do emprego de g:eradore.~. Ao iuvÇs 
d(.~ realizar dois ;u;ensos pa,ra cadn. demeuto (liuha e depois ~~ohwa), lêenH;e 
todas a.s linh<lS b depois todos os elemeJ1tos de cad;t l.inha.. N um<t org;wizaçiio 
por linha., cada um dos elementos do vetor de linh•·~<J de cada matriz é co-
piado n vezes e depois são realizados n acessos a cada uma das SU<L'> linhas 
como um todo, ou seja, todos os elemeutos da liuha siio lidos conjun t;unente. 
Para tornar a operação de cópia cficiente1 cxlste urna iustrução ('prl' [11]) 
uo computador de Manchestcr dedicada a este propósito que copia um valor 
repetidas vezes colocando-o sob a forma de um stream. 
Convém ressaltas qHe foi necessário um estudo cuidadoso sobre est.e exercírio 
por parte do grupo de lv1anchester para oU ler as otimizações qtH~ conduziram 
aos resultados da. for111<t insensivel [14,41). 
Produto de Matrizes na Memória de Estruturas Proposta 
Os resultados da slmnlaçào pano o produto de matrizes a um conqmtador com 
a arquitetura proposta eacontra.m-sc H<t Ta.bela ü.l:L O eMJUema. do código 
pax:n. este exemplo é npre~;euta.do Hll Figura. G.t:L Os resultados obtidos, ua 
m.a.1oria. dos 1mrii.metros, sfw piores do que no com pulador de Mandwster. 
() valor de S1 f><IT<J a a.npd\et\ll'it proposta í~ lll<tiS f.'!ev;ufo basÍCil.Jn!'UtP de~ 
vh\o à funçíin de a.resw que l'Cl[UCI' 3 iustruções por ace!-i&O, tot;tlizaudo :ln:1 
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instruções pa.ra cálculo de eudercços por matrhHtrgumeiiLO. Assim, para a 
leitura dos elementos, são necessárias 8n3 instruçôes. Este valor é maior 
que o valor de S1 obtido em qualquer um dos casos de Mauchester. Como 
mencionado na introd uçào desta. seçiio, 2n.'l instruções são aritméticas de 
produto e soma; e 2n3 iustruçôes são de controle para <tC1Ímu!o de valor. As 
n3 instruções restantes são para a criaçã.o da matriz resultado. 
Apl'Sar dn., g('radon'~> impktHP!Idn.dos CH! b<dxo tlfvd para. it produçfw das 
seqiiênda.s de fudices serem eficieulcs, o ônus da funçào de acesso pan~ce ser 
uma limitaçiío da abordagem que propomos. 
Ivlaifl uma vez, s;dlente~se, toda a. opemçào pode ser realizada loraJmente 
na, Memória dt' Estruturas. A representação achat;Ld<t, H<)Ste caso, fa.VIJJ'í)U' 
esta <tborJagem. Mas lta.vcrà de uovo uma limitação vinculada ao tamanho 
Ja matriz. No caso de matrizes maiores do que uma página, uma opção 
de tratamento é a. extração da.s linhas e colunas da.s matrizes"argumeuto de 
modo a. se realizarem os produtos liltha-coluua. como produtos internos. 
6.3 Comentários 
Ao longo deste capítulo, póde-se oUservar o comportame11to empmco das 
operações sobr(~ f!Struturn"~ realiza,d<Ls laJito l!f1 Memórl<t de Eslrutllras de 
lVlanclH\'JLel' quanto 1m Memóriit de Estruturas JH·opCJ:-;LM.. As abordagt)U>; 
diferem multo no que diz respeito ú. forma de represeut;u;iio (achatada e uão-
achatad;t) e;\ fonna de síucroniy,açào de nnm estrutura e::>trita (collr:r:t). A 
principal característica observada foi o valor elevado da. medida S1 . Algumas 
da.s conclusões que podem ser estabelecidas são: 
L f: convcHlentc que a siucroHiz<~ção de estruturas estritas seja realizada 
de modo local ií, Memória de Estruturas, porque isto diminui o número 
total de instruçôBs executadas (St) bem como o trá.fego de fichas uo 
a.ueL 
'2. A represeutaçào nào·ach<üada comporta.,se melhor do qtH' a achatada 
qua.udo podem ser usadas estrutunts d(' controle insensíveis ao íadlc{'. 
Neste caso o acesso à. estrutura ao longo de uma dírue11São (isto?, vari" 
ando um de seus índices e mantendo os rkuta.is fixos) pode ser realizado 
com e[lciénda., se a forma de acesso no progran\11 o!H~decer à forma df' 
disposição dos elementos ua mcmórin.. A o ti mizaçâo fl~íta no computa-
dor de Manches ter, neste caso, é o tnUJsporte pa,ra o anel de todos os 
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elementos do vetor por uwio de uma única iustruçào. Ao se usar esta 
instruçiio, os cálculos dos índices são suprimidos, pois os elementos do 
vetor eucontram.se em cHdercços consecutivos de memória. 
:3. As forml'k'> admt.ada e uào-adratada comporta.nH>e de modo seme-
lhante nas estruturas de controle sensíveis ao índice. Na forma acha-
tada, o custo principal do processamento recai sobre a função de acesso, 
enquauto na nã.o-achatada sobre os acessos intermeJiários. O beuefício 
da primeira. form<t, em todos os exemplos, é mH número nw11or de 
alocações -.. todas ch~ Uuna.uho fixo-- e um número menor de acpssos i'l. 
~'kmódil. llc Estrutnras, 
4. O modelo de fluxo de dados explora bclll qua.!qner tipo de pa.ndclismo 
presi•ute uum a!p;oritmo, A m<~dída do paniJP!isllHJ podt~ HN rarac-
krízada. pdll n•l;u;fí.u S1/Smf (tr), NoH t'iWlllJiloH <tp!'CH1~111.<LduH, 1l" {~ 
lit'HlJHe cn•sr(mlc, poís S,-,.f aunwata auma proporção ruenur do que 
S1 • Em fluxo de dados, o fato Je 1f aumentar com o tamanho do pro-
blema uem sempre é uma. v.a.ntagem, se o <wmcnto noio for linear. Isto 
ocorre porque podem ser exig-idof:l meca.uis!llOii de controle para a.cle· 
quar o pa.raJelismo do problema aos ret:msol; preseutc& no hardware 
(veja-se [18,39]). Em virtude dos valores medidos d€ rr, pode-se dizer 
que o c.usto do pa.rnldísmo l!O auel será rna.ls caro que o do ruesmo 
paralelismo ua Memória de Estruturas. Para esta conclusão ta.mh0m 
contribui a forma. como são realizadas as slncronízações dos argumen-
tos para uma operaçào. 
5. Operações veloría.is locais na. MeméJJÜ de Es~ruturas devem proporci-
onar uma melhora da efici€ucia do processamento: 
• alguma~ oper<l)ÔVS repetilivas sobre vetort-s ,'do transferida<~ (]o 
anel p;ua. Hlll<t uJtidaJe wa.is adequa(ht a ç:;t,c tipo de üpt'raçâo; 
• o percurso da. iHform:«;ão ú redllr,ldo ponjlJ(' oo: datlo.~ JH'IJH<tll(~cem 
na própri:t l'viewària dt• Estrlltura.s; e 
• o tempo de proressa-mCtlto pode ser desprezível aos utsos e111 que 
estiver ilobwposto ao tempo de acesso à 111ernóri<J~ em d(~corrôncia 
do tempo dl~ ciclo ma.is baixo do pwcessador vetoriaL 
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Fignr<l 6.8: Esquem:t Jo produto de matrizes codificado Pm lJ<Úxo nívd. 




Este trabalho abordou alguns dos assuntos mais importantes relacionados 
às estruturas de dados em computa,dores a fluxo de dados. Apresentamos no 
início do trabaJho diversos conceitos relacioHa.dos à teoria para, em seguida, 
discutir dois exemplos de implementação de unidades dedicadas ao a.rma-
zenamento de estruturas, as Memórias de Estruturas dos computadores de 
Manchester e dp MIT. 
Nu Capítulo 5 prop\IS('l!WS a produçii.o de op\~ntções locais em uma UJlidad{~ 
de a.rmazmwJHculo de estrutura .. s. O Capítulo G apreseJttou os resultados 
de 1.1ma. simuhtção paxa ex<.~rcídos íJUP veriflca.nw1 o cr:nnporta.uumto dt·sta 
proposta uos seus uwca.nismos hàsinm. Nw.;H;t condtwfw fi que a arqnitl'-
lurol rum oporaçta•s loen,ís comporta. n•sulta.dof; prou1L~Hon!r> (111(' GHIVldaJJI 
a uma intensificação da pesqulsa ltesS<l área, uma vez que o terna é muito 
abrangente e apreseuta muitas alternativas de tratamento. 
7.1 Temas de Pesquisa 
Vemos da seguinte forma o prosseguimento da pesquisa relacionada ao tra~ 
tameuto de estruturas de dados: 
1. Oz;ernçôes Vetoriais na lvit'mÓ;·ia fie Estntlums 
• Dando continuidade à proposta do Capítulo 5, pode-se estudar a 
hnplementação do gerente de urna Memória de Estruturas. Se o 
gerente for um processo no aJ1cl) a simulação pode avali<u· o seu 
p;ualdismo e custo de proccss<:tmcnto. 
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• Devem ser estudadas fonnas adequadas para expor as operações 
vetoriais ern linguagem de alto níveL O modo rnaJs imediato será 
através de uma biblioteca de fmtções. Em seguida poderá ser 
observada a variação do volume de processamento no anel para 
vários problemas. 
2. Cl·iação Estâtica de E'str·uturas 
A criação estática de estruturas pode ser realizada como urna trans-
ferê11cia direta ele um dispositivo externo paxa a Memória de Estrutu-
ras de modo análogo à carga do programa e;xecutávcl para a Uuidade 
de Progra.Jwt, ao invés tle ser re<tlizada. por meio de '1nstruções de ÜH-
gua.gem. 
a. Atualizaçâo de Estrul11ms 
A pesquisa d(~ processos de atna.lL~~tção de estrutura.s l) dirigida ar) apro· 
veitamento de operações seqüenciais, tratando-se basicamente df.• um 
estudo de geração de código. Durante a compila.ção de um programa 
são identificados trechos de natureza intrlnscc;.unente seqüenda.l onde 
lnddem operações sucessivas sobre uma estrutura. Ao invés de se criar 
a nova estrutura sobre outra área. de memóri<t, pode-se aproveitar a 
área da estrutura antiga, alterando-se. apenas as posições necessárias. 
Os ganhos associados a este procedimento são: 
• Evita-se a aloc<LÇào de urna área de memória prtra a estrutura" 
resultado e a recuperação da área de memória da estrutura-argu-
mento. 
• Evitam~se as cópias de elementos comuns entre as duas versões. 
Com isto reduz~se o tráfego de dados. 
• O telllpo para a formação da nova estrutura é ltlenor. 
• Reduz-se o 1tÚmero Uc instruçõe::; no cúdig;o fin<d. 
O estudo pode ser efitl'ndido a trechos tk prop;raw;t com !Jtdxo para.-
ldísmo. A Jecisfw de atuaJíz<tr Ullla (~slrutum pas,'i<tria a sef fum;ão 
do nível de pa.n1.ldismn do progr;un:t, do t;un<wlw d;l estrutma e do 
lt>mpo módio dP aloc<tçiiu. 
·t. Anlla::eJWIItCIIlo de J','struturas Gnmdeb 
A orgauização da Memória de Estruturas em págiuas favorece o uso 
de memórias secundárias. Neste caso, é preciso determinar se os pro-
gramas paralelos aprescntarn, como os seqüendais, urna .. localidade no 
tHio cl;u; p;\,gi nas, suficim1 te p;ua pNJ 11 i ti r til! H~ l!lPIIJÚI'Ía a e cu ad á.ri a em 
ca.da Memória de Estruturas. ÁJnu·cntcmenLe, uo caso tle trechos com 
operaçôes repetitiva .. <> e com acessos de comportamento regular, exis-
tem indlcações favoráveis. 
5. EstnLtums Est1·itas, Não~ Estritas e Pregui~·osas 
Na realidade estes com:citos sào ortogonais, de modo que conceitual· 
meu te podem coexistir ua mesma màqnina., It possível trabalhar em 
fluxo de dados apenas com estrutura,s estritas. Ma.s q11ais os g<uthos 
reais de se dar suporte ta.mbém para estruturas nào-estrltas? No pre-
sente trabalho defendemos com ênfase o ttsn <h! ~~Rtr11tura,s estritas por 
terem um custo de implementação menor e penuitirem operações lo-
cais na. Memória de Estruturas. Isto contudo não exclui a. possibilid;ule 
de se implementar, numa máquina de maior porte unidades para. esses 
tipos distintos de estruturas. Neste caso, a pesquisa pode ser dirigida 
para o dimensionamt'Jlto da capacidade de armazenamento de um tipo 
de Memória de Eslruturas em relaçã.o às demais. 
7.2 LimitfiçÕes 
Foi mencion:ttlo ~l ue as t:mnprcctt8Ôcs podem S('f uma fi '!T<JHlPil ta i ll kressau t~: 
pu.ra a descdçào de estruturas e que <L líuguagcm poderia prover openu;ôes 
lógicas e aritméticas sobre estruturas do tipo vetor. Entretanto, nâ.o expli-
camos a forma <tdequada de fazer isto. f~ preciso para isso elaborar uma 
forma couveniente de: 
• caracterizar estruturas que podem ser a.!ocadas est;;J..tícamente; 
• realizar a geração de código de compreensões para estrutun.1.s estritas; 
• rnodiflcar a linguagem de alto nível para que as operações dlponíveis 
no baixo nível possam_ ser aproveitadas uo alto nível de uma forma 
li.t11pa .. 
Corn respeito a uossos €Xerncws de simulação, é clara a limitaçáo de se 
ater-em a problemas de pequeHo porte. Não testamos as opera.ções vdo-
ria.is como se de fato estivessem loca.líza.dan na. !'vlemória d(• Estruturas do 
modo proposto, porque SNÍ:t. di!1d! qua.nli!irar o t~~mpo assucíado a PSl<tR 
oper<tÇÔ{~S no está.p;\o atua.! des:ws estudos. J)pstP modo prPft-rimos ~~omparar 
duas Mnuórlas de EstrutUJ'<U; que tlves~">em fonJJaJ> difPn•ntes dt~ a.rm<tí'.f'· 
namt•Hto e sillcrouizaçào, mas com <tjHOXÍlllittlauwHte os uwsmos custos de 
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implemeHt<:tção, podendo apcmas inferír que, se operações vetoriais forem 
executadas próximo ao local de armazenamento elas dar-se-ão com grande 
rendimento. Desejávamos que fossem executados beJJclunarks mais comple-
XQS 11<1. presença de um número maior de Mcmúd;1s de l·:strutunw wa.s isto 
se tomou impraticável no limíta.Jo <Ltnlli{)Jlte da nos.~a simulação. Pa.ra. que 
possamos progredir é necessário antes tra.balbar na geração autum;itint de 
código, neste caso indispensável, pa.ra a. execução de bencllma1*s realistas. 
7.3 Conclusões 
Este trab-alho procurou apresentar os princlpais conceitos assodados ao ar-
mazenamento de estmturas de dados em computadores a fluxo de dados 
dinfunicos, Foram apresentados os tipos de estruturas rhdos e SUMi H'JHC· 
seulações, Como exemvlos de lmplumentaçôes de Ullidades de armazena-
mento, foram descritas as Memórias de Estruturas do computador de Man-
chester e do MlT. Como contribuição priucipa.J, foi proposto um novo tipo 
de organização para ét Memória de Estruturas, dirigitbt para o armazena-
mento de estruturas estritas e com operações locais. 
As críticas geralmente formula.da,s ao modelo Fluxo de Dados são que a. gra-
rmlar.idade dns suas tarefas é muito fina (per1uena) e o modelo é inadeqnado 
para tratar problemas que têm estruturas de dados. No primeiro caso, o 
problema está realmente no controle do assincronismo, controle esse que 
pode ser <tdminintmdo por meio da divisão da execução do progra11w. em 
procN;sus ;ulequadamenie geridos [00]. No rwgundo c<tso, o problema. e.~ut no 
armazenamento de estruturas de dados como objetos. O armazenamento de 
estruturas não é rtatural ao nwdelo porque os dados annazeuados perdDm 
dinamismo, urna camcterística intrínseca do modelo. Tornam-se necessárias 
sincronizações pru:a a-cesso a elementos armazenados e o tempo de acesso 
aos dados costuma ser maior porque eles residem em outra unidade física 
do computador qne pode ser externa, ao anel. Entret<l!lio, por questões de 
eilcienda1 o annazem.tmcHto de estruturas é muito importante . 
O ponto em comum nos dois problemas(~ a localidade. A solução está no 
uso correto desta.loca.lidade. A coordenação dos processos evita .a. JH~nh de 
h~rupo e de recursos em tarefas precoces. A realização de operações sobre es-
truturas na Memória de Estruturas aproveita a proximida.de eutre os dados 
decorrente Jo armazenamento, evita a comunica.çlo dPsuecessária de dados 
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e reduz de forma gera.l o tempo destas operações. 
Elaboritmos nesta dissertação uma organíza.çiio e os requisitos para o apro-
veitamento d<tloca.Jidacle 110 tratamento de estruturas em computadores a 
fluxo de dados dinâmicos. Aluda, há muito a ser feito nesta linl1a, principal-
mente sob o ponto de vista da linguagem de programação que deve facilitar a 
ident.ifica.çiio dos trechos de programa onde a localidade pode ser explorada. 
Quanto à. organiza.ção em si, esta pode ser refinada e alterada, basead<l em 
futuros testes de simulação. 
Ainda. que recouheçamos que muito há para ser feito na confirmação de nossa 
liuha de pesquisa, os resultados que colhemos apont<-un para a condnsiio d(~ 
(jliP o uso da loc;tlh!a.de Clll Memórias de Estruturas em computa.doreH a. 
flaxo de d;~dos dinâmicos pode ser muito prouJlssor. 
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estrutura d('. dados 15 
armazenada 18, 20 
estrita 29 
não armazenada 17 
stream 17 




em árvore 20 
em bloco 22 
gatlwr ;w 
gcr<tdor 38 1 52 
grafo 1, 7 
de fluxo de dados 1, 7 
de programa 7 





for em SISAL 35 
sensível a.o íudlce 36 
(insensível) forall 36 
lwt spot 21 
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modelo 
estático 1, 8 




pipclining veja paralelismo temporal 
rótulo veja context.o 
scatter 36 
Apêndice A 
Conjunto de Instruções para 
a Memória de Estruturas do 
Computador de Manchester 
A.l Formato do Apontador para uma Estrutura 
' 
O tipo pont no computador de Manchester é uma ficha com os seguintes 
campos: 
j endereç.o ] tamanho da estrutura I 
A.2 Instruções Implementadas 
tipos: pont - apouta.dor 
in L- inteiro 
qq • qualquer tipo 
IO:l 
Código Argtullentos 




"Spacc lleQuest" solicita uma 
área de 'n' posições. 
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----
msp pout, inl pont 
----;-,_,,----c-----c------------------








Jiflca o campo de tamanho do 
apoutador. 
"ReaJ Structure Store" lê o ele-
mento de uma estrutura. 
"Write Lo Structure Store" es-
çreve um valor HUJJJa estrutura, 
"lncrement Reference Couut" in-
cremerJta o coulador de re-
ferências de uma cslrutunL 
"Decn:merü Iteference Couitt'' 
decrementa o contador de re-
ferências de uma estrutura. 
~Fetch from Structure St.ore" lê 
todos os eleme11tos de uma estru-
tma colocando-os sob <t forma de 
Ulll >iÍI"Pitlll. Na realidade fli'lo (!fl· 
viadas a ll·l~~lltóría d() EstrULilr;k'! 
mensageus imlivíduais para a lei-
-------,~-,----------ctllra dos seus elemeuLos. 
pout, int "J~;xt.racl, St.rucl.me Sttm~" li· P 
remove um denu:Ji!,o de uma cs-
LruttU<1. O 'bit' de presença 
deste endereço é atribuÍJo o va-
lor ausente. 
ess 
A.3 Associação entre Instrnções e Mensagens 
context.oDestino ::= <contexto> <destino> 






<int, couiextoDestino> <pont>cont•:x!.oDcstirw 
<SSa.d Jr ,<:ont.cxtoDestiJJo> < qq > omt,,.tvDestiuo 
<SSaddrl ,eontextoDestínol >. . . < qq> omtext<JDestilJol· .. 
<SS add rn, con te.xto Des Ünon > < qq > contex toDestiw:m 
wss <SSaddr, qq> sem confirmação 
_:ii~T:,/c<cl~.c~. _c<"S"S~\c•Jcdc'~>:_ _________ __:< i nl >,.,,nkxtoDe~t!"" 
OLserva.çõcs: 
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• ire recebe unw. Jkh<L de respost;;L para ea.da. mensa-gem, mas drc apenas 
quando a contagem de referências chegar a zero; 
• SSaddr á um endereço absoluto na Mcn1órí<t df~ EstrutuntfL 
Apêndice B 
Conjunto de Instruções 
para a Memória de 
Estruturas Proposta 
B.l Formato do Apontador para uma Página 
O tipo pont para esta. Memóría de Estruturas é uma ficha que tem 
dois campos: 
número da. página. 1kslocameuto 
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spg pont, iut 
ppp ' pout, iut 
wsm qq, pont 
rsm pout, int 







"Page ILeQ\H~st" solicita 11 
páginas a rvternória de EstruLU-· 
ras. A resposta ê um strea.m de 
páginas separadas pelo íudice. 
"PaGe Re!ease" retoma a página 
para a Men1ÓJ"Ía de Er>truturas. 
"Sync:ronize PaGe" determina 
o número de elementos nurna 
p<Ígtna. A resposta iHicia! é 
uma couflnn;u_;úo da l'vlem6ria de 
Estruturas indicando o recebi-
mento da mensagem. Quaudo a 
ptigína fica pronta é eHviada UI !la 
Olltra confinllilÇiio. 
"l'H?[Ht!'l' Pagr~ Pointer" prt~J,ara 
o apo11tador fHHa eadereçar uma 
pU1Úçiio JUliJia págiua, llwdífi-
c;uJdo o c~:~mpo de d<.."S!ocall!ellto. 
Er1tl~ íustnlçW:J uiio envia nwnHa·· 
gern para a. tvleluória de K~Lrutu­
ras. 
"Write to Structure Memory" {\S-
creve um e!emeato nullla página. 
(A siucrouização é estabelecida 
implicilament.e.) 
"H.ead Structure Memory'' 1€ um 
elemento de urna página. 
"Move Structure Elernent" copia. 
um elemento de uma págiJJa. para 
ou(,ra. 
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B.3 Outras Instruções Interessantes (não im-
plementadas) 
Código Argumentos Resultados Contl:lJt{u·ios 
cpg pont 1 pout boo! "Copy PaGe" r:opia i.odos n.<J de-
l!l<'lltos d(• li IHa. página para ou-
tra. Qu;;udo a ow.~raçiio foi 





'pont,i11t qq, bool 
do cowputador de MandwNt.er. 
"Fetch PaGe'' lê todos OH ele-
mentos de uma página (i.e. 
constrói uw stream com os ele-
mentos da página). Quaudo to-
Jos os cleuwutos foram lidos é 
enlitlda uma couliriJlllÇÜO. 
"Fetch Sub-Page" lé um cou-
junto consecutivo de posições de 
uma págtna. No fim euvia da 
leitura a Memória de Estruturas 
envia uma confirmação. 
Associação entre Instruções e Mensagens 
lns H.e.qtüs~içsft=o'---~-~------l~l~c~o!Cp2o~.st~,a:_ ___ , 
prq <in t, contexLoDestíno> < P 1 >çrmJ.ext<>Dc-'>lino 1 ... <Pu> nmte)!:toD<cSt i"'"' 
pgr <P> sem o;;oufi.tina.ção 
spg <pout, int, coniexLoDcst.ino> <Lruc>rútulo,<L«+l 1 <true>r<>t.ul<>, Js 
wsm <pont, qq> sem eonfirn1açào 
rsm <pont, contextoDcstino> <qq>contextoD<::<.tlno 
1nse <pont, pont, contextoDestino> <bool>cuute::ü<JDcstino 
Observa.ções: 
As iustruçôes prq e pgr devem ser envia.dn.~ ;v) g•;rente. Na 1rllp1(~­
meutaçã.o para. a. simulaçào este gerente foi colocado !la Memória 
lOD 
Jc Estrulura;;, 
Fichas em stroa.ms são separadas pelo campo de índjçe Ho con-
texto da. llcha. 
