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ABSTRACT 
The role of technology in educational contexts is becoming increasingly ubiquitous, with 
very few students and teachers able to engage in classroom learning activities without using 
some sort of Information Communication Technology (ICT). Touch-based computing devices in 
particular, such as tablets and smartphones, provide an intuitive interface where control and 
manipulation of content is possible using hand and finger gestures such as taps, swipes and 
pinches. Whilst these touch-based technologies are being increasingly adopted for classroom use, 
little is known about how the use of such gestures can support learning. The purpose of this study 
was to investigate how finger gestures used on a touch-based device could support learning.  
Specifically, this study focused on the affordances of touch-based ICT devices by 
exploring pointing and tracing gestures affect learning when engaging with multimedia learning 
materials. The theoretical lens that underpinned this research is Cognitive Load Theory (CLT).  
A number of recent studies based on CLT have demonstrated that when learners perform hand-
based gestures as they study paper-based learning materials, such as pointing gestures (using the 
index finger to guide attention) and tracing gestures (using the index finger to follow a path or 
outline), learning performance increases. However, in regards to whether hand-based gestures on 
touch-based devices such as smartphones and tablets can also support learning in a similar way, 
is not unclear. Thus, the purpose of this study was to explore the role hand-based gestures make 
in learning, specifically how different types of hand gestures, impact learners’ perceived 
cognitive load and support learning within the context of touch-based ICT use.  
Three quantitative experiments were conducted with a total of 226 participants.  A 
custom iPad application (app) was developed specifically for this study and used in each 
experiment. The app included a series of multimedia worked example video lessons and 
 x 
posttests. The app guided participants through time-limited videos in geometry, specifically on 
the topic of how to solve for angles on a parallel line, asking students to gesture or not gesture at 
key moments during each video. The app also facilitated automatic data collection by recording 
posttest scores, subjective ratings of mental effort, and capturing physical interactions with the 
iPad screen. The app also presented a game in the form of the Visual Pattern Task (VPT) which 
collected a metric which measured individual differences in visuospatial working memory 
capacity – the ability to hold visuospatial patterns of increasing complexity in mind. 
 There were 4 versions of the app developed for 4 conditions: 
• Control: Participants were instructed to look at the iPad screen during an audiovisual 
lesson that contained no visual cues.  
• Cue: Participants were instructed to look at the iPad screen during an audiovisual lesson 
that contained animated images of hands performing tracing. 
• Point: Participants were instructed to point at key areas on the learning materials by 
touching the iPad screen with their index finger during an audiovisual lesson that 
contained gesture-priming cues. 
• Trace: Participants were instructed to trace along key areas on the learning materials by 
dragging their finger along the iPad screen during an audiovisual lesson that contained 
gesture-priming cues. 
 
The main results from these three experiments was threefold. Firstly, performance in the 
gesturing conditions (Point and Trace), was lower than in non-gesture conditions (Control and 
Cue). Secondly, a higher extraneous load was reported by participants in the gesture conditions 
as compared to those in the non-gesture conditions. Thirdly, the participants in the gesture 
 xi 
conditions who scored low on the VPT (indicating low visuospatial ability), achieved 
significantly lower scores than those who demonstrated a high visuospatial ability. This suggests 
that when an extraneous load is imposed, those with low visuospatial ability are unable to 
effectively compensate or reallocate resources towards the task as efficiently as those with high 
visuospatial ability.  
The following two propositions are made based on these results. Firstly, the increased 
extraneous load may have been influenced by the multimodal nature of the learning materials. 
The act of gesturing may have imposed an extraneous load due to the requirement for more 
working memory resources to process information across auditory, visual and embodied 
modalities. Secondly, requesting that participants gesture at specific times during the lesson 
(experiment) in specific ways may have imposed an extraneous load. For example, most 
participants reported medium to high levels of perceived confidence with the subject matter, thus 
they may not have needed to gesture as there was some familiarisation with the content.  It has 
been established from prior CLT gesturing research that gestures may serve to support learning 
when cognitive load is high, so requiring participants to gesture when they may not need to 
would not be aligned with the person’s natural behaviour and thus increase extraneous load.  
The primary limitation of this study was in the nature of the participants, in that all 
reported medium to high perceived confidence with the topic covered in each experimental 
session. This result was taken as an indication of prior knowledge, which was also supported by 
low self-reported mental effort ratings throughout the experiments.  
Overall, the results from this study suggest that in situations in which learners have prior 
knowledge of a topic, their cognitive load during a learning episode on that topic will not be very 
high. Given that gestures are theorised to serve as a cognitive support only when cognitive load 
 xii 
is high, in situations where prior knowledge exists, under these conditions, gestures may impose 
an extraneous cognitive load. This assertion is supported in this study by higher self-reported 
extraneous load measures for participants who gestured. One factor that may influence test 
performance and learning outcomes, however, is the visuospatial ability of the learner, as 
learners with high visuospatial abilities were able to effectively manage this increase in 
extraneous load, while those with low visuospatial ability were not, as evidenced by lower test 
scores.   
The findings from this study contribute to CLT, Embodied Cognition and working 
memory research, by identifying a reverse effect related to the benefits of performing pointing 
and tracing gestures. Given that this study did not provide further supporting evidence for the 
benefits of pointing and tracing, future studies may consider exploring how learners’ prior 
knowledge and visuospatial abilities, the design of learning materials, and a requirement to 
gesture may affect learning. Finally, insights gained from this research can inform the design of 
future touch-based learning materials, as well as guide classroom teachers in the effective 
integration of tablet and smartphone-based activities into their lesson planning. 
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This traditional thesis chapter provides an introduction to this thesis by compilation. The chapter 
presents an overview of the research context and its purpose and significance. This is followed 
by the research questions, an overview of the research design, and limitations. Finally, a table of 
definitions used in this study along with an outline of the thesis structure is presented, including 
the submission and authorship details for each manuscript-style chapter.   
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1 Introduction 
As Information and Communication Technologies (ICT) become more ubiquitous within 
learning contexts around the world, it is important for educators to consider the role these 
technologies play in the support of the learning process. In the past, many of the affordances and 
investigations into ICT tools in the classroom have explored different ways of transferring 
knowledge through the presentation of information, from text-based, to multimedia modalities, 
including audio and video. As technologies evolve to allow for more natural and intuitive forms 
of interaction, learners are now experiencing technology not in a passive way, but a more active 
one in which their physical actions play an increased role in their learning. Tools that leverage 
physical touch, such as smartphones and tablets also present opportunities to investigate the ways 
in which learners interact with these technologies using physical actions. These physical actions, 
including hand and finger gestures, among others, can provide much-needed insights into how 
these devices are being used in the context of learning, and by extension, any benefits or 
challenges learners experience in their use. Understanding more about the role of gestures in 
touch-based ICT tools and their effects on cognition and learning could potentially provide 
valuable insights as educators increasingly consider leveraging these technologies in the 
classroom. 
When it comes to the role of gestures in the use of touch-based computing tools, such as 
tablets and smartphones, studies in the exploration of how these technologies in educational 
contexts are on the rise (for a review see Sheu & Chen, 2014). In parallel, studies with a focus on 
the role of hand gestures and body movement in general have continued to increase 
understanding of the complex interplay between information processing, integration and 
meaning-making for learners as they engage in the learning process. While gestures and body 
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movement have demonstrated learning benefits for students in different contexts (Cook, Duffy, 
& Fenn, 2013; Cook, Mitchell, & Goldin-Meadow, 2008; Goldin-Meadow, 2009; Goldin-
Meadow, Cook, & Mitchell, 2009; Novack & Goldin-Meadow, 2015) the application of these 
same movements in the context of ICT use is still an area in need of further investigation. 
Further, the cognitive function that these different gestures serve in the mediation and direction 
of attention or the embodiment and representation of certain concepts, processes or relationships 
is still yet to be explored to a large degree. 
The purpose of this study was to explore the role that hand-based gestures could play in 
learning, specifically to investigate different types of hand gestures and how they may support 
learning within the context of touch-based ICT use. Given that hand gestures differ greatly in 
their function and purpose, the aim of this study was to: 
• Explore the effects of observing and performing pointing and tracing gestures when 
working through a touch-based ICT interactive lesson. Previous studies have shown that 
the performance and observation of pointing and tracing gestures may support learning. 
There are few studies that explore how gesturing, pointing and tracing, when learning 
with touch-based technologies affects learning.  
• Better understand the cognitive function of pointing and tracing gestures, from the 
perspective of attentional and embodied experiences. Previous findings have 
demonstrated that pointing and tracing serve unique cognitive functions, with pointing 
acting as an attention-guiding support and tracing reinforcing visuospatial concepts in an 
embodied experience. By leveraging the affordances of touch-based technologies, this 
study investigated how learners’ observation and performance of the gestures affected 
their learning and perceived mental effort. 
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In the following sections, the background of the study is presented including the 
theoretical framework, research design, research questions, significance and limitations.  This is 
followed by a listing of commonly used terms and associated definitions along with a table 
outlining the structure of the thesis and the purpose of each chapter.  
 
2 Background 
Working memory is a cognitive system dedicated to the temporary storage and processing of 
information needed to complete a task, such as problem solving and learning a novel skill. Miller 
(1956) first asserted that an individual’s capacity to activate, maintain and process information 
was limited to seven plus or minus two items. This assumption of a limited memory capacity has 
led to a number of theoretical and practical advancements in education and provided a 
foundation for further inquiry into cognitive systems. Attkinson and Shiffrin (1968) then 
proposed that memory could be broken down into three sub-systems, including long-term 
memory (LTM), short-term memory (STM) and the sensory register, a system dedicated to 
processing incoming sensory information. This model of memory was significant in that it 
separated sensory information from that held in mind temporarily (STM) or on a more permanent 
basis (LTM). Baddeley and Hitch (1974) expanded upon this model by exploring the concept of 
Working Memory (WM), which, as opposed to STM, served as a temporary store and processing 
system which included both sensory information, and information brought out of LTM as 
required. These models and the findings associated with them have continued to provide valuable 
theoretical insight into cognition and learning, leading to the creation of several new branches of 
psychology and educational research. 
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This study is framed within the context of Cognitive Load Theory (CLT), a branch of 
educational psychology which seeks to inform educational practice through empirically 
supported findings in studies investigating a variety of learning contexts. CLT is predicated on 
the assumption of a limited WM capacity and that certain instructional strategies may lead to 
more efficient and effective use of WM resources to support learning (Sweller, 1988; Sweller & 
Chandler, 1991; Sweller, Van Merrienboer, & Paas, 1998). Early work within CLT was 
investigated the use of worked examples (Cooper & Sweller, 1987; Sweller, 1988), the design of 
static diagrams and student exposure to dual-modality materials (corresponding audio and visual 
information) (Tindall-Ford, Chandler & Sweller, 1997).  A number of studies have recently 
identified positive outcomes when gestures have accompanied learning activities, including the 
observation of first-person animations when learning procedural motor tasks such as folding 
origami (Wong, et al., 2009) or tying a rope (Ayres, Marcus, Chan, & Qian, 2009). These 
findings, along with others in general education have found that gestures can support learning in 
certain contexts (Cook, Duffy, & Fenn, 2013; Cook, Mitchell, & Goldin-Meadow, 2008; Goldin-
Meadow, 2009; Goldin-Meadow, Cook, & Mitchell, 2009; Novack & Goldin-Meadow, 2015).  
Embodied Cognition is a separate field within psychology that posits that physical 
experience is inextricably linked to cognition, including gestures, full body movements, and 
tactile and touch experience. Research in this area has demonstrated that gestures and full body 
movements aligned to novel language vocabulary can provide learning benefits (Mavilidi, Okely, 
Chandler, Cliff, & Paas, 2015). In these contexts, gestures are used to accomplish specific goals, 
such as the replication of procedural motor tasks, and the embodiment of concepts. While it is 
clear that these gestures and body movements can support learning, there is still much to learn 
about their underlying mechanisms with regards to how these different goals and types of 
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gestures affect cognition and learning. As the effects of gestures and body movements continue 
to be explored, studies with a more specific focus have also provided increased understanding in 
the benefits of particular types of gestures. A number of experiments have suggested that using 
hand and finger-based gestures while learning both on paper (Ginns, Hu, Byrne & Bobis, 2015;  
Macken & Ginns, 2014) and on touch-based devices including iPads (Agostinho, Tindall-Ford, 
Ginns, Howard, Leahy & Paas, 2015; Lee, 2015) can also support learning. As pointing has been 
found to support attention guidance in language acquisition (for a review see Colonnesi, Stams, 
Koster, & Noom, 2010), these hand gestures may represent another grouping of gestures that 
serve a different cognitive function. It is clear that full body and finer hand-based gestures can 
support learning, though the specific differences between these gesture groups with regards to 
how they support cognitive functions and specific learning goals has yet to be investigated.  
Gestures and full body movements are clearly an area of research interest in many 
domains including Neuroscience, Psychology, Education and Linguistics, though there are few 
studies in education which have specifically explored the differences in hand gestures types such 
as pointing and tracing, with fewer still that take advantage of touch-based ICT tools such as 
smartphones and tablets.  
 
3 Purpose and research questions 
The purpose of this study is to further understand the role that specific hand-based 
gestures play in learning, through an investigation into the isolation of attentional and embodied 
gestures. The research will specifically focus on the use of touch-based devices and the learners’ 
interaction with multimedia worked examples in geometry to determine how the observation and 
performance of these gestures affect learning.  
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The study’s overall area of inquiry was to investigate how finger-based gestures affect 
the learning of geometry in a touch-based learning environment. From this, specific research 
questions were formulated to address specific aspects of finger-based gestures, focusing on 
potential benefits, learning performance as measured by posttest scores, and self-perception of 
cognitive load and cognitive processes. Each question was specifically developed to investigate 
the isolation of attentional and embodied gestures, and their individual effects on learning.  
 
Question 1: Do finger-based gestures enhance the learning of geometry from worked 
examples? 
This question was concerned with the overall benefits of either observing or performing 
finger-based gestures during a learning activity. This involved having learners work through 
multimedia worked examples presented on a touch-based tablet (iPad) and measuring learning 
performance in a posttest and a delayed test.  
 
Question 2: Do the use of gestures lead to increased test performance when compared to 
not making gestures? 
This companion question to Question 1 is related to any learning gains that may be 
evidence in the production of gestures, as opposed to observation of gestures or no gestures at 
all, by collecting posttest and delayed test scores.  
 
Question 3: Do embodied gestures (conceptually related tracing) lead to increased test 
performance when compared to attentional gestures (pointing)? 
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This question was developed to specifically address the difference between pointing and 
tracing gestures and the possible cognitive difference between the performance and observation 
of these gestures. Data points collected, such as test scores, completion time and gestures 
performed, was used to better understand how these gestures may support learning in different 
ways.  
 
Question 4: How do embodied and attentional gestures influence student perception of the 
learning experience? 
This question relates specifically to the learners’ self-reported cognitive load ratings as 
they work through interactive worked examples lessons, as well as the completion of post-test 
questions. Self-reported cognitive load measures would provide valuable evidence for the 
subjective value of gesture performance while engaged in a learning activity, as well as how 
these measures are related to learning performance and completion time.  
 
4 Significance  
This study represents a significant contribution to research investigating the effects of 
gesture performance and observation in learning contexts that use touch-based ICT tools. As the 
ubiquity of touch-based devices such as smartphones and tablets continue to increase, this novel 
area of inquiry can inform instructional practice and contribution to a growing number of studies 
conducted in the area of gesture-based learning environments (Shue & Chen, 2014). In addition, 
research that explores how specific touch-based tools affect learning, can inform the effective 
design of touch-based learning environments. As Sheu and Chen state: “innovative, cross-
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disciplinary research and related publications that document specific touch-based learning 
systems and their associated designs are now vital” (2015, p.276). 
This study makes a theoretical contribution to Cognitive Load Theory notably through 
the lens of its associated effects and how these effects may be framed with the integration of 
gestures. Well-established effects including the worked example effect, modality effect and 
human movement effect provide actionable interventions for practicing educators in the design 
of learning materials and the use of specific instructional strategies. This study, though the 
investigation and isolation of attentional and embodied gestures can provide similar actionable 
interventions related to the use of gestures and touch-based ICT learning environments. 
The study also provides a contribution with regards to research methods, through the design and 
implementation of novel touch-based learning environment designed specifically to 
simultaneously guide learners through an interactive lesson and capture the gestures of the 
learners on a large scale. This component, developed for the Apple iPad tablet, was instrumental 
in efficiently collecting a large amount of data and compiling it for a streamlined data analysis 
workflow after experiments had been concluded. While previous studies investigating the effects 
of gestures have relied on direct observation and video recording, this study was able to capture 
every interaction participant made at key moments in the learning activity, using the iPad’s touch 
screen capabilities. Beyond this tool, this study can also inform the design of interactive learning 
materials on touch-based ICT tools, such as tablets, smartphones and PC/Tablet hybrid devices 
to support learning. The next section will provide an overview of research design, including 
experimental design, research methods, supporting tools and specific data analysis strategies. 
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5 Research Design 
A quantitative between-subjects experimental design was used in this study to investigate 
the effect of observing and performing different types of finger-based hand gestures during a 
touch-based interactive lesson. This approach to gesture research has previously provided 
important insights into performance and non-performance of different types of gestures 
(Agostinho, Tindall-Ford, Ginns, Howard, Leady, & Paas, 2015; Ginns, Hu, Byrne, & Bobis, 
2015; Hu, Ginns, & Bobis, 2015) and frames the study within the context of previous 
examinations of learning performance within CLT research. 
There was a total of 226 participants in this study across three experiments. Experiment 1 
was comprised of 116 third-year university students (19-40 years of age) at a large research 
university south of Sydney, Australia. Experiment 2 served as a pilot study to test changes made 
to experimental procedures and materials and included 18 Year 7 students (12-14 years of age) in 
a public high school setting south of Sydney, Australia. Experiment 3 included 92 Year 7 
students (12-14 years of age), enrolled in a private high school in the same region. All 
participants were chosen due to their in-school engagement with target subject of geometry, 
specifically Stage 4 of the New South Wales curriculum.  
Data collection took place over two experimental sessions for each group of participants. 
Participants first provided subjective perception of their overall confidence with math, and their 
specific confidence in the area of solving for angles on a parallel line intended to measure prior 
knowledge. Materials used in the Learning Phase were based on the New South Wales Board of 
Studies Mathematics K-10 Stage 4 (Years 7 and 8) syllabus outcomes (Stage 4, Measurement 
and Geometry: Angle Relationships in Board of Studies, 2012). The topic of study was chosen 
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due to consistent inclusion within the curriculum as well as previous use of this material in a 
related study (Tindall-Ford, Agostinho, Bokosmaty, Paas, & Chandler, 2015).  
Given that each research question was intended to explore and isolate the observation and 
performance of different types of gestures, participants were randomly assigned to the four 
following groups: 
 
Control: Participants were instructed to look at the iPad screen during an audiovisual lesson 
that contained no visual cues.  
 
Cue: Participants were instructed to look at the iPad screen during an audiovisual lesson that 
contained animated images of hands performing tracing. 
 
Point: Participants were instructed to point at key areas on the learning materials by touching 
the iPad screen with their index finger during an audiovisual lesson that contained gesture-
priming cues. 
 
Trace: Participants were instructed to trace along key areas on the learning materials by 
dragging their finger along the iPad screen during an audiovisual lesson that contained gesture-
priming cues. 
 
Both learning and testing phases in both experimental sessions were completed using the 
aforementioned interactive lesson on a tablet computer (Apple iPad) which included multimedia 
worked examples presenting diagrams of the angles, steps for the solving of alternate and co-
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interior angles on a parallel line, along with corresponding narrations explaining each step. 
Diagrams were presented in a CLT compliant manner, meaning diagrams and expository text 
was spatially integrated to avoid split attention (Sweller & Chandler, 1991). In addition, 
corresponding audio was purposefully expansive beyond presented text to avoid redundancy 
(Kalyuga & Chandler, 1999).  
 The learning phase was comprised of a series of multimedia worked example lessons in 
the form of short videos (90 – 120 s) that displayed static geometry diagrams with an animated 
hand performing gestures aligned to each condition, with corresponding audio statements. These 
lessons covered the basic terms, concepts, and rules required to solve for missing angles on a 
parallel line. Participants were asked to gesture by touching the screen through auditory 
instructions presented in each video. 
Following the learning phase, a posttest was conducted, comprised of recall (Experiment 
2 & 3 only), near transfer questions, and far transfer questions, which participants answered 
using an on-screen number pad. Participants were instructed to gesture on the screen if they felt 
it would assist them in solving the problems correctly. The second experimental session took 
place a week after the first, which included a Visual Pattern Task (VPT) intended to measure 
individual differences in visuospatial ability (Della Sala, Gray, Allamano, & Baddeley, 1999), 
and a delayed test with similar questions to the posttest.  
 To measure any cognitive load effects, participants self-reported their mental effort using 
the Paas Scale (Paas & van Merriënboer, 1994), and a novel variation of the same measure using 
emoji (a small image portraying different emotional and cognitive states) instead of numerical 
and text values. Additionally, after the acquisition phase, an emoji-based variation of the 
Leppink Scale (Leppink, Paas, Van der Vleuten, Van Gog, & Van Marriënboer, 2013) intended 
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to isolate different types of cognitive load (Intrinsic, Extraneous and Germane) was given to 
participants to respond to. 
Data from prior knowledge measures, along with all data collected from iPad lesson 
application (app), including test scores, completion times, self-reported mental effort and 
cognitive load measures, types of gestures performed and compliance with instruction were 
collected and analyzed quantitatively. One-way analysis of variance tests (ANOVAs) were 
conducted for near and far transfer test performance, completion time, and cognitive load paired 
with VPT score, and self-reported confidence in maths (prior knowledge). This stratified 
approach allowed for a baseline effect of gestures to be established as a whole, leading to further 
exploration into the effects of observing and performing pointing and tracing independently, thus 
isolating each gesture for analysis. As a result of this analysis, general inferences could be made 
about the potential benefits and challenges experienced by learners in the performance and 
observation of gestures while studying worked examples. Individual differences in visuo-spatial 
ability, as well as self-reported confidence in mathematics also provided important insights into 
how gestures may support the learning process of individuals across a spectrum of abilities, 
providing much-needed insights for educators in the use of touch-based ICT tools to support 
mathematics instruction.  
 
6 Limitations 
The quantitative experimental design of this study afforded many opportunities to 
measure the effects that different gesture types may have on the learning experiences of 
participants. When combined with self-reported measures of mental effort, cognitive load and 
domain confidence, a detailed picture of learners and their experiences during each experiment 
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emerged, however it is one that does not paint a complete picture. This study presents a number 
of limitations in experimental design and data collection and while it is not possible to account 
for or frame results outside of these limitations, it is nevertheless important to present and 
address them to ensure the study meets with quality and validation standards. 
This study was designed to separate and isolate the attentional and embodied nature of 
pointing and tracing gestures, and to investigate any effects that these different experiences have 
on the learning of geometry in a touch-based learning environment. Due to a limitation of 
available participants, as well as the study’s acknowledged early exploration of attempting to 
isolate gesture effects using ICT, the conditions used in each experiment may not fully reflect the 
breadth of experiences present in many learning contexts. For example, a condition presenting 
the observation (but not performance) of pointing gestures was not included, which may be 
considered to be incomplete representation of learning experiences. While this study was not 
intended to investigate cueing specifically, the observation of tracing condition was included to 
provide initial insight into the difference between observation and performance of gestures. 
Finally, the very nature of quantitative experimental designs inevitably means that valuable 
qualitative data will not be collected and explored to the same degree. In the case of this study, 
valuable researcher observations (presented in brief in Chapter Seven), if collected more 
thoroughly and integrated into a mixed methods design, could provide further valuable insights 
into future direction for CLT research and instructional practice. Overall, the novel nature of data 
collection using a touch-based computing device (iPad) has presented its own set of limitations, 




7 Definitions used in this study 
This study contains the following terms, which relate to the theoretical frameworks 
outlined in detailed later in this chapter (Part II).  
 
Working Memory Cognitive Memory Buffer that serves as a memory store for 
processing new sensory information with existing information 
stored in long term memory (Baddeley & Hitch, 1974). 
Dual-Channel 
Processing / Coding 
Model of working memory that serves as a basis for Modality 
Effect in Cognitive Load Theory, separating working memory into 
two channels: one for visual information and the other for auditory 
information (Clark & Paivio, 1991; Baddeley, 1992) 
Cognitive Load Theory 
(CLT) 
Theory within Educational Psychology that focuses on providing 
instructional strategies to manage Working Memory effectively 
during the learning process (Sweller, Ayres, & Kalyuga, 2011) 
Intrinsic Load Intrinsic cognitive load (hereafter referred to as intrinsic load) is the 
inherent level of difficulty associated with concepts being learned 
(based on previous experience). While recent theorizing in CLT 
asserts that intrinsic cognitive load is inclusive of germane load, for 
the purposes of this thesis this historical definition is retained (see 
definition of Germane Load). 
Germane Load Germane cognitive load (hereafter referred to as germane load) is 
the cognitive load imposed by information processing, construction 
and automation of schema construction. Recent theorizing in CLT 
(Choi, van Merriënboer, & Paas, 2014; Kalyuga, 2011) posits that 
 44 
germane load is a subset of intrinsic load due to the link between 
learning and difficulty, thus intrinsic load is the overall load that is 
imposed by the learning process, inclusive of resources allocated to 
schema construction, yet predicated on the inherent difficulty of the 
topic. While this theoretical advancement folds germane load into 
intrinsic load, this study uses the historical definition of germane 
load throughout due to the inclusion of a cognitive load measure 
used to capture specific types of load (Leppink, Paas, Van der 
Vleuten, Van Gog, Van Mariënboer, 2013). 
Extraneous Load Extraneous Cognitive Load (hereafter referred to as extraneous 
load) is the load imposed by the design of materials and / or 
instructional strategies that is not beneficial for learning. 
Modality Effect Effect observed involving the reduction of cognitive load when 
look at text or diagrams while listening to corresponding audio 
Human Movement 
Effect 
Effect observed involving the reduction of cognitive load when 
observing and replicating motor tasks 
Gesture Body or hand movements that function to communicate with others 
or support cognitive processes such as learning. (Kendon, 2004) 
Pointing Finger-based gesture in which the participant uses the index finger 
to touch a key part of the learning materials.  
Tracing Finger-based gesture in which the participant uses their index 
finger to touch and drag along the surface of the learning materials, 
usually along a line or path. 
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Embodied Gesture A gesture that creates a physical representation of a shape, concept 
or other conceptually related information (tactile or non-tactile), for 
example, tracing along an angle to physically embody its traits 
(obtuse or acute). 
Attentional Gesture A gesture that guides attention to one or more single points of 
interest (tactile or non-tactile), for example pointing to a part of a 
diagram. 
 
8 Structure of the Thesis 
This research is reported in a ‘thesis by compilation’ format and its structure includes a 
number of conventional thesis chapters combined with chapters that are written as in-preparation 
or submitted manuscripts for journal article submission, or other targeted publications. The 
purpose of presenting the thesis in this format is to provide the doctoral candidate the 
opportunity to develop skills in the area of journal article writing as part of the thesis writing 
process, and to better facilitate the publishing of results during and after the thesis has been 
completed. 
This thesis by compilation is composed of five traditional thesis chapters and five 
manuscripts, including one published journal article, one published book chapter, one in press 
encyclopedia article and two in-preparation journal manuscripts. A signed declaration for each 
co-authored manuscript in Appendix A. Table 1 presents an overview of the entire thesis, 
including each chapter’s title, purpose, authorship and targeted journal. Following the table, a 
brief summary of each chapter and its focus is presented.
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Table 1 
Thesis by compilation chapter overview 
Chapter Title Format Authorship of 
Manuscripts 
Target 
1. Introduction Introduction Thesis chapter n/a n/a 
2. Literature Review Framing the Study Thesis chapter n/a n/a 
3. Literature Review Working Memory: 
Models and Applications 
Manuscript accepted 
for publication. 
Stoo Sepp (85%), Steven 
J. Howard (5%), Sharon 
Tindall-Ford (2.5%), 
Shirley Agostinho (2.5%), 
Fred Paas (5%)  




4. Literature Review Gesture-based Learning 






Stoo Sepp (85%), Shirley 
Agostinho (5%), Sharon 
Tindall-Ford (5%), Fred 
Paas (5%) 
Book Chapter for 
Advances in Cognitive 
Load Theory: 
Rethinking Teaching 
5. Literature Review Cognitive Load Theory 
and Human Movement: 
Towards an Integrated 





Stoo Sepp (80%), Steven 
J. Howard (10%), Shirley 
Agostinho (5%), Sharon 




JCR 2018 Impact factor 
= 6.866; ranked 1/59 
(Educational 
Psychology) 
6. Methods Summary of Experiments Thesis chapter n/a n/a 
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7. Methods Capturing Movement: 
The Development of an 




Stoo Sepp (85%), Sharon 
Tindall-Ford (5%), Shirley 




JCR 2018 Impact factor 
= 5.627; ranked 3/243 
(Education & 
Education Research) 
8. Results Experiment 1 Results Thesis chapter n/a n/a 
9. Results To Trace or Not to Trace? 
Meaningful Gestures for 






Stoo Sepp (85%), Shirley 
Agostinho (5%), Sharon 




JCR 2018 Impact factor 





10. Conclusion Conclusion Thesis chapter n/a n/a 
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Chapter Two presents a detailed overview of the theoretical framework that informed this 
study’s research methodology. Concepts related to human cognitive architecture, working 
memory, and Cognitive Load Theory are discussed. Specific CLT effects as well as recent 
research that investigate the potential benefits of human movement in a number of different 
learning environments is also presented. The chapter concludes with a summary of Chapters 
Three, Four and Five, which were all written as in-progress manuscripts for publication.  
 
Chapter Three presents a reference article on Working Memory research and implications for 
practice for educators around the world. The primary focus of this article is to provide a critical 
review of research into memory systems and the resultant models of working memory, along 
with an overview of implications for educational practice, and emerging areas of research.  This 
in-preparation manuscript was prepared as an invited article from Oxford University Press for 
the Oxford Research Encyclopedia of Education. 
 
Chapter Four presents a literature review of gesture-based research within the context of CLT 
and ICT use. The chapter also included an overview of the present study, along with preliminary 
implications for classroom practice based on results presented in Chapter Six and Seven. This 
chapter aligns with the book’s purpose and the section in which it is placed, which focuses on 
studies exploring gestures and full body movements and how these may inform instructional 
practice. This book chapter was recently published in Recent Advances in Cognitive Load Theory 
by Tindall-Ford, Agostinho, and Sweller (2020).  
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Chapter Five provides a detailed literature review exploring the role of gestures in learning and 
how they may be theoretically integrated into well-established models of working memory, 
specifically the slave systems outlined by Baddeley and Hitch (1974). An integrated model of 
working memory is then presented which supports gesture-based learning based on a system of 
attentional priming and distribution across different modalities of sensory information. This 
chapter was recently published in Educational Psychology Review (Sepp, Howard, Aghostino, 
Tindall-Ford, & Pass, 2019). 
 
Chapter Six presents a summary overview of each experiment conducted as a part of this study. 
First, research questions and resultant hypotheses are discussed, along with a brief summary of 
all three experiments completed, including improvements made to the design of learning 
materials and procedures after Experiment 1.  
 
Chapter Seven presents a detailed description of the development of the two iPad apps that were 
used to facilitate participation in each experiment, and to collect and clear data. An overview of 
the rationale for each app’s development is discussed, including the specific methods and 
materials used. This is followed by a detailed account of how each app was developed, including 
how they collect and manage data using a secure cloud-based (online) data platform. Limitations 
and feasibility of the data collection app is also presented for the three experiments conducted as 




Chapter Eight, written as a traditional results chapter, and presents the findings of Experiment 1, 
which was conducted at a large research university south of Sydney, Australia, within a third-
year teacher education course. The chapter provides an overview of the experimental methods, 
results, discussion and findings related to the experiment, along with valuable insights gained in 
experimental and data collection design, which influenced specific improvements to each. 
Experiment 2 is presented as a pilot study as a means to test improvements made to experimental 
design and materials design based on these insights.  
  
Chapter Nine presents a manuscript detailing empirical findings for Experiment 3 of this study. 
Experiment three is then presented as the culminating experiment designed to answer the studies 
main research questions. An analysis and discussion of results is presented along with directions 
for future research into the role of gestures in learning. This chapter was written as an in-
preparation manuscript for submission to Learning and Instruction. 
 
Chapter Ten discusses the results from the three experiments of this study and how these results 
provide insight for future research, both in terms of CLT and embodied cognition theory and 
research methods.  Educational implications from the findings are also presented. The chapter 
discusses in detail how the notion of gestures as cognitive supports, may be framed in light of 
this study and its results, including explanations for observed reverse effects and how these may 
inform theoretical understanding of gestures within the context of cognitive processes. The 
custom iPad apps developed for the study are also presented as a means to advance research 
methods within CLT, by supporting data collection for large quantities of participants and for 
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recording high-fidelity interactions with touch-based learning materials. The chapter concludes 
by presenting the limitations of the present study and a discussion of future areas of research. 
 
Please note: All tables and figures have been presented in a continuously numbered format 
presented within the table of contents. Each figure and table thus has a different number 






This conventional thesis chapter provides a more detailed, supplemental account of the 
theoretical framework, including an overview of human cognitive architecture, models of 
memory systems,  
as well as Cognitive Load Theory and associated effects relevant to this study. An introduction to 
the subsequent three literature review chapters follows and concludes with how this study may 




1 Human Cognitive Architecture 
 The acquisition of knowledge, skills and abilities is generally investigated through a 
shared understanding of human cognitive architecture, which describes the structure and 
functioning of human cognition and information processing in the brain. The processes of 
learning and how instructional materials and strategies can aid learners, has been investigated for 
many years in the fields of Experimental Psychology, Neurology, Embodied Cognition, 
Linguistics and Education. Many studies in these areas have made significant contributions to the 
understanding of human cognitive architecture and by extension, learning itself. This chapter will 
provide an overview of key areas of inquiry at the intersection between human cognitive 
architecture and learning, specifically describing research into memory systems, working 
memory capacity limitations, identified instructional principles derived from this limitation and 
how the human body may play a role within these contexts.   
 
2 A limited working memory capacity 
 Miller first identified a limitation in the ability of the human brain to store and retrieve 
information, quantified at seven, plus or minus two items (1956). A few years later Miller, 
Galanter and Pribram (1960) coined the term ‘working memory’ to describe a memory system 
which stored information for temporary and immediate use. 
As technological advancements in computers began to gain traction in the 1950s and 
1960s, Atkinson and Shiffrin capitalized upon this thinking to describe memory systems in terms 
of computer hardware (1968). They proposed the model for a memory system comprised of 
multiple stores, including long term memory (LTM), where schema are stored on a more 
permanent basis, short term memory (STM) where schema are stored on a short term basis and 
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the sensory register, which temporarily stores and processes schema activated through sensory 
inputs.  This model presented a significant theoretical advancement because it separated memory 
into three unique sub-systems, each served specific purposes and could be directly applied to 
findings related to storage and retrieval of information, as well as problem solving. More 
importantly, this Multi-store Model was predicated on the limited capacity of working or short-
term memory, terms which at this time had more or less become analogous.  
Working memory and the measurement of its capacity has since become a significant and 
wide-reaching area of psychological research, one that has informed educational research and 
practice in many areas. 
 
3 Cognitive Load Theory, Multimedia Learning and modalities 
Cognitive Load Theory (CLT) is an area of inquiry within educational research that seeks 
to identify instructional interventions based on the assumption of limited working memory 
resources (Sweller, Ayres & Kalyuga, 2011). Cognitive Load refers to the amount of cognitive 
effort a learner must invest in the learning process, based on their own limited working memory 
capacity. Three types of cognitive load provide theoretical categorization of how instructional 
interventions may affect learning (Sweller, van Merriënboer, & Paas, 1998):  
• Extraneous cognitive load refers to the extraneous resources required to integrate novel 
information based on the design of instruction and therefore is able to be manipulated 
with certain interventions. For example, poorly designed learning materials may force the 
learner to work harder to integrate or process the relationships between information. 
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• Intrinsic cognitive load refers to the inherent subjective difficulty of the material to be 
learned. Due to its subjectivity based upon the prior knowledge of the learner, no 
instructional intervention can manipulate this type of load. 
• Germane cognitive load refers to the cognitive resources required to integrate new 
schema into existing structures. It can be thought of as the cognitive effort it takes to 
learn new material and as a result, can be manipulated as a byproduct of instructional 
interventions intending to reduce extraneous load. As stated in Chapter 1, page 45, recent 
theoretical advances in CLT posit that germane load should be framed as a part of 
intrinsic load, folding together the allocation of working memory resources devoted to 
learning, which are based upon the intrinsic difficulty of the topic to be learned. 
 
Since the inceptions of CLT, a number of cognitive load effects have been identified that 
inform instructional practice, including the design of instructional materials and of instructional 
strategies. These effects range in scope and applicability, involving everything from the design 
of static materials (Chandler & Sweller, 1992), the effective use of multimedia activities 
(Tindall-Ford, Chandler, & Sweller, 1997), and how human movement and gesturing (Mavilidi, 
Okely, Chandler, Cliff, & Paas, 2015; Wong, Marcus, Ayres, Smith, Cooper, Paas, & Sweller, 
2009) play a role in the cognitive aspects of learning.  
The first such effect relevant to this study is the worked example effect. Worked 
examples are pre-solved equations or problems which outline the steps and rules involved in 
reaching the solution to this problem. The worked example effect describes situations in which 
learners who study worked examples in mathematics achieve higher learning outcomes when 
compared to learners who solve similar problems without studying worked examples (Cooper & 
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Sweller, 1987; Sweller, 1988). These findings suggested that learners who worked through 
mathematical worked examples were able to form more robust schemas for the rules, 
relationships and procedures required to solve these problems. Worked examples therefore 
provided a form of scaffolding to support the acquisition of knowledge and skills that would 
allow learners to solve problems more successfully and independently, when compared to 
learners who did not engage with worked examples.  
Following worked examples, research in CLT began to focus on the design of learning 
materials, and how they affect cognition during learning. The split-attention effect (Chandler & 
Sweller, 1992; Sweller & Chandler, 1991) describes when learning materials place expository 
text spatially away from pictorial representations, forcing learners to shift their attention back 
and forth between both. This shifting of attention due to the learner mentally integrating text and 
corresponding diagrams places an extraneous load on learners’ working memory, leading to a 
loss of information in working memory, and negatively impacting learning. By spatially 
integrating text, diagrams and other visualizations so they are physically closer to each other, 
learners are able to use limited cognitive resources more efficiently, leading to increased learning 
outcomes. This same principle was extended to multimedia learning materials by Mayer (1992), 
who termed it spatial contiguity.  
Advancing in parallel, CLT and Mayer’s Theory of Multimedia Learning (2009) both 
began to explore split attention in terms of modality, investigating the effects of the presentation 
of simultaneous visual and auditory information, though each from different theoretical 
perspectives. Mayer found that learners could integrate words and pictures more easily when 
words are presented aurally, instead of visually (1998). This was explained through the lens of 
Paivio and Clark’s work in Dual Coding Theory (Clark & Paivio, 1991; Paivio, 1986), which 
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posits that non-linguistic mental representations of objects and events, are processed within 
separate subsystems of human memory.  
From a CLT perspective, a modality effect was identified, which suggested that learners 
who studied materials comprised of visual diagrams or tables and corresponding audio narrations 
performed better than those who were exposed to diagrams and written text (Mousavi, Low, & 
Sweller 1995; Tindall-Ford, Chandler, & Sweller, 1997). These findings were explained in terms 
of Baddeley and Hitch’s (1974) Multicomponent Model of working memory, which instead of 
mental representations focused on the isolation of and interference between modalities within 
working memory.  This multicomponent model presented working memory as comprised of 
three subsystems. The Visuospatial Sketchpad and the Phonological Loop (Baddeley, 1992) are 
described as slave systems within working memory devoted to the processing of visuospatial and 
auditory information, respectively. Both of these systems are mediated by a central executive, 
which is responsible for the integration and processing of related information stored and 
processed in each slave system. Both from Mayer’s perspective and within CLT, it was clear that 
the blending of audio and visual materials can benefit learners through a more efficient use of 
limited working memory resources. The next section will outline further advancements within 
CLT research, which built upon work on modalities, including the use of static and dynamic 
learning materials and the use of gestures to support learning.    
 
4 An evolutionarily-informed Cognitive Load Theory 
 After conducting a meta-analysis of research which investigated the effects of dynamic 
and static visualizations in learning materials, Höffler and Leutner (2007) identified some studies 
in which animated learning materials provided an advantage over static materials. When 
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animations were highly realistic (as in the case of videos) and when procedural motor tasks 
where involved, this advantage increased. Wong et al. (2009) found that when learners were 
exposed to animations showing a first-person perspective of origami paper folding, learners were 
able to replicate the procedure better than those who only saw a series of static images. These 
animations did not actually show hands acting upon the paper, but a similar study by Ayres, 
Marcus, Chan and Qian (2009) resulted in the same effect. This study found that when learners 
who watched a first-person perspective animation of hands tying knots and solving puzzle rings, 
they were able to replicate these tasks more successfully than those who viewed static images of 
key steps along the way. 
 Van Gog, Paas, Marcus, Ayres and Sweller (2009) asserted that these findings could be 
explained through an area of research in neurology focusing on the Mirror Neuron System 
(MNS). This system within the brain was found to activate when humans and non-human 
primates observe the movements of others, priming the brain in preparation for performing the 
same movements and tasks. This provided a strong neurological and biological foundation to 
explore human movement as a newly embedded aspect of cognition and by extension, cognitive 
load theory. The theoretical link between the design of learning materials and cognition provided 
meaningful instructional implications for learning through both the performance and observation 
of human movements.  
 Another important theoretical advancement in this area was put forward by Sweller and 
Paas (2011), which provided further support for the human movement effect in Geary’s 
Evolutionary Educational Psychology (2002, 2008, 2008). Geary asserted that all knowledge can 
be relegated into two separate categories. The first, biologically primary knowledge is 
knowledge which humans are predisposed to learn through evolutionary processes, such as 
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language acquisition, the reading of social cues and categorizing plants and animals and thus 
requires little cognitive effort to acquire. The second category is biologically secondary 
knowledge, which refers to any knowledge that humans are not predisposed to learn based on our 
evolutionary history, namely everything we require schooling to learn. Paas and Sweller (2011) 
suggested that given that primary knowledge requires fewer cognitive resources to integrate 
these schema, they can be used to support the acquisition of secondary knowledge, meaning 
easily learned skills such as replicating human movements, could be used to support the 
acquisition of domain specific knowledge traditionally acquired in school, such as mathematics, 
science and other domains. This theoretical advancement provides support for existing studies 
investigating the use of gestures in learning contexts. In the next section, existing research in the 
area of gestures and human movement within educational contexts will be presented, with 
implications for cognition and learning.  
  
5 Gestures, Learning and Embodied Cognition 
Hand gestures and body movements have been explored in educational settings for a 
number of years, providing meaningful insight into how gestures can support learning in 
classroom settings. Golding-Meady, Nusbaum, Kelley and Wagner (2001) first found that 
participants who gestured as they engaged in memory task while explaining how to solve a 
mathematics problem were able to recall more items than those who didn’t gesture. The authors 
asserted that gesturing potentially reduced cognitive load for the mathematics explanations, 
freeing cognitive resources for the memory task. Further studies exploring the use of both 
prompted and spontaneous gestures in the learning of mathematics support this same conclusion, 
that gestures can aid learning, leading to increased learning outcomes (Cook, Mitchell, & 
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Goldin-Meadow, 2008; Goldin-Meadow, Cook, & Mitchell, 2009; Goldin-Meadow, 2011). In 
one study of note, children were asked to perform metaphoric gestures (gestures which 
physically embody a concept or abstract idea) while they explained how they solved 
mathematics equations (Novak, Congdon, Hemani-Lopez, & Goldin-Meadow, 2014). The 
participants used magnetic numbers to set up simple math equations while verbally explaining 
how the equation is to be solved. In one condition, the participants were asked to perform a ‘V’ 
gesture which represented the link between two numbers. These participants were able to 
generalize what they had learned and were able to transfer the strategy to other equations, 
leading to increased learning outcomes and transfer. This finding is significant because it 
suggests that while gestures may allow for a more efficient use of cognitive resources, they can 
also aid in the acquisition of schema through the embodiment of certain concepts.  
When considering the effects of embodiment of concepts on learning Paas and Sweller 
(2011) also suggested that Embodied Cognition could provide a foundation for further 
exploration in this area. Embodied cognition (for a review see Foglia & Wilson, 2013) frames all 
cognition within the context of an embodied experience, meaning internal cognition, including 
learning and problem solving is inherently linked with physical experiences, including observed 
and produced gestures and experiences within the context of the environment. Mavilidi, Okely, 
Chandler, Cliff and Paas (2015) found that when children learning novel Italian words enacted 
the meaning of the words with their bodies, they achieved higher learning outcomes when 
compared those who learned the same words while seated and performing gestures, and higher 
still than learners who did not gesture. This study provides further insights into how different 
types of movements and gestures can support the acquisition of knowledge. However it is still 
unclear how different types of gestures may influence cognition, specifically in terms of 
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cognitive support and the generalization of knowledge for transfer. The next section will provide 
an overview of how these different types of gestures have been investigated, as well as articulate 
how the present study is situated within the literature. 
   
6 Pointing, Tracing and ICT 
 It is clear that the observation and performance of gestures can provide cognitive support 
while learning in a variety of contexts, though it is still unclear how different types of gestures 
may accomplish this. Novack, Goldin-Meadow, and Woodward (2015) found that when two and 
three year old children were taught to use a toy with the aid of an adult performing iconic 
gestures (co-speech gestures that physically represent objects and procedures) the children were 
able to use the toy more successfully than those in a condition where the adult used pointing 
gestures. It is important to consider then, how pointing gestures and representational gestures 
may differ in their support of learning both in live, face to face contexts, and in video and 
animation-based learning materials.  
 Children as young as four months old have been found to respond to pointing gestures in 
a very basic sense, in that their eye gaze and therefore attention shifts to the image of hand 
pointing, when compared to more neutral visual stimuli such as an arrow (Berthenthal, Boyer, & 
Harding, 2014; Liszkowski, Carpenter, Henning, Striano & Tomasello, 2004). In a review by 
Colonnesi, Stams, Koster, and Noom (2010), the authors report that as children age, the function 
of pointing evolves from a simple stimulus and response mechanism, to one that facilitates joint 
attention between a child and adult. This joint attention then serves to link spoken vocabulary to 
associated objects and more abstract ideas, thus serving an integral function for supporting the 
increase of language ability in the early years of life (Liszkowski, Brown, Callaghan, Takanda, & 
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de Vos, 2012). Further, this join-attention mechanism reinforces the link between primary and 
secondary knowledge as asserted by Paas and Sweller (2011), one which can facilitate learning 
in domains other than language acquisition.   
 In studies involving young children, pointing is clearly linked with attention-getting 
behaviors, and tracing, which may be considered a point gesture in motion, has also been found 
to support learning (Ginns, Hu, Byrne, & Bobis, 2015). Macken and Ginns, (2014) found that 
when adult learners were instructed to gesture paper-based diagrams of a heart by either pointing 
or tracing at their discretion, they demonstrated higher learning outcomes in their understanding 
of heart function. Further, when children traced on paper-based worked examples in geometry, 
they also demonstrated higher learning outcomes (Hu, Ginns, & Bobis, 2015; Ginns, Hu, Byrne, 
& Bosis, 2015).  
While these studies involving paper-based materials provide important implications for 
learning in a traditional learning and studying context, there has been increased interest in how 
these principles may apply in the use of Information and Communication Technologies (ICT), 
specifically touch-based computing, which provides unique affordances for studying the effects 
of pointing and tracing. In a review of gesture-based computing research in education, Sheu and 
Chen (2014) noted an increase in studies using touch-screen devices such as tablets and 
smartphones and summarized that “innovative cross-disciplinary research and related 
publications that document specific gesture-based learning systems and their associated designs 
are now vital” (p. 276). A study conducted by Agostinho, Tindall-Ford, Ginns, Howard, Leahy, 
and Paas (2015) found that when children traced along lines designed to help them learn how to 
read temperature line graphs on a touch-based computing device (iPad), these learners were able 
to transfer this knowledge to the successful reading of other types of graphs, further supporting 
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the benefits of tracing in the support of knowledge acquisition. This study provides a unique 
example of how learning materials may be presented in a touch-based learning environment, 
while continuing to advance the exploration of pointing and tracing in a variety of educational 
contexts.  
  
7 The Present Study 
There is still much to learn about how gestures affect cognition in support of learning. 
Pointing definitively serves to direct attention both on paper and between individuals to facilitate 
language acquisition, and representational gestures can support the acquisition of problem-
solving skills through the use of hand and full body movements and use of physical metaphor 
(e.g., using gestures to represent non-present objects). While tracing has been shown to support 
learning processes, the underlying mechanisms are still in need of further investigation. Tracing 
may serve one of two purposes either independently or jointly; as a point-in-motion to direct 
attention along a path or as an embodiment of concepts presented on paper. This study is 
uniquely positioned to investigate the cognitive effects of hand gestures in educational contexts 
which use ICT, specifically to isolate the differences between attention-getting gestures and 
gestures which embody concepts or ideas that learners are working to understand. By blending 
worked examples, dynamic animated mathematics lessons presented in a multi-model and split-
attention compliant format on an iPad, this allows for the investigation and potential isolation of 




 CLT and its associated effects, along with Mayer’s Theory of Multimedia Learning and 
Embodied Cognition have made significant contributions to our understanding of effective 
learning material design and choices in teaching strategies. The combination of visual and 
corresponding auditory information in the design of learning materials, has clear benefits, yet it 
is still unclear how the addition of a potential third modality in the form of human movement and 
gestures may contribute further to our understanding of cognition and memory systems. The 
following chapters build upon concepts discussed in this chapter, to outline in detail a growing 
area of research investigating gestures in learning, the integration of gestures into long-
established models of working memory, as well as a general overview of working memory and 
its applications in educational practice and research. In subsequent chapters, these basic 
assumptions about the effective design of paper and ICT-based instructional materials will be 
drawn upon to investigate the effect of how the performance and observation of different types 
of hand gestures may be integrated into worked example lessons presented on a touch-based 
computing device. 
The subsequent three chapters in this ‘thesis by compilation’, taken together, are 
presented as detailed literature reviews, with each written from different perspectives and for 





Working Memory: Models and Applications 
Sepp, S., Howard, S. J., Tindall-Ford, S., Agostinho, S., & Paas, F. (in press). Working Memory: 
Models and applications. Oxford Research Encyclopedia of Education. Oxford 
University Press. 
OVERVIEW 
Chapter Three was written as an in-preparation manuscript and is currently in press as a 
reference article in the Oxford Research Encyclopedia of Education. It provides a critical review 
of theory and research focusing on Working Memory (WM), and how these theories and 
research findings can inform educational practice, both from an instructional and an 
administrative perspective. At the request of the publisher, a short bibliography was included at 
the end of this manuscript to highlight key readings in the area. This is followed by a 





In 1956, Miller first reported on a capacity limitation in the amount of information the 
human brain can process, which was thought to be seven plus or minus two items. The system of 
memory used to process information for immediate use was coined ‘working memory’ by Miller, 
Galanter and Pribram in 1960. In 1968, Atkinson and Shiffrin proposed their Multi-store Model 
of memory, which theorized that the memory system was separated into Short Term Memory, 
Long Term Memory and the Sensory Register, the latter of which temporarily holds and 
forwards information from sensory inputs to Short Term Memory for processing. Baddeley and 
Hitch built upon the concept of multiple stores, leading to the development of the 
Multicomponent Model of working memory in 1974, which described two stores devoted to the 
processing of visuospatial and auditory information, both coordinated by a central executive 
system. Later, Cowan’s theorizing focused on attentional factors in the effortful and effortless 
activation and maintenance of information in working memory. In 1988, Cowan published his 
model - the Scope and Control of Attention Model. In contrast, since the early 2000s Engle has 
investigated working memory capacity through the lens of his Individual Differences Model, 
which does not seek to quantify capacity in the same way as Miller or Cowan. Instead, this 
model describes working memory capacity as the interplay between primary memory (working 
memory), the control of attention, and secondary memory (long term memory). This affords the 
opportunity to focus on individual differences in working memory capacity and extend 
theorizing beyond storage to the manipulation of complex information. These models and 
advancements have made significant contributions to understandings of learning and cognition, 
informing educational research and practice in particular. Emerging areas of inquiry include 
investigating use of gestures to support working memory processing, leveraging working 
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memory measures as a means to target instructional strategies for individual learners, and 
working memory training. Given that working memory is still debated, and not yet fully 
understood, researchers continue to investigate its nature, its role in learning and development, 





Ebbinghaus (1885) jump-started a tradition of inquiry into the cognitive systems that 
support teaching and learning when he first proposed an experimental approach to investigating 
memory, including aspects of recall, repetition, and individual differences in the ability to utilize 
memory. Since this time, studies in the areas of experimental and educational psychology have 
worked to realize Ebbinghaus’ assertion that memory is worthy of examination, not only to 
foster understanding of the inner workings of cognition itself, but to explore how memory affects 
behavior, including actions and reactions, intentions, problem solving, and learning. 
The term Working Memory (WM) was first coined by Miller, Galanter, and Pribram 
(1960) to describe a subsystem within our cognitive architecture involved in temporary and 
quick access to information for executing plans. WM has since evolved to be conceptualized as a 
limited-capacity cognitive system for short-term storage and processing of information, integral 
for goal-oriented task completion. To trace the origins and evolution of how WM is investigated 
and considered in educational contexts, we will first provide a thematic overview of historical 
and contemporary conceptualizations of WM, including well-established models of WM, and 
other theories concerning the factors that define how it may be measured. We will then discuss 
implications for educational practice, based upon WM models and research findings. Finally, we 
will present emerging areas of research in WM – including alignment with the human motor 
system and approaches to WM training. 
2 Working Memory Models and Perspectives 
2.1 Short Term Memory and its Limitations 
In 1956, Miller published his seminal paper on the ‘Magical Number Seven, Plus or 
Minus Two’ which built on previous studies that had explored the recall of tones, tastes, colours 
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and words.  In it, he asserted that after exposure to stimuli, human memory is limited in capacity 
when recalling the details of this stimuli. Miller described two span limitations. First, the span of 
absolute judgement refers to when individuals are exposed to stimuli one at a time and are asked 
to indicate a category for each (e.g., listening to auditory tones and assigning a number to each), 
resulting in a judgement being made as to whether these stimuli are comparable or distinct. 
Second, the span of immediate memory refers to the recall of stimuli presented one at a time in 
sequence (e.g., recalling presented numbers or letters). In both cases, the limitation of each span 
was found to be around seven; however, Miller was clear that he viewed both as separate spans, 
with their similar limits merely a coincidence. This remains Miller’s primary contribution to the 
field of WM, in that he described a limited capacity for receiving, processing and remembering 
information in the short term, based on recall and identification of information. This simple 
concept led many of Miller’s contemporaries to explore this limitation in greater detail. 
In the 1960s and 1970s, multiple important lines of research emerged to expand upon this 
concept of a limited capacity to store and process information. First among these was Atkinson 
and Shiffrin (1968) who proposed a Multi-Store Model of Human Memory while conducting 
research in psychology and learning. While this model implicates attention as a factor in the 
processing of information in mind, their most highly recognized contribution to WM theory was 
the segmentation of systems within memory. The Atkinson-Shiffrin model proposed three unique 
subsystems: a long-term store (LTS), which holds learned information for extended periods for 
subsequent retrieval; a short term store (STS), which temporarily holds information relevant to 
the current task at hand, and permits rehearsal of this information (later described as short-term 
memory – STM); and the sensory register, which temporarily captures all information that enters 
through the senses, of which only a subset will be activated in the STS. This model of human 
 70 
memory was a significant contribution to WM theorizing in that it differentiated between 
information received through the senses and processing and processing of information after 
exposure to a stimulus. It also introduced an important question of how stimuli sensed in 
different modalities, such as visual and auditory stimuli, may be activated within and transferred 
between these systems. In the next section, WM theories that focus on multiple modalities are 
discussed, including how auditory and visual information can be processed and integrated.  
2.2 Working Memory Processing in Multiple Modalities 
The processing of mental information from different modalities became the focus of two 
researchers exploring the mental rehearsal processes that occur during auditory and visual span 
tasks, which exposed participants to a sequence of information to measure how much they could 
remember. Baddeley and Hitch’s (1974) resultant Multicomponent Model of Working Memory 
thus placed an emphasis on storage and processing in different modalities, bringing the concept 
of ‘working’ (with) memory to the forefront of theorising about memory. According to the 
model, WM consists of multiple components: separate slave systems devoted to visual and 
auditory information, and another component, the central executive, responsible for processing 
and mediating information between the slave systems using attentional processes. Each of the 
slave systems are considered separate stores, which can integrate and coordinate sensory 
information, as well as information from the central executive. The first slave system, called the 
phonological loop, is responsible for storing and processing information related to verbal or 
auditory information. The second slave system, the visuospatial sketchpad, serves a similar 
function for visual and spatial information. Baddeley (2000) later added a third slave system 
called the episodic buffer, which is responsible for coordinating and integrating information from 
the other two slave systems to create unitary representations in WM. While the focus of the 
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Multicomponent Model of WM is not on WM capacity per se, Baddeley (1986) suggests that 
capacity is limited by the number of items that can be rehearsed before they decay or are lost 
after approximately two seconds unless a person engages in rehearsal. The Multicomponent 
model provides a simple and concise conceptualization of how a WM system comprised of 
multiple sub-systems can store and process information across modalities. Subsequently, 
conceptualizations of WM proposed by other theorists placed more emphasis on a single 
integrated processing and storage system, which  has provided further insights into how mental 
attention and the capacity constraints of WM are intertwined. In the next section, these 
alternatives to established multi-component models that place attentional factors as the 
underlying mechanism of WM are discussed. 
2.3 Attention and its Role in Working Memory  
Around the time Baddeley and Hitch were formulating their Multicomponent model of 
WM, Pascual-Leone (1970) proposed a neo-Piagetian theory of mental attention and related 
mental functions that could explain predictable developmental changes as a child ages. While not 
a theory of WM per se, Pascual-Leone (1987) explored WM capacity from a different 
perspective than the multicomponent models of WM and suggested changes in the capacity of 
effortful mental attention was a causal factor underlying capacity constraints of WM and age-
related changes in children’s thinking (for a review, see Morra, Gobbo, Marini, & Sheese, 2008). 
Indeed, mental-attentional (M) capacity, defined as the number of chunks or schemes that can be 
concurrently and effortfully activated in mind, has been shown to increase by one unit every 
other year, from a capacity of one at age 3 to a capacity of seven at age 15 (Kemp, De 
Rammelaere, Desmet, 2000; Pascual-Leone, 1970, 1987). Pascual-Leone’s contributions to 
understanding the role of attention in WM and cognitive development, as well as optimal 
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approaches to measurement, set an early precedent in highlighting attentional factors in WM 
theory. Further, a unified attentional resource underlying the activation and processing of mental 
attention remains a common tenet in contemporary WM theory. 
  A unified attentional resource, albeit in a different form, also features prominently in 
Cowan’s (1988, 1995, 1999) Embedded Processes Model. Cowan’s work was based on 
attempting to reconcile findings describing how information is processed in sequence after 
exposure to a stimulus (e.g., Broadbent, 1958, 1982). As such, this model describes WM in terms 
of how attentional focus affects processing immediately after exposure to novel or familiar 
information. The scope (storage capacity) and control (processing ability) of attention after a 
stimulus has been encountered, in line with conceptions of Pascual-Leone, involves (a) 
involuntary (effortless) and voluntary (effortful) activation and maintenance of information, and 
(b) attentional processes involved in dismissing irrelevant and attending to relevant information. 
Further, according to this model, WM is underpinned by a unified attentional control system, 
devoid of separated slave systems. Information from the senses and LTM is activated within the 
focus of attention, which brings task-relevant information to mind for integration and processing 
with automatically or effortfully activated information. However, in contrast to earlier models of 
WM, Cowan (2000) argues that Miller’s conclusion about WM capacity (i.e., 7 +/- 2 items or 
‘chunks’) may be too high, and instead, the average capacity limit is found to be four chunks of 
information that can be maintained within the focus of attention for processing. Thus, Cowan’s 
theory describes WM in terms of storage and processing on a very narrow timeline of immediate 
post-stimulus processing. 
Though Atkinson and Shiffrin described long term memory as part of their Multi-Store 
Model, Ericsson and Kintsch (1995) brought it to the forefront by proposing a framework of WM 
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that integrates the acquisition and coordination of learned strategies for more effective use of 
WM. That is, Long-Term Working Memory (LT-WM) is predicated on an individual’s acquired 
skills and ability to employ retrieval cues in STM to search and activate relevant schemes in 
LTM, in the service of task completion (e.g., planning a chess move by using visual cues to draw 
upon relevant patterns and sequences stored in LTM). This framework was developed based on 
previous findings in which participants had been given the opportunity to practice and become 
more skilled with a task over time (Chase & Ericsson, 1981; Ericsson, 1985, 1988), which 
resulted in increasingly accurate recall and more proficient task completion. While not explicitly 
stated by Ericsson and Kintsch, this framework aligns with other models that situate attentional 
focus, and the mental effort required to activate information from LTM for processing, as 
important aspects of WM. 
The relationship between a single domain-free attentional resource and WM capacity has 
been further explored by Engle and Unsworth (Engle, 2002; Engle & Unsworth, 2006; Unsworth 
& Engle, 2006, 2007), who describe WM capacity as a product of two unique processes linked to 
the completion of goals. The first process describes an individual’s ability to control attention to 
focus on, maintain, and process information relevant to a current task in primary memory (WM), 
while ignoring information that task-irrelevant (suppression). The second process is leveraging 
the ability to search one’s secondary memory (LTM) for information related to the task. As a 
consequence, any WM performance is a product of individual differences in proficiency to 
effortfully apply attentional processes to focus on, select, search for and work with information 
in WM. Unsworth and Engle (2007) also discuss goal-oriented tasks that don’t necessarily 
require the use of WM, as in the case of habituated tasks that become routine (e.g., riding a bike, 
using a keyboard); tasks that we have repeated so often that they do not require attentional focus. 
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Further, this theory does not attempt to find a ‘magical’ quantification of the limits of WM 
capacity. Rather, individual differences in attentional control and internal search processes, as 
well as habituated routines, mean that WM capacity varies across individuals. Indeed, further 
research exploring differences in attentional ability and prior expertise may lead to instructional 
strategies that can better support learning and problem solving.  
 Building upon the existing framework of attentional focus and individual differences, 
while drawing upon historical perspectives of WM, Sepp, Howard, Tindall-Ford, Agostinho, and 
Paas (2019) synthesize previous theorizing in this area to propose WM as a system that controls 
how attention is focused and distributed across multiple modalities. For example, as learners are 
presented with visual or auditory learning materials in the classroom, other stimuli may catch 
their attention, and their ability to focus on and mentally integrate task-relevant information 
across modalities while ignoring irrelevant information, is based on individual differences in 
prior experience, expertise and ever-changing cognitive demands. As attentional factors continue 
to be a focus of research, evolving perspectives on the nature of WM provide new insights into 
cognition and learning, leading to more strategies that support learners of all ages and abilities. 
A wide range of WM models have been proposed from a number of different theoretical 
perspectives (Table 2), including a memory system comprised of short-term and long-term stores 
(e.g., Atkinson & Shiffrin), to separated storage and processing systems for different modalities 
(e.g., Baddeley and Hitch), to a single and domain-free attentional control resource (e.g., 
Pascual-Leone, Cowan, Engle and Unsworth, Sepp et al.). Yet even in 1982, Crowder – while 
acknowledging historical contributions of the conception of short term memory for the field of 
psychology – described STM as obsolete and instead emphasized the importance of WM. This 
timely observation has given way to more nuanced theories of WM, focusing more on the 
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processing and integration of information beyond simply storage. While earlier theories on WM 
and the assumptions that accompany them are valuable for research and education in a broad 
sense, there has been increasing focus on WM models that can better and more directly account 
for learning and problem solving contexts and phenomena. In the next section we discuss the 
educational implications of WM capacity and attentional control, including interventions which 
may positively impact student learning. 
Table 2 
Summary of WM researchers and associated conceptualizations. 
Researcher Year Model Central Tenet 
Miller 1956 Limitations on the capacity of 
information processing 




1968 Separate stores model of human 
memory 
Short-term store, long term store, and 
sensory register. 
Pascual-Leone 1970 Theory of Constructive Operators Mental attention underpins age-related 
change in WM capacity and children’s 




1974 Multicomponent model of WM Slave systems coordinated by a central 
executive responsible for attentional 
mediation and processing. 
Cowan 1988 Embedded processes model of 
information processing 
Attentional scope (storage capacity) and 
control (processing ability) plays an integral 
role in mediating the activation and 
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1995 Long-term WM During completion of tasks that require 
existing skills, STM provides cues for LTM 
retrieval of existing skill-related schemes. 
Engle 2002 Individual differences model Individual differences in WM capacity a 
product of interplay between attentional 
control and cued searching. 
 
3 Working Memory and Educational Practice 
There is wide-spread agreement that WM capacity is limited. When considering how this 
may apply to educational applications (e.g., teaching and instruction; learning processes and 
strategies; identification of intervention points; learning material development), research on the 
WM capacity constraints of learners have implicated several concrete strategies for supporting 
learning. These strategies facilitate more efficient use of these limited WM resources to facilitate 
successful integration of novel information into existing schemes and, as a result, can positively 
affect learning. 
WM theories that describe a developing and modality-agnostic attentional resource, such 
as proposals by Pascual-Leone and Engle, provide a meaningful model from which to consider 
the appropriate levels of complexity and problem solving for children in the classroom. That is, 
armed with the knowledge that capacity constraints of WM differ with the age and expertise of 
each learner, educators can begin to adjust their instructional strategies accordingly. For 
example, certain tasks that are appropriate for a 12-year old child may not be achievable for a 5-
year old due to their comparatively more-constrained ability to hold, coordinate and process units 
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of information in WM. While educators already provide experiences for their students that cater 
to their developmental progress, there are specific strategies that can support students by taking 
these capacity constraints into account.  
The assumption of a limited WM capacity was a basis for the development of Cognitive 
Load Theory (CLT), which is an area of educational research which is focused on exploring the 
effects of WM limitation on teaching and learning contexts (Sweller, Ayres, & Kalyuga, 2011). 
Its aim is to inform teaching and learning practice through empirically supported interventions 
that optimize the demands of learning and instruction on WM. Instead of referring to schemes, 
items or chunks of activated information in WM, CLT refers to ‘elements’ which interact with 
each other in the service of successful task completion (i.e., learning). As an increasing number 
of elements interact, to which WM resources are allocated and depleted, cognitive load increases. 
Cognitive load thus refers to the mental effort required to integrate, reconcile and process novel 
information in memory during learning and problem solving. Cognitive overload occurs when 
the capacity limits of WM are exceeded, leading to loss of information and hindered learning. 
CLT has identified a number of effects that describe specific situations in which cognitive load is 
high, and specific interventions that have been found to more efficiently allocate WM resources 
and benefit learning in different ways. Some examples follow. 
 
The goal free effect (Sweller, 1988) describes situations in which learners who are asked 
to solve problems with a goal in mind experience higher cognitive load than those who 
are not. When appropriate, instructors may choose to provide intermediate sub-goals 
during a problem solving task which build towards the final goal, instead of asking 
students to solve the final goal with no prior knowledge of the steps involved. This 
 78 
intervention reduces cognitive load by allowing learners to focus on each sub-goal, and 
when the solution is finally reached, to better understand the process of solving the 
problem in context. 
 
The split-attention effect (Chandler & Sweller, 1992; Sweller & Chandler, 1991) refers to 
when learners are presented with materials that include images and referential text 
separated spatially, which forces the learner to split their attention between sources of 
information and leads to an increase in cognitive load. By spatially integrating imagery, 
text descriptions and labels, a learner’s cognitive load is decreased and learning benefits 
can be achieved. 
 
The modality effect (Mousavi, Low & Sweller, 1995; Tindall-Ford, Chandler, & Sweller, 
1997) speaks to the enhanced learning that occurs by combining visual material (e.g., 
text, images) with an auditory statement or explanation that reinforces information across 
modalities. This principle is evidenced by multimedia learning materials, such as 
animations and videos, that provide supporting audio narrations to explain the visual 
concepts being demonstrated when the visual materials are unable to fully describe or 
explain processes, concepts or mechanical operations. 
 
The redundancy effect (Chandler & Sweller, 1991; Kalyuga, Chandler, & Sweller, 1999) 
refers to when learners are exposed to redundant information in the same or a different 
modality, and must use limited WM resources to reconcile and integrate this information 
thereby causing an increased cognitive load. Related to the modality effect, the 
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redundancy effect implies that educators should be mindful of whether information 
presented in multiple ways or in multiple modalities are complementary and support 
greater understanding or are repeating the same information without added benefits. 
 
The expertise reversal effect (Kalyuga, Ayers, Chandler, & Sweller, 2003), which is an 
extension of the redundancy effect, pertains to learners who are already proficient at a 
skill. In cases where these learners are exposed to learning materials they do not need, 
they must still devote WM resources to interrogating and integrating this with any novel 
information (instead of drawing upon information from LTM), which increases cognitive 
load. In a classroom context, individual leaners will often demonstrate differing levels of 
achievement, so it is important for instructors to be mindful of existing expertise and how 
repetition of already learned concepts may impact more advanced students. 
 
The transient information effect (Leahy & Sweller, 2011; Sweller, Ayres, & Kalyuga, 
2011) describes when learners are exposed to learning materials for only a limited time, 
and as such lose the information due to the temporal constraints of WM (i.e., 20-30s after 
attention is removed from the contents of WM), and preventing this decayed information 
from being learned. When designing learning materials, it is important that information is 
presented for a sufficient amount of time so that learners can process the information for 
sufficient duration and depth for learning to occur. 
 
The human movement effect (Ayres, Marcus, Chan, & Qian, 2009; Castro-Alonso, Ayres, 
& Paas, 2014;  Paas & Sweller, 2012; Wong et al., 2009; see also Höffler & Leutner, 
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2007) describes the increased proficiency that results when learners observe (either 
directly or through animated learning materials) and replicate human motor skills such as 
folding origami or a tying a knot. When teaching students any motor skills that involve 
the use of their hands, educators should strive to provide materials or demonstrate in 
person so that hand movements can be directly observed.  
 
As these identified effects are observed in situations of high cognitive load, it is 
important to consider that applying them in contexts that are not cognitively taxing on learners 
may not yield any benefit. The capacity constraints of WM in certain teaching and learning 
scenarios and how they affect learners can therefore inform choices made in terms of learning 
materials, planning instructional activities and assessing student achievement.     
 Moreover, individual differences in WM capacity may suggest levels of future success 
and viable intervention targets to support learners. A number of studies have explored the 
relationship between STM (temporary storage) or WM (activating and processing information in 
mind) task scores in children and their associations with later abilities in domains including 
maths and literacy. Bull, Espy, and Wieve (2008) aimed to explore this relationship in detail, 
using a number of different measures: the digit span task, which measures STM capacity; the 
Corsi-block test, which measures visuospatial STM; and other tasks indexing problem solving 
and executive function (e.g., Tower of London task; Korkman, Kirk, & Kemp, 1998). It was 
found that visuospatial STM predicted math achievement specifically, while tasks that measured 
executive function (i.e., attentional control) predicted learning in general, instead of in a specific 
domain. Unsworth and Engle (2006) further explored the difference between simple span tasks 
which measure STM and complex span tasks which focus more on WM processing ability. 
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These types of tasks, such as the Operation span task impose a higher processing load, were 
found to predict higher order cognitive abilities to a greater extent than simple span tasks. 
Alloway and Alloway (2009) further explored WM measures in detail and found that other tests 
including the backward digit span task and the Automated Working Memory Assessment 
(AWMA) (Alloway, 2007) can act as a reliable predictor of later academic success, even more so 
than IQ tests. This suggests that that the measurement of processing ability, as opposed to 
storage capacity, can provide meaningful predictions of later academic success, and provide 
points for intervention as children develop. Further, studies investigating the relationships 
between (a) reading comprehension and WM (Daneman & Carpenter, 1980; Seigneuric & 
Ehrlich, 2005; Swansen & Zheng, 2000) and (b) attention-deficit/hyperactivity disorder (ADHD) 
and WM (Martinussen, Harden, Hogg-Johnson, & Tannock, 2005) indicate a correlation between 
both. When exploring the effects of WM and domain-specific interventions for young children 
with low numeracy skills, Kroesbergen, van ‘t Noordende, and Kolkman, (2012) found that 
young children who engaged in WM training demonstrated increased WM skills after four 
weeks, as well as increased numeracy ability. While the students who engaged with numeracy-
specific interventions also increased, this study indicates that WM interventions may provide 
generalized benefits for students in need of support in other school related skills. These findings 
suggest that WM measures provide essential information to inform interventions and WM 
training as a potential target for intervention in the support of  individual students’ academic 
success. 
An understanding of learners’ WM capacity, its changes with age and experience, and its 
relevance for identifying targeted interventions represents meaningful information for supporting 
students effectively. As WM research continues to provide insights into how WM constraints and 
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attentional processes affect learning and problem solving, educators will continue to learn more 
about how to apply new concepts for the betterment of students and their learning. Toward this 
aim, the next section will provide an overview of emerging research in WM. A specific focus on 
the human motor system’s role in WM processing and storage, and evaluations of WM training, 
will be provided.  
 
4 Emerging Areas in Working Memory Research 
4.1 The Human Motor System and Working Memory 
As research into WM continues to play an important role in informing educational theory 
and practice, there are a number of emerging areas of investigation that represent advancements 
in understanding how WM is tied to other cognitive and body systems. Recent studies exploring 
the role of the human motor system in learning have suggested that gesturing or performing full 
body movements can support learning through a reinforcement of concepts that are ‘embodied’ 
during a learning episode. For instance, in one study, children learning Italian vocabulary who 
performed corresponding hand gestures demonstrated better learning outcomes than those who 
did not gesture. Further, children who performed full body actions aligned to the novel words 
demonstrated better learning outcomes than those who performed only hand gestures (Mavilidi, 
Okely, Chandler, Cliff, & Paas, 2015). While this study was grounded in the field of Embodied 
Cognition (for a review see Foglia & Wilson, 2013) and relates to CLT conceptions (Choi, Van 
Merrienboer, & Paas, 2014; Paas & Sweller, 2012), studies from a diverse array of perspectives 
are exploring how the human motor system may play a role in WM processing. One such study 
investigating the role that gestures and eye movements play in visuospatial problem solving 
found that participants with a lower visuospatial WM capacity (Della Sala, Gray, Allamano, & 
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Baddeley, 1999) gestured more and reduced the number of eye movements required to spatially 
index items in support of solving the Tower of Hanoi task (Pouw, Mavilidi, van Gog, & Paas, 
2016). This study further supports the human motor system’s role in learning. In addition, given 
that attentional control is widely theorized as integral to WM proficiency, research that 
incorporates eye-tracking as a measure of attentional shifts and spatial indexing will be important 
to furthering our understanding of WM processes.  Researchers also continue to explore the role 
that gestures, gross human movements and physical activity play in learning, making significant 
contributions to understanding how cognition, the body and the environment are interrelated and 
their impact on WM. 
 
4.2 Working Memory Training 
Another area of burgeoning research is WM training, most notably through computerized 
programs that are adaptive to users’ current and changing WM proficiency. While such programs 
focus on improvements in WM, they do so in an attempt to positively influence the broad range 
of outcomes that have been associated with WM (literacy, numeracy, fluid intelligence; Alloway 
& Alloway, 2010). These WM training programs involve users participating in ‘games’ that 
increase in WM complexity with increasing proficiency and performance over the course of the 
program. These games are loosely based on well-established span tasks which measure different 
forms of WM capacity and generally take the form of the player being asked to remember a 
series of items in sequence, including numbers, letters, words or the location of shapes on a 
screen . While meta-analyses of these programs suggest that they are fairly effective at 
improving performance on the tasks that are practiced, and other similar tasks (near transfer), 
evidence for the transfer of these effects to many real-world outcomes that are associated with 
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WM is quite limited and weak (e.g., Melby-Lervåg & Hulme, 2013; Shipstead, Hicks, & Engle, 
2012). Yet this does not preclude the possibility of other similar or aligned approaches that may 
be effective in achieving these aims. While no one particular approach has emerged as 
particularly effective, or providing a theory to explain the conditions under which WM change 
would be expected, characteristics of effective interventions are speculated. For instance, 
Diamond (2012) proposes that essential features for the improvement of executive functions (in 
which she includes WM) include: an appropriate and increasing level of cognitive challenge; 
sustained practice; approximation of real-world contexts in which the abilities are required; and 
activities that elicit genuine enjoyment from participants. For this reason, a line of WM training 
research has also branched away from computer-based approaches, to investigate the WM effects 
of activities such as physical activity, music, reading and artistic pursuits (Diamond & Lee, 
2011). Whether and which of these approaches may be particularly suited to achieving WM 
benefits in a way that transfers to associated and real-world outcomes remains an open question. 
There has also been considerable debate around the benefits of WM training for those 
diagnosed with ADHD and related disorders. For instance, Klingberg et al. (2005) found that 
when children diagnosed with ADHD participated in a computer-based WM training program, 
their WM, inhibitory response time and reasoning scores improved, while parent-rated ADHD 
symptoms decreased. However, in subsequent reviews by Rapport, Orban, Kofler, and Fiedman 
(2013) and Shipstead, Hicks, and Engle (2012), the authors assert that any cognitive, academic or 
behavioural benefits that come with WM training in individuals with ADHD are not conclusive 
and require further investigation. In another review of WM training studies, Shipsted, Redick and 
Engle (2012) assert that there is still much work to be done to verify that these training strategies 
are indeed the cause of cognitive or behavioural changes. As with the WM ‘brain training’ field 
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more broadly, the targets, timing, approaches and expected benefits presently remain unclear. 
The implications of these approaches for education, and their translation from labs to classrooms, 
is also an ongoing area of investigation.  
 
5 Conclusion 
This article has outlined seminal and contemporary research into WM, its capacity and its 
measurement, and has provided a discussion of how this area of research has – and can continue 
to – inform educational practice in a variety of contexts. This includes emerging area of promise, 
such as investigations of human movement effects and specific WM training. As WM research 
continues to provide meaningful contributions to understandings of cognition, problem solving 
and learning, educators and administrators should consider how this research will inform their 
decision-making with regards to curriculum planning, assessment design, and the development 
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OVERVIEW 
Chapter Four was written as a book chapter in the Routledge book Advances in Cognitive 
Load Theory: Rethinking Teaching. The chapter presents a discussion of current research within 
Cognitive Load Theory research related to human movement and the integration of information 
and communication technologies (ICT). The present study is briefly mentioned in this chapter as 
a way to frame future research and methodological approaches to investigating the effects of the 




This chapter outlines recent advances in Cognitive Load Theory focusing on gestures, human 
movement, and the use of Information and Communication Technologies (ICT). Previous studies 
investigating the human motor system suggest that actions such as gestures and full-body 
movements can benefit learners, though it is still unclear how factors such as attention and 
embodiment may influence cognition.  A recent doctoral study exploring the effects of 
attentional and embodied gestures, provides novel methodologies for using ICT to capture and 
record the gesture-based interactions of students as they work through multimedia lessons. Based 
upon these novel methodologies, future areas of research with an emphasis on capturing physical 
data are discussed. Educational implications for the use of gesture-based ICT tools are then 
presented, suggesting that touch-based learning experiences such as educational apps may 
provide learning benefits when gestures are aligned with the concepts to be learnt.  
 





A recent increase in technologies that allow for tactile or embodied experiences presents 
an opportunity to explore the effect of movement to learning within a Cognitive Load Theory 
framework. One of the first ICT tools that provided tactile or embodied experiences for students 
was the interactive whiteboard (for a review see Smith, Higgins, Wall, & Miller, 2005) with 
more recent examples being smartphones and tablets (Sheu & Chen, 2014). As these touch-based 
technologies become more readily available in schools, the opportunity to investigate their 
effects on learning can provide valuable insights to educators.  
This chapter first provides an overview of research into gestures within the context of 
ICT, followed by a study currently in progress that illustrates how research is being conducted to 
capture hand gestures on touch-based devices. Possibilities for future inquiry within the 
framework of the human motor system and Cognitive Load Theory are then discussed, as well as 
implications for the integration of gesture-based ICT tools into instructional practice. 
 
3 Cognitive Load Theory and Gesture Research 
Cognitive Load Theory (CLT) has identified several empirically supported effects that 
can inform instructional interventions to support learning (Kalyuga, Ayres, Chandler, & Sweller, 
2003; Mousavi, Low, & Sweller, 1995; Sweller, Ayres, & Kalyuga, 2011; Tindall-Ford, 
Chandler, & Sweller, 1997). Research has demonstrated that certain approaches to the design of 
learning materials and the associated activities derived from the design, can enhance learning due 
to learners’ efficient use of limited cognitive resources. For example, one effect, the modality 
effect, has shown that when students are given learning materials containing diagrams and 
corresponding audio narrations in the place of expository written text, this dual-modality 
 99 
presentation can provide learning benefits. A key study that demonstrated this effect was 
Mousavi, Low, and Sweller (1995), where children were provided with worked examples in 
geometry. The first group was given worked examples with diagrams and written statements 
describing them, the second group was given the same diagrams and written statements and also 
listened to a corresponding audio statement played through a tape recorder. The third group was 
presented with a diagram and audio statement alone, but no written text.  Results suggested that 
students presented the diagram with audio and no written statements completed questions faster 
than the other two groups.  Tindall-Ford, Chandler, and Sweller (1997) found a similar effect 
with electrical apprentices studying electrical engineering materials. This study found that test 
scores were higher in a mixed mode condition. Similar to the modality effect, Mayer’s Theory of 
Multimedia Learning (Mayer, 2009; Mayer & Moreno, 1998) applied the same principle of 
combining visual and auditory materials to multimedia animations, further informing the use of 
audio-visual technology to support learning.  
The effectiveness of using audio-visual instructions is explained within a CLT 
framework by dual modality presentations using both auditory and visual channels in working 
memory rather than just the visual channel. Over the last ten years there has been a shift in CLT 
research exploring the use of learning strategies that incorporate the human motor system. This 
research has extended beyond learners being presented with audio and visual instruction to 
leverage the use of gestures in support of working memory processes. While it is argued that 
audio-visual instructions support learning through the use of co-reinforcement of novel 
information across modalities, using movements like gestures may also provide similar support 
by freeing up, or more efficient allocating limited working memory resources. A synthesis of this 
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research will be provided next, to illustrate the key findings and highlight areas of emerging 
research in how the human motor system can support learning.  
 
4 Human Movement Effect 
Within CLT research, the human movement effect refers to the benefits of observing 
human movements when learning to perform motor tasks. This effect was identified after a series 
of experiments exploring the use of instructional animations found evidence that animations 
related to procedural motor tasks proved more effective for learning than the equivalent static 
materials. Two studies were critical in highlighting the efficacy of human movement for 
learning. Wong et al. (2009) presented learners with an animation depicting origami being folded 
from a first-person perspective, without showing hands. When compared with learners who were 
given static images to guide their paper folding, the learners who watched the animation 
demonstrated higher learning outcomes.  Ayres, Marcus, Chan, and Quin (2009) found similar 
results in a study exploring the learning of knot-tying, with one group of learners looking at 
static images, and the other at animations of hands tying the knot, with the latter demonstrating 
increased learning outcomes. From a CLT perspective, this may suggest that observing human 
movement may free up, or more efficiently allocate, limited working memory resources that can 
be used to focus on other task-relevant goals. This theoretical advancement provided some 
insights into why the observation and physical replication of motor tasks may be beneficial for 
learning.  
Given that human movement like gestures may free up limited working memory 
resources when learning procedural motor tasks, it may be hypothesised that self-gesturing may 
support mental simulation of a task when learning to solve a problem. In one recent study, when 
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participants were given the Tower of Hanoi puzzle to solve, results showed that those who 
gestured had lower saccadic eye movement counts when compared to those who did not gesture 
(Pouw, Mavilidi, van Gog, & Paas, 2016). Eye movements have been found to provide a support 
mechanism for visually indexing information during visuospatial problem-solving tasks, with the 
quantification of saccadic eye movements indicating a measure of cognitive processing.  It is 
thought that gesturing can assist in problem solving by externalizing working memory processes, 
and as a result reducing cognitive load. The research showed that observing and making gestures 
may play an important role in learning and problem solving in certain contexts. While research 
within the confines of CLT has contributed to advancing our understanding of the human motor 
system’s role in learning, other areas of research have also provided an understanding of the 
benefits of human movement for learning, albeit from different theoretical perspectives. The next 
section provides an overview of key findings of the benefit of movement for learning from 
different theoretical perspectives and how these research findings can contribute to CLT research 
and increase our understanding of how gestures affect educational experiences.  
 
5 Embodied Cognition 
After the human movement effect provided theoretical grounding for the benefit of 
gestures within CLT research, Paas and Sweller (2012) identified a separate field of psychology, 
Embodied Cognition (Folgia & Wilson, 2013), as a framework for future studies investigating 
human movement. Embodied cognition posits that all cognition, including information 
processing, learning and problem solving is integrated with all types of sensory input including 
visual, auditory and human movement. When traditionally explored modalities such as visual 
and auditory information are coupled with physical experiences, cognition and schema 
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acquisition is also supported (Barsalou, 1998). By assuming that a learner’s body movements, 
including gestures, tactile and touch experiences, as well as their motion through an environment 
may support learning, subsequent studies within CLT began to incorporate embodied cognition 
as a supporting source of knowledge. 
Through an examination of learning environments such as classrooms and early learning 
centers, a body of literature has grown around exploring the use of gestures in more traditional 
educational contexts. Research by Goldin-Meadow and others (Cook, Duffy, & Fenn, 2013; 
Cook, Mitchell & Goldin-Meadow, 2008; Goldin-Meadow, 2009; Goldin-Meadow, & Cook, 
2009; Goldin-Meadow et al., 2012; Montessori, 1912) have explored the role of pointing and 
gestures that represent concepts or processes in children’s learning of math and language. This 
research has provided evidence that gestures can support learners’ understanding of novel 
concepts, which is evidenced through increased learning outcomes. Though this work is not 
firmly grounded in an embodied cognition framework, the findings may be interpreted as such, 
while at the same time providing further evidence for the positive role of gestures in classroom-
based learning. 
Hand gestures have also been shown to benefit foreign languages learners in the 
classroom (Macedonia & Klimesch, 2014; Mavilidi, Okely, Chandler, Cliff, & Paas, 2015). 
When participants produced gestures representing an action associated with a novel word or 
phrase in foreign language learning, such as acting out the word for ‘swim’ while learning the 
word in Italian, increased recall of these novel words was demonstrated. Further, when full-body 
movement was compared with arm and hand gesturing while sitting, the learners that engaged in 
full-body movement benefitted further (Mavilidi, et al., 2015). This study situated within the 
Embodied Cognition literature used iconic gestures (pretending to act on non-present objects) for 
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learning novel vocabulary. This same type of gesturing can support mimicry. Novack, Goldin-
Meadow, & Woodward (2015) showed that when an infant observed an adult demonstrate how a 
toy worked through an iconic gesture, an infant’s ability to successfully operate a toy increased. 
Within the framework of CLT and Embodied Cognition, research into the cognitive function of 
gestures is presenting many interesting advances. With the increased use of touch-based 
technologies in classrooms, research that examines gestures facilitated through technology may 
provide evidence to inform how gestures and ICT may be integrated effectively to support 
student learning. The section that follows, discusses current research into gesture-based ICT and 
argues that further exploration of gesturing within ICT may provide important insights into 
learning, as technological affordances continue to advance.   
 
6 Gesturing and ICT 
While the modality effect and Mayer’s Theory of Multimedia Learning (Mayer & 
Moreno, 1998; Mayer 2009) describe the benefits of simultaneous visual and auditory learning 
materials, these frameworks for multimodal learning experiences historically did not explore 
gestures. This may be due to a lack of exploration involving gestures at the time, as well as an 
absence of the technologies required to accurately record these movements. Recent studies 
exploring the use of pointing and tracing gestures may serve as foundational work for extending 
these frameworks by leveraging touch-based technologies to investigate more active physical 
engagement with ICT-based learning materials. 
 Macken and Ginns (2014) investigated the relationship between gesturing and learning. 
This foundational study demonstrated that learners who pointed to particular key medical terms 
on a paper-based diagram of a heart, benefited from increased learning outcomes, when 
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compared with those who did not point. Additionally, the research showed that learners who 
traced along paths of blood flow on a diagram of a heart demonstrated greater understanding of 
the content, compared to those that did not trace. Research by Hu, Ginns, & Bobis (2015) 
showed the practical use of self-gesturing by having learners trace worked examples of angles in 
geometry. Results showed that students who traced angles outperformed those students who did 
not, a finding supported by related research in the area of experimental psychology. Multiple 
studies investigating child development have suggested that attention is prioritized near the 
hands, suggesting that the hands provide a joint attention mechanism tied to the early language 
acquisition in the early years of life (Abrams, Davoli, Du, Knapp, & Paul, 2008; Liszkowski, 
Carpenter, Henning, Striano, & Tommasello, 2004).  
A number of studies have expanded upon pointing and tracing to leverage the affordances 
of touch-based ICT tools. Agostinho et al. (2015) extended Hu and Ginns’ work in a study that 
investigated the effect of children tracing on an iPad while learning how to understand 
temperature line graphs. Results demonstrated that those who traced scored higher in transfer 
tests than those who did not. The results from this study is supported by Lee’s (2015) research 
that found students’ learning about the heart using a touch-based device who tapped the screen to 
focus attention on specific structures performed better on a posttest identification task than 
students who used a traditional keyboard and mouse-based PC to learn the same information 
about the heart. Similar benefits of hand gestures were found for a basic mathematics estimation 
task using iPads (Dubé & McEwen, 2015). In this study students were either asked to point on a 
line or drag along a slider to estimate quantities. The research shows that the dragging condition 
led to higher learning outcomes when compared to simply pointing. While these gestures 
function primarily as a means to control the user interface to specify quantity, they could also be 
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interpreted as interactions that reinforce the relationships between concepts in that a sliding 
movement better aligns with estimating quantity than pointing. When considering previous 
research that has focused on pointing and tracing on paper, these ICT-based studies are of 
interest given that they provide learners the opportunity to directly interact with dynamic 
multimedia learning materials, a learning experience not possible prior to the advent of tablets 
and smartphones. Though additional research is needed, studies investigating gesture-based ICT 
tools in educational contexts have suggested that gestures related to reinforcing and establishing 
relationships between concepts can benefit learning. The underlying explanation of these results 
is still yet to be firmly established, though it is possible that attentional and embodied 
experiences can act as a form of reinforcement, much like an audio narration which reinforces 
the content of visual learning materials.   
 Incorporating gestures to support learning has consistently demonstrated benefits 
through the embodiment of concepts and objects, attention guidance and problem-solving 
simulation, but in the context of ICT use, there are questions that remain to be answered. Given 
that the investigation of hand gestures and how they affect learning is still a growing area of 
research, we still do not understand how the different types of gestures such as pointing and 
tracing, may affect learning in different ways. It is also important to consider the cognitive 
function that these gestures play, as previous studies have explored both conceptually-linked 
gestures, and gestures that merely guide attention, such as pointing. As stated by Sheu and Chen 
(2014, p.276) in their review of research in gesture-based computing, “innovative cross-
disciplinary research and related publications that document specific gesture-based learning 
systems and their associated designs are now vital”. In the next section we outline a novel study 
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in gesture-based ICT-supported research that may provide further insight into the benefits of 
gesturing coupled with educational technologies.  
7 Exploring Gestures with the use of ICT  
 A study to explore multiple types of gestures through touch-based ICT materials has been 
recently undertaken by Sepp, Tindall-Ford, Agostinho, and Paas. This research investigates how 
high school students’ learning performance and cognitive load is affected by observing and 
making different finger-based gestures while working through an audiovisual geometry lesson on 
an iPad.  The iPad is a multi-touch tablet device increasingly ubiquitous in educational contexts. 
The lesson presented on an iPad focuses on learning to solve for angles on a parallel line by 
presenting a number of worked examples to demonstrate the steps involved. Students watched 
different versions of the multimedia lesson corresponding to one of four conditions: 
1. no animated cues and no gestures performed. 
2. animated hands shown tracing along key angles and no gestures performed. 
3. animated hands shown pointing on key angles and pointing gestures performed. 
4. animated hands shown tracing along key angles and tracing gestures performed. 
For the purposes of this study, pointing gestures are considered to focus attention for the 
learner, whereas tracing gestures (or ‘embodied’ gestures) are considered to physically embody 
aspects of the problem-solving strategy, in this study the relationship between angles. This 
study’s primary goal was to: 
i] isolate attentional gestures which focus learner’s attention to these angles (e.g. pointing 
at 2 equal angles) (Groups 1 & 2) 
ii] isolate ‘embodied’ gestures that physically represent aspects of the problem-solving 
strategy (e.g. tracing along 2 equal angles). (Groups 3 & 4) 
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A secondary goal of the research was to explore how observation and performance of these 
gestures affected learning in different ways. 
 While this study is continuing, the methods presented below may provide a foundation 
for future studies in gesture-based research.  A custom ICT tool was developed which displayed 
interactive worked example lessons, and also served as the primary means of collecting gesture-
based data. During the experiment, participants worked through a custom-designed application 
or ‘app’ created specifically for the iPad. The app (called Geometry Touch) included audiovisual 
lessons on geometry, specifically focusing on learning how to solve for angles on a parallel line, 
along with test questions on concept recall, and near and far transfer of knowledge. Each lesson 
was presented as a video, which included integrated worked example diagrams, and 
accompanying audio explanations. Diagrams and worked examples were visually presented as 
static learning materials, with specific animated hands overlaid for each condition (See Figure 1).  
 
Figure 1. Animated hand shown during lesson on Geometry Touch iPad App 
 
While participants worked through the lessons and test questions, their interactions with the 
touch screen were recorded through the software. Leveraging touch-based technologies provided 
the researchers with invaluable insight into how students physically engaged with the lesson, 
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including which gestures were performed and when, whether they complied with instructions 
and how they gestured outside of expected norms, such as touching the screen to aid solving 
maths problems or simply tapping to focus their concentration. It was critical the students not be 
distracted or supported by any lines digitally drawn on the screen and so, as they worked through 
each lesson, every touch registered on the iPad’s screen was recorded, but not displayed. These 
touches were then rendered and saved by the app for later analysis as visual and quantitative 
data. As shown in Figure 2, the app takes a ‘picture’ of each participant’s gesture performance 
for every screen they are asked to interact with. The lines in the image along with the numbered 
circles indicate the path and sequence tracing gestures along with their direction with green 
circles indicating the start of a trace and red circles indicating the end. The color of the line 
(represented by yellow to red shading) represents the speed of the gesture from slow to fast. In 
addition, the maximum, minimum and average of any sustained touches such as traces were 
recorded as numerical data. This study provides a novel methodology for observing the physical 
interactions participants have with ICT learning materials. In the next section, a discussion of 
how this study may inform future research is presented, including integration with emerging 






Figure 2. Tracing gestures captured from Geometry Touch iPad App 
 
 
8 Discussion: Possibilities and Considerations 
The integration of gesture-based learning materials and apps is already taking place in 
many classrooms and other educational contexts. Digital learning environments including web 
apps, mobile apps and other emerging technologies are blurring the line between physical and 
screen-based learning. It may be argued that within these environments, the human motor system 
may support learning, with further research providing insights into the cognitive benefits that 
these physical actions provide. 
Historically, ICT tools within the context of educational research have been used for the 
unidirectional presentation of information and indirect interaction with learning materials 
through a mouse or keyboard. The aforementioned study leverages novel research methods for 
the capturing of participants’ direct physical engagement with learning materials beyond direct 
observation or video recordings. This is significant because technologies now exist that allow 
researchers and educators alike to capture the physical movements of learners as they interact 
with virtual objects and learning materials while working to solve problems. This capturing of 
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physical interactions may constitute an expansion of available learning analytics to provide 
‘physical learning analytics’, which can inform the future design of learning materials and 
experiences.  
 With regards to gesture-based research within the framework of CLT, leveraging the 
affordances of new technologies presents exciting opportunities for future research. Our study 
presented a method for isolating the effects of different types of gestures by capturing the 
physical interactions that the participants had on a touch-screen with two-dimensional learning 
materials focusing on geometry. There are, however many technologies that are available that 
now support tracking movement in three-dimensional space: - Virtual Reality (VR), Mixed 
Reality (MR) and Augmented Reality (AR). These technologies immerse the user in computer-
generated virtual worlds or overlay digital images, objects or information over real world 
environments. These technologies push beyond the presentation of learning materials on a 
screen, to immerse the learner in real or virtual applications of concepts. This is accomplished by 
tracking their hand, head, eye and even full body movement through a confined physical space, 
with the learning environment responding to their physical actions. Having access to this 
tracking information opens many doors for future studies within CLT and embodied cognition 
research, especially with regards to how it can inform our understanding of attention and 
embodiment. By capturing how learners are physically engaging with these environments, we 
can gain a unique understanding of how these actions may support learning.  
 Before taking a leap of faith into virtual worlds (VR), researchers should consider that 
results for studies conducted in the real world may not apply in virtual ones. Ongoing studies in 
psychology and other areas are continuing to investigate how cognition and motor function differ 
in VR, so it is important to first replicate existing studies in these environments to confirm that 
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the same rules for perception and cognition apply. By reaffirming that cognitive load effects still 
apply in VR, we can start exploring new areas with a robust foundation, confident in our 
assumption that the modality effect, human movement effect and the benefits that gestures make 
to learning, may translate into the virtual world. Though emerging technologies including VR, 
MR and AR may not currently be present in every classroom, the next section provides important 
implications for more ubiquitous gesture-based technologies and how they may best support 
learning and instruction. 
9 Implications for Educational Practice 
 Touch-based technologies such as smart phones, tablets and other portable computing 
devices present unique opportunities for instructional practice. When considering the use of these 
technologies for teaching, findings within gesture-based research can inform decisions regarding 
how they may be implemented effectively. Presented below are two recommendations for 
considering the use of apps and touch-based ICT tools.   
 
Apps that encourage gestures that are not conceptually aligned with the learning 
materials may not offer the same benefits as those that do.  
 
Questions remain around the cognitive function of gestures, with regard to their support 
of attention guidance and conceptual reinforcement. When choosing apps for use in the 
classroom, the ways in which they encourage human movement and gesturing should be a 
primary factor in that choice. Apps that encourage gestures for attention guidance and 
clarification of information related to learning, may provide cognitive supports that lead to 
increased outcomes whereas apps that only include gestures for navigation and other superfluous 
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tasks may not. As gesture-based technologies become more common, research that investigates 
how these tools affect cognition can provide important insights into how the human motor 
system can enhance learning. As we continue to experiment in the classroom, and to investigate 
through research, it is important to think critically about how our bodies interact with 
technology, because while there may be an app for everything, an app may not always be the 
best solution. 
 
ICT Tools that provide opportunities for observing and making gestures can support 
learning and problem solving. 
 
 Whether it be for presentation of content, learning motor tasks or assessment and 
reflection, giving students opportunities to both observe and actively perform gestures and other 
movements while using ICT should be leveraged whenever possible. In early learning contexts, 
games and play are a common strategy, but as students age, it is generally assumed that they are 
relegated to seated rows and note taking. Current studies demonstrate that even with the use of 
ICT tools, the human motor system may play an important role in facilitating the learning 
process, regardless of age. Instructional strategies may include embedding hand gestures in an 
online lecture to bring attention to key points, leveraging the physical sensors in smartphones to 
play games in the classroom, or simply to encourage the use of pointing and tracing when 
engaging with digital learning materials. Given that an array of ICT tools are now available to 
many learners, instructors should consider the advantages that movement can bring to their 
students’ learning experiences, beyond those of being motivating and different. If using a certain 
tool results in students being less physically active, or if they are passively engaging with 
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materials that do not take advantage of the benefits that movement can bring, that tool may not 
encourage learning in the ways that another tool, or even a more traditional approach might. It is 
important then, to consider how educational technologies can build upon traditional teaching by 
incorporating gestures and other movements to benefit learning.  
  
10 Conclusion 
 This chapter has provided an overview of the current state of gesture-based research 
within CLT, along with an emerging area of inquiry around the use of touch-based ICT tools. An 
in-progress study, which uses ICT to present learning materials while simultaneously collecting 
gesture data was discussed in terms of future directions for CLT research. Instructional 
implications for the use of gesture-based apps and ICT tools were then presented to ground 
current findings in educational practice. As research into the benefits of hand gestures and 
movement continues to provide important insights for learning, the incorporation of gesture-
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OVERVIEW 
Chapter Five was written as an in-preparation manuscript and is published in Educational 
Psychology Review (Sepp, Howard, Agostinho, Tindall-Ford, & Paas, 2019). This chapter 
discusses historical and contemporary theorizations and models of WM in terms of how they can 
be reconciled with recent findings related to the relationship between the human motor system 
and cognitive processes. An integrated model of WM, based on previous conceptualizations, 
combined with more recent findings related to human movement, individual differences in WM 
capacity and experiences is presented as the Distributed Attention Model of WM. Limitations of 





Cognitive load theory (CLT) applies what is known about human cognitive architecture to the 
study of learning and instruction, to generate insights into the characteristics and conditions of 
effective instruction and learning. Recent developments in CLT suggest that the human motor 
system plays an important role in cognition and learning; however, it is unclear whether models 
of working memory (WM) that are typically espoused by CLT researchers can reconcile these 
novel findings. For instance, often-cited WM models envision separate information processing 
systems – such as Baddeley and Hitch’s (1974) Multicomponent Model of WM – as a means to 
interpret modality-specific findings, although possible interactions with the human motor system 
remain under-explained. In this article we examine the viability of these models to theoretically 
integrate recent research findings regarding the human motor system, as well as their ability to 
explain established CLT effects and other findings. We argue it is important to explore alternate 
models of WM that focus on a single and integrated control of attention system that is applied to 
visual, phonological, embodied, and other sensory and non-sensory information. An integrated 
model such as this may better account for individual differences in experience and expertise, and 
parsimoniously explain both recent and historical CLT findings across domains. To advance this 
aim, we propose an integrated model of WM that envisions a common and finite attentional 
resource that can be distributed across multiple modalities. How attention is mobilised and 
distributed across domains is interdependent, co-reinforcing, and ever-changing based on 
learners’ prior experience and their immediate cognitive demands. As a consequence, the 
distribution of attentional focus and WM resources will vary across individuals and tasks, 
depending on: the nature of the specific task being performed; the neurological, developmental, 
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and experiential abilities of the individual; and the current availability of internal and external 
cognitive resources. 
 
Keywords: cognitive load theory, working memory model, attention, human movement, 
gesturing, learning   
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1 Introduction 
Working memory (WM) theories and models, measurement of WM capacity, and the 
neurological structures involved in WM have been investigated from a variety of perspectives, 
including, experimental psychology, educational psychology, linguistics, neurology, and 
developmental psychology, spanning nearly 50 years of research. Within the field of education, 
WM insights have informed educational practice through research into attentional factors, 
schema acquisition and construction, spatial awareness, visual representation, learning material 
design and more. Cognitive Load Theory (CLT), in particular, is responsible for a number of 
these advances through its consideration of the implications of human cognitive architecture for 
the characteristics and conditions for effective learning and instruction. Research in CLT has 
already identified a number of empirically supported effects that have led to the identification of 
several instructional principles that can inform teaching practice and the design of learning 
materials. This includes findings that information is acquired more effectively when it is 
integrated rather than distributed (split-attention effect; Chandler & Sweller, 1992), when it is 
augmented multi-modally (modality effect; Tindall-Ford, Chandler, & Sweller, 1997) and when 
this information is complementary rather than redundant (redundancy effect; Kalyuga, Chandler, 
& Sweller, 1999). It has also been found that many of these effects tend to reverse at higher 
levels of expertise (expertise reversal effect; Kalyuga, Ayers, Chandler, & Sweller, 2003). More 
recently, a number of studies investigating the human motor system’s role in the learning process 
have suggested that gestures and other human movements can also be beneficial in educational 
settings. As just one example, there is now emerging evidence that physically enacting the 
concepts to be learned may support the acquisition of information better than simple auditory 
presentation (Agostinho et al., 2015; Hu, Ginns, & Bobis, 2014; Mavilidi, Okely, Chandler, 
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Cliff, & Paas, 2015). These studies are typically interpreted in relation to widely-accepted WM 
models, such as those by Baddeley and Hitch (1974; Baddeley, 1986, 2000, 2003) and Cowan 
(1988, 1995, 2001).  
While these WM models have previously served as a strong framework for CLT findings 
(Sweller, 1988; Sweller & Chandler, 1991; Sweller, Van Merrienboer, & Paas, 1998) and related 
areas, it is unclear how these theories can account for the cognitive effects of human movement 
deriving from CLT. For instance, within Baddeley and Hitch’s (1974) Multicomponent Model of 
WM it is unclear how movement can be integrated into its auditory, visual-spatial and executive 
control systems.  
In an attempt to reconcile emerging CLT insights with the principles of existing WM 
models, this paper will first provide an overview of central concepts related to WM. Based on 
findings related to WM depletion, attentional inclinations and attentional distribution across 
modalities, the role of attention in WM theory is examined, with a focus on how attentional 
control plays an important role in cognition and learning. To account for these attentional factors, 
a distributed attention model of WM is proposed - one which builds upon existing models and 
posits a more dynamic and multidimensional approach to understanding WM processes. A closer 
examination of the model follows, including how it may explain well-established CLT effects. 
Recent research into the human motor system in educational contexts is then critically discussed 
in terms of how gestures may be integrated into Baddeley and Hitch’s model, with the suggestion 
that when contrasted with the proposed model, gestures and human movements may constitute 
an additional modality. Finally, limitations of the proposed model are discussed, along with 
potential areas of future inquiry. 
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2 Models of Working Memory 
WM is a theoretical construct for describing the processes and systems related to the task-
relevant activation (bringing to mind), maintenance (holding in mind) and processing of mental 
information during the performance of a task (Baddeley & Hitch, 1974). Miller (1956) originally 
proposed that, unaided, individuals’ capacity to receive, remember and process information was 
limited to seven units of information, plus or minus two (a figure that has since been debated as 
being as low as four, or even one, unit; e.g., Cowan, 2000). This idea of a limited active memory 
capacity has served as the basic assumption for many years.  
After Miller (1956), the next major advancement in WM theorising was the Atkinson-
Shiffrin Model (1968), which suggested a separation of the human memory system into three 
subsystems: a (1) sensory register that processes substantial sensory information for a very brief 
amount of time, with only the most pertinent information being temporarily activated in the (2) 
short-term store (STS; now analogous to short term memory - STM), which if processed 
effectively would be encoded into a (3) long-term store (LTS). This model is important for two 
reasons. First it separated passive receipt of sensory input (in the sensory register) from post-
sensory processing (in STS), thereby positing a cognitive process that influences what becomes 
activated in the STS–or, more accurately, within the focus of attention–for processing. Second it 
differentiated between different modalities, such that visual linguistic inputs from the sensory 
register (e.g., a written word) may be encoded in the STS in a corresponding visual-linguistic 
form. 
Building upon this theorizing of modalities within the human memory system, Baddeley 
and Hitch’s resultant Multicomponent Model of Working Memory (1974; Baddeley, 1983, 1986, 
2000) sought to account for findings that extended beyond temporary activation of information 
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in the STS, to also include processing of the information through “reasoning, comprehension and 
learning” (Baddeley & Hitch, 1974, p.201). While positioning their model as describing a WM 
system, they retained a separation of visual and auditory modalities. This Multicomponent Model 
reconceptualized STM as more than just a temporary storage mechanism, but rather as a system 
capable of processing information across multiple sensory inputs (a system more deserving of its 
description as Working Memory). As much of the research at that time involved participants 
completing visual and auditory retention span tasks, Baddeley and Hitch’s model postulated one 
WM system for each, supported by a central processing system called the Central Executive (see 
Figure 3). One of these modality-specific ‘slave’ systems was the phonological loop, in which 
sound- and speech-based information is processed (Baddeley, 1992). It can also register written 
information when processed as self-speak. The other, the visuospatial sketchpad, is responsible 
for processing visual and spatial information to support motor control (Baddeley & Lieberman, 
1980). Integrating and processing information within the slave systems is the Central Executive, 
which also serves to manage the distribution of attention. 
 
Figure 3. Diagram based on the Baddeley and Hitch working memory model (1974). 
 
Baddeley (2000) later added a third slave system called the episodic buffer (Figure 3), as 
the existing model could not account for the formation of unitary representations comprised of 
integrated information that spanned visual and auditory modalities. The episodic buffer was thus 
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described as a system that integrates visual, spatial and verbal information, while also acting as a 
bridge to long term memory, facilitating retrieval from this system for integration with available 
task-relevant information in other WM systems (Baddeley, 2000).  
 
 
Figure 4. Diagram based on Baddeley and Hitch‘s Multicomponent Model (Baddeley, 2000). 
 
Cowan (1988) found that existing explanations of how information is processed 
immediately post-stimulus in the ‘pipeline’ of human memory (e.g., Broadbent, 1958, 1982) may 
not be well suited to account for the timing and sequence of mental processing across all 
contexts. In an attempt to reconcile these findings, he aimed to describe processes underlying the 
selection of certain stimuli and the dismissal of others via the application and focus of attention. 
Cowan’s theorizing about WM included a number of departures from previous theories. For one, 
whereas Baddeley described different WM systems for dealing with verbal and visual-spatial 
information, Cowan’s work posited a single central attentional resource that was responsible for 
dealing with all forms of information to be processed. Cowan’s research also included a 
quantification of WM capacity, for which he posited that storage capacity (the amount of 
information that could be maintained in mind without rehearsal or chunking strategies) and 
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control of attention (processes that enable the processing, combination and reconciliation of this 
mentally represented information) needed to be considered separately. As such, his estimate of 
WM capacity as 3-5 items reflects the number of unrehearsed and uncombined pieces of 
information that can be concurrently activated in WM (Cowan, 2000, 2010).  
In this section, an overview or historical conceptions of WM have been discussed, 
including the well-established models of Baddeley and Hitch (1974) and of Cowan (1988, 1995). 
Despite the differences between these models, the basic theoretical assumption of a limited WM 
capacity has persisted since Miller (1956) first reported his findings. Yet while both theories 
retain their proponents and evidence base, the focus on a single attentional resource as described 
by Cowan has been expanded upon by a number of WM theorists.  The next section discusses 
how the relationship between prior experience, expertise, gesturing and attentional distribution 
may provide a robust foundation for reconceptualizing WM processes.  
 
3  The distribution of attention within a single integrated working memory system 
Cowan’s (1995, 1999) WM model differs significantly from Baddeley and Hitch’s in 
that, like earlier proposals of Pascual-Leone (1970) and later formulations by Engle (Heitz & 
Engle, 2007), there is no emphasis on distinguishing between processing different modalities. 
Instead, words, images, gestures or other modalities are not relegated to a specific subsystem; 
rather, all information is processed through a single system with a limited capacity. According to 
Cowan, WM involves more than just the mental activation and maintenance of information, but 
also, if nomenclature is taken as intended, working with information immediately following 
exposure to a stimulus through effortless (e.g., recoiling your hand upon touching a hot surface) 
and effortful attentional control processes (e.g., activating schemas after being presented with a 
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formula on a whiteboard). A number of studies have shown that scope and control of attention 
are intrinsically linked in WM processes (Conway et al., 2005; Engle, 2002; Kane, Bleckley, 
Conway, & Engle, 2001), although Cowan asserts they are separable and individually 
constrained. For this reason, Cowan’s review (2000) asserted that Miller’s (1956) original ‘7 plus 
or minus 2’ capacity limit was merely an estimate, and that its true limit may be around 3-5 items 
if chunking and rehearsal are restricted. Cowan’s model, though important for highlighting the 
concept of attentional focus as a means to discuss WM processes, does not directly speak to how 
attention can play a role in information processing during problem solving and learning – a core 
focus for CLT. 
To explore the relationship between attention and the processing of information during 
learning, an alternate conception of WM may provide a more meaningful framework for CLT 
and educational contexts. For instance, Engle (2002) stands in contrast to Cowan by proposing 
that WM capacity is not defined by individual differences in storage capacity alone, but also as a 
function of the ability to control attention for goal-orientated means (Engle, 2002). Unsworth and 
Engle (2007) assert that WM capacity can actually be thought of as a product of two concurrent 
processes: attentional focus on task-relevant information and ignoring task-irrelevant information 
(suppression); and simultaneously using cues (e.g., stimuli) to reconcile information from the 
environment and long-term memory for task completion. Further, in contrast to Baddeley and 
Hitch’s focus on modality-specific WM stores, this theory conceptualizes attention as a domain-
free resource for information processing (which underpins WM capacity), and it diverges from 
Cowan in its inextricable inclusion of the processing of (working with) information within the 
focus of WM.  
When considering CLT’s redundancy effect though this lens, for example, as a learner 
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focuses on two or more sources of redundant information, limited attentional resources must, 
regardless of the modality of information, be devoted to the reconciling and disregarding of any 
extraneous information, and the processing of relevant information. Successful task completion 
in this case would depend on the ability of each learner to use attentional control to reduce 
interference between redundant sources of information. Given that CLT effects such as split 
attention, modality, and redundancy effects often require participants to use attentional control in 
an attempt to establish relationships between different sources of information, Engle’s 
conceptualization of WM processing aligns well with individual differences in the ability to 
control attentional resources. If we then consider WM capacity as dependent on the ability to 
control a domain-free attentional resource, individual differences between learners may be 
explained by experiential factors such as prior learning experiences, or exposure to different 
modalities. Differences in expertise may thus explain differential performance across visual-
spatial and auditory domains, as well as their differential susceptibility to interference. For 
example, a musician might have more experience, and thus more robust schemas and strategies 
(e.g., chunking, understanding viable and less plausible connections), to deal with auditory 
pattern information. Rather than separate WM systems, expert strategies for mobilizing and 
applying attention to select, process and reconcile information in WM may explain their 
advantage in this domain. Indeed, de Groot’s seminal study (1965) found that expertise in 
playing chess was determined by continual exposure, practice and rehearsal, further suggesting 
that these players have more experience to deal with visual-spatial pattern information in this 
context (rather than a superior WM capacity, or even a generally more-advanced visual-spatial 
sketchpad).   
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When also taking into account findings that demonstrate the benefit of iconic gesturing 
for hearing participants, in contrast to the effects demonstrated with deaf learners, experience-
related biases in the application of attention (and competence in this application across domains), 
may exist for all learners but merely is weighted differently. This distribution of attention would 
be based on an individual’s previous experiences, expertise, available WM resources, as well as 
the nature of the immediate task at hand. For example, learners with more experience in reading 
may have an attentional inclination towards visuospatial information (e.g., seek, be more familiar 
with, and have better strategies to interpret and integrate), while learners with more experience in 
using their hands may have an attentional inclination towards an embodied modality. This does 
not mean that attentional focus is placed on a single modality at any given time, or that there are 
separate WM systems devoted to each, but rather an attentional distribution that constantly shifts 
and adjusts across modalities in a manner most efficient for the individual given the current task.  
It is also important to emphasize that schemas activated, maintained and processed across 
these modalities do not require attentional focus to rapidly shift between systems or modalities to 
be processed centrally. Instead, information across modalities can be activated, consolidated and 
processed within the focus of effortful mental attention (see Pascual-Leone, 1970). This aligns 
with Halford, Wilson and Phillips’ (1998) work on the nature of complexity, in that complexity – 
regardless of the modalities from which it derives – is defined by the processing of relationships 
between elements (i.e., items, elements, memory traces, schemas) activated concurrently in WM 
plus the serial (in-sequence) processes required to reconcile them. In these formulations, there is 
no need to define visuospatial, auditory or embodied (or any additional) WM subsystems. In fact, 
the presence of an as yet unknown quantity of modalities should be assumed, so as to account for 
future findings.  
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For those with less competence processing information in a particular form (e.g., written 
information), supportive strategies may reduce the cognitive load placed upon these learners. In 
line with suggestions that gestures may temporarily ‘offload’ mentally represented information, 
Chu, Meyer, Foulkes, and Kita (2013) found that participants with a lower visuospatial WM 
capacity gestured more frequently than those with higher capacities. Brucker, Ehlis, Häußinger, 
Fallgatter, and Gerjets (2015) similarly found that participants with lower visuospatial abilities 
benefited from observing aligned gestures when learning about fish locomotion patterns. Pouw, 
Mavilidi, Van Gog and Paas (2016) found that gesturing reduced saccadic eye movements (a 
measure of cognitive processing) in problem solving tasks when participants had lower visual 
WM capacity. This suggests that gesturing may serve as a general support mechanism for WM 
and attentional resources – especially if WM resources devoted to that information is cognitively 
taxing – without need for reference to distinct WM systems. Indeed, Pouw, de Nooijer, Van Gog 
and Paas (2014), in a review of the cognitive function of gestures, assert that gestures provide an 
external support mechanism for internal cognitive processes provided the gestures do not create a 
significant cognitive burden to interfere with the current task at hand (see also Pouw, Van Gog, 
& Paas, 2014). Schmalenbach, Billino, Kircher, van Kemenade, and Straube (2017) extend this 
argument to suggest gestures act as a supportive and compensatory mechanism when cognitive 
load is high, when perceptual and cognitive abilities are low, or both.  
This suggests that gestures can support WM processing in two ways. First, gestures may 
temporarily ‘offload’ mental information (Cook et al., 2012; Goldin-Meadow et al., 2001; Ping 
& Goldin-Meadow, 2010; for a review, see Risko & Gilbert, 2016), to postpone the temporal 
decay of a memory trace (i.e., ‘hold it in your hands’) and remove its demand from WM. With 
the gesture physically maintaining this information, attentional resources normally devoted to the 
 131 
internal maintenance of that information is offloaded, freeing up WM resources and permitting 
attentional focus to be directed where it is most needed. Second, gestures can support processing 
in WM through the physical embodiment of a process, concept or object. This can reframe a 
problem to be solved in an alternate modality, essentially externalizing the problem itself. Rather 
than freeing WM resources for allocation elsewhere, this serves to focus attention toward an 
alternative, aligned modality as a means to increase efficiency of problem solving. For example, 
Chu and Kita (2008) found that when participants were asked to solve mental rotation tasks, they 
used their hands as proxy objects for the item to be rotated. Further, Pouw et al. (2014a) assert 
that for the high WM demands in novel tasks, gestures can serve as a cognitive support 
mechanism (Figure 5).  In contrast, distracting or redundant gestures may have the opposite 
effect, given both forms of information would need to be reconciled and integrated; indeed, De 
Koning and Tabbers (2013), found that making pointing gestures simultaneously with an 
animated arrow did not provide any learning benefits, a result that has implications for modality 
and human movement effects within CLT. By making or observing unrelated or unnecessary 
gestures, this may impair the processing of activated schemas and divert attentional focus from 
information essential for learning.  
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Figure 5. Attentional redistribution based on individual attentional inclination and cognitive 
demands. 
 
A recent development in CLT exploring the concept of WM depletion as a construct 
(Chen, Castro-Alonso, Paas, & Sweller, 2017; Healy, Hasher, & Danilova, 2011; Schmeichel, 
2007) may also have implications for both attentional distribution and the use of gestures. Well-
established results on the spacing effect demonstrate that learning episodes over time result in 
increased retention when compared to a single ‘massed’ learning episode (Delaney, Verkoeijen, 
& Sprigel, 2010; Ebbinghaus, 1885/1964; Gluckman, Vlach, & Sandhofer, 2014; Kapler, 
Weston, & Wiseheart, 2015). This ‘depletion effect’ asserts that WM resources are not fixed, and 
deplete over time based on varying cognitive demands – like a car’s fuel gauge decreasing at 
different rates during a long drive across plains and through mountain passes. While this topic 
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continues to be debated, it nevertheless supports a single attentional resource applied to the 
various foci of learning, and suggests that gesturing may be able to forestall depletion of WM 
resources. It does so not by refilling the tank, so to speak, but by forestalling depletion by 
offloading some of the demand to a secondary resource (like a battery activating in a hybrid car 
to reduce the car’s fuel consumption). Within the context of CLT, a model that attempts to 
reconcile across these various findings and effects has not previously been undertaken. As such, 
the next section will present an integrated model of WM; one that, envisioning a single 
attentional resource for the activation, maintenance and processing of information in WM, 
explains gestures, prior experience, expertise, and the distribution of attentional focus toward 
learning and problem solving. 
 
4 A Distributed Attention Model of Working Memory  
The proposed integration of the variety of aforementioned WM principles and 
applications to the breadth of CLT effects is presented in Figure 6 as a visual representation that 
illustrates how multiple modalities may combine within an integrated WM system in which a 
common attentional resource activates all forms of information to facilitate processing. On the 
outside are external environmental stimuli that learners may encounter, including instruction, 
learning materials, and other aspects of the classroom environment or learning situation that may 
catch their attention. Additionally, the external environment can also include externalized 
supports as a means to redistribute cognitive resources in a manner more efficient for problem 
solving (e.g., gesturing, reading aloud, etc.).  
Moving inward, the large circle – encompassing the periphery of attention and the focus 
of attention – represents everything in WM, although the degrees of activation may vary. 
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Following the model of Pascual-Leone (1970), the outer ring reflects information that is less 
activated within the periphery of attention (e.g., automatically or effortlessly), such as over-
learned, novel, salient or misleading stimuli that nevertheless capture at least some of the 
attentional resource. In the center circle is information within the effortful and intentional focus 
of attention – those things currently and intentionally being processed in mind. Following the 
proponents of a domain-free attentional resource that underpins WM, the focus of attention is 
comprised of information derived from any number of domains; visuospatial, auditory and 
embodied foci are some examples. It is important to also note that foci can be both derived from 
the environment, or searched for and activated in LTM. The term ‘foci’ is chosen specifically to 
both include modalities and build upon them, as well as to include innumerable additional foci 
(e.g., sociocultural knowledge, emotional state, language proficiency, cognitive differences, with 
any as-yet unidentified foci represented by blank circles). This model has included separated foci 
to allow for a specific exploration of each - to investigate whether learning effects may apply 
uniquely, or manifest differently across them. Foci provide opportunities to also explore how 
different combinations of information across them may affect reinforcement and interference 




Figure 6. The proposed Distributed Attention Model of Working Memory including three 
traditionally-investigated foci of attention. 
 
At the centre of this model, which builds upon the work of Engle (2002) and many others 
(Kane et al., 2001; Pascual-Leone & Baillargeon, 1994; Pascual-Leone & Smith, 1969; Turner & 
Engle, 1989;  Unsworth & Engle, 2007), is the effortful and intentional focus of a unitary and 
capacity-constrained attentional control mechanism. The limits of this system are the reason we 
have a WM capacity limit. Our application and control of this attentional resource – through the 
competitive process of our schemas and environmental cues vying for our attention – determines 
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which foci are selected for processing and which foci are dismissed, based on the task at hand. 
This includes those involuntary external stimuli that successfully capture our attention (e.g., an 
animated or novel stimulus), as well as the effortful focus of attention on aspects of the situation 
we deem to be important. This information derived from the environment is also reconciled, via 
attentional control processes, with information activated from LTM (which is also brought into 
the focus of attention for recombination, integration or reconciliation, as needed). Individuals’ 
attentional inclinations also influence the distribution of attention focus. For example, when 
faced with solving a mathematics problem in the classroom, some learners will focus attention 
on the voice of their instructor. Other learners may focus solely on the whiteboard, while 
ignoring the voice of the instructor. Still others may focus their attention on their textbook to 
derive the necessary information, returning their attention to the instructor only at key junctures. 
Each of these can be seen as the consequence of a competitive process between individual self-
conceptions (i.e., beliefs about how one learns most effectively), situational cues (e.g., 
instructions and emphases of the facilitator) and individual schemas (e.g., learned strategies for 
which behaviours and processes are needed to achieve one’s goals in this context). Therefore, 
attentional inclination towards specific modalities is based on an individual’s experience and 
expertise, combined with the ability to control the focus of attention across those foci, which will 
result in a diversity of learning strategies across all students in a single classroom. 
Attentional foci in different modalities are not processed independently, as articulated in 
dual-processing models, but interdependently in the focus of attention, connecting relevant foci. 
The types of lines between each circle (dashed, solid and grey) represent the different ways in 
which attentional control can combine foci, which may result in either interference or 
reinforcement. For example, when a learner engages with audiovisual learning materials in the 
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classroom and the modality effect is observed, visuospatial and auditory foci are combined to 
reinforce concepts across sounds heard and diagrams presented. On the other hand, if auditory 
information conflicts with visual information, additional attentional resources are devoted to 
noticing and reconciling this information, resulting in interference. It should also be noted that 
attentional focus across these foci imply a spatial element within each, as visual, embodied and 
auditory inputs can each provide spatial information to aid in situating an individual in a specific 
location (Rhodes, 1987; Smith et al., 2009).  
In the classroom example above, if the instructor walks across the room to help a student, 
this may redistribute WM resources for a moment through automatic and effortless shifts in 
attentional focus (i.e., distraction). The speed and weight of this redistribution would depend on 
an individual’s expectancies, needs and previous experiences. To account for this, the model 
assumes that attentional distribution across foci fluctuates over time, based on the attentional 
inclination, expertise, previous experience and current cognitive demands of the learner. An 
individual’s experience with particular modalities may differ, so their attentional inclination for, 
and shift in attentional focus toward, other modalities may also differ. This model is designed to 
account for this so as to present the state of a learner in multiple ways. Figure 6 above presents a 
visualization that assumes equal attentional distribution across foci, while Figures 7 provide 
potential examples of how the model may conceivably display attentional inclination towards 
specific foci over others (with or without combination effects). Another possible static version of 
the model may visualize attentional distributions over time, capturing key points over the course 
of task completion (Figure 8), conveying the changes in attentional distribution with foci 




Figure 7. Examples of individual differences in attentional inclination 
 
Figure 8. Examples of key moments during learning episode. 
 
The proposed model thus integrates gestures as an additional modality within the focus of 
attention, which can provide a means of presenting the details of reinforcement and interference 
across foci during a learning experience, all while capturing the nuances of attentional inclination 
and redistribution.  
Though useful as an abstract visualization, this Distributed Attention Model must also 
account for CLT effects if it is to be useful for exploring cognition within the context of 
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education. The next section will discuss specific alignment with established cognitive load 
effects, and how the proposed model can explain these effects. 
 
5 Distributed Attention and Cognitive Load Theory 
 The basic assumption of a limited WM capacity has led to research into the implications 
of WM capacity constraints for learners and learning. Specifically, Cognitive Load Theory 
(CLT) was developed (Sweller, 1988; Sweller & Chandler, 1991; Sweller et al., 1998) as a 
branch of educational psychology that seeks to inform educational practice through empirically 
supported instructional interventions that account for the WM demands (load) of teaching, 
learning and instruction. Building upon Miller’s limited WM capacity of ‘7 plus or minus 2’ 
pieces of information, CLT recast WM terminology to describe units of information as 
‘elements’ of information that interact with each other to create schematic links and support WM 
processing (Halford, Wilson, & Phillips, 1998; Sweller, Ayres, & Kalyuga, 2011). For example, 
solving a simple math equation requires the cognitive ‘juggling’ of multiple elements maintained 
and processed in WM, such as numbers and their meaning, rules governing how the numbers are 
to be processed, and the interpretation of symbols required to solve a presented equation. During 
information processing (e.g., learning), as the number of interacting elements being processed 
increases, cognitive load will also increase until WM resources reach their limit. A cognitive 
load at this level is not considered negative, although when WM capacity is exceeded ‘cognitive 
overload’ occurs. Cognitive overload results in the loss of one or more elements from within 
WM and thus an inability to process the meaning of, and relationships between, active elements 
with those that were lost. In most learning contexts, this loss is an impediment to successful task 
completion and has a negative impact on learning.  
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The work by Engle (2002) and colleagues (Kane et al., 2001) and others (Pascual-Leone 
& Baillargeon, 1994; Pascual-Leone & Smith, 1969), which emphasizes the role that attentional 
control plays in allocating resources within a limited-capacity WM system, served as a basis for 
the proposed integrated WM model. One of CLT’s foundational assumptions is that intrinsic and 
extraneous cognitive load are determined by the number of multiple interacting elements (items 
activated) within WM. This Distributed Attention Model aligns with this assumption, in that an 
increase in the number of foci processed within the focus of attention increases the attentional 
(WM) resources required to reconcile and integrate these foci. Importantly, this model accounts 
for a broad range of CLT effects, including emerging findings exploring the human motor 
system’s role in cognition, which will be discussed later. 
The first identified effect within CLT is the goal free effect, which describes an increase 
in learning outcomes observed when a problem is phrased without an end goal described. 
Generally speaking, novices solving problems in subjects such as maths and physics do not know 
the solution of the problem they are working on. As a result, learners engage in a means-ends 
analysis, which requires they hold in mind the goal, the known information presented in the 
problem, the differences between this known information and the goal, and the strategies and 
rules required to solve the problem. This results in an increased cognitive load due to the 
required simultaneous activation, maintenance and processing of a variety different schemas 
related to the problem. In a series of studies exploring the effects of this means-ends analysis 
problem solving process, Sweller and colleagues (Ayres, 1993; Ayres & Sweller, 1990; Sweller 
& Levine, 1982; Sweller, 1988) found that when learners were provided intermediate steps to 
solve without an end goal - as opposed to a whole problem with a specific goal - learners were 
better able to find solutions through the exploration of these intermediary. Within a CLT 
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framework, this effect is explained in terms of multiple elements interacting during the means-
ends analysis process. When intermediate steps are introduced and the goal removed, element 
interactivity and therefore cognitive load is decreased, allowing WM resources to be freed to 
focus more on the steps involved in how to solve the problem (germane load). In terms of the 
proposed model, this effect can be explained through a reduction in number of foci activated and 
the associated attentional resources required to engage in means-ends analysis within the 
effortful focus of attention (inner circle of the model). For example, to solve a problem, a learner 
would need to activate, maintain and process multiple foci related to the known elements of the 
problem, the goal, the current state of their solution in relation to the goal, and the rules and 
strategies needed to reach that goal. When the goal is removed and intermediate steps are the 
only stage the learner is required to solve, limited attentional resources that were previously 
devoted to processing the goal, its relationship to the problem and its current state of completion 
are removed. This frees limited resources to focus attention on exploring the nature of the 
problem itself, including processing relationships between elements and how they fit into each 
stage of the problem, thus fostering more robust schema creation and integration with existing 
expertise.  
The split-attention effect is related to situations in which learners are exposed to 
instructional diagrams with mutually referring text and images separated spatially. This forces 
the learner to split their attention to look back and forth between the diagram and explanatory 
text (Chandler & Sweller, 1992; Sweller & Chandler, 1991). The mental integration of both 
information sources needed to understand the learning materials imposes a high demand on WM 
and can impact negatively on learning. In contrast, research shows that the associated high 
cognitive load can be reduced and learning better facilitated by spatially integrating the text into 
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the diagrams (Chandler & Sweller, 1992; Sweller & Chandler, 1991), or by replacing the visual 
text with spoken text (the modality effect; Mousavi, Low & Sweller, 1995; Tindall-Ford, 
Chandler, & Sweller, 1997). Mayer’s Cognitive Theory of Multimedia Learning (CTML; 2005) 
posits a similar, yet more generally applicable concept called the spatial contiguity principle 
which asserts that when related text and imagery are displayed near to each other, learners are 
able to engage more deeply with the materials (for a meta-analysis of both principles, see 
Schroeder & Cenkci, 2018). The distributed attention model explains the split-attention effect in 
terms of the cognitive cost of visual search between different foci. When materials are not 
integrated, activated schema for each foci must be effortfully maintained within the focus of 
attention (inner circle of the model) while the learner engages in visual search to seek out related 
information (Schmidt-Weigand, Kohnert, & Glowalla, 2010), thus decreasing available 
attentional resources and increasing cognitive load. One study demonstrated a decrease in gaze 
shifts when learners were exposed to non-integrated materials (Bauhoff, Huff, & Schwan, 2012). 
These reduced gaze shifts suggest a longer duration of visual search, during which attentional 
resources must be devoted to maintaining foci related to the task. Florax and Ploetzner (2010) 
further suggest that learning can be facilitated through a well-organized integrated format 
intended to reduce visual search.  Other studies which use eye tracking to explore spatial 
contiguity, suggest that integrated materials result in increased eye movements (gaze shifts) 
between related text and images due to a reduced requirement for visual search. This provides 
learners more opportunities to establish relationships between the two foci (Holsanova, Holmber, 
& Holmqvist, 2009; Johnson & Mayer, 2012). By integrating text and images, the attentional 
resources required for schema maintenance when visual search is being undertaken are reduced 
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along with extraneous cognitive load, allowing WM resources to better focus on establishing 
relationships in the support of learning (germane load).  
Derived from the split-attention effect is the modality effect, which occurs in mixed mode 
instruction when visual learning materials (such as diagrams) are supplemented with 
complementary auditory information (e.g., a verbal statement in place of written text). This is 
more effective for learning than single-modality instruction, because the combination of 
modalities have been shown to make more effective use of WM resources by reinforcing each 
other (Mousavi, Low & Sweller, 1995; Tindall-Ford, Chandler, & Sweller, 1997). One 
explanation for the modality effect suggests that learning materials presented both in written and 
pictorial formats induces split attention, which results in interference within the visual modality, 
making it challenging to integrate this information (Low & Sweller, 2005). By replacing the 
written statements with spoken statements, split attention is reduced or negated due to the benefit 
of paired auditory statements with pictorial information. This benefit is often explained through 
the lens of separate slave systems defined in Baddeley and Hitch’s Multicomponent Model of 
WM, or Penney’s separate streams hypothesis (1989) whereby the WM system is comprised of 
dedicated systems for processing visual and auditory information independently of one another, 
offloading information from one channel to both channels and allowing for concurrent 
processing and a reduction of cognitive load (Ginns, 2005). Mayer’s Cognitive Theory of 
Multimedia Learning  (Mayer, 1997, 2002, 2009; Mayer & Anderson, 1992; Mayer & Moreno, 
1998, 2003) refers to this explanation as the visuospatial load hypothesis (Mayer, 2001). 
Rummer, Schweppe, Fürstenberg, Seufert, and Bruenken (2010) argue this explanation is not 
compatible with the Baddeley and Hitch model due to the phonological loop being responsible 
for both written and verbal (auditory) information retention and processing, thus negating the 
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benefit. Another explanation for the modality effect which is also used to describe the split-
attention effect is the contiguity assumption (Ginns, 2006; Moreno & Mayer, 1998; Rummer, 
Schweppe, Fürstenberg, Scheiter, & Zindler, 2011) which refers to the temporal delay between 
activated information in memory that occurs after the immediate perception of separated text and 
pictures. In the case of the modality effect, the simultaneous exposure to auditory and visual 
information reduces or eliminates this delay, while more efficiently allocating WM resources for 
processing and learning. Further, Rummer et al. (2010) suggest a third explanation based on the 
auditory recency effect (Penney, 1989), which describes when auditory information is more 
readily retained through sensory perception than visual information, limited in scope to the most 
recently heard item. It is argued that this internal verbal ‘echo’ reduces limited WM resources 
required to integrate auditory and visual information as the auditory information is retained in a 
more salient manner. 
The split-attention and modality effects continue to be explored, discussed and debated 
through the lens of differing explanations for these effects rooted in perception and WM 
processing. The distributed attention model presented in this paper explains the modality effect 
by reframing established assumptions. Instead of simultaneous processing in separate subsystems 
dedicated to each modality, the distributed model frames these explanations through the 
allocation of attentional resources combined and distributed across modalities within a single, 
limited capacity, focus of attention system. When a learner is exposed to mutually-referential 
auditory and visual information such as a diagram with a supporting audio statement, cognitive 
load is reduced in two ways. First, activated foci combined across modalities within the effortful 
focus of attention (inner circle of the model) do not need to be reconciled as they are not in the 
same modality, thus visuospatial load hypothesis still applies in the proposed model, retaining 
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the assumption that interference can occur between two foci of in the same modality (see Figure 
8). Further, activation of foci in a connected and distributed manner allows for more efficient 
processing of relationships and creation of unitary representations within WM. Second, when 
learners are exposed to multimodal learning materials, automatic and effortless activation of foci 
across modalities occurs within the periphery of attention (outer ring of the model), 
simultaneously and inclusive of a more robust activation of immediate auditory information as 
described by the auditory recency effect. As there is little to no delay between activation of these 
foci, attentional resources that would be devoted to maintaining activated foci and searching for 
other related foci within the same modality are no longer required, thus the contiguity 
assumption still holds. When considering these differing explanations for the modality effect, the 
distributed attention model is able to account for each through the lens of attentional focus and 
distribution, which succinctly describes the activation, combination and integration of attentional 
foci across modalities, resulting in a more efficient allocation of attentional resources, which 
supports learning and schema creation.  
As a further extension of the split-attention effect, the redundancy effect (Chandler & 
Sweller, 1991; Kalyuga, Chandler, & Sweller, 1999) shows that when information is duplicated–
either in the same modality or in a different one–learning can be negatively impacted. The 
redundancy effect and expertise reversal effects refer to a nullification of cognitive efficiencies 
through the presentation of redundant information or existing expertise, respectively (Kalyuga, 
Ayres, Chandler, & Sweller, 2003; Kalyuga & Chandler, 1999).  A study by Kalyuga, Chandler, 
and Sweller (1999) demonstrated that when learners were presented with multimedia instructions 
related to mechanical engineering, learners who were presented with auditory statements 
corresponding to visual diagrams outperformed those who were given just written statements or 
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combined written and auditory statements. According to Baddeley and Hitch’s (1974) model, 
these compatible sources of information would be activated and processed in separate slave 
systems, but this model does not appear to account for why an impairment in learning should 
occur in this manner. Alternatively, Cowan’s (1988, 1995) theorising of a single WM system can 
explain this redundancy in terms of two or more sources of duplicated information requiring 
reconciliation and integration within the scope and control of attention, all of which accumulates 
to tax available WM resources. In terms of the distributed attention model the explanation is 
similar to Cowan’s in that the need to reconcile redundant information across two different foci 
wastes WM resources in the pursuit of reconciling what has already been presented.  With regard 
to expertise reversal, if students are presented with information they have already mastered, 
existing schemas related to this expertise are automatically retrieved from LTM and activated 
within the effortful focus of attention (inner circle of the model). This results in an increase in 
attentional resources devoted to reconciling existing knowledge with unnecessarily presented 
foci (extraneous load) and may reduce learning outcomes. 
For each described CLT effect, interpretation does not require allusion to a multi-domain 
WM system or the separation of storage from processing. Instead, the processing of information 
(any information) places similar demand on attentional resources for working with information 
in WM as processing of that information. As a final example, consider simple multiplication; 
before this process is automated, mentally calculating the product of two digits is more 
cognitively demanding than simply holding those digits in mind. According to this model, this is 
because the number and complexity of elements (including the complexity of mental 
manipulations to be performed on these elements), and their interactivity, all draw upon a unitary 
but limited attentional resource. Differences in performance across domains are explained by our 
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different levels of expertise within those domains, just as expertise playing an instrument does 
not automatically transfer to expertise with another. In these propositions, CLT effects can be 
explained both comprehensively and simply, providing a model that need does not need to be 
revised with each new domain or effect uncovered by CLT researchers. 
In this section we have discussed how the proposed distributed attention model may explain 
well-established effects and instructional principles identified over many years of CLT research. 
While the models of Baddeley and Hitch (1974), Cowan (1988), and Mayer (2005) are able to 
explain specific CLT effects in terms of perception, processing and storage where appropriate, 
these models are individually unable to account for every CLT effect in a flexible and robust 
manner. This issue is further exacerbated by recent CLT findings regarding the human motor 
system, which these WM models have not yet explicitly attempted to reconcile. In the following 
sections, an overview of research into the human motor system and its effect on learning is 
discussed, including how the proposed model integrates these findings in contrast to established 
models, while also positioning gestures and human movements as an additional modality. 
 
6 How the Human Motor System Supports Learning and Cognition 
When considering the reinforcement or interference between sources of information 
across different modalities, educational and psychological research has historically focused on 
isolating auditory and visual information through passive exposure to these sources. However, a 
question remains about whether and how other modalities may also play a role in learning and 
cognition. For instance, most learners are able to involve their own motor system in the learning 
process, either by using fine motor movements, such as hand and finger gestures (e.g., finger 
counting, tracing, and pointing), or gross motor movements, such as whole body movements 
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(e.g., mimicking others, enacting concepts). It is thus plausible that human movement may 
constitute one of many additional modalities that have yet to be comprehensively considered in 
relation to existing WM models.  
A human movement effect was recently identified within CLT, suggesting that learning 
procedural motor tasks from dynamic visualizations, such as animations, can be more effective 
than learning from static visualizations when the transient animated information incorporates 
human movement (Ayres, Marcus, Chan, & Qian, 2009; Castro-Alonso, Ayres, & Paas, 2014;  
Paas & Sweller, 2012; Wong et al., 2009; see also Höffler & Leutner, 2007). For instance, Wong 
et al. (2009) found that when learners observed animations of paper folding from a first-person 
perspective, they were able to replicate the folding task with increased proficiency when 
compared with those who viewed static images of each step. While the animations did not show 
hands, they presented paper folding as if hands were present, suggesting a potential role for 
gestures in WM processes. 
The field of Embodied Cognition (Foglia & Wilson, 2013) is a separate area of research 
that is viewed as a meaningful theoretical companion to CLT (Sweller et al., 2011). Embodied 
Cognition asserts that cognitive processes, including information processing and learning, are 
inextricably linked with all forms of sensory input (not just sight and sound), including physical 
and environmental experiences of an individual. In a basic sense, Embodied Cognition frames all 
cognition as being intrinsically linked with sensory and motor functions within the environment, 
including gestures and other human movements (Barsalou, 1999). Although not originally rooted 
in educational contexts, Embodied Cognition presents a meaningful anchor for existing research 
in CLT focusing on human movement and gestures, allowing a theoretical link to be made (Choi, 
Van Merrienboer, & Paas, 2014; Paas & Sweller, 2012). Framed in this way, a learner’s motor 
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functions, including gestures and tactile experiences, play a similar role to (and introduce similar 
effects as) visual and auditory information in learning. In one study of note, tangible physical 
user interfaces in a multimedia learning context were investigated for learning anatomy, with 
results demonstrating increased learning outcomes when compared to a traditional mouse and 
computer display experience (Skulmowski, Pradel, Kühnert, Brunnett, & Rey, 2016). This, along 
with studies using of cognitive load measurement for embodied learning (for a review see 
Skulmowski & Rey, 2017) have begun to position physical experiences as an established area of 
inquiry along with cognitive load.  
Within a CLT framework, the use of iconic hand gestures (that is, those that meaningfully 
represent objects, visuospatial traits or actions) has been shown to benefit learning of a foreign 
language (Macedonia & Klimesch, 2014; Mavilidi et al., 2015). When preschool-aged children 
produced iconic gestures representing an action that matches its foreign language word/phrase, 
such as acting out the word for ‘swim’ while learning the word in Italian (nuotare), children’s 
learning outcomes were enhanced and when full-body movement was compared with arm and 
hand gesturing while sitting, the learners engaged in full-body movement benefitted further 
(Mavilidi et al., 2015). These same types of gestures also seem capable of supporting mimicry. 
When observing an adult demonstrate how a toy worked through an iconic gesture (pretending to 
act on an object nearby without touching it), an infant’s ability to successfully operate the toy 
increased (Novack, Goldin-Meadow, & Woodward, 2015). These gesturing effects are also 
supported by findings in neurology around the Mirror Neuron System (MNS). The MNS is a 
neurological system located in the premotor cortex that activates when humans and other non-
human primates observe an action performed by another individual. This observation is thought 
to cognitively prime the observer to perform the same action (for a review, see Rizzolatti & 
 150 
Craighero, 2004), a finding that serves as a partial explanation for the human movement effect 
(Van Gog, Paas, Marcus, Ayres, & Sweller, 2009).  
In contrast to research in more controlled environments such as research labs, a body of 
literature has grown around exploring the use of gestures and their effects in more traditional 
learning environments, such as classrooms and preschools. Research by Goldin-Meadow and 
others (Cook, Duffy, & Fenn, 2013; Cook, Mitchell, & Goldin-Meadow, 2008; Goldin-Meadow, 
2009; Goldin-Meadow, Cook, & Mitchell, 2009; Novack & Goldin-Meadow, 2015), exploring 
the role of pointing, iconic gesture and metaphoric gestures (i.e., gestures that represent abstract 
ideas) in math and language learning, has demonstrated that these gestures provide a support 
mechanism that improves learning outcomes. In explaining these findings, it has been suggested 
that gestures could be used for the ‘cognitive offloading’ of information during problem solving, 
leading to a reduction in cognitive load (Cook, Yip, & Goldin-Meadow, 2012; Goldin-Meadow, 
Nusbaum, Kelly & Wagner, 2001; Ping & Goldin-Meadow, 2010; Risko & Gilbert, 2016). These 
findings provide further evidence for the positive role that gestures may play in classroom-based 
learning, positioning gestures as an additional contributor to learning alongside more traditional 
auditory and visual inputs. How gesturing effects are explained by existing and emerging 
theories of WM, however, requires a discussion of gestures from a psychological perspective. 
Efforts have begun to explain these motor-related findings through the construct of WM. 
Research exploring how human movement relates to WM (Engelkamp, 1995; Engelkamp, Seiler 
& Zimmer, 2005; Engelkamp, Zimmer, Mohr, & Sellen, 1994) has focused specifically on the 
memory traces of action performance. In one study, participants were exposed to both ordinary 
and ‘bizarre’ action phrases (actions that are novel or surreal, such as “plant the hammer”), with 
half of participants learning the phrases with only verbal prompts and the other half performing a 
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motor task aligned with the phrase. When participants were given a list of phrases and asked to 
identify which of them they had learned, those who performed the actions during the learning 
phase demonstrated increased recognition (Engelkamp et al., 1994). While Engelkamp explained 
these findings through an extension of Dual Coding Theory (DCT), it is nevertheless informative 
for research focusing on WM. DCT posits that mental representations can be visual and verbal in 
nature, processed through two distinct and co-reinforcing channels (Paivio & Okovita, 1971; see 
also Clark & Paivio, 1991). However, Wilson (2001) observes that although memory coding for 
human movement is empirically supported, “recent models have shown a consistent trend away 
from sensorimotor representations” (p.44). This raises questions about the appropriateness of 
CLT referencing WM models of Baddeley and Hitch (1974) and Cowan (1988) to explain the 
effects of human movement on learning. As such, in the next section, Baddeley and Hitch’s WM 
model will be discussed in terms of whether gestures and movement might be reconcilable with 
the Multicomponent model.  
 
7 Gestures as an additional modality 
 In contrast to Baddeley and Hitch’s focus on verbal and visual-spatial information, there 
is a growing body of evidence which suggests that motor information may constitute an 
additional modality that can also occupy WM’s limited resources. For instance, Wilson and 
Emmorey’s (1997) work with speakers of American Sign Language (ASL) found that when 
participants’ rehearsal of signs included interference (performing a nonsense sign), their recall of 
actual signed concepts was reduced. Paralleling CLT findings of a negative impact of extraneous 
information, the nonsense signs reduced overall performance (that is, they placed demands on 
WM, leading to cognitive overload and loss of information). Based on these results, the 
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researchers noted, “the working memory system of a deaf ASL signer contains a rehearsal loop 
that possesses many of the structural properties of the phonological loop for speech” (Wilson & 
Emmorey, 1997, p. 319). It is thus important to consider that while the phonological loop is 
traditionally tied to spoken language, this is not the only form of communication available. In a 
review by Rudner, Andin, and Rönnberg (2009), the authors concluded that sign language and 
spoken language, from both a WM and neurological perspective, are similar. However, it was 
found that deaf individuals who signed from a young age exhibit an inclination toward spatial 
organization of information, whereas hearing participants often prefer temporal organization 
(Cumming & Rodda, 1985). For example, spoken languages such as English are linear in nature 
with a sequenced ordering of sounds to represent ideas, whereas signed languages such as ASL 
rely on the spatial referents and semantic structures of sequenced gestures, body movements, and 
facial expressions to convey meaning. This means that experience in a particular language can 
play a role in WM processing through an inclination towards the modality of that language 
(spoken or signed). Wilson and Emmorey (2003) also found that when hearing and deaf 
participants were asked to recall concepts presented in their first language, only the deaf 
participants were sensitive to interference inputs presented in ASL. This mirrors similar findings 
for hearing participants presented with written interference tasks (e.g., reading while engaged in 
a word-span task; Turner & Engle, 1989). 
These findings suggest that signed languages use similar cognitive processes to spoken 
and written languages, and are similarly susceptible to interference and reinforcement. Further, 
proficiency in a particular language influences WM processing in favour of that language’s 
modality (e.g., visuospatial, auditory, gesture), which by extension can influence the application 
and allocation of WM resources. These findings are important for conceptions of separate WM 
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systems for different modalities: first, because they contribute to previous work in psychology 
through the investigation of modality isolation and cognitive interference; and second, because it 
indicates that gestures and human movement may be considered both visuospatial and ‘verbal’, 
so relegating them to the phonological loop or visuospatial sketchpad alone may not be viable.  
Given that signed languages and spoken languages can share similar WM processes, the 
distinction between Baddeley and Hitch’s phonological loop and visuospatial sketchpad in terms 
of where gestures fit is unclear. Baddeley (2012)  himself even raised questions about how other 
physical experiences such as tactile and non-speech kinesthetic experiences could be integrated 
within his existing model, and suggested how slave systems could possibly exist for even more 
senses and even more types of stimuli input (see Figure 9). However, how these might all 
interact, and how this would account for reinforcement and interference effects across different 
combinations of modalities, remains unclear.  
Instead of investigating and revising an ever-expanding list of WM systems, their 
functions and their interactions, it is contended that distributed attention model presented in this 
paper can better account for the inclusion of multiple sensory and processing domains, through a 
single and integrated attentional resource that is involved in the activation of visual, 
phonological, and embodied information (within the scope of attention), while also accounting 
for individual differences in experience and expertise (through the control of attention).   
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Figure 9. Diagram based on Baddeley’s speculative view of the flow of information from 
perception to working memory (Baddeley, 2012). 
 
 The distributed attention model thus provides a framework for integrating 
gestures and human movement as a modality which, much like auditory and visual information, 
provide learning gains through reinforcement or learning deficits through interference between 
multiple sources of information within the focus of attention. The human movement effect is 
therefore framed as the freeing of WM resources for the creation of schema when learning is 
supported by movement (reinforcement).  
In this section, recent findings in embodied cognition and the human movement effect 
have been presented, including how the human motor system can support learning. A discussion 
of how these findings may be integrated into established models of WM presents a unique 
challenge while also speaking to the affordances of the proposed model for the integration of 
gestures and human movement as an additional modality. In the next section, limitations of the 
proposed model are discussed including its scope, potential for future application and 
opportunities for validation. 
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8 Limitations of the proposed model 
Studies investigating cognitive processes across multiple sensory modalities such as 
auditory and visuospatial have traditionally explored these areas from the perspective of 
cognitive interference and reinforcement. Isolating specific modalities (i.e., attentional foci) has 
provided many theoretical and practical advances both in psychology and learning sciences. The 
primary limitation of the distributed attention model presented in this paper is that it is not 
formulated to explore modalities in isolation, but instead, the interaction between them. While it 
may not be possible to explore isolated modalities through the lens of this model, it does afford 
the opportunity to investigate a learners’ ability to control the focus and distribution of attention 
across modalities. The dynamic nature of this model serves primarily as a theoretical framework 
for representing individual differences and changes in WM resource allocation over time, which 
itself may be presently challenging to quantify. In addition, the proposed model does not 
explicitly account for initial perceptual limitations, but focuses more on post-stimulus processing 
within WM. The intentional dynamic nature of the model could however, be used to indicate 
initial attentional inclination and attentional focus immediately post-stimulus to explore the 
relationships between modalities in future research.  
To investigate further, future studies may choose to build upon measures of attentional 
focus, including eye tracking with an emphasis on tagging or categorizing objects of visual focus 
over time. Recent advances in motion tracking technology may also allow for capturing of gross 
full body movements, as well as fine hand and finger movements. As the ability to capture 
information related to the human motor system advances, attentional focus on auditory 
information may still prove challenging to quantify in educational settings. Collecting subjective 
learner reflections on external or internal differences in attentional focus, including distractions, 
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cognitive or emotional challenges, and previous cultural experiences may also provide a more 
nuanced picture of cognitive processes during task completion. It may also prove beneficial to 
investigate distribution of attention through a combination of these measures along with 
subjective learner perception of their own inclination towards specific attentional foci. 
 
9 Conclusion 
Given uncertainty around how recent gesture effects could be reconciled within the WM 
frameworks that CLT researchers normally defer to, we attempted a reconciliation and also cast 
our attention more widely. In doing so, an integrated Distributed Attention Model of WM was 
proposed, which accounts for the breadth of CLT findings in a comprehensive but parsimonious 
way. This model integrates WM principles and insights from theorists including Cowan, Engle, 
Pascual-Leone and others. By presenting a unitary attentional (WM) resource that can integrate 
information from multiple sources and modalities, and can adjust the distribution of attentional 
focus during processing, this model may assist in explaining, clarifying, recasting and supporting 
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CHAPTER SIX 
Summary of Experiments 
OVERVIEW 
 This conventional thesis chapter serves as an introduction to the context of the three 
experiments conducted as part of this study. An overview of each research question, along with 
detailed rationale for resulting hypotheses are discussed. A description of Experiments 1, 2, and 
3 are presented, which include a brief discussion of participants, settings, materials and 
procedures for each. The following three chapters then provide specific details on the 
experiments as follows: 
• Details on data collection methods and the design of learning materials (Chapter 7); 
• An overview of Experiment 1 and the resulting Experiment 2, which served as a pilot 
study to test improvements made to data collection methods (Chapter 8) and; 
• An in-preparation manuscript for publication in Learning and Instruction, focusing on 




As stated above, this chapter is presented as a conventional methods chapter, providing a 
detailed overview of how research questions were developed based on prior research in the field. 
The questions are followed by corresponding hypotheses, and how these can be tested using 
targeted research methods, material design, data and collection procedures. A brief summary of 
two data collection instruments in the form of iPad applications (apps) is also presented, with 
details on their design, testing and implementation to follow in the next chapter.   
 
2 Research Aim and Questions 
This study’s overall goal was to explore how finger-based gestures affect the learning of 
geometry in a touch-based learning environment. A series of research questions were developed 
to investigate how test performance and mental effort (cognitive load) were affected by the 
performance and observation of these gestures. 
 
Q1: Do finger-based gestures enhance the learning of geometry from worked examples? 
 
Q2: Do the use of gestures lead to increased test performance when compared to not 
making a gesture? 
 
Q3: Do embodied gestures (conceptually related tracing) lead to increased test 
performance when compared to attentional gestures (pointing)? 
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Q4: How do embodied and attentional gestures influence student perception of the 
learning experience? 
 
3 Research Hypotheses 
A series of hypotheses were then developed based on these research questions. This 
section provides a brief overview of findings related to each question, along with the resultant 
hypotheses. 
 
Question 1: Do finger-based gestures enhance the learning of geometry from worked 
examples? 
Question 2: Do the use of gestures lead to increased test performance when compared to 
not making gestures? 
A number of studies have previously suggested that the performance of gestures, whether 
pointing or tracing, within the learning environment can lead to increased learning outcomes, due 
to an increase of attention around the hands. Reed, Grubb, and Steele (2006) found that when 
hands are statically presented in the visual field, stimuli around the hands are given priority, with 
stimuli in the peripheral vision being slower to register and therefore respond do.  Chum, 
Bekkering, Dodd, and Pratt (2007) found that when participants pointed on a touch screen during 
a spatial span tasks their ability to recall items within that span were increased, suggesting that 
visuospatial schema may be enhanced when pointing gestures are made. Further, a study on the 
prioritization of hands in the visual field by Abrams, Davoli, Du, Knapp, and Paull (2008), found 
that while stimuli presented around the hands was given more attentional priority regardless of 
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where they are located, a slower shift in attention to objects in the periphery was also observed, 
meaning stimuli around the hands are scrutinized more thoroughly.  
 
As a result, it is hypothesized that: 
H1: Finger-based hand gestures will lead to increased performance on test items when 
compared to not gesturing due to increased attention guidance around the hands.  
 
Question 3: Do embodied gestures (conceptually related tracing) lead to increased test 
performance when compared to attentional gestures (pointing)? 
 The difference between pointing and tracing is not yet fully understood. Pointing can be 
conceptualized as a nearly static attention-getting gesture referring to an object at a distance, 
while tracing can either be thought of as an attention-guiding gesture in motion while referring to 
an object in close proximity, or an embodied gesture which provides reinforcement of learned 
concepts. Hu, Ginns, and Bobis (2015) found that when children were asked to trace along the 
lines of a worked example in geometry, higher learning outcomes were observed when compared 
to those who did not trace. In another study, Macken and Ginns (2014) found that when learners 
were instructed to point and trace at terminology and structures within the human heart, higher 
learning outcomes were achieved when compared to those who did not gesture.  
Both pointing and tracing can be thought to serve the same function of prioritizing information in 
the visual field, however tracing may provide an additional support mechanism in the form of 
visuospatial tracking and the reinforcement of spatial realtionships. Lessons that have embedded 
spatial elements as features which support problem solving may lend well to tracing over 
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pointing, as shapes, paths, and relationships may be further reinforced with the addition of 
movement.      
 
As a result, it is hypothesized that: 
H2: Tracing will lead to increased test performance when compared to pointing due to 
an embodiment of presented concepts and related shapes. 
 
Question 4: How do embodied and attentional gestures influence student perception of the 
learning experience? 
 Previous studies exploring gestures have suggested that the observation and use of these 
gestures provide a cognitive support mechanism during the learning process. Goldin-Meadow, 
Nusbaum, Kelly, and Wagner (2001) suggested that gestures may serve to reduce cognitive load 
due to increased learning outcomes for participants who gestured, though participants were not 
purposefully surveyed to quantify subjective load or mental effort. Within CLT research, the 
measurement of cognitive load continues to evolve, with many different methods currently in use 
(Paas, Tuovinen, van Gervan, & Tabbers, 2010), however subjective surveys remain the 
common method for understanding how interventions may affect learner experience. 
Ayers, Marcus, Chan, and Qian (2009) found that when learners were asked to 
subjectively rate the learning materials which presented how tie a knot or complete a puzzle, 
those who observed animated hands performing these tasks, rated the materials as easier than 
those who viewed static materials. This study was specifically measuring extraneous cognitive 
load (the effectiveness of the learning materials), so the learners’ reflection on their cognitive 
processes may not have been fully represented. A more recent study by Agostinho, Tindall-Ford, 
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Ginns, Howard, Leahy, and Paas (2015) asked learners to subjectively rate their mental effort 
after working through a lesson on how to read temperature line graphs, however no significant 
results in terms of cognitive load were observed. Hu, Ginns and Bobis (2015) however, found 
that learners who traced reported lower test difficulty than those who did not.  This result cannot 
be interpreted as a change in cognitive load, as in the case of Ayers, et al., as these measures 
were not of subjective reflections on cognitive processes, but on the nature of the tasks. These 
findings, taken together, demonstrate that the observation and performance of gestures may have 
an effect on the cognitive load of the learner. Although there are few studies which definitively 
demonstrate decreased cognitive load due to the use of gestures, it is nevertheless important to 
further explore the potential benefits that gestures can bring to learning.  
 
As a result, it is hypothesized that: 
 H3: Mental Effort will be rated lower for gesture conditions when compared to non-
gesture conditions due to the finger-based gestures providing increased attention guidance.  
• For Extrinsic and Intrinsic Cognitive Load (as measured by Leppink scale), gesturing will 
lead to lower subjective ratings. 
• For Germane Load, tracing will lead to higher subjective ratings when compared to 
pointing due to an embodied reinforcement of the visuospatial nature of problem-solving 
concepts.  
 
To test these hypotheses, dynamic multimedia worked example lessons and performance 
measures were designed and created with specific requirements, which are described in detail in 
the next section.  
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Description of the Experiments 
This thesis is inclusive of three experiments that examined how learners’ test performance and 
cognitive load was affected when engaging in a touch-based learning environment focusing on 
learning geometry. For each experiment, participants were randomly allocated to one of four 
conditions: 
Control: Participants were instructed to look at the iPad screen during an audiovisual lesson 
that contained no visual cues.  
 
Cue: Participants were instructed to look at the iPad screen during an audiovisual lesson that 
contained animated images of hands performing tracing. 
 
Point: Participants were instructed to point at key areas on the learning materials by touching 
the iPad screen with their index finger during an audiovisual lesson that contained gesture-
priming cues. 
 
Trace: Participants were instructed to trace along key areas on the learning materials by 
dragging their finger along the iPad screen during an audiovisual lesson that contained gesture-
priming cues. 
 
The independent variable was the instructional condition, with the dependent variables 
being: performance in the form of posttest and delayed tests, mental effort ratings, self-
perception of proficiency in the subject matter and visuospatial ability as measured by a touch-
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based version of the Visual Pattern Task (VPT) (Della Sala, Gray, Baddeley, Allamano, & 
Wilson, 1999). Visuospatial ability refers to individual differences in visuospatial working 
memory capacity to facilitate the recall of visuospatial patterns of increasing complexity. Mental 
effort was defined as the working memory or attentional resources required to either learn novel 
problem-solving strategies from the presented multimedia materials, or to solve posttest 
questions. 
 
Experiment 1 aimed to investigate the effects of performing and observing gestures in a tertiary 
education environment. Instructional materials and performance measures were delivered via a 
custom-designed iPad application (app) and focused on geometry, specifically solving for angles 
on a parallel line based on materials used in a previous study (Tindall-Ford, Agostinho, 
Bokosmaty, Paas, & Chandler, 2015).  
 
Experiment 2 aimed to investigate the same effects of performing and observing gestures, this 
time in a secondary school environment. The iPad app employed a slightly revised design using 
the same materials, hence this experiment served two purposes: first to adapt the previous 
experimental conditions to a younger audience, and to pilot a slightly revised experimental 
design. 
Revisions to the materials included: 
• Updated navigation from buttons including checkmarks to those using words such as 
‘submit’ and ‘continue’ for added clarity. 
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• All performance measures (posttest and delayed test) and mental effort rating activities 
were updated with a specific time limit to ensure experiment completion within the 
allotted class block of the research site.  
Experiment 2 was conducted for the purpose of piloting this new design in a natural classroom 
environment. Upon the successful completion of Experiment 2 and validation of the design, 
Experiment 3 was conducted. 
 
Experiment 3 used the same materials and procedures as Experiment 2, with the aim of scaling 
participant count to a larger educational context, while also testing the feasibility of the custom 








Capturing movement: The Development of an App for Touch-based 
Gesture Research 
OVERVIEW 
 This chapter was written as an in-preparation manuscript for submission to the journal 
Computers and Education. It provides a detailed description of the rational for and process of 
developing two iPad applications (apps) that served an integral role in this study. Both the 
Geometry Touch iPad app and the Analysis iPhone app are presented in terms of their intended 
purpose and functioning to facilitate participation in experiments through the display of learning 
materials, support data collection, manage instructional procedures, and clean collected data for 
later analysis.   
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Abstract 
Research in the areas of Cognitive Load Theory and Embodied Cognition has identified that the 
human motor system, including hand gestures and full body movements can benefit learning. 
Data collection methods in these areas often take the form of direct researcher observation or 
video recording – both of which are time and resource intensive. In this article, we present a set 
of two companion applications that functioned to collect gesture-based data, such as tracing 
gesture velocity, from many participants simultaneously while also facilitating the experiments 
themselves. The first application, Geometry Touch, was developed for the Apple iPad tablet to 
facilitate participation in a series of three experiments by presenting a sequence of interactive 
video lessons and test questions. At the same time, the app also captured high fidelity data from 
finger-based gestures performed on the iPad’s multi-touch screen as participants worked through 
the presented learning materials. The second application, Analysis, was developed for the Apple 
iPhone smartphone and functioned to support experimental logistics, clean datasets, and export 
data for further analysis. Details on the development of each application, as well as data 
collected for each experiment are presented, along with a discussion of reliability and feasibility 
for adoption in future research that may wish to leverage ICT-supported gesture capture. 
 
Keywords: cognitive load theory, embodied cognition, ICT, iPad, iPhone, tablet, touch-screen, 





Recent studies investigating the role that the human motor system plays in cognition and 
learning, have found that full body movements (Mavilidi, Okely, Chandler, Cliff, & Paas, 2015) 
and fine hand and finger gestures such as pointing and tracing (Hu, Ginn, & Bobis, 2014, 2015; 
Agostinho, Tindall-Ford, Ginns, Howard, Leahy, & Paas, 2015) can positively impact student 
learning and performance. While many studies assess student learning through performance 
measures such as testing, the advent of touch-based information and communication 
technologies (ICT) such as tablets and smartphones, provide increased affordances for the 
collection of data beyond testing. Indeed, capturing the physical interactions participants have 
with these ICT tools, including taps and swipes, could provide meaningful insights into the 
relationship between fine human movements and learning.  
In many studies that focus on gesture performance to enhance learning, ICT tools are not 
commonly used. Studies traditionally analyze gesture performance through the use of video 
recording or direct observation, both for one-on-one and group testing. Video recordings and 
notes are then reviewed, and an analysis conducted, which can take a considerable amount of 
time and human resources. This article describes the development of a novel ICT tool designed 
to address these issues. The ICT tool collected participants’ physical interactions with digital 
learning materials by leveraging technologies built into touch-based computing devices, while 
also being able to collect traditional performance measures e.g., test scores for large participant 
numbers.  
The ICT tool consisted of two separate applications, or ‘apps'. The first app, called 
Geometry Touch, was developed for the Apple iPad tablet computer and was used by participants 
to work through an interactive lesson, and to facilitate data collection without disruption to the 
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participants’ learning experience. The second app, called Analysis, was developed for the Apple 
iPhone to facilitate experimental logistics, conduct basic statistical analysis, clean data and 
export it for detailed analyses.  
This article first presents a brief overview of studies exploring the role the human motor 
system plays in learning which informed the development of the Geometry Touch, This is 
followed by a description of the present study, including a detailed account of the development 
process of the ICT tool (Geometry Touch and Analysis apps), and their capabilities. Finally, three 
initial experiments, are described in terms of the tool’s performance along with a discussion of 
future applications of this type of tool in educational research. 
 
2 Gestures and their role in learning and cognition 
Cognitive Load Theory (CLT) (Sweller, Ayers, & Kalyuga, 2011) is an area of 
educational research that explores different instructional strategies intended to effectively 
manage learners’ cognitive load. Cognitive Load refers to the amount of working memory 
resources devoted to learning when solving problems or completing a task. CLT research 
findings inform educational practice. The theory posits that learning materials and instructional 
strategies should be designed in such a way that limited working memory resources are devoted 
to learning (intrinsic load), while reducing the allocation of resources that may not support 
learning (extraneous load) (Sweller, Van Merriënboer, & Paas, 1998). One area of CLT research 
pertinent to this article is research in how static and dynamic presentation of learning materials 
affect cognitive load and learning performance (for a review, see Castro-Alonso, Ayres, & Paas, 
2016). In one study, researchers found that animations displaying the steps involved in folding an 
origami helmet from a first person perspective (as if the participant was folding the paper) 
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supported participants’ performance when asked to replicate what they saw compared to 
participants who viewed static images of the same steps (Wong, Marcus, Ayers, Smith, Cooper, 
Paas, and Sweller, 2009). Further, evidence of the positive effect of observing human movement 
to learning was demonstrated by a study which found that participants watching animated human 
hands folding knots, led to higher learning outcomes compared to those who viewed static 
images (Ayers, Marcus, Chan, & Qian, 2009). These studies established a clear link between the 
benefits of observing animated human movement when learning. Using a CLT theoretical lens it 
was theorized that the observation and performance of gestures may serve to support learning 
and cognition through an innate ability in humans to mimic others (Paas & Sweller, 2012). This 
mimicry is thought to have a relatively low cognitive ‘cost’ and thus does not impose a high 
cognitive load, providing a compelling argument as to why gestures have been shown to support 
learning complicated and abstract concepts (Van Gog, Paas, Marcus, Ayers, & Sweller, 2009). 
 A related, but separate area of research from CLT is Embodied Cognition. Embodied 
Cognition frames all cognition, including learning, as being intrinsically linked with sensory and 
motor functions, including gestures (Foglia & Wilson, 2013). This means that body movements, 
including gestures and tactile and touch experiences play an important role in learning. Research 
by Goldin-Meadow and others (Cook, Duffy, & Fenn, 2013; Cook, Mitchell, & Goldin-Meadow, 
2008; Goldin-Meadow, 2009; Goldin-Meadow & Cook, 2009; Goldin-Meadow, Levine, 
Zinchenko, Yip, Hemani, & Factor, 2012) have investigated how gestures affect learning 
mathematics and languages. These studies have found that increased learning outcomes are 
observed for conditions in which participants performed hand gestures representing aspects of 
the problem-solving process. One particular study (Goldin-Meadow & Cook, 2009) found that 
asking students to perform a two-finger pointing gesture to represent the grouping of numbers 
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while solving math problems resulted in increased learning outcomes compared to those who did 
not gesture.  
Recent studies investigating the effects of pointing and tracing on paper-based learning 
materials in mathematics and geometry have found consistent benefits of pointing and tracing to 
learning, as evidenced through higher performance in posttests (Ginns, Hu, Byrne, & Bobis, 
2015; Hu, Ginns, & Bobis, 2014, 2015). While these studies specifically explored the effects of 
pointing and tracing gestures using paper-based materials, Agostinho, Tindall-Ford, Ginns, 
Howard, Leahy, and Paas (2015) built upon this work by using iPad tablet computers to deliver 
instructional materials. Students were asked to trace along the axes of a temperature line graph as 
they learned to read the relationships between the lines and axes. In this study, students who 
traced demonstrated increased performance in their ability to read graphs when compared to 
those who did not. As the ubiquity of touch-based computers in educational contexts increases, it 
is important that researchers are able to explore both the types of interactions students may 
engage in, as well as how these interactions may affect learning. To this end, the Geometry 
Touch and Analysis apps were developed to address this need.  
 
3 The present study  
 This study extends research investigating the relationship between human movement and 
learning by exploring the effects of performing and observing hand gestures on iPad tablet 
computers. Participants in the study were presented with learning materials on an iPad tablet 
showing how to solve for angles on a parallel line. The learning materials were designed based 
on two CLT instructional principles, the worked example effect (Sweller, Van Merriënboer, & 
Paas, 1998) and the modality effect (Tindall-Ford, Chandler, & Sweller, 1997). The worked 
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example effect holds that learners' problem-solving skills benefit more from studying already-
solved problems along with the intermediary steps required to reach the solutions than from 
solving the equivalent problems. The modality effect (Tindall-Ford, Chandler, & Sweller, 1997), 
asserts that when learners engage with multimodal learning materials that contain 
complementary visual and auditory information, learning outcomes are increased when 
compared with unimodal materials. The present study drew on both effects with the Geometry 
Touch app presenting multimodal (auditory and visual) worked example videos demonstrating 
how to solve for angles on a parallel-line. Figure 10 shows the visual component of a worked 
example video, with an animated hand tracing along the lines to demonstrate the steps and 
geometric rules involved in solving for angle C. Auditory explanations were included as part of 
each worked example, describing key steps involved in solving for each angle.  
 
 
Figure 10. Screenshot of worked example video demonstrating how to solve for angle C. 
 
This study consisted of three experiments, with each experiment comprised of two 
sessions conducted one week apart. In the first session, participants watched a series of the 
worked example videos presented above, and were asked to interact with the iPad tablet in 
different ways based on one of four randomly assigned conditions:  
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1. Control: Participants were asked through in-app auditory instructions to watch an 
audiovisual lesson presented on the iPad screen. 
 
2. Cue: Participants were asked through in-app auditory instructions to watch an audiovisual 
lesson presented on the iPad screen, which contained animated images of hands performing 
tracing. 
 
3. Point: Participants were asked through in-app auditory instructions to watch and point at 
key areas on the iPad screen during an audiovisual lesson by touching the screen with their 
index finger after being presented with animated gesture-priming cues. 
 
 
4. Trace: Participants were asked through in-app auditory instructions to watch and trace 
along key areas on the iPad screen during an audiovisual lesson by dragging their finger 
along the screen with their index finger after being presented with animated gesture-
priming cues. 
 
After the worked example videos were presented, participants immediately completed a 
posttest on the iPad based on what they had learnt from the worked example videos. The second 
experimental session was conducted one week later, participants played a game on the iPad that 
measured their visuospatial working memory capacity. Participants then completed a delayed 
performance test based on what they had learnt from the previous week worked example videos.  
Traditionally, data collection methods for previous studies in CLT have required each 
participant to be removed from class to work with researchers on an individual basis. For studies 
exploring gestures and body movements, video recording and direct observation of participants 
have historically been the common data collection methodologies used when investigating the 
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effects of gesturing on learning (Agostinho, Tindall-Ford, Ginns, Howard, Leahy, & Paas, 2015; 
Pouw, Mavilidi, van Gog, & Paas, 2016), as stated previously both are time and resource 
intensive. Collecting accurate data on the interactions participants had with learning materials 
(touches, taps, and swipes) would have required detailed analysis of hours of video observation 
footage or pages of notes, which would then be required to be collated and collectively analysed 
all with a considerably low level of fidelity. Further, performance measures in the form of 
posttests have usually been conducted on paper, requiring hand marking and validation across 
the research team. For any studies involving iPads or other ICT tools, collating these data would 
normally require downloading it with a wired connection to a computer. For this study, 
experiments were to be conducted in authentic classroom settings in university and high school 
contexts with participant numbers well above one hundred. Given the quantity of anticipated 
participants, the nature of the learning materials, the requirements to capture interactions and to 
administer posttests, these tasks would have required considerable time and increased risk for 
error or loss of data.  
In the next section, we discuss in detail how these challenges were addressed, through the 
development of two companion apps, Geometry Touch and Analysis, which were developed to 
facilitate data collection and manage experimental logistics, respectively. These apps allowed 
researchers to conduct experiments in authentic classroom environment with a large number of 
participants, as well as collect test scores and high-fidelity data on participant interactions with 
learning materials. Development of the Geometry Touch app, including lesson and learning 
materials included 7 phases: Hardware and Software research, Gesture Capture Development, 
Cloud Platform Data collection, Data Structure Design, User Flow Design, Development and 
Pilot Testing. Each of these phases of development will be discussed in detail. 
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4 Hardware  
Due to the ubiquity of the Apple iPad multi-touch tablet in schools, its continued use in 
educational research, and the reliability of the device in such contexts, the Apple iPad multi-
touch tablet was chosen as the hardware to both deliver the lesson and collect gesture and 
learning performance data. While a similar app could be developed for Android-based tablets, 
this was not done so in the context of the present study due to the existing availability of iPads at 
each experimental site. The iPads used in this study feature a 9.7” display with a resolution of 
2048x1536 pixels with a screen refresh rate and touch sample rate of 60Hz, meaning that touch 
data is collected from the multi-touch display 60 times per second.  
 
5 Software  
A total of two separate apps were developed. The primary app, Geometry Touch refers to 
the aforementioned learning and data collection app for the iPad. The second, simply named 
Analysis, was developed for the Apple iPhone (smartphone with 4.7” screen), and functioned to 
support experimental logistics, clean data, conduct rudimentary statistical analysis, and process 
all data points for export into desktop data analysis software, such as SPSS. Table 3 provides a 
summary the data collected by the Geometry Touch app and Table 4, the functionality built into 
the Analysis app.  
The following section provides a detailed discussion of the Geometry Touch app and its 
key function – to collect gesture-based data detailing how each participant used their hands to 
interact with worked example lessons and test questions and to save these data points to a cloud-
based system called Firebase. Following this, the Analysis app is discussed in terms of how it 
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was designed to support experimental logistics, such as the management of participants, and their 
progress through each lesson, as well as the control of experimental parameters (e.g., time limits, 
sequence of lessons), and basic data analysis. 
 
Table 3 
Data collected by Geometry Touch app 
Data Collected Method of Data Collection 
Responses to test questions 
Responses to mental effort rating 
questions 
Participants’ tap inputs on a number pad automatically 
checked against predefined answers 
Compliance with instructions 
Screen interactions while engaging 
in test questions 
Recorded touch interactions with iPad screen through 
rendered image of location, sequence and velocity of 
touch. (Figure 11) 
 
Table 4 
Experimental logistics handled by Analysis app 
Function Details 
Creation of participant 
accounts 
Database entries for each participant and corresponding code 
created. 
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Experiment monitoring Geometry Touch updated database entries related to participant 
progress as they worked through the learning materials. Analysis 
automatically pulled this information to display each participant’s 
current progress to the researchers. 
Basic Statistical Analysis Data saved to the online database was parsed and analysed during 
and after each experiment to provide researchers with near real-
time measures of means and standard deviations for each of the 
four assigned conditions. 
Data Cleaning Images representing captured gestures performed on iPads were 
downloaded and ‘tagged’ with descriptive information (Figure 
18, Figure 19) 
Data Export All datapoints collated into a single file used for statistical 
analysis. 
 
6 Geometry Touch (iPad app) 
6.1 Gesture Capture Development 
 The primary motivation for using technology to assist in this study was to allow for more 
efficient and more accurate collection of physical engagement with the learning materials. The 
most important feature of this app was to ensure that recorded touches made by the participant on 
the iPad screen would remain unseen by each participant as they engaged with the multimedia 
lesson. This ensured that as participants worked through each lesson, the process of recording 
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their interactions would remain invisible, so that they could focus solely on the learning 
materials, and not be influenced by additional distractions on the screen.  
Geometry Touch was developed to record gesture data in the form of ‘drawn gestures’ – 
individual recorded lines captured from each individual gesture performed on the screen. This 
resulted in a static image of all gestures on a single screen for each participant (Figure 11). As 
learners engaged with the lesson, an invisible software ‘layer’ was added on top of key screens 
during the lesson, so that every time the screen was touched while watching a video lesson or 
completing a test question, the taps, swipes, or traces performed were drawn on this layer with 
0% opacity, much like drawing on paper with invisible ink.  
These ‘drawn gestures’ were then increased in opacity and rendered to an image file 
(PNG or Portable Networks Graphic) to be saved for further examination, again all in the 
background, and not visible to participants. The challenge with simply including the gesture 
‘drawings’ was that these representations of gesture data were not linked with the context or 
materials related to those gestures. To account for this, images of learning materials were added 
in the rendering stage in a layer below the gesture data to show how the participant had actually 
engaged with these materials (Figure 11). 
 
Figure 11. Image rendered from combined learning materials and participant gesture data. Note 
that the line rising between angles a and b is obscured as the participant traced over it. 
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Though useful, this iteration of rendered images did not represent the order and direction 
in which these gestures were performed. Inspired by classic video game ‘Centipede’ or ‘Snake’ 
which featured the titular character moving around the screen while gobbling up enemies, a head 
and tail were added to each drawn gesture. Numbers were then added to the ‘head’ and ‘tail’ 
corresponding to the order in which the touch or swipe was performed with colored circles 
corresponding to the start of the gesture (green), where the participant’s finger initially touched 
the screen and the end of the gesture (red), where the participants finger lifted up off the screen 
(Figure 12). In many cases, the geometry lines were obscured behind the drawn trace gestures.  
 
 
Figure 12. Image rendered from combined learning materials and participant gestures performed. 
 
 Beyond the order of gesture performance, the possibility that gesture velocity may also 
play a role in learner performance was also considered, so a final version of the app was 
developed that incorporated gesture velocity in a number of different ways. First, the visual 
representation was augmented to include velocity, with yellow lines marking slow gestures, 
orange for medium gestures and red for fast gestures, with the speed of each normalized from the 
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iPad screens touch-scan refresh rate. These visualisations of gesture speed were standard for all 
participants, allowing the researchers to compare across the sample. While this visual 
representation of gesture velocity can prove useful, data analysis would remain subjective, so a 
more objective measure of gesture data was added in the form of numerical average gesture 
speed and percentages of slow, medium and fast gesture speeds. 
 
 
Figure 13. Final image rendered from learning materials gesture order, direction and velocity. 
 
 This quantification of gesture performance took the form of comparing the line segments 
drawn from gesture data collected from the iPad. First, the average length of each line segment 
based on the touch sample rate of the iPad (60 per second). These line segments were measured 
in points – resolution-independent distances that are universal regardless of the screen size and 
resolution of the device. While some newer devices may have a higher resolution, a point’s 
location and line length would be recorded as the same on any device. Future versions of the app 
could easily be updated to provide line segment length and gesture speed in more standard units 
such as cm and m/s. Independent of units of measurement, these point-based line segments gave 
the researchers the ability to compare between minimum and maximum average velocities across 
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each sample. By establishing normalized benchmarks for slow (less than 10 points per 1/60 s), 
medium (between 10 and 30 points per 1/60 s), and fast gestures (higher than 30 points per 1/60 
s), gesture speed could be quantified into a percentage of all gestures performed (Figure 14), 
providing further comparison data between participants. 
 
Slow(Line	Segment	Length	 ∗ 	Slow	Line	Segment	Count)
Total	(Line	Segment	Length	 ∗ 	Total	Line	Segment	Count) 
Figure 14. Formula for calculation touch percentage for slow gesture speed. 
 
Accuracy 
 Accuracy of touches on the screen was repeatedly tested using both fingers as well as an 
Apple Pencil (Figure 15), a digital pen that allows for much more precise recognition of touch-
based interactions with the iPad screen. Given that a human finger’s touch point as registered on 
the screen may differ based on the pressure of the touch and the size of the finger being used (up 
to a few millimeters), the Apple Pencil was used to verify the accuracy of drawn line segments 
with much greater precision. 
 
 
Figure 15. Apple Pencil in use on iPad screen to test accuracy of recorded touches. 
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6.2 Cloud Platform Data Collection  
Data collection for the present study took place at multiple educational contexts within 
New South Wales, Australia, in both higher education and secondary schools. Participant 
numbers were anticipated to be quite high with many students engaging with the Ipad video 
lesson simultaneously in a classroom setting. As a result, facilitating data collection in a 
centralized manner became another challenge due to the concurrent and naturalistic nature of 
each research site. A cloud computing solution was explored to test the feasibility of 
simultaneous data collection for a high participant count. Cloud computing refers to the use of 
remote computer servers to save and store data through a network, as opposed to saving and 
storing data on the storage devices in each individual iPad. By leveraging cloud computing, 
specifically BaaS (Back-end as a service), an existing programming framework could be used to 
manage data in the cloud, regardless of the number of devices in use, their location or their 
ownership. 
 As the iPad had already been chosen due to its ubiquity in schools, Apple’s iCloud / 
CloudKit platform was first tested to explore the feasibility of wireless cloud-based data 
collection. Initial testing proved the platform to be promising, however it required every 
participant to use their own personal credentials in order to use the service. Due to privacy 
concerns and the barriers this presented in participation, iCloud and CloudKit were no longer 
considered. Instead, Google’s Firebase platform, which functions in a very similar manner, while 
also allowing for anonymous connections, presented a more practical solution. Testing with 
Firebase garnered positive results, including fast upload, download and editing of data, along 
with easy setup for further development of the app and the ability to work with images, 
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necessary for working with aforementioned ‘drawn gesture’ images. Firebase also came with 
industry-standard security features meaning that participant data would be safe from hacking or 
other unwanted external manipulation. Figure 16 shows how the Firebase cloud platform was 
used to upload and download data to support each experiment. Participant ID codes were first 
created using the Analysis app, then participants used Geometry Touch to work through each 
experimental session, with each individual iPad tablet uploading their specific data, which could 
then be downloaded and monitored in near real-time through Analysis. 
 




6.3 Data Structure  
Once the cloud platform had been chosen, the structure in which gesture data and test 
scores were to be recorded was designed. This included the development of a basic hierarchy of 
data, relationships between data sets and other specific data points that aided in the logistics of 
conducting the experiment on-site. Each participant was assigned an ID code before the 
experiment, which then stored all of their data in a relational database, including images of 
gestures performed during video lessons and testing, test scores and completion durations. As 
this data was tied to each user, it could be examined on a per-participant basis as soon as it was 
uploaded, meaning the performance of a gesture or response to a test question could be viewed 
by the researchers in near real time – one second or two after these events occurred. Even though 
the researcher was on site for data collection during the present set of experiments, given that 
this data was stored online, it is feasible that the researcher did not need to be physically present 
to observe participant progress. 
 
6.4 User Flow Design  
Next, the participants’ pathway through the learning materials was designed, outlining 
which screens of the lesson they must engage with, including specific order and sequence of the 
screen presentation, along with the duration of each activity. As the researchers learned more 
about each experimental setting, including available time, quantity of experimental sessions, and 
internet connectivity at each site, these pathways evolved through an iterative process. As part of 
this process, the researcher conducted extensive pre-testing on the app as it was being developed, 
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exploring choices related to time limits on activities and overall usability. This was done to 
ensure that all participants could easily move through the app consistently, and with minimal 
difficulty.  
 
7 Analysis (iPhone app) 
7.1 Experimental Management  
During the experimental session, it was important for the researchers to be able to monitor 
participant progress, and to manage participant data should a technical challenge arise with the 
platforms being used. Analysis served as a companion app to both setup participants for data 
collection, and to monitor their progress through the app. Figure 17 displays a screenshot an 
experiment underway, showing each participant, the time they have been engaging with the 
learning materials, which experimental session they have completed, their progress through the 
experiment and which screen they are currently working on.  
 
 
Figure 17. Analysis app showing progress during the first instructional session of Exp. 3. 
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7.2 Data Cleaning and Export  
During the experiment, ‘drawn’ gesture images from Geometry Touch were uploaded as 
raw files, with no associated data attached to them. An identified need of the study was to 
explore which participants complied with instructions to perform gestures, and which gestures 
were performed while completing test questions. As a result, each gesture image needed to be 
‘tagged’ with descriptive text using the Analysis iPhone app (Figure 18). To facilitate this, the 
app downloaded each image, which the researchers could manually assess or ‘tag’ based on 
gestures shown in each image. This allowed the researchers to attach text-based descriptive data 
to each image, which was then saved in the cloud database for further analysis. After every 
participants’ data had been tagged, it was exported to a CSV (Comma Separated Value) text file, 
to be easily imported into Excel, or IBM’s SPSS statistics application for more detailed analyses. 
 




Figure 19. Screenshot demonstrating workflow for batch tagging multiple gesture images. 
 
 
7.3 Basic Data Analysis  
In addition to experimental logistics and data cleaning, Analysis also included basic 
statistical analysis within the app, including calculation of means, standard deviations, variance 
and even basic ANOVA and t-testing. This was accomplished by using an open source 
mathematics library called Cephes, which added statistical functionality to the app. This allowed 
for near real-time data analysis during the experimental session, as means and other data could 
be calculated while participants were still engaged in the experiment, providing early indicators 
of results.  
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8 Development  
Apple’s Xcode Integrated Development Environment (IDE) was used to concurrently 
develop both apps using a 2.0GHz i7 11” Macbook Air laptop with 8GB RAM. The apps’ 
functionality was tested during development using both software-emulated iPads and iPhones as 
part of the Simulator tool (included with Xcode), two hardware iPads (a 9.7” iPad Air 2 and a 
9.7” iPad Pro) and an iPhone 6S. This testing allowed for fast feedback from other members of 
the research team to revise functionality based on evolving data collection needs and changes to 
the experimental design. 
 
Pilot Testing Pilot testing of the app was conducted by the researchers during development to 
ensure usability and stability, informing design and data structure changes as the experimental 
design evolved. Further testing of the Firebase cloud computing platform involved the 
connection of 15 iPads simultaneously to ensure internet connection was stable and reliable.  
In the following sections we discuss the present set of experiments, including data collection 
procedures, logistical supports provided by the Analysis companion app, data collected at each 
site.  
 
9 Experiment 1  
9.1 Method 
This study was conducted with 115 participants at a large research university south of 
Sydney, Australia with participants ranging in age from 19 to 40 years old. Each participant was 
provided an iPad by the researcher, along with headphones to facilitate engagement in the 
audiovisual portion of the lesson. The experiment was administered across nine different class 
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times for the same teacher-education class, running for 50 mins each. The experiment was 
conducted in two sessions, with the second session following exactly one week after the first. 
Sixteen participants engaged in the lesson at a time, seeking assistance from the researcher or 
teacher as needed. Activities in the Geometry Touch app were not timed, so some participants 
took longer than the designated 20 minutes allocated for the activity. When one participant had 
finished the activity, they handed their assigned iPad to a peer, who would start the activity and 
so on until all participants had completed the activity. This experiment, including setup, and data 
collection, was completed in twelve hours, indicating a promising and efficient first trial of the 
developed apps. 
 
9.2 Data Collected 
Data was collected for 115 participants, with 395 unique data points per participant, for a 
total of 45,425 unique data points. Images captured from the app to assess compliance with 
instructions as well as the nature of participants’ tactile interactions with the iPad screen 
numbered 34 per participant, for a total of 3,910 images. The app and data collection functioned 
as expected with no loss of data, or gesture capture images. On three occasions the Geometry 
Touch app experienced unexpected shut-down which resulted in participants’ automatic 
completion of the experimental session due to a loss of internet connection. When this occurred, 
the Analysis app was used to reset each participant’s progress, allowing the participant to restart 
the experiment without incident and with minimal time lost.  
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9.3 Improvements undertaken based on Experiment 1 
During Experiment 1, a number of logistical and technical challenges were encountered, 
that required that improvements be made to Geometry Touch, Analysis and the existing data 
structures used in the Firebase cloud platform. Table 5 provides a summary of these changes, 





Improvements to Geometry Touch based on Experiment 1 
Improvement Details 
Offline Functionality In the event of a loss of internet connection, data was saved locally 
on the iPad tablet, and uploaded automatically when a connection 
was reestablished. 
Timed Activities Time limits on test questions and mental effort rating responses were 
added to ensure experiments were completed within class time (50 
mins). 
Remote configuration Parameters of each experiment (e.g., time limits, sequence of worked 
example videos) was stored online. Geometry Touch downloaded 
these parameters, providing flexibility in experimental completion in 
situations when time was limited, or different videos were required. 
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Offline Functionality During Experiment 1, it was identified that if the app lost internet 
connection and tried to save performance scores or engagement data, this resulted in a shut-down 
of the app. Subsequently, the first improvement made was to add the capability to store data and 
images on the device’s local file system until such times as an internet connection could be 
reestablished. To account for this, the Firebase cloud platform allowed for offline saving to the 
local device, so that when a connection was found again, the data is uploaded seamlessly. 
Unfortunately, the offline saving function was limited to text-based data such as performance 
measures and did not function for image files such as those displaying participant gestures. To 
account for this, the app was revised to save these images on each iPad tablet’s local file system, 
then upload them when an internet connection was restored. In this event, the researcher was 
notified of this loss of connection through the Analysis app and the images were uploaded 
automatically the next time a connection was available. 
 
Timed Activities Resulting from logistical challenges experienced in Experiment 1, and 
the identified need to ensure all participants conclude the iPad activity within the same amount 
of time, the Geometry Touch app was revised to add a time limit to every screen on which 
participants were asked to provide a response, such as posttest questions or subjective mental 
effort ratings. The timer was presented as a small animated pie chart approximately 1 cm in 
diameter that reduced from a full black circle of 360 degrees, to a half circle of 180 degrees and 
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so on. Adding a timer resulted in a more controlled experimental timeline, allowing for a 
maximum of forty minutes to complete the activity. If a participant did not respond in time, this 
was recorded by Geometry Touch in the database. 
 
Remote configuration During Experiment 1, a logistical challenge arose which led to a 
time constraint and an unfortunate reduction of participant completions. As the parameters of 
each experiment, such as time limits, order of activities and inclusion of specific lessons, had 
been directly programmed into the Geometry Touch app, there was no way to change these 
aspects of the experiment without manually programming the change and re-installing the app 
onto each of the 16 iPads that were deployed. In response to this need for flexibility, the app was 
revised to include a feature within Firebase called ‘Remote Configuration’. This allowed for 
cloud-based configuration of the experimental parameters, meaning time limits on test questions, 
and which worked example videos and test questions should be included. This functioned by 
including all possible materials stored on the device itself and using these remote configuration 
settings to load the specific materials required, as well as their sequence. When participants 
launched the app and logged in with their specific ID code, the app fetched these remote values, 
and the appropriate experimental set up was loaded, including time limits, worked example 
videos to include, and the sequence in which they would be presented. In the case of no 
connectivity, a default configuration was stored on the device. As a result of this new 
functionality, the parameters of the experiment could be changed minutes before the experiment 




User interface design Based on observations made by the researcher and app designer 
during Experiment 1, a number of app design improvements were completed before Experiment 
2. This included changes to the design of certain user interface elements, specifically a button 
which allowed participants to move through the application. As this was originally a round 
generic ‘checkmark’ button, participants reported confusing this button for the zero (‘0’) on the 
provided numerical keypad as they entered numerical answers to test questions. As a result, the 
checkmark button was replaced with more context-specific buttons reading ‘Begin’, ‘Next’ and 
‘Submit’ to reduce further confusion.  
 
10 Experiment 2 
10.1 Method. 
Experiment 2 functioned as a pilot study to ensure that improvements made to the app 
were robust, and to test whether experimental procedures were more efficient. This experiment 
was conducted with 18 students at a high school south of Sydney, Australia. Students ranged in 
age from 12 to 13 years old. Groups of 12 students were removed from their regular classes and 
worked individually in a separate room, each using a researcher-supplied iPad, with researchers 
providing support if needed. Both experimental sessions took were completed in a total of four 
hours. Offline capability was also robustly tested during this pilot due to a loss of internet 
connection at the experimental site. As a result, each of the 12 iPads was ‘tethered’ to the 
researcher’s mobile phone (iPhone 6S), which allowed each iPad to connect to the iPhone’s 
cellular data connection for the duration of the experiment. This demonstrated that the 
deployment of apps for this purpose may not require robust internet connectivity typically 
available inside buildings. Indeed, they may also function outdoors and in remote areas, as long 
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as a cellular connection is available and data transfer requirements are within the limits of that 
connection. 
 
10.2 Data collected. 
After the improvements to the app, 458 data points were collected for each of the 18 
participants, for a total of 8,244 data points collected. Images collected for each participant 
numbered 38 for a total of 684 images. Despite challenges connecting to the internet while this 
experiment was administered, there was again no loss of data points, suggesting that offline 
functionality and subsequent upload once an internet connect had been reestablished functioned 
as expected. Remote configuration of experimental parameters also functioned as expected. 
There was a single instance of loss of gesture image out of a total of 684 images, with 0.0015% 
data loss. Overall, the apps performed as expected and no further improvements were required.  
 
11 Experiment 3 
11.1 Method. 
The third and final experiment was conducted with 92 participants at an independent high 
school, south of Sydney, Australia. All participants ranged in age from 12 to 13 years. For this 
experiment, each participant had their own personal iPad as a requirement of their school, so in 
this case, there was no restriction on the amount of simultaneous connections to the Firebase 
cloud platform and therefore the experiment could be completed much faster. To facilitate 
installing the app on each student’s iPad, the app was made available for manual download 
through the researchers’ home university deployment platform, which bypassed the need for 
uploading to a commercial ‘app store’ while still ensuring security. The experiment was 
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conducted over two sessions, with two class time slots running four simultaneous classes of fifty 
minutes each. Due to the high number of simultaneous connections, this experiment, while it 
included 92 participants, was completed in a total of four hours. 
 
11.2 Data collected. 
For the 92 participants, 458 data points were collected for each, for a total of 42, 136 data 
points total with no loss of data. As in Experiment 2, 38 gesture images were collected for each 
participant, resulting in a total of 3496 images. During data cleaning, 3 images were found to be 
missing with a total image data loss of 0.00086% 
 
12 Compliance Across Experiments 
Compliance with in-app instructions was calculated for each experiment (see Table 6 for 
means and standard deviations). For Experiment 1, compliance was calculated out of a possible 
1.0 from 6 worked example images. For Experiment 2 and 3, compliance was calculated out of a 
possible 1.0 from 9 worked example images. Results across all three experiments indicated that 
participants demonstrated lower compliance with instructions in the pointing condition. Given 
that pointing is generally considered to be an in-air gesture, with an individual using their index 
finger to indicate the spatial location of an object of interest to another party, it can be assumed 
that while the instructions in the Geometry Touch app both demonstrated through visual cues, 
and prompted through auditory instructions to touch the screen, some participants did now 
follow these instructions, instead opting to perform a pointing gesture as it is generally 
understood. Table 6 provides participant counts for each experiment, along with means and 
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Means and standard deviations for compliance with instructions (out of total 1.0). 
 
  Control  Cue  Point Trace 
Exp. 1 Participants (N) 24 26 26 33 
 Compliance (SD) 0.986 (0.674) 0.981 (0.072) 0.703 (0.337) 0.8282 (0.258) 
Exp.2 Participants (N) 4 6 8 2 
 Compliance (SD) 0.972 (0.055) 0.758(0.389) 0.640(0.291) 0.165(0.233) 
Exp.3 Participants (N) 21 25 19 27 
 Compliance (SD) 0.995 (0.024) 0.996 (0.022) 0.673 (0.251) 0.930 (0.132) 
  
The Geometry Touch and Analysis apps proved invaluable for conducting the present study both 
in terms of experimental logistics and data collection and collation. The next section provides a 
summary discussion of the two apps and provides recommendations for future contexts in which 




13 Implications for Research Practice 
This article has outlined the development of an ICT tool designed to collect gesture data 
from students interacting with audio-visual lessons on a touch-based computing device, 
specifically an Apple iPad. A secondary goal of this tool was to increase the efficiency of data 
collection across multiple devices being used simultaneously by many participants and to reduce 
the time necessary to carry out each experiment. With minimal logistical and technical 
challenges encountered during data collection, the apps represented an invaluable addition to the 
researchers’ toolset, one that provided increased efficiency in conducting each experiment, along 
with the flexibility of managing each experiment’s logistics and data access. A tool such as this 
would therefore be recommended for future studies as a model for larger scale data collection, as 
well as studies that wish to explore how participants interact with touch-based materials in detail. 
 These apps represent a novel approach to facilitate data collection and analysis in touch-
based gesture research. There was many hours of development work to meet the needs of a very 
specific research context. With that being said, the performance of the presented apps, including 
their reliability and efficiency demonstrates an exciting opportunity for future studies in any 
discipline. Leveraging the ubiquity of always-connected devices such as smartphones and tablets 
is not only feasible, but once developed, relatively simple to deploy for the on-site researcher. 
For the present set of studies, researchers were physically present at every experimental site to 
provide technical and logistical support. As research practice continues to evolve, looking to 
cloud platforms to support data collection is not only a realistic possibility, but has the potential 
to dramatically increase access to and inclusion of participants and, by extension, more widely 
applicable research outputs. By leveraging such technologies, more participants could contribute 
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to scientific inquiry with the touch of a button or the swipe of a finger using devices they already 
own, without the need for researcher presence.   
 The apps described in this article were developed specifically for the Apple iPad tablet 
computer – a decision based upon the availability of devices in each experimental setting. Given 
that touch-based devices such as tablets and smartphones leverage similar technologies 
regardless of manufacturer or base operating system, similar tools may be adapted and developed 
for other platforms in the future. Similarly, the cloud-based system used to collect data for this 
series of experiments is also one of many available, and as such future studies may wish to adapt 
the described methods and platforms and make alternate decisions regarding where their data is 
uploaded and stored. 
 
14 Limitations 
While the apps performed as intended, challenges arising from their implementation were 
mostly related to logistical and human factors within each experimental context. It was observed 
that participants in the pointing condition demonstrated lower compliance with in-app 
instructions and were observed using in-air pointing gestures, which were not captured by the 
iPad app. As a result, it is important to consider the nature of the instructions provided to 
participants, so they perform the actions as intended, with sufficient time to pilot-test instructions 
to ensure compliance. This serves to account for individual differences in problem solving 





As interest in research exploring the human motor system’s role in learning and cognition 
increases, innovative methods of data collection and the supporting technologies that allow for 
the capture of both gross and fine body movements will be integral to this area of inquiry. The 
underlying technology used in Geometry Touch is available in almost every modern smartphone 
or tablet, so as researchers explore the design of learning materials and experiences, technologies 
such as these can be immediately applied, capturing an additional layer of data that may 
contribute to an increased understanding of the learning context. Cross-disciplinary research 
exploring learner data beyond traditional performance measures may also provide a meaningful 
path forward. Learning Analytics (LA) (Siemens, 2013), is an area of research that explores data 
related to learner behaviours, which can include test performance, and other data available in 
most educational contexts such as demographics, academic history and ICT tool engagement. 
This data can be analysed in an integrated fashion to provide a clearer picture of the learning 
process, thus informing the development of meaningful interventions for educational practice. 
One growing area of inquiry within LA research is devoted to exploring data beyond 
traditionally accessible information. Multimodal Learning Analytics (MMLA) (Blikstein, 2013; 
Blikstein & Worsley, 2016) suggests that by blending traditional data points such as test scores 
and grades with newly accessible data including geolocation, biometrics and movement data, a 
much clearer picture of natural learning environments will emerge.  
While it may be challenging to gather data on human movement with more traditional 
methods, ICT tools are continually being developed that support the recording and interpretation 
of this data, with Geometry Touch being just one example. Virtual Reality (VR) and other related 
technologies now have the ability to capture and record head and hand movements within a 
confined space, and as technology evolves, more high-fidelity data will no doubt be captured in 
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the future, including facial expressions, and eye and finger movements. By combining biometric 
data with traditional performance measures, exploring the underlying cognitive and 
physiological mechanisms that contribute to learning and problem solving may lead to the 
identification of new strategies for supporting learners of all abilities.  
 
 
15 Source Code 
Source code written in Apple’s open source Swift language and associated files for use in 
Apple’s Xcode Integrated Development Environment (IDE) is available at 
http://www.stoosepp.com/research/.  
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CHAPTER EIGHT 
Experiment 1 Results 
OVERVIEW 
This chapter is presented as a conventional thesis chapter outlining Experiment 1 to test 
stated hypotheses. Experiment methods, including participants, materials, procedure and 
variables are described, along with results, analysis and subsequent discussion. Improvements 
implemented in both materials and procedure as informed by this study are then described in 
detail, including the rationale for such changes and the testing of changes for Experiment 2, 






The purpose of Experiment 1 was to investigate the effects of incorporating different 
types of hand gestures into a touch-based audiovisual lesson on geometry. Participants were 
asked to take part in two experimental sessions – the first session presented worked example 
video lessons focusing on solving for angles on a parallel line, followed by a posttest; and the 
second session, a delayed test. The experiment aimed to first replicate existing studies on the 
tracing effect (Ginns, Hu, Byrne, & Bobis, 2016; Hu, Ginns, & Bobis, 2014, 2015; Macken & 
Ginns, 2014), that suggest the performance of tracing gestures on learning materials can enhance 
learning and cognition. Further, the experiment aimed to investigate how the observation and 
performance of different types of gestures beyond tracing impact learning performance in a 
touch-based learning environment using information and communication technologies (ICT).  
Approval to conduct Experiment 1 was granted by the Human Research Ethics committee 
and the University of Wollongong (Appendix B). An information letter was developed and 
provided both to participants which described the study, including its purpose, procedures and 
how privacy of each student would be ensured. Every person participating signed a consent form 
(see Appendices D, E, & F). 
 
There were four instructional conditions: 
Control: Participants were instructed to look at the iPad screen during an audiovisual lesson 
that contained no visual cues.  
 
Cue: Participants were instructed to look at the iPad screen during an audiovisual lesson that 
contained animated images of hands performing tracing. 
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Point: Participants were instructed to point at key areas on the learning materials by touching 
the iPad screen with their index finger during an audiovisual lesson that contained gesture-
priming cues. 
 
Trace: Participants were instructed to trace along key areas on the learning materials by 
dragging their finger along the iPad screen during an audiovisual lesson that contained gesture-
priming cues. This is considered an embodied gesture as the path of the trace is linked to the 
concept being learned. 
 
This study’s aim was to explore how finger-based gestures affect the learning of geometry in 
a touch-based learning environment. The following research questions were developed to 
investigate this aim in terms of performance and mental effort: 
 
Q1: Do finger-based gestures enhance the learning of geometry from worked examples? 
 
Q2: Do the use of gestures lead to increased test performance when compared to not 
making gestures? 
 
Q3: Do embodied gestures (conceptually related tracing) lead to increased test 
performance when compared to attentional gestures (pointing)? 
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Q4: How do embodied and attentional gestures influence student perception of the 
learning experience? 
 
Based on the findings of previous studies on the tracing effect and the human movement effect, 
the following three hypotheses were tested in the experiment.  
 
H1: Finger-based hand gestures will lead to increased performance on test items when compared 
to not gesturing due to increased attention guidance around the hands. 
 
H2: Tracing will lead to increased test performance when compared to pointing due to an 
embodiment of presented concepts and related shapes. 
 
H3: Mental Effort will be rated lower for gesture conditions when compared to non-gesture 
conditions due to the finger-based gestures providing increased attention guidance.  
• For Extrinsic and Intrinsic Cognitive Load, gesturing will lead to lower subjective 
ratings. 
• For Germane Load, tracing will lead to higher subjective ratings when compared to 





2.1 Participants and design. 
Participants were undergraduate students at a large research university south of Sydney, 
NSW, Australia. There were a total of 116 participants students aged 19 year to 40 years. The 
experiment took place over two experimental sessions separated by one week, with each session 
taking approximately 20 mins to complete. Each session was conducted in a classroom setting 
across 8 classes, supervised by the students’ regular instructor, with a maximum of 30 students 
per class. Each student was assigned a participant code randomly by picking a card out of a box, 
with specific code ranges assigning participants to their respective condition (e.g., 1000-1999 for 
control condition, 2000-2999 for cue condition, etc.). Sessions and phases for each aspect of 
Experiment 1 are presented in Figure 20. 
 
 




The experimental materials were developed by the researcher in consultation with three 
PhD supervisors. The worked example lesson and test materials used in the experiment were in 
the domain of geometry, specifically the materials presented how to solve for angles on a parallel 
line. This topic was chosen as it aligned with the Australian National Curriculum Stage 4 (years 
7-8) and the school experiment was conducted in Year 7 mathematic programing. Lesson 
materials covered how to solve for angles on a parallel line, including the use of corresponding 
angles, alternate angles and co-interior angles to solve for an unknown angle. These materials 
were based on those used in previous gesturing studies by Tindall-Ford, Agostinho, Bokosmaty, 
and Paas (2015) and Hu, Ginns, and Bobis (2015). The worked example lesson, as well as 
immediate posttest and delayed test were conducted in a custom-created iPad app called 
Geometry Touch. This app was developed by the researcher and underwent a number of 
iterations based on pilot testing and feedback from supervisors. A companion app called Analysis 
was also developed to support experiment logistics and data cleaning after the conclusion of 
experimental sessions, though given that Analysis was not directly involved in the experimental 
materials or procedure, only Geometry Touch (see Chapter 7) and its components are discussed 
in detail below. 
 
3.1 Paper materials 
Prior to participants beginning the iPad lesson, they were provided with a simple one-
page paper hand-out which presented a review of knowledge and skills required for the lesson. 
This included definitions of parallel and transversal lines, along with the rules for solving for 
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angles on a straight line (e.g. all the angles add up to 180 degrees). Figure 21 shows details of the 
one-page hand out.  
 
Figure 21. Paper review sheet provided for participants before iPad lesson 
 
3.2 Geometry Touch 
A custom iPad application (app) was developed to facilitate all aspects of participation in 
the experiment, including training on how to interact with the app, presentation and interaction 
A Quick Review…
PARALLEL lines are lines that go on forever next to each other, but 
never touch. 
Parallel lines are marked with arrows pointing in the same direction
A line that cuts across 2 or more parallel lines is called a 
TRANSVERSAL
When a line intersects with a straight line, the angles on that straight 
line add up to 180°.
Now to the iPad!
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with learning materials, and the administering of performance testing including posttests and 
delayed tests.  
Geometry Touch was developed as a self-contained learning experience for the iPad 
multi-touch tablet. The app was designed to automate all aspects of data collection. Once each 
participant had started engaging with the app, there was no need for a researcher or teacher to 
support or intervene as each activity within the app included instructions and demonstrations to 
support their completion, meaning participants could complete the experimental session in one 
self-contained experience.  All data collected in the app was done so through the use of a cloud 
computing platform, which saved data to a secure online database, including performance 
measures and information relating to how the participants physically engaged with the lessons 
contained within the app.  
A previous study suggested that explicit instructions to gesture without providing a visual 
gesture-priming cue (animations with images of a hand demonstrating the gesture to be 
performed) could increase Cognitive Load (Post, Van Gog, Paas & Zwaan, 2013). As a result, 
for participants assigned to gesture conditions, Geometry touch included an animated hand 
performing each gesture a participant was asked to perform, along with a brief verbal instruction 
on how to perform it. This served as a visual gesture-priming cue intended to elicit participant 
gestures and were included in each activity for both pointing and tracing conditions. This aligns 
with research describing the Human Movement Effect which describes a cognitive benefit for 
learners when they observe human movements they must replicate (Wong, Marcus, Ayers, 
Smith, Cooper, Paas, & Sweller, 2009). 
All materials in the Geometry Touch app were presented in grayscale, with the intention 
of avoiding any visual challenges between participants due to differing abilities to see colour. 
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The follow sections each component contained within the app, including how a participant 
interacted with the different materials presented and a rationale for their inclusion. 
 
Tap Training 
Before participants could engage in experimental activities, it was important that they 
understood how to tap buttons, confirm choices and respond to questions. The tap training 
activity presented an arrangement of five circular buttons in a ‘+’ configuration, prompting 
participants to toggle numbered buttons on and off (Figure 22), providing an experience that 
replicated many of the common interactions used in the app, such as confirming a choice, or 
typing on a keypad. Participants were asked to toggle three sets of numbers on and off, and were 
provided formative feedback should the participant not be successful (e.g., “Please try again. 
Toggle circles 1, 3, and 2 until they are all black”). 
 
 
Figure 22. Tap training screen showing numbered buttons to toggle on and off. 
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Visual Pattern Task (VPT) 
In this task, participants were presented a series of grids comprised of black and white 
blocks presented in a specific pattern (Figure 24).  These grids were presented for 3 seconds 
each, after which participants were asked to remember and replicate it on the next screen 
containing a blank grid comprised of only white blocks. At this point, the participants could 
toggle each block’s colour by tapping on it (e.g., tapping on a white block changed it to black 
and tapping a black block changed it to white). These grids become more difficult as the task 
progressed, with increasing quantities of black and white blocks, until the participant failed to 
successfully replicate an observed grid.  
The task began by showing two practice grids for three seconds each. Following a short 
pause of one second, a blank grid appeared. Students were then given 20 s to toggle individual 
boxes on and off to match the blank grid to the one they previously saw. Time remaining was 
indicated with an animated pie chart which reduced in angle from 360 degrees to 0 degrees. If 
the student was not successful in matching each practice grid, they were given 2 more chances 
for each. After 2 practice grids the scored game began. The scored game consisted of a 
maximum of 35 different grids in increasing difficulty with the same 20 second time limit for 
each grid. The game continued until the student did not match grids correctly. When this 
occurred, they were informed that the game was complete, without showing them their final 
score.  
The Visual Pattern Task (VPT) (Della Sala, Gray, Baddeley, Allamano, & Wilson, 1999) 
was developed to capture individual differences in visuospatial short-term memory capacity. 
Given that this study’s aim was to investigate the effects of observing and performing gestures 
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while engaging with learning materials of a visuospatial nature, the results that the VPT provided 
insight into how the observation and performance of gestures affected individuals with differing 
visuospatial abilities.  
In a previous study investigating the effects of hand proximity on visual attention, 
Abrams, Davoli, Du, Knapp, and Paul (2008) found that when hands were placed near a visual 
stimulus, shifts in attention between stimuli were slower when hands were present, suggesting 
increased scrutiny of objects near hands. To avoid any prioritization of information near the 
fingers or hands while completing the VPT task, instructions were provided for participants to 
place their hands to the sides of their iPad to both address this prioritization issue and to avoid 
obscuring their view of each grid (Figure 23). 
 
 





Figure 24. Sample levels of touch-based VPT grids. 
 
Condition Training 
Each assigned condition (control, cue, point and trace) for the experiment had different 
worked examples and interaction instructions associated which each, so it was important to train 
participants on how to engage with the screen based on their assigned condition. A training 
activity was developed in which a rectangle with black circles at each corner with white numbers 
from one to four was presented, along with specific auditory instructions and visual cues for each 
condition (Figure 25). All participants listened to a verbal statement which described the 
rectangle while simultaneously playing an animation demonstrating how to engage with the 
square using their hands. All participants would hear the introductory verbal statement: “Now 
we’re going to learn how to follow along with the screen to prepare for the lesson. Let’s begin. 
This square has four corners. 1…2…3…4…and back to 1”. At the point of each pause between 
numbers, based upon each participant’s assigned condition, animated hands demonstrated how to 
interact with the rectangle were displayed, with gestures performed as the numbers spoken (e.g., 
pointing at the number 2 circle when “2” was spoken). Subsequent verbal instruction prompted 
participants to replicate what they just saw with the phrasing as follows for each condition: 
 
Control:   
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“Now look at the screen and follow along with my voice. This square has four corners. 
1…2…3…4…and back to 1” 
 
Cue:  
“Now look at the hands on the screen and follow along with my voice. This square has 
four corners. 1…2…3…4…and back to 1”. 
 
Point:  
“Now you point on the screen and follow along with my voice. This square has four 
corners. 1…2…3…4…and back to 1”. 
 
Trace:  
“Now you trace on the screen and follow along with my voice. This square has four 
corners. 1…2…3…4…and back to 1”. 
 
Participants performed the appropriate gestures on the screen while the numbers were 
spoken. While the participants engaged in this activity, the app recorded each touch registered on 
the screen to ensure each student complied with the instructions. If they did not perform the task 
successfully, they were given one more attempt, following which the app continued to the next 
activity and recorded unsuccessful completion to the online database. 
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Figure 25. Condition Worked Example Training Screen 
 
Worked Examples  
Video lessons were developed to present worked examples of problem-solving strategies 
in geometry. Paper materials provided before the beginning of the iPad lesson covered a basic 
review of parallel line definitions and strategies for solving for angles on a straight line. Each 
video lesson contained visual learning materials depicting a specific topic, a voice narration 
supporting and explaining the information on screen and, depending on the assigned condition, 
an animated hand performing finger-based gestures on the materials.  Every aspect of the design 
of these worked example videos was chosen to be in compliance with previously identified CLT 
effects. First the geometric lines and corresponding text descriptions were provided in an 
integrated format (Figure 26), intended to reduce split attention (Chandler & Sweller, 1992; 
Sweller & Chandler, 1991), an identified CLT effect which describes when learning performance 
is negatively impacted due to the requirement to shift attention back and forth between part of a 
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diagram and corresponding descriptive text. Next, voice narrations in the present study were 
included based upon CLT’s modality effect (for a review, see Ginns, 2005), which describes the 
practice of presenting visual information with auditory explanations and the positive effects on 
learning that have been observed. In addition to modality, each video was designed to be no 
longer than three minutes in duration. This design choice was informed by the transient 
information effect (Leahy & Sweller, 2011), which describes when learners must hold 
information in mind that is no longer available in the environment, resulting in decreased 
learning performance. Videos short in duration ensured that narrations, which were repeated for 
clarity, negated any transiency of information.  
Lastly, the cue, point and trace conditions contained animated images of a hand performing 
tracing and pointing gestures on the static materials. Instead of using hand foils (cartoon 
representations), grayscale photographs of hands were included in animations as previous studies 
have demonstrated that learners have faster cognitive responses to more human-like hand 
representations (Gowen, Bradshaw, Galpin, Lawerence & Poliakoff, 2010; Press, Bird, Flach & 
Heyes, 2005). The inclusion of these animated hands used to illustrate gestures the participants 
would be performing was rooted in the human movement effect (Ayers, Marcus, Chan, & Qian, 
2009; Wong et al., 2009), which describes the benefits to learners when they observe first-person 
animated hands performing procedural motor tasks intended for replication. 
The specific instructions to trace, build upon a previous study by Hu, Ginns, and Bobis 
(2015) that used very similar materials. In these previous studies, explanations and worked 
examples were presented on paper, with detailed text descriptions, as opposed to voice 
narrations.  Given recent advances that indicate hand gestures can support learning and cognition 
and that the use of touch-based ICT is worthy of further exploration (Sheu & Chen, 2014) this 
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study presented an opportunity to explore both areas. The addition of hand gestures to existing 
dual-modality materials through a touch-based ICT learning environment allowed the researchers 
to explore how this potential additive effect may influence learning and performance, while 
ensuring that the presentation and design of the learning materials was informed by previous 
cognitive load research.  
The following section provides details of each worked example video and their intended 
educational purpose, summarized in the sequence in which they were presented on the iPad: 
1. Corresponding angles 
a. Definition and rules governing equality of corresponding angles 
b. Two worked examples showing how to solve unknown angles using the above 
rules. 
2. Alternate angles 
a. Definition and rules governing equality of alternate angles 
b. Two worked examples showing how to solve unknown angles using the above 
rules. 
 
Worked example videos were presented as two sets of three videos explaining how to 
solve for unknown angles on a parallel line using the rules that govern alternate and co-interior 
angles. For each set, one video defined terms and explained the basic rules pertaining to each 
type of angle (e.g., alternate angles on a parallel line are equal) and two subsequent videos 
demonstrated how to solve for unknown angles using these rules (for detailed scripts, see 
Appendix J). Each video used letters as placeholders to refer to each angle so the participant 
could easily follow along (Figure 26).  
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Figure 26. Screen capture of worked example video with hand 
 
De Koning and Tabbers (2013) found that participants who observed animated hand cues 
performed better than those who performed gestures along with animated arrows and noted that 
gesturing along with an animated cue may not be beneficial to learning. It was suggested that as 
a result of the requirement to focus attention on trying to follow the animated cues, this may have 
led to an increase in extraneous cognitive load - performing the gesture in real time and learning 
the subject matter simultaneously. Based on these findings, the present study provided two sets 
of identical verbal statements while removing the requirement to simultaneously follow along 
with animated cues on the second (see example scripts below):  
 
Worked example definition script (Trace condition): 
“Now we’re going to learn about alternate angles. Let’s begin.”  
1. “Angle A … is equal to angle B … because they are alternate angles on a transversal. 
Both angel A and angel B are 50 degrees. Now you trace on the screen and follow 
along with my voice.”  
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2. “Angle A … is equal to angle B … because they are alternate angles on a transversal. 
Both angel A and angel B are 50 degrees”. 
 
Worked example problem-solving script: 
“In this example, we’re going to solve for Angle C. Let’s begin.” 
1. “Angle A is 50 degrees … Angle B is also 50 degrees …  This is because they are 
alternate angles on a transversal, and alternate angles are equal. Angle C is 130 … This 
is because two angles that form a straight line add up to 180 degrees. 180 minus 50 
equals 130 degrees. Now you trace on the screen and follow along with my voice”  
2. “Angle A is 50 degrees … Angle B is also 50 degrees …  This is because they are 
alternate angles on a transversal, and alternate angles are equal. Angle C is 130 degrees 
…This is because two angles that form a straight line add up to 180 degrees. 180 minus 
50 equals 130 degrees.” 
 
The first verbal statement explained the concept while the student watched the video, 
allowing them time to study the visual materials. Depending on their assigned condition, the 
participants would also see an animated hand performing a specific gesture. During the second 
verbal statement, an animated hand was presented for the cue condition. No animated hands were 
presented for the point or trace conditions, allowing participants to gesture on a screen without 
distractions, and negating the requirement to follow along as described by de Koning and 
Tabbers (2013). In each instance, a pause in the verbal statements aligns with assigned gestures 
to be observed or performed.   
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In addition to the audio explanations, each video included brief text labels, linked to the 
explanations and concepts involved. As outlined by de Koning, Hooijdonk, and Lagerwerf 
(2016), and suggested by Mayer and Johnson (2008) the presence of longer text explanations 
could possibly lead a ‘reverse’ verbal redundancy effect, and an increase in cognitive load while 
the learner attempts to process both the verbal and written information simultaneously, which in 
turn could lead to lower learning outcomes. By presenting brief text labels on learning materials, 
instead of longer text explanations with accompanying audio explanations, the participant would 
not experience this additional cognitive burden. 
 
Mental effort training video 
A short video was developed to train participants on how to provide subjective mental 
effort ratings during key points of experiment.  The video first explained the concept of mental 
effort, then provided examples of how to respond to the two types of mental effort rating scales 
used - a 9-point text and numbered rating scale (Paas, 1992) and a novel 5-point emoji-based 
rating scale. Examples demonstrated how to report mental effort based on easy math examples 
for low mental effort (“What is 1+ 1?”), more complicated equations for medium mental effort 
(“(4 x 3 x 6) / 2 + 4 = ?)”)  and a harder question (“800.5 / (2 x 10.6)”) for high mental effort to 
illustrate how to respond.  
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Figure 27. Screenshot of Mental effort training video. 
 
Paas mental effort rating scale 
A touch-based version of the Paas 9-point mental effort rating scale (Paas, 1992, Paas & 
van Meriënboer, 1994) was developed to measure subjective perception of cognitive load. A 
prompt was displayed on screen which read “please rate your mental effort used in working 
through the previous example”. The responses consisted of 1, Very, very low mental effort to 9, 
Very very high mental effort, which the participant responded to by tapping on the corresponding 




Figure 28. Screenshot of Mental Effort Paas Scale as shown in Geometry Touch app 
 
Emoji mental effort rating scale 
In addition to the Paas mental effort rating scale, a novel Emoji (small pictorial icons 
used to convey an emotional or cognitive state) 5-point mental effort rating scale was also 
developed. As this experiment involved children, the nuanced language of the 9-point written 
rating scale may have led to less stratified responses. As a result, a novel mental effort rating 
scale using images conveying mental effort was hypothesized to be more accessible to the 
participants, given their age. This scale included the prompt “which picture best shows your 
mental effort used in working through the previous example?” and consisted of five emoji, which 




Figure 29. Mental Effort Emoji Scale (right for low mental effort and left for high) 
 
Leppink emoji scale 
A novel Emoji-based version of the Leppink Cognitive Load Rating Scale (Leppink, 
Paas, Van Gog, Van der Vleuten, Van Gog, & Van Merriënboer, 2013). The Leppink scale asks 
a series of ten questions on various aspects of the learning experience intended to collect 
subjective ratings of each type of cognitive load, including intrinsic, extrinsic and germane. A set 
of different emoji were used to convey responses to each type of cognitive load. The first of three 
screens presented focused intrinsic cognitive load, the next three on extraneous cognitive load 




Figure 30. Screen capture of Emoji Leppink questions for capturing extraneous cognitive load. 
 
Near and far transfer questions 
Test questions were developed to assess a participant’s ability to extend learned problem-
solving strategies beyond worked examples. Near transfer questions were very similar to worked 
example problems, however the transversal line was presented as horizontally flipped and angle 
sizes were different than those presented in the worked examples (Figure 31). Far transfer 
questions were visually different from the worked examples and presented in two subtypes - 
either rotated at an angle (Figure 32) or showing three parallel lines instead of two (Figure 33). It 
should also be noted that near transfer and rotated far transfer questions provided intermediate 
angle placeholders to assist participants in solving for unknown angles using implied next steps, 
yet the three parallel line transfer (Figure 33) questions simply presented an initial angle and 
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unknown angle (Figure 31)  Participants were given 60 s to complete each question and 
submitted their answer by typing on the keypad and tapping a ‘Submit’ button. 
 




Figure 32. Screen capture of sample transfer test question. 
 
 
Figure 33. Example of far transfer question with 3 parallel lines. 
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4 Gesture performance data 
 In addition to participant-facing measures, the Geometry Touch app also captured gesture 
data for each screen as the students engaged with worked examples and tests. This data was not 
visible to students, but was accessible to the researcher through the Analysis companion app. 
Through this app, the researcher was able to see a visualisation of how each participant engaged 
with each worked example and each test question. These images (Figure 34) presented gesture 
order in the form of numbers and direction, in the form of colored circles around each number. 
Relative gesture speed as it was performed was captured as differentiated colours along the line 
of a trace calculated based upon the refresh rate (60Hz) and line segment length in points (a 
resolution-independent coordinate measure that is universal across devices) of on the iPad. For 
example, a slow trace was presented in yellow, a medium in orange and fast in red. Numerical 
data was derived from this line segment data to provide the researcher with average gesture 
speed (in points per 1/60 s) and a percentage of each gesture speed across all gestures on a given 
screen. 
 




Nine teacher-education classes running 50 min each participated in the experiment, with 
each student working by themselves to study paper materials and complete activities in the 
Geometry Touch app. In each class, students rotated between three ‘stations’ focusing on specific 
topics planned by their regular instructor, with one of these stations being the experimental 
activity. Students rotated between each activity every 15-20 mins, allowing for three rotations 
per class. On the day of the first session of the experiment, the researcher provided pre-made 
cards with ID codes on them. Upon entering the classroom, students were asked to pick up, read 
and sign a consent form if they were interested in participating in the study. Upon return of their 
consent form, they picked an ID code card out of a box, which contained a randomly assigned 
code, which they were asked to write on their consent form. The teacher then introduced the  
activities, instructing students to cycle through one of three activity stations; one of which was to 
work through a lesson on one of 15 researcher-provided iPads using the Geometry Touch app. 
Students who did not wish to participate in the experiment, were assigned a dummy ID code that 
still allowed them to participate in the activity, with the app not collecting any data. At the start 
of each activity session, the researcher provided brief instructions on what the participants were 
to do – that they were to work through the iPad lesson and were not to work together or speak to 
each other during the lesson. The first experimental session contained audio for each worked 
example lesson, so the researcher provided headphones to students. The researcher also provided 
optional blank scratch paper, which participants could use to do simple arithmetic to assist their 
problem solving. Following these instructions, regardless of their choice to participate in the 
experiment, participants began to work through the iPad app’s activities until completion. 
Activities were not timed, so students could work through and spend as much time on each 
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activity and test question as they’d like, tapping a ‘confirm’ button to move onto the next activity 
when ready. 
 
 Experimental activities are described in these separate phases: 
1. Session 1: Introductory Phase 
2. Session 1: Training Phase 
3. Session 1: Learning Phase 
4. Session 1: Test Phase 
5. Session 2: Introductory Phase 
6. Session 2: Training Phase 
7. Session 2: Test Phase 
 
Table 7 
Experimental Sessions and phases, with activity counts. 
Phase Session 1 Activities 
Introductory Login 
 Dominant Hand response 
Training Phase Tap Training (3x screens) 
 Mental Effort training video 
 Visual Pattern Task 
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 Condition-based gesture training 
Learning 
Phase 
Solving for angles on a parallel line using corresponding angles 
(definition and 2 worked examples); 
 Paas and Emoji mental effort ratings x3 
 Solving for angles on a parallel line using alternate angles (definition 
and 2 worked examples) 
 Paas and Emoji mental effort ratings x3 
 Leppink Emoji CLT ratings x3 screens 
Test Phase Near transfer questions x4 
 Paas and Emoji mental effort ratings x4 
 Far transfer Questions x10 
 Paas and Emoji mental effort ratings x10 
Phase Session 2 Activities 
Introductory Login 
Training Phase Tap Training (3x screens) 
Test Phase Near transfer questions x4 
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 Paas and Emoji mental effort ratings x4 
 Far transfer Questions x10 
 Paas and Emoji mental effort ratings x10 
 
1. Session 1: Introductory Phase 
Before starting on the iPad-based activities, participants studied the paper-based materials 
which reviewed basic concepts such as the definitions of parallel and transversal lines, as well as 
how to solve for angles on a straight line. When they were ready, they launched the Geometry 
Touch iPad app. Upon launching the app, a source of internet connection was automatically 
detected, and a prompt indicated to students to log into the app using their assigned ID code 
(Figure 35). After doing so, each student was prompted to answer a question identifying their 
dominant hand (e.g., left-handed or right-handed). Given that animations and images used in the 
subsequent materials were right-handed, this information was collected to explore any effects of 
observing dominant and non-dominant hands in learning materials.  
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Figure 35. Screenshot of login screen 
 
 
2. Session 1: Training Phase 
Following the dominant hand screen described above, all students undertook a training phase. 
The training phase included the following; 
• Tap Training Activity in which students learnt how to interact with the app. 
• Mental Effort training video in which students learnt how to respond to mental 
effort rating scale questions, including Paas scale and novel Emoji scales. 
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• Visual Pattern Task (VPT) including practice grids, until they had either 
successfully completed all 35 grids included in the task or had failed to replicate a 
grid. 
• Condition training activity, in which students learnt how to perform gestures based 
on their assigned condition, interacting with an onscreen square. 
 
 
3. Session 1: Learning Phase 
A series of six worked example videos ranging from 20 to 90 s in length provided 
instruction on how to solve for unknown angles on a parallel line, using the rules that govern the 
equality of alternate angles and co-interior angles to solve each problem.  
Following each worked example video, the app automatically took students through a 
sequence of two screens where they were asked to report on their mental effort. The first was 
using the Paas mental effort rating scale, with the next screen showing the novel Emoji mental 
effort rating scale.  
After all worked example videos were completed, the learning phase ended with a final 
stratified mental effort measure in the form of a novel emoji-based version of the Leppink Scale 
(see Figure 30) intended to collect subjective self-assessment of intrinsic, extraneous and germane 
cognitive load, with each screen containing multiple questions. 
  
4. Session 1: Test Phase 
After the learning phase was completed, the app informed students they would be asked what 
they remembered and learned from the previous phase. The test phase included: 
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• 4 near transfer questions (60 s per question) 
• 10 far transfer questions (60 s per question) 
After each near transfer and far transfer question, students were presented with 2 separate 
screens in sequence, similar to worked example procedures. The first screen recorded the 
participants’ response to the Paas mental effort rating scale, and the second, the emoji mental 
effort rating scale, with each screen having a time limit of 15 s to complete. 
When the final test question was completed, students were informed they were finished 
with the session and the app automatically returned to the login screen and logged them out. At 
this point, the app was locked and the participant could not log in until the next session 
scheduled the following week. 
  
5. Session 2: Introductory Phase 
One week after the first session was conducted, the researcher returned to administer the 
second session. The same schedule of nine 50 min lessons was maintained with the same three 
station rotation of activities. Upon entering the classroom, students were asked to launch the 
Geometry Touch app and login using their assigned ID codes. The researcher was on hand to 
provide support should ID codes be forgotten from the previous week. After successfully logging 
into the app, students again worked through a tap training activity, identical to the one they 
completed the previous week.  
 
6. Session 2: Test Phase 
After the tap training activity, students were given test questions in the same sequence and 
format as the first experimental session, with four near transfer questions and ten far transfer 
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questions. Paas and Emoji mental effort ratings were again administered for both near and far 
transfer questions. Following completion of the test phase, students were informed they had 
completed the experiment and were thanked for their attention and effort.  
 
6 Analysis 
 The primary dependent variables for analysis were test scores, including near and far 
transfer questions and mental effort ratings in the form of Paas scale, emoji scale and Leppink-
emoji scales. All scores were exported from the Analysis companion app, which generated a 
comma-separated values (CSV) file, which was then imported into Microsoft Excel, transposed 
and then analysed using SPSS (version 24.0). Multivariate analysis of variance (MANOVA) 
were used to compare mean performance scores (posttest and delayed test) for independent 
variables (gesture conditions). One way, between groups analysis of variance (ANOVAs) were 
then conducted for each dependent variable, with Tukey contrasts in the case of an identified a 
main effect.  
 For this analysis, an alpha of 0.05 was used as a benchmark for determining statistical 
significance, while Cohen’s d was calculated to measure effect size where appropriate. Values of 
0.20, 0.50 and 0.80 were used to mark small, medium and large effect sizes respectively (Cohen, 
1988). 
Researcher bias in data collection was mitigated through an automatic marking of test 
scores built into the Geometry Touch app. Test question responses entered by each participant 
were checked against saved correct answers within the app, which automatically marked each 
question as correct or incorrect. After data was imported into SPSS, the first 20 test responses 
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were manually checked by the researcher against scores and saved answers for each question to 
ensure the app had marked questions appropriately.  
 
7 Results 
 Data was first screened to evaluate condition-based instruction compliance, normality 




Compliance with instructions across conditions was determined by examining gestures 
performed during the worked example lessons. The Geometry Touch app recorded gesture 
performance from each participant and for each worked example screen, the researcher manually 
tagged whether instructions were followed, and which gesture was performed. From this, an 
aggregated compliance measure was calculated as a percentage with 100% meaning full 
compliance with instructions. The point condition resulted 70.31%, compliance, compared with 
the other conditions which were much higher (control, 98.63%; cue, 98.08%; and trace 86.09%). 
During the experiment, the researcher observed some participants performing a pointing gesture 
by hovering their finger above the screen and not by touching it. This can be assumed to be 
normal behavior based on the nature of a pointing gesture, which is typically considered an in-
air, non-contact gesture. Asking participants to make contact with the screen while asking them 
to point may have been counter intuitive. Nevertheless, many participants may have pointed, but 
did not make contact with the iPad screen and therefore could not be confirmed as fully 
complying with instructions. 
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Normality of Data 
Dependent variables including performance measures and subjective cognitive load 
measures were tested for normality with a Shapiro-Wilk test (Razali & Wah, 2011; Shapiro & 
Wilk, 1965) and a visual inspection of their histograms. This inspection revealed a positively 
skewed data set, which upon further analysis revealed non-significant skewness Z values of less 
than 3.26 (Field, 2005). This means that while these variables display non-normally distributed 
data, they are not so significantly skewed that they should discount the use of a parametric test.  
Given that these non-normal distributions were found to be non-significant, a further Levene’s 
test for the homogeneity of variances was performed. For every performance measure (based on 
Median and with adjusted df), variance was not significantly different across conditions (near 
transfer, F(3,111) = 0.503, p = 0.681; far transfer, F(3,111) = 0.207, p = 0.891). Variance was 
also not significantly different for delayed testing or cognitive load measures. To further examine 
issues of normality and variance, a non-parametric Mann-Whitney U test was conducted, 
comparing significance across conditions for both performance and cognitive load measures. A 
pattern of significance across these analyses, combined with a large sample size for this study 
leads us to present the following parametric analyses. As part of these analyses, a significance 
level of 0.05 (p value) was again used. Cohen’s d values of 0.20, 0.50 and 0.80 were used to 
mark small, medium and large effect sizes respectively (Cohen, 1988). 
 
Prior knowledge 
  An analysis of the mean and standard deviation conducted on questions relating to 
subjective confidence in both mathematics in general and in the specific area of solving for 
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angles on a parallel line revealed that participants (N = 115) had a high overall confidence in 
both areas. Out of a possible score of 4, participants ranked their confidence in mathematics was 
reported with M = 3.37 (SD = 0.921) and their confidence with solving angles was reported as M 
= 3.18 (SD = 1.089). All participants were students in a third year Mathematics teaching methods 
course and had previously studied the content covered in the study.  
 
Performance: Posttest  
 All conditions. A multivariate analysis of variance (MANOVA) test along with one-way 
analysis of variance (ANOVA) tests were conducted on posttest performance scores to explore 
any possible differences between experimental conditions. Means and standard deviations are 
presented in Table 8. 
 
Table 8 
Means and Standard Deviations for posttest scores. 
 Near transfer (SD) Far transfer (SD) 
Control (N=24) 3.54(0.932) 8.33(2.353) 
Cue (N=26) 3.42(0.987) 8.19(2.040) 
Point (N=32) 3.59(1.012) 8.44(2.213) 
Trace (N=33) 3.39(1.116) 8.58(2.151) 
Maximum Score /4 /10 
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A MANOVA was conducted to examine the relationship between sub-types of posttest 
scores and each gesture condition, revealing a non-significant interaction effect (Pallai’s Trace = 
0.016, F(6,222) = 0.307, p = 0.933, η2 = 0.008). Follow up tests were then performed to explore 
near and far transfer questions separately. 
Near transfer scores. A one-way ANOVA revealed a non-significant difference between 
conditions, F(3,111) = 0.264, MSe = 1.044, p = 0.851. 
Far transfer scores. Questions that were visually different from the worked example 
questions were also examined. The one-way ANOVA for these questions also revealed a non-
significant difference between conditions, F(3,111) = 0.610, MSe  = 4.787, p = 0.92. While not 
significant, it is interesting to note that participants in the trace condition achieved slightly higher 
scores when compared to those in other conditions. 
 
Grouped non-gesture and gesture conditions. Given that there were no significant 
differences between all gestures conditions taken together, a second set of analyses were 
conducted by grouping conditions based on the use and non-use of gestures, with the control and 
cue conditions grouped as ‘non-gesture’ and point and trace conditions grouped as ‘gesture’ 
conditions. Means and standard deviations for posttest question types are presented in Table 9. 
 
Table 9 
Means and Standard Deviations for posttest scores in grouped conditions. 
 Near transfer (SD) Far transfer (SD) 
Non-gesture (N=50) 3.48(0.953) 8.26(2.174) 
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Gesture (N=65) 3.49(1.062) 8.51(2.166) 
Maximum Score /4 /10 
 
A MANOVA was conducted to explore the association between grouped independent 
variable conditions (non-gesture vs. gesture) and test scores. No significant interaction was 
identified between non-gesture and gesture conditions for each type of test (Pallai’s Trace = 
0.004, F(2,112) = 0.225, p = 0.799, η2 = 0.004).  
Near transfer scores. A one-way ANOVA indicated no significant differences in scores 
for near transfer questions (F(1,113) = 0.004, MSe = 1.033, p = 0.949). 
Far transfer scores. Similarly, far transfer scores were also not found to be significiantly 
different across grouped conditions (F(1,113) = 0.368, MSe = 4.707, p = 0.545). 
 
Performance: Delayed test 
All conditions. For delayed test scores, MANOVA and one-way ANOVAs were then 
conducted to determine if there was a significant difference between scores across conditions. 
Means and standard deviations are presented in Table 10. 
 
Table 10 
Means and Standard Deviations for delayed-test scores. 
 Similar (SD) Transfer (SD) 
Control (N=24) 3.54 (0.932) 8.71 (1.922) 
Cue (N=26) 3.58 (0.987) 8.73 (1.756) 
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Point (N=32) 3.56 (1.014) 8.84 (2.112) 
Trace (N=33) 3.64 (0.742) 8.91(1.569) 
Maximum Score /4 /10 
 
A MANOVA was conducted to assess potential interactions between conditions and 
delayed test scores, revealing non-significant interactions (Pallai’s Trace = 0.003, F(6,222) = 
0.058, p = 0.999, η2 = 0.002).  
Near transfer scores. A one-way ANOVA suggested that there was no significant 
difference between conditions, F(3,111) = 0.059, MSe = 0.845, p = 0.981. 
Far transfer scores. An analysis of transfer questions resulted in similar homogeneity 
and non-significant results across conditions, F(3,111) = 0.075, MSe = 3.451, p = 0.793 
 
Grouped non-gesture and gesture conditions. Again, a grouped-condition analysis of 
gesture, and non-gesture conditions was also conducted, with means and standard deviations 
presented in Table 11. 
 
Table 11 
Means and Standard Deviations for delayed-test scores in grouped conditions. 
 Near transfer (SD) Far transfer (SD) 
Non-gesture (N=50) 3.56 (0.951) 8.72 (1.819) 
Gesture (N=65) 3.60 (0.880) 8.88 (1.841) 
Maximum Score /4 /10 
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A MANOVA revealed a non-significant interactions between the group gesture 
conditions and delayed near and far transfer scores (Pallai’s Trace = 0.002, F(2,112) = 0.108, p = 
0.898, η2 = 0.002).   
Near transfer scores. Subsequently, a one-way ANOVA revealed non-significant 
differences for questions similar to worked examples. (F(1,113) = 0.054, MSe = 0.831, p = 0.816 
transfer) 
Far transfer scores. Similarly, far transfer questions also revealed non-significant 
differences between grouped conditions. (F(1,113) = 0.207, MSe = 3.355, p = 0.650). 
 
Mental Effort Ratings: Learning Phase / Worked Examples 
One-way analysis of variance (ANOVA) was conducted on mental effort ratings after 
each worked example (learning phase), after each posttest question and after each delayed-test 
question. Means and standard deviations are presented in Table 12, including grouped conditions 
for gesture and non-gesture performance conditions. 
 
Table 12 
Mental effort ratings for worked examples 
 Paas Scale (SD) Emoji Scale (SD) 
Control (N=24) 0.196 (0.114) 0.260 (0.104) 
Cue (N=26) 0.197 (0.075) 0.245 (0.770) 
Point (N=32) 0.181 (0.086) 0.288 (0.187) 
Trace (N=33) 0.232 (0.166) 0.281 (0.125) 
Non-gesture (N=50) 0.196 (0.095) 0.252 (0.091) 
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Gesture (N=65) 0.207 (0.134) 0.284 (0.157) 
Maximum Score /1 /1 
 
A Levene’s test of homogeneity of variance, revealed there was no significant difference in 
variations in both Paas and Emoji rating scale scores across conditions (p > 0.05). A further 
Levene’s test exploring thes scores in grouped gesture and non gesture conditions revealed that 
Paas scores were non-significant (p > 0.05) indicating homogeneity in scores, yet Emoji scores in 
this case were significantly non-homogenous (F = 6.011, p = 0.016). 
 
A one-way ANOVA conducted on both Paas scale and Emoji scales indicated no significant 
difference in scores across conditions (Paas, F(3,111) = 1.063, MSe = 0.014, p = 0.368; Emoji, 
F(3,111) = 0.604, MSe = 0.018, p = 0.614). For grouped gesture conditions Paas scores revealed 
non-significant differences (F(1,113) = 0.221, MSe = 0.014, p = 0.639) and for Emoji scores a 
non-parametric ANOVA was conducted in the form of a Kruskal-Wallis H test, and showed non-
significant differences across gesture and non-gesture groups (χ2(1) = 0.302, p = 0.583, with a 
mean ranks scores of 56.31 for the non-gesture group, and 59.30 for the gesture group. 
 
Leppink Emoji Mental Effort Ratings: Learning Phase / Worked Examples 
An analysis of variance test (ANOVA) was conducted on the novel emoji Leppink scale that was 
administered after learning phase was complete. Given that this test was administered with 
multiple questions on a single page, participants who did not complete all questions in time were 
omitted from analysis, resulting in a slightly smaller sample (N=90).  Means and standard 




Leppink emoji scores for intrinsic, extraneous and germane cognitive load with standard 
deviations. 
 Intrinsic (SD) Extraneous (SD) Germane (SD) 
Control (N=24) 1.71(2.26) 1.04(1.83) 5.25(4.17) 
Cue (N=26) 1.31(1.49) 0.88(2.01) 5.08(4.44) 
Point (N=32) 1.14(2.50) 0.56(1.46) 4.25 (3.31) 
Trace (N=33) 2.12(2.21) 01.33(1.95) 4.85(4.60) 
Non-gesture (N=50) 1.50(0.89) 0.96(1.91) 5.16(4.27) 
Gesture (N=65) 1.77(2.36) 0.95(1.75) 4.55(4.00) 
Maximum Score /4 /4 /4 
 
A one-way ANOVA revealed no significant differences across conditions for intrinsic 
cognitive load (F(3,111) = 0.876, MSe = 4.700, p = 0.456), extraneous cognitive load (F(3,111) 
= 1.010, MSe = 3.287, p = 0.391), or germane load, F(3,111) = 0.321, MSe = 17.213, p = 0.810). 
Grouped condition analysis was then conducted between non-gesture and gesture 
conditions for each Emoji Leppink score.  A Levene’s test for the homogeneity of variances 
revealed non-significant results for all types of cognitive load (p > 0.05).  One-way ANOVAs on 
all scores again revealed no significant difference between groups for intrinsic cognitive load 
(F(3,113) = 0.435, MSe = 4.708, p = 0.511), extraneous cognitive load (F(3,113) = 0.000, MSe = 
3.317, p = 0.986), or germane load, F(3,113) = 0.612, MSe = 16.963, p = 0.436). 
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Mental Effort: Posttest 
ANOVAs were also conducted for each type of mental effort ratings after each posttest 
question. Means and standard deviations are presented in Table 14 (Paas) and Table 15 (Emoji). 
 
Table 14 
Mental Effort Ratings for posttest (Paas Scale) 
 Near trasnfer (SD) Far transfer (SD) 
Control (N=24) 0.284(0.163) 0.329(0.193) 
Cue (N=26) 0.316(0.126) 0.326(0.164) 
Point (N=32) 0.273(0.120) 0.313(0.196) 
Trace (N=33) 0.336(0.174) 0.352(0.168) 
Non-gesture (N=50) 0.300(0.144) 0.328(0.177) 
Gesture (N=65) 0.305(0.152) 0.333(0.182) 
Maximum Score /1 /1 
 
One-way ANOVAs for all posttest scores revealed no significant differences in course across 
conditions (similar, F(3,111) = 1.178, MSe = 0.022, p = 0.321; transfer, F(3,113) = 0.249, MSe = 
0.033, p = 0.862). 
 
Table 15 
Mental Effort Ratings for posttest (Emoji Scale) 
 Similar (SD) Transfer (SD) 
Control (N=24) 0.308(0.161) 0.329(0.159) 
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Cue (N=26) 0.304(0.118) 0.323(0.142) 
Point (N=32) 0.319(0.149) 0.349(0.182) 
Trace (N=33) 0.352(0.144) 0.389(0.157) 
Non-gesture (N=50) 0.306(0.139) 0.326(0.149) 
Gesture (N=65) 0.336(0.146) 0.369(0.169) 
Maximum Score /1 /1 
 
Similar to the Paas rating scale results, Emoji rating scales for posttest scores were also 
homogenous (p> 0.05) and a one-way ANOVA revealed no significant difference across 
conditions (similar, F(3,111) = 0.679, MSe = 0.021, p = 0.567; transfer, F(3,111) = 1.018, MSe = 
0.026, p = 0.388). 
 A further analysis of Paas and Emoji rating scales in grouped non-gesture and gesture 
conditions was conducted. Levene’s tests were conducted for homogeneity of variances revealed 
both Paas and Emoji rating scores to be homogenous (p > 0.05). A one-way ANOVA was 
conducted for each and revealed no significant difference between non-gesture and gesture 
groups for Paas ratings (similar, F(1,113) = 0.019, MSe = 0.022, p = 0.892; transfer, F(1,113) = 
0.023, MSe = 0.032, p = 879) or Emoji ratings (similar, F(1,113) = 1.193, MSe = 0.020, p = 
0.277; transfer, F(1,113) = 2.041, MSe = 0.032, p = 0.879) 
 
Mental Effort: Delayed Test  
ANOVAs were then conducted for mental effort rating scales for the delayed test 
collected after each posttest question. Means and standard deviations are provided in Table 16 




Mean Mental Effort Ratings for delayed test (Paas Scale) 
Paas Near transfer (SD) Far transfer (SD) 
Control (N=24) 0.317(0.169) 0.322(0.171) 
Cue (N=26) 0.361(0.186) 0.334(0.195) 
Point (N=32) 0.313(0.160) 0.307(0.159) 
Trace (N=33) 0362(0.126) 0.362(0.138) 
Non-gesture (N=50) 0.340(0.177) 0.328(0.182) 
Gesture (N=65) 0.338(0.145) 0.335(0.150) 
Maximum Score /1 /1 
 
A one-way ANOVA was then conducted, resulting in non-significant differences across 
conditions for these scores (similar, F(3,11) = 0.818, MSe = 0.025, p = 0.487; transfer, F(3,111) 
= 0.625, MSe = 0.027, p = 0.600). 
  
Table 17 
Mental Effort Ratings for delayed test (Emoji Scale) 
Emoji Similar (SD) Transfer (SD) 
Control (N=24) 0.346(0.145) 0.363(0.143) 
Cue (N=26) 0.340(0.175) 0.341(0.179) 
Point (N=32) 0.350(0.159) 0.364(0.174) 
Trace (N=33) 0.382(0.171) 0.396(0.184) 
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Non-gesture (N=50) 0.356(0.162) 0.352(0.161) 
Gesture (N=65) 0.343(0.160) 0.380(0.179) 
Maximum Score /1 /1 
 
A one-way ANOVA on Emoji rating scores also resulted in non-significant differences 
across scores (similar, F(3,111) = 0.398, MSe = 0.027, p = 0.754; transfer, F(3,111) = 0.500, 
MSe = 0.030, p = 0.683). 
Similar to posttest scores, an analysis of grouped conditions for non-gesture (control and 
cue) and gesture conditions (point and trace) was conducted. A Levene’s test for the 
homogeneity of variances for both Paas and Emoji rating scores were non-significant (p > 0.05) 
indicating homogeneity in scores between the groups. 
Again, a one-way ANOVA was conducted and resulted in non-significant differences in 
scores across groups for Paas ratings (near transfer, F(1,113) = 0.004, MSe = 0.026, p = 0.950; 
far transfer, F(1,113) = 0.045, MSe = 0.027, p = 0.832) or Emoji ratings (near transfer, F(1,113) 
= 0.573, MSe = 0.026, p = 0.450; far transfer, F(1,113) = 0.783, MSe = 0.029, p = 0.378) 
 
8 Discussion 
The main purpose of Experiment 1 was to investigate the effects of performing and 
observing gestures when engaging in a touch-based geometry lesson. The experiment aimed to 
determine if gesturing in this type of multimedia learning environment resulted in improved 
learning outcomes and/or lower mental effort ratings.  
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9 Summary of Hypotheses 
The experiment had a total of three hypothesis derived from four research questions, 
which investigated the difference between experimental conditions based on test performance 
and mental effort (cognitive load) ratings. A summary of results for each hypothesis is presented 
in Table 18. A summary for each research question subsequently follows. 
 
Table 18 
Summary of Results for 3 hypotheses. 
Hypothesis Result 
Focus: Performance 
H1 Gesturing > Non-Gesturing: Posttest Not supported 
H1 Gesturing > Non-Gesturing: Delayed Test Not supported 
H2 Tracing > Pointing: Posttest Not supported 
H2 Tracing > Pointing: Delayed Test Not supported 
Focus: Mental Effort 
H3 Gesturing < Non-gesturing: Posttest Not supported 
H3 Gesturing < Non-gesturing: Delayed Test Not supported 
H3 Gesturing < Non-gesture: Intrinsic load Not supported 
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H3 Gesturing < Non-gesture: Extrinsic load Not supported 
H3 Tracing < Pointing: Germane load Not supported 
 
A discussion of the results for each research question is outlined in the following section.  
 
Q1: Do finger-based gestures enhance the learning of geometry from worked examples? 
Results showed that test scores for participants who performed gestures were not 
significantly higher than those who did not, indicating that the performance of gestures did not 
enhance learning. 
 
Q2: Do the use of gestures lead to increased test performance when compared to not making 
gestures? 
With regards to performance measures, the results showed that there was no statistically 
significant difference when comparing test scores for both posttest and delayed test. This 
indicates that all conditions, gesturing provided little to no benefits to learning.  
 
Q3: Do embodied gestures (conceptually related tracing) lead to increased test performance 
when compared to attentional gestures (pointing)? 
This question extends this inquiry to focus specifically on pointing and tracing gestures 




Q4: How do embodied (conceptually related tracing) and attentional gestures (pointing) 
influence student perception of the learning experience? 
When considering mental effort and cognitive load, results indicated no significant 
difference in perception of mental effort during the learning phase (worked examples). An 
analysis of emoji Leppink results also indicated no significant difference between the conditions 
during the learning phase. 
 
10 Summary of results for non-gesture vs. gesture 
Hypothesis 1 investigated the effects of gesturing in a touch-based multimedia learning 
environment and predicted that gesturing would result in increased test performance. This 
hypothesis was not confirmed, with results indicating that performance of gestures had no effect 
on test scores.  
Hypothesis 3 investigated mental effort ratings and predicted that gesturing would result 
in lower subjective mental effort ratings for posttest, and delayed test, and the same lower ratings 
for intrinsic and extrinsic cognitive load in worked examples. For posttest and delayed test 
mental effort ratings, results indicated no significant difference between ratings for both Paas and 
emoji scores, thus the hypothesis was not supported. For intrinsic, extraneous and germane 
cognitive load as measured with a novel Emoji Leppink scale, the hypothesis was not supported, 
with no significant difference between conditions observed.  
 
11 Summary of results for pointing vs tracing 
Hypothesis 2 investigated the effects of specific gestures, namely pointing and tracing, 
and their effects on posttest and delayed test performance measures. This hypothesis predicted 
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that participants in the tracing condition would demonstrate higher scores than those in the 
pointing condition, however this was not supported. In the posttest, near and far transfer scores 
resulted in non-significant differences between pointing and tracing. Similarly, for delayed test 
scores, the same non-significant results were observed.  
Hypothesis 3 explored the effects of specific gestures on subjective ratings of mental 
effort and predicted that germane cognitive load for the tracing condition would result in higher 
ratings than the pointing condition. Results indicated no significant difference between these 
conditions, hypothesis 3 was not supported. 
 
12 Implications for Experiment 1 
 Experiment 1 enabled the testing of the experimental materials for the study. Given that 
no significant results were observed, either in terms of performance measures or cognitive load,  
a number of areas were identified for refinement which are outlined in the next section.   
 
13 Refinements for Experiment 2 
 The experimental materials and design were reviewed by the researchers after 
Experiment 1 had concluded. A number of refinements and improvements to both the Geometry 
Touch app and experimental procedures were made, which are outlined in the following sections. 
Time Limits 
In the present experiment, participants were expected to complete all activities within the 
20 min time period set out by their instructor as part of the rotating three station lesson plan. 
Given that no activities that required participant responses, including test scores or mental effort 
rankings had time limits, most participants did not complete the activity in time and in their 
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extended completion created a backlog in the rotation of activities. To accommodate this, the 
researchers consulted with teachers and administrators at the research sites, then implemented 
time limits ranging from 15 s to 60 s for all activities that required participant responses to 
ensure completion within the allotted time.   
No Scratch Paper 
Scratch paper was provided to all participants to closely align the experimental materials 
and procedure with that of Tindall-Ford, Agostinho, Bokosmaty, Paas, and Chandler (2015). 
Given that this previous study’s participants were primarily children, the researchers for the 
present study identified that providing a blank sheet of paper in this instance, may have impacted 
how participants applied mental effort in the solving of posttest and delayed test questions. With 
scratch paper, mental arithmetic involved in solving test questions could be offloaded from 
internal processing to paper, thus reducing the working memory resources required to solve each 
problem. Given that most participants reported high confidence, which indicated high levels of 
prior knowledge with the topic, providing scratch paper may not have been necessary and was 
removed for subsequent experiments.   
Recall Questions 
After Experiment 1, the researchers identified a need to explore how gesture performance 
affected learning at different stages in the lesson. Recall test questions that asked participants to 
identify the different types of angles learned in the worked examples (Figure 40) were added to 
explore whether participants had prerequisite knowledge required to solve near and far transfer 
questions.  
App Design Changes 
 271 
To facilitate changes to subsequent experimental designs and learning materials the 
Geometry Touch app and its companion app, Analysis, were updated. The first change 
implemented was related in direct response to an instance of Geometry Touch crashing when the 
network connection was lost, which resulted in a single participant starting the experiment from 
the beginning. The change to the app took the form of allowing the app to save test scores and 
gesture data to the device in the case that it could not find an internet connection. When the 
connection was found again, scores and gesture data was automatically uploaded. Next, time 
limits were added to each test question and mental effort ranking screen, presenting a small (1 
cm diameter) pie chart animating from a full black circle down to a grey circle to present time 
remaining to the participant (Figure 36).  
 
Figure 36. Screenshot of animated pie chart showing two-thirds time remaining. 
 
Another change related to the logistical needs of conducting an experiment in a 
classroom environment. In this experiment, classroom dynamics related to the rotating stations in 
class, instructor introductions to each activity at the beginning of class and other factors meant 
that the anticipated time allocated for the experiment was reduced. To allow for more flexibility 
in conducting the experiment a feature was added to allow for remote configuration of 
experimental parameters including changing time limits and changing which worked example 
videos were included and their sequence. Geometry Touch was updated to check for these 
parameters immediately after participants had logged in, thus updating the app to deploy custom 
experimental procedures as needed. For example, if researchers learned that time allocations for 
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participation had been reduced, they could change which worked example videos and test 
questions to be included and could reduce time limits on test questions. These changes were 
performed on a web-based console and the changes would be immediate, meaning as long as no 
participants had logged into the app, the changes would take effect as soon as a participant 
logged into the Geometry Touch app.  For more on this and other changes, see Chapter 7.  
 
Experiment 2: Pilot study 
 The purpose of the Experiment 2 was to conduct a pilot study to test changes to the 
experimental design and the Geometry Touch app to ensure the next experiment ran smoothly in 
a naturalistic classroom setting. Participants were again asked to observe or perform gestures 
using the same conditions outlined in Experiment 1, while working through a self-paced 
geometry lesson on an iPad tablet computer.  
Participants were 6 male and 12 female students from Stage 4, Year 7 (12 year to 14 
years of age) at a public-school south of Sydney, NSW, Australia. The experiment took place 
over two experimental sessions separated by one week in Term 4 (September – December) in 
2017. Participants removed from their regular class and worked through each experimental 
session in a separate room, supervised by the researchers. Each session took approximately 45 
mins to complete. 
Each student was assigned a randomly generated participant code, generated in Microsoft 
Excel. Tear-away sheets showing these ID codes (Appendix H) were provided to each student 
before the first experimental session. Consent forms included a space for these codes, so 
researchers were able to link ID codes with participants to ensure anonymity during record-
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keeping (see Appendix E and Appendix F). Sessions and phases for each aspect of the pilot are 
presented in Figure 37 with more details presented in Chapter 9. 
 
 
Figure 37. An illustration of Experiment 2 design 
 
14 Technical Challenges 
 Before the experimental session began, an unfortunate loss of internet connection at the 
high school was experienced. As a result, a mobile phone’s wi-fi hotspot feature was used to 
connect the iPads during the experimental session. Though the Analysis app reported multiple 
instances of disconnection for a number of participants due to the use of a mobile phone serving 
lots of data to multiple devices, each participant was still able to complete the lesson as the 
Geometry Touch app would reconnect when a signal was found. 
 
14.1 Results 
Results from this pilot study were mainly in the form of testing that the updates to the 
Geometry Touch app and experimental procedures were successful. Given the technical 
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challenges encountered, the app performed as expected with only a single instance of data loss. 
In addition, with the time limits on test questions and mental effort rating responses in place, all 
participants completed in the time allocated for each experiment. As a result, this pilot study 







To Trace or Not to Trace? Meaningful Gestures for learning 
geometry using touch-based multimedia learning materials 
OVERVIEW 
This chapter was written as an in-preparation manuscript for submission to the journal 
Learning and Instruction. It takes the form of a traditional results paper focusing on the details of 
Experiment 3. A brief literature review and rationale for the experiment is discussed, followed by 
materials and methodology used in the study. A summary of results follows, with a discussion of 
findings, limitations and areas for further research. A detailed overview of Experiment 3, written 
as a traditional results chapter is presented in Appendix K and may include some redundant 
information from the previous chapter (Chapter 8).  
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1 Introduction  
Recent developments in Information and Communication Technologies (ICT) have led to 
the development of devices that can be controlled by voice and body movement, potentially 
providing a unique link to our body’s natural means of communication and information 
processing, through auditory and verbal modalities or through physical movements such as 
gestures. These intuitive interactions (Johnson, Adams Becker, Estrada & Freeman, 2014) such 
as those used to control tablets and smartphones (e.g., pointing, swiping, or speaking) present an 
exciting opportunity to explore how these different  interactions affect learning, cognition and 
memory (Chao, Huang, Fang, & Chen, 2013; Sheu & Chen, 2014).  A number of studies have 
specifically explored how the use of pointing and tracing gestures can support learning and 
problem solving. A tracing effect has been identified through a series of recent studies (Ginns, 
Hu, Byrne, & Bobis, 2016; Hu, Ginns, & Bobis, 2014, 2015; Macken & Ginns, 2014) which 
have shown an improvement in learning when learners perform tracing gestures on learning 
materials of a visuospatial nature. This study builds upon this existing work mentioned to further 
investigate the tracing effect. Using Cognitive Load Theory as a theoretical lens, with its 
associated effects involving human movement, and the embodied cognition framework, this 
study explored how learning was effected when participants were encouraged to use finger-based 
gestures when engaging in a lesson delivered on a touch-based device (iPad) . Findings for this 
study can inform the implementation and design of classroom learning experiences designed for 
touch-based ICT. Firstly, an overview of the theoretical constructs of Cognitive Load Theory and 
Embodied Cognition are presented, followed by a discussion of previous research on pointing 
and tracing, with findings for both paper-based and ICT presented materials. The present study is 
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then explained and the results discussed with implications for future research and practice 
provided. 
 
2 Cognitive Load Theory, Modality, and Human Movement 
Cognitive Load Theory (CLT) (Sweller, Ayers & Kalyuga, 2011) is an area of 
educational research that seeks to identify instructional strategies for effectively managing 
cognitive load while learning. Cognitive Load refers to the amount of working memory devoted 
to learning when presented with different types of educational materials and experiences. 
Findings in CLT research inform educational practices, with the aim to reduce the need for 
working memory resources to be used due to poorly design instructions or learning experiences 
(extraneous load) while increasing working memory devoted to learning itself (germane load) 
(Sweller, Van Merriënboer & Paas, 1998).  Within CLT, two different effects provide a 
theoretical foundation for the present study - the modality effect, and the human movement 
effect.  
One of the first effects / instructional strategies to be identified within CLT was the 
modality effect (for a review, see Ginns, 2005). The modality effect describes situations in which 
learners benefit when they are presented with simultaneous visual and corresponding auditory 
information. For example, when visual learning materials such as a diagram, are paired with a 
corresponding auditory statement that supports learners’ understanding of the diagram, learning 
is enhanced compared to when this corresponding information is presented as text. This effect is 
relevant for the present study in that it speaks to the now-ubiquitous method for presenting 
information in audiovisual formats using Information and Communication Technologies (ICT). 
At the time of the modality effect’s inception, these technologies were limited to computers with 
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keyboards and mice - tools that supported intuitive ways in which learners could directly interact 
with a screen were not yet available. While this effect plays a role in how the present study 
presented learning materials, a more relevant CLT effect called the human movement effect is 
tied to the notion of intuitive interfaces and how learners may interact with them. 
CLT’s human movement effect, has its roots in a separate area of research called 
Evolutionary Educational Psychology (Geary, 2008), which posits that humans are more inclined 
to easily acquire certain skills as a result of evolutionary processes. Geary (2008) different 
knowledge into two categories - biologically primary knowledge and biologically secondary 
knowledge. Biologically primary knowledge refers to skills and knowledge which humans are 
evolutionarily predisposed to learn, and therefore does not require schooling. This type of 
knowledge includes early language acquisition, a mastery of visuospatial information including 
location and movement, and the reading of social cues, among others (Geary, 2002). These 
evolved skills allowed early humans to form close social bonds and survive more successfully in 
their environment. Biologically secondary knowledge on the other hand, is any skill or 
knowledge that requires schooling, such as mathematics, science, or other subject areas that 
require abstract thought. Based on the distinction of human primary and secondary knowledge, 
Paas and Sweller (2012) proposed a theoretical expansion to Cognitive Load Theory, suggesting 
that biologically primary knowledge, including the recognition of human movements, could be 
used to support the acquisition of biologically secondary knowledge. For example, the use of 
gestures (biologically primary knowledge), could be used to learn mathematics concepts, such as 
geometry (biologically secondary knowledge). 
This advancement in CLT was based on a series of studies exploring the differential 
benefits of static and dynamic presentation of learning materials. Wong, Marcus, Ayers, Smith, 
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Cooper, Paas, & Sweller (2009) found that when learners viewed the animated steps of origami 
folding from a first-person perspective, they were able to replicate the task with higher accuracy 
than those looking at a series of static images. While these animations did not show hands, 
another study focusing on learning to tie knots and completing puzzle rings did show hands, and 
demonstrated the same positive effect (Ayers, Marcus, Chan, & Qian, 2009).  These findings can 
be explained through the lens of the Mirror Neuron System (MNS - a cognitive system which 
facilitates mimicry) (Van Gog, Paas, Marcus, Ayers & Sweller, 2009), pointing to a hard-wired 
neurological mechanism for responding to observed gestures. Research exploring the MNS 
therefore provides neurological evidence for Paas and Sweller’s (2011) assertion that 
biologically primary knowledge can be used to support the acquisition of biologically secondary 
knowledge.  When participants are learning procedural motor tasks by watching animations 
demonstrating the completion of a task, the MNS facilitates the replication of these actions by 
imposing very little cognitive load. The human movement effect within CLT was derived from 
studies describing these situations and the benefits to learning procedural motor tasks with 
animations, as opposed to a series of static images. While research in CLT has demonstrated the 
benefits of observing and replicating gestures, another theoretical framework, Embodied 
Cognition, is also useful for discussing how the human motor system can support learning. 
Embodied Cognition is an area of research within cognitive science that frames all 
cognition, including learning processes, as being intrinsically linked with sensory and motor 
functions (Foglia & Wilson, 2013). This means that body movements, including gestures, and 
related tactile and touch experiences, may play a similar role to visual and auditory information 
in the cognitive aspects of learning. Through an examination of learning environments such as 
classrooms and early learning centers, a body of literature has also grown around the learning of 
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more traditional academic subjects, exploring how the use of gestures affect learning. Research 
by Goldin-Meadow and others (Cook, Mitchell & Goldin-Meadow, 2008; Goldin-Meadow, 
2009; Goldin-Meadow & Cook, 2009; Goldin-Meadow, Levine, Zinchenko, Yip, Hemani & 
Factor, 2012; Cook, Duffy & Fenn, 2013) exploring the role of pointing, and representational 
gestures in children’s learning of math and language, have demonstrated that these gestures 
provide a support mechanism as evidenced through increased learning performance. Cook, 
Mitchell, and Goldin-Meadow (2008) found that when learners who were studying mathematics 
explained their problem-solving strategies using whole hand pointing (using all four fingers to 
point, instead of just the index finger) and arm sweeping gestures, they achieved higher 
performance in posttests compared to those who did not gesture. Another study (Goldin-Meadow 
& Cook, 2009) found that asking students to perform a ‘V’ finger gesture (similar to a pointing 
peace sign) to represent the grouping of numbers in a mathematics problem-solving task also led 
to higher learning outcomes. Though this work is not firmly grounded in an Embodied Cognition 
framework, the research results provide support for the positive role of gestures in classroom-
based learning. In a related area of research, gesturing can also support the learning of additional 
language vocabulary, suggesting that the benefits of human movement can apply to learning in 
other subject areas beyond mathematics.  
In a study by Mavilidi, Okely, Chandler, Cliff, and Paas (2015), participants were 
instructed to perform gestures representing an action associated with a novel word or phrase in 
foreign language learning, such as acting out the word for ‘swim’ while learning the word in 
Italian. Higher recall scores were demonstrated for participants who gestured when compared to 
those who did not. Further, when full-body movement was compared to arm and hand gesturing 
while sitting, the learners engaged in full-body movement benefitted further (Mavilidi, et al., 
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2015). Embodied Cognition and the more general ‘gestures-as-supports for learning’ research 
provide foundational evidence for the benefits of gestures. While it is true that gestures play a 
role in cognition, including mimicry and the support of complex cognitive tasks, more specific 
hand gestures such as pointing and tracing have also been a recent focus of investigation. 
 
3 Pointing and Tracing with paper and ICT 
Studies exploring how the performance of pointing and tracing gestures when studying 
has led to a newly identified tracing effect within CLT.  A study by Macken and Ginns (2014) 
found that when participants learning the structure and function of the human heart from a 
diagram, when participants pointed at key terms and traced along paths of blood flow, they 
performed better on knowledge tests compared to those that did not perform these gestures 
(Macken & Ginns, 2014). Further, Hu, Ginns, and Bobis (2014) found that when participants 
were asked to trace along worked examples in geometry, participants in the tracing condition 
solved more problems successfully than those participants who did not trace. A further study 
expanded conditions to include tracing in the air above learning materials and revealed a 
stratified effect, meaning those who traced by touching the paper-based learning materials 
performed better than those who traced in the air, who in turn performed better than those who 
did not trace at all (Hu, Ginns, & Bobis, 2015).  While these studies were conducted using paper-
based learning materials, the rising ubiquity of touch-based technologies such as smartphones 
and tablets in educational contexts present further opportunities to further explore the learning 
benefits of pointing and tracing. 
One study extended this work on pointing and tracing incorporating ICT as learning 
platform. Agostinho, Tindall-Ford, Ginns, Howard, Leahy & Pass (2015) found that when 
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children learning temperature line graphs on an iPad tablet traced the graphed temperature line 
from the base of X and Y axes, they achieved higher scores on transfer tests compared to those 
who did not. Further, Lee (2015) found that when students studied the heart using a touch-based 
device to highlight anatomic structures with a finger tap, these students performed better than 
those who used a traditional keyboard and mouse-based PC. Similar benefits were observed for a 
basic mathematics estimation task using iPad tablets (Dubé & McEwen, 2015) in which 
participates were either asked to point on or drag a slider along a line to estimate quantities. 
Given that the physical act of sliding a finger along the iPad screens was aligned to the concept 
of estimation and measurement, the dragging condition led to higher learning performance when 
compared to pointing. 
Research in CLT and Embodied Cognition have consistently demonstrated that including 
gestures as a study skill can benefit learning, however it is still unclear how 1) pointing and 
tracing and 2) the performance or observation of these gestures may affect learners in different 
ways. Given that previous studies largely explore these strategies using paper-based materials, 
research that uses touch-based computing devices such as smartphones and tablets provide the 
opportunity to explore the interplay between human movement and multimodal learning. By 
integrating principles identified in the modality, human movement and tracing effects in CLT, 
the present study can provide an important theoretical and practical contribution to the 
understanding of how touch-based multimedia lessons can support learning. 
 
4 Rationale for the Current Study 
 Studies investigating the benefits of pointing and tracing provide a foundation for the 
current experiment. While multiple studies found that tracing on learning materials may increase 
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performance, there are still a number of unknown factors. First, studies exploring the tracing 
effect have not historically compared pointing and tracing. Macken and Ginns’ study (2014) 
examined gesturing (pointing and tracing) and non-gesturing, whereas subsequent studies used 
tracing, tracing in the air, and non-tracing (Hu, Ginns, & Bobis, 2014, 2015). Further, these 
studies were conducted in controlled conditions in which participants were removed from their 
regular classroom environment and worked with researchers one-on-one for 20-25 mins, so it is 
unclear how these benefits may translate to a more natural learning environment such as a 
classroom. Lastly, given that these paper-based materials were unimodal in nature, a question 
remains about how gestures may support learning in multimodal environments, such as those 
using animations or videos.  
The present study builds upon existing research to investigate the effects of both 
observing and making pointing or tracing gestures in a naturalistic classroom learning 
environment.  In terms of ICT, this study aims to extend the work by Agostinho et al. (2015) 
who explored the effects of tracing on iPads to learn temperature line graphs. The present study 
represents an integrated design, by bringing together design principles from the modality effect 
(learning materials presented in a multimedia lesson format on an iPad), the human movement 
effect (showing animated hands on an iPad screen intended for mimicry), and the tracing effect 
(prompting students to point and trace on an iPad screen) to explore how these factors, taken 
together, may affect learning.   
 
 The present study was designed to test the following hypotheses: 
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H1: Finger-based hand gestures will lead to increased performance on test items when 
compared to not gesturing due to increased attention guidance around the hands. 
 
H2: Tracing will lead to increased test performance when compared to pointing due to an 
embodiment of presented concepts and related shapes. 
 
H3: Mental Effort will be rated lower for gesture conditions when compared to non-gesture 
conditions due to the finger-based gestures providing increased attention guidance.  
• For Extrinsic and Intrinsic Cognitive Load, gesturing will lead to lower subjective 
ratings. 
• For Germane Load, tracing will lead to higher subjective ratings when compared to 





5.1 Participants and Design 
Participants were 92 female students from Stage 4, Year 7 (12 year to 14 years of age) at a 
private all-girls school south of Sydney, NSW, Australia. The experiment took place over two 
experimental sessions separated by one week in Term 4 (September – December) in 2017. Each 
session was automatically facilitated with a custom-built iPad app, that presented multimedia 
lessons and administered testing. Each session took approximately 45 mins to complete and was 
conducted in a classroom setting across eight different classes. The class was supervised by the 
 285 
students’ regular teacher, along with the researcher and each class had a maximum of 25 students 
per class. This study was conducted in accordance with the ethical standards set by the 
University of Wollongong. Parent / carer consent to participate was obtained and upon receipt of 
these consent forms participants were randomly assigned to one of four conditions: 
 
Control: Participants were instructed to look at the iPad screen during an audiovisual lesson 
that contained no visual cues.  
Cue: Participants were instructed to look at the iPad screen during an audiovisual lesson that 
contained animated images of a hand performing tracing gestures. 
Point: Participants were instructed to point at key areas on the learning materials by touching 
the iPad screen with their index finger during an audiovisual lesson that contained gesture-
priming cues. 
Trace: Participants were instructed to trace along key areas on the learning materials by 
dragging their finger along the iPad screen during an audiovisual lesson that contained gesture-
priming cues. 
 
6 Materials  
The lesson used in the experiment was learning to solve for angles on a parallel line and 
was chosen as it aligned with the Australian National Curriculum Stage 4 (years 7-8).  The 
lesson included custom-created materials, including images and problem-solving strategies based 
on materials used in previous studies by Tindall-Ford, Agostinho, Bokosmaty and Paas (2015) 
and Hu, Ginns, and Bobis (2015), which explored self-management of cognitive load, and 
gesturing, respectively. Participants did study these materials in the previous term, thus this 
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experiment was established within the context of reviewing these concepts and building upon 
them at the end of the school year. A self-paced and self-contained multimedia lesson was 
developed for the iPad multi-touch tablet and included worked example videos and test 
questions, without requiring instructor or researcher guidance. The iPad app also collected data 
on how each participant interacted with the touch screen, related to compliance with instructions, 
engagement with worked example videos, and the solving test questions. As part of the self-
contained iPad lesson, a touch-based version of the Visual Pattern Task (VPT) was also 
developed, which provided a measure of individual difference in visual-spatial working memory 
capacity (Della Sala, Gray, Baddeley, Allamano, & Wilson, 1999).  
Worked example videos. A total of nine short worked example videos, ranging from 20 
to 90 seconds in length, were presented to the participants, demonstrating the steps involved in 
solving angles on a parallel line. Table 19 presents an overview of the topics covered in each 
video.  
Table 19 
Worked Example video included in multimedia lessons presented on participant iPads. 
Topic Videos presented 
Review 
 
• Definition of a parallel line 
• Definition of a transversal line 
• Worked example of solving for angles on a straight line 
Alternate Angles • Definition and rules governing equality of alternate angles 
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• Two worked examples showing how to solve unknown 
angles using the above rules. 
Co-interior Angles • Definition and rules governing equality of co-interior angles 
• Two worked examples showing how to solve unknown 
angles using the above rules. 
 
Both Mayer and Johnson (2008) and Leahy and Sweller (2011) suggested that the 
presence of longer text explanations in multimedia learning materials may lead to a ‘reverse’ 
verbal redundancy effect, meaning the presentation of text descriptions with similar and lengthy 
auditory statements would lead to an increase in cognitive load. As a result, each video was 
designed to be compliant with the modality effect, presenting minimal text information. Each 
video contained static visual learning materials with an audio statement explaining the visual 
information on screen. In the Cue, Point and Trace conditions, the videos contained an animated 




Figure 38. Screenshot of presented worked example video featuring image (mid-animation) of a 
hand performing a tracing gesture. 
 
Mental effort measures. Participants were asked to rate their subjective perception of 
mental effort (the mental energy used to learn or solve problems) at key points during the lesson. 
Measures of mental effort were included in the form of the form of the Paas 9-point mental effort 
rating scale (Paas, 1992, Paas & van Meriënboer, 1994). It was thought that due to the age of the 
participants, nuanced language describing levels of mental effort may not have been easily 
understood, so a novel Emoji 5-point mental effort rating scale was developed and included as 
well (Figure 39).   
 
Figure 39. Emoji mental effort rating scale (left represents high mental effort and right 
represents low). 
In addition to the two general mental effort rating scales a novel emoji-based version of 
the Leppink Cognitive Load Rating Scale (Leppink, Paas, Van der Vleuten, Van Gog, & Van 
Merriënboer, 2013) was also developed, which was intended to isolate cognitive load measures 
for each type of cognitive load (intrinsic, extraneous and germane). The Leppink Scale asks a 
series of ten questions on various aspects of the learning experience. The first three focus on 
intrinsic cognitive load (ICL), the next three on extraneous cognitive load (ECL) and the last four 
on German Cognitive Load (GCL). As the initial deployment of this scale was to university 
students studying statistics, a novel version was created using emojis to investigate the use of 
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image-based Cognitive Load measures. Instead of a numerical rating of 1-10 as outlined in the 
original Leppink Scale (see Appendix K), a set of 5 emojis were created to align with each type 
of Cognitive Load, for a total of 15 emojis similar to the emoji scale in Figure 38.   
Test questions.  Recall questions were developed to assess a participant’s understanding 
of terminology and concepts as a prerequisite for solving for angles on a parallel line (Figure 40). 
Next, near and far transfer test questions were developed to assess a participant’s ability to 
extend learned problem-solving strategies beyond worked examples. Near transfer questions 
were very similar to worked example problems, however the transversal line was presented as 
horizontally flipped and angle sizes were different than those presented in the worked examples 
(Figure 41). Far transfer questions were visually different from the worked examples and 
presented in two subtypes - either rotated at an angle (Figure 42) or showing three parallel lines 
instead of two (Figure 43). It should also be noted that near transfer and rotated far transfer 
questions provided intermediate angle placeholders to assist participants in solving for unknown 
angles using implied next steps, yet the three parallel line transfer questions simply presented an 
initial angle and unknown angle (Figure 41)  Participants were given 60 s to complete each 




Figure 40. Example of recall question 
 
 




Figure 42. Screen capture of example transfer question with rotated lines. 
 
 
Figure 43. Example of far transfer question with 3 parallel lines 
 
7 Procedure 
 Participants worked through the iPad lesson and testing materials on their own personal 
device across two experimental sessions which took place in regularly scheduled mathematics 
classes running 50 mins each. All activities were timed, with time limits on participant-
completed activities such as test questions indicated by an animated pie chart which reduced in 
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angle from 360 degrees to 0 degrees. Participants confirmed progression through the iPad app 
using either ‘next’ or ‘submit’ buttons, which they tapped using their index finger. The first 
session began with an introductory phase, followed by a training phase, learning phase and test 
phase. The second session (one week later) included an introductory phase, game phase and 
delayed testing phase.  
Session 1: Introductory Phase.  
Each participant launched the Geometry Touch app and entered a randomly assigned ID 
code, then they were prompted to answer a question identifying their dominant hand (e.g., left-
handed or right-handed).  
 
Session 1: Training Phase.  
After identifying their dominant had, participants, worked through a tap training activity 
in which they learnt how to interact with the app, a mental effort training video in which they 
learnt how to respond to mental effort rating scale questions (including Paas scale, novel emoji 
scale and emoji Leppink scale) and finally a condition training activity, in which they learnt how 
to perform gestures based on their assigned condition, control, cue, point, trace, interacting with 
an onscreen square. 
 
Session 1: Learning phase.  
This phase included all worked example videos. All videos were interactive, with 
auditory statements asking participants to touch the screen in different ways based on their 
assigned condition - control, cue, point and trace. First three review videos were presented, 
which defined prerequisite concepts including parallel lines, transversal lines and how to solve 
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for angles on a straight line. Next, a series of six worked example videos ranging from 20 to 90 s 
in length provided instruction on how to solve for unknown angles on a parallel line, using the 
rules that govern the equality of alternate angles and co-interior angles to solve each problem 
(Table 20). Following each worked example video, the app guided participants through a 
sequence of two screens where they were asked to report on their mental effort using both the 
Paas scale and novel emoji scale respectively. For each screen, students had a 15 s time limited 
to respond to statements asking about their perceived mental effort. After all worked example 
videos were completed, the learning phase ended with a final stratified mental effort measure in 
the form of a novel emoji-based version of the Leppink Scale intended to collect subjective self-
assessment of intrinsic, extraneous and germane cognitive load, with each screen containing 
multiple questions (see Appendix K) having a time limit of 20 s. 
Sessions 1: Test Phase  
After the learning phase was completed, the app informed students they would be asked 
what they remembered and learned from the previous phase. The test phase included 4 recall 
questions which had a time limit of 20 s per question and asked participants to identify angles 
based on the terminology learned in the learning phase (e.g., “Which is the corresponding angle 
for Angle A?”). Next, participants completed 4 near transfer questions within a time limit of 60 
s. These questions were visually similar to the worked examples. Participants then worked 
through 10 far transfer questions within a time limit of 60 s each. These questions were 
considerably visually different from the worked examples presented during the learning phase, 
with four questions showing parallel lines and transversals rotated approximately 45 degrees. 




Question types for posttest and delayed test  
Question Type Time limit for completion 
Recall questions x4 20 s each 
Near transfer questions x4 
Paas and Emoji mental effort ratings x4 
60 s each 
15 s each 
Far transfer Questions x10 
Paas and Emoji mental effort ratings x10 
60 s each  
15 s each 
 
 
After each near transfer and far transfer question, students were presented with 2 separate 
screens in sequence, the first screen recorded the participants’ response to the Paas mental effort 
rating scale, and the second, the emoji mental effort rating scale, with each screen having a time 
limit of 15 s to complete. The first session concluded after all questions and mental effort ratings 
were completed. When the final test question was completed, students were informed they were 
finished with the session and the app automatically returned to the login screen and logged them 
out. At this point, the app was locked and the participant could not log in until the next session 
scheduled the following week. Session 2 was conducted one week after Session 1 to explore the 
how the experimental treatments affected learning across a larger span of time. 
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Session 2: Introductory Phase One week after the first session was conducted, 
participants were asked to launch the Geometry Touch app and login using their previously 
assigned ID codes. The researcher was on hand to provide support should ID codes be forgotten 
or lost.  After successfully logging into the app, students again worked through a tap training 
activity, identical to the one they completed the previous week.  
 
Session 2: Game Phase After the tap training, participants played a memory game in the 
form of the Visual Pattern Task (VPT). In this task, participants were presented a series of grids 
comprised of black and white blocks presented in a specific pattern, which participants were 
asked to remember and replicate on the next screen containing a blank grid comprised of only 
white blocks. Participants could toggle each block’s colour by tapping on it (e.g., tapping on a 
white block changed it to black and tapping a black block changed it to white). These grids 
become more difficult as the task progressed, with increasing quantities of black and white 
blocks, until the participant failed to successfully replicate an observed grid. The task began by 
showing two practice grids for 3 s each. Following a short pause of one second, a blank grid 
appeared. Students were then given 20 s to toggle individual boxes on and off to match the blank 
grid to the one they previously saw. The game consisted of a maximum of 35 different grids in 
increasing difficulty with the same 20 s time limit for each grid. The game continued until the 
participant did not match grids correctly. When this occurred, they were informed that the game 
was complete, without showing them their final score.  
 
Session 2: Test Phase Following the VPT game, students were given test questions in 
the same sequence and format as the first experimental session, with four recall questions, four 
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near transfer questions and ten far transfer questions with the same time limits of 20 s, 60 s and 
60 s respectively. Questions were visually similar to those used in the immediate posttests one 
week prior, however different angle sizes were used in the delayed test. Paas and Emoji mental 
effort ratings were again administered for both near and far transfer questions. Following 
completion of Session 2 test phase, students were informed they had completed the experiment 
and were thanked for their attention and effort.  
 
8 Results 
Data was first screened to evaluate condition-based instruction compliance, normality 
and homogeneity of variance. Compliance with instructions across conditions was measured 
through an examination of recorded gestures performed during worked example lessons. From 
this data, an aggregated compliance measure was calculated as a percentage with 100% meaning 
full compliance with instructions. The point condition resulted 67.4%, compliance, compared 
with the other conditions which were much higher (control, 99.5%; cue, 99.5%; and trace 93%). 
During the experiment, the researcher observed some participants performing a pointing gesture 
by hovering their finger above the screen and not by touching it. This can be assumed to be 
normal behavior based on the shared understanding of a pointing gesture, which is typically 
considered an in-air, non-contact gesture. Asking participants to make contact with the screen 
while asking them to point may have been counter intuitive. Nevertheless, many participants 
may have pointed, but did not make contact with the iPad screen and therefore could not be 
confirmed as fully complying with instructions. 
Prior knowledge was assessed through question prompted on consent forms and 
measured both participant confidence in mathematics in general and in the specific area of 
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solving for angles on a parallel line. Results demonstrated that participants (N = 92) had a high 
overall confidence in both areas. Participants ranked their mathematics confidence in two areas 
out of a total score of 4 – general confidence in mathematics was reported as M = 3.33 (SD = 
0.800) and their confidence with solving angles on a parallel line was reported as M = 3.03 (SD = 
0.907). Each experimental session took place at the end of the academic year, and students had 
already covered this material in the classroom approximately seven months prior to participating 
in this study. 
Analysis of variance (ANOVA) tests were conducted on the following dependent 
variables: posttest scores, (grouped by type of questions - recall, near transfer and far transfer) 
and on mental effort ratings, including Pass 9-point scale, Emoji 5-point scale, and Emoji 
Leppink scale. An analysis of posttest scores indicated a non-significant difference between the 
four gesture conditions, for recall questions (F(3, 88) = 0.310, MSe = 1.911, p = .818), and near 
transfer questions (F(3,88) = 2.115, MSe = 2.044, p = .104). A Levene’s test for homogeneity of 
variance was conducted on far transfer questions and resulted in a significant difference in 
variance (F = 3.374, p = .022), which indicates that scores between conditions were not 
homogenous. As a result, a non-parametric ANOVA in the form of a Kruskal-Wallis H test was 
conducted, and showed significant differences in scores across conditions (χ2(3) = 8.071, p 
= .045), with mean rank scores of 56.29 for control, 52.34 for cue, 40.66 for point, and 37.59 for 
trace conditions. A pairwise comparison as part of the Kruskal-Wallis test revealed that the those 
who traced scored significantly lower than those in the control and cue conditions (p = 0.015, p = 
0.045) with those who pointed scoring significantly lower than those in the control condition (p 
= 0.062, for p < 0.1). All means and standard deviations for posttest question types are presented 
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in Table 21. Overall, these results show that that participants who did not perform gestures 
scored higher on far transfer questions than those who did gesture.  
A further analysis was conducted by grouping participants based on their performance 
and non-performance of gestures, with the control and cue conditions grouped as ‘non-gesture’ 
and point and trace conditions grouped as ‘gesture’ conditions (see Table 21).  
One-way ANOVAs were again conducted for all posttest scores, first revealing no 
significant difference between groups for recall questions (F(1,90) = 0.370, MSe = 1.880, p 
= .545). Near transfer question however, demonstrated significant differences between the 
groups (F(1,90) = 6.274, MSe = 2.003, p = .014) again indicating that participants who did not 
gesture performed better than those who did.  Far transfer questions also revealed a significant 
difference in scores across non-gesture and gesture conditions (F(1,90) = 7.124, MSe = 8.131, p 




Means and Standard Deviations for posttest and delayed scores. 
Condition Posttest Delayed Test 














2.56 (1.50) 2.88 (1.27) 6.84 (3.38) 2.72 (1.31) 2.68 (1.60) 6.56 (3.07) 
Point 
(N=19) 
2.47 (1.26) 2.00 (1.37) 5.84 (2.85) 2.37 (1.12) 2.16 (1.64) 5.53 (3.19) 
Trace 
(N=27) 
2.56 (1.42) 2.15 (1.54) 5.41 (2.98) 2.67 (1.57) 1.85 (1.61) 5.22 (2.99) 
Non-gesture 
(N=46) 
2.70 (1.40) 2.83 (1.37) 7.17 (2.80) 2.74 (1.31) 2.54 (1.35) 6.50 (2.82) 
Gesture 
(N=46) 
2.52 (1.35) 2.09 (1.46) 5.59 (2.90) 2.54 (1.39) 1.98 (1.61) 5.35 (3.04) 
Maximum 
Score 
/4 /4 /10 /4 /4 /10 
 
An analysis of all question sub-types included in the delayed test revealed non-significant 
results. Recall scores were tested for homogeneity of variances, with a significant difference 
found (p = .045). While Shapiro-Wilk tests indicated that delayed recall scores were non-
normally distributed, skewness again was not extreme, as evidenced by a low Z-value. A non-
parametric Kruskal-Wallis H test was conducted, which indicated non-significant differences 
between conditions (χ2(3) = 2.537, p = .469). Near transfer resulting in a non-significant 
difference between conditions, F(3,88) = 1.252, MSe = 2.242, p = .296. This finding, in contrast 
with immediate significant posttest scores, suggests that the effects of gesturing may change as a 
factor of time, meaning after one week or longer, gesturing did not affect problem solving 
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performance. Far transfer questions again resulted in similar non-significant results across 
conditions (F(3,88) = 1.303, MSe = 8.753, p = .279).  Again, a grouped-condition analysis of 
gesture and non-gesture conditions was also conducted, with means and standard deviations 
included in Table 22. One-way ANOVAs resulted in non-significant differences between recall 
questions (F(1,90) = 0.482, MSe = 1.825, p = .489) and near transfer questions, F(1,90) = 3.333, 
MSe = 2.204, p = .071. While far transfer scores were not found to be significantly different 
between these grouped conditions (F(1,90) = 3.551, MSe = 8.599, p = .063), means indicate that 
the trend of participants in the non-gesture group performing better than those in the gesture 
group continued.  
Mental effort ratings (both Paas and Emoji) revealed non-significant differences between 
all four gestures conditions and grouped gesture and non-gesture conditions for worked example, 
posttest and delayed test scores (see Appendix L for more details). While these results were not 
found to be significant, participants did report lower mental effort while engaging with the 
worked example videos as shown by means presented in Table 22, however these lower ratings 
did not extend to the posttest or delayed test for which mental effort was rated higher (see 
Appendix L). This means that while participants who gestured perceived their mental effort to be 
lower for the worked examples, this did not translate to increased understanding of presented 
concepts as demonstrated by lower test scores. 
 
Table 22 
Mental Effort Ratings for Worked Examples 
Condition Paas Scale (SD) Emoji Scale (SD) 
Control (N=21) 3.22 (1.55) 4.00 (1.76) 
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Cue (N=25) 3.20 (2.18) 3.57 (1.61) 
Point (N=19) 2.42 (1.26) 3.40 (1.50) 
Trace (N=27) 2.50 (1.24) 3.26 (1.29) 
Non-gesture (N=46) 3.21 (1.90) 3.77 (1.67) 
Gesture (N=46) 2.47 (1.24) 3.32 (1.37) 
Maximum Score /10 /10 
 
An analysis of variance test (ANOVA) was conducted on the novel Leppink emoji scale 
that was administered after learning phase was complete. A one-way ANOVA was conducted on 
all four conditions, revealing non-significant results for intrinsic cognitive load (F(3,88) = 0.247, 
MSe = 0.687, p = .863) and germane load, F(3,88) = 0.749, MSe = 1.107, p = .526).  Extraneous 
cognitive load measures were found to be close to significantly different across all four 
conditions, F(3,88) = 2.611, MSe = 0.623, p = .056. A comparison of means across conditions 
reveals that those in the gesture conditions (pointing and tracing) rated extraneous load as higher 
than those in non-gesture conditions. An analysis of grouped conditions (non-gesture and 
gesture) for each was then conducted.  ANOVAs on intrinsic scores revealed no significant 
difference between groups, F(1,90) = 0.518, MSe = 0.673, p = .473. Germane load also indicated 
no significant differences, F(1,90) = 0.924, MSe = 1.099, p = .339. For extraneous cognitive load 
revealed a significant variance (p = .038), as found through a Levene’s test, so a non-parametric 
Kruskal-Wallas H test was conducted. This showed significant differences in scores across 
conditions, χ2(1) = 4.819, p = .028, with mean ranks scores of 40.54 for non-gesture, and 52.46 
for gesture conditions. A further one-way ANOVA resulted in a significant difference between 
non-gesture and gesture conditions, F(1,90) = 5.868, MSe = 0.623, p = .017. The results indicate 
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that participants who performed gestures reported significantly higher extraneous cognitive load 
as they progressed through the worked example video lessons. 
As part of this experiment, in Session 2, a Visual Pattern Task (VPT) was administered to 
measure individual differences in short term visuospatial memory recall. An analysis was 
conducted to determine if these differences in visuospatial ability played a role in posttest 
performance. A median split was conducted to categorize participants into two separate groups. 
The median score for all participants was 25 out of a possible 34, so the resulting two groups 
contained students who achieved either above or below the median score of 25.  
A 4 (condition: control vs. cue vs. point vs. trace) X 2 (visuospatial ability: above median 
vs below median) factorial ANOVA was performed for both near transfer and far transfer 
posttest scores. Researchers opted to focus on near and far transfer questions, as opposed to 
recall questions, as these did not demonstrate understanding of the problem-solving skills 
covered in the lesson. The first analyses revealed no significant interaction for near transfer 
scores, F(3,84) = 1.581, p = .402. Far transfer scores also resulted in a non-significant 
interaction, F(3,84) = 2.481, p = .067. While this result was close to significant, an examination 
of plots revealed an interesting pattern which suggested visuospatial ability had differing effects 
for non-gesture and gesture conditions. As seen in Figure 44, scores for those in the control and 
cue conditions were similar, regardless of visuospatial ability, whereas for those in the pointing 
and tracing conditions, scores were considerably lower for participants with low visuospatial 
ability. Further, the plot shows that participants with low visuospatial ability who traced scored 
lower than those who pointed, suggesting that tracing had more of a detrimental effect on test 
scores for these learners.  
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To explore this effect further, a 2 (grouped condition: non-gesture vs. gesture) x 2 
(visuospatial ability: above median vs below median) factorial ANOVA was conducted on 
posttest far transfer scores. In this case, a significant interaction effect was identified, F(1,88) = 
5.765, p = .018, supporting the case that for learners with low visuospatial ability, gesturing led 
to lower test scores (Figure 45). 
 
Table 23 
Mean far transfer scores for condition groups and visuospatial ability. 
Condition VPT below median (SD) VPT above median (SD) 
Control 7.50(1.309) 7.62(2.256) 
Cue 6.75(3.284) 6.88(3.516) 
Point 5.23(2.242) 7.17(3.764) 
Trace 3.46(1.898) 7.20(2.949) 
Non-gesture 7.13(2.446) 7.20(3.010) 
Gesture 4.35(2.226) 7.20(2.931) 
Maximum Score /10 /10 
 
A factorial ANOVA was then conducted on delayed near transfer test scores, yet no 
significant effect was observed for all conditions, F(1,84) = 0.891, p = .449, or grouped gesture 
conditions, F(1,88) = 1.835, p = .179.  The same analysis of delayed far transfer scores also 
returned non-significant results for all four conditions, F(1,84) = 0.824, p = .484,or grouped 
conditions, F(1,88) = 0.014, p = .906.  
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A further examination of plots of estimated marginal means (Figure 46 and Figure 47) 
confirm these non-significant results and demonstrate that delayed far transfer scores were not 
affected by the performance of gestures, but only visuospatial ability. These results show that the 
far transfer scores for participants with high visuospatial ability (as measured by the VPT) were 
largely unaffected by the performance of gestures, while participants with low visuospatial 
abilities were affected, leading to significantly lower test scores. 
 
Figure 44. Score plots for all conditions (far 
transfer questions) 
 
Figure 45. Score plots for grouped gesture 




Figure 46. Score plots for all conditions 
(delayed far transfer questions) 
Figure 47. Score plots for grouped gesture 
categories (delayed far transfer questions). 
 
 
9 Discussion  
The purpose of this study was to investigate how the observation and performance of 
pointing and tracing gestures while engaging with a touch-based multimedia geometry lesson 
would affect learning performance. The key result showed that gesture conditions (point and 
trace) achieved lower scores in posttest and delayed testing when compared to non-gesture 
conditions (control and cue), with medium and small effect sizes, respectively (d = 0.60, d = 
0.42). This suggests that despite previous studies exploring the tracing effect that demonstrate 
the benefit of gesture performance in support of learning, these benefits may not be universal, 
indicating a potential reverse effect. The cause of this reverse effect is attributed to results in 
self-reported cognitive load measures. Participants who performed gestures reported significantly 
higher extraneous cognitive load (as measured by the Emoji Leppink rating scale) with a medium 
effect size (d = 0.44). This is important as it means that those participants who were asked to 
gesture reported higher extraneous cognitive load as a result of the materials they were presented 
with and the actions they were asked to perform. This extraneous load would then have reduced 
available working memory resources available for learning (germane load), thus resulting in 
lower test scores. A number of interrelated factors may have caused this increase, including the 
characteristics of the learner, the multimodal nature of the learning materials and the impact on 
working memory resources as a result of the requirement to gesture at specific moments. 
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With regards to the characteristics of the learners, participants reported medium to high 
levels of perceived confidence with the subject matter, which indicated the presence of prior 
knowledge. While the learners studied the topic of solving for angles in a parallel line in school 
the previous term, test scores did not show a ceiling effect, thus the extraneous load is most 
likely not a result of prior knowledge, but simply due to the act of gesturing.  
This study also identified a meaningful insight in terms of the learners’ visuospatial 
ability. When examining posttest far transfer questions, participants with low visuospatial ability 
who gestured, achieved significantly lower scores than those with high visuospatial ability 
(Figure 45). Indeed, these high visuospatial ability learners scored exactly the same (7.20 out of 
10) whether they gestured or not. Further, for participants who did not gesture (control and cue 
groups), scores between the low and high visuospatial groups were nearly identical. These results 
solidify the presence of an interaction between the learners’ visuospatial ability and the 
performance of gestures. 
From a working memory perspective, it is clear that when gestures were not performed, 
working memory resources devoted to solving these problems were equally applied in both high 
and low visuospatial ability groups. When gestures were performed however, participants with 
low visuospatial ability were significantly impacted, while those with high visuospatial ability 
were seemingly not affected at all. This difference may be explained in two ways:  
• High visuospatial ability learners have automated the processing of information that is 
visuospatial in nature, including the performance of gestures. This automation means that 
gesturing may not require any additional working memory resources.  Low visuospatial 
ability learners, however, have not automated this processing, so still require allocation of 
resources to do so, thus imposing an extraneous load. 
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• Alternatively, gestures do require additional working memory resources regardless of 
visuospatial ability, yet learners in the high visuospatial group were able to compensate 
and allocate resources more effectively.  Low visuospatial learners on the other hand, 
may not have been able to compensate for the increase in these resources as effectively, 
thus imposing an extraneous load. 
 
It should also be noted that there was no identified interaction effect for delayed testing, 
meaning that any differing performance previously based on visuospatial ability may not persist 
over time, and any difference in transfer scores in the long term become merely a factor of 
gesture performance and visuospatial ability independent of one another. 
Previous studies exploring the benefits the tracing effect (Ginns, Hu, Byrne, & Bobis, 
2016; Hu, Ginns, & Bobis, 2014, 2015; Macken & Ginns, 2014) indicate that pointing and 
tracing can enhance learning when there is a visuospatial component present in problem solving. 
While these studies consistently used static paper-based visual materials, the present study used 
dynamic multimodal lessons as this was tied to its research aims. Based on the nature of these 
materials, which included additional auditory explanations, participants in this study may have 
required increased working memory resources to integrate and process information not only in 
the visual and embodied modalities, but the auditory as well. When considering the multimodal 
nature of the learning materials and learning environment it is important to consider attentional 
factors to explain how cognitive load may affect learning. Sepp, Howard, Tindall-Ford, 
Agostinho, and Paas (2019) suggest that working memory resources may be distributed 
dynamically across attentional foci, meaning that as the cognitive demands of a learning task 
change, attentional resources are constantly reallocated to different foci to support learning and 
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cognition (e.g., embodied foci shifts to visual foci). In the case of this study, attentional resources 
required to engage with worked example materials, the quantity of modalities (visual, auditory, 
embodied) and the resulting distribution of attentional resources that are required to attend to this 
information may affect individual learners in different ways. This experiment required 
participants to focus on gesturing when this may not have been the most efficient attentional 
distribution for them, leading to an increase in the resources required to deal with gesturing 
(extraneous load) and a reduction in the resources allocated learning (germane cognitive load).  
Most importantly, the imposed extraneous load reported by learners who performed 
gestures may be the result of a misalignment with each learner’s natural behavior. As Pouw, de 
Nooijer, Van Gog, Zwaan, & Paas (2014) suggest, gestures may provide an external support 
mechanism when cognitive demands are high, meaning that these movements may be performed 
as an automatic means to assist in cognition and learning when working memory resources are 
stretched thin. In this study, participants were asked to perform gestures at key moments during 
the worked example lessons, and were not able to choose when or how they could gestures. It 
can therefore be concluded that when participants are made to gesture in a way that is counter to 
their natural inclinations, gestures may lead to an increase in extraneous cognitive load as they 
are simply an additional task that may not be required to support learning. 
To further investigate the nuances related to the tracing effect and how these gestures 
may benefit all learners, a future study may consider exploring issues surrounding the mandating 
of gestures as opposed to optional, spontaneous, and self-initiated gestures. Further, given that 
many multimedia learning environments offer self-paced lessons and time-limited learning 
experiences, an investigation into the differing effects of each would bring clarity to the 
questions raised in this study regarding gestures as cognitive supports. 
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This experiment provided some preliminary evidence for how gestures affect learning 
while engaging with touch-based multimedia lessons. The relationship between factors that may 
limit the benefits of gestures, such as the quantity of modalities, and the visuospatial ability of 
the learner still require further investigation so that the tracing effect may be applied more 
confidently in practice, so that teachers may better support learners of different abilities using 
targeted activities that include gesturing when appropriate. 
 
10 Conclusion 
Results from this experiment contributed to a growing body of literature that has 
documented the benefits that pointing and tracing on learning materials provide to learning and 
problem solving. While previous studies have predominantly investigated these effects using 
paper materials using a visual modality, this study explored the performance and observation of 
gestures in a multimodal (audiovisual) ICT based learning environment. As tablets and 
smartphones continue to increase in ubiquity both in and out of the classroom, the results from 
this study can inform how worked examples may be designed and deployed in touch-based 
multimedia learning environments. A key takeaway is that when engaging with multimodal 
learning materials, observing gestures may benefit learning, while the performance of gestures 
may impose an extraneous load if the learners are not naturally inclined to do so to support their 
learning and cognition. Further, the visuospatial ability of learners should also be considered 
when planning activities that involve the performance of gestures to ensure that these activities 
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This chapter is presented as a traditional conclusion chapter in this thesis by compilation. 
This final chapter brings the results chapters together to address the study’s research questions 
and relates them to previous research exploring the performance and observation of gestures in 
educational contexts. This chapter provides a deeper discussion into the effects of gestures on 
learning in traditional and ICT-based learning environments. Following the discussion on 
gesturing in different learning environments, the practical implications of the study will be 
presented, including pedagogical applications for the performance and observation of gestures in 
the classroom and beyond. Limitations of the study are also presented, followed by 





This chapter presents the overall outcomes of this PhD study. First, findings are presented 
in terms of research questions and how the results, taken together from all three experiments can 
answer each, including a detailed discussion of key comparisons between conditions such as 
gesturing v. not gesturing and pointing v. tracing. Subsequent sections discuss potential reasons 
for the results based on previous research, how this study and its outcomes compare with other 
similar studies and finally, how attentional factors may play a role in gesture performance and 
working memory allocation. The chapter then provides an overview of how this study has 
contributed to teaching practice, learning materials design, CLT theorizing and research 
methods. Limitations of the study follow, as well as areas of future research and a final 
conclusion.  
 
2 Overall Findings 
The main purpose of this study was to investigate how finger-based gestures affect the 
learning of geometry when engaging in a touch-based multimedia lesson. The study aimed to 
determine if gesturing in an interactive multimedia learning environment resulted in improved 
learning outcomes and / or lower mental effort ratings. In the following sections, a detailed 
analysis of findings is presented. First, a summary of findings related to each stated hypothesis is 
presented, leading to a discussion for each of the four stated research questions. This is followed 
by a discussion of findings for gesture and non-gesture conditions, as well as comparing point 
and trace conditions.  
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2.1 Summary of Hypotheses 
The two experiments (see Chapter 8 and Chapter 9) had a total of three overarching 
hypotheses derived from four research questions. The research questions investigated the 
difference between experimental conditions based on test performance and mental effort 
(cognitive load) ratings. A summary of results for each hypothesis is presented in Table 24, 
detailing how different measures including test scores and mental effort ratings supported or 
refuted stated hypotheses. A summary and overall discussion of findings related to each research 
question subsequently follows. 
 
Table 24 
Summary of Results for 3 hypotheses. 
Hypothesis Result 
Focus: Performance 
H1 Gesturing > Non-Gesturing: Posttest Not supported 
H1 Gesturing > Non-Gesturing: Delayed Test Not supported 
H2 Tracing > Pointing: Posttest Not supported 
H2 Tracing > Pointing: Delayed Test Not supported 
Focus: Mental Effort 
H3 Gesturing < Non-gesturing: Posttest Not supported 
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H3 Gesturing < Non-gesturing: Delayed Test Not supported 
H3 Gesturing < Non-gesturing: Intrinsic cognitive load Not supported 
H3 Gesturing < Non-gesturing: Extrinsic cognitive load Not supported 
H3 Tracing < Pointing: Germane cognitive load Not supported 
 
The results for each research question are outlined in the following section.  
  
Q1: Do finger-based gestures enhance the learning of geometry from worked examples? 
From the results of the two experiments conducted, the findings of this study suggest that 
in a touch-based multimedia learning environment, gestures do not benefit learners, but in fact 
the opposite, with significant results showing that posttest scores for participants who performed 
pointing and tracing gestures were lower when compared to those who did not gesture. Further, 
extraneous cognitive load was rated higher for those who gestured when compared to those who 
did not.  
 
Q2: Do the use of gestures lead to increased test performance when compared to not making 
gestures? 
With regards to performance measures, the results showed that there was a statistically 
significant difference for posttest scores and a near-significant difference for delayed test scores 
in favor of the non-gesture conditions. The non-gesture conditions group (combined control and 
cue) performed better on both the posttest and delayed test compared to the gestures group 
(combined point and trace). 
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Q3: Do embodied gestures (conceptually related tracing) lead to increased test performance 
when compared to attentional gestures (pointing)? 
This question extends the exploration of gesture conditions to focus specifically on the 
differing cognitive function of these gestures. Embodied gestures refer to gestures that reinforce 
the concept being learned, such as tracing along the path of an angle, while attentional gestures 
describe those that use a static pointing gesture to guide attention. The results indicated that 
between these two conditions, there were no significant difference in scores.  
 
Q4: How do embodied (conceptually related tracing) and attentional gestures (pointing) 
influence student perception of the learning experience? 
When considering mental effort and cognitive load, results indicated no significant 
difference in perception of mental effort during the learning phase (worked examples), however 
means indicated that participants who did not gesture reported higher mental effort than those 
who did. While this is not a significant result, it is possible that gesturing during a learning 
activity may lead to a lower perception of mental effort, and perhaps aid in understanding of 
learned concepts. 
An analysis of Leppink emoji ratings indicate that extraneous load was significantly 
different between grouped gesture (pointing and tracing) and non-gesture (control and cue) 
conditions, with gesture conditions reporting higher extraneous cognitive load than non-gesture 
conditions. This aligns with differences in mean posttest scores (significant and non-significant) 
that indicated higher test scores for those in the non-gesture conditions. As participants 
experienced a higher extraneous cognitive load, this would reduce available working memory 
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devoted to learning and problem solving (germane load) as evidenced in lower performance 
scores.  
 
2.2 Summary of results for non-gesture vs. gesture conditions  
Hypothesis 1 investigated the effects of gesturing in a touch-based multimedia learning 
environment and predicted that gesturing would result in increased test performance. This 
hypothesis was not confirmed, with results indicating the opposite is true as the non-gesture 
conditions (control and cue) outperformed the gesture conditions (point and trace) for both the 
post-test and delayed test.  Posttest scores for Experiment 3 resulted in medium effect sizes for 
near transfer and far transfer questions, d = 0.52, and d = 0.55 respectively. Delayed test scores 
resulted in small effect sizes for near transfer and far transfer questions, d = 0.38, and d = 0.39. 
For recall scores, both in the posttest and delayed test, results did not indicate any significant 
difference in recall scores. These results clearly indicate that participants who did not gesture on 
posttests outperformed those who did, suggesting that the additional resources required to 
perform these gestures may have had a significant effect on learning. This conclusion, however, 
is predicated on the visuospatial ability of the learner, as supported by the VPT median-split 
analysis previously described. Participants with high visuospatial ability performed similarly on 
posttest delayed transfer questions, irrespective of if they gestured or not, while participants with 
low visuospatial ability scored significantly lower when gesturing. This means requesting that 
students with lower visuospatial abilities gesture when engaging with multimodal learning 
materials of a visuospatial nature may not aid their learning.  
Hypothesis 3 investigated mental effort ratings and predicted that gesturing would result 
in lower subjective mental effort ratings for the posttest, and delayed test, and the same lower 
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ratings for intrinsic and extrinsic cognitive load in worked examples. For posttest and delayed 
test mental effort ratings, results indicated no significant difference between gesture (point and 
trace) and non-gesture (control and cue) conditions for both Paas and emoji scores, thus the 
hypothesis was not supported. These non-significant results for mental effort ratings between 
participants echo previous findings in a similar study by Agostinho, Tindall-Ford, Ginns, 
Howard, Leahy, and Paas (2015) which also found no significant differences across non-tracing 
and tracing conditions. This could indicate that unidimensional subjective ratings (e.g., likert) 
may not be sensitive enough to measure the differences in cognitive load induced by gesturing.  
Given that the Leppink emoji scale did result in significant differences for extraneous cognitive 
load across conditions, an instrument such as this which focuses specifically on the design of 
materials, may provide further insights in the future. 
For intrinsic cognitive load as measured with a novel Leppink emoji scale, Hypothesis 3 
was again not supported, with no significant difference between conditions observed. Extraneous 
cognitive load as measured with the same Leppink emoji scale resulted in significant differences 
between grouped gesture (point combined with trace) and non-gesture (control combined with 
cue) conditions. The hypothesis that lower mental effort would be reported is not supported due 
to the gesture conditions reporting a higher extraneous cognitive load than non-gesture 
conditions, with a small effect size (d = 0.44). This suggests that the performance of gestures in a 
multimodal touch-based learning environment may, in fact, increase cognitive load due to an 
increase in the attentional resources required to attend to an additional mode of learning. Given 
that the modality effect within CLT posits that information that reinforced across two modalities 
is generally supportive of learning, the addition of hand gestures, regardless of their conceptual 
links to the material, may not have added benefits. 
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2.3 Summary of results for pointing vs tracing  
Hypothesis 2 investigated the effects of specific gestures, namely pointing and tracing, 
and their effects on posttest and delayed test performance measures. This hypothesis predicted 
that participants in the tracing condition would demonstrate higher scores than those in the 
pointing condition, this hypothesis was not supported. For Experiment 1, all posttest scores 
resulted in non-significant differences between all four conditions. For Experiment 3, recall 
scores and near transfer scores resulted in non-significant differences between conditions. 
Results of a non-parametric ANOVA for far transfer scores indicated a significant difference 
between all four conditions, with participants in the pointing condition performing slightly better 
than those in the tracing condition (for details see Chapter 9, Section 8). To further test this 
hypothesis, as part of the Kruskal-Wallis non-parametric test, a pairwise comparison was 
conducted to explore whether participants in the pointing condition scored significantly 
differently than those in the tracing condition. This comparison revealed no significant 
differences between these two conditions (p = .699), though participants who pointed did score 
slightly higher than those who traced. In Experiment 1 and 3, delayed test scores revealed non-
significant results for all question types. Overall, results demonstrated that those participants who 
traced did not achieve higher scores than those who pointed, thus hypothesis 2 was not 
supported. 
Hypothesis 3 explored the effects of specific gestures on subjective ratings of mental 
effort and predicted that germane cognitive load for the tracing condition would result in higher 
ratings than the pointing condition. In Experiments 1 and 3, one-way ANOVA indicated non-
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significant differences between all four conditions for germane load as measured by the Emoji 
Leppink scale. As such hypothesis 3 is not supported. 
 
3 Discussion 
The key result from this study, specifically relating to Experiment 3, was that participants 
in the gesture conditions (point and trace) demonstrated lower posttest and delayed test scores 
when compared to non-gesture conditions (control and cue), with medium and small effect sizes, 
respectively (d = 0.60, d = 0.42). Participants who gestured reported a significantly higher rating 
for extraneous cognitive load (as measured by the Emoji Leppink rating scale) with a medium 
effect size (d = 0.44), suggesting that the performance of gestures may have imposed this 
extraneous cognitive load, leading to lower test scores. While previous studies in the tracing 
effect have found that gesture performance benefits learning and cognition, the result of the 
present study points to a possible reverse effect.  
To explore these results and the potential explanations for this reverse effect, the 
following sections discuss a number of interrelated factors, including the characteristics of the 
learner, the multimodal nature of the learning materials and most importantly, how the 
requirement to gesture at specific moments may have impacted learning.  
 
3.1 Nature of the Learner 
This study found two important factors related to the nature of learners and how these 
may impact learning. Firstly, participants reported considerably high self-perceived confidence 
with the subject matter. While no pre-test was administered, this confidence measure does 
indicate some level of prior knowledge. In addition, self-reported mental effort ratings were quite 
low for participants in all conditions across worked examples and tests. Both of these results are 
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supported by the fact that participants studied the topic of the experiment in the previous term at 
their school. Given that most cognitive load effects have been observed and replicated when 
cognitive load is high, it is possible that cognitive load during the experiment may not have been 
sufficiently high enough to observe any beneficial effects for gesturing. Results may have been 
different if the lesson had been administered earlier in the year, when students were not familiar 
with the subject matter. In this hypothetical case, cognitive load may have been higher and a 
learning benefits may have been observed for those in the gesture conditions.  
Secondly, this interplay between the performance of gestures and cognitive load becomes 
more nuanced due to the interaction found between posttest far transfer scores and visuospatial 
ability as measured by the VPT (Figures 44 & 45). Results indicated that regardless of 
visuospatial ability, participants who did not gesture achieved similar scores. For participants 
who did gesture, however, an interesting effect was found - participants with low visuospatial 
ability who performed pointing or tracing gestures achieved significantly lower scores when 
compared to those with higher visuospatial ability. Further still, those with high visuospatial 
ability achieved identical scores (7.20 out of 10) whether they gestured or not (Table 23). This 
suggests that for those with high visuospatial ability, gesturing did not have any measurable 
impact on performance. This exact equality in scores may be explained in two separate but 
similar ways. It is possible that the performance of gestures for these participants did not require 
any additional working memory resources due to their high visuospatial ability which may allow 
for more automated processing this information. Alternatively, the performance of gestures did 
require additional working memory resources, yet due to these participants’ high visuospatial 
ability, they were able to cognitively compensate for this increase by reallocating resources more 
efficiently. Given that participants with low visuospatial abilities were significantly impacted by 
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gesturing, it is clear that this increase in working memory resources devoted to gesture 
performance could not be compensated for, and thus, lower scores were observed. It should also 
be noted that this effect was not observed during delayed testing, suggesting that the effects of 
gesturing may not persist past an immediate learning episode. 
 
3.2 Multimodal learning materials 
Previous materials used in studies exploring the tracing effect were unimodal in nature, 
using paper based materials that included visual diagrams with text explanations (Ginns, Hu, 
Byrne, & Bobis, 2016; Hu, Ginns, & Bobis, 2014, 2015; Macken & Ginns, 2014). For the 
present study however, participants were asked to engage with materials that were multimodal in 
nature - visual representations of geometrical angles with minimal text, and additional auditory 
explanations for problem-solving strategies. This difference in the quantity of modalities that 
learners were required to engage with may have resulted in an increase in extraneous load, 
leading to lower test scores. 
Participants in the point and trace conditions who performed gestures were required to 
attend to visual learning materials presented on the iPad screen while also performing gestures. 
In contrast with previous studies that identified benefits to performing gestures, these 
participants were also required to attend to additional auditory explanations for the visually-
presented geometry problems. This would require participants to shift attention and establish 
relationships across more sources of information, when contrasted with previous studies’ 
learning materials. This additional auditory modality may have induced a split attention effect 
between these modalities, resulting in increased extraneous cognitive load (as evidenced by 
results from the emoji Leppink scale). This increase in extraneous load thus reducing germane 
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cognitive load and with it, the opportunity to learn the outlined strategies for  solving for angles 
on a parallel line effectively.  
 
3.3 Gestures as cognitive supports 
 Previous studies exploring the benefits the tracing effect (Ginns, Hu, Byrne, & Bobis, 
2016; Hu, Ginns, & Bobis, 2014, 2015; Macken & Ginns, 2014) suggest that pointing and 
tracing can enhance learning when there is a visuospatial component to the learning materials or 
problem solving strategy.  In these studies participants were instructed to trace on presented 
visual learning materials in a flexible manner, allowing them to gesture when and how they 
preferred while they studied learning materials. This contrasts with the present study, which 
instructed participants to gesture in specific ways, at specific times, and in a specific sequence, as 
they engaged with worked example videos. de Koning and Tabbers (2013) found that when 
participants were asked to gesture while following along with an arrow during an animated 
lesson on weather systems, participants who gestured scored lower on a posttest. Given that the 
results of the present experiment demonstrated a significant increase in extraneous cognitive load 
in gesture conditions, it can be concluded that a similar effect was observed. This leads to an 
interesting consideration in terms of instructional strategies for the performance of gestures – 
whether to mandate specific aspects of these movements, or two allow learners the freedom to 
gesture in ways that align with their natural behavior.   
As Pouw, de Nooijer, Van Gog, Zwaan, & Paas (2014) suggest, gestures may provide an 
external support mechanism when cognitive demands are high. In the case of the present study, 
participants reported high perceived confidence with the subject matter, with mental effort 
ratings reported as relatively low, with both measures hinting at an initial low cognitive load. It 
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can therefore be concluded that when participants are made to gesture when there is no need for 
any external means of cognitive support, gestures may lead to an increase in cognitive load. This 
is because the required gestures (pointing or tracing) may not support cognition but are simply an 
additional task that requires working memory resources to attend to. Instead of a means of 
supporting cognition, these movements become an additional task to manage, thus imposing an 
extraneous load. This increased extraneous cognitive load would reduce available working 
memory resources devoted to schema construction and learning (germane load), thus explaining 
the resultant lower posttest and delayed test scores in the gesture conditions.  If gestures do 
indeed provide cognitive support in situations of high cognitive load as Pouw, et al. suggest 
(2014), students may benefit from performing gestures at their discretion instead, rather than 
being required to gesture at specific times during a learning episode. 
 
4 Contributions to Teaching Practice and Learning Materials Design 
As the ubiquity of touch-based ICT devices in educational contexts continues to increase, 
the development of ‘apps’ targeted at school-aged children and designed to support learning, will 
continue to increase. It is therefore important to consider how these ‘apps’ are both designed for 
and adopted in classroom settings. Below are some recommendations for both teachers and 
learners: 
• When interacting with touch-based ICT in the classroom, teachers should be aware of the 
nuanced role that gestures play in learning and cognition. They may encourage the use of 
pointing or tracing if learners feel it will help, but should not mandate it. 
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• Interactive multimodal learning activities, including apps and videos, should allow time 
for learners to explore using their hands and bodies at their own pace and discretion, as 
opposed to time-limited or prescribed performance of specific gestures.  
• Learners who have prior knowledge should not be required to gesture as part of dual-
modality learning activities but should be free to gesture at their discretion.  
o Learners with low visuospatial working memory capacity are especially sensitive 
to this requirement, so may benefit from unimodal learning materials, tracing and 
pointing as they require. 
 
5 Contributions to Cognitive Load Theory research 
The results of this study provide contributions to the understanding of a number of 
aspects related to cognitive load theory. With regards to working memory and cognitive load in 
general, for learners with low visuospatial ability, results suggest that when their prior 
knowledge is high, the requirement to perform a gesture may have increased extraneous 
cognitive load. As a result of this increase, fewer working memory resources were available to 
attend to processing relationships and integrating information related to problem solving and 
learning, which led to lower performance in posttests.  
The modality effect established that presenting visual materials with supporting auditory 
explanations (without redundancy) provides an efficient means of processing novel information 
in memory, leading to increased learning performance when compared to presentation in one 
modality. This study presented visual and auditory materials in a manner compliant with 
cognitive load theory principles and was designed to test how the addition of hand gestures 
would affect learning. Results indicated that the performance of gestures did not have the 
hypothesized positive impact on learning and did, in fact, result in lower performance. This 
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means that the well-established principles describing the benefit of dual-modality presentations 
remain intact as they relate to the presentation of learning materials in multimedia formats. In the 
case of this study, which required learners to gesture at key moments as they engaged with dual-
modality materials, the performance of these gestures added an element of active engagement. 
This is contrasted with simple exposure to dual-modality materials as outlined in the modality 
effect, thus this additional active component may have required the allocation of more working 
memory resources, which resulted in reduced performance. As such, the modality effect retains 
its previously identified benefits, with the addition of the caveat that performing gestures while 
engaging with these materials may negate these benefits. 
The human movement effect describes the learning benefits of observing human 
movements when learning procedural motor tasks, and generally describes the benefits of 
mimicry in learning new motor skills. This study presented animated hands pointing or tracing 
during worked example lessons that participants were then asked to replicate based on their 
assigned condition. In this case, learners who performed both pointing and tracing gestures 
achieved lower performance scores than those who did not gesture, suggesting that in this 
situation, mimicry was not beneficial to learning. Further, other factors may have played a role in 
this reverse effect, including prior knowledge and the timed and multimodal nature of the 
learning materials. In addition, studies demonstrating the benefit of observing hands and 
replicating procedural motor tasks typically involve the direct manipulation of a three-
dimensional physical object, such as tying a knot or operating a toy. Studies that explore the 
human movement effect through the use of touch-based ICT devices are still increasing in scope 
and application so at this time, further evidence is needed to determine the specifics contexts in 
which the human movement effect may apply in an ICT environment.   
 332 
In terms of the tracing effect, this study identified a reverse effect by demonstrating that 
when learners performed gestures while engaging in touch-based multimedia lessons, they 
achieved lower test scores when compared to those who did not gesture. This is meaningful in 
that the presentation of the materials that learners physically interact with plays a role in the 
allocation of working memory resources. In the case of the present study, the dual-modality 
learning materials resulted in an increase in extraneous cognitive load, which reduced any 
potential benefits that pointing or tracing may have provided. This is contrasted with previous 
studies that used unimodal learning materials (paper-based visual materials). Further, the 
complex interplay between learners’ prior knowledge, their visuospatial ability, and their use of 
hand gestures in support of cognition still remains an area to be explored. 
 
6 Contributions to Research Methods 
This study has made contributions to research methodology in the area of gesture-based 
research through the development of set of iPad and iPhone applications (apps) designed to 
facilitate simultaneous participation in the experiment as well as the capturing of data related to 
gesture performance in a touch-based learning environment (see Chapter 7 for details). These 
apps, developed by the researchers, were designed to leverage cloud-based computing 
technologies (data and image storage on a server) to allow for more efficient collection of data 
for a large quantity of participants in classroom learning environments, and to collect high 
fidelity data on each participant’s gesture performance while engaged in the experiments. 
Many studies that leverage iPads and other tablet computers require researchers to 
individually download data using a wire connected to a computer. Given that this series of 
experiments required many iPads to be in use simultaneously, saving text-based quantitative and 
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image data to secure and encrypted databases and storage systems in the cloud did not require 
downloading data from each individual iPad to a computer after each experiment. This allowed 
for much faster completion of data collection and after much testing, led to a more reliable 
method of saving data. Further, this method expanded capabilities for data collection beyond a 
one-on-one lab-based model of data collection and allowed for all learners to participate in each 
experiment simultaneously in their regular classroom setting. 
In addition to cloud storage, the apps also provided the functionality to collect highly 
detailed information on the gestures performed by each participant. Images ‘drawn’ by each 
participant as they gestured on the screen were collected, including gesture order, direction, 
relative velocity and relevance to the learning materials. In addition, quantitative data on the 
velocity of gestures was also collected.  
Future studies exploring the role of finger-based gestures in touch-based learning 
environments can leverage the technology built into tablet computing devices to capture this data 
in the future and reach more participants in a shorter timeframe, without having to remove them 
from their regular classes. 
 
7 Limitations of the present thesis 
The primary limitation of this study was in the nature of the participants, in that all 
reported medium to high confidence with the topic covered in each experimental session. This 
indication of high prior knowledge is also supported by low self-reported mental effort ratings 
throughout the experiment. Given that participants had previously studied this topic earlier in the 
school year, the topic was for many, a review of existing skills already acquired. When 
considering the difference in exposure to familiar or novel concepts, learners engaging with 
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novel concepts typically require the use of more working memory resources to process and 
integrate this information into long term memory. In the present study, this was not the case – 
some learners may have already integrated this information into long term memory, resulting in 
low cognitive load as they engaged with the learning materials, which may have affected 
learning performance. 
This experiment was conducted in a classroom setting, a context which is typically full of 
sounds, sights and other sources of information which may have resulted in distractions from the 
learning activity at hand.  
The benefits of pointing and tracing have previously been demonstrated in experimental 
designs which allowed for a more self-directed approach, allowing participants to gesture in the 
order and timing that most suits them. This experiment, in contrast to previous studies (Ginns, 
Hu, Byrne, & Bobis, 2015; Hu, Ginns, & Bobis, 2015), required the performance of gestures in a 
sequential and time-limited format, as opposed to asking participants to study the materials freely 
within a time limit. This meant that pointing and tracing gestures were expected to be completed 
at specific moments, and in a specific order. As a result, additional working memory resources 
may have been required to perform these gestures at the correct time, resources that could have 
been allocated to other cognitive tasks such as the processing and integration of information 
related to the topic at hand. 
It should also be noted that this study was conducted in an independent high school, for 
which demographics indicated a relatively high socioeconomic status (SES). For this reason, 
participants were observed to have increased proficiency and confidence with technology and 
engaged in a different curricular structure when compared to other schools in the region.  
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8 Directions for further research 
The positive effects of pointing and tracing gestures have been clearly demonstrated in 
previous studies (Ginns, Hu, Byrne, & Bobis, 2016; Hu, Ginns, & Bobis, 2014, 2015; Macken & 
Ginns, 2014). The present study instead found a reverse effect based on interrelated factors such 
the characteristics of the learner, the nature of the learning materials, and the requirement to 
gesture at specific movements.  Given that the present study’s learning materials were timed in 
nature, prompting participants to gesture at key moments during the lesson, studies may consider 
exploring the effects of performing gestures in a more free and self-paced manner, as opposed to 
the specific requirements to gesture used in the present study. In addition, it may also be 
beneficial to explore the difference in how learning is affected by the requirement to point or 
trace, as opposed to being given the option to do so as needed.   
As observed in the present study, the performance of pointing and tracing gestures did 
have divergent effects for learners with different visuospatial abilities. Future studies may 
explore this further, especially given that gestures have been suggested to support cognition 
when working memory resources are constrained. Designs that include working memory 
measures, such as the VPT (Della-Salla, Gray, Allamano, & Baddeley, 1999), the Automated 
Operation Span Task (Unsworth, Heitz, Schrock, & Engle, 2005) and others, would provide 
useful metrics in determining how individual differences in working memory capacity are 
affected by experimental interventions. More generally, future research will also need to consider 
the individual differences between learners, including age, sex, visuospatial ability, prior 
knowledge, as well as other less documented differences.  
Finally, as technologies that integrate the human motor system continue to evolve, future 
studies may choose to explore the nuanced nature of physical and virtual objects, how they are 
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manipulated and how this affects cognition and learning. Technologies such as virtual and 
augmented reality, along with now ubiquitous touch-based technologies such as smartphones and 
tablets allow learners to manipulate both three-dimension and two-dimensional virtual objects - 
either through a proxy device such as a mouse or controller, or directly using their hands and 
fingers. The physical nature of learning, including tactile and spatial experiences is now able to 
be explored through technologies that track human movement, as well as any physical objects 
themselves. Leveraging these technologies, including tracking interactions with network-
connected physical objects through the Internet of Things (IoT) may provide key insights into 
how interaction with physical and virtual objects may differ. As educational applications in these 
emerging areas begin to be developed and adopted, inquiry into the how these experiences may 




The purpose of this study was to investigate the effects of observing and performing hand 
gestures while engaging with a touch-based multimedia lesson. This study contributes to the 
literature in the areas of Cognitive Load Theory (CLT), Embodied Cognition and working 
memory, by identifying a reverse effect to the use of pointing and tracing gestures. The 
participants in this study that gestured achieved lower posttest scores than those that did not 
gesture. This finding is in contrast to a number of previous studies exploring the tracing effect 
(Ginns, Hu, Byrne, & Bobis, 2016; Hu, Ginns, & Bobis, 2014, 2015; Macken & Ginns, 2014).  
This reverse effect is attributed to the reported increase in undesirable (extraneous) 
cognitive load, caused by caused by a number of interrelated factors. These factors include: 
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learner characteristics, such prior knowledge and visuospatial ability; the multimodal nature of 
the learning materials that, when compared with previous studies, included an additional auditory 
modality, and; the requirement for learners to perform gestures when they may not have been 
required to support cognition and learning. Further research is now required to better understand 
how different instructions use of gestures, and the nature of touch-based ICT learning materials 
affect learning, while also considering the role that prior knowledge and visuospatial ability may 
play. 
The previous benefits observed for learners who trace or point while engaging with 
learning materials should not be discounted, however it is important to consider that these hand 
gestures may not be universally beneficial for all learners. These benefits may simply differ 
based upon each learner’s prior knowledge, visuospatial ability, the learning materials they are 
engaging with and their own natural inclination to use gestures in support of their cognition and 
learning.   
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APPENDIX I: WORKED EXAMPLE VIDEO SCRIPTS 
 
Mental Effort Rating Training 
 “Throughout this lesson we’re going to ask you for feedback on your mental effort. Mental 
effort is a way to describe the effort your brain puts into completing a task. You’ll be shown 2 
different scales.  
“For the first scale, there is a range from 1-9, from Very very low mental effort to Very very 
high mental effort. The second scale shows different emojis. You’ll be asked to choose a rating 
on each scale for each small lesson after it is complete.  
 “Here’s an example if you’re asked the question “what is 1+1?” as the question is really 
easy, you’d probably indicate Very Very Low Mental Effort on the first scale, and this emoji 
having no problems on the second. If your brain is working very very hard to understand and 
work out what you just learned you’d answer 9 on the first scale, and pick this emoji. 
 “There is no right answer, so feel free to respond based on your own feelings and 
experience. When you’re ready to begin, tap the confirm button below.” 
 
Gesture action voice instructions  
Control – “Now look at the screen and follow along with my voice.” 
Cue – “Now look at the hands on the screen and follow along with my voice.” 
Point – “Now you point to items on the screen and follow along with my voice.”  
Trace – “Now you trace on the screen and follow along with my voice.” 
“Focus on the lines and Angles” 
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NOTE: The above  phrases are condition-specific and are embedded through the following 
sections as bracketed text as a placeholder (e.g., [Gesture action voice instructions]) 
 
Condition Training 
“Now we’re going to learn how to follow along with the screen to prepare for the lesson. Let’s 
begin.” 
“This square has 4 corners…1 [pause for gesture], 2 [pause for gesture], 3 [pause for gesture], 4 
[pause for gesture] and back to one [pause for gesture].” 
Control – “Now look at the screen and follow along with my voice” 
Cue – “Now look at the hands on the screen and follow along with my voice” 
Point – “Now you point to items on the screen and follow along with my voice, starting when I 
say 1. Ready?” 
Trace – “Now you trace on the screen and follow along with my voice, starting when I say 1. 
Ready?” 
 
“This square has 4 corners…1 [pause for gesture], 2 [pause for gesture], 3 [pause for gesture], 4 
[pause for gesture] and back to one [pause for gesture].” 
 
Parallel Lines Definition 
“Now we’re going to learn about parallel lines. Let’s begin” 
“These two lines are parallel lines because they both go on forever, and never touch. Two lines 
with arrows on them tell us that they are parallel” 
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 [Gesture action voice instructions] 
 
“These two lines are parallel lines because they both go on forever, and never touch. Two lines 
with arrows on them tell us that they are parallel” 
 
Transversal Definition 
“Now we’re going to learn about transversal lines. Let’s begin” 
“This line is called a Transversal because it cuts across two parallel lines” 
 
[Gesture action voice instructions] 
 
“This line is called a Transversal because it cuts across two parallel lines” 
 
Angles on a Straight Line Definition 
“Now we’re going to learn about angles on a straight line. Let’s begin” 
“Angle A [pause for gesture] and angle B [pause for gesture] add up to 180 degrees because two 
angles that form a straight line add up to 180 degrees. 150 plus 30 equals 180 degrees”. 
 
[Gesture action voice instructions] 
 
“Angle A [pause for gesture] and angle B [pause for gesture] add up to 180 degrees because two 
angles that form a straight line add up to 180 degrees. 150 plus 30 equals 180 degrees”. 
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Angles on a Straight Line WE1 
“In this example, we’re going to solve for Angle ZED. Let’s begin.” 
“Angle Y is 30 degrees [pause for gesture]  Angle ZED is 150 degrees [pause for gesture]  
because two angles that form a straight line add up to 180 degrees. 180 minus 30 equals 150 
degrees.” 
 
[Gesture action voice instructions] 
 
“Angle Y is 30 degrees [pause for gesture]  Angle ZED is 150 degrees [pause for gesture]  
because two angles that form a straight line add up to 180 degrees. 180 minus 30 equals 150 
degrees.” 
 
Angles on a Straight Line WE2 
“In this example, we’re going to solve for Angle T. Let’s begin.” 
“Angle S is 40 degrees [pause for gesture] Angle T is 140 degrees [pause for gesture] because 
two angles that form a straight line add up to 180 degrees. 180 minus 40 equals 140 degrees.” 
 
[Gesture action voice instructions] 
 
“Angle S is 40 degrees [pause for gesture] Angle T is 140 degrees [pause for gesture] because 
two angles that form a straight line add up to 180 degrees. 180 minus 40 equals 140 degrees.” 
 
Corresponding Angles Definition 
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“Now we’re going to learn about corresponding angles. Let’s begin”. 
“Angle A [pause for gesture] is equal to angle B [pause for gesture] because they are 
corresponding angles on a transversal. Both angle A and angle B are 60 degrees”. 
 
[Gesture action voice instructions] 
 
“Angle A [pause for gesture] is equal to angle B [pause for gesture] because they are 
corresponding angles on a transversal. Both angle A and angle B are 60 degrees”. 
 
Corresponding Angles WE1 
 “In this example, we’re going to solve for Angle C. Let’s begin.” 
“Angle A is 60 degrees [pause for gesture]. Angle B is also 60 degrees [pause for gesture].  This 
is because they are corresponding angles on a transversal and corresponding angles are equal.  
Angle C is 120 degrees [pause for gesture]. This is because two angles that form a straight line 
add up to 180 degrees. 180 minus 60 equals 120 degrees.” 
 
[Gesture action voice instructions] 
 
“Angle A is 60 degrees [pause for gesture]. Angle B is also 60 degrees [pause for gesture].  This 
is because they are corresponding angles on a transversal and corresponding angles are equal.  
Angle C is 120 degrees [pause for gesture]. This is because two angles that form a straight line 




Corresponding Angles WE2 
“In this example, we’re going to solve for Angle ZED. Let’s begin.” 
“Angle is 60 degrees [pause for gesture]. Angle Y is 120 degrees [pause for gesture]. This is 
because two angles that form a straight line add up to 180 degrees. 180 minus 60 equals 120 
degrees. Angle Y [pause for gesture] and angle ZED [pause for gesture] are corresponding 
angles, so they are equal. Both Y and ZED are 120 degrees.” 
 
[Gesture action voice instructions] 
 
“Angle is 60 degrees [pause for gesture]. Angle Y is 120 degrees [pause for gesture]. This is 
because two angles that form a straight line add up to 180 degrees. 180 minus 60 equals 120 
degrees. Angle Y [pause for gesture] and angle ZED [pause for gesture] are corresponding 
angles, so they are equal. Both Y and ZED are 120 degrees.” 
 
 
Alternate Angles Definition 
“Now we’re going to learn about alternate angles. Let’s begin” 
“Angle A [pause for gesture] is equal to angle B [pause for gesture] because they are alternate 
angles on a transversal. Both angel A and angel B are 50 degrees”. 
 
[Gesture action voice instructions] 
 
 373 
“Angle A [pause for gesture] is equal to angle B [pause for gesture] because they are alternate 
angles on a transversal. Both angel A and angel B are 50 degrees”. 
 
Alternate Angles WE1 
“In this example, we’re going to solve for Angle C. Let’s begin.” 
“Angle A is 50 degrees [pause for gesture]. Angle B is also 50 degrees [pause for gesture].  This 
is because they are alternate angles on a transversal and alternate angles are equal. 
Angle C is 130 degrees [pause for gesture]. This is because two angles that form a straight line 
add up to 180 degrees. 180 minus 50 equals 130 degrees.” 
 
[Gesture action voice instructions] 
 
“Angle A is 50 degrees [pause for gesture]. Angle B is also 50 degrees [pause for gesture].  This 
is because they are alternate angles on a transversal and alternate angles are equal. 
Angle C is 130 degrees [pause for gesture]. This is because two angles that form a straight line 
add up to 180 degrees. 180 minus 50 equals 130 degrees.” 
 
Alternate Angles WE2 
“In this example, we’re going to solve for Angle ZED. Let’s begin.” 
“Angle is 50 degrees [pause for gesture]. Angle Y is 130 degrees [pause for gesture]. This is 
because two angles that form a straight line add up to 180 degrees. 180 – 50 equals 130 degrees. 
Angle Y [pause for gesture] and angle ZED [pause for gesture] are alternate angles, so they are 
equal. Both angle Y and angle ZED are 130 degrees.” 
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[Gesture action voice instructions] 
 
“Angle is 50 degrees [pause for gesture]. Angle Y is 130 degrees [pause for gesture]. This is 
because two angles that form a straight line add up to 180 degrees. 180 – 50 equals 130 degrees. 
Angle Y [pause for gesture] and angle ZED [pause for gesture] are alternate angles, so they are 
equal. Both angle Y and angle ZED are 130 degrees.” 
 
Co-interior Angles Definition 
“Now we’re going to learn about co-interior angles. Let’s begin” 
“Angle A [pause for gesture] and angle B [pause for gesture] add up to 180 degrees because they 
are co-interior angles on a transversal. 40 plus 140 equals 180 degrees”. 
 
[Gesture action voice instructions] 
 
“Angle A [pause for gesture] and angle B [pause for gesture] add up to 180 degrees because they 
are co-interior angles on a transversal. 40 plus 140 equals 180 degrees”. 
 
Co-interior Angles WE1 
“In this example, we’re going to solve for Angle C. Let’s begin.” 
“Angle A is 120 degrees [pause for gesture]. Angle B is 60 degrees [pause for gesture] This is 
because co-interior angles add up to 180 degrees. 180 minus 120 equals 60 degrees. Angle C  is 
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120 degrees [pause of gesture]. This is two angles that form a straight line add up to 180 degrees. 
180 minus 60 equals 120 degrees”. 
 
[Gesture action voice instructions] 
 
“Angle A is 120 degrees [pause for gesture]. Angle B is 60 degrees [pause for gesture] This is 
because co-interior angles add up to 180 degrees. 180 minus 120 equals 60 degrees. Angle C is 
120 degrees [pause of gesture]. This is two angles that form a straight line add up to 180 degrees. 
180 minus 60 equals 120 degrees”. 
 
Co-interior Angles WE2 
“In this example, we’re going to solve for Angle ZED. Let’s begin.” 
“Angle is 40 degrees [pause for gesture]. Angle Y is 140 degrees [pause of gesture] . This is 
because two angles that form a straight line add up to 180 degrees. 180 minus 40 equals 140 
degrees. Angle Y is 140 degrees [pause for gesture] and angle ZED is 40 degrees [pause for 
gesture]. This is because co-interior angles add up to 180 degrees. 180 minus 140 equals 40 
degrees.” 
 
[Gesture action voice instructions] 
 
“Angle is 40 degrees [pause for gesture]. Angle Y is 140 degrees [pause of gesture] . This is 
because two angles that form a straight line add up to 180 degrees. 180 minus 40 equals 140 
degrees. Angle Y is 140 degrees [pause for gesture] and angle ZED is 40 degrees [pause for 
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APPENDIX K: LEPPINK 10-ITEM QUESTIONAIRE FOR MEASURING 
DIFFERENT TYPES OF COGNITIVE LOAD 
The following description and questions (Leppink, Paas, Van der Vleuten, Van Gog, & Van 
Merriënbor, 2013) were used in the formulation of the novel Emoji Leppink scale used in this 
study.  
 
All of the following questions refer to the activity (lecture, class, discussion session, skills 
training or study session) that just finished. Please respond to each of the questions on the 
following scale (0 meaning not at all the case and 10 meaning completely the case).  
 
0 1 2 3 4 5 6 7 8 9 10 
 
1. The topic/topics covered in the activity was/were very complex.  
2. The activity covered formulas that I perceived as very complex.  
3. The activity covered concepts and definitions that I perceived as very complex.  
4. The instructions and/or explanations during the activity were very unclear.  
5. The instructions and/or explanations were, in terms of learning, very ineffective  
6. The instructions and/or explanations were full of un- clear language.  
7. The activity really enhanced my understanding of the topic(s) covered.  
8. The activity really enhanced my knowledge and under- standing of statistics.  
9. The activity really enhanced my understanding of the formulas covered.  
10. The activity really enhanced my understanding of concepts and definitions. 
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APPENDIX L: EXPERIMENT 3 TRADITIONAL RESULTS CHAPTER 
Note: Appendix L was written as a conventional results chapter for Experiment 3, and originally 
included a detailed discussion of results and overall findings. Upon consultation with his 
supervisors, the author opted to refactor this chapter into a manuscript for publication focusing 
on Experiment 3 (Chapter 9). The detailed discussion and overall conclusion from this appendix 
was removed and became part of both Chapter 9 and Chapter 10. As a result, certain sections of 
this appendix may be repeated from these chapters. 
 
Introduction 
The purpose of Experiment 3 was to investigate the effects of incorporating different 
types of hand gestures into a touch-based audiovisual lesson on geometry. Participants were 
asked to either observe or perform gestures while taking part in two experimental sessions – the 
first session presented worked examples for solving of angles on a parallel line followed by a 
performance test. The second session required participants to play a game intended to measure 
individual differences in visuospatial ability, then complete a delayed test. The experiment aimed 
to first replicate existing studies on the tracing effect, that suggest the performance of tracing 
gestures on learning materials can enhance learning. Further, the experiment aimed to investigate 
how the observation and performance of different types of gestures while using information and 
communication technologies (ICT) affected learning.  
 Approval to conduct Experiment 3 was granted by the Human Research Ethics committee 
and the University of Wollongong (Appendix B) as well as the State Education Research 
Applications Process of New South Wales, Australia (Appendix C). An information letter was 
provided to parents/caregivers (Appendix F) and to student participants (Appendix F). The 
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information letter described the study, including its purpose, procedures and how privacy of each 
student would be ensured. Every participating child, along with their parent/caregiver signed a 
consent form (Appendix F) 
Four instructional conditions were chosen based on previous studies exploring the role of 
hand gestures in learning and cognition. First, a study by Hu, Ginns and Bobis (2014) indicated 
that tracing on learning materials may support learning, when the materials are visuospatial in 
nature, while a follow-up study (Hu, Ginns, & Bobis, 2015) compared the effects of tracing on or 
above the learning materials. In a separate area of research exploring the role of attentional cuing 
in instructional animations de Koning and Tabbers (2013) found that when leaners observed 
animated hands, their recall and transfer performance was higher than those who performed the 
gestures. The present study combines these two areas of research to explore the effects of both 
observing and performing gestures within an ICT-based learning environment. The resulting four 
instructional conditions are as follows:  
 
5. Control: Participants were instructed to look at the iPad screen during an audiovisual 
lesson that contained no visual cues.  
 
6. Cue: Participants were instructed to look at the iPad screen during an audiovisual lesson 
that contained animated images of a hand performing tracing gestures. 
 
7. Point: Participants were instructed to point at key areas on the learning materials by 




8. Trace: Participants were instructed to trace along key areas on the learning materials by 
dragging their finger along the iPad screen during an audiovisual lesson that contained 
gesture-priming cues. 
 
The following research questions guided this study: 
 
Q: How do finger-based gestures affect the learning of geometry in a touch-based ICT learning 
environment? 
 
As a part of this question, a number of sub-questions were developed to explore specific aspects 
of gesture performance.  
 
Q1: Do finger-based gestures enhance the learning of geometry from worked examples? 
 
Q2: Do the use of gestures lead to increased test performance when compared to not making 
gestures? 
 
Q3: Do embodied gestures (conceptually related tracing) lead to increased test performance 
when compared to attentional gestures (pointing)? 
 
Q4: How do embodied (conceptually related tracing) and attentional gestures (pointing) 
influence student perception of the learning experience? 
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Based on the findings of previous studies on the tracing effect and the human movement 
effect, the following three hypotheses were tested in the experiment.  
 
H1: Finger-based hand gestures will lead to increased performance on test items when 
compared to not gesturing due to increased attention guidance around the hands. 
 
H2: Tracing will lead to increased test performance when compared to pointing due to an 
embodiment of presented concepts and related shapes. 
 
H3: Mental Effort will be rated lower for gesture conditions when compared to non-gesture 
conditions due to the finger-based gestures providing increased attention guidance.  
• For Extrinsic and Intrinsic Cognitive Load, gesturing will lead to lower subjective 
ratings. 
• For Germane Load, tracing will lead to higher subjective ratings when compared to 






Participants and Design 
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Participants were 92 female students from Stage 4, Year 7 (12 year to 14 years of age) at 
a private all-girls school south of Sydney, NSW, Australia. The experiment took place over two 
experimental sessions separated by one week in Term 4 (September – December) in 2017. Each 
session took approximately 45 mins to complete and was conducted in a classroom setting across 
8 classes. The class was supervised by the students’ regular teacher, along with the researcher 
and each class had a maximum of 25 students per class. Previous studies exploring the tracing 
effect have largely been conducted on an individual basis. For example, the work by Ginns, Hu, 
Bobis, and colleagues (Ginns, Hu, Byrne, & Bobis, 2016; Hu, Ginns, & Bobis, 2014, 2015) 
removed students from class for around 20 to 30 min, and worked with them one-on-one and 
thus were shorter in duration and more controlled by design.  
To facilitate the present experiment in an in-class setting, each student was assigned a 
randomly generated participant code, generated in Microsoft Excel. Tear-away sheets showing 
these ID codes (Appendix X) were provided to each student before the first experimental session. 
Consent forms included a space for these codes, so researchers were able to link ID codes with 
participants to ensure anonymity during record-keeping (see Appendix X and Y). Sessions and 




Figure 48. An illustration of Experiment 3 design 
 
Materials 
The experimental materials were developed by the researcher in consultation with three 
PhD supervisors. The worked example lesson and test materials used in the experiment were in 
the domain of geometry, specifically the materials presented how to solve for angles on a parallel 
line. This topic was chosen as it aligned with the Australian National Curriculum Stage 4 (years 
7-8) and the school experiment was conducted in Year 7 mathematic programing. Lesson 
materials covered how to solve for angles on a parallel line, including the use of corresponding 
angles, alternate angles and co-interior angles to solve for an unknown angle. These materials 
were based on those used in previous gesturing studies by Tindall-Ford, Agostinho, Bokosmaty, 
and Paas (2015) and Hu, Ginns, and Bobis (2015). The worked example lesson, as well as 
immediate posttest and delayed test were conducted in a custom-created iPad app called 
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Geometry Touch. This app was developed by the researcher, and underwent a number of 
iterations based on pilot testing and feedback from supervisors. A companion app called 
Analysis was also developed to support experiment logistics and data cleaning after the 
conclusion of experimental sessions, though given that Analysis was not directly involved in the 




A custom iPad application (app) was developed to facilitate all aspects of participation in 
the experiment, including training on how to interact with the app, presentation and interaction 
with learning materials, and the administering of performance testing including posttests and 
delayed tests.  
Geometry Touch was developed as a self-contained learning experience for the iPad 
multi-touch tablet with specific time limits built into each activity to ensure that all participants 
completed the experiment within the time allotted (50 min). The app was designed to automate 
all aspects of data collection. Once each participant had started engaging with the app, there was 
no need for a researcher or teacher to support or intervene as each activity within the app 
included instructions and demonstrations to support their completion, meaning participants could 
complete the experimental session in one self-contained experience.  All data collected in the app 
was done so through the use of a cloud computing platform, which saved data to a secure online 
database, including performance measures and information relating to how the participants 
physically engaged with the lessons contained within the app.  
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A previous study suggested that explicit instructions to gesture without providing a visual 
gesture-priming cue (animations with images of a hand demonstrating the gesture to be 
performed) could increase Cognitive Load (Post, Van Gog, Paas & Zwaan, 2013). As a result, 
for participants assigned to gesture conditions, Geometry touch included an animated hand 
performing each gesture a participant was asked to perform, along with a brief verbal instruction 
on how to perform it. This served as a visual gesture-priming cue intended to elicit participant 
gestures and were included in each activity for both pointing and tracing conditions. This aligns 
with research describing the Human Movement Effect which describes a cognitive benefit for 
learners when they observe human movements they must replicate (Wong, Marcus, Ayers, 
Smith, Cooper, Paas, & Sweller, 2009). 
All materials in the Geometry Touch app were presented in grayscale, with the intention 
of avoiding any visual challenges between participants due to differing abilities to see colour. 
The follow sections each component contained within the app, including how a participant 
interacted with the different materials presented and a rationale for their inclusion. 
 
Tap training 
Before participants could engage in experimental activities, it was important that they 
understood how to tap buttons, confirm choices and respond to questions. The tap training 
activity presented an arrangement of five circular buttons in a ‘+’ configuration, prompting 
participants to toggle numbered buttons on and off (Figure 49), providing an experience that 
replicated many of the common interactions used in the app, such as confirming a choice, or 
typing on a keypad. Participants were asked to toggle three sets of numbers on and off, and were 
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provided formative feedback should the participant not be successful (e.g., “Please try again. 
Toggle circles 1, 3, and 2 until they are all black”). 
 
 
Figure 49.Tap training screen showing numbered buttons to toggle on and off. 
 
 
Visual Pattern Task (VPT) 
In this task, participants were presented a series of grids comprised of black and white 
blocks presented in a specific pattern (Figure 49).  These grids were presented for 3 seconds 
each, after which participants were asked to remember and replicate it on the next screen 
containing a blank grid comprised of only white blocks. At this point, the participants could 
toggle each block’s colour by tapping on it (e.g., tapping on a white block changed it to black 
and tapping a black block changed it to white). These grids become more difficult as the task 
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progressed, with increasing quantities of black and white blocks, until the participant failed to 
successfully replicate an observed grid.  
The task began by showing two practice grids for three seconds each. Following a short 
pause of one second, a blank grid appeared. Students were then given 20 s to toggle individual 
boxes on and off to match the blank grid to the one they previously saw. Time remaining was 
indicated with an animated pie chart which reduced in angle from 360 degrees to 0 degrees. If 
the student was not successful in matching each practice grid, they were given 2 more chances 
for each. After 2 practice grids the scored game began. The scored game consisted of a 
maximum of 35 different grids in increasing difficulty with the same 20 s time limit for each 
grid. The game continued until the student did not match grids correctly. When this occurred, 
they were informed that the game was complete, without showing them their final score.  
The Visual Pattern Task (VPT) (Della Sala, Gray, Baddeley, Allamano, & Wilson, 1999) 
was developed to capture individual differences in visuospatial short-term memory capacity. 
Given that this study’s aim was to investigate the effects of observing and performing gestures 
while engaging with learning materials of a visuospatial nature, the results that the VPT provided 
insight into how the observation and performance of gestures affected individuals with differing 
visuospatial abilities.  
In a previous study investigating the effects of hand proximity on visual attention, 
Abrams, Davoli, Du, Knapp, and Paul (2008) found that when hands were placed near a visual 
stimulus, shifts in attention between stimuli were slower when hands were present, suggesting 
increased scrutiny of objects near hands. To avoid any prioritization of information near the 
fingers or hands while completing the VPT task, instructions were provided for participants to 
 388 
place their hands to the sides of their iPad to both address this prioritization issue and to avoid 
obscuring their view of each grid (Figure 50). 
 
Figure 50. Screen capture of VPT instructions. 
 
 
Figure 51. Sample levels of touch-based VPT grids. 
 
Condition Training 
Each assigned condition (control, cue, point and trace) for the experiment had different 
worked examples and interaction instructions associated which each, so it was important to train 
participants on how to engage with the screen based on their assigned condition. A training 
activity was developed in which a rectangle with black circles at each corner with white numbers 
from one to four was presented, along with specific auditory instructions and visual cues for each 
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condition (Figure 50). All participants listened to a verbal statement which described the 
rectangle while simultaneously playing an animation demonstrating how to engage with the 
square using their hands. All participants would hear the introductory verbal statement: “Now 
we’re going to learn how to follow along with the screen to prepare for the lesson. Let’s begin. 
This square has four corners. 1…2…3…4…and back to 1”. At the point of each pause between 
numbers, based upon each participant’s assigned condition, animated hands demonstrated how to 
interact with the rectangle were displayed, with gestures performed as the numbers spoken (e.g., 
pointing at the number 2 circle when “2” was spoken). Subsequent verbal instruction prompted 
participants to replicate what they just saw with the phrasing as follows for each condition: 
 
Control:   
“Now look at the screen and follow along with my voice. This square has four corners. 
1…2…3…4…and back to 1” 
 
Cue:  
“Now look at the hands on the screen and follow along with my voice. This square has 
four corners. 1…2…3…4…and back to 1”. 
 
Point:  
“Now you point on the screen and follow along with my voice. This square has four 




“Now you trace on the screen and follow along with my voice. This square has four 
corners. 1…2…3…4…and back to 1”. 
 
Participants performed the appropriate gestures on the screen while the numbers were 
spoken. While the participants engaged in this activity, the app recorded each touch registered on 
the screen to ensure each student complied with the instructions. If they did not perform the task 
successfully, they were given one more attempt, following which the app continued to the next 
activity and recorded unsuccessful completion to the online database. 
 
Figure 52. Condition Worked Example Training Screen 
 
Review and worked example videos  
Video lessons were developed to present both a review of concepts and worked examples of 
problem-solving strategies in geometry. Each video lesson contained visual learning materials 
depicting a specific topic, a voice narration supporting and explaining the information on screen 
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and, depending on the assigned condition, an animated hand performing finger-based gestures on 
the materials.  Every aspect of the design of these worked example videos was chosen to be in 
compliance with previously identified CLT effects. First the geometric lines and corresponding 
text descriptions were provided in an integrated format (Figure 51), intended to reduce split 
attention, an identified CLT effect which describes when learning performance is negatively 
impacted due to the requirement to shift attention back and forth between part of a diagram and 
corresponding descriptive text. Next, voice narrations in the present study were included based 
upon CLT’s modality effect (for a review, see Ginns, 2005), which describes the practice of 
presenting visual information with auditory explanations and the positive effects on learning that 
have been observed. In addition to modality, each video was designed to be no longer than three 
minutes in duration. This design choice was informed by the transient information effect (Leahy 
& Sweller, 2011), which describes when learners must hold information in mind that is no longer 
available in the environment, resulting in decreased learning performance. Videos short in 
duration ensured that narrations, which were repeated for clarity, negated any transiency of 
information.  
Lastly, the cue, point and trace conditions contained animated images of a hand performing 
tracing and pointing gestures on the static materials. Instead of using hand foils (cartoon 
representations), grayscale photographs of hands were included in animations as previous studies 
have demonstrated that learners have faster cognitive responses to more human-like hand 
representations (Gowen, Bradshaw, Galpin, Lawerence & Poliakoff, 2010; Press, Bird, Flach & 
Heyes, 2005). The inclusion of these animated hands used to illustrate gestures the participants 
would be performing was rooted in the human movement effect (Ayers, Marcus, Chan, & Qian, 
 392 
2009; Wong et al., 2009), which describes the benefits to learners when they observe first-person 
animated hands performing procedural motor tasks intended for replication. 
The specific instructions to trace builds upon a previous study by Hu, Ginns, and Bobis 
(2015) that used very similar materials. In these previous studies, explanations and worked 
examples were presented on paper, with detailed text descriptions, as opposed to voice 
narrations.  Given these recent advances that indicate hand gestures can support learning and 
cognition and that the use of touch-based ICT is worthy of further exploration (Sheu & Chen, 
2014) this study presented an opportunity to explore both areas. The addition of hand gestures to 
existing dual-modality materials through a touch-based ICT learning environment allowed the 
researchers to explore how this potential additive effect may influence learning and performance, 
while ensuring that the presentation and design of the learning materials was informed by 
previous cognitive load research.  
 
The following section provides details of each video including review and worked examples, 
summarized in the sequence in which they were presented and their intended educational 
purpose: 
3. Review 
a. Definition of a parallel line 
b. Definition of a transversal line 
c. Worked example of solving for angles on a straight line 
4. Alternate angles 
a. Definition and rules governing equality of alternate angles 
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b. Two worked examples showing how to solve unknown angles using the above 
rules. 
5. Co-interior angles 
a. Definition and rules governing equality of co-interior angles 
b. Two worked examples showing how to solve unknown angles using the above 
rules. 
 
Three videos were developed to provide a review of basic concepts required for engaging 
in the worked example activities. These videos included a definition of a parallel line and a 
transversal line, along with a third video covering the basic rule of solving angles on a straight 
line (e.g., all angles on a line add up to 180 degrees). These videos were presented to participants 
to ensure their understanding of basic concepts before introducing worked examples and more 
advanced problem-solving strategies. 
Worked example videos were presented as two sets of three videos explaining how to solve 
for unknown angles on a parallel line using the rules that govern alternate and co-interior angles. 
For each set, one video defined terms and explained the basic rules pertaining to each type of 
angle (e.g., alternate angles on a parallel line are equal) and two subsequent videos demonstrated 
how to solve for unknown angles using these rules (for detailed scripts, see Appendix X). Each 
video used letters as placeholders to refer to each angle so the participant could easily follow 
along (Figure 53).  
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Figure 53. Example screen capture of worked example video showing tracing on alternate angles 
 
De Koning and Tabbers (2013) found that participants who observed animated hand cues 
performed better than those who performed gestures along with animated arrows, and noted that 
gesturing along with an animated cue may not be beneficial to learning. It was suggested that as 
a result of the requirement to focus attention on trying to follow the animated cues, this may have 
led to an increase in extraneous cognitive load - performing the gesture in real time, and learning 
the subject matter simultaneously. Based on these findings, the present study provided two sets 
of identical verbal statements while removing the requirement to simultaneously follow along 
with animated cues on the second (see example scripts below):  
 
Worked example definition script (Trace condition): 
“Now we’re going to learn about alternate angles. Let’s begin.”  
3. “Angle A … is equal to angle B … because they are alternate angles on a transversal. 
Both angel A and angel B are 50 degrees. Now you trace on the screen and follow 
along with my voice.”  
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4. “Angle A … is equal to angle B … because they are alternate angles on a transversal. 
Both angel A and angel B are 50 degrees”. 
 
Worked example problem-solving script: 
“In this example, we’re going to solve for Angle C. Let’s begin.” 
3. “Angle A is 50 degrees … Angle B is also 50 degrees …  This is because they are 
alternate angles on a transversal, and alternate angles are equal. Angle C is 130 … This 
is because two angles that form a straight line add up to 180 degrees. 180 minus 50 
equals 130 degrees. Now you trace on the screen and follow along with my voice”  
4. “Angle A is 50 degrees … Angle B is also 50 degrees …  This is because they are 
alternate angles on a transversal, and alternate angles are equal. Angle C is 130 degrees 
…This is because two angles that form a straight line add up to 180 degrees. 180 minus 
50 equals 130 degrees.” 
 
The first verbal statement explained the concept while the student watched the video, 
allowing them time to study the visual materials. Depending on their assigned condition, the 
participants would also see an animated hand performing a specific gesture. During the second 
verbal statement, an animated hand was presented for the cue condition. No animated hands were 
presented for the point or trace conditions, allowing participants to gesture on a screen without 
distractions, and negating the requirement to follow along as described by de Koning and 
Tabbers (2013). In each instance, a pause in the verbal statements aligns with assigned gestures 
to be observed or performed.   
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In addition to the audio explanations, each video included brief text labels, linked to the 
explanations and concepts involved. As outlined by de Koning, Hooijdonk, and Lagerwerf 
(2016), and suggested by Mayer and Johnson (2008) the presence of longer text explanations 
could possibly lead a ‘reverse’ verbal redundancy effect, and an increase in cognitive load while 
the learner attempts to process both the verbal and written information simultaneously, which in 
turn could lead to lower learning outcomes. By presenting brief text labels on learning materials, 
instead of longer text explanations with accompanying audio explanations, the participant would 
not experience this additional cognitive burden. 
 
Mental effort training video 
A short video was developed to train participants on how to provide subjective mental 
effort ratings during key points of experiment.  The video first explained the concept of mental 
effort, then provided examples of how to respond to the two types of mental effort rating scales 
used a 9-point text and numbered rating scale (Paas, 1992) and a novel 5-point emoji-based 
rating scale. Examples demonstrated how to report mental effort based on easy math examples 
for low mental effort (“What is 1+ 1?”), more complicated equations for medium mental effort 
(“(4 x 3 x 6) / 2 + 4 = ?)”)  and a harder question (“800.5 / (2 x 10.6)”) for high mental effort to 




Figure 54. Screenshot of Mental effort training video. 
 
 
Paas mental effort rating scale 
A touch-based version of the Paas 9-point mental effort rating scale (Paas, 1992, Paas & 
van Meriënboer, 1994) was developed to measure subjective perception of cognitive load. A 
prompt was displayed on screen which read “please rate your mental effort used in working 
through the previous example”. The responses consisted of 1, Very, very low mental effort to 9, 
Very very high mental effort, which the participant responded to by tapping on the corresponding 




Figure 55. Screenshot of Mental Effort Paas Scale  
 
Emoji mental effort rating scale 
In addition to the Paas mental effort rating scale, a novel Emoji (small pictorial icons 
used to convey an emotional or cognitive state) 5-point mental effort rating scale was also 
developed. As this experiment involved children, the nuanced language of the 9-point written 
rating scale may have led to less stratified responses. As a result, a novel mental effort rating 
scale using images conveying mental effort was hypothesized to be more accessible to the 
participants, given their age. This scale included the prompt “which picture best shows your 
mental effort used in working through the previous example?” and consisted of five emoji, which 




Figure 56. Mental Effort Emoji Scale (left represents high mental effort and right represents low) 
 
Leppink emoji scale 
A novel Emoji-based version of the Leppink Cognitive Load Rating Scale (Leppink, 
Paas, Van Gog, Van der Vleuten, Van Gog, & Van Merriënboer, 2013). The Leppink scale asks 
a series of ten questions on various aspects of the learning experience intended to collect 
subjective ratings of each type of cognitive load, including intrinsic, extrinsic and germane. A set 
of different emoji were used to convey responses to each type of cognitive load. The first of three 
screens presented focused intrinsic cognitive load, the next three on extraneous cognitive load 




Figure 57. Screen capture of Emoji Leppink questions for capturing extraneous cognitive load. 
 
Recall Test Questions 
 Test questions to assess recall of angle concepts learned in the worked examples were 
developed with a touch-based response mechanism. Recall questions presented a prompt asking 
students to identify specific angles (e.g., “Which angle is an alternate angle for angle g?”) 
(Figure 58). At this point, the participant would answer the question by tapping on the correct 




Figure 58. Screen capture of sample recall test question. 
 
Near and far transfer questions 
Test questions were developed to assess a participant’s ability to extend learned problem-
solving strategies beyond worked examples. Near transfer questions were very similar to worked 
example problems, however the transversal line was presented as horizontally flipped and angle 
sizes were different than those presented in the worked examples (Figure 59). Far transfer 
questions were visually different from the worked examples and presented in two subtypes - 
either rotated at an angle (Figure 60) or showing three parallel lines instead of two (Figure 61). It 
should also be noted that near transfer and rotated far transfer questions provided intermediate 
angle placeholders to assist participants in solving for unknown angles using implied next steps, 
yet the three parallel line transfer questions simply presented an initial angle and unknown angle 
(Figure 59)  Participants were given 60 s to complete each question and submitted their answer 




Figure 59. Example of near transfer question 
 
 




Figure 61. Example of far transfer question with 3 parallel lines. 
 
Gesture performance data 
 In addition to participant-facing measures, the Geometry Touch app also captured gesture 
data for each screen as the students engaged with worked examples and tests. This data was not 
visible to students, but was accessible to the researcher through the Analysis companion app. 
Through this app, the researcher was able to see a visualisation of how each participant engaged 
with each worked example and each test question. These images (see Figure 62) presented 
gesture order in the form of numbers and direction, in the form of colored circles around each 
number. Relative gesture speed as it was performed was captured as differentiated colours along 
the line of a trace calculated based upon the refresh rate (60Hz) and line segment length in points 
(a resolution-independent coordinate measure that is universal across devices) of on the iPad. For 
example, a slow trace was presented in yellow, a medium in orange and fast in red. Numerical 
data was derived from this line segment data to provide the researcher with average gesture 




Figure 62. Screenshot of captured gesture in Analysis app. 
 
Procedure 
Eight classes running 50 min each participated in the experiment, with each student 
working by themselves to complete the activities in the Geometry Touch app.  Students were 
asked in the week prior to the experiment to visit the researcher’s website to download and 
install the app, as it was not available on standard commercial online ‘app stores’.  
On the day of the first experimental session, which required students to complete worked 
examples and posttests, the researcher provided pre-made ID code tear-away sheets containing a 
class list to each teacher. Upon entering the classroom, students found their name, and tore away 
their randomly assigned code, which they were asked to keep for the next session, scheduled for 
the following week. Details of ID codes, participant names and class lists were securely kept on 
paper to match ID codes with consent forms. This was done to ensure that the researchers would 
only use data for those students who consented to participate in the study.  
As students worked through the Geometry Touch app, each class had a teacher and 
researcher available if there were any queries. The first experimental session contained audio for 
each worked example lesson, so the researcher provided headphones to students who did not 
have their own. After the students had settled in for the class, they were instructed by their 
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teachers to work through the lesson on their iPad using the Geometry Touch app. The students 
were informed that they were to work individually through the app, and that they were not to 
work together, or speak to each other during the lesson. Each student, regardless of their choice 
to participate in the experiment, began to work through the iPad app’s activities until completion. 
The activities students worked though on the app, along with the timing of each activity are 
presented in Table 25. For each activity that had a time limit, students were notified of remaining 
time in the form of an animated pie chart reducing in angle from a full black circle to a gray 
circle within the time allotted. In the following sections a discussion of each experimental phase 
is presented, including these activities. 
 
Table 25 
Experimental Sessions and phases, with activity counts and time limits. 
Phase Session 1 Activities Time limit  
Introductory Login No time limit 
 Dominant Hand response No time limit 
Training Phase Tap Training (3x screens) 15 s each 
 Mental Effort training video 1 m 40 s 





Definition video for parallel line Varied based on 
condition 
 Definition video for transversal line Varied based on 
condition 
 Solving for angles on a straight line (definition 
and 2 worked examples) 
Varied based on 
condition 
 Solving for angles on a parallel line using alternate 
angles (definition and 2 worked examples); 
Varied based on 
condition 
 Paas and Emoji mental effort ratings x3 15 s each 
 Solving for angles on a parallel line using co-
interior angles (definition and 2 worked examples) 
Varied based on 
condition 
 Paas and Emoji mental effort ratings x3 15 s each 
 Leppink Emoji CLT ratings x3 screens 20 s each 
Test Phase Recall questions x4 20 s each 
 Near transfer questions x4 60 s each 
 Paas and Emoji mental effort ratings x4 15 s each 
 Far transfer Questions x10 60 s each 
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 Paas and Emoji mental effort ratings x10 15 s each 
Phase Session 2 Activities Time limit 
Introductory Login N/A 
Training Phase Tap Training (3x screens) 15 s each 
Game Phase Visual Pattern Task (VPT) 20 s per grid 
Test Phase Recall questions x4 20 s each 
 Near transfer questions x4 60 s each 
 Paas and Emoji mental effort ratings x4 15 s each 
 Far transfer Questions x10 60 s each 
 Paas and Emoji mental effort ratings x10 15 s each 
 
 
7. Session 1: Introductory Phase 
Upon launching the Geometry Touch app, a source of internet connection was automatically 
detected, and a prompt shown to students to log into the app using their assigned ID code (Figure 
63). After doing so, each student was prompted to answer a question identifying their dominant 
hand (e.g., left-handed or right handed). Given that animations and images used in the 
subsequent materials were right-handed, this information was collected to explore any effects of 
observing dominant and non-dominant hands in learning materials.  
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Figure 63. Screenshot of login screen 
 
 
8. Session 1: Training Phase 
Following the dominant hand screen described above, all students undertook a training phase. 
The training phase included the following; 
• Tap Training Activity in which students learnt how to interact with the app. 
• Mental Effort training video in which students learnt how to respond to mental 
effort rating scale questions, including Paas scale and novel Emoji scales. 
• Condition training activity, in which students learnt how to perform gestures based 




9. Session 1: Learning Phase 
The learning phase began with of a review basic concepts (e.g., definition of parallel and 
transversal lines) to prepare students for novel problem-solving strategies. This included videos 
providing definitions for parallel and transversal lines along with a worked example showing 
how to solve for angles on a straight line (e.g., all angles on a straight line add up to 180 degrees) 
All videos were interactive, asking students to touch the screen in different ways based on their 
assigned condition - control, cue, point and trace. Following these three review videos, a series 
of six worked example videos ranging from 20 to 90 s in length provided instruction on how to 
solve for unknown angles on a parallel line, using the rules that govern the equality of alternate 
angles and co-interior angles to solve each problem.  
Following each worked example video, the app automatically took students through a 
sequence of two screens where they were asked to report on their mental effort. The first was using 
the Paas mental effort rating scale, with the next screen showing the novel Emoji mental effort 
rating scale. For each screen, students had a 15 s time limited to respond to statements asking about 
their perceived mental effort. 
After all worked example videos were completed, the learning phase ended with a final 
stratified mental effort measure in the form of a novel emoji-based version of the Leppink Scale 
(see Figure 57) intended to collect subjective self-assessment of intrinsic, extraneous and germane 




10. Session 1: Test Phase 
After the learning phase was completed, the app informed students they would be asked what 
they remembered and learned from the previous phase. The test phase included: 
• 4 recall questions (20 s per question) 
• 4 near transfer questions (60 s per question) 
• 10 far transfer questions (60 s per question) 
After each near transfer and far transfer question, students were presented with 2 separate 
screens in sequence, similar to worked example procedures. The first screen recorded the 
participants’ response to the Paas mental effort rating scale, and the second, the emoji mental 
effort rating scale, with each screen having a time limit of 15 s to complete. 
When the final test question was completed, students were informed they were finished 
with the session and the app automatically returned to the login screen and logged them out. At 
this point, the app was locked and the participant could not log in until the next session 
scheduled the following week. 
 
11. Session 2: Introductory Phase 
One week after the first session was conducted, the researcher returned to administer the 
second session. The same schedule of eight classes of 50 min lessons was maintained. Upon 
entering the classroom, students were asked to launch the Geometry Touch app and login using 
their assign ID codes. The researcher was on hand to provide support should ID codes be 
forgotten or tearaway numbers from the previous week lost.  After successfully logging into the 
app, students again worked through a tap training activity, identical to the one they completed 
the previous week.  
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12. Session 2: Game Phase 
After the tap training, students played a memory game in the form of the Visual Pattern Task 
(VPT). Students were presented with the prompt; 
 
 “First we'll play a game to measure how well your brain remembers patterns. How the 
game works: You will see a grid of black and white blocks. It will go blank after 3 s. Tap on 
the blocks to re-make the grid you saw”.  
 
Students then worked through the VPT, including practice grids, until they had either 
successfully completed all 35 grids included in the task or had failed to replicate a grid. 
 
13. Session 2: Test Phase 
Following the VPT game, students were given test questions in the same sequence and 
format as the first experimental session, with six recall questions, four near transfer questions 
and ten far transfer questions with the same time limits of 20 s, 60 s and 60 s respectively. Paas 
and Emoji mental effort ratings were again administered for both near and far transfer questions. 
Following completion of Session 2 test phase, students were informed they had completed the 
experiment and were thanked for their attention and effort.  
 
Analysis 
 The primary dependent variables for analysis were test scores, including recall, near 
transfer and far transfer questions, as well as mental effort ratings in the form of Paas scale, 
emoji scale and Leppink-emoji scales, with the independent variable being participant condition 
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groups. All scores were exported from the Analysis companion app, which generated a comma-
separated values (CSV) file, which was then imported into Microsoft Excel, where the data was 
transposed, cleaned and then imported and analysed using the SPSS statistics package (version 
24.0). Normality of data was first tested, as well as homogeneity of variance. Based on this 
analysis, Multivariate analysis of variance (MANOVA) were used to compare mean performance 
scores (posttest and delayed test) for independent variables (gesture conditions) where 
appropriate. One way, between groups analysis of variance (ANOVAs) were then conducted for 
each dependent variable, with Tukey contrasts in the case of an identified a main effect.  
 For this analysis, an alpha of 0.05 was used as a benchmark for determining statistical 
significance, while Cohen’s d was calculated to measure effect size where appropriate. Values of 
0.20, 0.50 and 0.80 were used to mark small, medium and large effect sizes respectively (Cohen, 
1988). 
Researcher bias in data collection was mitigated through an automatic marking of test 
scores built into the Geometry Touch app. Test question responses entered by each participant 
were checked against saved correct answers within the app, which automatically marked each 
question as correct or incorrect. After data was imported into SPSS, the first 20 test responses 
were manually checked by the researcher against scores and saved answers for each question to 
ensure the app had marked questions appropriately.  
 
Results 
 Data was first screened to evaluate condition-based instruction compliance, normality 




 Compliance with instructions across conditions was determined by examining gestures 
performed during the worked example lessons. The Geometry Touch app recorded gesture 
performance from each participant and for each worked example screen, the researcher manually 
tagged whether instructions were followed, and which gesture was performed. From this, an 
aggregated compliance measure was calculated as a percentage with 100% meaning full 
compliance with instructions. The point condition resulted 67.4%, compliance, compared with 
the other conditions which were much higher (control, 99.5%; cue, 99.5%; and trace 93%). 
During the experiment, the researcher observed some participants performing a pointing gesture 
by hovering their finger above the screen and not by touching it. This can be assumed to be 
normal behavior based on the nature of a pointing gesture, which is typically considered an in-
air, non-contact gesture. Asking participants to make contact with the screen while asking them 
to point may have been counter intuitive. Nevertheless, many participants may have pointed, but 
did not make contact with the iPad screen and therefore could not be confirmed as fully 
complying with instructions. 
 
Normality of Data 
Dependent variables including performance measures and subjective cognitive load 
measures were tested for normality with a Shapiro-Wilk test (Razali & Wah, 2011; Shapiro & 
Wilk, 1965) and a visual inspection of their histograms. This inspection revealed a positively 
skewed data set, which upon further analysis revealed non-significant skewness Z values of less 
than 3.26 (Field, 2005). This means that while these variables display non-normally distributed 
data, they are not so significantly skewed that they should discount the use of a parametric test.  
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Given that these non-normal distributions were found to be non-significant, a further Levene’s 
test for the homogeneity of variances was performed. For every performance measure (based on 
median and with adjusted df), variance was not significantly different across conditions (near 
transfer, F = 0.559, p = .643; far transfer, F = 1.50, p = .221). Variance was also not 
significantly different for delayed testing or cognitive load measures. To further examine issues 
of normality and variance, a non-parametric Mann-Whitney U test was conducted, comparing 
significance across conditions for both performance and cognitive load measures. A pattern of 
significance across these analyses, combined with a large sample size for this study leads us to 
present the following parametric analyses. As part of these analyses, a significance level of 0.05 
(p value) was again used. Cohen’s d values of 0.20, 0.50 and 0.80 were used to mark small, 
medium and large effect sizes respectively (Cohen, 1988). 
 
Prior knowledge 
  An analysis of the mean and standard deviation conducted on questions relating to 
subjective confidence in both mathematics in general and in the specific area of solving for 
angles on a parallel line revealed that participants (N = 92) had a high overall confidence in both 
areas. Participants ranked their maths confidence in two areas out of a total score of 4 – general 
confidence in maths was reported as M = 3.33 (SD = 0.800) and their confidence with solving 
angles on a parallel line was reported as M = 3.03 (SD = 0.907). Each experimental session took 
place at the end of the academic year, and students had already covered this material in the 
classroom approximately 7 months prior to participating.  
 
Performance: Posttest  
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 All conditions. A multivariate analysis of variance (MANOVA) was conducted on all 
test scores, to identify any interactions between question types and conditions. Following this, 
one-way analysis of variances (ANOVAs) were conducted on posttest performance scores to 
explore any possible differences between experimental conditions. Means and standard 
deviations are presented in Table 26. 
 
Table 26 
Means and Standard Deviations for posttest scores. 




Control (N=21) 2.86 (1.28) 2.76 (1.51) 5.62 (2.08) 7.57 (1.91) 
Cue (N=25) 2.56 (1.50) 2.88 (1.27) 5.44 (1.82) 6.84 (3.38) 
Point (N=19) 2.47 (1.26) 2.00 (1.37) 4.47 (2.14) 5.84 (2.85) 
Trace (N=27) 2.56 (1.42) 2.15 (1.54) 4.70 (2.40) 5.41 (2.98) 
Maximum 
Score 
/4 /4 /8 /10 
 
A MANOVA was conducted to examine the relationship between question type scores 
and each gesture condition, revealing a non-significant interaction effect (Pallai’s Trace = 0.124, 
F(9,264) = 1.263, p = .257, η2 = 0.041). Follow up tests were then performed to explore recall, 
near and far transfer questions separately. 
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Recall scores. A one-way ANOVA was conducted on recall scores, and revealed a non-
significant difference between the four gesture conditions, F(3, 88) = 0.310, MSe = 1.911, p 
= .818. 
Near transfer scores. For near transfer posttest questions, that is, questions that were 
similar to the worked examples presented in the learning phase (see section X.X.X), a one-way 
ANOVA was conducted and revealed non-significant difference between all four gesture 
conditions, F(3,88) = 2.115, MSe = 2.044, p = .104. 
Combined recall and near transfer scores. To explore if there was a statistical effect on 
specific posttest questions, scores for recall questions and near transfer questions were combined 
(see Table 28). A one-way ANOVA found no significant difference between all four conditions 
for this combined measure, F(3,88) = 1.478. MSe = 4.540 p = .226. 
Far transfer scores. Far transfer questions, that is, questions that were visually different 
from the worked example questions, were also examined. The mean scores for far transfer scores 
show that participants who did not perform gestures scored higher than those who did (Table 28). 
For these questions, a Levene’s test resulted in a significant difference in variance (F = 3.374, p 
= .022), which indicates that scores between conditions were not homogenous. The results of a 
Shapiro-Wilk test for normality of data supported that these scores were not normally distributed. 
Z values as an indicator of skewness were found to be less than 3.26, meaning that while these 
scores were not normally distributed, they were not extremely skewed. As a result, a non-
parametric ANOVA in the form of a Kruskal-Wallis H test was conducted, and showed 
significant differences in scores across conditions (χ2(3) = 8.071, p = .045), with mean rank 
scores of 56.29 for control, 52.34 for cue, 40.66 for point, and 37.59 for trace conditions. A post-
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hoc analysis of specific conditions (Tukey’s honestly significant differences test) revealed no 
significant difference between individual conditions.  
Far transfer question subtype scores. Given that posttest far transfer questions were 
presented in two different formats (see Figure 60 and 61) a further analysis of these far transfer 
question subtypes was conducted to determine how performance may have differed based on the 
nature of the questions presented.  Scores were combined for the first six far transfer questions 
which were presented with rotated parallel and transversal lines (Figure 58). A second grouped 
measure was comprised of four far transfer questions that showed three parallel lines instead of 
two (Figure 59). Means and standard deviations for these far transfer question subtypes are 
presented in Table 27. 
 
Table 27 
Means and Standard Deviations for far transfer scores separated by question subtype 
Condition Rotated Parallel Lines (SD) Three Parallel Lines (SD) 
Control (N=21) 4.52(1.289) 3.05(0.921) 
Cue (N=25) 4.00(2.255) 2.84(1.405) 
Point (N=19) 3.42(1.895) 2.42(1.216) 
Trace (N=27) 3.07(2.093) 2.33(1.209) 
Maximum Score /6 /4 
 
A Levene’s test for homogeneity of variance on the rotated far transfer questions resulted 
in a significant difference in variance (F = 4.236, p = .008), indicating that scores between the 
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four gesture conditions were not homogenous. A Shapiro-Wilk test for normality of data 
indicated that this score in particular was not normally distributed, however the Z value for this 
rotated far transfer score was found to be less than 3.26, meaning scores are not extremely 
skewed. Based on this result a non-parametric ANOVA was conducted. A Kruskal-Wallis H test 
revealed no significant difference between gesture groups (χ2(3) = 6.66, p = .083).  
A Levene’s test for homogeneity of variance on far transfer scores showing three parallel 
lines resulted in non-significant variance in scores, thus a one-way ANOVA was conducted and 
resulted in non-significant differences in test scores across conditions (F(3,88) = 1.803, MSe = 
1.465, p = .152). Similar to the analysis of all far transfer questions, the results show that 
participants who did not gesture scored higher than those who did not, as evidenced by higher 
scores reported for participants in the Control and Cue Conditions (Table 27). 
 
Grouped non-gesture and gesture conditions. The results thus far have suggested that 
participants in the non-gesture conditions (control and cue) achieved higher scores than those in 
the gesture conditions (point and trace). To explore this trend further, a second set of analyses 
were conducted by grouping conditions based on the use and non-use of gestures, with the 
control and cue conditions grouped as ‘non-gesture’ and point and trace conditions grouped as 


















2.70 (1.40) 2.83 (1.37) 5.52 (1.93) 7.17 (2.80) 
Gesture (N=46) 2.52 (1.35) 2.09 (1.46) 4.60 (2.27) 5.59 (2.90) 
Maximum Score /4 /4 /8 /10 
 
A MANOVA was conducted to explore the association between grouped independent 
variable conditions (non-gesture vs. gesture) and test score sub-types (not including combined 
recall and near transfer). A significant interaction effect was identified (Pallai’s Trace = 0.087, 
F(3,88) = 2.806, p = .044, η2 = 0.087).  
Recall scores. A one-way ANOVA was first conducted for the recall score, indicating no 
significant difference between non-gesture and gesture groups (F(1,90) = 0.370, MSe = 1.880, p 
= .545).  
Near transfer scores. Near transfer scores demonstrated significant differences between 
the groups (F(1,90) = 6.274, MSe = 2.003, p = .014).  
Combined recall and near transfer scores. An ANOVA was again conducted for 
combined recall and near transfer questions, again reinforcing a significant difference between 
gesture and non-gesture conditions (F(1,90), MSe = 4.449, p = .041).  
 Far transfer scores. Far transfer questions were next examined through an ANOVA 
revealing a significant difference in scores across non-gesture and gesture conditions (F(1,90) = 
7.124, MSe = 8.131, p = .009).  
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All of these results, taken together, indicate that participants who did not gesture 
achieved higher test scores than those who did in all question types except for recall.   
Far transfer question subtype scores. Again, far transfer question subtypes (rotated and 
three parallel lines) were then analysed. A one-way ANOVA was conducted for each, revealing 
significant differences in scores across the non-gesture (F(1,90) = 6.390, MSe = 3.758, p = .013) 
and gesture groups (F(1,90) = 5.106, MSe = 1.439, p = .026). These results demonstrate that the 
non-gesture conditions (control and cue) performed significantly better than the gesture 
conditions (point and trace) on all far transfer questions, regardless of subtype. Means for each 
far transfer question subtype are presented in Table 29. 
 
Table 29 
Means and Standard Deviations for far transfer scores separated by question subtype 
Grouped condition Rotated Parallel Lines (SD) Three Parallel Lines (SD) 
Non-gesture (N=46) 4.24(1.876) 2.93(1.200) 
Gesture (N=25) 3.22(1.999) 2.37(1.199) 
Maximum Score /6 /4 
 
 
Performance: Delayed test 
 All conditions. For delayed test scores, a MANOVA and one-way ANOVAs were 
conducted to determine if there was a significant difference between scores across conditions. 




Means and Standard Deviations for delayed-test scores. 






Control (N=21) 2.95 (1.20) 2.57 (1.25) 5.52(1.89) 6.76 (2.55) 
Cue (N=25) 2.72 (1.31) 2.68 (1.60) 5.08(2.27) 6.56 (3.07) 
Point (N=19) 2.37 (1.12) 2.16 (1.64) 4.52(2.22) 5.53 (3.19) 
Trace (N=27) 2.67 (1.57) 1.85 (1.61) 4.51(2.33) 5.22 (2.99) 
Maximum Score /4 /4 /8 /10 
 
A MANOVA was conducted to determine if there was a potential interaction between 
conditions and delayed test scores. The MANOVA revealed non-significant interactions (Pallai’s 
Trace = 0.073, F(9,264) = 0.731, p = .680, η2 = 0.024).  
Recall scores. Recall scores were tested for homogeneity of variances, with a significant 
difference found (p = .045). While Shapiro-Wilk tests indicated that delayed recall scores were 
non-normally distributed, skewness again was not extreme, as evidenced by a low Z-value. A 
non-parametric Kruskal-Wallis H test was conducted, which indicated non-significant 
differences between conditions (χ2(3) = 2.537, p = .469). 
Near transfer scores. A one-way ANOVA was conducted first on near transfer 
questions, resulting in a non-significant difference between conditions (F(3,88) = 1.252, MSe = 
2.242, p = .296). This finding, in contrast with immediate significant posttest scores, suggests 
that the effects of gesturing may change as a factor of time. 
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Combined recall and near transfer scores. A one way ANOVA was then conducted on 
combined recall and near transfer questions and revealed no significant difference between 
conditions (F(3,88) = 1.075, Mse = 4.824, p = .364) 
Far transfer scores. ANOVA conducted for far transfer questions resulted in similar 
non-significant results across conditions (F(3,88) = 1.303, MSe = 8.753, p = .279). A further 
analysis of far transfer question subtypes (Figure 58 and Figure 59) also supported non-
significant differences between the conditions for rotated (F(3,88) = 1.423, MSe = 4.125, p 
= .242) and for three parallel line questions (F(3,88) = 1.402, MSe = 1.551, p = .248). 
 
Table 31 
Means and Standard Deviations for far transfer scores separated by question subtype 
Condition Rotated Parallel Lines (SD) Three Parallel Lines (SD) 
Control (N=21) 4.14 (1.711) 2.62(1.117) 
Cue (N=25) 3.44(2.142) 2.84(1.214) 
Point (N=19) 3.37(2.114) 2.16(1.385) 
Trace (N=27) 3.43(2.045) 2.30(1.265) 
Maximum Score /6 /4 
 
 
Grouped non-gesture and gesture conditions. Again, a grouped-condition analysis of 
gesture, and non-gesture conditions was also conducted, with means and standard deviations 




Means and Standard for delayed test scores 








Non-gesture (N=46) 2.74 (1.31) 2.54 (1.35) 5.28(2.09) 6.50 (2.82) 
Gesture (N=46) 2.54 (1.39) 1.98 (1.61) 4.52 (2.25) 5.35 (3.04) 
Maximum Score /4 /4 /8 /10 
 
An initial MANOVA revealed a non-significant interaction effect between the group 
gesture conditions and delayed test score question types (Pallai’s Trace = 0.045, F(3,88) = 1.383, 
p = .253, η2 = 0.045).   
 Recall scores. Subsequently, one-way ANOVAs resulted in non-significant differences 
between recall questions (F(1,90) = 0.482, MSe = 1.825, p = .489)  
Near transfer scores. While near transfer scores were not found to be significantly 
different between these grouped conditions (F(1,90) = 3.333, MSe = 2.204, p = .071), means 
indicate that the trend of participants in the non-gesture group achieving higher test scores than 
those in the gesture group continues. 
Combined recall and near transfer scores. These scores were also examined with a one 
way ANOVA resulting in non-significant differences between non-gesture and gesture 
conditions (F(1,90) = 2.808, Mse = 4.742, p = .097). 
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Far transfer scores. An analysis of far transfer questions also revealed non-significant 
differences (F(1,90) = 3.551, MSe = 8.599, p = .063). Similarly, far transfer question subtypes 
(Figure 58 and Figure 59) again revealed no significant differences between those participants 
who gestured and those who did not for rotated questions, F(1,90) = 2.374, MSe = 4.120, p 
= .127, and three parallel line questions (F(1,90) = 3.771, MSe = 1.525, p = .055), however 
questions displaying three parallel lines were nearly significant, again suggesting that 
participants benefitted from not performing gestures.  
 
Table 33 
Means and Standard Deviations for far transfer question subtypes 
Grouped condition Rotated (SD) Three Parallel Line (SD) 
Non-gesture (N=46) 3.76 (1.968) 2.74(1.163) 
Gesture (N=25) 3.11(2.089) 2.24(1.303 
Maximum Score /6 /4 
 
 
Mental Effort Ratings: Learning Phase / Worked Examples 
One-way analysis of variance (ANOVA) was conducted on mental effort ratings recorded 
after each worked example video (learning phase), after each posttest question and after each 
delayed-test question. Means and standard deviations are presented in Table 34, including 




Mental Effort Ratings for Worked Examples 
Condition Paas Scale (SD) Emoji Scale (SD) 
Control (N=21) 3.22 (1.55) 4.00 (1.76) 
Cue (N=25) 3.20 (2.18) 3.57 (1.61) 
Point (N=19) 2.42 (1.26) 3.40 (1.50) 
Trace (N=27) 2.50 (1.24) 3.26 (1.29) 
Non-gesture (N=46) 3.21 (1.90) 3.77 (1.67) 
Gesture (N=46) 2.47 (1.24) 3.32 (1.37) 
Maximum Score /10 /10 
 
A one-way ANOVA conducted on both Paas scale and Emoji scales indicated no significant 
difference in scores across conditions (Paas, F(3,88) = 1.598, MSe = 2.617 p = .196; Emoji, 
F(3,88) = 0.985, MSe = 2.357, p = .404).  
 
Leppink Emoji Mental Effort Ratings: Learning Phase / Worked Examples 
An analysis of variance test (ANOVA) was conducted on the novel Leppink emoji scale that was 




Leppink emoji scores for intrinsic, extraneous and germane cognitive load with standard 
deviations. 
Condition Intrinsic (SD) Extraneous (SD) Germane (SD) 
 426 
Control (N=21) 1.024 (0.82) 0.564 (0.708) 1.122 (1.12) 
Cue (N=25) 0.933 (0.83) 0.493 (0.680) 0.873 (0.889) 
Point (N=19) 1.053 (0.81) 1.114 (0.920) 1.285 (1.228) 
Trace (N=27) 1.13 (0.84) 0.790 (0.84) 1.216 (1.003) 
Non-gesture (N=46) 0.975 (0.818) 0.525 (0.686) 1.216 (1.004) 
Gesture (N=46) 1.098 (0.823) 0.924 (0.880) 1.245 (1.089) 
Maximum Score /4 /4 /4 
 
A one-way ANOVA was conducted on all four conditions, revealing non-significant 
results for intrinsic cognitive load (F(3,88) = 0.247, MSe = 0.687, p = .863) and germane load, 
F(3,88) = 0.749, MSe = 1.107, p = .526).  Extraneous cognitive load measures were found to be 
nearly significantly different across all four conditions, F(3,88) = 2.611, MSe = 0.623, p = .056. 
A comparison of means across conditions reveals that those in the gesture conditions (pointing 
and tracing) rated extraneous load as higher than those in non-gesture conditions. This is 
important as it provides supporting evidence for differing performance measures in the posttest 
and delayed test scores, meaning those participants who were asked to gesture reported higher 
extraneous cognitive load as a result of the materials they were presented with. This increase in 
load may then have reduced available working memory resources available for learning, thus 
resulting in lower test scores. 
Next, grouped condition analysis was then conducted between non-gesture and gesture 
conditions for each Emoji Leppink score.  A Levene’s test for the homogeneity of variances 
revealed non-significant results for intrinsic and germane measures (p > 0.05), though the 
extraneous measures revealed a significant variance (p = .038), meaning the scores were close 
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to, but not homogenous across conditions. One-way ANOVAs on intrinsic scores revealed no 
significant difference between groups, F(1,90) = 0.518, MSe = 0.673, p = .473. Germane load 
also indicated no significant differences, F(1,90) = 0.924, MSe = 1.099, p = .339. For extraneous 
cognitive load, a non-parametric Kruskal-Wallas H test was conducted, and showed significant 
differences in scores across conditions, χ2(1) = 4.819, p = .028, with mean ranks scores of 40.54 
for non-gesture, and 52.46 for gesture conditions. A further one-way ANOVA resulted in a 
significant difference between non-gesture and gesture conditions, F(1,90) = 5.868, MSe = 
0.623, p = .017. p values in all conditions were compared and the results show that participants 
who performed gestures reported significantly higher extraneous cognitive load as they 
progressed through the worked example lessons. 
 
Mental Effort: Posttest 
ANOVAs were conducted for each type of mental effort ratings after each posttest 
question, not including recall questions. Means and standard deviations are presented in Table 36 
(Paas) and Table 37 (Emoji). 
 
Table 36 
Mental Effort Ratings for posttest (Paas Scale) 
Condition Near transfer (SD) Far transfer (SD) 
Control (N=21) 4.64 (2.10) 4.36 (1.90) 
Cue (N=25) 3.93 (1.98) 4.08 (2.24) 
Point (N=19) 4.30 (2.27) 4.20 (2.26) 
Trace (N=27) 5.02 (2.26) 4.73 (2.56) 
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Non-gesture (N=46) 4.26 (2.04) 4.20 (2.08) 
Gesture (N=46) 4.72 (2.27) 4.51 (2.43) 
Maximum Score /10 /10 
 
One-way ANOVAs for all Paas scale ratings reported during posttesting revealed no 
significant differences across conditions (near transfer, F(3,88) = 1.194, MSe = 4.634, p = .317; 
far transfer, F(3,88) = 0.390, MSe = 5.176, p = .761). 
 
Table 37 
Mental Effort Ratings for posttest (Emoji Scale) 
Condition Near transfer (SD) Far transfer (SD) 
Control (N=21) 5.12 (2.17) 4.82 (1.89) 
Cue (N=25) 4.42 (1.68) 4.41 (1.74) 
Point (N=19) 5.16 (2.10) 5.03 (1.91) 
Trace (N=27) 5.37 (2.08) 5.18 (4.26) 
Non-gesture (N=46) 4.74 (1.93) 4.59 (1.80) 
Gesture (N=46) 5.28 (2.07) 4.86 (1.97) 
Maximum Score /10 /10 
 
Similar to the Paas rating scale results, an ANOVA completed for Emoji rating scales for 
revealed no significant difference across conditions (near transfer, F(3,88) = 1.064, MSe = 0.209, 
p = .369; far transfer, F(3,88) = 0.724, MSe = 0.205, p = .540). 
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A further analysis of Paas and Emoji rating scales in grouped non-gesture and gesture 
conditions was conducted. A one-way ANOVA was conducted for each and revealed no 
significant difference between non-gesture and gesture groups for Paas ratings (near transfer, 
F(1,90) = 1.075, MSe = 4.660, p = .303; far transfer, F(1,90) = 0.410, MSe = 5.105, p = .523) or 
Emoji ratings (near transfer, F(1,90) = 1.689, MSe = 3.990, p = .197; far transfer, F(1,90) = 
1.638, MSe = 3.836, p = .204). This indicates that while performance measures were different, 
participant perception of mental effort was not significantly different between non-gesture and 
gesture groups, though an examination of means suggest that those in the gesture conditions did 
rank their mental effort as slightly higher. 
 
Mental Effort: Delayed Test  
ANOVAs were then conducted for mental effort rating scales for the delayed test 
collected after each posttest question, not including recall questions. Means and standard 




Mean Mental Effort Ratings for delayed test (Paas Scale) 
Condition Near transfer (SD) Far transfer (SD) 
Control (N=21) 4.80 (2.12) 4.22 (2.08) 
Cue (N=25) 4.46 (1.76) 4.64 (2.15) 
Point (N=19) 3.99 (2.08) 4.07 (2.28) 
Trace (N=27) 4.79 (2.33) 4.49 (2.34) 
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Non-gesture (N=46) 4.62 (1.92) 4.45 (2.11) 
Gesture (N=46) 4.46 (2.24) 4.32 (2.30) 
Maximum Score /10 /10 
 
A one-way ANOVA was conducted, resulting in non-significant differences across 
conditions for these scores (near transfer, F(3,88) = 0.693, MSe = 4.368, p = .559; far transfer, 
F(3,88) = 0.293, MSe = 4.933, p = .831) again indicating no difference in perceived mental 
effort across conditions while working through delayed test questions. 
  
Table 39 
Mental Effort Ratings for delayed test (Emoji Scale) 
Condition Near transfer (SD) Far transfer (SD) 
Control (N=21) 4.54 (2.26) 4.78 (2.12) 
Cue (N=25) 4.97 (1.64) 5.06 (2.06) 
Point (N=19) 4.74 (2.23) 4.80 (2.24) 
Trace (N=27) 5.37 (2.24) 5.09 (2.24) 
Non-gesture (N=46) 5.09 (1.93) 4.93 (20.7) 
Gesture (N=46) 5.11 (2.33) 4.97 (2.22) 
Maximum Score /10 /10 
 
Further, homogeneity of variance tests on Emoji scores revealed similar non-significant 
results (p > 0.05) indicating homogeneity in scores across conditions. A one-way ANOVA on 
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Emoji rating scores also resulted in non-significant differences across scores (near transfer, 
F(3,88) = 0.402, MSe = 4.399, p = .752; far transfer, F(3,88) = 0.130, MSe = 4.688, p = .942). 
Similar to posttest scores, an analysis of grouped conditions for non-gesture (control and 
cue) and gesture conditions (point and trace) was conducted. A one-way ANOVA was conducted 
and resulted in non-significant differences in scores across groups for Paas ratings (near transfer, 
F(1,90) = 0.125, MSe = 4.365, p = .724; far transfer, F(1,90) = 0.080, MSe = 4.867, p = .779) or 
Emoji ratings (near transfer, F(1,90) = 0.001, MSe = 4.360, p = .970; far transfer, F(1,90) = 
0.007, MSe = 4.604, p = .933). 
 
Additional Factor: Visual Pattern Task 
As part of this experiment, a Visual Pattern Task (VPT) was administered to measure 
individual differences in short term visuospatial memory recall (see Section X.X.X). An analysis 
was conducted to determine if these differences in visuospatial ability played a role in posttest 
performance. First, VPT scores were tested for normality using the Shapiro-Wilk test, and found 
that normality of data was not normally distributed (p > .05).  A further Kolmogorov-Smirnov 
test of normality confirmed the data was not normally distributed, F = 0.093, p = .48, however 
upon a visual inspection of the histograms, while the data was somewhat positively skewed, the 
data did appear somewhat normally distributed.  
All conditions. Participants were split into two categories based on a median VPT score 
of 25 (out of a possible 34) - above and below median score. First, near transfer scores were 




Mean near transfer scores for condition groups and visuospatial ability. 
Condition VPT below median (SD) VPT above median (SD) 
Control 2.00 (1.309) 3.23 (1.481) 
Cue 3.13 (1.246) 2.76 (1.300) 
Point 1.77 (1.363) 2.50 (1.378) 
Trace 1.54 (1.450) 2.71 (1.437) 
Maximum Score /4 /4 
 
A factorial ANOVA revealed no significant interaction, F(3,84) = 1.581, p = .402, partial 
η2 = 0.053, observed power = 0.402. This means that the combined factor of visuospatial ability 
and assigned condition, did not play a significant role in determining near transfer scores. 
 Far transfer scores were then analysed for the same type of interaction between 
visuospatial ability and condition. Means and standard deviations are presented in Table 41.  
 
Table 41 
Mean far transfer scores for condition groups and visuospatial ability. 
Condition VPT below median (SD) VPT above median (SD) 
Control 7.50(1.309) 7.62(2.256) 
Cue 6.75(3.284) 6.88(3.516) 
Point 5.23(2.242) 7.17(3.764) 
Trace 3.46(1.898) 7.20(2.949) 
Maximum Score /10 /10 
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Interactions for far transfer scores also resulted in a non-significant result, F(3,84) = 
2.481, p = .067, partial η2 = 0.081, observed power = 0.597 (observed power refers to the chance 
this analysis may result in a Type II error – that an interaction effect would not observed in 
hypothetical replication studies – in this case there is a 40.3% chance that this type of error could 
occur, meaning that for 59.7% of future studies, an effect would be observed). While this result 
was close to significant, an examination of plots revealed an interesting pattern which suggested 
visuospatial ability had different effects for non-gesture and gesture conditions. As seen in 
Figure 64, scores for those in the control and cue conditions were the same, regardless of 
visuospatial ability, whereas for those in the pointing and tracing conditions, scores were 
considerably lower for participants with low visuospatial ability. Further, the plot shows that 
participants with low visuospatial ability who traced scored lower than those who pointed.  
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Figure 64. Far Transfer score plots by condition. 
 
Grouped non-gesture and gesture conditions. To explore this effect further, the four 
main conditions were grouped into non-gesture (cue and point) and gesture (point and trace) 
groups with means and standard deviations presented in Table 42. 
 
Table 42 
Mean far transfer scores for gesture condition groups and visuospatial ability. 
Grouped condition VPT below median (SD) VPT above median (SD) 
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Non-gesture 7.13(2.446) 7.20(3.010) 
Gesture 4.35(2.226) 7.20(2.931) 
Maximum Score /10 /10 
 
  A factorial ANOVA was conducted on these combined gesture conditions. In this case, a 
significant effect was identified, F(1,88) = 5.765, p = .018,  partial η2 = 0.061, observed power = 
0.661 . This means that for participants who did not gesture, their visuospatial ability played very 
little role in determining performance on far transfer questions, yet for those who did gesture, 
there was a significant difference. As shown in the reported means above, and the plots of 
estimated marginal means below (Figure 65), participants with low visuospatial ability who 
gestured scored lower than those with higher visuospatial ability.  
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Figure 65. Far Transfer score plots by gesture group. 
 
A factorial ANOVA was then conducted on delayed near transfer test scores, yet no 
significant effect was observed for all conditions, F(1,84) = 0.891, p = .449,  partial η2 = 0.031, 
observed power = 0.237, or grouped gesture conditions, F(1,88) = 1.835, p = .179,  partial η2 = 
0.020, observed power = 0.268.  
The same analysis of delayed far transfer scores also returned non-significant results for 
all four conditions, F(1,84) = 0.824, p = .484,  partial η2 = 0.029, observed power = 0.222, with 




Mean delayed far transfer scores for condition groups and visuospatial ability. 
Condition VPT below median (SD) VPT above median (SD) 
Control 5.88 (2.416) 7.31 (2.562) 
Cue 5.00 (3.546) 6.88 (2.713) 
Point 5.46 (2.817) 5.67 (4.179) 
Trace 3.69 (2.810) 6.64 (2.468) 
Maximum Score /10 /10 
 
A further examination of plots of estimated marginal means indicated that for delayed far 
transfer scores, while control cue and trace conditions differed in scores, the point condition, 
regardless of visuospatial ability, led to a similar score. 
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Figure 66. Delayed Far Transfer score plots by condition. 
 
An analysis of grouped non-gesture and gesture conditions resulted in non-significant 
interactions between VPT categories and far transfer scores, F(1,88) = 0.014, p = .906,  partial η2 
= 0.000, observed power = 0.052.  
 
Table 44 
Mean delayed far transfer scores for gesture condition groups and visuospatial ability. 
Grouped condition VPT below median (SD) VPT above median (SD) 
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Non-gesture 7.07 (2.612) 6.35 (2.996) 
Gesture 5.44 (2.966) 4.58 (2.901) 
Maximum Score /10 /10 
 
A further examination of plots of estimated marginal means (Figure 67) confirm these 
non-significant results and demonstrate that delayed far transfer scores were not affected by the 
performance of gestures, but only visuospatial ability.  
 
Figure 67. Far Transfer score plots by gesture group. 
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 To explore this relationship in terms of previously-described subjective extraneous 
cognitive load measures, a factorial ANOVA was conducted and revealed no significant 
interactions between visuospatial ability and combined gesture conditions, F(1,88) = 0.000, p 
= .988,  partial η2 = 0.000, observed power = 0.050.  Means and standard deviations in Table 45 
indicate that visuospatial ability did not have a significant impact on self-reported extraneous 
load measures, thus the performance of gestures is the primary factor leading to higher subjective 




Mean extraneous cognitive load measures by gesture condition groups and visuospatial ability. 
Grouped condition VPT below median (SD) VPT above median (SD) 
Non-gesture 1.999 (0.935) 1.944 (1.145) 
Gesture 2.347 (0.936) 2.299 (1.750) 




Figure 68. Leppink Emoji score plots for extraneous cognitive load by gesture group. 
 
 
 
 
