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COMPACT EMBEDDED HYPERSURFACES WITH CONSTANT
HIGHER ORDER ANISOTROPIC MEAN CURVATURES
YIJUN HE, HAIZHONG LI, HUI MA, AND JIANQUAN GE
Abstract. Given a positive function F on Sn which satisfies a convexity condition,
for 1 ≤ r ≤ n, we define the r-th anisotropic mean curvature function HFr for
hypersurfaces in Rn+1 which is a generalization of the usual r-th mean curvature
function. We prove that a compact embedded hypersurface without boundary in
R
n+1 with HFr = constant is the Wulff shape, up to translations and homotheties. In
case r = 1, our result is the anisotropic version of Alexandrov Theorem, which gives
an affirmative answer to an open problem of F. Morgan.
1. Introduction
Let F : Sn → R+ be a smooth function which satisfies the following convexity
condition:
(1) (D2F + FI)x > 0, ∀x ∈ S
n,
where Sn is the standard unit sphere in Rn+1, D2F denotes the intrinsic Hessian of
F on Sn and I denotes the identity on TxS
n, > 0 means that the matrix is positive
definite. We consider the map
(2)
φ : Sn → Rn+1,
x→ F (x)x+ (gradSn F )x,
its image WF = φ(S
n) is a smooth, convex hypersurface in Rn+1 called the Wulff shape
of F (see [2], [3], [15], [10], [11], [12], [13], [17], [22], [23]). When F ≡ 1, the Wulff shape
WF is just S
n.
Now let X : M → Rn+1 be a smooth immersion of a compact, orientable hyper-
surface without boundary. Let ν : M → Sn denote its Gauss map.
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Let AF = D
2F + FI, SF = −d(φ ◦ ν) = −AF ◦ dν. SF is called the F -
Weingarten operator, and the eigenvalues of SF are called anisotropic principal cur-
vatures. Let σr be the elementary symmetric functions of the anisotropic principal
curvatures λ1, λ2, · · · , λn:
σr =
∑
i1<···<ir
λi1 · · · λir (1 ≤ r ≤ n).
We set σ0 = 1. The r-th anisotropic mean curvature H
F
r is defined by H
F
r = σr/C
r
n,
also see Reilly [18]. HF = HF1 is called the anisotropic mean curvature. If F ≡ 1, then
HFr = Hr is just the r-th mean curvature of hypersurfaces which has been studied by
many authors (see [4], [14], [16], [21]). Thus, the r-th anisotropic mean curvature HFr
generalized the r-th mean curvature Hr of hypersurfaces in the (n + 1)-dimensional
Euclidean space Rn+1.
For hypersurfaces in Rn+1, we have the following classical Alexandrov Theorem
which was proved first by Alexandrov in [1] and later by Reilly in [19], Montiel-Ros in
[16] and Hijazi-Montiel-Zhang in [8]:
Theorem 1.1. (Alexandrov Theorem) Let X : M → Rn+1 be a compact hypersurface
without boundary embedded in Euclidean space. If H = constant, then X(M) is a
sphere.
Following from a modification of Reilly’s proof, Ros showed in [20] that the sphere
is the only compact embedded hypersurface without boundary with constant scalar
curvature in Rn+1, which gave a partial answer to Yau’s conjecture [24]. Thereafter,
Ros [21] extended his result to any r-th mean curvature, and later, Montiel and Ros
gave another proof in [16]. Explicitly, they proved:
Theorem 1.2. ([16], [21]) Let X : M → Rn+1 be a compact hypersurface without
boundary embedded in Euclidean space. If Hr = constant for some r = 1, · · · , n, then
X(M) is a sphere.
In this paper, we prove the following anisotropic version of Theorem 1.2:
Theorem 1.3. Let X : M → Rn+1 be a compact hypersurface without boundary
embedded in Euclidean space. If HFr = constant for some r = 1, · · · , n, then up to
translations, X(M) = ρWF , where ρ = −1/H
F
1 is a constant.
Remark 1.1. For n = 1, Morgan [15] proved that Theorem 1.3 still holds for a more
general condition: F is only a continuous norm on R2 and X : M → R2 is a closed
curve immersed in R2. In case r = 1, Theorem 1.3 is actually the anisotropic version of
Alexandrov Theorem, which gives an affirmative answer to the following open problem
proposed by Morgan in the same paper: Whether an embedded equilibrium, i.e. hy-
persurfaces with constant anisotropic mean curvature in Euclidean space, must be the
Wulff shape? We also note that M. Koiso stated this conjecture in [9].
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Remark 1.2. Theorem 1.2 follows by choosing F ≡ 1 in Theorem 1.3.
2. Preliminaries
Let X : M → Rn+1 be a compact connected hypersurface immersed in Euclidean
space. Let ν : M → Sn denote its Gauss map. Suppose there exists a point where
all the principal curvatures with respect to ν are positive. By the positiveness of AF ,
all the anisotropic principal curvatures are positive at this point. Using the results of
G˚arding ([5]), we have the following lemma (cf. Montiel-Ros [16]):
Lemma 2.1. Let X : M → Rn+1 be a compact connected hypersurface without bound-
ary. Suppose that there exists a point where all the principal curvatures are positive.
AssumeHFr > 0 holds on every point ofM , then the same holds forH
F
k , k = 1, · · · , r−1.
Moreover
(3) (HFk )
(k−1)/k ≤ HFk−1, (H
F
k )
1/k ≤ HF1 , k = 1, · · · , r.
If k ≥ 2, the equality in the above inequalities happens only at points where all the
anisotropic principal curvatures are equal.
Let {e1, · · · , en} be a local orthogonal frame of X : M → R
n+1, then we have the
structure equations:
(4)


dX =
∑
i ωiei
dν = −
∑
ij hijωjei
dei =
∑
j ωijej +
∑
j hijωjν
dωi =
∑
j ωij ∧ ωj
dωij −
∑
k ωik ∧ ωkj = −
1
2
∑
klRijklθk ∧ θl
where ωij+ωji = 0, Rijkl+Rijlk = 0, and Rijkl are the components of the Riemannian
curvature tensor of M with respect to the induced metric dX · dX.
Let sij denote the coefficient of SF with respect to {e1, · · · , en}, that is
(5) − d(φ ◦ ν) = −AF ◦ dν =
∑
i,j
sijωjei,
where φ is defined in (2).
We call the eigenvalues of SF to be anisotropic principal curvatures, and denote
them by λ1, · · · , λn. From the positive definiteness of AF , there exists a non-singular
matrix C such that AF = C
TC, so SF = −AF ◦ dν is similar to the real symmetric
matrix −C ◦dν ◦CT . Thus, the anisotropic principal curvatures are all real. Moreover,
if λ1 = · · · = λn, we have SF = H
F
1 I, so −d(φ ◦ ν) = H
F
1 dX by (4) and (5). Thus, we
have the following lemma (cf. [6], [7], [17]):
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Lemma 2.2. Let X : M → Rn+1 be a compact hypersurface without boundary. If
λ1 = λ2 = · · · = λn = const 6= 0, then up to translations, X(M) = ρWF , where
ρ = −1/HF1 .
We define sijk by
(6) dsij +
∑
k
sikωkj +
∑
k
skjωki =
∑
k
sijkωk.
Taking exterior differentiation of (5) and using (4), we get
(7) sijk = sikj.
Lemma 2.3. Let X : M → Rn+1 be a compact hypersurface without boundary. If
n ≥ 2 and λ1 = λ2 = · · · = λn 6= 0, then λ1 = λ2 = · · · = λn = const, so up to
translations, X(M) = ρWF , where ρ = −1/H
F
1 .
Proof. From (7) and sji = H
F
1 δij , we have
ei(H
F
1 ) =
∑
j
sjij =
∑
j
sjji = nei(H
F
1 ), 1 ≤ i ≤ n.
Therefore λ1 = λ2 = · · · = λn = H
F
1 is a constant, then the conclusion follows from
Lemma 2.2. 
We define F ∗ : Rn+1 → R to be (see [2]):
(8) F ∗(x) = sup{
〈x, z〉
F (z)
| z ∈ Sn},
Proposition 2.1. Let x ∈ Rn+1 \ {0}, y, z ∈ Sn, then we have:
(i) 〈φ(y), z〉 ≤ F (z), and the equality holds if and only if y = z;
(ii) 〈x, y〉 ≤ F ∗(x)F (y), and the equality holds if and only if x = F ∗(x)φ(y).
Proof. Proof of (i). It is obvious that 〈φ(y), z〉 ≤ F (z) is equivalent to 〈φ(y)−φ(z), z〉 ≤
0. The function Φ: Sn × Sn → R defined by
Φ(y, z) = 〈φ(y)− φ(z), z〉
is smooth, so it attained its maximum at some point (y0, z0) because S
n×Sn is compact.
By differentiating the function Φ(y, z) with respect to y at the point (y0, z0), we get
〈AF ◦ dy, z〉(y0,z0) = 0.
Thus, from the positiveness of AF , z0 is orthogonal to S
n at the point y0, so, we must
have y0 = ±z0. Notice that Φ(z0, z0) = 0, Φ(−z0, z0) = −F (z0) − F (−z0) < 0, the
function Φ must attain its maximum 0 at the point (z0, z0), so 〈φ(y), z〉 ≤ F (z). If
〈φ(y), z〉 = F (z), then Φ obtains its maximum 0 at the point (y, z), by the same reason
we have y = z.
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Proof of (ii). It is obvious that 〈x, y〉 ≤ F ∗(x)F (y) by the definition of F ∗. Now
we suppose that 〈x, y〉 = F ∗(x)F (y), then the function 〈x − F ∗(x)φ(y), y〉 obtains its
maximum 0 at the point (x, y). So, differentiating it with respect to y, we get
〈x− F ∗(x)φ(y),dy〉 = 0.
Thus, it follows that x−F ∗(x)φ(y) is orthogonal to Sn at y, that is, x−F ∗(x)φ(y) = ky
for some k. Then from 〈x− F ∗(x)φ(y), y〉 = 0, we have x− F ∗(x)φ(y) = 0. 
Proposition 2.2. We have:
(i) F ∗(x) > 0,∀x ∈ Rn+1 \ {0};
(ii) F ∗(tx) = tF ∗(x),∀x ∈ Rn+1, t > 0;
(iii) F ∗(x+ y) ≤ F ∗(x) +F ∗(y),∀x, y ∈ Rn+1, and the equality holds if and only if
x = 0, or y = 0 or x = ky for some k > 0.
(iv) WF = {x ∈ R
n+1| F ∗(x) = 1}.
Proof. (i) and (ii) follow from the definition of F ∗. By the definition of F ∗ and (ii) of
Proposition 2.1, we easily get (iv). We now prove (iii). Suppose x, y 6= 0. Let z ∈ Sn
be such that F ∗(x+ y) = 〈x+ y, z〉/F (z), then we have
F ∗(x+ y) = 〈x+ y, z〉/F (z) = 〈x, z〉/F (z) + 〈y, z〉/F (z) ≤ F ∗(x) + F ∗(y),
with the equality holding if and only if F ∗(x) = 〈x, z〉/F (z) and F ∗(y) = 〈y, z〉/F (z).
So, if the equality holds, then from (ii) of Proposition 2.1 we have
x = F ∗(x)φ(z), y = F ∗(y)φ(z).
Thus, x = F ∗(x)/F ∗(y)y. 
From Proposition 2.2, for any x ∈ Rn+1 \ {0}, we have x/F ∗(x) ∈ WF , thus
there exists a unique ψ(x) ∈ Sn such that x = F ∗(x)φ(ψ(x)). From the implicit
function theorem and the convexity of F , the function F ∗ : Rn+1 \ {0} → R+ and
ψ : Rn+1 \ {0} → Sn are smooth.
3. F -focal point and F -cut point
We define dF : R
n+1 × Rn+1 → R to be dF (x, y) = F
∗(y − x), then we have
dF (x, y) > 0 when x 6= y, dF (x, x) = 0 and dF (x, z) ≤ dF (x, y) + dF (y, z). Note that
in general dF (x, y) 6= dF (y, x); and when F ≡ 1, dF is just the Euclidean distance
function d.
For every p ∈ Rn+1, let expp be the exponential map in R
n+1 at the point p, then
expp(u) = p+ u. So, from the definition of dF , we have
(9) dF (p, expp(tφ(Y ))) = t, for every Y ∈ S
n and t ∈ R+.
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Now, let X : M → Rn+1 be a compact embedded hypersurface without boundary,
and ν be the unit inner normal vector field of M . For convenience, we identify each
point p ∈M with its image X(p) ∈ Rn+1.
For each y ∈ Rn+1, define
(10) dF (M,y) = inf{dF (p, y)| p ∈M}.
We define a function c : M → R+ to be such that c(p) is the greatest t ∈ (0,∞)
satisfying dF (M, expp(tφ ◦ (ν(p)))) = t. We call expp(c(p)φ ◦ ν(p)) the F -cut point of
p ∈M .
For p ∈M , let γp be the ray γp : [0,∞)→ R
n+1 defined by:
γp(t) = p+ tφ ◦ ν(p), ∀t ∈ [0,∞),
and Γp = γp([0, c(p))). Then we have
Lemma 3.1. For p, q ∈M , p 6= q, we have Γp ∩ Γq = ∅.
Proof. Suppose x ∈ Γp ∩ Γq, then there exists 0 < t < min(c(p), c(q)) such that
x = expp(tφ ◦ ν(p)) = expq(tφ ◦ ν(q)),
by the definition of c(p), c(q) and (9).
Suppose t < s < c(p), then from (iii) of Proposition 2.2, we have
dF (q, expp(sφ ◦ ν(p))) < dF (q, x) + dF (x, expp(sφ ◦ ν(p)))
= dF (p, x) + dF (x, expp(sφ ◦ ν(p)))
= dF (p, expp(sφ ◦ ν(p)))
= dF (M, expp(sφ ◦ ν(p))),
a contradiction. 
Consider the map: Ψ: M × R → Rn+1, Ψ(p, t) = expp(tφ ◦ ν(p)). If (p, t) is a
critical point of the map Ψ, then we call expp(tφ ◦ ν(p)) an F -focal point of p ∈ M .
Because expp(tφ ◦ ν(p)) = p+ tφ ◦ ν(p), so through direct computation, we have
(11) d(expp(tφ ◦ ν(p))) = (I − tSF ) ◦ dp+ (φ ◦ ν(p))dt.
From (11), expp(tφ ◦ ν(p)) is an F -focal point of p if and only if the matrix I − tSF is
degenerate. So, the first F -focal point of p along the ray γp is expp(1/λmaxφ ◦ ν(p)),
where λmax is the greatest positive anisotropic principal curvature at p.
Remark 3.1. When F = 1, F -cut point, F -focal point is the cut point and the focal
point of hypersurfaces in the Euclidean space respectively.
Lemma 3.2. Either (p, c(p)) is a critical point of the map Ψ, or there exists at least
one point q ∈M , q 6= p, such that dF (q, expp(c(p)φ ◦ ν(p))) = c(p).
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Proof. We choose εi > 0, such that limi→∞ εi = 0. Let ai = expp((c(p) + εi)φ ◦ ν(p)),
a = expp(c(p)φ ◦ ν(p)). The continuity of Ψ implies that limi→∞ ai = a. From the
definition of c(p), there exists points qi ∈ M , such that dF (qi, ai) = dF (M,ai) =
c(p) + ε′i, where ε
′
i < εi, possibly < 0. From the compactness of M , there exists a
convergent subsequence of {qi}, again denoted by {qi} such that limi→∞ qi = q. Then
we divided into two cases:
Case 1. q 6= p. In this case we have
lim
i→∞
dF (qi, ai) = dF (q, a),
and
lim
i→∞
dF (M,ai) = dF (M,a) = c(p).
So, we have dF (q, a) = c(p), as expected.
Case 2. q = p. Suppose (p, c(p)) is not a critical point of the map Ψ, then
there exists a neighborhood U of (p, c(p)) ∈ M × R such that Ψ|U : U → Ψ(U) is a
diffeomorphism. And we have limi→∞ dF (qi, ai) = dF (q, a) = c(p), so limi→∞ ε
′
i = 0.
Therefore, for a sufficient large i, we have (p, c(p) + εi), (qi, c(p) + ε
′
i) ∈ U . But
expp((c(p) + εi)φ ◦ ν(p)) = expqi((c(p) + ε
′
i)φ ◦ ν(qi)),
thus we have p = qi and εi = ε
′
i, a contradiction. 
Lemma 3.3. c(p) ≤ 1/λmax, where λmax is the greatest positive anisotropic principal
curvature at p.
Proof. Let t > 1/λmax. We define a function h : M → R by
(12) h(q) = F ∗(p+ tφ ◦ ν(p)− q),∀q ∈M.
We prove that p is not a local minimum point, so t > c(p), thus the conclusion follows.
Because, (p+ tφ ◦ ν(p)− q)/h(q) ∈WF , we can define a function Y : M → S
n by
(13) p+ tφ ◦ ν(p)− q = h(q)φ ◦ Y (q),
and we have Y (p) = ν(p).
Let γ : (−ε, ε) → M be a smooth curve such that γ(0) = p, we denote h(s) =
h(γ(s)), γ(s) = X(γ(s)), Y (s) = Y (γ(s)), ν(s) = ν(γ(s)) for simplicity. Then, we have
(14) p+ tφ ◦ ν(p)− γ(s) = h(s)φ ◦ Y (s).
Differentiating (14), we get
(15) h′(s) · φ(Y (s)) + h(s) · (φ(Y ))′(s) = −γ′(s).
From 〈Y, Y 〉 = 1, we have 〈Y ′(s), Y (s)〉 = 0, together with (φ(Y ))′(s) = AF ◦ Y
′(s) we
have
(16) 〈(φ(Y ))′(s), Y (s)〉 = 0.
8 Y. J. HE, H. LI, H. MA, AND J. Q. GE
Thus, by taking inner product with Y (s) in (15), we get
(17) h′(s)F (Y (s)) = −〈γ′(s), Y (s)〉.
From (17) and Y (0) = ν(p), we have h′(0) = −〈γ′(0), ν(p)〉/F (ν(p)) = 0, so p is a
extreme point of the function h. And we have
(18) t(φ(Y ))′(0) = tAF ◦ Y
′(0) = −γ′(0),
Differentiating (15), we get
(19) h′′(s) · φ(Y (s)) + 2h′(s) · (φ(Y ))′(s) + h(s)(φ(Y ))′′(s) = −γ′′(s).
Differentiating (16), we get
(20) 〈(φ(Y ))′′(s), Y (s)〉 = −〈(φ(Y ))′(s), Y ′(s)〉
Thus, by taking inner product with Y (s) in (19) and using (16), (20), we get
(21) h′′(s) · F (Y (s))− h(s)〈AF ◦ Y
′(s), Y ′(s)〉 = −〈γ′′(s), Y (s)〉.
Evaluating (21) at s = 0, using Y (0) = ν(p) and (18) we have
(22) h′′(0) · F (ν(p))−
1
t
〈A−1F ◦ γ
′(0), γ′(0)〉 = −〈γ′′(0), ν(p)〉 = 〈γ′(0), ν ′(0)〉.
Now, let γ be such a curve that satisfies −AF ◦ ν
′(0) = λmaxγ
′(0), that is, γ′(0) is
the eigenvector corresponding to the maximum positive eigenvalue of SF = −AF ◦ dν.
Then, we have
(23) h′′(0) =
λmax
tF (ν(p))
(
1
λmax
− t)〈A−1F ◦ γ
′(0), γ′(0)〉 < 0,
because A−1F is positive definite.
So, p is not a local minimum point of the function h. 
Lemma 3.4. The map c : M → R+ is continuous.
Proof. Let pi ∈ M be such that limi→∞ pi = p, we need to prove limi→∞ c(pi) = c(p).
For any q ∈M , we have
d(q, expq(c(q)φ(ν(q)))) = c(q)
√
|(gradSn F )(ν(q))|
2 + [F (ν(q))]2 < the diameter of M,
so the function c is bounded.
Firstly, we prove lim supi→∞ c(pi) ≤ c(p). For any ε > 0, there do not exist
infinitely many indices i such that c(pi) > c(p) + ε. Otherwise, by the definition of
c(pi), we have
dF (pi, expp((c(p) + ε)φ(ν(pi)))) = c(p) + ε,
and, by the continuity of the function dF , dF (p, expp((c(p) + ε)φ(ν(p)))) = c(p) + ε,
which contradicts the definition of c(p). Therefore lim supi→∞ c(pi) ≤ c(p) + ε, for any
ε > 0, which proves the claim.
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Secondly, we prove lim inf i→∞ c(pi) ≥ c(p). Let t¯ = lim inf i→∞ c(pi). Consider
a subsequence of {c(pi)}, again denoted by c(pi), which converges to t¯. It is obvious
an accumulation point of F -focal points is F -focal point, if for any such subsequence,
the points exppi(c(pi)φ(ν(pi))) are F -focal points of pi, then expp(c(p)φ(ν(p))) is an
F -focal point of p, hence t¯ ≥ c(p) by Lemma 3.3.
Suppose, therefore, there exists a subsequence of c(pi) (again denoted by c(pi)),
such that exppi(c(pi)φ(ν(pi))) is not F -focal point of pi. By Lemma 3.2, there exists qi ∈
M such that dF (qi, exppi(c(pi)φ(ν(pi)))) = c(pi). Taking, if necessary, a subsequence,
we may suppose that limi→∞ qi = q ∈ M . If p 6= q, by taking limit we see that,
dF (q, expp(t¯φ(ν(p)))) = dF (p, expp(t¯φ(ν(p)))), hence t¯ ≥ c(p). If p = q, then for any
neighborhood V = U × (t¯ − ε, t¯ + ε) of (p, t¯), there exists i, such that pi, qi ∈ U and
c(pi) ∈ (t¯ − ε, t¯ + ε). Choose t¯ − ε < s < c(pi), then we have exppi(sφ(ν(pi))) 6=
expqi(sφ(ν(qi))) by Lemma 3.1, so the map Ψ|V : V → Ψ(V ) can not be injective.
Thus, (p, t¯) is a critical point of Ψ. 
4. An integral inequality of compact hypersurfaces
In this section we derive an integral inequality of compact hypersurface without
boundary embedded in Euclidean space (Theorem 4.2) which plays an important role
in the proof of our main theorem. First, we recall the following integral formulas of
Minkowski type for compact hypersurfaces in Rn+1.
Theorem 4.1. ([6], [7]) Let X : M → Rn+1 be an n-dimensional compact hypersurface
without boundary, F : Sn → R+ be a smooth function which satisfies (1), then we have
the following integral formulas of Minkowski type:
(24)
∫
M
(HFr F ◦ ν +H
F
r+1〈X, ν〉)dA = 0, r = 0, 1, · · · , n − 1.
Now, we let X : M → Rn+1 be a compact embedded hypersurface without bound-
ary, then M is a boundary of some compact domain D ⊂ Rn+1, let ν be the unit inner
normal vector field of M .
Lemma 4.1. For any fixed point y ∈ D \X(M), there exists at least a point p ∈ M
such that
(25) y − p = dF (M,y)φ ◦ ν(p).
Proof. From the compactness of M and the continuity of the function dF , there exists
p ∈M such that dF (p, y) = inf{dF (q, y)| q ∈M}.
Let Z : M → Sn be defined by
y − q = F ∗(y − q)φ ◦ Z(q).
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Then we have
(26) dF (q, y) =
〈y − q, Z(q)〉
F (Z(q))
.
Differentiating (26), we get
(27) ddF (q, y) = −
〈dq, Z(q)〉
F (Z(q))
.
So, from the minimum of p, we get 〈dp, Z(p)〉 = 0, thus Z(p) = ±ν(p). If Z(p) = −ν(p),
then 〈φ ◦ Z(p), ν(p)〉 = −F (Z(p)) < 0, so the line segment connecting p and y must
intersect X(M) at another point p˜, therefore F ∗(y − q) can not attain its minimum at
p. Thus, Z(p) = ν(p) is the unit inner normal vector. 
Lemma 4.2. Let X : M → R2 be a simple closed curve and denote its arc parameter
by s. Suppose c(p) = 1/λ(p) for some point p ∈ M , then we must have λ′(p) = 0,
where λ is the anisotropic curvature and ′ denote derivative with respect to the arc
parameter.
Proof. Let x0 = p+ c(p)φ ◦ ν(p), define τ : M → R by:
τ(q) = F ∗(x0 − q),
then there exists a function W : M → S1 such that
(28) x0 − q = τ(q)φ ◦W (q), W (p) = ν(p).
From the definition of c(p), we have
(29) τ(q) ≥ c(p),∀q ∈M, τ(p) = c(p).
Differentiating (28), we get
(30) − T (q) = τ ′(q)φ ◦W (q) + τ(q)a(W (q))W ′(q),
where T denotes the tangent vector of M , a = D2F + F .
By taking inner product with W (q) in (30), we obtain
(31) F (W (q))τ ′(q) = −〈T (q),W (q)〉.
Thus, we have τ ′(p) = 0 by W (p) = ν(p). Then, from (30),
(32) W ′(p) = −T (p)/(ac(p)) = −λ(p)T (p)/a = −k(p)T (p) = ν ′(p),
where k is the curvature of M .
Differentiating (31), we get
(33) (F ◦W )′(q)τ ′(q) + F (W (q))τ ′′(q) = −〈T ′(q),W (q)〉 − 〈T (q),W ′(q)〉.
Evaluating (33) at q = p, we get
F (ν(p))τ ′′(p) = −〈k(p)ν(p), ν(p)〉 − 〈T (p),−k(p)T (p)〉 = 0,
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so τ ′′(p) = 0. Thus, differentiating (33) and evaluating it at p, we obtain
(34) F (ν(p))τ ′′′(p) = −〈T ′′(p), ν(p)〉 − 2〈T ′(p),W ′(p)〉 − 〈T (p),W ′′(p)〉.
Differentiating (30) and evaluating at p, we get
−T ′(p) = c(p)((a ◦W )′(p)W ′(p) + a ◦ ν(p)W ′′(p)).
As W ′(p) = ν ′(p), so (a ◦W )′(p) = (a ◦ ν)′(p), through a direct calculation, we have
(35) W ′′(p) =
k(p)(a ◦ ν)′(p)
a ◦ ν(p)
T (p)− k2(p)ν(p).
From (32), (35) and T ′′ = −k2T + k′ν, we obtain
(36) F (ν(p))τ ′′′(p) = −k′(p)−
k(p)(a ◦ ν)′(p)
a ◦ ν(p)
= −
λ′(p)
a ◦ ν(p)
.
As τ(q) ≥ τ(p) holds for all q ∈M , and τ ′(p) = τ ′′(p) = 0, so we must have τ ′′′(p) = 0,
thus λ′(p) = 0 as expected. 
Let f : D → R be an integrable function. From Lemma 3.1, Lemma 3.4 and Lemma
4.1, we have the following formula of integration
(37)
∫
D
fdV =
∫
M
∫ c(p)
0
f(expp(tφ(ν(p))))E(p, t)dtdA,
where E(p, t) is given by
(38) dV (expp(tφ(ν(p)))) = E(p, t)dtdA.
If x denotes the position vector in Rn+1, we have △¯|x|2 = 2(n+1), where △¯ is the
Euclidean Laplacian. From the Stokes Theorem, we have
(39) −
∫
M
〈X, ν〉dA = (n+ 1)V,
where V the volume of D. From (11), we have
dV (p+ tφ(ν(p))) = det(I − tSF )F ◦ νdtdA = (1− tλ1) · · · (1− tλn)F ◦ νdtdA.
Letting f ≡ 1 in (37) and taking into account that E(p, t) = (1− tλ1) · · · (1− tλn)F ◦ν,
we have
(40) V =
∫
M
∫ c(p)
0
(1− tλ1) · · · (1− tλn)F ◦ νdtdA.
Theorem 4.2. Let X : M → Rn+1 be a compact hypersurface without boundary
embedded in Euclidean space. If the anisotropic mean curvature HF1 of X with respect
to the unit inner normal ν is everywhere positive on M , then we have
(41)
∫
M
F ◦ ν
HF1
dA ≥ (n+ 1)V,
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where V is the volume of the compact domain determined byM . Moreover, the equality
holds in (41) if and only if up to translations, X(M) = ρWF , where ρ = −1/H
F
1 is a
constant.
Proof. Firstly, if X(M) = ρWF , then H
F
1 = −1/ρ = constant. So, by the integral
equalities of Minkowski type (24) and (39), the equality in (41) holds.
For p ∈M , by Lemma 3.3, we have
(42) c(p) ≤ 1/λmax ≤ 1/H
F
1 (p).
Moreover, if t ∈ [0, c(p)), we have
(43) (1− tλ1) · · · (1− tλn) ≤ (1− tH
F
1 )
n,
the equality holds only at points where λ1 = · · · = λn. Thus, by putting (42), (43) into
(40), we get
V ≤
∫
M
∫ 1/HF
1
0
(1− tHF1 )
nF ◦ νdtdA =
1
n+ 1
∫
M
F ◦ ν
HF1
dA,
and the equality holds if and only if λ1 = · · · = λn = 1/c(p). Therefore, by Lemma
2.3, if n ≥ 2 and the equality holds, then up to translations, X(M) = ρWF , where
ρ = −1/HF1 . If n = 1, then from Lemma 4.2, λ = H
F
1 is a constant, so from Lemma
2.2, up to translations, X(M) = ρWF , where ρ = −1/H
F
1 . 
Remark 4.1. By Lemma 2.2, Theorem 1.3 is true for n = 1 even without the assump-
tion of embedding. So, in order to prove Theorem 1.3, we actually don’t need to prove
the case n = 1 of Theorem 4.2. We prove it here only for completeness.
If F ≡ 1 in Theorem 4.2, then we obtain
Corollary 4.1. ([16], [21]) Let X : M → Rn+1 be a compact hypersurface without
boundary embedded in Euclidean space. If the mean curvature H of X with respect to
the unit inner normal ν is everywhere positive on M , then we have∫
M
1
H
dA ≥ (n+ 1)V,
where V is the volume of the compact domain determined byM . Moreover, the equality
holds if and only if X(M) is a round sphere.
5. Proof of Theorem 1.3
We divide into two cases:
Case 1. ν is the unit inner normal vector field. Since M is compact without
boundary, one can find a point where all the principal curvatures with respect to ν
are positive. It follows from the positive definiteness of AF that all the anisotropic
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principal curvatures at this point with respect to ν are positive too. Thus HFr is a
positive constant. From Lemma 2.1, we have that HF1 , · · · ,H
F
r−1 > 0, (H
F
r )
1/r ≤ HF1
and HFr−1 ≥ (H
F
r )
(r−1)/r. Using Theorem 4.2, we have
(44) (n+ 1)(HFr )
1/rV ≤
∫
M
F ◦ νdA,
and the equality holds if and only if up to translations, X(M) = −ρWF , where ρ =
1/HF1 is a constant.
Since HFr is a positive constant and (H
F
r )
1/r ≤ HF1 , by Theorem 4.1, we have
0 =
∫
M (H
F
r−1F ◦ ν +H
F
r 〈X, ν〉)dA ≥
∫
M ((H
F
r )
(r−1)/rF ◦ ν +HFr 〈X, ν〉)dA
= (HFr )
(r−1)/r
∫
M (F ◦ ν + (H
F
r )
1/r〈X, ν〉)dA.
As HFr is a positive constant, using (39) we have∫
M
F ◦ νdA− (n + 1)(HFr )
1/rV =
∫
M
(F ◦ ν + (HFr )
1/r〈X, ν〉)dA ≤ 0.
Hence, the equality in (44) holds, so up to translations, X(M) = ρWF , where ρ =
−1/HF1 is a constant.
Case 2. ν is the unit outer normal vector field. The conclusion follows as in Case 1
by considering the function F˜ : Sn → R+ defined by F˜ (x) = F (−x) instead of F . This
completes the proof of Theorem 1.3.
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