Abstract Let X be a smooth projective curve over an algebraically closed field of characteristic > 2. Consider the dual pair H = GO 2m , G = GSp 2n over X, where H splits over ań etale two-sheeted covering π :X → X. Write Bun G and Bun H for the stacks of G-torsors and H-torsors on X. We show that for m ≤ n (respectively, for m > n) the theta-lifting functor
Introduction

1.1
The classical theta correspondence for the dual reductive pair (GSp 2n , GO 2m ) is known to satisfy a version of strong Howe duality (cf. [12] ). In this paper, which is a continuation of [7] , we develop the geometric theory of theta-lifting for this dual pair in the everywhere unramified case.
The classical theta-lifting operators for this dual pair are as follows. Let X be a smooth projective geometrically connected curve over F q (with q odd). Let F = F q (X), A be the adèles ring of X, O the integer adèles. Write Ω for the canonical line bundle on X. Pick a rank 2n-vector bundle M with symplectic form ∧ 2 M → A with values in a line bundle A on X. Let G be the group scheme over X of automorphisms of the GSp 2n -torsor (M, A).
Let π :X → X be anétale two-sheeted covering with Galois group Σ = {1, σ}. Let E be the σ-anti-invariants in π * OX . Fix a rank 2m-vector bundle V on X with symmetric form Sym 2 V → C with values in a line bundle C on X together with a compatible trivialization γ : C −m ⊗ det V → E. This means that γ 2 : C −2m ⊗ (det V ) 2 → O is the trivialization induced by the symmetric form. LetH be the group scheme over X of automorphisms of V preserving the symmetric form up to a multiple and fixing γ. This is a form of GO 0 2m , where GO 0 2m is the connected component of unity of the split orthogonal similitude group. Assume given an isomorphism A ⊗ C → Ω.
Let G 2nm the group scheme of automorphisms of M ⊗ V preserving the symplectic form ∧ 2 (M ⊗ V ) → Ω. Write GH ⊂ G ×H for the group subscheme over X of pairs (g, h) such that g ⊗ h acts trivially on A ⊗ C. The metaplectic cover G 2nm (A) → G 2nm (A) splits naturally after restriction under GH(A) → G 2nm (A). Let S be the corresponding Weil representation of GH(A). The space S GH(O) has a distinguished nonramified vector v 0 . If θ : S →Q ℓ is a theta-functional then φ 0 : GH(F )\GH (A)/GH(O) →Q ℓ given by φ 0 (g, h) = θ((g, h)v 0 ) is the classical theta-function. The theta-lifting operators 
GH(F )\GH (A)/GH(O)
ւ q ց p H
(F )\H(A)/H(O) G(F )\G(A)/G(O)
The following statement would be an analog of a theorem of Rallis [11] for similitude groups (the author have not found its proof in the litterature). If m ≤ n (resp., m > n) then F G (resp., FH ) commutes with the actions of global Hecke algebras H G , HH with respect to certain homomorphism H G → HH (resp., HH → H G ). We prove a geometric version of this result (cf. Theorem 1). Its precise formulation in the geometric setting involves the SL 2 of Arthur (or rather its maximal torus). In the particular case n = m (resp., m = n + 1) the SL 2 of Arthur dissapears, and the corresponding morphisms of Hecke algebras come from morphisms of L-groups
Our methods extend those of [7] , the global results are derived from the corresponding local ones. Remind that S → ⊗ ′ x∈X S x is the restricted tensor product of local Weil representations. Let F x be the completion of F at x ∈ X, O x ⊂ F x the ring of integers. The geometric analog of the GH(F x )-representation S x is the Weil category W ( L d (W 0 (F x ))) (cf. Sections 3.1-3.2). Informally speaking, we work rather with the geometric analog of the compactly induced representationS x = c-ind
Its manifestation is a family of categories D Ta ( L d (W a (F x ))) indexed by a ∈ Z (cf. Section 4.2).
Our main local result is Theorem 3. In classical terms, it compares the action of Hecke operators for G andH on the natural nonramified vector inS x . As a byproduct, we also obtain some new results at the classical level of functions (Propositions A.1 and A.2). For a even they reduce to a result from [10] , but for a odd they are new and amount to a calculation of K × SO(O x )-invariants in the Weil representation of (Sp 2n × SO 2m )(F x ), where K is the nonstandard maximal compact subgroup of Sp 2n (F x ).
1.2 The most striking application of our Theorem 1 is a proof of the following particular case of the geometric Langlands conjecture for G = GSp 4 . Let E be an irreducible rank 2 smooth Q ℓ -sheaf onX equipped with an isomorphism π * χ → det E, where χ is a smoothQ ℓ -sheaf on X of rank one. Then π * (E * ) is equipped with a natural symplectic form ∧ 2 (π * E * ) → χ −1 , so can be viewed as aǦ-local system EǦ on X, whereǦ is the Langlands dual group overQ ℓ . We construct the automorphic sheaf K on Bun G , which is a Hecke eigensheaf with respect to EǦ (cf. Corollary 1).
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Main results
2.1
Notation From now on k denotes an algebraically closed field of characteristic p > 2, all the schemes (or stacks) we consider are defined over k (except in Section 4.8.7.2).
Fix a prime ℓ = p. For a scheme (or stack) S write D(S) for the bounded derived category of ℓ-adicétale sheaves on S, and P(S) ⊂ D(S) for the category of perverse sheaves. Set DP(S) = ⊕ i∈Z P(S)[i] ⊂ D(S). By definition, we let for K, K ′ ∈ P(S), i, j ∈ Z Hom DP(S) (K[i], K ′ [j]) = Hom P(S) (K, K ′ ), for i = j 0, for i = j Since we are working over an algebraically closed field, we systematically ignore Tate twists (except in Section 4.8.7.2, where we work over a finite subfield k 0 ⊂ k. In this case we also fix a square rootQ ℓ ( 1 2 ) of the sheafQ ℓ (1) over Spec k 0 ). Fix a nontrivial character ψ : F p →Q * ℓ and denote by L ψ the corresponding Artin-Shreier sheaf on A 1 .
If V → S and V * → S are dual rank n vector bundles over a stack S, we normalize the Fourier transform Four ψ :
, where p V , p V * are the projections, and ξ : V × S V * → A 1 is the pairing.
For a sheaf of groups G on a scheme S, F 0 G denotes the trivial G-torsor on S. For a representation V of G and a G-torsor F G on S write V F G = V × G F G for the induced vector bundle on S. For a morphism of stacks f : Y → Z denote by dim. rel(f ) the function of connected component C of Y given by dim C − dim C ′ , where C ′ is the connected component of Z containing f (C).
Hecke operators
Let X be a smooth connected projective curve. For r ≥ 1 write Bun r for the stack of rank r vector bundles on X. The Picard stack Bun 1 is also denoted Pic X. For a connected reductive group G over k, let Bun G denote the stack of G-torsors on X.
Given a maximal torus and a Borel subgroup T ⊂ B ⊂ G, we write Λ G (resp.,Λ G ) for the coweights (resp., weights) lattice of G. Let Λ For θ ∈ π 1 (G) the connected component Gr θ G of Gr G classifies pairs (F G , β) such that V F 0 G (− θ,λ ) → V F G for every one-dimensional G-module with highest weightλ.
Denote by A λ G the intersection cohomology sheaf of Gr λ G . WriteǦ for the Langlands dual group to G, this is a reductive group overQ ℓ equipped with the dual maximal torus and Borel subgroupŤ ⊂B ⊂Ǧ. Write Sph G for the category of G(O x )-equivariant perverse sheaves on Gr G,x . This is a tensor category, and one has a canonical equivalence of tensor categories Loc : Rep(Ǧ) → Sph G , where Rep(Ǧ) is the category of finite-dimensional representations ofǦ overQ ℓ (cf. [9] ).
For the definition of the Hecke functors
we refer the reader to ( [7] , Section 2.2.1). Write * : Sph G → Sph G for the covariant equivalence induced by the map G(K x ) → G(K x ), g → g −1 . In view of Loc, the corresponding functor * : Rep(Ǧ) → Rep(Ǧ) sends an irreducibleǦ-module with h.w. λ to the irreducibleǦ-module with h.w.
As in ( [7] , Section 2.2.2), we equip it with a structure of a tensor category in such a way that the Satake equivalence extends to an equivalence of tensor categories Loc
Now let π :X → X be a finiteétale Galois covering with Galois group Σ. Given a homomorphism Σ → Aut(G), let G be the group scheme on X obtained as the twisting of G by the Σ-torsor π :X → X. SetK = k(X). For a closed pointx ∈X write Kx for the completion of K atx, Ox ⊂ Kx for its ring of integers, and Gr G,x for the affine grassmanian G(Kx)/G(Ox).
Write Bun G for the stack of G-torsors on X. One defines Hecke functors
as follows. WritexH G for the Hecke stack classifying G-torsors F G , F ′ G on X and an isomorphism
such that the projection to the first factor corresponds to h ← , h → respectively. To S ∈ Sph G , K ∈ D(Bun G ) one attaches their twisted external product (K⊠ S) l and (K⊠ S) r onxH G , they are normalized to be perverse for K, S perverse. The functors (1) are defined bỹ
Then one may takeσ interchanging e m and e 2m and acting trivially on the orthogonal complement to {e m , e 2m }. Consider the corresponding Σ-action on H by conjugation. LetH be the group scheme on X, the twisting of H by the Σ-torsor π :X → X.
The stack BunH classifies: V ∈ Bun 2m , C ∈ Bun 1 , a nondegenerate symmetric form Sym 2 V → C, and a compatible trivialization γ : C −m ⊗ det V → E. This means that the composition
Writeα 0 for the character of H such that C is the extension of scalars of (V, C) undeř α 0 : H → G m . Write a Sph H ⊂ Sph H for the full subcategory of objects that vanish off the connected components Gr Let Bun H be the stack classifying V ∈ Bun 2m , C ∈ Bun 1 and a symmetric form Sym
where the map Spec k → RCov 0 is given by (E, κ). Write ρ H : BunH → Bun H for the projection. Let A H be the Z/2Z-graded line bundle on Bun H with fibre det RΓ(X, V ) at (V, C). Set
where the map Bun H → Pic X sends (V, C, Sym 2 V → C) to Ω ⊗ C −1 , and Bun G → Pic X sends (M, ∧ 2 M → A) to A. So, we have an isomorphism C ⊗ A → Ω for a point of Bun G,H . Write Bun G,H for the stack obtained from Bun G,H by the base change BunH → Bun H . Let
be the map sending a point as above to V ⊗M with the induced symplectic form
It yields a mapτ :
and B 2 is identified with det RΓ(X, M ⊗ V ) via (2). 
Here i G ∈ Spin 2n+1 is the nontrivial central element.
Let V H (resp., V G ) denote the standard representation of SO 2m (resp., of SO 2n+1 ).
CASE m ≤ n. Pick an inclusion V H ֒→ V G compatible with symmetric forms. It yields an inclusionȞ ֒→Ǧ, which we assume compatible with the corresponding maximal tori. Pick an element σ G ∈ SO(V G ) →Ǧ ad normalizingŤ G and preserving V H andŤ H ⊂B H . Let σ H ∈ O(V H ) be its restriction to V H . We assume that σ H viewed as an automorphism of (Ȟ,Ť H ) extends the action of Σ on the roots datum of (Ȟ,Ť H ) defined in Section 2.3.
In concrete terms, one may take V G =Q 2n+1 ℓ with symmetric form given by the matrix
where E n ∈ GL n is the unity. TakeŤ G to be the preimage of the torus of diagonal matrices underǦ → SO 2n+1 . Let V H ⊂ V G be generated by {e 1 , . . . , e m , e n+1 , . . . , e n+m }. LetŤ H be the preimage underȞ → SO(V H ) of the torus of diagonal matrices, andB H the Borel subgroup preserving for i = 1, . . . , m the isotropic subspace generated by {e 1 , . . . , e i }. Then one may take σ G permuting e m and e n+m , sending e 2n+1 to −e 2n+1 and acting trivially on the other base vectors.
We let Σ act onȞ andǦ via the elements σ H , σ G . So, the inclusionȞ ֒→Ǧ is Σ-equivariant and yields a morphism of the L-groupsH L → G L .
CASE m > n. Pick an inclusion V G ֒→ V H compatible with symmetric forms. It yields an inclusionǦ ֒→Ȟ, which we assume compatible with the corresponding maximal tori. Let σ G be the identical automorphism of V G . Extend it to an element σ H ∈ O(V H ) by requiring that σ H preservesŤ H ⊂B H and σ H / ∈ SO(V H ), σ 2 H = id. In concrete terms, take the symmetric form on V H =Q 2m ℓ given by the matrix 0 E m E m 0 Let V G be the subspace of V H generated by {e 1 , . . . , e n ; e m+1 , . . . , e m+n ; e n+1 + e m+n+1 }. Takě T H to be the preimage underȞ → SO(V H ) of the torus of diagonal matrices, andB H the Borel subgroup preserving for i = 1, . . . , m the isotropic subspace of V H generated by {e 1 , . . . , e i }. Leť T G be the preimage underǦ →Ȟ ofŤ H . Let σ H ∈ O(V H ) permute e m and e 2m and act trivially on the orthogonal complement to {e m , e 2m }. Then σ H lifts uniquely to an automorphism of the exact sequence 1 → G m →Ȟ → SO(V H ) → 1 that acts trivially on G m .
As above, the inclusionǦ ֒→Ȟ is Σ-equivariant and gives rise to a morphism of the L-groupš
Theorem 1. 1) For m ≤ n there is a homomorphism κ :Ȟ × G m →Ǧ with the following property. There exists an isomorphism
is the corresponding theta-lifting functor.
2) For m > n there is a homomoprhism κ :Ǧ × G m →Ȟ with the following property. There exists an isomorphism
Remark 1. If m = n or m = n+1 then the restriction of κ to G m is trivial. The explicit formulas for κ are given in Section 4.8.9. If m ≤ n then κ fits into the diagram
If m > n then κ fits into the diagramǦ
In both casesκ is the map from ( [7] , Theorem 3).
For a ∈ Z let a Bun G,H be the stack classifyingx ∈X, (M, A) ∈ Bun G , (V, C, γ) ∈ BunH, and an isomorphism A ⊗ C → Ω(aπ(x)). We have the Hecke functors defined as in Section 2.2
( * S, ·). We will derive Theorem 1 from the following Hecke property of Aut G,H .
Theorem 2. Let κ be as in Theorem 1. 1) For m ≤ n there exists an isomorphism
2) For m > n there exists an isomorphism
2.5 Application: automorphic sheaves on Bun GSp 4 .
Keep the notation of Section 2.3 assuming m = n = 2, so G = GSp 4 . LetẼ be an irreducible rank two smoothQ ℓ -sheaf onX, χ a rank one local system on X equipped with an isomorphism π * χ → detẼ. To this data one associates the perverse sheaf KẼ ,χ,H on BunH introduced in ( [7] , Section 5.1). The local system π * Ẽ * is equipped with a natural symplectic form ∧ 2 (π * Ẽ * ) → χ −1 , so gives rise to aǦ-local system EǦ on X. Since KẼ ,χ,H is a Hecke eigensheaf, Theorem 1 implies the following.
is a Hecke eigensheaf corresponding to theǦ-local system EǦ.
Remark 2. i) We expect that for each open substack of finite type U ⊂ Bun G the restriction of F G (ρ H ! KẼ ,χ,H ) to U is a bounded complex. We also expect it to be perverse.
ii) IfX splits fix a numbering of connected components ofX. ThenẼ becomes a pair of irreducible rank 2 local systems E 1 , E 2 on X with the isomorphisms det E 1 → det E 2 → χ.
Local theory
Background on non-ramified Weil category
Remind the following constructions from [8] . Let W be a symplectic Tate space over k. By definition ([2], 4.2.13), W is a complete topological k-vector space having a base of neighbourhoods of 0 consisting of commesurable vector subspaces (i.e., dim U 1 /(U 1 ∩ U 2 ) < ∞ for any U 1 , U 2 from this base). It is equipped with a (continuous) symplectic form 
be the full subcategory of objects whose all perverse cohomologies lie in H L R .
For another c-lattice S ⊂ R we have (an exact for the perverse t-structures) transition functor
where the complex M ⊕ L → W is placed in cohomological degrees 0 and [8] , Section 6.2). Let us precise some details. For a c-lattice R ⊂ R ⊥ in W we have the projection
where L(R ⊥ /R) is the gerb of square roots of A R . Write N 0 R , L 0 R for the images of N 0 , L 0 under (6) . By definition, the enchanced structure on L R and N R is given by one-dimensional spaces
for the canonical interwining functor corresponding to (N R , L R , B) (as in loc.cit, Section 6.2). Then F N 0 ,L 0 is defined as the limit of the functors (7) over the partially ordered set of c-lattices
3.2 Let O be a complete discrete valuation k-algebra, F its fraction field. Write Ω for the completed module of relative differentials of O over k. For a free O-module V of finite rank write V (r) ⊂ V ⊗ F for the O-submodule t −r V , where t ∈ O is any uniformizer.
For r ∈ Z let W r be a free O-module of rank 2n with symplectic form ∧ 2 W r → Ω(r). Then W r (F ) is a symplectic Tate space with the form
Consider the action map
In this way G ex := ⊔ a,b∈Z G b,a becomes a groupoid acting on
The gerb G a,a → G a,a has a canonical section over
For g ∈ G b,a and a c-lattice R ⊂ R ⊥ ⊂ W a (F ) we have (gR) ⊥ = g(R ⊥ ), and g induces an isomorphism of symplectic spaces
Passing to the limit by R, we further get an equivalence g :
Let L(R ⊥ /R) be the µ 2 -gerb of square roots of A R . We have the projection
The above expressiongL 0
Remind that H R denotes the Heisenberg group
we haveg * F → F canonically, where F is the CIO sheaf on each side (introduced in [8] , Theorem 1). The 2-commutativity of (9) follows.
By Proposition 1, eachg ∈ G b,a yields an equivalenceg :
3.3 Now assume that we are given for each a ∈ Z a decomposition W a = U a ⊕U * a ⊗Ω(a), where U a is a free O-module of rank n, U a and U * a ⊗ Ω(a) are lagrangians, and the form ω :
, where ·, · is the canonical pairing between U a and U * a ⊗ Ω(a). Remark 3. If U 1 is a free O-module of finite rank and
Assume in addition that n is even. Assume given a one-dimensional Z/2Z-graded purely of degree zero vector space J U,a equipped with
, where
is equipped with the induced isomorphism
The section ρ is compatible with the groupoïd structures on G ex and
Proof
Step
where
. Write H R for the Heisenberg group R ⊥ /R × A 1 and H U R for the corresponding category of (Ū R , χ U,R )-equivariant perverse sheaves on H R . HereŪ R = U R × A 1 and χ U,R is the local system pr * L ψ onŪ R , where pr :Ū R → A 1 is the projection.
Let
be the corresponding functor (defined as in [8] , Section 3.6). The lattice gR ⊂ W b (F ) satisfies the same assumptions, so we have
equipped with the canonical isomorphism
Indeed, this is a consequence of the following isomorphism. We havẽ
and for this isomorphismg * F → F canonically, where F on both sides is the corresponding CIO sheaf (introduced in [8] , Theorem 1).
Step 2. Given c-lattices
It is understood that B S is equipped with
and we used the canonical isomorphism det
where the second arrow is the restriction (exact for the perverse t-structures) with respect to the projection
The above diagram shows that the following diagram is also 2-commutative
as the functor sending K 1 to the following object K 2 . For c-lattices
The corresponding projective system (indexed by such S) defines an object
Further, passing to the limit by R (of the above form) the functors F Ua(F ),R yield the desired functor
). Finally, the commutativity of (10) follows from the commutativity of (11).
Remark 4. We could also argue differently in Proposition 2.
The resulting functor would be (
4. Dual pair GSp 2n , GO 2m
4.1 As in Section 3.2, let O be a complete discrete valuation k-algebra, F its fraction field, Ω the completed module of relative differentials of O over k. For a free O-module M we write
Fix free O-modules M a of rank 2n, V a of rank 2m, and A a , C a of rank one with symplectic form ∧ 2 M a → A a , a nondegenerate symmetric form Sym 2 V a → C a , and a compatible trivial-
, which is of parity zero as
Let G = GSp 2n be the symplectic similitude group over k of semisimple rank n. Let H be the connected component of unity of the split orthogonal similitude group GO 2m of semisimple rank m. We may view (M a , A a ) (resp., (V a , C a )) as a G-torsor (resp., H-torsor) on Spec O.
Let G b,a be the set of isomorphisms
2 there may be sign problems, the corresponding isomorphism is well defined at least up to a sign
To do so, it suffices to pick a flag
We used that dim(
, the connected component of unity of the group scheme GO(V a ) over Spec O. Set
at L is naturally T a -equivariant (we underline that T a acts nontrivially on J a ). So, it can be seen as a line bundle on the quotient
Let a A X L be the line bundle over a X L whose fibre at
It is of parity zero as Z/2Z-graded. Then a X L is the µ 2 -gerb of square roots of a A X L .
Hecke operators Denote by
where h ← (resp.,
Here a point of a,
is the ind-scheme classifying O-lattices R ⊂ M a (F ) such that for some r ∈ Z the induced form ∧ 2 R → A a (r) is regular and nondegenerate. Write Gr r Ga for the connected component of Gr Ga given by fixing such r. Trivializing a point of a ′ X L (resp., of a X L) one gets isomorphisms
Ga )/T a , where the corresponding action of T a ′ (resp., of T a ) is diagonal. They lift naturally to a T a ′ -torsor
It is understood that this informal definition should be made rigorous in a way similar to ( [7] , Section 4.3). Write b Sph G a ′ ⊂ Sph G a ′ for the full subcategory of objects that vanish off Gr
, the vertical arrows are µ 2 -gerbs, and the right square is cartesian (thus defining the stack
The maph ← sends this point to (L, M, A, V, C) ∈ a X L, the one-dimensional space B 1 with
The affine grassmanian Gr Ha classifies lattices V ′ ⊂ V a (F ) such that the induced symmetric form Sym
Ha is a union of two connected components of Gr Ha . Write b Sph Ha ⊂ Sph Ha for the full subcategory of objects that vanish off Gr b Ha . The Hecke functor
is defined as in Section 4.3.1 using the diagram (14).
For each a ∈ Z a trivialization α of the G-torsor (M a , A a ) on Spec O yields an isomorphism α : Gr Ga → Gr G . The induced equivalencesᾱ * : Sph G → Sph Ga are canonically 2-isomorphic for different α's. In what follows we sometimes identify these two categories in this way. Similarly, we identify Sph Ha → Sph H . F ) )) be the theta-sheaf introduced in ( [8] , Section 6.5). This is a T 0 -equivariant object of the Weil category W ( L d (W 0 (F ))) . Here is the main result of Section 4.
Let
S W 0 (F ) ∈ P T 0 ( L d (W 0 (
Theorem
There is a homomorphism κ :Ǧ × G m →Ȟ such that for the corresponding geometric restriction functor gRes
The proof occupies the rest of Section 4. The explisit formulas for κ are found in Section 4.8.9.
Assume given a decomposition
where L a is a free O-module of rank n, L a and L * a ⊗ A a are lagrangians, and the form is given by the canonical pairing between L a and L * a . Assume given a similar decomposition V a = U a ⊕ (U * a ⊗ C a ) for V a , here U a is a free O-module of rank m.
Write Q(G a ) ⊂ G a and Q(H a ) for the Levi subgroups preserving the above decompositions. Set
We view all of them as group schemes over Spec O. We also pick Levi subgroups Q(G) ⊂ G and Q(H) ⊂ H which identify with the above over Spec O. 
Remind that for free O-modules of finite type V, U one has the partial Fourier transform
normalized to preserve perversity and purity (cf. [7] , Section 4.8 for the definition). Thus, the decompositions
⊗ Ω(a) yield the partial Fourier transform, which we denote
One checks that ζ a is canonically isomorphic to the functor F
we define a Z/2Z-graded line (purely of parity zero)
equipped with a natural Z/2Z-graded isomorphism
It yields a sectionΠρ b,a : GQH b,a → G b,a defined as in Section 3.3.
For the decomposition
define a Z/2Z-graded line (purely of parity zero)
It yields a sectionῩρ b,a : HQG b,a → G b,a defined as in Section 3.3. From definitions one derives the following.
Lemma 3. For a, b ∈ Z the following diagrams are canonically 2-commutative
For a ∈ Z we have the functors
Remark 5. The following structure emerge. For each g ∈ T b,a we get functors that fit into a 2-commutative diagram
They are compatible with the groupoid structure on T . Indeed, one first defines these functors separately for GQH b,a ⊂ T b,a and for HQG b,a ⊂ T b,a using the models Π and Υ respectively. This is sufficient because any g ∈ T b,a writes as a composition g = g ′′ • g ′ with g ′′ ∈ HQG b,b and g ′ ∈ GQH b,a . The arrows in the above diagram are equivalences.
We have the full subcategories (stable under subquotients)
and ζ a yields an equivalence ζ a :
Definition 2. For a ∈ Z let Weil a be the category of triples (F 1 , F 2 , β), where
and β : ζ a (F 1 ) → F 2 is an isomorphism in P QGHa(O) (Π a (F )). Write DWeil a for the category obtained by replacing everywhere in the above definition P by DP.
Clearly, Weil a is an abelian category, and the forgetful functors f H : Weil a → P HQGa(O) (Υ a (F )) and f G : Weil a → P GQHa(O) (Π a (F )) are full embeddings. By Proposition 2, we get a functor
Let I 0 ∈ P HQG 0 (O) (Υ 0 (F )) denote the constant perverse sheaf on Υ 0 extended by zero to Υ 0 (F ). Remind that ζ 0 (I 0 ) is the constant perverse sheaf on Π 0 extended by zero to Π 0 (F ). The object ζ 0 (I 0 ) will also be denoted I 0 by abuse of notation. So, I 0 ∈ Weil 0 naturally.
By definition of the theta-sheaf, we have canonically
More Hecke operators
4.8.1 For a ∈ Z let a X Π be the stack classifying: a GL m ×G m -torsor (U, C) over Spec O, G-torsor
, and a section s ∈ U * ⊗M * ⊗Ω(F ). Informally, we may view D GQHa(O) (Π a (F )) as the derived category on a X Π. For a, a ′ ∈ Z we are going to define a Hecke functor
To do so, consider the stack a,a ′ H X Π classifying: a point of a X Π as above, a lattice
where h ← sends the above collection to (U, C, M, A, s), the map h → sends the above collection to (U, C, M ′ , A ′ , s ′ ), where s ′ is the image of s under
Trivializing a point of a ′ X Π (resp., of a X Π), one gets isomorphisms
one can form the twisted exteriour products (K⊠ S) l and (
It is understood that this informal definition should be made rigorous in the same way as in ( [7] , Section 4.3).
4.8.2
For a ∈ Z let a X Υ be the stack classifying: a GL n ×G m -torsor (L, A) over Spec O, a H-torsor (V, C) over O (so, we are also given a compatible trivialization det V → C m ), an isomorphism A ⊗ C → Ω(a), and a section s ∈ L * ⊗ V * ⊗ Ω(F ).
We may view D HQGa(O) (Υ a (F )) as the derived category on a X Υ. For a, a ′ ∈ Z we define a Hecke functor H
as follows. Let a,a ′ H X Υ be the stack classifying: a point of a X Υ as above, a lattice V ′ ⊂ V (F ) such that for C ′ = C(a ′ − a) the induced form Sym 2 V ′ → C ′ is regular and nondegenerate (we also get a compatible trivialization
As in Section 4.8.1, we get a diagram
and the desired functor (16).
We need the following lemma. Write a XΠ for the stack classifying: a GL
, and a section
as the derived category on a XΠ. For a, a ′ ∈ Z define the Hecke functor
as follows. Let a,a ′ H XΠ be the stack classifying: a point of a XΠ as above, a lattice M ′ ⊂ M (F ) such that for A ′ = A(a ′ − a) the induced form ∧ 2 M ′ → A ′ is regular and nondegenerate. As above, we get a diagram
where h ← sends the above point to (U, C, M, A, s 1 ), the map h → sends the above point to
F ). Now (17) is defined in a way similar to (15).
Write
for the Fourier transform (normalized as in Section 2.1). The following is standard (cf. also [7] , Lemma 11).
Lemma 4. We have a canonical isomorphism in
4.8.4 Write P Ha ⊂ H a (resp., P − Ha ⊂ H a ) for the parabolic subgroup preserving U a (resp., U * a ⊗ C a ). Let U Ha ⊂ P Ha and U − Ha ⊂ P − Ha denote their unipotent radicals. We view all of them as group schemes over Spec O. Then U Ha → C * a ⊗ ∧ 2 U a and U − Ha → C a ⊗ ∧ 2 U * a canonically. Similarly, let P Ga ⊂ G a (resp., P − Ga ⊂ G a ) be the parabolic subgroup preserving L a (resp., L * a ⊗ A a ). Write U Ga ⊂ P Ga and U − Ga ⊂ P − Ga for their unipotent radicals. All of them are group schemes over Spec O. We have canonically
is the extension by zero from Char(Υ a ).
The next result follows from ( [7] , Lemma 13).
Lemma 5. The full subcategory P HQGa(O) (Υ a (F )) ⊂ P(Υ a (F )) is the intersection of the full subcategories
Proof The argument is similar or both claims, we prove only the first one. For a finite subfield k ′ ⊂ k we may pick a k ′ -structure on O. Then I 0 admits a k ′ -structure and, as such, is pure of weight zero. So, by the decomposition theorem ([1]), one has H ← G (S, I 0 ) ∈ D P GQHa (Π a (F )). It remains to show that each perverse cohomology sheaf
By definition of the Hecke functors, H ← G (S, I 0 ) is the extension by zero from Char(Π a ), so ζ a (K) also satisfies this property. This yields a U Ha (O)-action on K.
To get a U − Ha (O)-action on K, consider the commutative diagram of equivalences
where Four ψ is the complete Fourier transform, and ζ 1,a is the corresponding partial one. For v ∈ Π * a ⊗ Ω(F ) write sΠ(v) for the composition Corollary 2. For a ∈ Z, S ∈ −a Sph G , T ∈ −a Sph H there are canonical isomorphisms
Thus, Theorem 3 is reduced to the following. are isomorphic.
Remark 6. For a = 0 Theorem 4 is nothing but ( [7] , Theorem 7).
Hecke operators for Levi subgroups
We are going to define for a, a ′ ∈ Z Hecke functors
in a way compatible with the functors defined in Section 4.8. Let a X QΠ be the stack classifying a
Informally, we think of D QGHa(O) (QΠ a (F )) as the derived category on a X QΠ. Consider the stack a,a ′ H X QΠ,Q(G) classifying: a point of a X QΠ as above, a lattice L ′ ⊂ L(F ), for which we set A ′ = A(a ′ − a). We get a diagram
where h ← sends the above collection to (U, C, L, A, s), the map h → sends the above collection
Trivializing a point of a ′ X QΠ (resp., of a X QΠ), one gets isomorphisms
and S ∈ a ′ −a Sph Q(G) , S ′ ∈ a−a ′ Sph Q(G) one can form their twisted exteriour products (K⊠ S) l and (K ′⊠ S ′ ) r on a,a ′ H X QΠ,Q(G) . The functor (18) is defined by
, and a section s ∈ U ⊗ A ⊗ L * (F ). Informally, we think of D QGHa(O) (QΥ a (F )) as the derived category on a X QΥ. One defines the Hecke functor
By abuse of notation, we also write I 0 for the constant perverse sheaf on QΥ 0 and on QΠ 0 , the exact meaning is easily understood from the context. The next result is a straightforward consequence of ( [7] , Corollary 4). 
Consider the stack a,
where h ← sends the above collection to (U, C, L, A, s), and h → sends the same collection to
The functor (20) is defined as in Section 4.8.5 for the above diagram.
The following is a consequence of ( [7] , Lemma 11).
Lemma 6. For S ∈ a ′ −a Sph Q(G) the diagram of functors is canonically 2-commutative
Weak Jacquet functors
As in ( [7] , Section 4.7) for each a ∈ Z we define the weak Jacquet functors
and
Both definitions being similar, we recall the definition of (21) For N + r ≥ 0 consider the natural embedding i N,r : N,r QΥ a ֒→ N,r Υ a . Set
this is a group scheme over Spec O. We have a diagram of stack quotients
where t ∈ O is a uniformizer, p comes from the inclusion P Ha ⊂ H a , and q is the natural quotient map. First, define functors
by
is an equivalence (exact for the perverse t-structures), the functors (23) are well-defined. Further, (23) are compatible with the transition functors in the definition of the corresponding derived categories, so give rise to the functors (21) in the limit as N, r go to infinity. Note that for (21) we get
• D naturally. We identify H → H 0 and Q(H) → Q(H 0 ). Letμ H = det V 0 andν H = det U 0 viewed as characters of H or, equivalently, as cocharacters of the center Z(Q(H)) of the Langlands dual groupQ(H) of Q(H). Let κ H :Q(H) × G m →Ȟ be the map, whose first component is the natural inclusion of the Levi subgroup, and the second one is 2(ρ H −ρ Q(H) ) + n(μ H −ν H ). The corresponding geometric restriction functor is denoted gRes κ H .
such that the corresponding graded object identifies with
Proof The proof is quite similar to ( [7] , Lemma 10), we only have to determine the corresponding map κ. To do so, it suffices to perform the calculation for a particular K. Let I a ′ be the constant perverse sheaf on Υ a ′ extended by zero to Υ a ′ (F ). Take K = I a ′ . For s 1 , s 2 ≥ 0 let s 1 ,s 2 Gr Ha ⊂ Gr Ha be the closed subscheme of hH a (O) ∈ Gr Ha such that
Assume that s 1 , s 2 are large enough so that S is the extension by zero from
whereQ ℓ⊠ S is normalized to be perverse. If θ ∈ π 1 (H)
is closed in Gr P Ha . The natural map s 1 ,s 2 Gr P Ha → s 1 ,s 2 Gr Ha at the level of reduced schemes yields a stratification of s 1 ,s 2 Gr Ha by the connected components of s 1 ,s 2 Gr P Ha . Calculate (24) with respect to this stratification. Denote by s 1 ,s 2 Gr Q(Ha) ⊂ Gr Q(Ha) the closed subscheme of hQ(H a ) ∈ Gr Q(Ha) satisfying
write t P : Gr P Ha → Gr Q(Ha) for the natural map. We have the diagram
where the square is cartesian. Here 0,s 1 Υ× s 1 ,s 2 Gr P Ha is the scheme classifying pairs
whereQ ℓ⊠ T is normalized to be perverse. If θ ∈ π 1 (Q(H)) then 0,s 1 QΥ× s 1 ,s 2 Gr Q(Ha) is a vector bundle over s 1 ,s 2 Gr θ Q(Ha) of rank s 1 nm − θ, nν H . Our assertion follows.
the map whose first component is the natural inclusion of the Levi subgroup, and the second one is 2(ρ G −ρ Q(G) ) + m(μ G −ν G ). The corresponding geometric restriction functor is denoted gRes κ G .
We will use Lemmas 7 and 8 in the following form (the proof is as in [7] , Corollary 3).
) admits a k 0 -structure for some finite subfield k 0 ⊂ k and, as such, is pure of weight zero. Then J *
is also pure of weight zero over k 0 , and there is an isomorphism in D QGHa(O) (QΥ a (F ))
(Similar strengthened version of Lemma 8 also holds.)
Action of Sph G
Pick a maximal torus and a Borel subgroup T G ⊂ B G ⊂ G, and similarly for H. We assume T G ⊂ Q(G) and T H ⊂ Q(H). A trivialization of the G a -torsor (M a , A a ) over Spec O yields a maximal torus and a Borel subgroup in G a , hence also an equivalence Sph Ga → Sph G and a bijection Λ + Ga → Λ + G as in Section 4.3.2 (and similarly for H and H a ). Writeω i for the h.w. of the fundamental representation of G a that appear in ∧ i M a for i = 1, . . . , n. All the weights of ∧ i M a are ≤ω i . Writeω 0 for the h.w. of the G a -module A a .
For
is as follows. Set r = λ,ω 1 and
be the map sending (x, gG a (O)) to
G is normalized to be perverse). Define the closed subscheme λ Π a ⊂ Π a (N ) as follows. A point v ∈ Π a (N ) lies in λ Π a if the following conditions hold:
The subscheme λ Π a is stable under translations by Π a (−r), so there is a closed subscheme λ,N Π a ⊂ N,r Π a such that λ Π a is the preimage of λ,N Π a under the projection Π a (N ) → N,r Π a . Since all the weights of ∧ i M a are ≤ω i , the map (25) factors through the closed subscheme
Consider two cases.
Ga . For a even we get a stratification of Char(Π a ) indexed by {λ ∈ Λ + G | λ,ω 0 = a}, the stratum λ Char(Π a ) is given by the condition that M v ∈ Gr λ Ga . This condition is also equivalent to requiring that there is an isomorphism of O-modules
where t ∈ O is a uniformizer.
Clearly, λ Char(Π a ) ⊂ λ Π a . There is a unique open subscheme λ,N Π 0 a ⊂ λ,N Π a whose preimage under the projection λ Π a → λ,N Π a equals λ Char(Π a ).
We say that a morphism of free O-modules M 1 → M 2 is maximal if it does not factor through 
We have denoted here The case of a even is quite similar to ( [7] , Lemma 15). Namely, the inclusion
2 ) must be an equality, because for M ′ ∈ Gr µ Ga with µ ≤ λ we get
Here for a even we have set ǫ(µ) = µ,ω n − n 2 a. So,
is also an equality. The first assertion follows.
2) For m ≥ n the scheme λ,N Π 0 a is nonempty, so IC( λ,N Π 0 a ) appears in H λ G (I 0 ) with multiplicity one. So, it suffices to show that
where Hom is taken in the derived category D GQHa(O) (Π a (F )). By adjointness,
where Hom in the RHS is taken in D GQH 0 (O) (Π 0 (F )). We are reduced to show that for any 0 = µ ∈ Λ + G with µ,ω 0 = 0 one has
. The latter assertion is true for m > n, it is proved in ( [7] , part 2) of Lemma 15).
Remark 7. For any a, b ∈ Z let us construct an equivalence Weil a → Weil a+2b . Pick isomorphisms of O-modules
They yield isomorphisms
of group schemes over Spec O (and similarly for H). We also get isomorphisms of group schemes over Spec O
The isomorphisms (26) also yield Π a (b) → Π a+2b and Υ a (b) → Υ a+2b . In turn, we get equivalences
which yield the desired equivalence Weil a → Weil a+2b . The diagram commutes
where the horizontal arrows are given by S → H ← G (S, I 0 ), and ǫ, at the level of representations ofǦ, is given by V → V ⊗ V bω . Here V ω is the one-dimensional representation ofǦ with h.w. ω such that ω,ω 0 = 2. So, the case of a even in Proposition 5 also follows from ( [7] , Lemma 15). 4.8.7.2 Let k 0 ⊂ k be a finite subfield. In this subsection we assume that all the objects of Sections 4 are defined over k 0 .
Write Weil a,k 0 for the category of triples (F 1 , F 2 , β) as in Definition 2 of Weil a but with a k 0 -structure and, as such, pure of weight zero. It is understood that the Fourier transform functors are normalized to preserve purity. Note that for any (F 1 , F 2 , β) ∈ Weil a the perverse sheaf F 1 is G m -equivariant with respect to the homotheties on Υ a (F ).
Denote by D Weil a,k 0 the category of complexes as in the definition of D Weil a but, in addition, with a k 0 -structure and, as such, pure of weight zero. So, for an object of D Weil a,k 0 its semi-simplification is a bounded complex of the form ⊕ i∈Z F i [i]( F 2 ) , where
Write P for the composition of functors
where f H sends (F 1 , F 2 , β) to F 1 . By abuse of notation, we also write P : D Weil a,k 0 → D QGHa(O) (QΥ a (F 0 )) for the similary defined functor over k 0 .
Proof Write K k 0 (resp., DK k 0 ) for the Grothendieck group of the category Weil a,k 0 (resp., of
. Write ΥK k 0 for the Grothendieck group of the category of pure complexes of weight zero on QΥ a (F 0 ), whose all perverse cohomologies lie in P QGHa(O) (QΥ a (F 0 )). The functor J * P Ha yields a homomoprhism J * P Ha
: DK k 0 → ΥK k 0 . Let us show that it is injective. Let F be an objects in its kernel. For any finite subfield k 0 ⊂ k 1 ⊂ k the map tr k 1 trace of Frobenius over k 1 fits into the diagram
where F 1 denotes the k 1 -valued points of F . By (Lemma 11, Appendix A), J k 1 is injective, so tr k 1 (F ) = 0 for any finite extension k 0 ⊂ k 1 . By the result of Laumon ([4] , Theorem 1.1.2) this implies
The following result will not be used in this paper, its proof is found in Appendix A.
is as follows. Set r = λ,α 1 and N = −w H 0 (λ),α 1 . Let 0,r Υ×Gr λ Ha be the scheme classifying
be the map sending (x, hH a (O)) to 
The scheme λ Υ a is stable under translations by Υ a (−r), so there is a closed subscheme λ,N Υ a ⊂ N,r Υ a such that λ Υ a is the preimage of λ,N Υ a under the projection Υ a (N ) → N,r Υ a . Clearly, the map (28) factors through the closed subscheme λ,N Υ a ⊂ N,r Υ a .
H . In this case we get a stratification of Char(Υ a ) by locally closed subschemes λ Char(Υ a ) indexed by {λ ∈ Λ
if the following conditions hold:
• the maps in C2) are maximal;
There is a unique open subscheme λ,N Υ 0 a ⊂ λ,N Υ a whose preimage under the projection λ Υ a → λ,N Υ a equals λ Char(Υ a ).
Write IC( λ,N Υ 0 a ) for the intersection cohomology sheaf of λ,N Υ 0 a . 
Proposition
In view of Remark 7 the case of a even is reduced to the case a = 0, and the latter is done in ( [7] , Lemma 14).
Consider the case of a odd. The inclusion R v ⊂ V ′ + V a (b + 1) must be an equality, because for V ′ ∈ Gr µ Ha with µ ≤ λ we have
We have denoted here 
Proof of Theorem 4
Use the notations of Section 4.8.7 and 4.8.8. Assume that U 0 isα m -oriented. Below we identify
For m > n fix a decomposition U 0 → 1 U ⊕ 2 U into direct sum of free O-modules, where 1 U is of rank n, and 2 U is of rank m − n, fix also an isomorphism 1 U → L 0 of O-modules. We assume that these choices are compatible with the maximal tori chosen before. For m > n let
given by (x, y, z) → (κ 0 (x, z), yω m (x)). Here ω m is the unique coweight of the center of GL(
where 1 L is of rank m, and 2 L is of rank n − m, fix also an isomorphism U 0 → 1 L of O-modules. We assume that these choices are compatible with the maximal tori chosen before. For m ≤ n we let κ 0 :
here τ is an automorphism inducing the functor * :
given by (x, y, z) → (κ 0 (x, z), yα m (x)). Here α m is the unique coweight of the center of GL(U 0 ) such that α m ,α 1 = 1.
The following is a consequence of ( [7] , Corollary 5).
As in ( [7] , Theorem 7), for each a ∈ Z the diagram of functors is canonically 2-commutative
where f H (resp., f G ) sends (F 1 , F 2 , β) to F 1 (resp., to F 2 ). Remind the maps κ H :Q(H) × G m →Ȟ and κ G :Q(G) × G m →Ǧ from Section 4.8.6. The restriction of κ H and of κ G to G m equals
Write κ H,ex :Q(H) × G m →Ȟ × G m for the map, whose first component is κ H and the seconď Q(H) × G m → G m is the projection, and similarly for κ G,ex . By Corollary 3, for T ∈ −a Sph H and S ∈ −a Sph G we get isomorphisms
in D QGHa(O) (QΥ a (F )). The Hecke functors in the RHS of (29) and (30) are from
CASE m > n. Proposition 8 together with (29) yields an isomorphism
We will define an automorphism τ H ofȞ inducing * : Rep(Ȟ) → Rep(Ȟ) and κ making the following diagram commutativeǦ
The above diagram together with (30) yield isomorphisms
Thus, we get an isomorphism
By Proposition 6, it lifts to the desired isomorphism in D Weil a
Note that m ≥ 2. Let W 0 =Q m ℓ , let W 1 (resp., W 2 ) be the subspace of W 1 spanned by the first n (resp., last m − n) base vectors. Equip W 0 ⊕ W * 0 with the symmetric form given by the matrix
There is a unique automorphism τ ′ of Spin(W 0 ⊕ W * 0 ) that preserves i H and induces the automorphism g 
There is a unique inclusion ǫ 0 : For m = 1 the map κ H,ex is an isomorphism, so there is a unique κ making (32) commutative. Now assume m > 1. Let W 0 =Q n ℓ , let W 1 (resp., W 2 ) be the subspace of W 0 generated by the first m (resp., last n − m) vectors. Equip W 0 ⊕ W 0 ⊕Q ℓ with the symmetric form given by the matrix   0 E n 0 E n 0 0 0 0 1
where E n ∈ GL n (Q ℓ ) is the unity. In particular, α κ is trivial for m = n. Theorem 4 is proved.
Global theory
5.1 In Sections 5.1-5.2 we derive Theorem 2 from Theorem 3. To simplify notations, fix a closed pointx ∈X. Let ax Bun G,H be obtained from a Bun G,H by the base changex →X. We will establish isomorphisms (4) and (5) over ax Bun G,H . The fact that these isomorphisms depend onx as expected is left to the reader. Set x = π(x).
Recall the line bundle E from Section 2.3, we have π * E → OX canonically. So, the above choice ofx yields a trivialization E → O | Dx over D x = Spec O x . The corresponding trivialization for σx is the previous one multiplied by −1. We will apply Theorem 3 for O = O x .
Recall the stack a X L and a line bundle a A X L on it introduced in Section 4.2. A point of ax Bun G,H is given by a collection: (M, A) ∈ Bun G , (V, C) ∈ BunH , and an isomorphism A ⊗ C → Ω(ax). Here C x is of parity zero as Z/2Z-graded.
Proof By ( [5] , Lemma 1), we get a canonical Z/2Z-graded isomorphism det RΓ(X, M ⊗ V) → det RΓ(X, M) 2m ⊗ det RΓ(X, V) 2n det RΓ(X, A n ) ⊗ det RΓ(X, det V) ⊗ det RΓ(X, A n ⊗ det V) det RΓ(X, O) 4nm−1
Applying this to M = O n ⊕ A n with natural symplectic form ∧ 2 M → A, we get det RΓ(X, V ⊗ A) n det RΓ(X, V) n → det RΓ(X, A) 2nm ⊗ det RΓ(X, A n ⊗ det V) det RΓ(X, A n ) ⊗ det RΓ(X, det V) ⊗ det RΓ(X, O) 2nm−1
Since A ⊗ C → Ω(ax) and V → V * ⊗ C, the LHS of the above formula idetifies with det RΓ(X, V /V (−ax)) −n → (det V x ) −an ⊗ det(O/O(−ax))
−2mn
We have used a canonical Z/2Z-graded isomorphism det(V /V (−ax)) → (det V where h → (resp., h ← ) sends the above point of ax H G,H to (M ′ , A ′ , V, C) ∈ Bun G,H (resp., to (M, A, V, C) ∈ ax Bun G,H ). Restriction to D x gives rise to the diagram
where the low row is the diagram (12) for a ′ = 0. Now Lemma 9 allows to extend (33) to the following diagram, where both squares are cartesian
and the low row is the diagram (13) for a ′ = 0 from Section 4.3.1. This provides an isomorphism F x )) ). Here the functors
are defined as in ( [8] , Section 7.2). Let ax HH ,G be the stack clasifying collections: a point of the Hecke stack (V, C, V ′ , C ′ , β) ∈
x HH such that the isomorphism β ofH-torsors (V, C) and (V ′ , C ′ ) over X − x induces an isomorphism C(−ax) → cC ′ ; a G-torsor (M, A) on X and an ismorphism A ⊗ C ′ → Ω. As above, we get a diagram
where h → (resp., h ← ) sends the above point of ax HH ,G to (M, A, V ′ , C ′ ) (resp., to (M, A, V, C)).
As in the case of the Hecke functor for G, we get the diagram, where both squares are cartesian ax Bun G,H
The homomorphism Res κ G : H G → H Q(G) (cf. Section 4.8.6) comes from the map f κ G :Ť
