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ON THE ORBIT OF A POST-CRITICALLY FINITE POLYNOMIAL
OF THE FORM xd + c
VEFA GOKSEL
ABSTRACT. In this paper, we study the critical orbit of a post-critically finite
polynomial of the form fc,d(x) = x
d + c ∈ C[x]. We discover that in many
cases the orbit elements satisfy some strong arithmetic properties. It is well
known that the c values for which fc,d has tail sizem and period n are the roots
of a polynomial Gd(m,n) ∈ Z[x], and the irreducibility or not of Gd(m,n)
has been a great mystery. As a consequence of our work, for any prime d,
we establish the irreducibility of these Gd(m,n) polynomials for infinitely
many pairs (m,n). These appear to be the first known such infinite families of
(m,n). We also prove that all the iterates of fc,d are irreducible overQ(c) if d
is a prime and fc,d has a fixed point in its post-critical orbit.
1. INTRODUCTION
Let f(x) ∈ C[x] be a polynomial of degree at least 2. We denote by fn(x)
the nth iterate of f(x). Given a ∈ C, one fundamental object in dynamics is the
orbit
Oa(f) = {f(a), f
2(a), . . . }
of a under f . When this orbit is finite for all critical points of f , we call f post-
critically finite (PCF). In this paper, we study a special case, namely the PCF
polynomials of the form fc,d(x) = x
d + c ∈ C[x] for d ≥ 2.
0 is the unique critical point of fc,d. Suppose fc,d is PCF, i.e., there exist
m,n ∈ Z withm 6= n and fmc,d(0) = f
m+n
c,d (0). We say fc,d has exact type (m,n)
if fmc,d(0) = f
m+n
c,d (0) and f
k
c,d(0) 6= f
k+n
c,d (0) for any k < m. When m 6= 0,
a number c0 for which fc0,d has exact type (m,n) is called a Misiurewicz point
with period (m,n). It is known that Misiurewicz points with period (m,n) are
the roots of a monic polynomial Gd(m,n) ∈ Z[x]. In particular, c0 is always an
algebraic integer. ([6], Corollary 3.4). To explain how the polynomial Gd(m,n)
is defined, we will follow the notation in ([6]): Let
Φ∗f,n(x) =
∏
k|n
(fk(x)− x)µ(n/k)
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be the standard dynatomic polynomial, and define the generalized dynatomic
polynomial Φ∗f,m,n by
Φ∗f,m,n(x) =
Φ∗f,n(f
m(x))
Φ∗f,n(f
m−1(x))
.
Then, the polynomial Gd(m,n) is defined by
Gd(m,n) =
{
Φ∗
f,m,n
(0)
Φ∗
f,0,n
(0)d−1
ifm 6= 0 and n|(m− 1)
Φ∗f,m,n(0) otherwise.
Having defined the polynomials Gd(m,n), it is natural to ask: Which triples
(d,m, n) make Gd(m,n) irreducible? This question is wide open. For a refer-
ence, see for instance [6] and [8]. For example, it has been widely believed that
in the special case d = 2,m = 0,G2(0, n)would always be irreducible, although
proving this in general appears to be quite a difficult problem. In the casem = 0,
n = 3, Buff recently proved thatGd(0, 3) is irreducible if and only if d 6≡ 1(mod
6) ([1], Proposition 5). When the degree d is fixed, there does not appear to exist
any prior work which gives an infinite family of (m,n) for which Gd(m,n) is
irreducible. In this direction, the following corollary to our main theorems gives
the first known such infinite families of (m,n).
Corollary 1.1. Gd(m,n) is irreducible in the following cases:
(i) m 6= 0, n = 1, d is any prime.
(ii) m 6= 0, n = 2, d = 2.
We also would like to mention that this corollary inspired a subsequent paper
of Buff et al. ([2]), where they extended this result by proving that for k ≥ 1,
both Gpk(m, 1) and Gpk(m, 2) have precisely k different irreducible factors for
m 6= 0 ([2], Theorem 3 and Corollary 4). They also proved that G2(m, 3) is irre-
ducible form 6= 0 ([2], Corollary 5).
Before giving the next corollary to our main theorems, we recall a definition
from the theory of polynomial iteration: Let F be a field, and f(x) ∈ F [x] be a
polynomial over F . We say that f is stable over F if fn(x) is irreducible over F
for all n ≥ 1.
Corollary 1.2. Let d be a prime, and suppose fc,d(x) = x
d + c has exact type
(m, 1) for somem 6= 0. Set K = Q(c). Then, fc,d is stable overK.
Note that the simpliest example of Corollary 1.2 is the polynomial f−2,2(x) =
x2 − 2 ∈ Q[x], which is already well-known to be stable. Thus, Corollary 1.2
can be thought of as a generalization of this well-known example.
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We also would like to say a few words about why the stability question is
harder when fc,d has exact type (m,n) with n > 1: By a result of Hamblen et al.
([5], Theorem 8), proving the stability of fc,d comes down to show that there are
no ±dth powers in the critical orbit. However, when n > 1, one of our main the-
orems implies that there always exist some unit elements in the critical orbit, and
checking if these units are ±dth powers or not appear to be a difficult problem.
Both Corollary 1.1 and Corollary 1.2 will follow from the next theorem,
which establishes that the critical orbit elements for the PCF polynomials fc,d
satisfy suprisingly strong properties when d is a prime. We first fix the following
notation, which we will also use throughout the paper:
LetK be a number field, andOK its ring of integers. Take a ∈ OK . Through-
out, we will use (a) to denote the ideal aOK . Also, for fc,d with exact type (m,n),
we will use Ofc,d = {a1, a2, . . . , am+n−1} to denote the critical orbit, where we
set ai = f
i
c,d(0). Whenever we use ai for some i > m + n − 1, we again obtain
it by setting ai = f
i
c,d(0) and using periodicity of fc,d.
Theorem 1.3. Let d be any prime, and fc,d(x) = x
d + c ∈ Q¯[x] be a PCF
polynomial with exact type (m,n). Suppose m 6= 0. Set K = Q(c), and let
Ofc,d = {a1, a2, . . . , am+n−1} ⊂ OK be the critical orbit of fc,d. Then, we have
the following:
(1) If n 6 | (m− 1): (ai)
dm−1(d−1) = (d) for all n|i, and ai is a unit otherwise.
(2) If n | (m− 1): (ai)
(dm−1−1)(d−1) = (d) for all n|i, and ai is a unit otherwise.
Moreover, ai is always a unit for n 6 | i when d is not a prime too.
Having stated Theorem 1.3, two remarks are in order here:
Firstly, taking i = 1 in Theorem 1.3, it follows that a1 = c is always a unit
unless n = 1, which is what is proven in ([1], Proposition 2). Hence, our theorem
generalizes this result of Buff.
Secondly, our proof of the part n|i of Theorem 1.3 only works when d is a
prime. In fact, it is easy to come up with counterexamples for this part of the
statement when d is not a prime. However, even when d is not a prime, based on
MAGMA computations, perhaps interestingly, it still appears that some power
of (ai) gives the ideal (d) for all i divisible by n. The question of whether for all
d such a power exists or not remains open.
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In our next theorem, we are able to get rid of the condition that d is a prime.
However, it comes with the price that we do not get as much information as in
Theorem 1.3.
Theorem 1.4. Let fc,d(x) = x
d+ c ∈ Q¯[x] be a PCF polynomial with exact type
(m,n). Supposem 6= 0. Set K = Q(c), and let Ofc,d = {a1, a2, . . . , am+n−1} ⊂
OK be the critical orbit of fc,d. Then, (ai)|(d) for all 1 ≤ i ≤ m+ n− 1.
Theorem 1.5 has an application to the Galois theory of polynomial iterates,
which we state as our next corollary:
Corollary 1.5. Let fc,d(x) = x
d+c ∈ Q¯[x] be a PCF polynomial with exact type
(m,n). Suppose m 6= 0. Set K = Q(c), let Kn be the splitting field of f
n
c,d(x)
over K. If a prime p of K ramifies in Kn, then p|(d).
2. PROOFS OF MAIN RESULTS
We first start by stating the following lemma, which we will use throughout
the paper. Although it is simple, it becomes suprisingly useful.
Lemma 2.1. Let fc,d(x) = x
d + c ∈ Q¯[x] be a PCF polynomial with exact
type (m,n). Set K = Q(c), and let Ofc,d = {a1, a2, . . . , am+n−1} ⊂ OK be the
critical orbit of f . Then, for any 1 ≤ i, j ≤ m+ n− 1, there exists a polynomial
Pi,j(t) ∈ Z[t] such that f
i
c,d(aj) = a
di
j + aj
dPi,j(c) + ak, where k is the integer
satisfying 1 ≤ k ≤ j and k ≡ i(mod j). Moreover, if d is a prime, we have
Pi,j(t)
d
∈ Z[t].
Proof. Note that the consant term of f ic,d(t) ∈ Z[t] is ai, and all the other terms
are divisible by td. Write
(2.1) f ic,d(t) = t
di + tdF (t) + ai
for some F (t) ∈ Z[t]. Plugging aj into (2.1), get
(2.2) f ic,d(aj) = a
di
j + a
d
jF (aj) + ai.
If i ≤ j, then (2.2) already proves the statement. Suppose i > j. Let i = jr + k
for r ≥ 1 and 1 ≤ k ≤ j. By the definitions of ai and aj , we have
(2.3) ai = f
i−j
c,d (aj) = a
d
jG(c) + ak
for some G(t) ∈ Z[t]. Combining this with (2.2), the first part of the statement
directly follows. To prove the last statement: Note that by the definition of fc,d
and using binomial expansion repeatedly, some
(
d
l
)
for 1 ≤ l ≤ d−1 will appear
in each coefficient of Pi,j(t), which proves the result, since d|
(
d
l
)
when d is a
prime. 
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Next, we state another lemma which will be one of the ingredients in the
proof of Theorem 1.3. We first need to recall rigid divisibility sequences:
Definition 2.2. ([5]) Let A = {ai}i≥1 be a sequence in a field K. We say A is a
rigid divisibility sequence overK if for each non-archimedean absolute value | .
| on K, the following hold:
(1) If |an| < 1, then |an| = |akn| for any k ≥ 1.
(2) If |an| < 1 and |aj| < 1, then |agcd(n,j)| < 1.
Remark 2.3. Let K be a number field, and OK be its ring of integers. Suppose
{ai}i≥1 ⊂ OK is a rigid divisibility sequence. Then, the following is a straight-
forward consequence of Definition 2.2:
(i) (ai)|(aki) for all k ≥ 1.
(ii) ((ai), (aj)) = (a(i,j)).
Lemma 2.4. Let fc,d(x) = x
d + c ∈ Q¯[x] be a PCF polynomial with exact
type (m,n). Set K = Q(c), and let Ofc,d = {a1, a2, . . . , am+n−1} ⊂ OK be the
critical orbit of fc,d. Then, (ai) = (aj) for all i, j with (i, n) = (j, n).
Proof. First note that the sequence {ai} is a rigid divisibility sequence (For a
proof of this fact, see ([5], Lemma 12)). We will now prove the lemma by show-
ing that (ai) = (a(i,n)) for all i. Since the period is n, we can choose large enough
integer k such that ai+nik = ai+n(ik+1). Using the second part of Remark 2.3, we
have
(2.4) ((ai+nik), (ai+n(ik+1))) = (a(i+nik,i+n(ik+1))) = (a(i,n)).
Hence, we get
(2.5) (ai+nik) = (ai+n(ik+1)) = (a(i,n)).
Using the first part of Remark 2.3, the equalities in (2.5) give (ai+nik) = (a(i,n))|
(ai), since (i, n)|i. On the other hand, we also have i| i+nik, thus (ai)|(ai+nik) =
(a(i,n)). Combining these two, we get (ai) = (a(i,n)), which finishes the proof.

We can finally prove Theorem 1.3:
Proof of Theorem 1.3. We will prove (1) and (2) simultaneously. First suppose
n 6 | i. Using Lemma 2.4, we can findm ≤ j ≤ m+ n− 1 such that (ai) = (aj).
So, it is enough to prove the statement for aj . Since the exact type is (m,n), each
ak for m ≤ k ≤ m + n − 1 is a root of the polynomial φ(x) = f
n
c,d(x) − x ∈
Z[c][x]. The constant term of φ(x) is an. There exists a polynomial P (x) ∈
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Z[c][x] satisfying
(2.6) φ(x) = (
m+n−1∏
k=m
(x− ai))P (x).
So, in particular P (0) ∈ Z[c]. We also have
(2.7) ((−1)n
m+n−1∏
i=m
ai)P (0) = an.
Note that there exists a uniquem ≤ k ≤ m+ n− 1 such that n| k, and applying
Lemma 2.4 to this k we have (ak) = (an). Hence, dividing both sides of the last
equation by ak, right-hand side becomes a unit, which implies aj is a unit (since
it appears on the left-hand side), thus ai is a unit.
Now, suppose n|i. Using Lemma 2.4, there exists an integer k such thatm ≤
nk ≤ m + n − 1 and (ai) = (ank). So, it is enough to prove the statement for
(ank). Note that since f has exact type (m,n), we have
(2.8) fm+nkc,d (0) = f
m
c,d(0).
We also have fm+nkc,d (0) = f
m
c,d(ank), so we obtain
(2.9) fmc,d(ank) = f
m
c,d(0).
(2.10) ⇐⇒ [fm−1c,d (ank)]
d + c = [fm−1c,d (0)]
d + c.
(2.11) ⇐⇒ (fm−1c,d (ank)− f
m−1
c,d (0))(
d−1∑
i=0
[fm−1c,d (ank)]
i[fm−1c,d (0)]
d−1−i) = 0.
Because fc,d has exact type (m,n), we get
(2.12)
d−1∑
i=0
[fm−1c,d (ank)]
i[fm−1c,d (0)]
d−1−i = 0.
Using Lemma 2.1, since d is a prime, we can find a polynomial P (t) ∈ Z[t]
satisfying
(2.13) fm−1c,d (ank) = a
dm−1
nk + da
d
nkP (c) + am−1.
Putting this into (2.12), we get
(2.14)
d−1∑
i=0
(ad
m−1
nk + da
d
nkP (c) + am−1)
iad−1−im−1 = 0.
Using (2.14), we can find a polynomial Q(t) ∈ Z[t] such that
(2.15)
d−1∑
i=0
(ad
m−1
nk + am−1)
iad−1−im−1 + da
d
nkQ(c) = 0.
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(2.16) ⇐⇒
d−1∑
i=0
(
i∑
j=0
(
i
j
)
ad
m−1j
nk a
i−j
m−1)a
d−1−i
m−1 + da
d
nkQ(c) = 0.
(2.17) ⇐⇒
d−1∑
j=0
(
d−1∑
i=j
(
i
j
)
)ad
m−1j
nk a
d−1−j
m−1 + da
d
nkQ(c) = 0.
Using the Hockey-Stick identity, (2.17) becomes
(2.18)
d−1∑
j=0
(
d
j + 1
)
ad
m−1j
nk a
d−1−j
m−1 + da
d
nkQ(c) = 0.
(2.19) ⇐⇒ a
dm−1(d−1)
nk +da
d−1
m−1+
d−2∑
j=1
(
d
j + 1
)
ad
m−1j
nk a
d−1−j
m−1 +da
d
nkQ(c) = 0.
Note that
(2.20)
d−2∑
j=1
(
d
j + 1
)
ad
m−1j
nk a
d−1−j
m−1 + da
d
nkQ(c) ≡ 0(mod da
d
nk),
since m ≥ 2 and
(
d
j+1
)
is divisible by d for all 1 ≤ j ≤ d − 2 (Recall that d is a
prime). Hence, there exists a polynomial R(t) ∈ Z[t] such that
(2.21)
d−2∑
j=1
(
d
j + 1
)
ad
m−1j
nk a
d−1−j
m−1 + da
d
nkQ(c) = da
d
nkR(c).
Using this in (2.19), we get
(2.22) a
dm−1(d−1)
nk + da
d−1
m−1 + da
d
nkR(c) = 0.
(2.23) ⇐⇒ a
dm−1(d−1)
nk = −d(a
d−1
m−1 + a
d
nkR(c)).
If n 6 | (m− 1), from the first part of the proof am−1 is a unit, hence we get
(2.24) (adnkR(c) + a
d−1
m−1, a
dm−1(d−1)
nk ) = 1,
which directly implies (ank)
dm−1(d−1) = (d). If n|(m− 1), by the Lemma 2.4 we
have (am−1) = (ank), so dividing both sides of (2.23) by a
d−1
nk , we get
(2.25) a
(dm−1−1)(d−1)
nk = −d(u+ ankR(c)),
where u is a unit. Noting that
(2.26) (u+ ankR(c), a
(dm−1−1)(d−1)
nk ) = 1,
we get (ank)
(dm−1−1)(d−1) = (d), as desired.
To prove the last statement: Note that we did not use the primeness assump-
tion on d in the first part of the proof, hence it follows that ai is always a unit
when n 6 | i for the case d is not a prime too, which finishes the proof. 
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We will now prove the Corollary 1.1 and Corollary 1.2. We first need to recall
a basic fact from algebraic number theory:
Let L be a finite extension of a number field K. Let p be a prime ideal in K.
Suppose that p factors in L as
pOL = P1
e1 . . .Pg
eg .
Set fi = |OL/Pi| for 1 ≤ i ≤ g, and n = [L : K]. Then, we have
(2.27)
g∑
i=1
eifi = n.
Proof of Corollary 1.1.
(1) Set K = Q(c), and let N = [K : Q]. For n = 1, by ([6], Corollary 3.3),
Gd(m,n) has degree (d
m−1− 1)(d− 1). Thus, we haveN ≤ (dm−1− 1)(d− 1).
On the other hand, second part of Theorem 1.3 gives (ai)
(dm−1−1)(d−1) = (d) for
any i. Factor (ai) into prime factors as
(ai) = P1
e1 . . .Pg
eg .
Taking the (dm − 1)(d− 1)th power of each side, we get
(d) = P1
(dm−1−1)(d−1)e1 . . .Pg
(dm−1−1)(d−1)eg .
Using (2.27), we get
g∑
i=1
(dm−1 − 1)(d− 1)eifi = N,
which impliesN ≥ (dm−1−1)(d−1). Hence, we obtainN = (dm−1−1)(d−1),
which shows Gd(m,n) is irreducible.
(2) Let N be as in the first part of the proof. For n = 2, d = 2, by ([6], Corollary
3.3),Gd(m,n) has degree 2
m−1−1 if 2|m−1, and has degree 2m−1 if 2 6 |m−1.
On the other hand, using the first part of Theorem 1.3, we have (ai)
2m−1−1 = (2)
for any 2| i if m is odd, and (ai)
2m−1 = (2) for any 2| i if m is even. Similar to
the first part, for both cases N becomes equal to the degree of Gd(m,n), which
proves that Gd(m,n) is irreducible. 
Remark 2.5. In (1), d is totally ramified in K, and for all i, (ai) is the unique
prime ideal of OK that divides (d). In (2), 2 totally ramified in K, and for all i
even, (ai) is the unique prime ideal of OK that divides (2).
Proof of Corollary 1.2. By ([5], Theorem 8), it suffices to show that there is no
±dth power in the orbit. By the first part of Remark 2.5, ai is a prime element of
OK for all i. Hence, ai can never be±dth power inOK for d ≥ 2, which finishes
the proof. 
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Slight modifications in the proof of Theorem 1.3 would be enough to prove
Theorem 1.4. We write it out for the convenience of the reader:
Proof of Theorem 1.4. From Theorem 1.3, we already have that ai is a unit when
n 6 | i, which gives (ai)|(d). So, we only need to show (ai)|(d) for n|i. There exists
a unique k such that m ≤ nk ≤ m + n − 1, i.e., ank is periodic under f . By
Lemma 2.4, it is enough to prove the statement for ank. This is the same situation
as in the second part of the proof of Theorem 1.3. We rewrite the equation (2.12):
d−1∑
i=0
[fm−1c,d (ank)]
i[fm−1c,d (0)]
d−1−i = 0.
Using Lemma (2.1), we can find P (t) ∈ Z[t] such that
(2.28) fm−1c,d (ank) = a
dm−1
nk + a
d
nkP (c) + am−1.
Putting this in the above equation, we get
(2.29)
d−1∑
i=0
(ad
m−1
nk + a
d
nkP (c) + am−1)
iad−1−im−1 = 0.
Using (2.29), we can find a polynomial Q(t) ∈ Z[t] such that
(2.30)
d−1∑
i=0
(ad
m−1
nk + am−1)
iad−1−im−1 + a
d
nkQ(c) = 0.
(2.31) ⇐⇒
d−1∑
i=0
(
i∑
j=0
(
i
j
)
ad
m−1j
nk a
i−j
m−1)a
d−1−i
m−1 + a
d
nkQ(c) = 0.
(2.32) ⇐⇒
d−1∑
j=0
(
d−1∑
i=j
(
i
j
)
)ad
m−1j
nk a
d−1−j
m−1 + a
d
nkQ(c) = 0.
Using the Hockey-Stick identity, (2.32) becomes
(2.33)
d−1∑
j=0
(
d
j + 1
)
ad
m−1j
nk a
d−1−j
m−1 + a
d
nkQ(c) = 0.
(2.34) ⇐⇒ a
dm−1(d−1)
nk +da
d−1
m−1+
d−2∑
j=1
(
d
j + 1
)
ad
m−1j
nk a
d−1−j
m−1 +a
d
nkQ(c) = 0.
There exists a polynomial R(t) ∈ Z[t] such that
(2.35)
d−2∑
j=1
(
d
j + 1
)
ad
m−1j
nk a
d−1−j
m−1 + a
d
nkQ(c) = a
d
nkR(c).
Using this in (2.34), we get
(2.36) a
dm−1(d−1)
nk + da
d−1
m−1 + a
d
nkR(c) = 0.
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(2.37) ⇐⇒ adnk(a
dm−1(d−1)−d
nk +R(c)) = −da
d−1
m−1.
If n 6 | (m − 1), then am−1 is a unit (by Theorem 1.3), hence we directly get
(ank)|(d). If n|(m − 1), then by Lemma 2.4 we have (am−1) = (ank). Dividing
both sides of (2.37) by ad−1nk , we get
(2.38) ank(a
dm−1(d−1)−d
nk +R(c)) = −du,
where u is a unit, which again gives (ank)|(d), as desired. 
We finish this section by proving Corollary 1.5, and giving a remark about it.
Proof of Corollary 1.5. Recall that if a prime p of K is ramified in Kn, then it
must divide Disc(fnc,d). Set △n = Disc(f
n
c,d). By ([7], Lemma 2.6), we have the
relation
(2.39) △n = ±△n−1d
dnan.
Proceeding inductively, (2.39) shows that if a prime p ofK ramifies in Kn, then
p divides (d) or (ai) for some i. By Theorem 1.4, this directly implies p|(d), as
desired. 
Remark 2.6. Let fc,2(x) = x
2 + c have exact type (m, 1) or (m, 2), and set
K = Q(c). 2 is totally ramified inK (by Remark 2.5), let p ⊂ OK be the unique
prime above it (which is generated by one of the critical orbit elements). Then,
it follows from Corollary 1.5 that Kn is unramified outside of the set {p,∞} for
all n ≥ 1. Hence, this way we can get infinitely many explicit examples of pro-
2 extensions of various number fields unramified outside of a finite prime and
infinity.
3. PERIODIC CASE
We finish the paper by giving a simple observation about the casem = 0.
Lemma 3.1. Let fc,d(x) = x
d + c ∈ Q¯[x] be a PCF polynomial with exact type
(0, n). SetK = Q(c), and let Ofc,d = {a1, a2, . . . , an = 0} ⊂ OK be the critical
orbit of fc,d. Then, ai is a unit in OK for all 1 ≤ i ≤ n− 1.
Proof. By periodicity, we have fnc,d(ai) = ai. By expanding f
n
c,d(t), it follows
that there exists g(t) ∈ Z[t] such that
(3.1) fnc,d(t) = t
dg(t) + an.
Plugging in ai, we get
(3.2) fnc,d(ai) = ai = a
d
i g(ai) + an.
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Since an = 0, this gives
(3.3) ai = a
d
i g(c).
(3.4) ⇐⇒ 1 = ad−1i g(c),
which shows that ai is a unit. 
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