Abstract
Introduction
As the fast Development of artificial intelligence and computer graphics, gesture interaction is becoming a hot topic in the field of human computer interaction (HCI). As a natural and direct way for HCI, hand gesture includes various postures or movements resulting from hands or combination of hands and arms [1] [1] . If classified from the input device, gesture-based interaction can be divided into glove-based gesture interaction (GBGI) [2] and vision-based gesture interaction (VBGI) [3] . As GBGI has a lot of restriction on the movement of users, which is contrary to the original intention of natural and friendly human-computer interaction, VBGI gains more and more attention.
Compared with the traditional way of interaction WIMP (Window Icon Menu Pointer), VBGI enables users to get rid of mouse and keyboard, and using a more natural, unconstrained way of interaction, thus it gives users more space for interaction and more realistic interactive experience [4] . In recent years, there have been many scholars committed to the study on key technology of VBGI. The VBGI system can be roughly divided into hand detection, hand tracking, and hand gesture recognition [5] . Hand detection, or hand posture detection, is the foundation of hand tracking and gesture recognition. In this paper, our main effort focused on hand detection and how to get better results of hand detection under complex background.
Actually, hand detection is not a simple task. On one hand, a hand is a complex articulate object which is made up of a palm and fingers. Considering global hand pose, human hand motion has roughly 27 degrees of freedom (DOF) [6] . On the other hand, some outside interference, such as red and brown approximate skin-color objects, may exist in the background during the process of hand detection. Both above-mentioned factors make hand detection under complex background become an extremely challenging and difficult issue.
Firstly, similar to face detection, someone try to use appearance-based method to detect hands. Appearance-based approach has been well validated and used in face detection where Haar-based cascade classifier is trained with boosting algorithms. Kolsch et al. [7] introduced a system for hand detection based on Adaboost, but appearance-based method has a serious limitation that it is view-specific and limited to a few simple hand postures. This is because the number of DOF for a hand is quite large compared with face, thus hand images captured by different camera vary significantly. While faces change, but eyes are always on top of the nose and the mouth is always below the nose. Therefore, appearance-based approach is effective for face detection, but ineffective for complicated and changeable hand detection.
Secondly, another more obvious way for hand detection is based on skin color. Chen Duansheng [8] gives a comprehensive introduction on statistics-based and physics-based skin-color detection technology, and different skin segmentation methods are compared and evaluated by Schmugge et al. [9] . However, the results of normal skin segmentation are often not reliable, because the skin is vulnerable to the effects of light or approximate skin color object in the background. Therefore, skin segmentation methods are usually applied to the background of simple scenes, and using skin segmentation methods alone to get satisfying results is very difficult.
Moreover, many hybrid methods are proposed by researchers to get better results. S. Bila et al. [10] combined Haar-based method and skin segmentation method based on YCrCb model, the hybrid approach can get good results to a certain extent. However, the limitation of appearance-based method still exists, it can only be used for finite simple hand postures (such as the open hand), and large amounts of training data need to be collected when Haar classifier are trained. Van den Bergh et al. [11] introduced an improved skin color segmentation algorithm which combined an offline model based on Gaussian mixture model (GMM) with an online model based on histogram model, but it still cannot handle overlapping hands and faces, or other people's faces and hands in the background.
System Overview of the Algorithm
In order to further improve the hand detection when the background is rather complex, we take depth information into account in this paper, as depth information can help us eliminate part of the interferential factors in the background. There are two main ways to obtain depth data currently: stereo vision and depth cameras. As the depth camera is capable of acquiring real-time depth image of the scene rapidly, we choose the depth camera to get depth information, which is provided by RGB-Depth (RGB-D) camera in this paper. RGB-Depth camera usually consists of a RGB camera and a depth camera, and is capable of obtaining the color image and depth image for the same scene simultaneously. Pixels in a depth image indicate calibrated depth in the scene, rather than a measure of intensity or color in a color image. Therefore, with the use of RGB-D camera, we propose a new hand detection algorithm combing an improved skin segmentation and depth segmentation.
The flow chart of our algorithm is shown in Figure 1 , mainly consists of three steps: calibration and projection, depth segmentation, and skin segmentation. First, RGB camera and depth camera are calibrated to get camera intrinsic parameters and external parameters, with which the depth data can be projected onto the coordinates of RGB image, and then the projection image is obtained. Meanwhile, face detection is processed on RGB image which is grabbed by RGB camera. After that, depth segmentation is applied with the face image and projection image, and most of interference objects in the background can be filter out by setting a depth threshold. Finally, an improved hybrid skin segmentation approach is proposed based on histogram model and skin-color range. 
Calibration and Projection

The Preparations for Calibration
Camera calibration is a necessary step in 3D computer vision so as to acquire camera parameters from 2D images. RGB-D camera includes a RGB camera and a depth camera. The RGB camera captures color images and depth camera captures depth images. Depth information is provided by depth cameras and the depth image tells how far the depth camera's pixels to the corresponding object. However, we still do not know the depth information of the color image because the two cameras have different characteristics. Therefore, in order to get the depth values of the RGB image, we calibrate the RGB-D camera at first in this paper, and then map the depth data to the RGB camera's coordinate system.
The calibration of RGB-D camera is similar to the calibration of general binocular vision system, it is a bit different in image capture but the general process is the same. We use the method of Zhang's camera calibration [12] in this paper, the chessboard and different images of chessboard pattern for camera calibration are shown in Figure 2 . In our experiments, we use Kinect as the RGB-D camera, which includes two lenses and an infrared transmitter and can in real time generate three types of pictures: depth image (b), RGB image(c), and infrared (IR) image (d, e). As the corner detection using depth image (b) and normal infrared image (d) is easy to fail, we block the infrared emitter with something for good corner detection in chessboard images. Therefore, RGB image(c) and emitter-blocked infrared image (e) are finally chosen as the input images for calibration. 
The Procedure of Calibration and Projection
First we calibrate the RGB camera and depth camera, and get the internal camera parameters for each camera and the external parameters between two cameras. Internal camera parameters refer to the focal length(f x ,f y ), principal point(c x ,c y ) and distortion coefficient(k 1 ,k 2 ,p 1 ,p 2 ,k 3 ), while external camera parameters include the rotation matrix R and translation matrix T.
Then, for any pixel d p in depth image, we can acquire the coordinates of the corresponding 3D point D p by the use of pinhole model of depth camera, which is written as 0 0 1 0 0 1 
where Q depth is the corresponding pixel value of d p in depth image in the experiment, then we have
Consequently, the 3D coordinates with respect to the RGB camera can be calculated, 
where (u rgb ,v rgb ) are the coordinates of the pixel in RGB image, (f xr ,f yr ,c xr ,c yr )are the internal parameters of RGB camera, (X r ,Y r ,Z r ) are 3D coordinates of with respect to the RGB camera given by formula 4, and S r is a scale factor. As Z r is not zero, the corresponding coordinates of the pixel in RGB image can be computed as,
Thus, conclusions can be drawn by formula 6 that we can obtain coordinates of pixel in RGB image for any pixel in the depth image. In other words, we can project any pixel from the depth image to the correct coordinate on the RGB image and finally get a projection image, with which we can know the depth value of any pixel in RGB image.
As it is mentioned in section 2.1, RGB images and emitter-blocked IR images are used for calibration, and 30 groups of such images are captured in the experiment, then we use MATLAB calibration toolbox for camera calibration. Following the steps described in section 3.2, we acquire the projected image and overlay projected images onto RGB images, the examples of experimental results are shown in Figure 3 .
Since the RGB camera sees wider region than the IR camera, not all pixels' depth information are available, such as the black points around the image in Figure 3 (c). Average projection error for camera calibration is about 0.7356 pixels in our experiment, which is within the acceptable range of error. From the view of overlaid image, the example of projection result is quite good.
Hand Detection
We use a hybrid approach to detect hands. First, to improve the result of normal skin color segmentation, we combine histogram model with skin color range for skin segmentation method, such improved approach is better than single skin segmentation method, several parts of interference objects in the background can be filter out, but it is still unable to handle the situation like hands overlaps with face. Therefore, the improved skin segmentation method is combined with depth segmentation. This hybrid approach can not only filter out approximate skin color object, but also deal with other clutter environment, such as user's hands overlaps with face, or hands and faces of other people appear in the background, and so on.
The Method Based on Skin Segmentation
Skin segmentation, often used in object detection, mainly includes two key steps: color space conversion and skin color modeling. At present there are three typical methods for modeling: skin color range, Gaussian density function and histogram statistics. Schmugge [9] compared different skin segmentation methods and concluded that the best performance can be obtained by transforming the pixel color to the HSI or SCT color spaces, keeping the illuminance component and modeling the color with the histogram approach using a large size distribution. Therefore, we choose histogram approach for hand detection in HSI color space.
Considering the consumption of time, we use an adaptive skin model for histogram method. First, for a captured RGB image, face detection is conducted and two histograms are constructed using detection results: skin histogram is constructed using face regions, other regions are used to construct the non-skin histogram. As the histograms are online constructed in real time and the training data is too small, the size distribution of histogram should not be too large. Besides, the histograms are quantized into bins per channel, and hue channel has the greater impact and intensity channel has the minimum impact in HSI color space [11] , so we assign 8 bins to the hue channel ,4 bins to the saturation channel and 2 bins to the intensity channel, and construct two three-dimensional arrays: cskin [8] [4] [2] and cnskin [8] [4] [2] , respectively to statistics the distribution of skin points and non-skin points in each bin.
For a captured RGB images, we convert RGB color space to the HSI color space, the conversion formula is as follows, 
In the above formula, the range of h component is 
where I h ， I s ， I i are the indices of the bin in C skin [8] [4] [2] or C nskin [8] [4] [2] . Then the skin and non-skin data are separated used for statistics, each skin data is cumulated in C skin [8] 
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where thresh 1 is a empirical threshold. In summary, for each input image, the skin histogram and non-skin histogram are constructed by formula 10, and skin color is segmented using formula 11, so that other skin color areas can be detected, such as the hands and arms. The comprehensive performance of histogram approach is very good that it is fast and not vulnerable to the influence of illumination changes. However, as we construct skin histogram and non-skin histogram using online face detection, it would be easy to mistake non-skin points for skin points due to few training data. Only using the histogram method is not good enough, therefore, we put the histogram approach combined with another skin segmentation method and take the intersection to get better results.
First we consider the approach based on Gaussian density function, which is a parameterized modeling methods, needs small storage space but requires large amounts of training data and runs slowly. Another more common and simple method is based on skin color range, in which the scope of skin color is clearly defined with mathematical expression. This method is sensitive to light changes and the segmentation results are quite rough, but it is simple and fast. Considering the time consumption and segmentation efficiency, we combine the broad simple skin-color range method with histogram-based method and obtain an improved skin segmentation method, the examples of experimental results are shown in Figure 4 .
We use the method proposed by Viola-Jones [13] to detect face in our experiment, the examples are shown in Figure 4(a) . As shown in Figure 4 , some interference factors are added in the background, such as a red chair (the first column from left), a brown box (the third column from left), and the irradiation of fluorescent lamps in the right corner. From Figure 4 we can know that skin color range-based method (b) is vulnerable to light changes and easy to mistake approximate skin objects for skin points. Skin segmentation based on single Gaussian model (SGM, Figure 4(c) ) is also easy to be influenced by approximate skin objects, but varying illumination is less so. Histogram-based approach (d) is not appreciably affected by illumination changes and skin-like objects, but still has a lot of noise. In Figure 4 (e), a hybrid skin segmentation approach incorporates skin-color range-based method and histogram-based method, the experimental results show that it performance better than the previous three methods.
The hybrid method showed in Figure 4 (e) can often get good results, but it is unable to deal with overlapping hands and face and other such complex situations. Therefore, we take depth information into account in this paper. 
The Method Based on Depth Segmentation
As described in the section 3.2, depth map can be projected to RGB camera coordinates, and we can know the depth value corresponding to each pixel in RGB image. Consequently, face detection is operated and the average depth of face is calculated using the detected face image, Comparisons of skin segmentation method and hybrid method combining skin-color and depth, the images from left to right are RGB images, skin segmentation images, depth segmentation images, and images segmented by the hybrid method combining skin-color and depth.
We have respectively introduced an improved skin segmentation method and the procedure of depth segmentation in section 4.1 and 4.2. In this section, we will corporate these two methods and put forward a new hybrid approach based on skin and depth information. First depth segmentation is applied to the input RGB image, then we use an improved skin segmentation method represented in Figure 4 (e) with remaining pixels. Such hybrid method is faster and more robust because of inheriting the advantages of two methods, the examples are shown in Figure 6 . Similar with Figure 5 , there are three situations included in Figure 6 : the normal situation, hands overlaps with face, hands disturbed by another person behind the user. As revealed in Figure 6 , just using skin segmentation runs well under normal circumstances (a), but it could not work in other two cases (b,c), while the hybrid approach based on skin and depth performances rather well in all cases.
Experiments and Evaluation
As previously said, we propose a hybrid approach combining skin and depth to detect hands by the use of RGB-Depth camera. In the experiments Microsoft Kinect is used as RGB-depth camera equipment, which can grab RGB image and depth image simultaneously, and all the images are captured at a resolution of 640*480 pixels. In order to better evaluate the approach, we collect a total of 150 groups of RGB and depth images, which contains three types of datasets, and 50 groups of images are included in each class. The first dataset refers to the normal situation where hands are separated from face, the second dataset includes 50 groups of images in which the hand overlaps with the user's face in 40% of the frames, and the third one also contains 50 groups of images where the hands are disturbed by other people with 20 groups. Figure 7 shows the experimental results of the different methods on three datasets, the abscissas represent the number of groups, and the ordinates are the average detection accuracy (as decimal numbers ranging from 0 to 1) of 150 independent runs. From the figure we can clearly see that the performance of the approach based on skin and depth is better than other three skin segmentation methods. All of the four methods runs well with the first dataset, but for the second and the third datasets, the approach based on depth and skin can maintain a higher detection accuracy and perform much better than those three skin segmentation methods, because the traditional skin segmentation methods could not work when the hand overlaps with the face or other person's hands in the background. Remarkably, in this paper, the threshold of depth segmentation is applied by the use of face detection, which may fail when the face is entirely overlapped by hands, then the hybrid approach combing depth and skin also cannot work in this case. Fortunately, such particular situation occur rarely in a normal hand gesture interaction system, we can deal with it later in the process of hand tracking, so it would not impede the application of this approach.
Conclusions
In this paper, we proposed a novel hand detection approach based on skin and depth information under complex backgrounds. With the use of RGB-Depth camera, RGB images and depth images are grabbed to combine depth segmentation method with an improved skin segmentation method. Moreover, the hybrid approach is compared with three typical segmentation methods, and the experimental results show the effectiveness and robustness of our proposed approach. The direction of our future work is to apply the proposed method toward hand gesture recognition, and finally construct a robust vision-based hand gesture interaction system in real time.
