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Capítulo I INTRODUCCIÓN 
 
Según Webster's New Universal Unabridged Dictionary (1989), La realidad virtual se 
define como “Ser en esencia o efecto, pero no en hecho.” Una definición muy acertada 
dentro de la variadas y complejas definiciones existentes. Para el caso actual, se 
considerará realidad virtual como una simulación de la realidad, en la cual el individuo 
pueda interactuar con un entorno ficticio de forma inmersiva. Lo anterior generado gracias 
a técnicas informáticas y computacionales. 
 
La RV (realidad virtual) ha evolucionado desde el siglo pasado, pero en estos últimos años 
ha tenido un avance asombroso. Esto dado a la innovación de nuevas tecnologías y al 
progreso general de estas. 
 
Existen varios sistemas y dispositivos de realidad virtual, algunos de los más importantes 
y comercializados en el último tiempo tienen que ver con los sistemas HMD (head-
mounted display: cascos de realidad virtual), otros menos conocidos como guantes de 
realidad virtual y por último el Cave Automatic Virtual Environment (CAVE) sistema de 
RV que consiste básicamente en montar una especie de habitación alrededor del usuario 
y proyectar las imágenes a través de las paredes de material traslucido, creando la 
sensación de inmersión para él o los individuos dentro de la pequeña habitación (Cruz-
Neira, Sandin, & DeFanti, 1993). Los sistemas anteriores son los más populares y 
desarrollados, pero incluso la interacción con un monitor externo se incluye como realidad 
virtual.  
 
La investigación apuntaría a lograr una efectiva combinación de sistemas de realidad 
virtual, como podrían ser HMD, CAVE, interfaz de control con la virtualidad y por ultimo 
una sensación de sonido 3D, con el estudio necesario para determinar la importancia que 
aportaría cada sistema independientemente y en conjunto para satisfacer las necesidades 
de inmersión para el usuario, a través de una implementación de bajo costo para que sea 
posible aplicar la metodología a instituciones universitarias, escuelas o incluso para 
entusiastas, por lo que cotizar cada producto diferenciando sus ventajas y desventajas será 
clave para determinar la mejor opción posible en el mercado (tanto en Chile como en otros 
países), ya que dado las distancias y desinformación tecnológica en algunos casos, los 
precios tienden a subir más de lo esperado en tecnologías importadas y recientes. 
 
Una de las principales características de la realidad virtual es permitir simular situaciones 
o eventos, en los cuales el usuario ingresa a un mundo ficticio programado y la mente 
humana termina interpretando todas las señales que recibe por los sistemas visuales y 
auditivos como reales, es por ese motivo que pueden surgir reflejos instantáneos, miedos, 
memorias y sensaciones de forma sincera, reflejando en cierta medida el actuar de un 
individuo en alguna situación en particular.  
 
Lo anterior influye para determinar como un propósito esencial para la investigación, 
implementar un sistema de realidad virtual para simular un sistema de evacuación o 
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eventos que puedan ser evitados con entrenamiento o aprendizaje, como pueden ser; 
incendios (para evacuación o uso de extintor), terremotos (evacuación), accidentes 
automovilísticos (enfocado a fallas humanas evitables), entre otros.  
 
Estos mundos virtuales y eventos de la vida cotidiana serán simuladores a través del motor 
de videojuegos de acceso libre Unity3D, que tiene como una de sus características 
programar juegos para realidad virtual y tiene cierta facilidad de uso para nuevos usuarios, 
aspectos relevantes si se quiere considerar para realizar variantes al uso del sistema 
manteniéndolo vigente y por supuesto para facilitar el aprendizaje a futuros alumnos y 
entusiastas. No obstante, existen otros motores gráficos, incluso más potentes que de igual 
manera son utilizados para crear videojuegos en realidad virtual, pero varían en su 
usabilidad y adquisición. 
 
I.1. Importancia de resolver el problema 
 
La Realidad virtual es una tecnología que tiene sus primeras apariciones desde el siglo 
XX y que emerge estos últimos años como una de las próximas revoluciones tecnológicas. 
Este avance es logrado principalmente por los millones de dólares que mueve la industria 
de los videojuegos, por lo que están muy unidas ambas industrias. En Chile aún existe un 
gran desconocimiento de la realidad virtual y sus alcances, pero el tema crece 
gradualmente en algunas universidades o emprendedores que se atreven a innovar y 
proponer nuevas soluciones. Es importante propagar de cierta forma la información, ya 
sea activa o pasivamente, y la actual investigación no está exenta de aquello.  
 
Los alcances de la realidad virtual abarcan una infinidad de aspectos en todos los campos 
del conocimiento, por lo que es un tema relevante que debe ser mostrado a la sociedad, en 
especial en Chile, en donde se pueden lograr importantes avances en minería, ciencia, 
medicina, educación, industria pesquera, etc. Además, un mayor conocimiento 
incentivaría a entrar a inversionistas en esta industria y al uso de la RV, beneficiando al 
país en su conjunto, y pensando en un futuro que se avecina lleno de tecnología de realidad 
virtual y aumentada. 
 
I.2. Discusión bibliográfica 
 
Uno de los principales ejes de esta investigación, es lograr un sistema de realidad de bajo 
costo, con un rendimiento lo suficientemente practico y aprovechable, algunos artículos 
se enfocan en este aspecto, simplificando el sistema o acortando costos de diferentes 
formas, como en el trabajo “Diseño de un prototipo de sistema de realidad inmersivo 
simplificado” (Quintero Guerrero, Sierra Ballen, & Sarmiento Manrique, 2008), que 
demuestran la viabilidad de construir un V-CAVE a bajo costo. Esto lo realizan con tres 
prototipos, y una serie de pruebas de modelos 3D. Finalmente, utilizan dos telones 





En “Implementing a low-cost CAVE system using the CryEngine2” (Juarez, 
Schonenberg, & Bartneck, 2010), presentan un sistema CAVE de bajo costo respecto a 
las alternativas comerciales. Mucho más elaborado que el artículo anterior ya mencionado, 
pero de mayor dificultad de implementación y desarrollo. Muestran el proceso, montaje y 
utilización del sistema con un costo total aproximado de €20,000. El sistema da resultados 
satisfactorios, pero aún queda muy por debajo de las opciones comerciales, en especial en 
características más específicas que varían la experiencia del usuario. 
 
La idea anterior es plasmada también en el artículo “Designing a Low Cost Immersive 
Environment System Twenty Years after the First CAVE” (Fowler, Carrillo, Huerta, & 
Fowler, 2012), donde demuestran nuevamente la viabilidad de construir e implementar un 
sistema CAVE de bajo costo, gracias al avance tecnológico de los últimos años. 
 
Una de las propuestas del presente artículo es el logro de un ambiente virtual con un fin 
específico, el cual es resguardar la seguridad y proveer alguna enseñanza experiencial que 
se asemeje a la realidad. “Virtual Reality Game for Safety Education (Jin & Nakayama, 
2014), los autores de este trabajo buscan lograr esa finalidad a través de demostraciones 
en 3D (como juegos creados a través de motores de RV) y con un uso de herramientas que 
permitan una experiencia más real.  
 
En la tesis “Desarrollo para un sistema de navegación para realidad virtual, basado en un 
camino sin fin con conexión USB” (Sánchez Espinosa, 2013) se establece una idea de 
interfaz usuario-ambiente muy peculiar. La idea principal es proponer un camino sin fin, 
en un sistema de realidad virtual CAVE, de esta manera lograría una alta semejanza con 
la realidad de caminar en un ambiente totalmente virtual. Para poder lograr esto, conecto 
una caminadora con sensores que reconocerían el movimiento, a través de un sistema USB 
con un tratamiento especial para poder comunicar a la caminadora con el computador y 
posteriormente el software. 
 
Para lograr que el usuario se sienta inmerso y pueda aprender de una experiencia de 
realidad virtual, será importante completar características esenciales del sistema, uno de 
ellos es la interfaz de comunicación entre el usuario y el mundo virtual, ya que de estos 
actos y el grado en el que influyan para los usuarios en la experiencia, determinara que 
tanto aprendan de la situación o sientan real el evento virtual. Lo anterior queda claramente 
evidenciado en la tesis doctoral “A Model for 3D Virtual Environment for learning based 
on the detection of Collaboration through an Autonomous Virtual Tutor” (Pérez Negrón, 
2009), donde establece la viabilidad de aprendizaje virtual a través de modelos 3D 
autónomos, donde destaca la importancia y el impacto a futuro que tendrá la tecnología 
inmersiva en el aprendizaje para todo nivel de edad o situación social.  
 
Por otro lado, el artículo “Virtual Realit Game for Memory Skills Enhancement Based on 
QEEG” (Anopas & Wongsawat, 2014), expone la posibilidad de tecnología de RV para 
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mejorar habilidades con un enfoque a la memoria humana. Con una serie de pruebas 
logran demostrar la factibilidad de la propuesta. 
 
I.3. Contribución del trabajo y su importancia 
 
La propuesta apunta a integrar estas nuevas tecnologías en la comunidad universitaria y 
consiguientemente en la sociedad a través de costos accesibles. Dando un paso al 
conocimiento de la realidad virtual y estableciéndola como un avance importante para el 
desarrollo de todo tipo de ciencias. 
 
Mostrar el potencial del sistema más común hoy en día, los HMD, es vital ya que ningún 
otro dispositivo a la fecha entrega el nivel de inmersión proporcionado por estos cascos 
de realidad virtual. Esto, ligado a lo económico que pueden ser algunos de estos 
dispositivos, que difieren en sus prestaciones, por lo que una tarea importante será mostrar 
esta diferencia a la comunidad, ya sea en sus prestaciones, precio y rendimiento 
predeterminado. 
 
La inmersión no es solo visual, por lo que el sistema también es complementado por un 
ambiente propicio para la visualización, idealmente en una cámara o sala con poca luz. Es 
importante proveer a este ambiente de un sonido envolvente en 3D, ya que, los usuarios 
responden a estímulos auditivos provenientes de distintas direcciones. El sentido del tacto, 
quizás el más complejo de sustituir virtualmente, será puesto a prueba por medio de 
hardware que conectara al usuario con el mundo virtual, en primera instancia puede ser 
un volante de automóvil, por la facilidad de implementación y la enorme inmersión que 
entrega o simplemente un Joystick de Xbox que cumple con la función de movimiento. 
 
Es necesario preparar la creación de mundos virtuales en un nivel primario (Demo), a 
través de motores gráficos de acceso libre, para dar una visión de los alcances que tienen 
estos motores y el potencial que adquieren con la tecnología de RV, dando a entender que 
cualquier persona puede crear una aplicación que podría cambiar al mundo o ayudar a 
miles de personas. 
 
La combinación de todos los factores anteriores proporcionara un sistema de realidad 
virtual en el cual será mostrada una situación de emergencia o un sistema de evacuación 
de edificios a modo de muestra cómo se señala en la Figura 1, la cual en el futuro podría 










I.4. Objetivo general 
 
Diseño de metodología para la implementación de un sistema de realidad virtual de bajo 
costo que permita simular un sistema de evacuación de un edificio de la universidad (muy 
frecuentado), logrado a través del motor de videojuegos Unity3D. 
 
 
I.4.1. Objetivos específicos 
 
 Analizar el estado del arte de la tecnología de realidad virtual. 
 Analizar motores de realidad virtual COTS, y estudiar los distintos sistemas de 
realidad virtual existentes (libre acceso y comerciales). 
 Realizar un estudio de la estructura física (materiales y hardware) necesarios para 
la implementación de un sistema de realidad virtual de bajo costo. 
 Diseñar entornos virtuales a través del software Unity3D, que permitan interacción 
con el individuo y sensación de inmersión. 







I.5. Propuesta metodológica 
 
La propuesta se cimentó en una combinación de ideas y trabajos relacionados con la 
realidad virtual en un lapso de casi 25 años, las cuales sirven como un pilar fundamental 
del título propuesto y consiguientemente del objetivo principal de la investigación: 
“Diseño de una metodología para la implementación de un sistema de realidad virtual de 
bajo costo que permita simular un sistema de evacuación de un edificio de la universidad 
(muy frecuentado), logrado a través del motor de videojuegos Unity3D”. 
 
Estas nuevas tecnologías inmersivas tienen un gran impacto en la actualidad, con miras a 
ser explotadas en el campo de la simulación, entrenamiento y aprendizaje, aumentando de 
forma significativa la eficacia y eficiencia de éstas para el uso y beneficio humano.  
 
El tipo de estudio realizado es exploratorio, analizando desde distintas perspectivas los 
elementos del objetivo principal, comprobando mediante una investigación practica 
propia la factibilidad de las variables a considerar y ayudándose de la información 
recopilada de la literatura relacionada si las variables funcionan por si solas o en distintas 
combinaciones.  
 
En el actual estudio, es de vital importancia poner a prueba estos elementos por si solos, 
es decir: 
 Pruebas de la factibilidad de uso de Unity3D para la realidad virtual, concluir su 
dificultad de uso y aprendizaje, y medir su alcance competente a serious games y 
métodos de aprendizaje. 
 Analizar y estudiar la factibilidad de la realidad virtual en entrenamiento y 
aprendizaje para reemplazar los métodos tradicionales por estos nuevos métodos 
más avanzados, señalando también las ventajas y desventajas de cada método y 
comprobar empíricamente si el método avanzado cubre realmente esas ventajas 
(aprendizaje más rápido, seguro y solido) a través de la literatura científica y 
pruebas con usuarios. Estas pruebas cubren tres tipos de simulaciones mediante 
demos o serious games: situaciones de emergencia típicas como incendios o 
alertas, capacidad para adquirir un nuevo aprendizaje no conocido por el usuario 
y capacidad de aprendizaje de técnicas de conducción (o para usuarios que no 
saben conducir; capacidad de aprender a conducir). Cada una de éstas, con su 
objetivo diferido demostrando distintas cualidades que ofrece la realidad virtual 
en el campo del entrenamiento. 
 Cada elemento y variable del prototipo final está familiarizado con un costo bajo 
en cuanto a su adquisición, concluyendo en un sistema de realidad virtual 
asequible, incluso para emprendedores o entusiastas, aunque con un claro enfoque 
académico o comercial. Este es un punto de gran importancia, ya que la relación 
precio/rendimiento del sistema puede marcar una diferencia real (en especial en 
Chile, al ser poco o nada la utilización de la RV) entre los sistemas de realidad 
virtual (CAVE, guantes de RV, mesas inmersivas, etc.)  para usos prácticos. 
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 Implementar teóricamente, y en la posibilidad que adquiera el estudio, 
prácticamente (de manera real), toda la investigación realizada. Esta 
implementación es llevada a cabo mediante una metodología de los elementos 
antes mencionados, y analizados por si solos, para combinarlos, ver su relación de 
funcionamiento, concluir sus factibilidades, visualizar su importancia para el 
objetivo principal y, por último, dar vida al sistema. 
 
 
I.6. Estado del Arte 
 
I.6.1. Antecedentes históricos más importantes de la realidad virtual 
 
La primera computadora electrónica digital fue construida en 1946, con el nombre de 
ENIAC, desarrollada en la Universidad de Pennsylvania, se entrega al ejército de los 
Estados Unidos. (Sherman & Craig, 2002) 
 
Morton Heiling presenta el Sensorama. Consistía básicamente en 
una especie de cabina unipersonal, donde el usuario se sentaba y dirigía su mirada a un 
visor. Una sola persona percibiría la experiencia pregrabada de antemano (por ejemplo, 
una moto paseo en Manhattan), a través de monumentos, sonido, olor, vibración y el 




Figura 2. Diseño final del Sensorama. (Sherman & Craig, 2002) 
 
En 1965, Ivan Sutherland explica el concepto de “Ultimate Display” a través de un 
artículo. Sutherland explica el concepto de una pantalla en la que el usuario puede 




Tres años más tarde Sutherland diseña y desarrolla el primer casco de realidad virtual y el 
primer sistema de detección de orientación del punto de vista del usuario, el cual llamó 
“Sword of Damocles” (Espada de Damocles). 
 
La pantalla utiliza tubos en miniatura de rayos catódicos (CRT), similares a un tubo de 
imagen de televisión, con óptica para presentar imágenes distintas a cada ojo y una interfaz 
para los seguidores mecánicos y ultrasónicos. (Sherman & Craig, 2002) 
 
 
Figura 3. Sutherland demuestra el potencial del casco de RV en 1968. (Sherman & 
Craig, 2002) 
 
El prototipo de Videoplace de Myron Krueger es completado en para el año 1976. 
VIDEOPLACE utiliza cámaras y otros dispositivos de entrada para crear un mundo virtual 
controlado por los movimientos sin ataduras del participante. (Sherman & Craig, 2002) 
 
En 1977 es desarrollado el “Data glove”, un guante de datos diseñado por 
Sandin, Sayre y DeFanti en la Universidad de Illinois en Chicago. Este guante utiliza 
tubos conductores de luz para transmitir cantidades variables de luz proporcional a la 
cantidad de flexión de dedos. Esta información es interpretada por una computadora para 
estimar la configuración de la mano del usuario. (Sherman & Craig, 2002) (Mejía Luna, 
2012) 
 
De la mano de Eric Howlett, en 1979 se desarrolla el sistema LEEP, aplicación óptica que 
ofrecía un amplio campo de visión de una pequeña muestra. Esta tecnología está integrada 
más tarde en los primeros HMDs desarrollados en la NASA (por ejemplo, la pantalla de 




Es perfeccionada la primera realidad sintetizada por computador, con interacción entre 
múltiples estímulos. Este trabajo fue un avance sistemático en los laboratorios de la 
NASA, y disponía de elementos como un casco VIVED, sensores magnéticos de posición, 
guantes DataGlove, entre otros, todo esto ocurrido en 1985. (Mejía Luna, 2012) 
 
Finalmente, en 1989, se estampa en el mundo el término “Realidad virtual” como la 
expresión oficial de esta tecnología, esto gracias a Jaron Lanier, uno de los fundadores de 
VLP Research Inc. (comercializadores de DataGlove y EyePhone). (Mejía Luna, 2012) 
 
Desde principios de los años ‘90s la Realidad virtual se hace cada vez más popular, gracias 
a la aparición de periféricos e interfaces de RV junto a un puñado de aplicaciones y 
videojuegos como “Dactyl Nightmare” que facilitan la interacción del público general con 
la tecnología. (Mejía Luna, 2012) 
 
Un gran hito aparece en 1992, el primer CAVE (Cave Automatic Virtual Environment) 
fue creado por el equipo EVL (Electronic Visualization Laboratory) de la Universidad de 
Illinois (Chicago, USA), integrados por Carolina Cruz-Neira y sus directores de tesis 
doctoral, Sandin y Thomas DeFanti. (Cruz-Neira, Sandin, & DeFanti, 1993). Se trata de 
un entorno de realidad virtual inmersiva que consiste en un cubo en el que el usuario está 
en el interior del mismo, y son proyectadas en cada una de las paredes del cubo imágenes 
desde el exterior. (Mejía Luna, 2012) 
 
 
Figura 4. Muestra de un CAVE de 3 paneles y sus proyecciones exteriores. (Mejía 
Luna, 2012) 
Durante los siguientes años, posteriores a la aparición del CAVE, la realidad virtual sufre 
pequeños avances para sus diferentes sistemas, por lo que a pesar de sus contribuciones 
para la evolución de la RV ninguno de estos alcanza a ser el salto esperado. Entre estos 
avances se destacan una serie de variables que permiten los CAVEs (como la utilización 
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de seis caras), la utilización de mecanismos 3D en internet, modelos y videojuegos 3D 
(como lo es “Second Life”), etc. Esto hasta el 2006, año en que Nintendo revela su 
innovador Nintendo Wii, el cual destacaba por su control inalámbrico que reconoce 
movimientos en tres dimensiones.  
 
El 2010 Microsoft lanza Kinect para la consola de videojuegos Xbox360. Con un sistema 
muy similar a la Wii, y permitía a los usuarios interactuar y controlar el software a través 
de reconocimiento facial, voz y captura de movimiento. El 2012 Microsoft presenta al 
mercado Kinect para Windows junto al software Development Kit (SDK). (Sherman & 
Craig, 2002) (Mejía Luna, 2012) 
 
La revolución comienza con la llegada de Oculus VR, fundado por Palmer Luckey. El 
cual propuso un HMD para utilizar en videojuegos, y luego de varios prototipos desarrolla 
finalmente la versión comercial lanzada en el 2016 “Oculus Rift CV1”. Antes de aquello 
muchos inversionistas se incorporan al proyecto, pero en 2014, Facebook decide 
desembolsar 2.000 millones de dólares para comprar Oculus VR.  
 
Esta revolución remece al mundo tecnológico y más específicamente a la adormilada 
realidad virtual, ya que, son varias compañías que deciden desarrollar sus propios HMD 
para lanzarlos al mercado y competir con Oculus. Entre estas encontramos a HTC Vive, 
la competencia directa de Oculus. 
 
La fiebre de la realidad virtual se propaga en todas direcciones, y llega con especial énfasis 
al mercado de los Smartphone, con Gear VR de Samsung y Google Cardboard entre otras. 
Sony anuncia su propio sistema de HMD llamado “PlayStation VR” para la consola 
PlayStation 4. 
 
Durante el 2016, Oculus Rift y HTC Vive se presentan como los dos grandes exponentes 
comerciales del entretenimiento a través de la realidad virtual, presentando al mercado sus 
respectivos HMDs, los cuales gozan de similares características.  
 
 
I.6.2. Los motores gráficos 
 
El término “motor gráfico” o “motor de videojuegos” hace referencia a una serie de rutinas 
de programación que permiten el diseño, la creación, el desarrollo y la representación 
gráfica de un videojuego. Su funcionalidad básica es servir al desarrollador de un motor 
de renderizado para los gráficos ya sean en 2D (dos dimensiones) o en 3D. (Telechea Díaz, 
2014) 
 
El origen del término “Game Engine” es acuñado a mediados de los 90’ con el desarrollo 
del juego DOOM por la arquitectura software del mismo (Doom es un juego en primera 




En la actualidad, existen numerosos motores gráficos con diferentes niveles de 
complejidad, características y funcionalidades que son utilizados por diferentes 
compañías para el desarrollo de videojuegos. 
 
Algunos de los motores más populares y utilizados hoy en día por compañías, comunidad 
académica o usuarios independientes son (González Muñoz, Gracia Bandrés, Sanagustín 
Grasa, & Romero San Martín, 2015): 
 
 Unity3D: Es un motor versátil, con una versión gratuita potente y el más utilizado 
al día de hoy, que proporciona desarrollos para videojuegos en multiplataforma, 
es decir, para Smartphone (Android, IOS, etc.), consolas (Xbox, PlayStation, 
Nintendo, etc.) y computadoras (Windows, Linux o Apple Macintosh). Unity 
permite la creación, manipulación y visualización de assets y entidades, tanto en 
el hardware como el software destino. Además, permite la utilización de diferentes 
lenguajes que facilitan la programación, algunos de estos son C#, JavaScript o 
Boo. 
 CryEngine: CryEngine es el potentísimo motor gráfico desarrollado por la 
empresa Crytek, creadores de grandes obras como la serie Crysis o Farcry. 
CryEngine se convirtió en una herramienta para el desarrollo de juegos con la 
utilización de assets y ofrece una alta calidad gráfica en tiempo real. Al igual que 
Unity, son motores multiplataforma pero su programación se basa en C++ y 
requiere de un alto nivel de programación para lograr un dominio avanzado. 
 Unreal Engine: A mediados de 1998 Epic Games desarrolla Unreal, y se establece 
su motor como un referente. Sus características principales son su gran potencia 
gráfica y su utilización a nivel profesional por todas las bondades que ofrece, 
algunas son la creación de shaders o programación lógica de juego. 
 
Unity3D es la elección más adecuada de un motor de acceso gratuito para este proyecto, 
ya que posee una gran comunidad de usuarios, gran cantidad de material disponible para 
su uso, intuitivo, versátil, potente y tiene opciones para la creación de juegos en realidad 
virtual. 
 
I.6.3. Entrenamiento y aprendizaje de sistemas de evacuación, por medio de 
tecnologías 3D y realidad virtual 
 
La idea de simular situaciones o actividades para entrenar a las personas no es nueva, ya 
que, desde tiempos inmemoriales el hombre ha intentado hacer uso de su ingenio para 
aprender de forma segura y rápida, pero en estos últimos años esta área del conocimiento, 
de la mano de la acelerada evolución tecnológica ha alcanzado un nivel excepcional, y es 




Dentro de las características más importantes que se deben tomar en cuenta es que los 
ambientes virtuales no necesariamente tienen que adaptarse a un realismo exagerado, por 
esta razón la realidad virtual puede abarcar y ser fácilmente aplicada en cualquier campo 
de la actividad humana. A pesar de aquello, la realidad virtual inmersiva es percibida por 
los usuarios de forma muy similar a la realidad, y la experiencia aumenta conforme la 
tecnología lo permita. 
 
Haciendo un paralelismo con los métodos tradicionales de entrenamiento, se pueden 
nombrar algunas ventajas a través de una realidad virtual: 
 
 Alta diversidad y versatilidad de ambientes de entrenamiento, estos son fácilmente 
modificables y prácticamente sin límites físicos o temporales. Estos detalles 
proporcionan una alta eficiencia en la curva de aprendizaje de los usuarios. 
 El factor de costos asociados a la tecnología de RV disminuye a medida que 
evoluciona toda la tecnología (ya que la potencia grafica es un complemento 
directo). Hace un par de años era impensable que los HMDs tuvieran tal calidad 
de la que presumen este último año las versiones comerciales y con la posibilidad 
de ser adquirido por cualquier persona en el mundo, entonces ha nacido un efecto 
muy similar a las computadoras antiguas donde solo algunos centros de 
investigación u organizaciones poseían un puñado, y hoy en día prácticamente 
llevamos esa potencia en nuestros Smartphone por casi la totalidad de la población 
mundial. No es de sorprender la futura masificación de cascos, gafas o incluso 
elementos más pequeños en nuestros cuerpos que nos faciliten la conexión con 
mundos virtuales inmersivos, pero también es innegable que actualmente la 
adquisición de un sistema profesional conlleva una gran inversión. Este factor 
económico ha sido una gran barrera en la posibilidad de entrenamiento y 
aprendizaje en distintos campos del conocimiento, pero ya es posible aplicar 
sistemas de realidad virtual, principalmente HMDs para explorar las posibilidades 
y el posterior beneficio que traerá. 
 No se puede dejar de nombrar uno de los más grandes beneficios del entrenamiento 
vía realidad virtual, el factor riesgo. El riesgo físico o psicológico latente es 
eliminado completamente con el uso de la RV, en diferentes actividades como; 
área de la salud, de entrenamiento militar, de conducción de maquinaria liviana o 
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Capítulo II ARTICULO PROPUESTO 
 
 
El presente capitulo (II) revelara la investigación en su totalidad, incorporando elementos 
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RESUMEN: El presente artículo tiene la finalidad de entregar una propuesta 
metodológica a la implementación de un sistema de realidad virtual a bajo costo, a través 
de cinco dimensiones que representan los pasos a seguir, donde se podrá visualizar como 
actuar, que decisiones tomar, que elementos seleccionar, en que momento definir el caso 
de uso del sistema de realidad virtual y por ultimo como construir un ambiente virtual en 
3D. El trabajo dirige los esfuerzos en usuarios principiantes en estas tecnologías, pero 
también podría ayudar a expertos con elementos clave que se encontraran a lo largo de la 
lectura. 
 
PALABRAS CLAVE: Realidad Virtual, bajo costo, HMD, Unity3D, entrenamiento.  
 
ABSTRACT: The present article has the purpose of deliver a proposed methodological 
to the implementation of a system of reality virtual to low cost, through five dimensions 
that represent the steps to follow, there you will can visualize how to act, what decisions 
should be make, what elements select, in what moment define the case of use of the system 
of reality virtual and finally as build an environment virtual in 3D. The work directs its 
efforts at beginner users in these technologies, but could also help experts with key 
elements that are found throughout the reading. 
 
 






Se considera realidad virtual a la simulación de una situación o entono de nuestra realidad 
como seres humanos, en la cual el individuo pueda interactuar con un entorno ficticio de 
forma inmersiva. Lo anterior generado gracias a técnicas informáticas y computacionales 
(Sherman & Craig, 2002). 
 
La RV (realidad virtual) ha evolucionado desde el siglo pasado, pero en estos últimos años 
ha tenido un avance asombroso. Esto gracias a la innovación de nuevas tecnologías y al 
progreso general de estas. 
 
Existen varios sistemas de realidad virtual, algunos de los más importantes y 
comercializados en el último tiempo son los HMD (head-mounted display: cascos de 
realidad virtual), Cave Automatic Virtual Environment (CAVE) (Cruz-Neira, Sandin, & 
DeFanti, 1993), mesas inmersivas, guantes de realidad virtual, entre otros. 
 
Una de las principales características de la realidad virtual es permitir simular situaciones 
o eventos, en los cuales el usuario ingresa a un mundo ficticio programado y la mente 
humana interpreta todas las señales que recibe por los sistemas visuales y auditivos como 
reales, es por ese motivo que pueden surgir reflejos instantáneos, miedos, memorias y 
sensaciones de forma sincera, reflejando en cierta medida el actuar de un individuo en 
alguna situación en particular. 
 
El propósito esencial de la investigación es lograr una implementación guiada por una 
metodología, de un sistema de realidad virtual que cumpla con las opciones ideales de 
precio/rendimiento, y que permita a los investigadores enfocarse solo en su campo de 
acción, potenciando sus diseños, ideas o casos de uso relacionados con RV. En este 
artículo, el caso de uso se dirige a simular sistemas de evacuación en edificios muy 
frecuentados, pero también puede dirigirse a eventos que puedan ser evitados con 
entrenamiento, como pueden ser; incendios (para evacuación o uso de extintor), 
terremotos (evacuación), accidentes automovilísticos (enfocado a fallas humanas 
evitables), entre los más destacados. 
 
Por lo tanto, se puede describir al objetivo general del proyecto como: El diseño de una 
metodología para la implementación de un sistema de realidad virtual de bajo costo que 
permita simular un sistema de evacuación de un edificio de la universidad (muy 
frecuentado), logrado a través del motor de videojuegos Unity3D. 
 
De este objetivo se pueden fragmentar los específicos que abarcan toda la duración de la 
investigación: 
 
 Analizar el estado del arte de la tecnología de realidad virtual. 
 Analizar motores de realidad virtual, y estudiar los distintos sistemas de realidad 
virtual existentes (libre acceso y comerciales). 
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 Realizar un estudio de la estructura física (materiales y hardware) necesarios para 
la implementación de un sistema de realidad virtual de bajo costo. 
 Diseñar entornos virtuales a través del software Unity3D, que permitan 
movimiento del usuario en un edificio y sensación de inmersión. 
 Diseñar un prototipo del sistema combinando todo el estudio. 
 
Una de las tareas a mostrar será la creación propia de un demo en 3D (caso de uso) con 
semejanza a la facultad de Ingeniería de la Universidad Andrés Bello (edificio A2), en 
Antonio Varas 880, Santiago de Chile. Logrado a través del motor de videojuegos de 
acceso libre Unity3D que tiene como una de sus características diseñar y programar juegos 
para realidad virtual y tiene cierta facilidad de uso para nuevos usuarios (Telechea Díaz, 
2014) (Craig, Sherman, & Will, 2009), y además, incorporando otras aplicaciones de 
diseño de uso gratuito o de prueba.  
 
Los alcances de la realidad virtual abarcan una infinidad de aspectos en todos los campos 
del conocimiento, por lo que es un tema relevante que debe ser mostrado a la sociedad, en 
especial en Chile, en donde se pueden lograr importantes avances en minería, ciencia, 
medicina, educación, industria pesquera, etc. Además, un aumento en el conocimiento 
incentivaría a entrar a inversionistas en esta industria y al uso de la RV, beneficiando al 
país en su conjunto, y pensando en un futuro que se avecina beneficioso gracias a estas 
tecnologías. 
 
II.2. Revisión de la literatura 
La simulación, realidad virtual e inmersión tienen una estrecha relación, y así queda 
demostrado con la gran cantidad de trabajos relacionados a la investigación en estos 
campos del conocimiento, y que tienen un nuevo empujón gracias a los HMD comerciales, 
que permitirá un alza en el desarrollo global de estas tecnologías. Estos últimos 
acontecimientos enriquecen al estado del arte de la RV (Mejía Luna, 2012) y se sumaran 
elementos inexplorados y desconocidos que de seguro beneficiaran a las siguientes 
innovaciones tecnológicas que están por venir. 
 
En esta sección, se analizarán brevemente algunos trabajos relacionados que ayudaron en 
la investigación de este artículo, así como los objetivos, palabras clave y elementos que 
componen esta investigación. Combinando algunos estudios de realidad virtual en 
diferentes sistemas ya sea CAVE o HMD, diferentes combinaciones de hardware, gran 
variedad de usos de la realidad virtual, etc. 
 
Las tecnologías de inmersión más comunes y de mayor crecimiento entre los 
investigadores y organizaciones actualmente son la realidad virtual (RV) y realidad 
aumentada (RA), esta última goza de varias definiciones que redondean el concepto, ya 
que al igual que la RV, es una tecnología emergente, aunque menos concreta que ésta. 
Algunos expertos definen a la RA como un sistema que consiste en aumentar la percepción 
que el usuario tiene de la realidad real mediante la implementación de elementos virtuales 
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en la misma (Jordà, 2003-2004). Según Ronald Azuma (Azuma, 1997), un sistema de RA 
es aquel que: Combina mundo real y mundo virtual, es interactivo en tiempo real y se 
registra en tres dimensiones. Entonces, estableciendo algunas diferencias entre RA y RV, 
se puede mencionar la más relevante en función a la inmersión de la persona en el entorno, 
ya que, en RV el usuario está inmerso totalmente en un ambiente virtual, mientras que en 
la RA se encarga de “ampliar” la escena del mundo real manteniendo al usuario en una 
sensación de presencia en el mundo real (Jordà, 2003-2004). 
 
El presente artículo no profundizará en la RA, ya que no compete al estudio, pero a tono 
de conclusión sobre ésta se puede mencionar que una combinación de ambos factores, RV 
y RA, se puede catalogar como un sistema de realidad mixta o hibrida (MR) (Goldiez, 
2015) (Milgram & Kishino, 1994), de alta inmersividad. 
 
Es imposible dejar de nombrar uno de los HMD más populares de los últimos años, y que 
cumple excelentemente con el concepto de bajo costo, el GoogleCardboard (Google 
Cardboard, 2014) para dispositivos Android en Smartphone. Dispositivo que puede 
confeccionarse de forma casera inclusive, con costos que no superan los US$15 y que 
entrega una inmersión lo suficientemente buena como para introducir a la gran población 
en el campo de la realidad virtual. Es de gran interés para los desarrolladores, ya que 
pueden probar sus aplicaciones en estos aparatos tan simples, desarrollándolas en Unity u 
otros motores de juegos (Fabola, Miller, & Fawcett, 2015). 
 
De aquí en adelante, el salto técnico en dispositivos y sistemas de realidad a mostrar será 
evidente, empezando por un artículo que inspira en gran medida el trabajo propuesto en 
esta investigación, se trata del proyecto “Implementing a low-cost CAVE system using 
the CryEngine2” (Juarez, Schonenberg, & Bartneck, 2010), quienes presentan un sistema 
CAVE de bajo costo respecto a las alternativas comerciales. De mediana dificultad de 
implementación y desarrollo. Muestran el proceso, montaje y utilización del sistema con 
un costo total aproximado de €20,000. El sistema entrega resultados satisfactorios, pero 
aún queda muy por debajo de las opciones comerciales, en especial en características más 
específicas que varían la experiencia del usuario. Aun así, no deja de ser un aporte 
importante en el avance de sistemas de realidad virtual inmersivos, y en especial en el 
sistema CAVE que es altamente costoso. La idea anterior también es plasmada en el 
artículo “Designing a Low Cost Immersive Environment System Twenty Years after the 
First CAVE” (Fowler, Carrillo, Huerta, & Fowler, 2012), donde demuestran nuevamente 
la viabilidad de construir e implementar un sistema CAVE de bajo costo, gracias al avance 
tecnológico de los últimos años. 
 
Son destacables trabajos relacionados con sistemas CAVE a bajo costo, para fines 
educativos/científicos como: “Diseño de un prototipo de sistema de realidad virtual 
inmersivo simplificado” (Quintero Guerrero, Sierra Ballen, & Sarmiento Manrique, 
2008), que demuestra la factibilidad con cierto grado de simplicidad (y con elementos 
proporcionados por la Universidad) de diseñar e implementar un V-CAVE para transmitir 
sensaciones inmersivas; “Desarrollo de un sistema de navegación para realidad virtual, 
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basado en un camino sin fin con conexión USB” (Sánchez Espinosa, 2013), el cual es un 
trabajo orientado a incrementar las sensaciones de inmersión dentro de una cabina CAVE 
adaptando una caminadora por medio de conexión USB, esto permite al usuario ejecutar 
movimientos comunes y naturales mientras pasea en un mundo virtual interactuando de 
forma activa por medio de la caminadora; y “Desarrollo de un Sistema Inmersivo de 
Realidad Virtual basado en Cabina Multipersonal y Camino sin Fin” (Olguín Carbajal, 
Rivera Zarate, & Pozas Quiteria, 2008), articulo con similares objetivos al trabajo anterior, 
es decir, un CAVE adaptado junto a una caminadora, pero sin conexiones con el mundo 
virtual (no hay interacción entre la caminadora y el ambiente virtual, solo la acción de 
caminar), pero con un objetivo primordial de implementación a bajo costo. 
 
Algunos trabajos se refieren a las posibilidades que alcanzan los mundos virtuales, a la 
vez de tratar de demostrar empíricamente las diferencias entre las sensaciones reales y 
virtuales. El artículo “A Comparative Study of Sense of Presence of Traditional Virtual 
Reality and Immersive Environments” (North & North, 2016), muestra con datos y 
estadísticas los experimentos relacionados con la diferenciación entre ambientes de 
visualización inmersivos y ambientes de RV tradicionales. 
 
Con características diferentes, pero en una búsqueda esencial similar al trabajo anterior ya 
descrito, tenemos la tesis doctoral “A Model for 3D Virtual Environment for learning 
based on the detection of Collaboration through an Autonomous Virtual Tutor” (Pérez 
Negrón, 2009), donde establece la viabilidad de aprendizaje virtual a través de modelos 
3D autónomos, donde destaca la importancia y el impacto a futuro que tendrá la tecnología 
inmersiva en el aprendizaje para todo nivel de edad o situación social. 
 
Otros trabajos relacionados con el entrenamiento, aprendizaje y tratamientos de 
enfermedades a destacar son: “Training nurses and educating the public using a virtual 
operating room with oculus rift” (Kleven, y otros, 2014), un hospital virtual como 
ambiente educativo a actividades médicas y no médicas, dirigido a estudiantes de 
enfermería, todo ello con el uso de un Oculus rift; “Low Cost Virtual Reality for Medical 
Training” (Marthur, 2015), explica como a través de una demo y del uso de Oculus rift y 
controles de movimiento Razer Hydra, es posible entregar una experiencia inmersiva en 
realidad virtual para la educación médica con diferentes grados de complejidad 
alineándolo con sistemas de RV más profesionales para objetivos médicos; “A serious 
game with virtual reality for travel training with Autism Spectrum Disorder” (Bernardes, 
Barros, Simoes, & Castelo-Branco, 2015), encuadra las ventajas de los serious games 
junto a la RV para tratar el autismo, logrando ambientes virtuales con Unity y 
ejecutándolos con Oculus rift; “Virtual Reality Game for Safety Education” (Jin & 
Nakayama, 2014), el artículo se refiere al desarrollo de un juego de realidad virtual para 
realizar educación de seguridad y entrenamiento, resultando en beneficios que superan los 
métodos convencionales; “InTrainer Sistema de rehabilitación cardiaca aumentado por 
realidad virtual” (Ortiz Salcedo, 2010), muestra en su proyecto el diseño de un mundo 
virtual que ayuda a los pacientes a su rehabilitación cardiaca para sus entrenamientos 
físicos, creado por motores gráficos y utilizando diferentes componentes de hardware para 
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solucionar las problemáticas; y por último, en esta línea del aprendizaje, entrenamiento y 
tratamientos virtuales es relevante mencionar el artículo “A VR-Based Serious Game for 
Studying Emotional Regulation in Adolescents” (Rodríguez, y otros, 2015), que explica 
como los serious games basados en realidad virtual ayudan a entrenar y evaluar a los 
adolescentes en distintivas estrategias. 
 
Es de gran importancia el motor gráfico a utilizar, que en este caso será Unity3D, tanto 
por las ventajas que ya se mencionaran como por la gran cantidad de material de 
aprendizaje, tutoriales o libros como “Unity Virtual Reality Projects” (Linowes, 2015), 
que garantizan una fuente confiable, de gran calidad y de mucha información relacionada 
al aprendizaje y uso de estos programas. El término “motor gráfico” o “motor de 
videojuegos” hace referencia a una serie de rutinas de programación que permiten el 
diseño, la creación, el desarrollo y la representación gráfica de un videojuego. Su 
funcionalidad básica es servir al desarrollador de un motor de renderizado para los 
gráficos ya sean en 2D (dos dimensiones) o en 3D, que es con el cual se trabaja 
actualmente para el desarrollo en RV (Telechea Díaz, 2014). 
 
La elección de Unity3D sobre otros motores gráficos radica en que es un software de 
acceso gratuito para pequeños proyectos, posee una gran comunidad de usuarios, infinidad 
de material disponible en internet ya sea multimedia o de lectura para su aprendizaje, 
intuitivo, versátil, potente y tiene opciones para la creación de juegos en realidad virtual. 
(González Muñoz, Gracia Bandrés, Sanagustín Grasa, & Romero San Martín, 2015) 
 
Se pueden visualizar las bondades, calidad y rendimiento de este motor a través de demos 
y juegos sobresalientes, o en investigaciones que relacionan la RV y la utilización del 
motor como lo demuestran los siguientes trabajos: “Fire fighting and related simulations 
in a CAVE using off-the-shelf hardware and software” (Poschner, 2014), donde demuestra 
la viabilidad de utilizar Unity3D como un motor gratuito y potente para implementar un 
CAVE con fines de entrenamiento militar realista; “Robot Design Using Unity For 
Computer Games And Robotic Simulations” (Mattingly, y otros, 2012), hacen uso de 
Unity como herramienta de diseño de robots funcionales y simulación; “Development of 
a BCI Simulated Application System Based on Unity3D” (Yang, Zhang, & Duan, 2015), 
demuestran la viabilidad de una simulación por medio de Unity y otros programas de 
modelado para el desarrollo de aplicaciones BCI (Brain Computer Interface); “A Virtual 
Education Assistance System in Simulated River Ecosystems with 3D Visualization” 
(Chen, Lai, Hung, & Yang, 2014), desarrollan un sistema de ayuda de educación virtual 
simulando ríos originarios de Taiwán a través del motor Unity. 
 
Con los avances tecnológicos es posible aplicar muchas de estas ideas con un nivel de 
facilidad e inmersión mucho mayor, y a costos menores, ya que, dado lo rezagados que 
están quedando los CAVE por su alto costo y poca versatilidad, la balanza se inclina por 
un uso masivo de HMDs y es probablemente allí donde se reflejara un sinfín de innovación 




II.3. Análisis de componentes y ventajas de la realidad virtual 
La inmersión no es solo visual, por lo que el sistema también es complementado por un 
ambiente propicio para la visualización, idealmente en una habitación o sala con poca luz. 
 
El sonido envolvente en 3D es proporcionado por el dispositivo del rift, con un sistema 
innovador llamado “sonido binaural”, produciendo que los usuarios respondan a estímulos 
auditivos provenientes de distintas direcciones, ya sea para aumentar el estrés o seguir 
ciertas indicaciones auditivas. En caso de seleccionar un HMD diferente de Oculus Rift, 
sería una buena alternativa integrar un sistema de sonido externo (parlantes o auriculares), 
preferentemente de 5.1 o 7.1 canales de audio, para asegurar un sonido envolvente en tres 
dimensiones (3D). 
 
El sentido del tacto, quizás el más complejo de sustituir virtualmente, será puesto a prueba 
por medio de hardware que conectara al usuario con el mundo virtual, que en primera 
instancia puede ser un volante de automóvil, por la facilidad de implementación y la 





Figura 5. Esquema de los elementos del sistema. (Elaboración propia) 
 
Haciendo un paralelismo con los métodos tradicionales de aprendizaje y entrenamiento, 
se pueden nombrar algunas ventajas a través de una realidad virtual: 
 
• Alta diversidad y versatilidad de ambientes de entrenamiento, estos son fácilmente 
modificables y prácticamente sin límites físicos o temporales. Estos detalles proporcionan 
una alta eficiencia en la curva de aprendizaje de los usuarios. (Anopas & Wongsawat, 
2014) 
• El factor de costos asociados a la tecnología de RV disminuye a medida que 
evoluciona toda la tecnología (ya que la potencia grafica es un complemento directo). 
Hace solo unos años era impensable que los HMDs (en especial las versiones comerciales) 
tuviesen la calidad de la que presumen este último año, y con la posibilidad de ser 
adquirido por cualquier persona en el mundo, entonces ha nacido un efecto muy similar a 
las computadoras antiguas donde solo algunos centros de investigación u organizaciones 
poseían un puñado, y hoy en día llevamos una potencia mucho mayor en nuestros 
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Smartphone. No es de sorprender la futura masificación de cascos, gafas o incluso 
elementos más pequeños en nuestros cuerpos que nos faciliten la conexión con mundos 
virtuales inmersivos, pero también es innegable que actualmente la adquisición de un 
sistema profesional conlleva una gran inversión. Este factor económico ha sido una gran 
barrera en la posibilidad de entrenamiento y aprendizaje en distintos campos del 
conocimiento, pero ya es posible aplicar sistemas de realidad virtual, principalmente 
HMDs para explorar las posibilidades y el posterior beneficio que traerá. 
• No se puede dejar de nombrar uno de los más grandes beneficios del entrenamiento 
vía realidad virtual, el factor riesgo. El riesgo físico latente es eliminado completamente 
con el uso de la RV, en diferentes actividades como; el área de la salud, de entrenamiento 
militar, de conducción de maquinaria liviana o pesada, de minería, de entrenamiento 
aéreo, industriales, de rehabilitación, de aprendizaje, etc. (Hsu, Jiang, Wei, & Lee, 2016) 
y (Ortiz Salcedo, 2010) 
 
Ya existe una gran variedad de dispositivos HMDs, de los cuales destacan especialmente 
los de bajo costo y los de alto costo. Se han seleccionado algunos de los más importantes 
para comparar sus prestaciones y precios: 
 
 































PC PC PC PC 
Rastreo de 
Posición 
No No Si No Si Si 












S/P.I.*2 2560x1440 2160x1200 3840x2160 2160x1200 2160x1200 
Tasa refresco 60hz 60hz 90hz 60hz 90hz 90hz 
Angulo de visión S/P.I.*2 101° 110° 110° 110° 110° 
Precios en US$ *3 15 99 399 375 599 799 
*1.- Segunda versión de prueba, oficial. 
*2.- Sin pantalla integrada, depende del smartphone. 
*3.- Precios e información técnica actualizados al 10 de enero del 2017. 
*4 y *5.- Oculus touch (motion) y controller lighthouse (motion), respectivamente. 




El computador (PC) de prueba posee los siguientes elementos para lograr un desempeño 
satisfactorio en Unity3D y sus respectivas pruebas con un dispositivo HMD: CPU I5 4590, 
16 GB de memoria RAM, Video Nvidia GTX1060 6GB, placa madre con Chipset Intel 
B85, HDD 500 GB, Fuente de poder de 750 Watts. Esta configuración excede levemente 
las especificaciones mínimas según Oculus rift/ HTC vive. 
 
La interfaz del usuario para maniobrar o explorar el mundo virtual será a través de un 
Joystick conectado al PC o un Volante de carreras con forcefeedback (sistema por el cual 
los volantes se dotan de un motor eléctrico que simula la sensación de conducción de un 
coche real). 
 
El cálculo establecido para los componentes puede ser visualizado en la tabla 2, donde 
podremos ver el precio total que supondría implementar estos elementos de hardware de 
prueba y que rondan 1740 USD. - 
 
Tabla 2. Cálculo del costo total del sistema de RV en USD. (Elaboración propia) 
Componentes Precio (USD) 
Computador para RV 900 USD. - Aprox. (especificaciones mínimas 
según Oculus rift) 
Oculus rift 599 USD. - 
(No incluye envió e impuestos) 
Volante con forcefeedback 240 USD. - Aprox. 
Unity3D Versión gratuita. 
Total 1740 USD. - 
 
Estos cálculos varían constantemente, ya que la tecnología está avanzando rápidamente y 
los costos disminuyen, tanto para los dispositivos RV como para el hardware necesario. 
Además, una gran cantidad de empresas tanto occidentales como asiáticas se atreven con 
mayor convicción al desarrollo de sus propios HMD, con diferencias importantes en sus 
especificaciones y precios, lo que conllevaría a ser una competencia que beneficiara a los 
usuarios y a la tecnología en general. 
 
Este costo total, se puede considerar bajo si es comparado con otras opciones de realidad 
virtual como lo son los CAVE, que hasta el 2016 han gozado de alta participación en el 
ámbito educacional, pero que debido a los avances de los visores/HMD puedan estar 
perdiendo protagonismo debido a la gran diferencia de sensación y costos.  
 
Los elementos anteriormente seleccionados constituyen el mejor costo/rendimiento del 
mercado (información actualizada a diciembre del 2016), buscando proporcionar 
sensaciones inmersivas de alta calidad, pero con las mejores opciones que ofrece el 
comercio tecnológico hoy en día. Para una compañía u organización que desea entrenar a 
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sus colaboradores en alguna tarea específica, para emprendimientos innovadores con RV, 
para uso público o privado de entrenamiento y practica de vehículos motorizados o 
inclusive para usos más profesionales relacionados a la medicina y ciencia, los costos 
calculados son altamente accesibles, en especial si la idea a proyectar causa impactos 
beneficiosos no calculados previamente. 
 
 
II.4. Metodología de implementación  
 
Ya analizados los elementos que componen el sistema de realidad virtual empleado para 
las pruebas, y mencionadas algunas de sus ventajas, el articulo describirá en esta sección 
los detalles y pasos necesarios para implementar el sistema, incorporando ejemplos 
derivados del caso de estudio propuesto (simulación de sistemas de evacuación en 
edificios).  
 
A modo introductorio, se presenta el siguiente diagrama de flujo dividido en dos partes, 
que representa cada una de las decisiones y variables pertinentes a cada dimensión de paso 
metodológico: 
 
Las dos primeras dimensiones abarcan los cimientos que se delinearan para construir el 
proyecto, desde su principal objetivo hasta la factibilidad que tendrá para su realización. 
 
 





Las tres últimas dimensiones corresponden al desarrollo de todo el proyecto hasta su 
finalización aportando resultados a la comunidad. 
 
 
Figura 6 (parte 2). Diagrama de flujo de la metodología propuesta. (Elaboración 
propia) 
 
Uniendo ambas partes se puede visualizar el diagrama completo con sus cinco 
dimensiones, representando resumidamente, cómo está compuesta la metodología 
propuesta para lograr exitosamente un proyecto de realidad virtual, ya sea con motivo 
educacional o económico. 
 
 
II.4.1. Definir Objetivos generales e interiorizarse con la realidad virtual 
 
Es necesario planificar los objetivos generales a seguir, responderse las siguientes 
preguntas es un gran paso para definir estos objetivos, establecer algunos límites y 
reconocer los beneficios: ¿Por qué trabajar con la realidad virtual?; ¿Qué beneficios traerá 
versus opciones tradicionales? En primera instancia es importante analizar las ideas 
preliminares, recabar información e interiorizarse con la materia, ya que existe mucho 
conocimiento e información al respecto sobre esta tecnología y es fácil cometer algunos 
errores típicos en cuanto a expectativas, beneficios, costos, etc. Este artículo intenta 
corregir algunos de esos errores, dando muestra de una opción metodológica y sus 
resultados posteriores de experimentación, que puede tomar el lector para sus proyectos 




II.4.2. Factibilidades a considerar 
 
Se debe realizar un estudio de factibilidad dividida en cuatro variables importantes a 
considerar, con el fin de establecer si es posible llevar a cabo el proyecto (Quezada Celi, 
Riofrío Correa, & Palacos Montalván, 2010): 
 
 Factibilidad técnica: Evaluar si se cumple con los requerimientos a nivel de 
hardware, software y habilidades/conocimientos, todo esto según los horizontes 
gráficos e informáticos que se quieren manejar. 
Para Unity3D (software utilizado para la propuesta), los requerimientos necesarios 
no son altos, y se adecuan al objetivo de bajo costo que se quiere conseguir, aun 
así, deben superarse las especificaciones mínimas a nivel de hardware según 
Oculus Rift: “NVIDIA 960/AMD RX 470 o superior, CPU i3-6100 / AMD 
FX4350 o superior, 8 GB de RAM o más, salida gráfica HDMI 1.3 o posterior, 1 
puerto USB 3.0, 2 puertos USB 2.0 y Windows 8 o superior.” Estas 
especificaciones están recientemente actualizadas (octubre del 2016) por la 
compañía, luego de la inclusión de su nueva tecnología llamada ASW 
(Asynchronous Spacewarp), un acierto que se verá con más detalle en las próximas 
páginas. 
Estos componentes cumplen con justeza, y no estarían preparados para actuar de 
forma satisfactoria en motores gráficos, en especial si se trata de proyectos en RV, 
a pesar de la tecnología ASW.  
 
 Factibilidad Operacional: Analizar si el sistema de RV tendrá los efectos deseados 
en futuros usuarios, entregando buenas sensaciones y con un correcto 
funcionamiento, por tanto, se deben identificar elementos positivos que 
contribuirían con la correcta operación del sistema, y los elementos negativos para 
lograr erradicarlos antes de la puesta en marcha. 
 
Esta factibilidad está referida a las sensaciones de inmersión que pueda entregar 
el visor de RV, donde debe cuidarse la interacción del HMD- usuario, la aplicación 
a mostrar y su diseño. De estos factores depende en gran medida la experiencia 
final. 
 
 Factibilidad de plazos: Evaluar si es posible cumplir los plazos de tiempo 
delimitados en la planificación preliminar, controlando el tiempo necesario para 
lograr la implementación de un sistema de RV y elaborar resultados del caso de 




Es un factor de difícil determinación, dado que es una tecnología emergente y cada 
día surgen nuevas variables que ayudan a usuarios y desarrolladores. 
 
En la propuesta desarrollada en el presente artículo, lo que comprende a la 
implementación del sistema con los avances hasta fines del 2016, el diseño 
pertinente al edificio de la facultad y posteriores pruebas con Oculus rift, se 
establece en un horizonte temporal de tres meses aproximadamente con jornada 
part-time (180 hrs. Aproximadamente), donde la mayor parte del tiempo es 
dedicada exclusivamente al diseño y desarrollo del ambiente virtual. Estas 
estimaciones pueden disminuir significativamente si se trata de un diseñador con 
conocimientos en motores gráficos. 
 
 Factibilidad económica: Evaluar si los beneficios a obtener lograrían cubrir los 
costos asociados al desarrollo, operación, logística, etc., del proyecto. 
 
Si se trata de beneficios económicos se debe tener especial cuidado con los 
estudios financieros a realizar, ya que, dependiendo del tipo de idea o proyecto a 
ejecutarse, lo más probable es que no exista un método de comparación e historial 
del producto/servicio a realizar, por lo que el precio, mercado objetivo, marketing, 
plaza, etc., deberá ser determinado por el jefe de proyecto. (no aplica para esta 
investigación o áreas de educación e investigación, al ser sin fines 
económicos/financieros). 
 
Por otra parte, pueden ser beneficios intangibles, más ligados al ámbito 
educacional en una gran cantidad de ramas del conocimiento. Estos beneficios 
pueden ser establecidos por metas u objetivos cumplidos, entre otros. 
 
Una vez evaluadas las distintas factibilidades, y cumpliendo con cada una de ellas (si el 
proyecto lo requiriese), será posible proceder en la implementación del sistema. 
 
II.4.3.   Equipo y componentes necesarios 
 
Para determinar todo el equipo y componentes a utilizar con la máxima precisión posible 
y cuidando el concepto de bajo costo, será conveniente determinar primero cual es la 
exigencia grafica que se utilizara, ya que hay una gran diferencia de costos entre un 
proyecto avanzado con altos niveles gráficos, texturas, renderización y detallado (como 
por ejemplo una cirugía de órganos vitales)  versus uno más bien básico, educativo, 
general o de muestra con resultados más que aceptables en proyectos de investigación 
(como por ejemplo una visita virtual o clases de manejo de automóviles). 
 
Para este estudio, la metodología se centrará en un sistema que pueda solucionar la opción 
educativa o general, y que siga como principales estandartes la inmersión con un bajo 
costo, ya que no se profundizará en especificaciones más avanzadas que necesiten niveles 
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gráficos profesionales, habilidades/conocimientos avanzados y HMDs que no se puedan 
encontrar en el comercio. 
 
Entonces, ¿cómo conseguir el equipo que ofrezca el rendimiento más aceptable posible 
con el costo más bajo posible y que se puedan encontrar en el comercio (componentes 
COSTS), para proyectos generales que puedan proporcionar la inmersión buscada? 
Primero se dividirán los componentes críticos necesarios para implementar un sistema de 
realidad virtual, y luego se determinarán las mejores opciones.  
 
Los componentes más importantes y críticos del proyecto son: el HMD o visor/gafas de 
realidad virtual, la tarjeta de video o GPU, el procesador o CPU y si fuese necesario para 
el proyecto un volante con forcefeedback. No están descritos como críticos otros 
componentes que componen el sistema (que si están contemplados en los costos totales), 
esto básicamente por ser genéricos y de precios similares para llegar a los mismos 
rendimientos, por nombrar algunos como la placa madre, la memoria RAM, disco duro, 
periféricos (mouse y teclado), pantalla/monitor (que debe proporcionar una resolución de 
por lo menos 1080P), motores de juegos o gráficos (en sus versiones de libre acceso o 
suscripción mensual), joystick, torre, etc. 
 
Los componentes críticos determinaran hasta donde se quiere llegar con el proyecto, 
aumentando o disminuyendo los límites a los que se pueda aspirar. El siguiente cuadro 
muestra una comparativa de estos componentes en función a el rendimiento 
predeterminado a obtener versus su costo en el mercado. 
 









El grafico muestra un universo de componentes seleccionados para este estudio, donde 
son divididos en tres sub-universos, celeste para las GPU, amarillo para los CPU y gris 
para los HMDs. La zona circular delimita los componentes ideales por sub-universo en 
función a un alto rendimiento por bajo costo. También se aprecia como el HMD de 
Facebook (O. Rift) queda fuera de este círculo ideal, pero en este artículo es la primera 
opción cuando de seleccionar un visor se trata, esto se explica gracias a la tecnología de 
ASW y algunas consideraciones extras que se nombraran a la brevedad. 
 
Algunos de los elementos seleccionados para las pruebas (descritos en la sección 3) 
superan las especificaciones mínimas recomendada por Oculus, pero integran los círculos 
ideales delimitados en el gráfico de costo vs rendimiento. Una consideración importante 
es que Oculus rift no es la opción menos costosa, y existen HMDs con algunas variables 
de precio y requirimientos que lo igualan o superan, pero éste, al ser un HMD equilibrado 
entre todas las especificaciones y tener un soporte directo con Unity3D, se acerca a una 
opción sólida que cubre proyectos básicos o incluso algo más avanzados. Esto último se 
puede reafirmar gracias a su tecnología Asynchronous SpaceWarp (ASW) (Oculus VR, 
LLC, 2016), que funciona tomando como referencia los dos últimos fotogramas generados 
por su SDK, calculando sus diferencias e "inventándose" uno nuevo basado en una 
estimación de cuál sería el siguiente en función de los sensores de movimiento y de las 
diferencias entre los dos anteriores. Esto hace que la aplicación reduzca su rendimiento a 
45 frames por segundo simulando 90 frames constantes, un acierto a nivel de software de 
parte de la compañía, que da la posibilidad de bajar aún más en las especificaciones 
graficas (relacionadas a la tarjeta de video) y revitalizar tarjetas de video que mejoraran 
su rendimiento para la RV. 
 
Entonces, para la implementación del sistema los componentes críticos seleccionados en 
función al costo y rendimiento son: 
 
HMD: 1) Oculus rift (Oculus VR, LLC., 2017): Por su versatilidad, equilibrio de 
especificaciones, rendimiento extra para GPU con ASW y compatibilidad total con Unity. 
2) OSVR HDK2 (Open Source Virtual Reality, 2016): Con especificaciones muy 
similares al rift, es un dispositivo que aún está en fase de desarrollo, pero tiene un alto 
potencial, y totalmente viable para llevar a cabo proyectos, aunque pierde en rendimiento 
desde la perspectiva de tecnologías que usa Oculus (ASW). 3) PIMAX 4K (Pimax.All 
rights reserved, 2016): La opción menos costosa de entre las tres seleccionadas. Posee el 
doble de resolución de un Oculus, lo que entrega más claridad visual, pero con una tasa 
de frecuencia de actualización menor (60hz versus los 90hz nativos del rift) que 
significaría una menor naturalidad en los movimientos y visualización. No posee 
posicionamiento absoluto. 
 
GPU: 1) Nvidia GTX1060 6gb/ AMD RX480 8gb: Son las mejores GPU en 
precio/rendimiento del mercado (de US$240 a US$260 aprox.), con un escalón más alto 
que las especificaciones mínimas que manejan los fabricantes de HMD comerciales. Con 
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estas GPU es factible incluso la ejecución de juegos de RV con altos requerimientos 
gráficos y una eficiente tasa de frames por segundo (que son determinantes para una 
experiencia fluida e inmersiva). En primera opción, si se manejan ambas GPU en el 
mercado (Nvidia y AMD) es preferible seleccionar Nvidia, ya que mantiene una mayor 
frecuencia de actualización de su software y el rendimiento es ligeramente superior en 
RV. Con esta generación de tarjetas se podría trabajar por los próximos dos años 
aproximadamente en Unity, luego de cumplir con estos plazos quedan obsoletas, en 
especial en aplicaciones graficas (juegos). 2) Nvidia GTX1070 8gb: GPU ampliamente 
superior a las anteriores, con un precio más alto también (entre US$440-500), pero 
relativamente correcto en comparación a lo que rinde. Esta tarjeta, en la actualidad permite 
trabajar con horizontes temporales amplios en RV (no quedara obsoleta antes de los 
próximos tres años), en especial si es para proyectos gráficos, con motores y aplicaciones 
de modelado que pueden ampliarse a probablemente cinco o más años de usabilidad. 3) 
Nvidia GTX 970 4gb: Una GPU de generaciones anteriores, y que provee rendimiento 
suficiente para trabajar con Unity en proyectos básicos, pero superada por la 
GTX1060/RX480. El precio de esta Tarjeta en el mercado es superior a la de una 
GTX1060, pero si es posible conseguir una GTX970 de segunda mano, el precio 
descenderá significativamente, por lo que la hace una opción atractiva. Esto debido a que 
ya es una tarjeta obsoleta (por la salida de nuevas generaciones de GPU cada año), pero 
que mantiene un excelente rendimiento a menos de US$200 (2° mano). 
 
CPU: Existe una gran variedad de procesadores en el mercado, los cuales varían en 
factores relevantes como cantidad de cores (núcleos), frecuencia, arquitectura, etc. por lo 
que hacer una delimitación de cuál es el mejor en función al costo/rendimiento se hace 
más complejo que el hardware antes seleccionado. Aun así, el mercado actual de los 
procesadores, y en lo que se refiere a la RV, está liderado completamente por Intel gracias 
a su excelencia en rendimiento y eficiencia, por lo que las mejores opciones se extraerán 
de las CPU fabricadas por esta compañía, considerando, además, el liderazgo de 
rendimiento en RV respecto a este mercado. La elección por cantidad de cores o núcleos 
y frecuencia (en MHz) determinara en gran medida el rendimiento de un procesador (para 
el caso de una CPU Intel). En general, para lo que a aplicaciones graficas se refiere, y para 
un uso dedicado a Unity, un procesador Intel de cuatro cores (I5), con arquitectura Skylake 
o algunos Haswell, con una frecuencia mayor o igual a 3300 MHz (base), cubrirían con 
cierta holgura las necesidades de proyectos genéricos y algunos incluso más complejos. 
En programas más avanzados y cercano a lo profesional, ya sea modelado, renderización, 
diseños, etc., que necesiten exprimir en gran medida un CPU y ahorrando tiempos de 
espera, se debe evaluar la adquisición de procesadores que igualen o superen los seis 
núcleos o CPUs de cuatro núcleos de gama alta. Entonces, para este caso de estudio, los 
elementos a seleccionar según la generación de procesadores actuales: 1) Intel core I5 
6500 o 6600, con valores de US$200 y US$220 respectivamente, entregan rendimientos 
adecuados para aplicaciones gráficas, siendo un excelente procesador para acompañar 
GPU GTX1060/RX480, en tarjeta de video superiores como GTX1070/80 pueden 
provocar cuellos de botellas en algunas aplicaciones. 2) Intel core I7 6700, de un valor 
aproximado de US$300, cumple y supera los requerimientos para trabajar en programas 
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como Unity o incluso más complejos sin ningún problema. 3) Intel core I7 6700K (versión 
desbloqueada para aplicar subidas de frecuencia caseras o Overclock), de un valor 
aproximado de US330, está a la cabeza de procesadores en cuanto a rendimiento, pero el 
costo se desvía del objetivo de este artículo. Es un procesador que otorga todo el 
rendimiento posible de las tarjetas de video más poderosas del mercado (GTX TITAN Z 
/ GTX 1080). Como se anunciaba, el mercado de procesadores es mucho más amplio que 
el de las GPU y HMD, por lo que el lector puede decidir opciones similares a un I5 6600 
para asegurar buenos rendimientos de parte de este componente. Para esta investigación 
se utiliza un Intel I5 4590, de similares prestaciones y precio que un I5 6500, pero de 
generaciones anteriores. 
 
Volante con forcefeedback (solo si el proyecto lo requiriese): Existen muchos dispositivos 
tipo volantes de carreras en el mercado, pero la gama baja, media, alta y profesional está 
fuertemente delimitada. Para entregar sensaciones realistas del comportamiento de un 
automóvil y la información que se traspasa de la pista a las ruedas, y luego al volante, nos 
limitaremos a observar los dispositivos de gama media, ya que los de gama baja no poseen 
forcefeedback o es muy nefasto, además de ser de materiales de construcción de muy baja 
calidad, y los de gama alta se escapan de sobremanera del objetivo de bajo costo, 
superando fácilmente los US$400. Dentro de la gama media de estos dispositivos, no es 
difícil decidir un hardware lo más completo posible, de buena calidad y buen 
forcefeedback que se encuentran en el mercado. 1) Logitech G29 o G920: El mejor volante 
en cuanto a precio/rendimiento del mercado, muy completo, gran cantidad de stock y de 
gran calidad. El precio ronda entre US340-365 (volante más palanca de cambios o shifter). 
2) Logitech driving force GT: Es bastante económico y cumple con un buen 
forcefeedback, a pesar de su antigüedad todavía se puede encontrar en el comercio por 
US$130-150. Debe modificarse para instalar palanca de cambio y embriague, con partes 
de otros componentes.  
 
Nota importante: el volante Logitech G27, que podría ser la primera opción en esta lista, 
se encuentra descontinuado, pero aún se pueden encontrar en el comercio, o incluso en 
buen estado de 2° mano, por lo que es la mejor opción posible si se logra conseguir, dentro 
de la gama media de estos dispositivos. 
 
Otro de los importantes componentes a considerar (el cual no se establece como critico), 
es el motor gráfico a utilizar, en este caso, un motor de juego el cual ya ha sido mencionado 
con anterioridad en este artículo: Unity3D. 
 
Se puede descargar desde su página web https://unity3d.com (Unity, 2017) y su uso es 
gratuito para proyectos personales (opción básica). Es deseable poseer conocimientos 
previos de diseño y programación en este tipo de motores si se necesitan resultados al 
corto/mediano plazo, pero no son habilidades excluyentes, ya que debido a la gran 
cantidad de información en internet y a la facilidad de uso del programa es posible el 
aprendizaje de diseño de entornos virtuales, lo que permite avanzar en conocimientos de 




Unity3D permite la total compatibilidad con Oculus rift gracias a su sociedad, es decir, 
después de crear cualquier tipo de proyecto es posible visualizarlo con este HMD cuando 
sea pertinente o hacer un uso conjunto ya sea para calibrar las dimensiones del mundo 
virtual o probar los diferentes efectos que puedan incluirse en la escala real que 
proporcionan estos visores de realidad virtual. 
 
Por último, es necesario evaluar los recursos humanos (componente humano) a utilizar, 
para proyectos con fines de lucro, ya que, dependiendo del equipo de trabajo, o de las 
necesidades que necesite el proyecto, los costos asociados podrían aumentar en función 
de la mano de obra que deba utilizarse. Para un proyecto generalizado, bastaría con dos 
personas preferentemente. Las habilidades más relevantes serán las asociadas con 
conocimientos de diseño gráfico, deseablemente con motores de juegos y habilidades 
informáticas de programación. 
 
II.4.4. Planificar el sistema de RV: Caso de uso “Modelación en 3D del sistema de 
evacuación del edificio de la facultad de ingeniería A2” 
 
Para definir el caso de uso con el cual experimentar se deben solucionar primero las 
interrogantes: ¿cuándo? y ¿cómo?, por lo que se deben determinar las fechas y plazos de 
ejecución. El cómo dependerá de los recursos informáticos a utilizar. En este estudio, el 
cómo se resolvió gracias a tres programas de diseño claves que se muestran en la sección 
4.5. 
 
El caso de uso de este artículo se remite a la modelación en 3D del sistema de evacuación 
de un edificio, y más específicamente, en un ambiente virtual simulando la facultad de 
ingeniería (A2) de la Universidad Andrés Bello, siendo posible gracias a motores gráficos 
y programas de modelación que se verán más en detalle en la próxima sección. Estos 
programas pueden aportar no solo en recrear los espacios virtuales, sino también acciones 
como fuego, movimiento del espacio asemejándose a un terremoto, sonidos de alerta, 
multitud, siniestro, etc. todo lo anterior puede enlazarse con una Inteligencia Artificial 
(IA) para dar más realismo, programando desde acciones del usuario hasta el movimiento 
aleatorio de la multitud ficticia, al igual como ocurre en los videojuegos. 
 
Las ventajas de la realidad virtual, ya mencionadas en la sección 3, son vitales y se 
adecuan perfectamente al caso de uso propuesto, permitiendo combatir el 
desconocimiento en estas situaciones, fobias/alteraciones, riesgos, errores típicos, etc. y 
puede ser utilizado por igual tanto para estudiantes o colaboradores de la Universidad, 
como para profesionales en el tema como bomberos, rescatistas, etc. Facultando a los 
usuarios de sensaciones de inmersión, y/o permitiendo conocer los espacios de algún 





II.4.5. Diseño de un entorno de realidad virtual 
 
Como ya se ha mencionado anteriormente, la realización propia de un entorno de RV será 
clave para demostrar la viabilidad en pruebas con un ambiente conocido, como lo es la 
dependencia de la facultad de ingeniería de la Universidad Andrés Bello. 
 
II.4.5.1. Descripción del modelo a diseñar en 3D 
 
El edificio a diseñar consta de seis pisos y con más de 12.300 mt2. Está ubicado en 
Antonio Varas 880, Providencia, Santiago de Chile y es utilizado por la Universidad 
Andrés Bello para las carreras de Ingeniera principalmente. 
 
 
Figura 7. Entrada edificio A2 de la facultad. (Elaboración propia) 
 
II.4.5.2. Muestreo del modelo 
 
Como se trata de modelar espacios y objetos existentes, la recaudación de información fue 
a través de fotografías, tomadas de diferentes zonas del edificio, distintos pisos y ángulos. 
Este muestreo permitió recabar información general y más detallada, que deriva en un 
mejor manejo de fragmentos que se escapan de la memoria cotidiana y la costumbre de 
visitar el mismo lugar todos los días.  
 
II.4.5.3. Identificación de variables relacionadas al modelo 
 
Una vez analizadas las fotografías, y el lugar in situ, fue necesario identificar con más 
conciencia las variables relacionadas al modelo general, es decir, el edificio. Dentro de 
estas variables encontramos 1) lugares y espacios importantes, que son los ejes del 
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recorrido o descansos del alumnado, 2) estructuras relevantes como por ejemplo puertas, 
escaleras, columnas, formas u objetos, etc., 3) señales de emergencia, como también de 
precaución, zonas de seguridad, red secas y húmedas que permanecen en cada piso del 
edificio, señales de evacuación, etc. 
 
 
II.4.5.4. Herramientas de modelado y diseño 
 
Para realizar este edificio en 3D se utilizó el programa de acceso gratuito Sweet Home 3D 
(SWH3D) (Sweet Home 3D® version 5.3, 2006-2017), dada la facilidad que otorga para 
construir interiores de casas y edificios, y en especial una estructura de tal magnitud que 




Figura 8. Vista de SWH3D en funcionamiento. (Elaboración propia) 
 
 
También es utilizada la aplicación 3DS Max 2017 (Autodesk, 2017), en su versión de 
prueba gratuita (1 mes). La aplicación ayuda especialmente en la creación o modificación 
de objetos importantes y complejos, como escaleras, barandas, puertas y ventanas, formas 





Figura 9. Vista de 3DS MAX en funcionamiento. (Elaboración propia) 
 
Por último, para integrar todo lo anterior, mejorar detalles gráficos e incorporar la realidad 
virtual al modelo, es utilizado Unity3D (Unity, 2017) como el motor gráfico principal, 
dadas sus ventajas ya mencionadas anteriormente. 
 
II.4.5.5. Modelación y ensamblaje del edificio 
 
La construcción y modificación de objetos por medio de 3DS Max 2017 permitió 
aumentar las posibilidades en diseño, muy limitadas por SWH3D, por lo que se crean una 
gran cantidad de objetos importantes (escaleras, ventanas, puertas, cubos y geometrías) 
que luego son exportados al programa SWH3D.  
 
Es decir, para la creación de objetos se utilizaría 3DS Max 2017 y para la creación de 
espacios horizontales y verticales, sumados a paredes, techos y fijar algunas texturas se 
utilizaría Sweet home 3D. 
 
Luego de construir el modelo por medio de Sweet home 3D, es transformado a formato 
“.OBJ” para trasladar el edificio como un objeto a Unity3D y terminar detalles 
importantes, incluyendo la terminación de un piso “-1” y el agregado de texturas restantes. 
 
Finalmente, es posible gracias a la integración de Oculus en Unity, visualizar fácilmente 
el trabajo realizado a través del HMD, recorrer las instalaciones construidas, observar los 









Se ha propuesto entonces, la metodología de implementación de un sistema de realidad a 
bajo costo, para situaciones de emergencia, con simplicidad en cuanto a su adquisición (a 
nivel tecnológico), permitida principalmente por los avances tecnológicos de los últimos 
años y el comercio global que traspasa fronteras con solo un clic. 
 
Pero la complejidad aumenta una vez que nos adentramos en la planificación y en el uso 
que se le pueda dar a estos sistemas de realidad virtual. Esto ha conllevado al nacimiento 
de varias propuestas educacionales asociadas a los videojuegos (carreras universitarias) o 
incluso cursos o especialidades ligadas al uso de motores de juegos como Unity, 
Cryengine, Unreal Engine, etc. En Chile, estos conocimientos serán cada vez más 
relevantes y cotizados, ya que existe “materia prima” tanto en el factor humano como 
tecnológico. 
 
El caso de uso, ambientado en instalaciones de la Universidad Andrés Bello permitió 
visualizar las ventajas y dificultades que suponen un proyecto profesional de esta 
envergadura, desde sus inicios hasta la finalización de éste. Los resultados son alentadores 
desde una perspectiva del diseño, otorgando gran similitud con los espacios reales, y que 
en manos expertas los detalles gráficos y acciones/lógicas que se puedan incluir en este 




Figura.10. comparación escaleras real vs virtual. (Elaboración propia) 
 
 
La decisión de centrar la investigación en Oculus y Unity parecen acertadas, ya que se 
combinan perfectamente y el visor, de propiedad de Facebook, probablemente se 
mantenga como Líder y pionero de estas tecnologías en los próximos años, aunque no es 
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descartable que pueda ser superado en especificaciones y precios, por la alta competencia 
que ha generado la RV. 
 
Por último, desde el punto de vista del entrenamiento y aprendizaje se estima una mejora 
sustancial respecto a métodos tradicionales, en especial en áreas de la medicina, educación 
e industria. Y es sobresaliente la calidad e inmersión en simuladores de conducción de 
artefactos de maquinaria o automovilismo, ya que la escala real del mundo virtual, sumado 
a la sensación de un volante y pedaleras son bastante similares a la realidad de conducir 
alguno de estos vehículos. Por tanto, la realidad virtual es especialmente beneficiosa para 
la simulación de maquinaria, conducción, aviación, turismo, y cualquier tipo de artefacto 
que podríamos manejar para aprender a usar o practicar. No así con situaciones de 
entrenamiento en las que el usuario es el que realiza los movimientos en el mundo virtual, 
es decir, como juegos tipo FPS (primera persona) o Shooter en donde el objetivo será 
moverse con libertad para ejecutar acciones, ya que además de producir mareos, el mismo 
sistema de realidad virtual limita nuestros movimientos, por dos razones fundamentales: 
primero, los HMD están conectados directamente al Computador vía cable HDMI, esto 
beneficiaria al tiempo de respuesta inmediato que necesitaría el tracking pero afecta en 
demasía a la cantidad de movimiento y comodidad (como giros 360° desde nuestro eje 
que implican problemas con el cableado), y segundo, a pesar que la tecnología de room 
scale (escala de habitación) propuesta por HTC vive y asimilada por Oculus a fines del 
2016, que propone principalmente el movimiento del usuario en un espacio determinado, 
es aun arcaica respecto al movimiento real, y son escalas de unos cuantos metros (sin 
contar el riesgo latente que implica movernos a ciegas con el visor). Existen otras 
soluciones que otorgan libertad de movimiento como Virtuix Omni (Virtuix™, 2017) o 
similares, pero por el alto costo no están incluidas como una parte fundamental del 
sistema. 
 
Estas dificultades antes descritas no son decisivas, y están determinadas principalmente 
por la aplicación. Al igual que importantes avances tecnológicos como el teléfono, 
internet, automóviles, etc. Fueron en un principio arcaicos y presentaron dificultades de 
distinta índole, la RV hoy en día está viviendo una etapa similar, pero con crecimientos y 
avances acelerados.  
 
 
II.5.1. Limitaciones  
 
Algunas de las limitaciones más importantes del sistema de realidad virtual propuesto 
tienen directa relación a una tecnología que aún se encuentra en fase de desarrollo y 
aprendizaje, pero como ya se ha mencionado anteriormente es cuestión de tiempo para ver 







Estas limitaciones tienen que ver con: 
 
 Alta dificultad de programar juegos o serious games con acciones y lógicas más 
avanzadas. Contratar a un profesional implicaría un aumento de gastos importante. 
 Sin un experto, parece complejo mantener un proyecto estable en el tiempo, en 
instituciones u organizaciones. 
 La realidad virtual provoca mareos leves o fuertes dependiendo del usuario y la 
aplicación, generalmente en controles clásicos (joystick o gamepad) Es un 
problema transversal de la tecnología (no parece tan relevante en juegos o demos 
donde el usuario permanezca inmóvil en un artefacto móvil como un automóvil o 
maquinaria, por ejemplo). Por lo que se necesita cuidar la forma en que nos 
desplazamos en los mundos virtuales a crear y la experiencia debe ser por periodos 
controlados. 
 
Todas estas dificultades se pueden resolver con un equipo de trabajo especializado y una 




El estudio aporto muchos elementos rescatables que se logran integrar en el presente 
artículo, los cuales se fueron descubriendo con la lectura de tesis, artículos, textos, libros, 
etc. Uno de estos elementos es el tremendo potencial de la realidad virtual para el ser 
humano, ya que rompe las barreras físicas y temporales y tiene la característica de 
transpórtanos a lugares inimaginables o hacernos sentir eventos ficticios por reales.  
 
Fue posible establecer un marco metodológico para la implementación de estos sistemas 
tan poco comunes, con la intención de ser una ayuda y guía tanto para usuarios 
principiantes como los ya avanzados que requieran de alguna información extra contenida 
en esta investigación.  
 
La metodología propuesta es dividida en cinco dimensiones de acciones a realizar que 
siguen una planificación ordenada de decisiones que deben llevarse a cabo para una 
realización exitosa, y cubre desde la determinación del objetivo a seguir, factibilidad del 
sistema, equipo y componentes a considerar, planificación del caso de uso, hasta el 
desarrollo del espacio virtual a recrear. 
 
De estas dimensiones, y más específicamente, de “equipo y componentes a considerar”, 
se enlaza el concepto de bajo costo con el cual fueron seleccionados los elementos que 
cumplen con los requisitos (superando las especificaciones mínimas de los fabricantes) 
para llevar a cabo un proyecto de realidad virtual, considerando un corto o mediano plazo, 
esto a causa del rápido avance tecnológico que descontinua ciertos productos o varían 
44 
 
significativamente los precios de estos. No sería extraño conseguir un HMD similar al Rift 
a menos de la mitad de precio que ostenta hoy en día en uno o dos años más. 
 
En general, la metodología aporta elementos claves como la información del hardware a 
seleccionar o como realizar un ambiente en 3D con opciones intuitivas, entre otros, esto 
con la intención de ayudar a usuarios principiantes o sin muchos conocimientos 
tecnológicos relacionados a la RV o hardware de PC, que quieran adentrarse en algún 
proyecto en realidad virtual, ya que, es un área nueva y fascinante, que vale la pena 
descubrir y proyectar. 
 
Los trabajos futuros relacionados con la realidad virtual pueden abarcar una infinidad de 
temas y campos del conocimiento en un ámbito internacional, pero en Chile podría ser 
vital concentrarlo en las áreas de mayor aporte económico como minería, salud, industria, 
pesca, servicios, etc. y/o cubrir áreas con debilidades en nuestra sociedad como logística, 
educación, seguridad, etc. Es posible que nazcan nuevas ideas o grandes innovaciones en 
Chile relacionadas a algunos de estos temas para la realidad virtual inmersiva, pero es una 
tarea de la comunidad estudiantil y científica propiciar el ambiente y las herramientas 
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Instructivo para el desarrollo de ambientes/modelos 3D simplificados, y como 
adaptar en realidad virtual 
Este instructivo da muestra del método utilizado para desarrollar el ambiente virtual 
propuesto en el artículo, el cual revelara los pasos a seguir, el orden utilizado y algunos 
tips clave. Es un método para usuarios que quieran aprender, necesiten modelar un 
ambiente simple o no tengan muchos conocimientos respecto a la utilización de motores 
gráficos o programación. Las aplicaciones a utilizar son básicamente Sweet Home 3D, 
3DS MAX2017 y Unity3D, respectivamente, y todas son de uso gratuito en sus formatos 
básicos (3DS MAX2017 tiene una suscripción gratuita que funciona durante 1 mes). 
Sweet Home 3D (SWH3D): Ayuda a modelar interiores con increíble rapidez y 
simplicidad, no es una aplicación potente, pero cumple con el cometido de recrear 
espacios, ubicar objetos y calcular los interiores con certeza. Por lo que es el programa 
base para crear escenarios 3D en este instructivo. Por defecto, el software incluye cientos 
de objetos que se pueden colocar en el ambiente virtual como camas, armarios, escaleras, 
puertas, etc. y en la misma página web se pueden descargar muchos más. 
3DS MAX2017: Software de modelado, animación y renderización 3D 3ds Max, utilizado 
para crear algunos objetos complejos como escaleras, ventanas, entradas, etc. Con muchas 
opciones de formato, lo que facilita la conexión entre SWH3D y Unity3D. No es 
imprescindible ya que puede ser reemplazado por un software de similares características 
para este cometido (ya que hay muchos), pero para el proyecto del artículo se acomoda y 
cumple con las necesidades requeridas. 
Unity3D: Es un motor gráfico o de videojuegos, que en este caso es utilizado 
principalmente para mejorar detalles gráficos, visualizar, explorar el ambiente como si de 
un juego se tratase (first-person) y agregar efectos. Estas acciones son solo una pequeña 
porción de todo del potencial que puede entregar este motor. Es un software muy intuitivo, 
pero para profundizar en él se deben tener conocimientos profesionales, ya sea de 
diseñador o programador, aunque eso no implica que se pueda utilizar y aprender de forma 
autónoma, dada la gran cantidad de material de aprendizaje como tutoriales, guías, foros, 
etc. que se encuentran en la red. En un nivel de diseño es perfectamente utilizable y 
aprovechable, como lo demuestra el caso de uso realizado en el artículo. 
Este instructivo otorgara mayor énfasis en SWH3D y Unity3D, ya que 3ds Max es solo 
para modelar objetos que se necesitarían, y es de mayor complejidad de utilización que 
los dos anteriores, por lo que se nombraran los detalles más importantes respecto a él. 
Entonces, el método para lograr modelar un ambiente 3D, y ejecutarlo en unity3D, que 





1.- Descargar:  
Sweet Home 3D, desde su página Web (se recomienda descargar versión instalable) 
http://www.sweethome3d.com/es/ 
3DS MAX2017, http://www.autodesk.es/products/3ds-max/free-trial  
Unity3D, https://unity3d.com/es/get-unity/download 
2.- Para empezar a trabajar en SWH3D solo se necesitarán las medidas de los espacios a 
recrear, a modo de ejemplo se construye un interior rectangular de 2x4x2 metros. 
 
 
Figura A.1: Vista de SWH3D, indicando la selección de “crear paredes” y “crear 
habitaciones”, con pared creada de 2x4x2 metros. 
Dentro del círculo rojo se encuentra la selección de “crear paredes” y “crear habitaciones” 
respectivamente, estas acciones permiten construir espacios con unos simples clics. 
Primero se selecciona la opción de crear paredes para construir los límites del ambiente 
virtual que se quiere modelar, para luego incluir la opción de crear habitaciones, que es 
básicamente la inclusión de suelo en los límites antes construidos. 
Tanto para modificar las paredes como para modificar las habitaciones (suelo), se debe 
volver a la opción “seleccionar objetos en el plano” y clickear (clic derecho) sobre la pared 
o habitación que se quiera modificar, ya sea en su altura, color, textura, grosor, etc. Es de 
mencionar una de las páginas más utilizadas para encontrar texturas (sumada a la página 





Figura A.2: Vista de opciones “seleccionar objetos en el plano” y “Modificar 
Habitaciones…” 
Dentro de las opciones de “Modificar Habitaciones…” encontramos un recuadro “Mostrar 
Techo”, este recuadro se puede activar o desactivar según las necesidades que adquiera el 
modelo, por defecto está activo, pero si se diseña un espacio de varios niveles, y con 
espacios abiertos que permitan visualizar los niveles superiores (como un centro 
comercial), se podrá desactivar para que no incluya techo. 
 
 




Luego de modelar el espacio con sus límites, agregar texturas o colores, etc. se pueden 
agregar los objetos a gusto del lector, en este caso se agregará una puerta grande de cristal, 
dos ventanas pequeñas y un escritorio. Estos objetos se pueden mover con libertad, rotar, 
agrandar o disminuir tamaño, cambiar color o textura, entre otras acciones. Las ventanas 
izquierdas de la aplicación gestionan los objetos, donde en la parte superior izquierda se 
pueden seleccionar los objetos de una lista predeterminada, y en la parte inferior izquierda 
visualizar los objetos que ya están integrados al modelo.  
 
 
Figura A.4: Vista de catálogo predeterminado, y modelo con los primeros objetos 
ubicados. 
En este punto es importante destacar que se utilizó la aplicación 3DS MAX para modelar 
objetos con mayor similitud a la realidad, como es el caso de las escaleras para el caso de 
uso propuesto en el proyecto. 
SWH3D solo admite un puñado de formatos de objetos entre los que se encuentran: OBJ, 
DAE, KMZ, 3DS, de los más importantes, por lo que se necesita un programa que pueda 
trabajar con estos formatos, idealmente en OBJ y 3DS. 
3.- Para importar modelos desde 3DS MAX a SWH3D es necesario crear o modificar un 
objeto en 3DS MAX, y en sus opciones de exportación (export selected) seleccionar 
guardar en formato OBJ, idealmente en alguna carpeta de rápido acceso, por defecto se 






Figura A.5: 3DS MAX con objeto “cónico” creado para exportar a formato OBJ. 
Luego, para importar el objeto ya creado a SWH3D debemos seleccionar en ventana de 
opciones del programa: Mobiliario > Importar Mobiliario > clic izq. en el cuadrado “Elegir 
modelo” > seleccionar el objeto creado desde la carpeta en donde fue guardado (se debe 
seleccionar el objeto en formato OBJ), ya seleccionado se podrá visualizar > siguiente > 
siguiente > se mostrara una ventana con diferentes opciones, vigilar la opción de incluir 
en catalogo para que el objeto se incluya al catálogo predeterminado (se podrá elegir a 
gusto su categoría) > siguiente > terminar. 
Esa fue en su mayoría la utilización de 3DS MAX, es decir crear objetos que no se 
encuentren en los catálogos, o modificarlos, buscando una referencia en internet, esto es, 
buscar archivos, objetos, etc. en formato OBJ o 3DS y ejecutarlos (importar) a la 
aplicación 3DS MAX, desde allí manejar, modificar o clonar lo que se necesite. Existe 
una infinidad de archivos con estos formatos en internet, pero algunas de las paginas 
utilizadas para encontrar objetos fueron: http://archive3d.net/ o http://tf3dm.com/ las 
cuales en su mayoría funcionan para 3DS MAX o Unity3D. 
Ya se puede incluir el modelo creado en otra aplicación (en este caso 3DS MAX) en el 
ambiente creado en SWH3D, y modificarlo también si se desea para que pueda encajar 





Figura A.6: Objeto “cónico” ya importado a SWH3D y ubicado en el ambiente virtual. 
4.- Finalmente, con el ambiente virtual o modelo 3D terminado, ya se puede abarcar desde 
un punto de vista más productivo. Es decir, transferir el modelo desde SWH3D a Unity3D. 
Para poder realizar esta acción, se debería tener instalado Unity, y crear un proyecto nuevo 
en sus opciones de inicio. Mantener Unity3D ejecutado. 
En SWH3D, ir a la barra de opciones superiores, y seleccionar: “Vista 3D” > Exportar a 
formato OBJ > Escribir un nombre del archivo y guardarlo en formato OBJ (está activo 
por defecto), importante guardar en una carpeta nueva, para que solo contenga los archivos 
guardados > clic en guardar > exportar todo (si es que se muestra esta opción) 
Con estos pasos ya se tiene el modelo guardado en formato OBJ y se puede visualizar 
desde Unity3D, para esto debemos ir a Unity y encontraremos varias ventanas y comandos 
(por defecto): Hierarchy, Scene, Assets, Inspector, Project, Console y Game. 
Arrastramos la carpeta que contiene los elementos guardados en el paso anterior en la 





Figura A.7: Vista de Unity3D, con carpeta creada en SWH3D (con el modelo 3D) y 
arrastrada a Assets en Unity. 
Antes de insertar el modelo 3D ya creado en Unity, se aclaran dos acciones importantes a 
tener en cuenta y una consideración: 
 Consideración: Los tamaños y dimensiones pueden ser muy diferentes entre 
SWH3D y Unity3D, por lo que en general, el modelo insertado será gigantesco en 
comparación con las dimensiones que maneja Unity, por lo que se deben vigilar 
las dimensiones. 
 Acción de Creación de Plano: se creará un suelo, con la intención de insertar 
posteriormente un assets de first-person para navegar dentro del modelo. Para crear 
un suelo se debe: en la ventana Hierarchy > create > 3D Object > Plane. Así estará 
creado el plano, luego se pueden modificar su posición, rotación o escala en la 
ventana Inspector. 
En este caso, se modificará la posición y escala: con el plano creado seleccionado 
> ventana Inspector > Position X: 0, Y:0, Z:0 y Scale: X: 50, Y:50, Z:50. 
 Acción de Creación de assets First-person: Unity3D otorga la opción de utilizar 
Assets predeterminados, pero se deben activar. Para activar el assests de first-
person para navegar por nuestro modelo 3D, y utilizarlo: 
Ir a opciones superiores, “Assets” > Import Package > Characters > se mostrará 
una cantidad de assets (activos), clic en Importar. 
Estos assets se agregan en la ventana de Assets en la esuina inferior izquierda, con 
el nombre “Standard Assets”. Se selecciona y posteriormente > carpeta 
“Characters” > carpeta “FirstPersonCharacter” > carpeta “Prefabs” > arrastramos 




Para insertar el modelo 3D del ambiente creado por SWH3D, hay que dirigirse a la carpeta 
antes arrastrada que contenía el modelo (en la ventana de Assets), y se encontraran varios 
archivos, de los cuales se seleccionara el que se muestra como el modelo creado 
anteriormente y se arrastrara a la escena (scene). 
Nota: el modelo en formato OBJ transferido desde SWH3D a Unity se visualizará con una 
escala gigantesca en esta última aplicación, pero se aconseja trabajar con tal escala, en 
caso de reproducción en RV, ya que, hacer una disminución de escala mermaría 
significativamente el rendimiento en la reproducción de la demo, lo que concluirá con 
fuertes sensaciones de mareo si el demo no mantiene 90 FPS estables, o 45 FPS por ASW 
de Oculus. 
Para evitar errores gráficos que se producen en el suelo, con el modelo seleccionado, y 
luego en Inspector > Position Y: 0.5 
Estos son solo algunos tips, y arreglos que se deben realizar, pero de aquí en adelante las 
opciones solo están limitadas por las capacidades y creatividad del usuario. 
 
 
Figura A.8: Modelo ingresado a Unity con vista desde First-person. 
5.- Este punto pretende enseñar brevemente como lograr visualizar el modelo ya creado e 
instalado en Unity3D, pero en realidad virtual. Todo esto bajo el supuesto de tener todo el 
hardware y software de RV listo y dispuesto para su utilización. 
Entonces, en Unity ejecutado con el proyecto, dirigirse  a “File” > Build Settings > en esta 
ventana se mostraran varias opciones, ya que Unity tiene soporte para diferentes sistemas 
operativos, en este caso, utilizaremos Windows x64 (por defecto está activo solo x86, por 
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lo que se debe cambiar a x86_x64), también, en esta ventana, en la esquina inferior 
izquierda se encuentra la opción “Player settings” (clickear) > se abrirán una serie de 
opciones en Inspector (lado derecho de Unity), buscar y seleccionar “Other Settings” > 
Rendering > Virtual Reality Supported > Activar. Al ser activada esta opción, y si se posee 
un Oculus Rift, mostrara justo debajo de la casilla el HMD a utilizar. Con estos pasos ya 





























Este Tabla compara CPUs (procesadores), utilizando miles de resultados de pruebas de 
rendimiento, y se actualiza diariamente. Este gráfico compara principalmente las CPU de 
escritorio y portátiles (notebooks), desde las CPU de gama alta (como los procesadores 
Intel Core2, Intel Core2 Quad y AMD Phenom Quad-Core) hasta las de gama media y de 
gama baja (como los procesadores Intel Pentium 4 y AMD Athlon).  
Fuente: www.cpubenchmark.net/common_cpus.html, actualizado al 26-01-2017 
Nota: Versiones U, MQ y HQ corresponde a procesadores de portátiles. Ej. Intel Core i7-
6700HQ @ 2.60GHz  
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Processor CPU Mark Price (USD) 
Intel Core i7-4930K @ 3.40GHz  13,052  $671.07  
Intel Core i7-5820K @ 3.30GHz  12,984  $389.99  
Intel Core i7-3930K @ 3.20GHz  12,028  $420.03  
Intel Core i7-4790K @ 4.00GHz  11,186  $339.99  
Intel Core i7-6700K @ 4.00GHz  11,106  $327.00  
AMD FX-9590 Eight-Core  10,281  $199.99  
Intel Core i7-4770K @ 3.50GHz  10,115  $399.00  
Intel Core i7-6700 @ 3.40GHz  10,030  $309.99  
Intel Core i7-4790 @ 3.60GHz  9,998  $313.12  
Intel Core i7-4770 @ 3.40GHz  9,805  $328.00  
Intel Core i7-3770K @ 3.50GHz  9,551  $449.00  
Intel Core i7-3770 @ 3.40GHz  9,322  $347.57  
Intel Core i7-3820 @ 3.60GHz  8,991  $258.69  
AMD FX-8350 Eight-Core  8,937  $149.99  
Intel Core i7-2600K @ 3.40GHz  8,483  $422.00  
Intel Core i7-2600 @ 3.40GHz  8,232  $405.73  
Intel Core i7-6700HQ @ 2.60GHz  8,111  $1,509.00*  
Intel Core i7-4720HQ @ 2.60GHz  8,039  NA  
AMD FX-8320 Eight-Core  8,009  $134.99  
Intel Core i5-6600K @ 3.50GHz  7,942  $239.99  
Intel Core i7-4710HQ @ 2.50GHz  7,814  NA  
Intel Core i7-4700HQ @ 2.40GHz  7,761  $383.00*  
Intel Core i5-6600 @ 3.30GHz  7,738  $219.99  
Intel Core i7-4700MQ @ 2.40GHz  7,725  $209.00*  
Intel Core i5-4690K @ 3.50GHz  7,718  $239.99  
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AMD FX-8150 Eight-Core  7,617  $165.99*  
Intel Core i5-4670K @ 3.40GHz  7,599  $255.89  
Intel Core i7-3630QM @ 2.40GHz  7,598  $271.45*  
Intel Core i5-4690 @ 3.50GHz  7,576  $232.27  
Intel Core i7-3610QM @ 2.30GHz  7,455  $399.99*  
Intel Core i5-4670 @ 3.40GHz  7,362  $232.99  
Intel Core i5-4590 @ 3.30GHz  7,197  $216.08  
Intel Core i5-6500 @ 3.20GHz  7,151  $203.21  
Intel Core i5-3570K @ 3.40GHz  7,133  $409.99  
Intel Core i5-4570 @ 3.20GHz  7,025  $229.95  
Intel Core i5-3570 @ 3.40GHz  7,001  $179.91  
Intel Core i7-3632QM @ 2.20GHz  6,924  $358.91*  
Intel Core i5-4460 @ 3.20GHz  6,633  $195.01  
Intel Core i5-3470 @ 3.20GHz  6,589  $250.00  
AMD FX-8120 Eight-Core  6,578  $173.18*  
Intel Core i5-2500K @ 3.30GHz  6,448  $279.00*  
Intel Core i5-4440 @ 3.10GHz  6,420  $195.01  
AMD FX-6300 Six-Core  6,342  $89.99  
Intel Core i5-2500 @ 3.30GHz  6,244  $227.73  
Intel Core i7-2670QM @ 2.20GHz  5,928  $174.92  
Intel Core i5-2400 @ 3.10GHz  5,864  $153.00  
AMD Phenom II X6 1090T  5,643  $392.58  
Intel Core i7-950 @ 3.07GHz  5,611  $199.03  
Intel Core i7-2630QM @ 2.00GHz  5,554  $184.91*  
Intel Core i3-6100 @ 3.70GHz  5,453  $119.99  
AMD FX-6100 Six-Core  5,397  $220.75*  
Intel Core i7-860 @ 2.80GHz  5,070  $94.99  
AMD Phenom II X6 1055T  5,023  $185.00*  
Intel Core i7-920 @ 2.67GHz  4,976  $210.22  
Intel Core i3-4130 @ 3.40GHz  4,769  $149.65  
Intel Core i7-6500U @ 2.50GHz  4,416  NA  
AMD Phenom II X4 965  4,231  $145.00*  
Intel Core i3-3220 @ 3.30GHz  4,211  $130.00  
AMD FX-4100 Quad-Core  4,037  $170.00  
Intel Core i5-4200M @ 2.50GHz  4,036  $179.99*  
Intel Core i5-3320M @ 2.60GHz  4,029  $154.63*  
Intel Core2 Quad Q9550 @ 2.83GHz  4,021  $202.77  
Intel Core i7-5500U @ 2.40GHz  4,002  NA  
AMD Phenom II X4 955  3,981  $129.20  
Intel Pentium G3258 @ 3.20GHz  3,949  $74.99  
Intel Core i5-6200U @ 2.30GHz  3,936  NA  
Intel Core i7-4510U @ 2.00GHz  3,927  NA  
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Intel Core i5-3230M @ 2.60GHz  3,916  $89.99  
Intel Core i3-2120 @ 3.30GHz  3,887  $95.00  
Intel Core i3-6100U @ 2.30GHz  3,882  $515.00*  
Intel Core i5-3210M @ 2.50GHz  3,791  $205.00  
Intel Core i7-4500U @ 1.80GHz  3,785  NA  
Intel Core i5-750 @ 2.67GHz  3,719  $239.99  
Intel Core i3-2100 @ 3.10GHz  3,647  $109.99  
Intel Core i5-2520M @ 2.50GHz  3,554  $258.82*  
Intel Core i5-5200U @ 2.20GHz  3,485  NA  
Intel Core i5-2450M @ 2.50GHz  3,402  $50.15*  
Intel Core i5-4210U @ 1.70GHz  3,377  NA  
Intel Core i5-2430M @ 2.40GHz  3,275  $199.95  
Intel Core i5-4200U @ 1.60GHz  3,258  NA  
Intel Core i7-740QM @ 1.73GHz  3,215  $84.99*  
Intel Core i5-3337U @ 1.80GHz  3,208  $225.00*  
AMD Phenom II X3 B75  3,157  NA  
Intel Core i5-2410M @ 2.30GHz  3,155  $134.95*  
Intel Core i5-650 @ 3.20GHz  3,124  $179.90  
Intel Core i5-3317U @ 1.70GHz  3,087  $225.00*  
Intel Core i3-3110M @ 2.40GHz  3,053  $94.99  
Intel Core i7-720QM @ 1.60GHz  3,038  $310.00  
Intel Core2 Quad Q6600 @ 2.40GHz  2,979  $150.70  
Intel Core2 Quad Q8200 @ 2.33GHz  2,829  $164.99*  
Intel Core i3-2350M @ 2.30GHz  2,613  $41.96  
Intel Core i3-2310M @ 2.10GHz  2,417  $74.95*  
Intel Core i5-520M @ 2.40GHz  2,386  $64.42*  
Intel Core2 Duo E8500 @ 3.16GHz  2,300  $24.65  
Intel Core i3-3217U @ 1.80GHz  2,292  $347.12*  
Intel Core2 Duo E8400 @ 3.00GHz  2,166  $19.50  
Intel Core i3-380M @ 2.53GHz  2,107  $84.03*  
Intel Core i3-370M @ 2.40GHz  2,024  $53.99*  
Intel Core2 Duo E7500 @ 2.93GHz  1,880  $39.99  
Intel Pentium 4 3.00GHz  354  NA  
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Tabla compuesta por miles de resultados de pruebas de rendimiento, y se actualiza 
diariamente con nuevos puntos de referencia de tarjetas gráficas (GPUs). 
 
Fuente: http://www.videocardbenchmark.net/directCompute.html, actualizado al 26-01-
2017 
  
PassMark - Direct Compute (Operations / Second) 
Top Performing Videocards - Updated 23rd of January 2017 
Videocard G3D Mark Price (USD) 
NVIDIA TITAN X  9,814 $1,200.00* 
Quadro P6000  9,272 $6,999.00* 
GeForce GTX 1080  8,194 $569.99 
Quadro P5000  7,181 $2,499.00 
GeForce GTX 1070  6,796 $375.99 
GeForce GTX 980 Ti  6,523 $400.60 
GeForce GTX TITAN X  6,291 $2,374.05 
Quadro M6000 24GB  5,606 NA 
Quadro M6000  5,361 $4,499.99 
Radeon Pro Duo  5,264 $819.99 
GeForce GTX 980  5,115 $389.99 
GeForce GTX 1060  5,067 $239.99 
Radeon R9 Fury + Fury X  4,853 $284.99 
GeForce GTX 1060 3GB  4,748 $189.50 
GeForce GTX 780 Ti  4,677 $1,327.59 
Quadro M5500  4,639 NA 
Radeon RX 480  4,592 $179.99 
GeForce GTX TITAN Black  4,403 $2,179.58* 
GeForce GTX 970  4,343 $312.81 
Quadro M5000  4,304 $1,759.99 
GeForce GTX Titan  4,122 $2,054.59 
Radeon R9 390X  4,103 NA 
Radeon R9 380  4,085 $264.99* 
Quadro K6000  3,974 $3,000.00* 
Radeon Pro WX 7100  3,960 $628.99 
GeForce GTX 780  3,954 $353.33 
Radeon RX 470  3,943 $169.99 
Radeon R9 390  3,768 NA 
Radeon R9 280X  3,650 NA 
Radeon R9 290X / 390X  3,454 $299.99 
GeForce GTX 980M  3,444 NA 
Quadro M5000M  3,436 NA 
GeForce GTX TITAN Z  3,398 $2,799.99 
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Radeon R9 295X2  3,371 $1,399.99 
Q12U-1  3,274 NA 
FirePro W8100 Graphic Adapter  3,238 NA 
GeForce GTX 1050 Ti  3,220 $134.99 
Radeon R9 290 / 390  3,196 $229.99 
Radeon R9 280  3,187 NA 
Radeon HD 7970 / R9 280X  3,167 $299.99 
Radeon Pro WX 5100  3,100 $399.00 
FirePro W9000  3,096 $3,443.99* 
GeForce GTX 770  3,049 $407.65 
GeForce GTX 960  2,998 $159.99 
GeForce GTX 680  2,910 $869.99 
GeForce GTX 1050  2,883 $109.99 
Radeon HD 7990  2,873 $549.99* 
Radeon R9 380X  2,868 $249.99 
FirePro W9100  2,846 $2,569.99 
Quadro K5200  2,825 $1,395.00 
GeForce GTX 970M  2,790 $1,699.97 
Quadro M4000  2,768 $783.99 
Radeon Pro WX4100  2,767 NA 
Radeon HD 8990  2,746 NA 
Radeon HD 7950 / R9 280  2,725 $199.99 
FirePro W8000 Adapter  2,686 NA 
Quadro M4000M  2,620 NA 
Radeon R7 370  2,596 NA 
GRID K2  2,576 $2,400.00 
GeForce GTX 670  2,557 $199.00 
Radeon R9 M395X  2,554 NA 
Radeon R9 M290X  2,549 NA 
GeForce GTX 660 Ti  2,526 $575.59 
GeForce GTX 690  2,522 $999.00* 
Radeon R9 270X  2,506 $550.45 
FirePro S9000  2,501 NA 
FirePro W8100  2,490 $919.99 
Quadro M3000M  2,465 NA 
Device  2,447 NA 
Radeon HD 7870 XT  2,442 NA 
GeForce GTX 950  2,437 $124.99 
Radeon R9 285 / 380  2,436 $169.99 
Radeon RX 460  2,425 $99.99 
FirePro W8000  2,412 $1,048.99* 
Quadro M2000  2,394 $426.99 
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GeForce GTX 760 Ti  2,379 $297.50* 
GeForce GTX 760  2,339 $258.61 
GeForce GTX 880M  2,337 NA 
Radeon HD 7870  2,333 $456.92 
FirePro W7100  2,314 $568.99 
FirePro W7170M  2,303 NA 
GeForce GTX 870M  2,274 NA 
Quadro M1200  2,263 NA 
Radeon R9 M395  2,248 NA 
FirePro S7000  2,223 NA 
GeForce GTX 780M  2,221 NA 
Radeon R9 270 / R7 370  2,221 $89.99 
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