This paper considers the placement of unmanned aerial vehicle base stations (UAV-BSs) with criterion of minimum UAV-recall-frequency (UAV-RF), indicating the energy efficiency of mobile UAVs networks. Several different power consumptions, including signal transmit power, on-board circuit power and the power for UAVs mobility, and the ground user density are taken into account. Instead of conventional empirical stochastic models, this paper utilizes a pattern formation system to track the instable and non-ergodic time-varying nature of user density. We show that for a single time-slot, the optimal placement is achieved when the transmit power of UAV-BSs equals their on-board circuit power. Then, for multiple time-slot duration, we prove that the optimal placement updating problem is an integer nonlinear programming coupled with an inherent integer linear programming. Since the original problem is NP-hard and cannot be solved with conventional recursive methods, we propose a sequential-Markov-greedy-decision strategy to achieve near minimal UAV-RF in polynomial time. Furthermore, we prove that the increment of UAV-RF caused by inaccurate predicted user density is proportional to the generalization error of learned patterns. Here, in regions with large area, high-rise buildings, or low user density, large sample sets are required for effective pattern formation.
. The UAV-BS coverage system. wireless coverage in a rapid manner. As shown in Fig. 1 , each ground user is exclusively served by one of the mobile UAV-BSs, connected to the control unit by wireless links. In this system, since UAVs are often powered by batteries [1] , their life-time is limited. Hence, UAV-BSs are usually recalled periodically and there is an urgent need to increase the system energy-efficiency. A general strategy is adjusting the placement of UAVs according to ground user density, working environment and desired transmit data rate etc. [2] [3] [4] .
In the literatures, the placement of UAV-BSs has been studied under a broad range of aspects [2] [3] [4] [5] [6] [7] [8] . The optimal hovering altitude that maximizes coverage radius was discussed in [5] . Later, the authors in [2] and [8] investigated the optimal hovering altitude and coverage radius. In [6] , the authors analyzed the optimal placement of UAV-BSs simultaneously maximizing the number of covered users and energy-efficiency. In [3] , [4] , and [7] , the authors discussed the relations among the optimal placement, minimum required number of UAV-BSs and density of ground users. The main focus of these works is on minimizing transmit power. In fact, the on-board circuit power consumption, related to rotors, computational chips and gyroscopes etc., and the potential mobility power consumption of UAVs may also affect the life-time of network and should be taken into account in the viewpoint of system. Up to now, the works on energy-efficient placement of UAV-BSs considering on-board circuit power and mobility power are quite limited. A power model investigating the peculiar features of UAVs, like available energy, weight, maximum speed, etc. was formulated in [9] . The on-board circuit power and mobility power of UAVs were addressed 1536-1276 © 2018 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information. in [10] and [11] , separately. These works provide comprehensive analyses based on a time-invariant density of ground users. However, in practice, due to the directional shift of people consequences for transportation design or epidemic control etc., the human flow usually follows Turing pattern [12] , which leads to time-varying, instable and non-ergodic density of ground users and raises new challenges in the dynamic placement of UAV-BSs.
In conventional stable and ergodic cases, one can develop an empirical stochastic model for density of ground users (e.g., Markov modulated) where the statistical parameters can be estimated from data [13] . Such models may not be applied to practical instable cases. Fortunately, the developing datadriven methods cast a bright light on challenges in wireless communication. For example, useful information extraction with Data-mining approach was utilized in [14] to enhance the caching performance of wireless networks. Machinelearning techniques have been applied to decision-making and feature classification in cognitive radio problems (see [15] and the references therein). Some tutorial works on applying data-driven methods to the wireless domain were presented in [16] and [17] . These works deliver some useful motivations to us. Recently, it was shown in [18] and [19] that using machine learning, it is possible to construct a more intelligent context-aware pattern formation system by predicting future situations as well as monitoring the current state. Besides, the potential high computational complexity therein can be overcome with large-scale distributed learning systems equipped with hundreds of machines and thousands of computational devices such as GPU cards [26] .
As shown in Fig. 2 , we propose a framework, using a pattern formation module rather than a statistical empirical model, to track the instable and non-ergodic time-varying nature of ground user densities. Then, we address the importance of accurate pattern formation and consider the decision model on dynamic placement that maximizes the life-time of the mobile UAVs network. In this case, the on-board circuit power and the potential mobility power of UAVs are also considered. This paper focuses on the downlink of UAV-BSs, in which each of the ground users is served with fixed data rate. In the system, the considered duration is partitioned into continuous time-slots. At the beginning of each time-slot, UAV-BSs are allowed to decide whether or not to update their placement according to ground user density. To our best knowledge, this paper is one of the first comprehensive studies on the joint optimal dynamic placement of UAV-BSs and pattern formation in cases with instable and non-ergodic time-varying density of ground users.
To characterize the life-time of mobile UAVs network, we employ the notion of UAV-recall-frequency (UAV-RF), the frequency of the active UAVs run out of batteries, as the physical index. That is, maximizing life-time is equivalent to minimizing UAV-RF. In this direction, we first consider the optimal placement of UAV-BSs that minimizes UAV-RF in one time-slot and then extend the discussion to multi-slot duration. In fact, the UAV-RF in one time-slot can be treated as static UAV-RF. In this case, by analyzing the coverage scenario with one single UAV, we prove that the optimal hovering altitude minimizing transmit power is proportional to the coverage radius, and the slope is only determined by communication environment (high-rise urban, dense urban and urban, etc.), which is a general extension of previous results in [5] by considering the density of users inside the coverage of UAV-BSs. More specifically, in environment with high-rise buildings, the slope is large, and hence UAVs are supposed to fly higher compared with environment with low-rise buildings.
By applying the derived optimal hovering altitude, we investigate the static UAV-RF versus environment, coverage parameters and on-board circuit power, where coverage parameters include the coverage radius, user density and desired data rate. Analytical results demonstrate that: 1) The minimal static UAV-RF is achieved when transmit power equals the on-board circuit power; 2) The minimal static UAV-RF becomes large in scenarios with high-rise buildings, high on-board circuit power, and large user density and data rate. This indicates that limiting on-board circuit power can effectively prolong the life-time of mobile UAVs network. Compared with the optimal coverage radius given in [8] , our results provide more insights on the design of UAVs networks by investigating the on-board circuit power.
For the multiple time-slot case, it requires to decide the optimal placement updating epochs of UAV-BSs in cases with instable time-varying density of ground users. The corresponding UAV-RF is denoted as dynamic UAV-RF, which is relevant to transmit power, on-board circuit power and potential mobility power of UAV-BSs. We show that the placement optimization problem is a multi-stage decision process and can be written as an integer nonlinear programming (INLP) coupled with an inherent integer linear programming (ILP). For the inherent ILP, we propose a polynomial time solution by transforming it into a standard assignment problem with some amendments. However, for the INLP, because of the unknown number of update epochs, we show that it is intractable and can not be solved with conventional methods.
In this case, we shall design a sequential-Markov-greedydecision (S-MGD) strategy to find the near-optimal solution with the notion of Pareto-optimality, which is proved to be with polynomial complexity. Simulation results show that proposed S-MGD strategy can stably achieve nearoptimal performance in terms of minimum dynamic UAV-RF. In particular, when mobility power is extremely low compared with on-board circuit power and transmit power, S-MGD strategy updates the placement of UAV-BSs at the beginning of each time-slots. By contrast, in cases with extremely high mobility power, UAV-BSs hold their placement during the considered duration. Finally, the relations among the sample size, accuracy of density pattern and increment of UAV-RF are characterized in detail. Theoretical results imply that in subregions with large area, high-rise buildings and low user density, large sample sets are needed for effective pattern formation and reducing UAV-RF. Specifically, we first prove that the increment of UAV-RF caused by inaccurate density patterns is proportional to the generalization error. Then, we theoretically derive the minimum sample size of each subregion with the Vapnik-Chervonenkis theorem [20] , where the overall increased UAV-RF is upper-bounded.
The rest of this paper is organized as follows. In Section II, the system model is introduced, and an available density pattern is presented as the test set. Then, the optimal placement of UAV-BSs minimizing static UAV-RF is discussed in Section III. In Section IV, the S-MGD based placement updating strategy is presented to minimize dynamic UAV-RF. Section V analyzes the effects of the accuracy of pattern formation system. In Section VI, the validity of previous theoretical results and the effectiveness of proposed strategies are verified by numerical results. Finally, conclusions are given in Section VII. Besides, to make the formulation and discussion in the sequel more clear, a list of important notations used in this paper is given in Table I. 
II. COVERAGE MODEL, AIR-TO-GROUND CHANNEL AND USER DENSITY PATTERN
In this section, we shall first illustrate the downlink coverage model of UAV-BSs, where instable time-varying user density is considered. Then, we introduce the air-to-ground (A2G) channel and show the existence of optimal hovering altitude of UAV-BSs. Finally, an available pattern of previous timevarying user density is presented as the test set in this paper.
A. UAV-BS Coverage Model
As shown in Fig. 3 , a geographical area is divided into several subregions according to the municipal planning of modern cities and their different ground user density patterns [21] . Consider a length T duration, let the time-varying density of ground users be λ β (t), where β ∈ {1, 2, · · · , κ} and t ∈ [0, T ] index subregion and time, respectively. κ is the number of subregions. For the notation simplicity, unless otherwise stated, we drop the time index from the equations. To balance the number of active UAV-BSs between adjacent time-slots, a recall and supplement center (RSC) is deployed in considered area.
We focus on the downlink of network in which UAV-BSs adopt a frequency division multiple access technique to serve each of the ground users with fixed data rate C. UAV-BSs assign individual frequency bands to mobile ground users, and hence the frequency interference between UAV-BSs is avoided. Besides, we assume that the transmit power of each UAV-BS and the available bandwidth are sufficient to meet the rate requirement of users. It is worthy to mention that in cases where UAV-BSs can share some spectrum or ground users are with various data rates, the proposed approach in this paper can also readily be used by adopting the average data rate instead of constant C and considering the interference from other UAV-BSs as noise. To the coverage pattern, a disk-covering model is adopted where UAV-BSs in the same subregion provide equal coverage radii [7] , [22] . Here, considering the fact that the area of overlaps between adjacent disks are proportional to the area of disks, without loss of generality, we express the required number of UAV-BSs in the β-th subregion at t as 1
where S β is the area of the β-th subregion and R β (t) is the corresponding coverage radius.
B. Air-to-Ground Channel
The A2G channel can be characterized into line-ofsight (LOS) link or non-line-of-sight (NLOS) link [5] , and the path loss therein can be given by
where ξ = 0 and ξ = 1 denote LOS and NLOS link, respectively. f is the carrier frequency and c is the traveling speed of light. r ∈ [0, R β ] is the distance between the user of interest and the projection of UAV-BS on ground. h β is the hovering altitude of UAV-BSs. η 0 and η 1 are the excess path loss on the top of the free space path loss (FSPL) for LOS and NLOS links, determined by environment (suburban, urban, high-rise urban or others). Typically, η 1 η 0 as the obstacles in propagation paths greatly enhance the path loss of NLOS link.
The average path loss of A2G channel is also determined by the LOS probability [5] 
where a and b are constants determined by environment, and θ = 180 π tan −1 (h β /r) is the elevation angle shown in Fig. 3 . Then, 1 − p 0 (r, h) denotes the NLOS probability. The average path loss of A2G channel can be derived as
The first part of (4) accounts for FSPL, which monotonically increases with h β due to the growing distance between UAV and user; the second part, which represents the average excess path loss, is monotonically decreasing with h β . This is because large h β leads to high LOS probability of A2G channel. For a specific coverage radius R β , (4) implies the existence of optimal hovering altitude minimizing average path loss of A2G channel. Besides, to minimize the UAV-RF of considered area, the optimal coverage radius also needs to be jointly considered.
C. An Available Density Pattern as the Test Set
The empirical average traffic amount of the β-th subregion can be reconstructed as {x r β [n]} by the inverse discrete Fourier transformation (IDFT) [21] :
where n ∈ [0, N] is the sampling index, and with the sampling period μ = 10 min, the sample size in 4 weeks is N = 4032. γ r,β is the reconstruction scaling factor at the β-th subregion, and X r β [k] is the IDFT coefficient expressed by
is the sampled time-domain traffic amount in the β-th subregion. According to the properties of IDFT,
for the real time-domain traffic amount, where (·) † denotes the conjugate transpose of (·). Hence, only parts of the coefficients and the scaling factor γ r,β are listed in Table II .
Then, with the assumption that each of the ground users is served with fixed data rate C, the average user density in the β-th subregion at t can be immediately expressed as
S bs is the area of the coverage of base stations shown in [21] . The normalized density patterns in one week corresponding to five considered subregions are depicted in Fig. 4 . It can be observed that the density patterns are instable and show the breath-out mode in the considered duration. In this case, to provide optimal coverage in each subregion, the placement of UAV-BSs is supposed to be updated with respect to the learned time-varying ground user densities. However, updating the placement requires the mobility of UAV-BSs, which may cost much energy and reduce the life-time of mobile UAVs network [9] . Therefore, to minimize the UAV-RF of network, the optimal placement of UAV-BSs in one time-slot and the placement updating strategy in the considered duration should be jointly optimized.
III. OPTIMAL PLACEMENT OF UAV-BSS IN SINGLE TIME-SLOT In this section, we first formulate the optimal UAV-BSs placement problem in single time-slot. Then, we show that the original problem can be solved by investigating the optimal hovering altitude and optimal coverage radius separately. Finally, we present the optimal condition with respect to on-board circuit power.
A. Problem Formulation
Recall that the downlink rate is fixed to C. Denote the allocated transmit power to the interested user located at r be P tr,user,ξ r, h β . Then, following Shannon formula, one has
where N 0 is the noise power spectrum density, and W is the allocated bandwidth to interested user. The relevant transmit power can be immediately derived as
Accordingly, the average transmit power is given bȳ
The expected value of transmit power of UAV-BS is the integral of average transmit power relevant to all users inside the coverage. That is,
Let the on-board circuit power and the battery capacity of single UAV-BS be P cu and E b , respectively. Then, the average life-time of UAV-BSs in the β-th subregion is
and accordingly the static UAV-RF at the β-th subregion can be expressed as
where N β (t) is the number of UAV-BSs at the β-th subregion. From (13) , it can be observed that static UAV-RF is determined by the number of UAV-BSs and the power relevant to signal transmission and on-board circuit. Besides, the total consumed power of the mobile UAVs network can be written as
That is, the total UAV-RF of our considered area takes both the power consumed by one single UAV-BS and the number of UAV-BSs into account. Compared with the total consumed power, the notion of UAV-RF characterizes the frequency of active UAVs run out of batteries and is a more comprehensive indicator of the life-time of mobile UAVs network.
As illustrated in Section II-B, to minimize static UAV-RF of considered area in single time-slot, the altitudes and coverage radii of UAV-BSs need to be jointly considered. That is,
In P 1 , (16) corresponds to the non-negativity of hovering altitudes and coverage radii of UAV-BSs. According to (13) , it can be observed that the optimization variables {R β , h β } are coupled, and hence directly solving problem P 1 is difficult. In the following, we consider a two-stage method instead.
B. Optimal Hovering Altitude of UAV-BSs
We firstly consider the optimal hovering altitude minimizing the transmit power with a fixed coverage radius, which can be expressed as 
P tr,1 (h β /R β ) = P tr 1, 1, h β /R β is the transmit power corresponding to hovering altitude h β /R β , when R β , λ β and C are normalized, and γ tr = λ β R 4 β 2 C/W − 1 is the scaling factor.
2) The optimal hovering altitude corresponding to specific
is the optimal hovering altitude that minimizes P tr,1 (h β,1 ) and is only determined by communication environment. Proof: With (11), we can derive that
Besides, (4) can be rewritten asL(r,
The transmit power of single UAV-BS can be expressed as
This completes the proof of (19) . Then, one can immediately have
Noticing that P tr,1 (h β /R β ) only accounts for the environment, h * β = R β h * β,1 follows. Lemma 1 clearly indicates the individual effects of communication environment and coverage parameters on optimal hovering altitude. That is, h * β,1 accounts for the environmental statistics, while γ tr,1 explains the effects of coverage parameters. This implies that solving P 1-A is equivalent to finding the optimal hovering altitude that minimizes P tr,1 (h β,1 ). That is,
From (20), we have that
where based on (3),
Substituting (24) and (25) into (23), one can get h * β,1 . However, it is overwhelming to obtain explicit solution of (23). As an alternative, we can solve (23) with binary search.
C. Optimal Coverage Radius of UAV-BSs
According to Lemma 1, the optimal hovering altitudes of UAV-BSs are determined by the coverage radius. Then, P 1 can be immediately rewritten as
(26a) is the optimal hovering altitude corresponding to R β , and (26b) reflects the non-negativity of coverage radius. As shown in (26a), the static UAV-RF of considered area is the sum of individual static UAV-RF in each subregion.
Substituting (1) and (19) into (13), the static UAV-RF can be expressed as
Thus, with the theoretical results shown in Section III-B, the optimal placement of UAV-BSs that minimizes static UAV-RF in the considered area can be summarized as follows.
Theorem 1: 1) The optimal coverage radius and hovering altitude in one time-slot is
and
respectively. h * β,1 (t) is given by (23) .
2) The optimal placement of UAV-BSs in the β-th subregion is achieved when the on-board circuit power of one UAV-BS equals its transmit power. That is,
where γ *
Since both the on-board circuit power and user density in (27) are positive, one has
and Φ * st,β (t) is achieved when R β (t) = R * β (t), which is shown in (28) . According to Lemma 1, the optimal hovering altitude corresponding to R * β (t) is given by (29) . Substituting (28) into (19) , (30) can be easily proved.
The former result of Theorem 1 provides the optimal positioning strategy and the latter result implies an efficient resource allocation for multi-function usage of UAV-BSs, whose physical meaning is intelligible. When on-board circuit power is high, large coverage radius can decrease the number of active UAV-BSs. According to (13) , small N β (t) decreases the effects of high P cu on static UAV-RF, and hence Φ st,β (t) is reduced. By contrast, when on-board circuit power is low, small coverage radius can decrease transmit power, which also decreases Φ st,β (t).
IV. DYNAMIC PLACEMENT OF UAV-BSS IN CONSIDERED DURATION
This section shall consider the dynamic placement of UAV-BSs in a multiple time-slots duration. We first formulate the optimal placement updating problem in terms of minimum dynamic UAV-RF. Then, we show that the original problem is NP-hard and intractable. In this case, a near-optimal sequential solution with polynomial complexity is proposed.
A. Formulation of the Optimal Placement Updating
Recall that only at the beginning of time-slots, the placement of UAV-BSs can be updated to be optimal. Denote the update epochs of UAV-BSs in the considered area as τ i (i = 0, · · · , N τ ). N τ is the number of update epochs and 0 ≤ N τ ≤ T /μ. Specifically, let τ 0 = 0. Denote the updated coverage radius of UAV-BSs in the β-th subregion at τ i as R β (τ i ). The corresponding number of UAV-BSs can be expressed as
the number of UAV-BSs need re-positioning at τ i can be given by
where N (τ i ) = κ β=1 N β (τ i ) and i = 1, · · · , N τ . Then, the mobility energy of UAV-BSs at τ i (i = 1, · · · , N τ ) can be expressed as [9] 
where P h and v h are the mobility power and velocity for one single UAV-BS in the horizontal direction, respectively. d β (τ i , l) and Δh β (τ i , l) are the horizontal moving distance and the variation of the height of the l-th UAV-BS in the β-th subregion at τ i , respectively. P a and v a denote the ascending power and ascending velocity of one single UAV-BS, respectively. Similarly, P d and v d denote the descending power and descending velocity. I(Δh β (τ i , l)) is the indicative function, i.e.
Specifically, Ω m (τ 0 ) = 0. Note that Ω m (τ i ) (i = 1, · · · , N τ ) is determined by the total moving distance of UAV-BSs at τ i , related to the placement of UAV-BSs at τ i−1 . We consider the optimal updating strategy as {τ 0 , · · · , τ Nτ }. With (33), the average dynamic UAV-RF in considered duration can be given bȳ
where Φ dn,β (t) is the instantaneous dynamic UAV-RF at t. The corresponding multi-stage decision process can be immediately expressed as
(36a) shows the bounds of update epochs. (36b) and (36c) denotes the range and the order of update epochs, respectively. Noticing the quantized update epochs and nonlinear objective function of problem P 2 , it is a typical integer nonlinear programming (INLP), which is known to be NP-hard. Besides, because of the unknown number of update epochs, P 2 is intractable and can not be solved with conventional nonlinear dynamic programming method in recursive manner [28] , [29] . Therefore, we propose a sequential method to find its nearoptimal solution, which is with polynomial computational complexity.
B. Trajectory Planning
Given the update epochs τ i (i = 1, · · · , N τ ), the mobility energy shown in (33) is only determined by the updating trajectory of the placement of UAV-BSs. Therefore, we firstly analyze the optimal trajectory planning method that minimizes the mobility energy of UAV-BSs.
Let the 3D position of the k-th UAV-BS at τ i−1 be ψ(k, τ i−1 ), where k = 1, · · · , N(τ i−1 ). Then, the corresponding position set of UAV-BSs can be expressed as
To balance the number of UAV-BSs before and after updating the placement of UAV-BSs at τ i , the redundant UAV-BSs should be recalled to RSC when N (τ i−1 ) > N(τ i ), otherwise the additional UAV-BSs should be supplemented by RSC. Let the position of RSC be ψ R (k). The position set of recalled or supplemented UAV-BSs can be expressed as (38), shown at the bottom of next page. Then, the position sets of UAV-BSs at τ i−1 and τ i can be immediately given by (39), as shown at the bottom of next page. Obviously, the volume of both the position setsΨ(τ i−1 ) andΨ(τ i ) is ζ τ | τi τi−1 . Our goal is to find the optimal mapping betweenΨ(τ i−1 ) andΨ(τ i ) that minimizes Ω m (τ i ).
According to (33), one can see that finding the optimal mapping is a standard integer linear programming (ILP), which generally can be solved by standard ILP solutions. However, these solutions may not be efficient as the size of the problem grows. Due to the potential high number of UAV-BSs, a more efficient technique is needed. To this end, we transform the trajectory planning problem into a standard assignment problem, which can be solved in polynomial time.
Define the mobility energy matrix as C, which is a ζ τ | τi τi−1 × ζ τ | τi τi−1 square matrix. Letψ x,y (k, τ i ) andψ z (k, τ i ) be the horizontal and vertical coordinate of the k-th element of ψ(k, τ i ), respectively. Then, the element at the k-th row and the l-th column of C can be immediately written as
C(k, l) represents the mobility energy when a UAV-BS moves fromψ(k, τ i−1 ) toψ(l, τ i ). Denote the corresponding ζ τ | τi τi−1 × ζ τ | τi τi−1 assignment matrix as Z, where the element Z(k, l) is 1 if the UAV-BS atψ(k, τ i−1 ) is assigned tô ψ(l, τ i ), or 0 otherwise. In this way, the standard assignment problem on finding the optimal trajectory can be formulated as
Constraint (42) guarantees that the assignment between Ψ(τ i−1 ) andΨ(τ i ) is one-to-one.
C. Placement Updating Strategy
Following the optimal trajectory planning method, this part gives the optimal updating strategy {τ 0 , · · · , τ Nτ } by solving problem P 2 . To this end, the Markov nature of P 2 is firstly illustrated.
Lemma 2: The static UAV-RF at t can be expressed as
where τ i = max{τ i |τ i ≤ t}, i = 0, · · · , N τ . Φ st,β|(τ0,··· ,τi) (t) and Φ st,β|τi (t) are the corresponding static UAV-RFs at time t when (τ 0 , · · · , τ i ) and τ i are given, respectively. Proof: Since the placement UAV-BSs has been updated at τ i , the coverage radius at time t can be given by R β (t) = R β (τ i ). In addition, because as shown in (27), the static UAV-RF is only determined by the coverage radius R β (t), (43) follows.
With Lemma 2, we can see that the static UAV-RF at time t is determined by the nearest update epoch in a Markov mode. This motivates us to investigate the average dynamic UAV-RF between consecutive update epochs, denoted bȳ
Considering the fact that the number of update epochs is unknown, we can sequentially decide the update epochs by minimizingΦ dn | τi τi−1 . The following Theorem established the Pareto-optimality of this sequential decision strategy.
Theorem 2: Given τ 0 = 0, the sequential-Markov-greedydecision (S-MGD) strategy can be expressed as
and the corresponding {τ 0 , · · · , τ Nτ } is a Pareto-optimal placement updating strategy. Proof: For the convenience of proof, we utilize a general case shown in Fig. 5 to demonstrate the Pareto-optimality of proposed S-MGD strategy. The solid line and dotted line illustrate howΦ dn | τi τi−1 varies with respect to τ i , given τ i−1 . According to (45), the optimal update epoch τ i is greedily determined and is marked with star in Fig. 5 . That is,Φ dn | τi τi−1 achieves its minimum at the optimal τ i . Similarly, the red dashed line depicts howΦ dn | τi+1 τi varies with τ i+1 when τ i is given by (45). Also, the optimal τ i+1 that minimizes Φ dn | τi+1 τi is marked with star in Fig. 5 . Then, we prove the Pareto-optimality of Theorem 2. That is, for the average dynamic UAV-RF between each consecutive update epochs during [0, T ], we can not decrease one of them without increasing the others.
Take one of the the duration [τ i−1 , τ i+1 ] (i = 1, · · · , N τ − 1) for example. According to Lemma 2, adjusting τ i only affectsΦ dn | τi τi−1 andΦ dn | τi+1 τi . Let τ − i and τ + i denote the time belonging to (τ i−1 , τ i ) and (τ i , τ i+1 ), respectively. As shown in Fig. 5 , due to τ i minimizesΦ dn | τi τi−1 , one has
That is, decreasingΦ dn | τi+1 τi without increasingΦ dn | τi τi−1 is impossible. This result also holds for any interval [τ i−1 , τ i+1 ] (i = 1, · · · , N τ − 1). Hence, we conclude that proposed S-MGD based strategy Pareto-optimally solves P 2 . This completes the proof.
Remark 1: The proposed S-MGD strategy has polynomial computational complexity, bounded by
ζ τ,min and ζ τ,max are the minimal and maximal number of UAV-BSs in considered duration. Proof: The number of time-slots during (0, T ) is T /μ. Accordingly, the number of greedy searching shown in (45) is bounded by T /μ and T (T /μ + 1)/(2μ). Note that in each of these greedy searchings, the optimal trajectory needs to be calculated by Hungarian method with a complexity of
can be derived.
Remark 1 shows that Θ S decreases with the time interval of update epochs, implying that to reduce the computational complexity, the time interval should be properly large. By contrast, to minimize the dynamic UAV-RF, the time interval should be small to adjust the UAV placement accurately. Hence, there exists a trade-off between complexity and energy efficiency. Note that the bottleneck of system lies in the the life-time of on-board batteries and the S-MGD strategy can be executed on powerful ground devices, we adopt the minimal feasible time interval, i.e. the sampling period μ, to enhance the energy efficiency of UAV-BSs.
Remark 2: The sequential decision process shown in (45) is based on the global knowledge of ground user density in (0, T ), which is inferred by the pattern formation systems.
Following Remark 2, we analyze the effects of density pattern accuracy on the performance of proposed S-MGD strategy, as shown in following section.
V. LEARNING THE DENSITY PATTERN OF GROUND USERS
This section shall focus on predicting the user density by machine learning techniques. In particular, we first explicitly analyze its effect on the increment of static UAV-RF, which is directly determined by the pattern formation variation within relatively small degrees. Then, we characterize the feature of subregions that sufficiently sampling is required for reducing UAV-RF, based on the relation between sample size and pattern formation variation quantity.
A. Effects of Pattern Formation Accuracy
Recall that the minimum static UAV-RF is achieved at R * β , based on specific density of ground users (see (28) ). An inaccurately predicted density of users, denoted asλ β , would increase static UAV-RF and reduce the life-time of batteries. Let the static UAV-RF corresponding toλ β bê
whereR * β is the generated coverage radius withλ β , i.e.
.
The following theorem characterizes the average increased UAV-RF caused by inaccurate prediction on λ β . Theorem 3: The expected value of increased static UAV-RF is
is the eigenvalue of the β-th subregion at time t, given by
is the generalization error with quadratic loss function, which is composed by the variance and the square of bias of predicted ground user density.
Proof:
Since R * β minimizes Φ st,β (t), ∂Φ st,β (t)/ ∂R β | R * β = 0 can be derived. Using Taylor series expansion at R * β ,Φ st,β (t) can be rewritten aŝ
Similarly,R * β (t) can be written aŝ
Substituting
∂λ β (t) into (52) and (53), one has
where Λ β (t) is given by (51) and E λ β − λ β 2 is the generalization error defined as [26] ξ 
is the expected value of (·). Substituting (55) into (54), (50) can be proved. Following Theorem 3, one can see that the generalization error of pattern formation systems proportionally contribute to the expected value of increased static UAV-RF. Also, the expression of eigenvalue Λ β (t) shown in (51) implies that subregions with small λ β , ΔΦ st,β (t) is more sensitive to generalization error. In this case, the generalization error should be strictly restrained.
B. Bounds on Generalization Error and Sample Size
As mentioned before, generalization error proportionally contribute to the increment of static UAV-RF. Hence, under the constraint on the maximal static UAV-RF increment of considered area, it is necessary to discuss the upper-bound of generalization error and the corresponding lower-bound of sample size, since a large sample size leads to a lot of work [26] , [27] .
According to Vapnik-Chervonenkis theorem [20] , the generalization error convergences with respect to increasing sample size, expressed as
holds true with probability at least 1 − δ, where
ξ β (t) is the training error, d is the volume of hypothesis space and δ ∈ (0, 1). N s,β (t) is the sample size in the β-th subregion.
Considering the fact thatξ β (t) is determined by the capacity of learning algorithm [26] , we denote its maximum as ξ max and (56) can be rewritten as
Denote the maximal tolerable static UAV-RF increment of considered area as ΔΦ st,max (t). Then, the optimization problem on minimizing the sample size of considered area can be expressed as follows.
(59a) denotes the non-negativity of generalization error, and (59b) shows the upper-bound of the average increment of static UAV-RF in considered area at time t. By solving P 3 , the minimal sample size and corresponding maximal generalization error of each subregion in considered area are presented as Proposition 1. Proposition 1: With maximal tolerable increment of static UAV-RF in considered area ΔΦ st,max (t), the minimal sample size in the β-th subregion at t is
where
(61)
Correspondingly, the maximum generalization error of pattern formation system is
(62)
Let ∂L κ β=1 N β,s (t), ω /∂N β,s (t) = 0, we have
which is equivalent to (60). Since ω is the positive value that subjects to κ β=1 ΔΦ st,β (t) = ΔΦ st,max (t), (61) can be derived. Also, one can obtain (62) by substituting (60) into (58).
Proposition 1 shows that large sample size is required in subregion with high eigenvalue. In this way, the corresponding generalization error can be reduced, and hence the contribution of high eigenvalue on the increment of static UAV-RF can be effectively restricted.
VI. NUMERICAL RESULTS
In this section, we present some numerical results to validate our theoretical founds. Besides, more insights on the effectiveness of proposed optimal placement strategy and the corresponding S-MGD based placement updating strategy are provided. The common parameters are listed in Table III [6] . In our simulations, without specification, the simulated communication environment is Urban. The considered area is a Fig. 6 depicts the hovering altitude versus coverage radius in various environments when the transmit power is fixed. In dense urban, urban and suburban environments, the red-solid lines correspond to transmit power 0.05 W, 0.5 W and 1.5 W. Similarly, the blue-dash lines correspond to 0.15 W, 1.5 W and 5 W. The simulated density of ground users is 0.1 /m 2 , and the optimal hovering altitude is marked by stars. Observing the blue-dash line in suburban, one can find that when the transmit power is fixed, the coverage radius achieves its maximum 810 m at h β = 350 m. In other words, when the coverage radius is 810 m, h β = 350 m is the optimal hovering altitude that minimizes the transmit power. The solid black lines depict the optimal hovering altitude with respect to R β . It can be seen that the optimal hovering altitudes is proportional to the desired coverage radius, which verifies our theoretical results shown in Lemma 1. In addition, it can be observed that in environment with high-rise buildings, the optimal hovering altitude is also high. This is because high hovering altitude can reduce shade effects from high-rise buildings, and hence the LOS probability is increased. In this way, the average path loss is decreased and transmit power is saved.
A. Optimal Placement Strategy in Single Time-Slot
The static UAV-RF versus coverage radius with various onboard circuit power is depicted in Fig. 7 . The density of ground users is 0.1 /m 2 , and the optimal coverage radii that minimize Φ st,β (t) are marked by stars. When P cu = 0.5 W, 5 W and 50 W, the simulated R * β = 327.3 m, 582 m and 1035 m. As expected, high on-board circuit power leads to high static UAV-RF, which has been shown in (31). This indicates that restricting the on-board circuit power of UAV-BSs can effectively decrease the static UAV-RF. Also, it can be observed that the optimal coverage radius increases with respect to on-board circuit power. This is because when P cu is high, large R β (t) can decrease the number of UAV-BSs, resulting in the reduction of the total consumed on-board circuit power of network. Besides, recall that the optimal placement is achieved when the on-board circuit power of one UAV-BS equals its transmit power. Therefore, in case with higher P cu , larger R β (t) is required to increase the transmit power of one UAV-BS. Fig. 8 shows an example of the optimal coverage radii under different densities of ground users, when P cu = 0.5 W. To the hovering altitudes, they can be obtained with Lemma 1. It can be observed that the optimal coverage radius decreases with respect to user density. This is because small coverage radius can reduce the transmit power increased by high user density. In this way, the transmit power of one UAV-BS equals its on-board circuit power. Specifically, Fig. 8 implies that in regions with large user densities, the optimal coverage radii can be small, and hence a large number of UAV-BSs are needed to provide satisfying coverage. Comparing the simulation results in considered subregions, we can conclude that proposed optimal placement strategy can efficiently adjust to varying user densities, while minimizing the static UAV-RF. 
B. Optimal Placement Updating Strategy in Considered Duration
Recall that previous works focus on cases with invariable density of ground users and there are limited works on the dynamic placement of UAV-BSs. To demonstrate the effectiveness of proposed dynamic placement strategy, we compare it with following two baseline strategies, which generally can be regarded as the extension of previously formulated optimal static placement strategy of UAV-BSs. The first one is the 'Lazy' strategy, where UAV-BSs update their positions at the beginning of the first time-slot and hold their placement in considered duration. In contrast, The second one is the 'Diligent' strategy, where UAV-BSs update their positions at the beginning of each time-slot. In this way, its static UAV-RF, denoted as Φ D st,β (t), is always minimized. When taking the energy cost on mobility into consideration, Φ D st,β (t) can be considered as the lower-bound of Φ dn,β (t). Hence, Φ D st,β (t) can be taken as the baseline to evaluate the effectiveness of proposed strategy. In this subsection, P cu = 0.5 W and T = 24 h. Fig. 9 depicts the updated coverage radii with proposed S-MGD scheme, which reflects the placement of UAV-BSs. Clearly, the number of update epochs depends on the mobility power. Compare the cases with different mobility powers, one can observe that in cases with low mobility power, the coverage radii of UAV-BSs updates frequently. By contrast, in cases with high mobility power, UAV-BSs tend to keep their coverage radii for several time-slots. Specifically, when P cu = 50 W, the coverage radii of UAV-BSs remain unchanged during [0, T ]. This is because updating coverage radii may cost more energy than it saves.
In addition, Fig. 9 shows that the placement updating frequency relies on the varying density of ground users. For example, in the case with P m = 1.5 W, 'L' and 'D' labels the lazy and diligent part of proposed S-MGD scheme. It can be seen that in lazy part, the placement of UAV-BSs remain unchanged. By contrast, in diligent part, the placement is updated in each time-slot. This is intuitive, because in lazy part, the optimal coverage radii in both considered subregions return to the initial values at the end of this part. Therefore, there is no need to update the placement. Also, in diligent part, the optimal coverage radii vary sharply. Thus, spending energy on updating the placement can save more energy cost on communication and on-board circuit. Simulation results in Fig. 9 demonstrate that proposed S-MGD based placement updating strategy can efficiently adjust to the varying user density and mobility power. Fig. 10 compares the dynamic UAV-RF of Diligent, Lazy and proposed S-MGD based placement updating strategy. The simulated mobility power is 0.05 W, 1.5 W and 50 W. Fig. 10 shows that S-MGD always provides the most energy efficiency updating strategy for arbitrary mobility powers. Also, as expected, in cases with high and low mobility power, the proposed strategy degrades to 'Lazy' and 'Diligent' strategy, respectively. Observe the labeled average dynamic UAV-RF, we can see that compared with the worst updating strategy, our strategy can reduce the average dynamic UAV-RF by 7%∼96%.
In addition, since the 'Lazy' strategy holds the placement of UAV-BSs during [0, T ], the average dynamic UAV-RF remains unchanged for arbitrary mobility powers. Compared with the baseline, the 'Lazy' updating strategy can provide satisfactory energy efficiency. However, Fig. 11 shows that the performance of 'Lazy' strategy is unstable and may vary with the initial time of our considered duration. By contrast, our strategy can stably provide near-optimal performance in arbitrary cases, regardless of the initial time of considered duration and the mobility powers. Fig. 12 compares the simulated and theoretical ΔΦ st,β (t) with Monte-Carlo method, where the repetition number is 10 6 . For the simplicity of comparison, the depicted ΔΦ st,β (t) is normalized by Φ st,β (t). Obviously, our theoretical results shown in Theorem 3 are sufficiently explicit in most of the simulated cases. However, the difference between our derived theoretical results and the simulated ΔΦ st,β (t) grows with respect to generalization error. This is because Proposition 1 is derived with Taylor series expansion, which lost accuracy for largeλ β − λ β . In addition, compare the results shown in cases with λ β =3 m −2 and 10 m −2 , we can see that our theoretical results in Theorem 3 are more accurate when user density is high. This is because as previous illustrated, ΔΦ st,β (t) in subregions with low user density are more sensitive to generalization error.
C. Insights on Learning Density Patterns
The lower-bound of sample sizes in considered area and subregion versus user density λ β are depicted in Fig. 13 (a) and Fig. 13(b) , respectively. In simulations, ΔΦ st,max (t) = 10, and without loss of generality, let ξ max = 0. For our considered subregions, the simulated density of users is λ β and 1 − λ β , where λ β ∈ [0, 1/2]. Also, some sample sizes satisfying (59b) are labeled with Monte-Carlo method. It can be observed that the sample sizes are lower-bounded by (60), which verifies Proposition 1. Also, Fig. 13(b) shows that subregion with low user density requires large sample size. This is because as illustrated before, ΔΦ st,β (t) is more sensitive to generalization error in subregion with lower user density. Hence, large sample size is required to reduce the generalization error. In this way, ΔΦ st,β (t) can be effectively restricted.
VII. CONCLUSION
This paper focused on the placement of UAV-BSs for the downlink system, where the powers relevant to the signal transmitting, on-board circuit and potential mobility of UAVs as well as the density of ground users are taken into account. To track the instable and non-ergodic time-varying nature of user density, we first proposed a pattern formation based framework in a machine learning manner. Then, to minimize the UAV-RF of network, the optimal placement of UAV-BSs was analyzed. In the static case with one time-slot, we proved that the optimal placement is achieved when the transmit power of UAV-BSs equals their on-board circuit power. In addition, in the dynamic case with a multiple time-slot duration, we showed that the optimal placement updating problem is an integer nonlinear programming coupled with an inherent integer linear programming. Considering the NP-hardness of original problem, we proposed a S-MGD based Pareto-optimal solution with polynomial complexity. Simulation results showed that it can stably provide nearoptimal performance in terms of minimum UAV-RF. Finally, we proved that the generalization errors of learned density patterns proportionally contribute to the increment of UAV-RF in each subregion. Simulation and theoretical results demonstrated that large sample sets are needed in regions with large area, high-rise buildings or low user density.
Further, recall that the computational complexity of proposed S-MGD strategy is greatly affected by the number of UAV-BSs. In previous mentioned regions, the computational complexity can be extremely high. Therefore, to reduce the complexity, multiple RSCs and proper partition to considered region are needed. In addition, about the effect of fast pattern formation variation on dynamic UAV-RF, relevant to the geometric shape considered regions, specific trajectory planning strategy, etc., it is an interesting topic. We shall discuss these issues in the near future.
