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Abstract
This is a collection of notes based on lectures that will be given at IIT Madras in
September 2019. It is supposed to be a concise (and therefore not comprehensive)
and pragmatic course on applied holography and especially the (basic) analytic
and numerical techniques involved. The lectures are not focused on the large
theoretical and fundamental background which can be found already in several
places in the literature, but rather on concrete applications of Bottom-Up AdS-
CFT to Hydrodynamics, QCD and Condensed Matter. The idea is to accompany
the reader step by step through the various benchmark examples with a classmate
attitude, providing details of the computations and open-source numerical codes
in Mathematica, and sharing simple tricks and warnings collected during my
research experience. At the end of this path, the reader will be in possess of
all the fundamental skills and tools to learn by himself/herself more advanced
techniques and to produce independent and novel research on the topic.
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Preface (a.k.a. how to use these notes)
Tra il dire e il fare c’e´ di mezzo il mare.
Italian Proverb
When I was asked by my friend and colleague Ayan Mukhopadhyay to give a series of lec-
tures on Applied Holography, I wanted to create something that could be useful for students
or in general researchers, who are willing to learn the fundamental techniques of the field and
then apply them towards new directions. Being already approximately 20 years since this tool
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has been first employed, there are already several, and I must say excellent, reviews and books
available [1–13]. They cover in great details the history, the derivation and the fundamental
features of the AdS-CFT correspondence with a concrete view towards its applications to
Condensed Matter, Heavy Ion physics, Hydrodynamics and strongly coupled field theory in
general. Re-organizing and re-writing their content in my own words would have been totally
useless. At the same time, there are several reviews regarding advanced numerical meth-
ods [14–20], with which I cannot (and do not want to) compete. I refer to them for the reader
interested in digging into much more advanced problems which need those complex techniques.
I remember when, not long ago, I had to go through the various reviews by myself and
what I felt at the time. The first thing that came to my mind is an Italian proverb saying ”Tra
il dire e il fare c’e´ di mezzo il mare”. I am not sure how this should sound in proper English
but Google suggests something like ”It’s easier said than done”. In simpler words, reading
through the lectures and books of the experts, everything seemed so obvious and obtainable
in one line of computations, but then tons of hidden subtleties, caveats and derivations, taken
for granted, were appearing everywhere. In this mini-course, I plan to go over them again with
you as if I were your school-mate. I selected a small and reasonable collection of benchmark
computations and techniques which, in my personal opinion and experience, represent the
necessary package to be able to float in this research landscape and to produce novel work
within it. I tried to be the more pedagogical possible and to share with the reader all the
tricks, warnings and shortcuts I have accumulated in these past years.
Do not take me wrong! I definitely recognize the pedagogical value of getting stuck with a
problem and scratching your head with it. These lectures have not to be taken as a shortcut
to avoid those fundamental moments of the learning curve. On the contrary, they have to be
used at a second step to compare and integrate the possible resolution methods and results.
They are not a substitute car for your trip but rather a nice accessory which can make your
trip more comfortable and entertaining like a good song driving on the highways. In this
direction, I will also suggest exercises, which I will not solve, but which can be solved using
the techniques I will present and whose results can be checked directly using the existing
literature. I will try to be the more complete I can and where it will not be possible I will
indicate the concrete references where more details could be found.
The various examples I chose are just an excuse to learn the fundamental analytic and
numerical techniques. As such, I will not focus too much on the physics of the problems and the
interpretation of the results but rather on the practical steps of the problem-solving process.
This is certainly a practice that I highly discourage during a creative process of research1 but
that, in this case, for pedagogical purposes, might be efficient. The different benchmarks are
accompanied by available and open-source Mathematica [21] codes, which I used to obtain
some of the results presented in the main text and most of the figures appearing in it2. The
codes can be found at https://members.ift.uam-csic.es/matteo.baggioli/lectures/.
1Before jumping into whatever computations you have in mind, ask yourself why you are doing that! If the
response is simply: ”Because I can”, you are definitely on the wrong path.
2As an aside personal note, try to avoid becoming slaves of Mathematica. Mathematica is an amazing
instrument which can speed up a lot of tedious computations but between Mathematica and you, you are the
only one able to think (whatever the hyped machine-learning fans claim). When you realize (and it happened
to me) that you use Mathematica to do 8 ∗ 4 then something is going wrong.
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The lectures are organized as follows:
Section 1. In this section, I will briefly introduce and motivate the tool we will be using
and its origin. This part, even if already explained in several previous works, is
necessary to convince the reader that the dictionary and the framework we use
is not a collection of God-given laws as those which Moses received at Mount
Sinai. Despite the counter-intuitive and not obvious nature of the playground,
there are strong motivations behind its origin. At the same time, I will make
an effort to motivate why such new tools are necessary to make advancements
in certain open questions and how we should use them. If you already know the
topic you can skip this section completely; if you do not care about these details
or you are in a hurry I suggest to read only subsection 1.1 for a brief advertising
slogan of the duality.
Section 2. In this second part, I will go through the basic concepts of the duality and the
dictionary. I will use the simplest example of a bulk scalar to introduce the
standard way of extracting physical information of the dual field theory from
simple gravitational computations. This part can be a bit tedious and abstract
but it is fundamental to understand what we will do later on, in the various
applications. If you get bored along this section you can always jump ahead and
come back to it at the moment you need it. Learning is not a linear process but
rather an out-of-time order one.
Section 3. This section is the first one containing practical examples and fundamental tech-
niques. More specifically I will explain the following points:
(i) How to derive, with Mathematica, the Einstein equations for the back-
ground and for the perturbations (example: the shear mode).
(i) How to use the membrane paradigm and its power (example: the Kovtun-
Starinets-Son (KSS) bound).
(ii) How to numerically obtain the Green function of a specific operator at
finite frequency (example: the viscosity and elasticity of holographic massive
gravity (HMG))
(iii) How to obtain the low frequency expansion of a correlator via analytic
methods in the bulk (example: the violation of KSS and the elastic modulus
in HMG).
(iv) How to use near-horizon arguments to extract analytically the behaviour
of certain physical quantities close to T = 0 (example: the scaling of η/s at
zero temperature in HMG).
Section 4. This section contains the second block of concepts. In particular:
(i) How to analytically study the stability of the solution by using the BF
bound argument (example: the holographic superconductor).
(ii) How to numerically verify the instability of the background solution at
finite temperature (example: the holographic superconductor).
(iii) How to numerically compute the Green function at finite frequency when
the operators are mixing (example: the electric conductivity).
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(iv) How to exploit certain properties of the bulk theory to derive the transport
coefficients at zero frequency (example: the DC conductivities).
(v) How to numerically extract and perturbatively the quasinormal modes for a
simple decoupled operator (example: the decoupled phonon mode in HMG).
Once you master with confidence all the techniques mentioned above, you could easily publish
the same papers I did and even more! At the same time, you will be able to learn fast the
opportune generalizations of those tools to attack more complicated problems you might be
interested in. The rest is on you! This is your driving license, but it does not mean you
know how to drive, it just means you are ready to get on your car and learn by yourself and
accumulate experience and knowledge.
I truly hope you will find these notes as useful as their writing has been to me. It gave
me the opportunity of thinking about and re-derive by myself all those points that when you
read a paper they are sold as obvious, and they are not! Things are simple once you did them.
Now it is your turn to do them!
It is very likely that you will find through the next pages a lot of typos and even incorrect
statements. I could say I did it on purpose to force you to spot them; of course that is not
true, but your duty to spot them is still valid. Think of yourself not as a simple reader but
more as the referee of this manuscript. Every comment, correction, suggestion and discussion
will be useful to me, to you and especially for everyone that will use these notes to learn. I
therefore encourage you to contact me in any of these cases to help me improve these lectures.
I like to think about them as a living creature, evolving and getting better in time and this
is possible only through your feedback.
Tour guide
Along the way you will find several colored boxes:
The yellow boxes contain technical and independent computations and/or proofs com-
plementary to the main text. If you not are interested in these details, you can just
skip them completely.
The blue boxes contain tricks that I have learned during my years of research. These
manoeuvres speed up computations and make them simpler.
The red boxes contain warnings about common mistakes or bad practices. They can
save you in several situations.
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The green boxes contain exercises for you. Most of them are unsolved in these notes
but the results can be found in the existing literature I will refer to. For some of them,
I will provide directly Mathematica notebooks with the solutions and you are always
welcome to contact me to discuss them.
1 A Strings-less introduction to AdS-CFT
In this first section we introduce the fundamental tool we will be using in the rest of the notes.
For different reasons, different people refer to it as:
• AdS-CFT correspondence: This name is based on its historical derivation and it
focuses on the first and most detailed example of the correspondence where one side is
a Conformal Field Theory (CFT) and the other side is gravity in Anti De Sitter (AdS)
spacetime. I feel this label is somehow outdated in the sense that, as you will see in
the following, the correspondence can now be employed for situations which are much
more general than a simple CFT and AdS spacetime. Almost 100% of the cases we will
consider do not fall in such class!
• Holography: This label focuses on a single, and maybe surprising aspect, of the tool,
which is the fact that the two sides of the correspondence do not live in the same number
of dimensions. This noun is fancy but quite limited and it will fill up your email inbox
with invitations to Optics conferences and Star Wars meet-ups.
• Gauge-Gravity duality: This last case is my favourite since it outlined the main and
most understandable feature of the tool. It is a duality between theories of gravity and
Gauge theories. It does not specify any features of the two sides but it rather underlines
its very general character.
Whatever you prefer to call it, we are going to discuss in detail the points I believe are the
fundamental motivations and features behind it. Given the applied aim of the course, we
will completely ignore the following issues. (I) We will refer to String Theory and extended
objects in extra-dimension as little as possible. We will not discuss the original motivation
of the duality proposed by Maldacena in his very famous work [22] (see also [23]). (II) We
will always work in the so-called Bottom-up version of the duality. This means we will not
care about any UV completion or string embedding of our theory. This is clearly a fair
question and point of view; personally, I have always found quite an oxymoron the attitude
of pretending to be using a complicated String Theory construction to shed light on some low
energy question. (III) We will be using just ”simple” classical and weakly coupled gravity
construction to explore the physics of strongly coupled and many body (large N) field theories.
(IV) On the same line, we will ignore any Swampland or naturalness discussion [24–26]. We
will require the consistency of our theory only from simple and world-wide accepted criteria
such as unitarity, absence of ghosts and superluminal modes and (linear) stability3.
3This is not totally true. As we will explain later, instabilities of the gravitational theory could be totally
physical and interesting rather than a pathology of the theory.
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1.1 If you want to skip this section, just read this
Perturbation theory is a super powerful tool, which is exploited in physics in any possible
direction [27–31]. To introduce the idea, let us consider a generic problem which we know
how to solve explicitly and let us add a small deformation to it parametrized by a coupling
C:
problem = problem0︸ ︷︷ ︸
we know how
to solve this
+ C ∗  (1)
where C  1, namely it is ”small”4. Now, let us imagine we want to compute a physical
observable O. What we can do is to treat the deformation order by order and express the
final result as:
O(C) = O0 +
m∑
n=1
CnAn (2)
i.e. a perturbative expansion in terms of this ”small” coupling.
Because of the ”smallness” of the coupling, each term in the sum will contribute less and less
in the final result for the observable O, meaning we will get a good result without the need
of going towards very large m, but just truncating the series after few terms5.
The perturbative procedure is formalized in quantum field theory by the use of Feynman
diagrams which allow to express the full process in a very simple and graphic fashion. Just to
show one example of what we were discussing, let us take the following quantum field theory
know as λφ4:
L(φ) = 1
2
[
∂µφ∂
µφ − m2 φ2
]
− λ
4!
φ4 (3)
In the limit of small λ the perturbative solution of this model can be found in all the QFT
textbooks [32,33].
To show off the power of the pertubative method, I cannot avoid mentioning the results
for the electron spin g-factor. Classically, we can compute the g-factor by simple classical
mechanics argument and we get that g = 2 [34]. Quantum effects produce deviations from
the classical value which can be both measured experimentally [35] and computed analytically
using QED [36], with an incredible precision. The comparison between experiments and
perturbation theory, according the data of [37], reads:
aexp = 11659208.9(5.4)(3.3) × 10−10
atheory = 116591802(2)(42)(26) × 10−11
aexp − atheory = 287(63)(49)× 10−11 !!!
where we define the anomalous magnetic moment a ≡ (g− 2)/2. This result can be obtained
using 12, 672 vertex Feynman diagrams at the 10th order of the perturbative expansion which
would look like more or less like this:
4Small or big does not mean anything in physics. The way this is properly done is by making the coupling
dimensionless or in other words to compare it with a characteristic quantity of the system with the same mass
dimension.
5We will not consider here the problem that most of the series as (2) are asymptotic series, with finite or
even zero radius of convergence. This implies that increasing the number of terms m will not improve the final
result after a certain step.
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going on for approximately 50 pages! Summing all these perturbative contributions, we get
an agreement between theory and experiments with a precision of 10−11, is not that amazing?
Now, the perturbative methods work amazingly, but what if their assumption is not valid
anymore? What if the coupling governing the interactions is not weak and small but rather
an O(1) number (in the opportune dimensions)? If we blindly follow the perturbative pre-
scription, what we get would be something like this:
©(λ) =
∞∑
n=0
λn cn = c0 + c1 + c2 + c3 + . . . = (4)
where our final result is completely meaningless and totally in disagreement with the experi-
mental data. The simplest example of this failure is the computation of the viscosity-entropy
ratio in the Quark Gluon Plasma. The experimental values [38] indicates that this ratio is
order:
η
s
∼ 2.5 1
4pi
~
kB
(5)
From a different point of view, perturbation theory, in terms of the ’t Hooft coupling λ, gives
the following result:
η
s
=
A
λ2 log(B/
√
λ)
(6)
where A,B are non-universal numbers [39,40]. The weak-coupling computation gives a value
of η/s  1, in evident tension with the experimental data (see fig.1). The QGP appeared
to be a strongly coupled system, for which the perturbative methods are of no help. We will
see later on how Holography has shown to be extremely useful in providing a solution to this
conundrum [41].
What is Gauge-Gravity? It is a duality6, a very powerful one. The best way to understand
the meaning of a duality is using art, as in fig.1.1. The main idea is that the same system can
be analyzed from different points of view and described by different degrees of freedom. A
system, that appears complicated and without a clear guidance principle from one perspective,
can become elegant and simple from another, like the shades in the figure above. The trick
is to change the framework to describe the system, move from the bees to the fishes; solve
the system in the picture which results the simplest and then translate back the result in the
original variables.
This is exactly what Holography does (see fig.2). It maps a hard, if not even impossible,
problem into a simpler one which is described by completely different degrees of freedom
6For a nice discussion about the precise meaning of ”duality” and some concrete examples see http://
users.physics.harvard.edu/~mwilliams/documents/phys143a_duality.pdf.
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Figure 1: Left: Comparison between the weak coupling and strong coupling results for the
η/s ratio. Right: The experimental value for the QGP is around η/s ∼ 2.5/4pi ∼ 0.19.
Figures taken from [40] and [42].
in a completely different background. The two descriptions are conjectured7 to be dual and
therefore the results obtained from the simple side (the gravitational one for us) can be mapped
back in terms of the field theory language to obtain the field theory observables desired.
The idea of duality is of course much older that Holography and it has been widely employed
in Physics and Mathematics [46,47]. The most famous example is probably the wave-particle
duality of light. Depending at which phenomenon dealing with light you are looking at, it is
more convenient to think about light as a particle (the photon) or as a wave (EM wave).
In the following, we show explicitly the power of the idea of duality by applying it to the Ising
model in two dimensions. The reader interested in more details can look at [48].
The Ising model is a simple discrete model defined via discrete variables which can only take
value ±1 (up or down). The variables are defined on a lattice and their dynamics is described
by the following Hamiltonian:
H = − J
∑
〈ij〉
Si Sj , with J > 0 and Si = ±1 (7)
where the spin variables interact between themselves via the coupling J and only via nearest
neighbours. For this concrete example, we choose the value of J positive, which classifies
7To be fair the duality has never been proven rigorously and mathematically. There are anyway several
hints and indications that it might hold. Moreover, in the context of String Theory, there are several explicit
examples [43–45], where the physical observables can be computed exactly from both sides (the field theory
and the gravitational theory) and they perfectly match.
9
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Figure 2: What do you need to know about AdS-CFT.
the model as ferromagnetic. It is simple to realize that having all the spins pointing in the
same direction does minimize the energy of the system. At low temperatures, the electrons
will organize themselves to create indeed such configuration; this is called the ordered phase.
At higher temperatures, there will be thermal fluctuations which will allow some electrons to
overcome the energy cost associated with going against the others. Choosing the temperature
to be sufficiently high, these thermal fluctuations dominate, and the spins will point in es-
sentially random directions; this is called the disordered phase. See fig.3 for a cartoon of the
situation. Now the question is what is the critical temperature at which this phase transition
happens? In general this is very hard question to tackle analytically, but here comes the trick.
For simplicity, we consider the system on a squared two-dimensional lattice.
For practical purposes, let us perform the following re-definition:
H = K
∑
〈ij〉
Si Sj , with K ≡ J/T (8)
Given this Hamiltonian, we can compute the partition function in a standard way:
Z(K) =
∑
α
e−β Eα(K) , with β = 1/T (9)
After some not too tedious manipulations, we obtain that at high temperature the partition
function reads:
Zhigh(K) = (coshK)
Nl 2N
(
1 + N (tanhK)2 + . . .
)
(10)
10
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Figure 3: The transition between the ordered and disordered phases in a 2D Ising model.
with Nl the number of links and N the number of sites of the 2D lattice.
At low temperature, we get:
Zlow(K) = 2 e
KNl
(
1 + N
(
e−2K
)4
+ . . .
)
(11)
Now, this does not seem very useful. Nevertheless, up to a multiplicative constant in front,
the high and low temperature expansions (10), (11) can just be obtained by passing different
arguments to the series. In particular, by the substitution:
e− 2 K˜ ⇐⇒ tanhK (12)
one can pass from one limit to another. This is called the Kramers-Wannier duality [49]. The
two phases, high and low temperature, are dual under the identification above. This result is
very powerful. At the critical point, the transformation above has to be singular, therefore:
e− 2 K˜c ⇐⇒ tanhKc → Tc = 2 J
log
(
1 +
√
2
) (13)
which gives us immediately the value of the critical temperature analytically. This result is
in perfect agreement with the numerical simulations. This is a very famous and simple case
where the system is self-dual, dual to itself. This means that the system and its degrees of
freedom on the two sides (T < Tc and T > Tc) are the same. Nevertheless it displays already
a very interesting feature. Instead of dialing the temperature, we can think of changing
the coupling J . The high temperature regime corresponds in this language to the weakly
coupled regime and the low temperature one to the strongly coupled regime8. The duality
transformation (12) is relating a theory at strong coupling to a weakly coupled theory (which
in this case, due to the self-dual nature, it is the same). So what is AdS-CFT? It is just a
much more general version of the Ising duality.
In particular, AdS-CFT is an upgraded duality in the following senses:
8This is evident using the redefinition in eq.(8) K ≡ J/T .
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Duality in 2D Ising model AdS-CFT
two sides of the duality same theory different theories
d.o.f. in the two sides ”same” different
# dimensions same different
duality transformation local highly non-local
coupling constant strong-weak strong-weak
solvability both sides only one side
but the idea is analogous. Moreover, it is even more relevant because only one side of the
duality can be solved9 and it therefore can shed light on the other, and strongly coupled, side,
where almost no other tool is available10.
In summary the only thing you need to know about AdS-CFT 11 is that it is a very non
trivial, but at the same time very powerful, duality which can be employed to solve strongly
coupled theories for which no other reliable method is available.
1.2 The Holographic principle a.k.a. ”do we really need all these dimen-
sions” ?
As already hinted in the previous discussion, one of the most intriguing, and at the same time
disorientating, feature of the AdS-CFT correspondence is the fact that is holographic. This
means that the dual theories do not live in the same number of spacetime dimensions but
rather the gravitational theory is defined always in one dimension more than the field theory
side. Somehow, it is like if one of the dimension of the gravitational theory is not necessary
and one could describe the same system in terms of field theories getting rid of it. Is this
crazy? No, it is actually known and it has to do a lot with Black Hole physics.
Black holes (BHs) are fascinating objects which are expected to exist in every galaxy of
our universe. Recent observations have attracted a lot of attention also outside the physics
community [50–52]. BHs are thermal objects with a finite temperature and entropy [53] and
they follow the laws of standard thermodynamics. The second law of thermodynamics requires
that the entropy of a closed system will never decrease. Including the black hole entropy in
the entropy ledger gives us what is known as the generalized second law of thermodynamics
(GSL) (Bekenstein 1973 [54]):
∆S0 + ∆SBH = ∆Stotal ≥ 0 . (14)
where SBH is the black hole entropy and S0 the entropy of the ”rest” outside the black hole
horizon. This takes us immediately to the definition of the so-called Holographic Principle
(see [55] for a review and [56,57] for the original works by t’Hooft and Susskind).
In an ordinary system, with no gravity, the number of degrees of freedom N is extensive and
it scales with the volume of the system, as N ∼ eV . This means that the entropy obtained
from the Von Neumann relation S ∼ log N will be proportional to the volume itself S ∼ V .
When gravity kicks in, the story is different! The, already mentioned, Holographic principle
claims that in this case: the maximum entropy of a region of volume V corresponds to the
entropy of the biggest black hole that fits in it.
9Technically, this is due to our limitations, not those of the duality.
10One could always do numerical simulations like lattice computations, Monte Carlo, etc...
11For the purposes of these lectures.
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Figure 4: The information is all encoded on the surface of the black hole, making one of the
spacetime dimensions completely ”useless”.
This can be formulated as:
Smax = SBH (15)
and here comes the novelty. The entropy of a BH object is not proportional to its volume V ,
but rather to the area of its event horizon. This is the famous discovery of Bekenstein and
Hawking, which we can write as:
SBH =
A
4piGN
(16)
where A is the area of the event horizon, the surface around the black hole inside which
nothing, not even light, can escape. Following the holographic principle, this means that in
a theory with gravity the entropy of a region of volume V is proportional to the area of the
biggest ”ball” surrounding it as shown in fig.4. This also means that all the dynamics of that
system confined in the volume V is encoded in the degrees of freedom living in one dimension
less, on its surface. In a sense, there is one redundant dimension that from the point of view
of the amount of information is completely irrelevant. We can understand everything inside
that volume, by just looking at what happens at its surface. This is the first hint that a theory
of gravity in d + 1 dimensions contains the same amount of information of a correspondent
(we will explain in which sense) field theory in d dimensions.
Sketchy proof of the Holographic principle.
Suppose for a moment that the entropy of the system is bigger than the entropy of
the largest BH fitting S > SBH ; now, let us start throwing matter inside the system
(increasing both its entropy and its energy). At a certain point, the system will
collapse into a black hole state with entropy SBH . If we compute the total entropy
variation for the process described, we would discover that:
∆S < 0 (17)
which violates the generalized second law of thermodynamics! Therefore, by contra-
13
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diction, we proved the Holographic principle. For many more details see [58].
What is Stephen Hawking famous for.
The Bekenstein-Hawking formula states that the entropy of a BH is proportional
to the area of its horizon:
S =
A
4GN
(18)
where GN is the Newton constant.
There is a more general result, found by Wald, which defines the entropy as a Noether
charge [59–61] and it is valid in more general situations, even beyond the Einstein-
Hilbert action of General Relativity. Let us re-derive the famous result (18) with this
more powerful formula. Let us start from an action:
S = 1
16piGN
∫
d4x
√−g (R + Lmatter ) (19)
We can compute the total entropy using the Wald formula [59–61]:
S = −2pi
∫
Σ
d2x
√−h δL
δ Rµνρσ
µν ρσ (20)
where µν is the binormal on the horizon Σ and h the induced metric. Let us assume
a general ansatz for the metric:
ds2 = −h(r) dt2 + dr
2
f(r)
+ r2 dxi dxi (21)
This implies that the binormal vector has only two non vanishing components:
tr = − rt =
√
h(r)
f(r)
(22)
and therefore the Wald formula simplifies to:
S = −8pi
∫
Σ
d2x r2h
h(rh)
f(rh)
δL
δ Rrtrt
(23)
Following our action (19) we obtain:
δL
δ Rµνρσ
=
1
32piGN
(gµρgνσ − gµσgνρ)︸ ︷︷ ︸
EH action
(24)
We are interested in the rtrt component which simplifies to:
δL
δ Rrtrt
=
1
32piGN
grrgtt = − 1
32piGN
f(rh)
h(rh)
(25)
14
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We therefore conclude that:
S =
1
4GN
∫
Σ
d2x r2h =
Ah
4GN
(26)
which is indeed the famous Hawking-Bekenstein formula.
Exercise #1 : playing with Wald formula.
Consider an Horndeski gravity model [62,63], whose action reads:
S =
∫
d4x
√−g
R − 2 Λ + (gµν − Gµν) 2∑
I=1
∂µφ
I∂νφ
I
 (27)
where Gµν ≡ Rµν − 12gµνR is the Einstein tensor. Assume a simple ansatz:
ds2 = −h(r) dt2 + dr
2
f(r)
+ r2 dxi dxi , φI = k xI (28)
Find the entropy density of the BH in this theory and show the Horndeski parameter
γ modifies the Bekenstein-Hawking formula (18). The complete results can be found
in [64].
Try now with:
L = R
2κ
− Λ + c1R2 + c2RµνRµν + c3RµνρσRµνρσ (29)
Do you agree with [65]? Do you see anything special in Gauss Bonnet gravity [66]?
1.3 The extra-dimension and the RG flow
In the previous section we discussed how this extra dimension entering in the duality can be
understood from a gravitational point of view. In this section we ”flip the pan” and we take
the field theory point of view.
In a general local and well-defined quantum field theory, the observables depend on the energy
scale we are looking at. From a more rigorous perspective, we can study the dynamics of the
couplings of the theory under a change in the energy scale µ, by looking at the so-called
beta-function equation [32,33] :
µ∂µ g(µ) = βg(g(µ)) . (30)
The important fact for us is that such equation is totally local in the energy scale and it can
be thought of as a dynamical equation in an additional dimension µ. In other words, we can
now extend the system from depending on only the proper spacetime dimensions (t, ~x) to a
larger set of coordinates (t, ~x, µ). In this language, the beta-function equation (30) is simply
the dynamical equation in the extra dimension µ. In order to understand this better, it is
easier to think about the RG flow in the Wilsonian sense [67]. Changing the energy scale
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of the system simply corresponds to a coarse-graining process or in a way to use a different
meter as shown in fig.5. Now we can take the images of our systems and put them aligned
along the energy scale dimension. This procedure will create a d+ 1 spacetime which indeed
looks like Anti de Sitter, where going from the boundary to the IR, the length scale dilatates
as in the coarse-graining procedure.
Figure 5: A pictorial representation about how the RG flow defines for us an extra (and
warped) dimension whose geometric representation is very similar to AdS. Figure taken from
[68].
We can make this statement more precise, by counting the number of degrees of freedom
in the two sides and show that they match. Let us start by considering a quantum field
theory (QFT) in d spacetime dimensions. For convenience, we introduce an IR and UV cutoff
represented by a lattice spacing  and a finite spatial box of size R. The number of ”cells” in
the box is given by
(
R

)d−1
. By defining the number of degrees of freedom for lattice spacing
cQFT , the total number of degrees of freedom in the QFT is:
NQFTdof =
(
R

)d−1
cQFT (31)
For a SU(N) gauge theory, where the fields are N × N matrices, the counting in the large
N limit will give CSU(N) ∼ N2. Considering now the bulk gravitational theory in d + 1
dimensions, the number of degrees of freedom is given by:
NAdSdof =
A∂
4GN
(32)
where A∂ is the area of the region at the boundary as we explained in the previous section.
Given the AdS metric the latter can be computed as:
A∂ =
∫
Rd−1,z=
dd+1x
√−g =
(
L

)d−1 ∫
Rd−1
dd−1x (33)
where  is the UV cutoff, the position of the AdS boundary and L the size of the AdS length.
The last term in the expression above
∫
Rd−1 d
d−1x represents the volume of the AdS boundary
VRd−1 , which is obviously infinite. If we request, as before, an infrared cutoff regulator R,
such a volume becomes VRd−1 = R
d−1. As a consequence, the area considered is now:
A∂ =
(
RL

)d−1
(34)
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Figure 6: The net of relations between the d+ 1 dimensional gravity theory and the d dimen-
sional QFT. Figure taken from [77].
If we restore the the Planck length GN = (lp)
d−1 = 1
Md−1p
, previously set to unit, then the
total number of d.o.f. in the AdS spacetime can be written as:
NAdSdof =
1
4
(
R

)d−1 (L
lp
)d−1
(35)
We can finally compare the number of degrees of freedom in the two pictures NQFTdof , N
AdS
dof
and check that they match.
The limit of classical gravity implies that:(
L
lp
)d−1
 1 , (36)
i.e. the curvature scale in Planck units is small.
Comparing the expressions, we can therefore conclude that a QFT has a classical gravity
description whenever cQFT is large, i.e. in the large N limit
12. Moreover, this classical
description lives in one dimension more which is in the QFT language represented by the RG
flow scale. Several attempts to derive this more rigorously have been made [69–76].
In summary, we can understand the holographic nature of the duality from both the gravita-
tional and QFT side by using the holographic principle and by thinking about the features of
RG flows (see fig.6).
12To be more precise, this is just a necessary condition to have a well-defined gravity dual description. The
question of determining which field theories have a gravity dual and which are all the necessary requirements
to have it is largely to be determined. We thank Christopher Rosen for this clarification.
17
SciPost Physics Lecture Notes Submission
1.4 Large N field theories and gravity
Physicists are always in search for solvable models. Contrarily to what our intuition might
suggest, quantum field theories become much simpler in the limit of very large number of
degrees of freedom [78]. G. t’Hooft was the first to realize it in 1974, in the concrete case of
U(N) gauge theories. These models simplify extremely by taking the rank of the gauge group
N to be large, N →∞ [79]. In this limit, several theories become solvable and the subleading
effects can be taken into account in a perturbative expansion in 1/N . This is for example a
strong tool to try to solve QCD. The question whether the N = 3 of QCD is large or not is
subtle and will not be considered here.
The purpose of this section is to briefly show this idea and why it is relevant for us. To do
that, we consider a U(N) gauge theory defined by the following Lagrangian:
L = Tr
(
F 2µν + Lmatter
)
(37)
with Fµν = ∂µAν−∂νAµ+i gYM [Aµ, Aν ] the non-abelian field strength and Lmatter the matter
lagrangian, which generically includes fields in the fundamental and adjoint representations.
The main discovery by t’Hooft is that this theory substantially simplifies in the so-called
t’Hooft limit :
N → ∞ , gYM → 0 , λ = g2YM N = fixed (38)
where λ is the t’Hooft parameter. For many more details see [80]. The t’Hooft limit is a well
defined limit and gives rise to a sensible perturbative framework.
For convenience, we re-define the fields in order to write the Lagrangian as :
=⇒ L = N
λ
Tr
(
F 2µν + . . .
)
(39)
Using this notation, the propagator brings a λ/N , vertices provide a factor N/λ and loops a
factor of N . At this stage, diagrams with different topology contribute with different powers
of N . In particular, in the large N limit only the planar diagrams will survive. Have a look
at figure 7.
Figure 7: Planar and non-planar graphs and their relation with Riemann surfaces. Figure
taken from [81].
The first diagram is planar; it can be drawn on a plane. The correspondent Riemann surface
is a sphere, a topological object with genus h = 0. The second graph is instead non planar.
We cannot draw it on a plane, some of its lines will intersect in points which are not vertices.
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The corresponding surface is a Torus with genus h = 1. At the same time, counting the
propagators, vertices and lines we can convince ourselves that the first graph scales like ∼ N2
while the second one like ∼ N0. Therefore, in the large N limit, the contribution from the
second graph will be completely negligible with respect to the first one
We can pursue a more systematical classification using topology, a fundamental branch of
mathematics. More precisely given a Riemann surface with F faces, E edges and V its Euler
characteristic is given by:
2 − 2h = F − V + E (40)
At this point, we can just count the contributions for a given diagram:(
λ
N
)V
︸ ︷︷ ︸
vertices
NF︸︷︷︸
loops
(
N
λ
)E
︸ ︷︷ ︸
propagators
= O
(
N2− 2h
)
(41)
This means that the t’Hooft expansion organizes graphs accordingly to their topology. In
particular, in the large N limit the leading diagrams are those with h = 0, i.e. the planar.
All in all, we can write the Free Energy of the theory in this limit in a particularly simple
form:
F =
∞∑
h= 0
N2− 2h fh(λ) (42)
i.e. a double expansion in the rank N and the coupling λ.
Why we are doing all of this? Because in String Theory perturbation theory is not done in
powers of the coupling gs but indeed in the topology, in what is known as genus expansion.
See [82,83] for details about it.
The most striking result of this section is the incredible similarity between the perturbative
string expansion13 and the 1/N expansion of a Gauge theory. (42). The two can be mapped
into each other by the simple relation
N ∼ g−1s , α′ ←→ λ (43)
where gs is the string coupling and α
′ relates to the string tension. This discussion brings us
directly to the next section. After realizing that a quantum field theory can be surprisingly
related to a theory of gravity with strings, we have to understand in which limits this duality
becomes simple and exploitable.
1.5 The assumptions: strengths and limits
Let us start by the simple and honest statement that we do not know how to solve String
Theory and we do not know how Quantum Gravity works (so far). As a matter of fact,
we would like to work with classical gravity without strings vibrating around us. This is a
problem that we control. The quantum effects in gravity are governed by a length scale known
as the Planck scale lp, while the stringy effects are determined by the length of these stringy
13Which we did not show in details here. See for example the lecture by A.Uranga available at https:
//members.ift.uam-csic.es/auranga/lect2.pdf.
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objects, ls. The limit we would like to work in, what we denote as the classical gravity limit,
can be therefore defined by the two requirements:
L
lp
 1 , L
ls
 1 (44)
where L is the characteristic length of our theory. This is the limit displayed in fig.8. On the
other side, the field theory one, we have two independent parameters, the ”number of degrees
of freedom” N and the coupling λ. Precise relations between the parameters on the gravity
side and the field theory can be derived (we did derive one of them in the previous section)
as follows:
Field Theory Gravity Theory
gauge symmetry rank N Planck Scale lp
t’Hooft coupling λ ≡ Ng2 String Length ls(
L
ls
)4
= λ
(
lp
L
)8
=
pi4
2N2
(45)
Here comes the miracle. The simple limit of classical and string-less gravity corresponds in
the field theory to consider the regime of large degrees of freedom N  1 and strong coupling
λ 1. The second outcome is certainly more than welcome. As described in the introduction,
field theory at strong coupling are very wild beasts that cannot be solved using perturbative
methods. We can now use simple classical gravity to describe them.
What about this large N limit?
lp
lp
lp ls
ls
ls
L
Figure 8: The limit of classical gravity with no extended objects and the dual field theory
with many d.o.f.s strongly interacting between themselves.
If we think about SU(N) QCD-like theories, it is very well defined what the large N limit is.
Then it is a question of taste to judge if the corrections in real-world QCD:
1
N2
∣∣∣
N→3
=
1
9
(46)
are large or small and if the large N limit is satisfactory or not for QCD physics. That said,
it is also fair to say that a great effort has been made to study the holographic results with
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finite 1/N corrections14.
In Condensed Matter the situation is more subtle, because one could ask directly what is N
in these cases. In terms of vector O(N) theories like spin models, the interpretation of N is
still solid. But what in general? I think the best way to answer this question is to remember
that given a quantum field theory with a gauge symmetry of rank N the central charge of the
theory scales like c ∼ N2. The central charge counts directly the number of ”active” degrees
of freedom15. Putting these arguments together, we realize immediately that:
N →∞ ⇐⇒ large number of d.o.f. (48)
and that the large N limit simply corresponds to considering a system with a very large
number of degrees of freedom, a strongly interacting many-body system. In this sense, this
limit can be thought as a sort of mean-field theory approximation which selects the saddle
point of the path integral.
The relevant question to ask is to which extent and in which terms the large N approximation
affects the physical results we obtain from holography. In this direction, I would like just to
show you a simple example where for example large N has a very important role.
The holographic superconductor [84,85] is probably one of the most famous models in applied
holography. At this level, we are not interested in the details of the model but the only
thing we have to know is that it implement the spontaneous symmetry breaking of a U(1)
global symmetry16 in the dual field theory picture. The simplest setup is constructed in an
asymptotic AdS4 spacetime, which corresponds to considering the dual field theory in D = 2
spatial dimensions. Why is this a problem? Because in statistical physics there is a very
famous theorem, which goes under the name of Mermin-Wagner theorem, which says that
continuous symmetries cannot be spontaneously broken at finite temperature in dimensions
D ≤ 2. What is happening here? First, notice that this theorem is not violated by the Ising
model example in section 1.1 because there the symmetry is discrete, i.e. Z2. In this case, the
symmetry is continuous and the theorem holds. Are holographic superconductors violating
the theorem? Why?
In order to understand this point, we need to say few words about the theorem [87–89]. The
main idea is that in D ≤ 2 the quantum fluctuations of the Goldstone bosons are strong
enough to destroy the ordered phase, and in particular the coherence of the condensate. Let
us try to make this statement slightly more formal following [90]. Consider a simple theory
where a complex scalar operator Ψ acquires dynamically a finite vacuum expectation value
(VEV) v. This can easily be achieved using the famous double well potential. The solution
with the finite VEV induces the spontaneous symmetry breaking (SSB) of the U(1) symmetry,
under which the scalar is charged. Let us consider the fluctuations around that ground state
by writing:
Ψ(x) =
(
v + σ(x)
)
ei θ(x) (49)
14Too many references here, sorry.
15An easy way to understand this is by noticing that:
〈TµνTρσ〉 ∼ c + . . . (47)
meaning that the central charge controls the two-point function of the stress tensor. The latter is indeed the
quantity associated to the transport of energy and momentum in the field theory and it is therefore counting
the numbers of those ”active” degrees of freedom. For details have a look at http://www.damtp.cam.ac.uk/
user/tong/string/four.pdf. We thank Amadeo Jimenez Alba for this comment.
16Yes, it is a superfluid in this sense. Unless you do some tricks [86].
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where θ is the Goldstone mode associated to the SSB. Considering the fluctuations around
the ground state, the VEV of field, which determines the order of the state, can be written
as (see [90] for details):
〈Ψ(x)〉 ∼ v e− 12 〈θ(0)θ(0)〉 (50)
Moreover, the correlation function of the Goldstone bosons can be computed from the simple
integral:
〈θ(x)θ(0)〉 ∼
∫
dDk
(2pi)D
ei k x
k2
(51)
It is easy to prove just by dimensional analysis that this correlation function is IR divergent
for D ≤ 2. This means that in D ≤ 2 :
lim
x→0
〈θ(x)θ(0)〉 = ∞ −→ 〈Ψ(x)〉 = 0 (52)
or in words, the quantum fluctuations of the Goldstone bosons destroy the order of the broken
phase.
From this simple argument, we can immediately realize two facts. First, in the case of discrete
symmetries this is not happening because there are no Goldstone bosons. Second, the SSB
is destroyed because of quantum effects; nothing can be observed in the classical limit. Now,
recall that in the large N limit the quantum effects are suppressed by 1/N factors. This limit
makes somehow the system classical. To be precise here we should write:
〈Ψ(x)〉 ∼ v e− 12 1N 〈θ(0)θ(0)〉 (53)
such that in the N → ∞ limit the quantum fluctuations are totally frozen. This is exactly
how the Mermin-Wagner theorem fails in the large N limit and it is exactly the reason why
we have SSB in D = 2 in the case of holographic superconductors.
This has been proven explicitly in [91], by considering 1/N effects in the holographic super-
conductor model. There, the authors computed the first loop correction to the large N limit
and they observed indeed that in D = 2 the SSB pattern gets completely spoiled, in agreement
with the Mermin-Wagner theorem.
In summary, large N is a very useful limit but we need to be careful about the results
that it spits out. It is certainly a concern and an open question to understand to which
extent holography in the large N limit could describe strongly correlated materials where the
quantum effects are of primary relevance. Potential problems, such as the absence of disorder
driven (Anderson) localization phenomena [92], have been already discovered.
1.6 Why is it actually useful or needed?
After outlining the features, the virtues and the flaws of the holographic tool set, let us briefly
motivate a bit more specifically which type of situations or systems can be tackled with it.
The two examples that you will find everywhere, and I really mean everywhere, are:
1. QCD and Quark Gluon Plasma ;
2. High-Tc superconductors, Strange Metals and the cuprates.
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Figure 9: Two typical examples of physics at strong coupling. Standard QCD and High-
Temperature Superconductivity.
Let us try to explain a bit why these situations are very complicated and interesting, and why
Holography could provide some help in understanding them.
What is the Quark Gluon Plasma (QGP)? It is the state of matter that you find in QCD
at very large temperature and/or density [93] (see fig.10). At these extremely large energies,
the quarks are not anymore confined but they become free, together with the gluons, and
they constitute a hot quantum soup. This new quantum state of matter can be observed
experimentally in heavy-ion collisions, for example at RHIC (https://www.bnl.gov/rhic/)
or at CERN in the ALICE experiment (https://home.cern/science/experiments/alice).
Why it is so interesting? Because it is believe to be the state of matter of the first milliseconds
of our Universe after the Big-Bang. Additionally, it is expected to be at work in very hot
Neutron stars. There are several fundamental questions (elliptic flow, jet quenching, small
viscosity, etc . . . ) linked to the QGP; we refer to [7] for an extensive review. Why is the QGP
so hard to tackle with standard techniques? At high energy the QCD coupling is small and
therefore the physics should be simple. Unfortunately, perturbative methods become totally
unreliable at very high temperatures around the QCD phase transition. The only tool left is
Lattice QCD [94], i.e. brute-force computer calculations. In principle this is a reliable quanti-
tative tool but: (I) lattice-regularized calculations are CPU-expensive especially approaching
the thermodynamic limit of very large lattice size; this means that all the features of the QGP
which are related to long-wavelength physics are very hard to be explored with this method.
For the same reason, it is in practice very difficult to carry out lattice calculations using
light quark masses which yield realistically light pion masses. (II) Apart from this practical
issues there are two more fundamental and conceptual problems. The first one is the famous
sign problem which renders any Monte Carlo simulation impossible at finite baryon chemical
potential. The action acquires an imaginary term and it can no longer be interpreted as a
probability distribution in the simulation method. (III) Finally lattice computations are not
very suitable to considering real time properties like calculating transport coefficients and
answering questions about, say, far-from-equilibrium dynamics or jet quenching. Despite ex-
isting critiques [95], AdS-CFT represents a well-suitable tool to tackle this kind of system.
We will mention in the next sections some of the major results in this direction.
Another, always mentioned, case is that of High-Tc superconductors. What are they? Stan-
dard superconductivity can be understood theoretically using BCS theory [96] which led
23
SciPost Physics Lecture Notes Submission
Figure 10: The phase diagram of QCD.
Figure 11: The High-Tc superconductors timeline. In more recent years, the record of 250K
has been set [100] in LaH10 at a pressure of about 170 Giga-Pascals !
Bardeen, Cooper and Schrieffer to the Nobel Prize in Physics in 1972. The main idea is
that the electrons in a metal get paired via phonons interactions and they create bosonic
bound states known as Cooper pairs. Once these bosonic pairs are created they can un-
dergo condensation and produce a ground state with a macroscopic occupation number. All
the experimentally observed properties of Superconductivity can be explained by this simple
framework [97]. Well, actually all the experimentally observed properties before 1986 [98]!
In that year the first High-Tc superconductor [99] was discovered in the IBM laboratories.
Since then a lot of very diverse materials displaying High-Tc superconductivity have been
discovered; see fig.11 for an historical (and not very updated) map.
Why do these new materials constitute a challenge to the standard condensed matter wisdom?
1. The BCS theory is expected to be reliable only for Tc < 30K. This is certainly not
the case for High-Tc superconductors, see fig.11. The naive argument to understand
this problem is realizing that the critical temperature in BCS theory is proportional to
the electron-phonon coupling. Large Tc means that such a coupling becomes strong and
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therefore the weakly coupled perturbative logic assumed not reliable 17.
2. The BCS theory is built upon the superconducting instability of a normal metallic phase
which follows Fermi Liquid theory. The normal states of the High-Tc superconductors
are in contrast with Fermi liquid theory [102]. They are usually referred to as Strange
metals18, and they display a very discussed linear in T resistivity19.
3. BCS theory predicts a universal relation between the superconducting mass gap ∆ and
the critical temperature Tc which is universal and tested in the lab. More precisely:
2 ∆(T = 0) ∼ 3.54 kB Tc (54)
High-Tc superconductors give values around20:
2 ∆(T = 0) ∼ 9 kB Tc (55)
which is taken as another indication of the strong coupling physics underlying it 21.
4. The condensate in BCS theory is S-wave, which means a spin-0 object. The Cooper pair
is a spin-0 composite boson. There are strong indications that High-Tc superconductors
are D-wave, displaying a more complicated condensate which is a spin-2 tensor.
All in all, High-Tc superconductors cannot be explained by BCS theory and no well accepted
substitutive theoretical framework exists so far. Moreover, there are several (experimental
and theoretical) indications that strong coupling is playing an important role. Holography
might be a viable tool to solve this condensed matter mistery.
1.7 The Power: why I like to think about it as ”EFT 2.0”
Disclaimer: This section contains mostly personal opinions built on the discussions and
interactions with colleagues and experts in the topic.
Bottom-up holography is certainly strongly reminiscent of the common effective field theory
approach. It is not derived from any microscopic UV theory nor from a formal embedding in
string theory or any other quantum gravity framework you can think of. The main ingredients
are composite operators, fields whose microscopic structure remains unknown and which are
17More recently, superconductivity at very high temperature (∼ 250K) as been obtained for certain materials
under extreme pressures [100]. It is not yet clear if such phenomenon can be understood within BCS theory
and from a standard electron-phonon interaction [101]. We thank A.Garcia Garcia for pointing this out.
18Be careful. There is another class of ”strange” materials, which are defined Bad Metals. The latter violate
the Mott-Ioffe-Regel bound [103]. A priori, it is not clear if this is connected or not with the T−linear resistivity
of Strange Metals.
19Fermi liquid theory predicts that in standard metals ρ ∼ T 2, which comes from simple arguments related
to the electron-electron scattering and the phase space in presence of a Fermi surface. There is no known
weakly coupled logic or scattering mechanism which is known to give linear in T resistivity ρ ∼ T .
20Suprisingly enough, the holographic models [84] are quite close to these values.
21One can modify BCS theory into the so-called Eliashberg theory [104]. The resulting theory is still a
”boring” mean-field theory of superconductivity but it can describe materials such as Pb or Hg, for which
the ratio ∆/Tc is higher than the BCS prediction. Therefore, a non BCS value of the ratio only means that
the superconductor is more strongly correlated but not that Fermi liquid theory breaks down as is the case in
Cuprates. We thanks A.Garcia Garcia for this comment.
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labelled simply by their spin and their conformal dimension (or mass). Every time we discuss
about a U(1) current, we do not know if that current comes from some charged scalars:
Jµ = i q
(
ψ∂µψ∗ − ψ∗∂µψ) (56)
or from some fermions (our ”wanna-be” electrons):
Jµ = Ψ¯ γµ Ψ ; (57)
it is just a conserved current carrying U(1) charge. This is totally analogous to say the way
we formulate the Ginzburg Landau formalism. We write an action in terms of a complex
order parameter field ζ, but we do not know what is that made of. In BCS theory that would
be a Cooper pair for example. The amazing outcome, in common to all the EFTs, is that we
can already answer a lot of relevant questions without knowing it.
So, if we do not know any microscopic, how do we construct our theory? Symmetries! That
is indeed the holy grail for effective field theories. Symmetries are very powerful constraints
on the allowed interactions and on the emerging dynamics. If Holography is just an effective
field theory like the others why we are even discussing it? Because there is much more.
Effective field theories are built using symmetries and a perturbative expansion in a small
parameter. Every time we discuss about low-energy effective field theory, that parameter is
energy. In particle physics it might be the mass dimension of an operator or in hydrodynamic
the gradients of the thermodynamic quantities around equilibrium. Let us think about hydro-
dynamics and elasticity theory. Hydrodynamic is built in a gradient expansion. Dissipative
relativistic hydrodynamic [105] gives for example:
Tµν︸︷︷︸
stress
tensor
= ︸︷︷︸
energy
density
uu︸︷︷︸
velocity
uv + p︸︷︷︸
pressure
∆µν − η︸︷︷︸
shear
viscosity
σµν − ζ︸︷︷︸
bulk
viscosity
∆µν∂λuλ + . . . (58)
Elasticity theory [106,107] is constructed in an expansion in the strain of the material:
σij︸︷︷︸
stress
= K︸︷︷︸
bulk
modulus
δij ii + 2 G︸︷︷︸
shear
modulus
 ij︸︷︷︸
strain
− 1
D
δij ii
 + . . . (59)
All the effective field theories contain a rapidly increasing number of undefined coefficients,
which the EFT itself cannot determine. Hydrodynamic theory can tell you that you will
observe a shear diffusion mode whose diffusion constant is proportional to the viscosity, but
it will never tell you how much is the viscosity of water. Elasticity can provide you with
the speeds of propagation of the transverse and longitudinal phonons in terms of the elastic
moduli, but it will never give a numerical value to them. In other terms the structure of the
EFT is of the type:
EFT =
∑
i
ciOi (60)
where Oi are specific operators with increasing dimension and ci unknown coefficients, known
as Wilson coefficients. EFTs are very predictive but without a microscopic description (or
experiments of course) you will never get a value for those coefficients.
Holography does it for you! Not only it tells you that Einstein-Hilbert gravity on the
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Schwarzschild background is a relativistic hydrodynamic system at finite temperature, but
it tells you also that for such system ζ = 0 and η/s = 1/4pi and much more [108,109].
There is more. People have been (and still are) struggling for a long time about deriving
hydrodynamics from an action principle [110–117], Holography gives you the action immedi-
ately22:
S =
∫
ddx
√−g [R − 2 Λ] ; (61)
it is just not written in the usual hydrodynamic variables23.
This last discussion brings us to another point. Effective field theory derived from an action
principle (see for example the nice formalism of [118] or the simple EFT for phonons [119])
by construction follow from a unitary action. Unitarity makes the introduction of dissipa-
tion very hard if not even impossible (see for example [120] for a perturbative attempt) 24.
In Holography this comes for free. Dissipation in the boundary theory is induced naturally
because of the presence of a BH object with a dissipative horizon. From the membrane
paradigm [122,123], we know that the horizon dynamics is equivalent to that of a dissipative
fluid.
Moreover, there is another issue with EFT. Effective field theories are based on the assump-
tions of the existence of a separation of scales, a mass gap, between some light modes, which
will constitute the relevant degrees of freedom, and some heavier modes, which can be inte-
grated out or if you want decoupled from the low-energy dynamics [124]. What happens in
theories which are scale invariant? Building an EFT for a scale invariant system sounds like
an oxymoron given the fact in such system the spectrum is continuous and there is no separa-
tion of scales. Again, holography knows it better and it can provide this effective framework
also for situations which are scale invariant. This is crucial to investigate systems at quantum
phase transitions or in quantum critical region where scale invariance is a well-known and
observed feature.
Finally, let us try to compare holography with other standard condensed matter tools. The
situation can be summarized by considering Landau Fermi liquid theory and Boltzmann the-
ory. The efficacy and success of Landau Fermi liquid theory is the idea that electrons can be
considered free, at the cost of considering them as quasiparticles with renormalized parame-
ters. Quasiparticles can be emergent and collective objects which are very different from the
elementary electrons, phonons etc but they have the huge advantage that they can considered
free. Their presence can be revealed via scattering experiments, as a well-defined and coher-
ent peak in the response. What happens if there are no quasiparticles? Are there systems
with no quasiparticles? Apparently this is the case and they are very interesting [125]. The
absence of quasiparticles is signaled by the violation of the Mott-Ioffe-Regel bound [126] and
it is observed in strongly correlated systems [127]. There are standard condensed matter
frameworks which are immediately in trouble because of this. It is sufficient to think about
the Landau Fermi Liquid theory or the Boltzmann machinery to compute transport [128].
Transport without quasiparticles is certainly something where Holography can be of incredi-
ble help [125].
22Here we keep a very optimistic view.
23To be fair, also all the recent constructions trying to formulate an action using Keldysh-Schwinger tech-
niques do not write the action in transparent variables which could immediately identified from a physical
point of view.
24I have to mention that non-Hermitian models can be a fresh view on this problem [121].
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Figure 12: The EFT nature of Bottom-Up Holography. The details of the microscopic are
completely washed out and what remains are the universal low energy features. There holog-
raphy can be your best friend!
All in all, given this short and personal discussion, I like to promote the role of the holo-
graphic tool as EFT 2.0! Its construction and its nature has certainly a lot in common with
the standard effective field theory methods, but ,as explained in this section , its power and
outputs go much beyond it. Most of the flaws of standard EFT techniques are overtaken in
an elegant way by Holography. Nevertheless, it is very important to keep in mind its EFT
origin when using it.
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2 A Practical Understanding of the Dictionary
As already mentioned, holography is a duality between a d−dimensional field theory, defined
by a series of operators Oi, and a d + 1 gravitational theory, described by a collection of
dynamical fields φI living in a d + 1 dimensional bulk. The first ingredient we have to learn
is how to connect these two sides. This section contains more technical details regarding this
bridge, which is usually referred to as the Dictionary. The material presented in this section
builds on the several reviews cited in the introduction and on some chapters of my own PhD
thesis, that you can find here [77].
2.1 The bulk and the boundary: how to bring them together
The dictionary is mostly determined by the map between the operators Oi of the (not neces-
sarily) conformal field theory and the bulk fields Φi.
The gravitational theory is defined by a d+ 1 dimensional bulk action:
S(d+1)bulk
(
ΦI : gµν , Aµ , φ , . . .
)
∼
∫
dd+1x
√−g
[
R − 1
4
F 2 − 1
2
∂µφ∂
µφ + . . .
]
(62)
where the bulk fields ΦI can have arbitrary mass terms mI , spin JI and interaction terms.
Moreover, the fields ΦI might be charged under various bulk symmetries.
In the weakly coupled classical limit25, this is simply the theory of classical fields on a dynam-
ical curved spacetime. All the dynamics will involve only the classical equations of motion
for these fields and the metric gµν , and all the stringy and quantum effects will be totally
neglected. In simple words, the only knowledge you need to attack these computations is
classical General Relativity.
For simplicity, we will present the dictionary in the simplest and original case of a confor-
mal field theory. This is not a necessary assumption and the dictionary can be generalized
25As already explained, this coincides with the large N and strong coupling limit of the dual field theory.
For the rest of these lectures only this case will be considered.
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for very general and even non-relativistic field theories (see for example [129]). Under these
assumptions, the (conformal) field theory26 side is defined by a collections of operators
LCFT ∼
∑
i
ciOi (63)
The important point is to understand how to relate the bulk fields and the field theory
operators:
φI(r, t, xi)︸ ︷︷ ︸
d+1− bulk
←→ OI(t, xi)︸ ︷︷ ︸
d− field theory
(64)
The first step to understand this point is to write down a deformation on the CFT side, which
is represented by an operator O and its correspondent source φ0:
L → LCFT +
∫
ddxφ0O (65)
Once we introduce sources, we are in the position of computing the following object:
eW (φ0) = 〈 e
∫
φ0O 〉QFT (66)
where W (φ0) represents the generator functional for all the correlation functions of the oper-
ator O.
More specifically, the n−points function of the operator O can be obtained by acting n times
with the functional derivatives of W (φ0) with respect to the source φ0:
〈O . . . O︸ ︷︷ ︸
1 , ... , n
〉 = δ
nW
δ φn0
∣∣∣
φ0=0
(67)
and then setting the source to zero. Using the recipe of (67), we can derive all the desired
physical observables of our field theory. We just need to learn how to compute (67) from the
gravity point of view.
Here comes the most fundamental concept of the dictionary, which is known as the GPKW
(Gubser, Polyakov, Klebanov, Witten) master rule [132,133]. The functional generator of the
field theory can be simply obtained by computing the on-shell d+1 dimensional gravitational
action. More precisely, the following identification holds:
eW (φ0(x)) =
〈
e
∫
φ0(x)O
〉
QFT
= eSbulk[φ(x,r)] = Zgravity
[
φ0(x) ≡ φ(x, r)boundary
]
(68)
The source for the operator O is identified with the boundary value27 of the dual bulk field
φ. The on-shell action is going to be written in terms of such boundary value and then the
functional derivative prescription is straightforward28. Let us proceed step by step. The
first thing to learn is how to select the couple of dual objects {φ0,O}. The answer is in the
symmetries! In more detail, the operator of the field theory and its dual bulk field need to
have the same quantum numbers according to the O(2, d − 1) group. For example, we can
write down
LCFT +
∫
ddx
√
g
(
gµν T
µν + Aµ J
µ + φO + . . . ) (69)
26See [130,131] for much more information about conformal field theories.
27We will be more precise in the following.
28Not really! There are several things one has to be careful about it. Coming soon!
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where the dual pairs are
Field theory operator Bulk field
Stress tensor Tµν bulk graviton gµν
U(1) current Jµ bulk gauge field Aµ
scalar operator O bulk scalar φ
Antisymmetric two-form current Jµν bulk two forms Bµν
. . . . . .
(70)
Obviously, this is just the step zero of the dictionary. We do not intend to spend more time
on this. Most of the properties of the dictionary will be encountered in the next sections by
looking at concrete examples. For more details, we always refer to more comprehensive review
about the AdS-CFT correspondence.
2.2 ΛCFT, a scalar in AdS: renormalization and correlators (duty first)
Let us explain the most important features of the AdS-CFT dictionary by considering the
simplest scenario possible: a scalar bulk field in AdS.
We consider the following background metric:
ds2 =
L2
z2
(
dz2 − dt2 + d~x2
)
(71)
which parametrizes the AdS d+1 spacetime with holographic radial coordinate z. Importantly,
the AdS boundary is located at z = 0 29.
On top of this geometry, we consider the action for a massive scalar field given by:
S = − 1
2
∫
dd+1x
√−g
[
gMN ∂M φ∂N φ + m
2 φ2
]
(72)
It is a simple exercise to obtain the corresponding equations of motion
1√−g ∂M
(√−g gMN ∂M φ) − m2 φ = 0 . (73)
and write them explicitely on the geometric background defined in (71), obtaining
zd+1 ∂z
(
z1−d ∂z φ
)
+ z2 δµν ∂µ ∂ν φ − m2 L2 φ = 0 . (74)
It is now convenient to Fourier transform the scalar field with respect to the boundary coor-
dinates xµ = (t, ~x) :
φ(z, xµ) =
∫
ddk
(2pi)d
ei k ·x fk(z) (75)
We can solve the equation (74) asymptotically, close to the UV boundary z = 0 , by using
a power law ansatz fk(z) ∼ zβ for the scalar field. Doing that, we obtain the simple indicial
equation:
β (β − d) − m2 L2 = 0 . (76)
29To be precise that is a conformal boundary. Fixing z = 0 in (71) we obtain a metric which is only conformal
to Minkowski ds2 = e2σ(z) ds2Mink.
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which fixes the asymptotic powers in terms of the bulk mass of the scalar field as:
β± =
d
2
±
√
d2
4
+ m2 L2 (77)
Collecting the various steps, we obtain the generic solution for the scalar field close to the
boundary, which reads:
φ(x, z) ∼ A(x) zd−∆ (1 + . . . ) + B(x) z∆ (1 + . . . ) (78)
where we have defined:
∆ = β+ =
d
2
+ ν , ν =
√
d2
4
+ m2 L2 (79)
The expansion of any bulk field is always of this type, more precisely:
Φ(z, t, ~x) = leading(t, ~x) z∆L (1 + . . . ) + subleading(t, ~x) z∆S (1 + . . . ) (80)
where the powers ∆L,S are obtained from the equation of motion for the bulk field solved
close to the AdS boundary. Assuming ∆L < ∆S , the term we defined (not surprisingly)
leading is the dominant one close to the UV boundary (in this case z = 0), while the other
term is usually called the subleading. Notice that between these two powers there might be
other terms in the expansion. Those terms are not independent and can be written down
in a recursive way in terms of the undetermined coefficients leading, subleading. These two
coefficients are the two independent integration constants, which follow from the 2nd order
differential equation in the bulk.
The holographic dictionary30 tells us31 that the leading term in such expansion corresponds
to the source of the dual operator O. In the literature, the source for the dual operator is
usually indicated with φ0(x) and it is formally defined:
φ0(x) ≡ lim
z→0
z∆−d φ(z, x) (81)
where ∆ is the dimension of the operator O.
Now, let us consider the original action (72), together with the asymptotic expansion of our
bulk field (78). After some algebra, and opportune renormalization maneuvers [143], the
on-shell action32 reduces to a boundary term of the form:
Sbdy ∼
∫
ddx
√−γ A(x)B(x) =
∫
ddx
√−γ φ0(x)O(x) (82)
where γ is the induced metric on the boundary, i.e. the fixed geometrical background where
the field theory lives in. This proves explicitely that the boundary action becomes of the type:
Sbdy ∼
∫
ddx
√−γ source ∗ VEV (83)
30In this course we will only consider the standard quantization procedure. In the case both the leading and
subleading terms in the expansion (80) correspond to ”normalizable” contributions, an alternative quantization
scheme can be used (see [134] for details about it). This alternative scheme is connected to a double-trace
deformation of the boundary theory [135–137] and it has nice physical interpretations [138–142].
31We will see in a while why this is the case. We do not have to believe it. It is a dictionary, not a bible!
32Corresponding to assume the equations of motion for the scalar.
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with the term φ0 ≡ A(x) is the source, and B(x) the expectation value 〈O〉 of the CFT
operator O.
At this stage, we can just use AdS/CFT prescription for the generating functional:
ZQFT =
〈
exp
[∫
φ0O
]〉
QFT
= Zgravity[φ→ φ0] (84)
where Zgravity[φ → φ0] is the partition function (i.e. the path integral) of the gravitational
theory evaluated over all bulk functions which have φ0 as the asymptotic value at the boundary
of AdS:
Zgravity[φ→ φ0] =
∑
{φ→φ0}
eSgravity (85)
This looks quite hard, especially because we do not know how to treat quantum gravity.
Nevertheless, the limit we took makes gravity classical. This is to say that we can proceed
using the saddle-point approximation:
ZQFT ≈ eS
on-shell
gravity [φ→φ0] (86)
Modulo renormalization problems [143], this is a much simpler task. The generating functional
becomes:
logZQFT = Srengravity[φ→ φ0] (87)
where the label ”ren” indicates the opportunely normalized boundary action. In the simple
case we are considering, this is the final result in eq.(82). This is the end of the story. All the
n−point functions of the operator O can be obtained by computing derivatives with respect
to the source φ0 as:
〈O(x1) . . . O(xn) 〉 =
δ(n) Srengravity[φ]
δφ0(x1) . . . δφ0(xn)
∣∣∣
φ0=0
(88)
For completeness, let us discuss the case of 2−points functions in more detail using linear
response theory (see for example [144] for more details).
In this picture, we can define the 2−points function (sometimes called also the correlator, the
Green function or in particle physics the propagator) as:
〈O(x) 〉φ0 =
∫
ddy G(x − y)φ0(y) (89)
where:
G(x) ≡ 〈O(x)O(0) 〉 (90)
This simply means that the (linear) response in the system upon introducing an external
source φ0 is just the convolution of the 2−points function with the source itself. We will see
later on plenty of physical examples.
Now, things simplify consistently if we work in momentum space where the convolution inte-
gral becomes a simple product
〈O(k) 〉φ0 = G(k)φ0(k) (91)
All in all, we obtain our final expression for the Green Function, which reads
G(k) = 〈O(k) 〉φ0
φ0(k)
(92)
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and which will be used a lot in the following sections. We can already anticipate that for our
scalar example, it follows from eq.(82) that the green function is simply:
Gφ(k) = B(k)
A(k)
(93)
In the framework of AdS/CFT, computing a 2-points function reduces to:
〈O(k)O(0) 〉 = GE(k) = lim
z→0
zd−∆
Πren(z, k)
φ0(z, k)
(94)
Before continuing, let us explain another point that we mention only as a recipe. We said
before that ∆ in the expansion (78) is the conformal dimension of the dual operator O. Do
you believe it? No! Let us prove it.
Let us introduce a UV cutoff z =  and let us compute the action on this shifted boundary.
Using simple algebra (try please!), we get the following boundary action
Sbdy ∼ Ld
∫
ddxφ0(x) 
−∆O(, x) (95)
In order to show that ∆ is the conformal dimension of the dual operator, we have to remember
how it is defined. The conformal dimension is simply the eigenvalue of the dilatation operator.
Consider a scaling transformation:
t′ = λ t , xi ′ = λxi , z′ =
z
λ
. (96)
in terms of the parameter λ. In order to preserve the boundary expansion, the source φ0 has
to transform according to:
φ′0(x
′) = λd−∆ φ0(x) (97)
Using this ingredient the transformed action becomes:∫
ddx′
√−γ φ′0(x′)O′(x′) =
∫
ddx
√−γ φ0(x)λ∆O′(x′) (98)
At this point, since the boundary theory is conformal (or at least scale invariant), the boundary
action has to be invariant under the scaling transformation in eq.96. This immediately implies
that the operator O has to transform as:
λ∆O′(x′) = O(x) (99)
which defines its conformal dimension to be exactly [O] = ∆ !
Exercise #2 : Conformal dimension and Operators.
Operators in quantum field theory are classified according to their conformal
dimensions. They can be irrelevant, relevant or marginal: ∆[>,=, <] d.
Consider our bulk scalar field with mass m2. Classify the dual operator in function
of the mass of the bulk field m2. For which mass is the operator relevant?
When does the dimension of the operator become complex? You should obtain the
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so-called BF bound [145], which for a scalar states reads:
m2 ≥ −
(
d
2L
)2
(100)
Surprisingly, a scalar with negative mass in AdS spacetime is not unstable!
Finally, a good criterium to understand the choice of the expectation value of an
operator is its finiteness. 〈O〉 has to be a normalizable mode, on which we can
perform the path integral of our CFT. The requirement of having such a scalar field
mode normalizable (see [146] for details about how to define such norm in curved
spacetime) fixes its power ∼ zβ to satisfy:
β >
d − 2
2
(101)
Try to get this inequality; [134] can be possibly of help. In this case, this lower bound
coincides with the so called unitarity bound, which the conformal dimension of the
scalar has to satisfy in order for the CFT to retain unitarity (see [147]).
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Time to get our hands dirty.
It is time to pass from the theory to the practice and see how this all shebang works.
Let us consider again the bulk action for our massive scalar field:
S = − η
2
∫
dz ddx
√−g
[
gMN ∂M φ∂N φ + m
2 φ2
]
(102)
where η is just a normalization constant.
Using the equations of motions, we can derive the on-shell action as:
Son−shell = − η
2
∫
x ddx ∂M
[√−g φ gMN ∂N φ] (103)
This action might potentially contain divergences. Therefore, let us consider a UV cutoff
z =  and re-write the on-shell action in the form:
Son−shell = η
2
∫
ddx
(√−g φ gzz ∂z φ )z= (104)
By defining the conjugate momentum Π:
Π = − ∂L
∂ (∂zφ)
= η
√−g gzz ∂z φ (105)
the on-shell action takes a very simple form:
Son−shell = 1
2
∫
z=
ddxΠ(z, x)φ(z, x) (106)
For simplicity, we Fourier transform the field φ and its conjugate momentum
Π(z, xµ) =
∫
ddk
(2pi)d
ei k ·x Πk(z) , φ(z, xµ) =
∫
ddk
(2pi)d
ei k ·x fk(z) (107)
and we obtain:
Son−shell = 1
2
∫
ddk
(2pi)d
Π−k(z = ) fk(z = ) (108)
Considering the UV expansion defined in eq.(78), the behaviour of the conjugate quantity
close to the AdS boundary is just:
Πk (z) = η L
d− 1
[
(d − ∆)A(k) z−∆ + ∆B(k) z∆−d
]
(109)
We are now in the position to write down our on-shell action at the cutoff position z = , for
which we obtain:
Son−shell = η
2
Ld−1
∫
ddk
(2pi)d
[
−2ν (d−∆)A(−k)A(k) + dA(−k)B(k)
]
(110)
As anticipated, this action has a divergent piece which scales like ∼ −2ν .
In order to renormalize the theory, we consider a local counterterm of the form:
Sct = − η
2
d − ∆
L
∫
z=
ddx
√−γ φ2 (111)
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or, equivalently, in momentum space:
Sct = −η
2
(d − ∆)Ld−1
∫
ddk
(2pi)d
[
−2ν A(−k)A(k) + 2A(−k)B(k)
]
(112)
where γ is the induced metric at the boundary of AdS spacetime.
The full renormalized action, obtained by summing up the on-shell action with the countert-
erm above, is given by:
Sren = η
2
Ld−1 (2 ∆ − d)
∫
ddk
(2pi)d
A(−k)B(k) (113)
Using what we have learned before, we can directly compute the 1−point function as:
〈O(k) 〉φ0 = (2pi)d
δSren
δφ0(−k) = 2 ν η L
d−1B(k) (114)
where we have used that 2∆ − d = 2 ν. Additionally, it follows immediately that the 2−point
function, or Green Function, for the same operator can be obtained as:
GE(k) = 2 ν η Ld−1 B(k)
A(k)
(115)
In other words, the ratio between the subleading and the leading contributions of the bulk
field provides the Green Function for the correspondent CFT operator dual to such a field!
Keep this in mind, we will use it in every sauce in the following.
After checking explicitely some of the statements of the dictionary, how can be sure that
this procedure gives us the correct results? For example, how can we know that the Green
function of the scalar we obtain from the AdS computation matches the known results for a
scalar operator in a CFT? Simple, we compute it!
Consider a redefinition of the original function fk:
fk(z) = z
d/2 gk(z) (116)
This new function satisfies the following equation:
z2 ∂2z gk + z ∂z gk −
(
ν2 + k2 z2
)
gk = 0 . (117)
which is a known-mathematical object known as the modified Bessel equation. The two
independent solutions of this equation can be taken to be gk = I±ν(kz), where I±ν are the
modified Bessel functions. For small argument (i.e. close to the AdS boundary), the modified
Bessel functions behave as:
I±ν(z) ∼ 1
Γ(1 ± ν)
(
z
2
)±ν
(118)
Going back to the original fk function, the two independent solutions φ1,2 are just:
φ1(z) = Γ(1 − ν)
(
k
ν
)ν
zd/2 I−ν(kz) , φ2(z) = Γ(1 + ν)
(
k
ν
)−ν
zd/2 Iν(kz) . (119)
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Exercise #3 : Bessel functions and asymptotic powers.
Check that the asymptotic behaviour of the solutions in eq.(119) have the correct
asymptotic powers we have discussed before.
All in all, the fk solution can be written down as a superposition of the two independent
solutions:
fk(z) = z
d/2
[
A(k) Γ(1 − ν)
(
k
ν
)ν
zd/2 I−ν(kz) + B(k) Γ(1 + ν)
(
k
ν
)−ν
Iν(kz)
]
(120)
The solution has to be taken to be regular also at the horizon z =∞33. For large argument,
the Bessel function have an expansion:
I±ν ≈ e
z
√
2pi z
(121)
This means that the condition of having the full solution fk(z) finite at the horizon z = ∞
fixes uniquely the ratio B/A to be:
B(k)
A(k)
= − Γ(1 − ν)
Γ(1 + ν)
(
k
2
)2 ν
=
Γ(− ν)
Γ(ν)
(
k
2
)2 ν
(122)
In other words, we have just obtained the Green Function for our scalar operator from a
purely bulk computation. We can rewrite this result as:
G(k) = 2 ν η Ld−1 Γ(− ν)
Γ(ν)
(
k
2
)2 ν
(123)
and in position space 34 as:
〈O(x)O(0) 〉 = 2 ν η L
d−1
pid/2
Γ
(
d
2 + ν
)
Γ(−ν)
1
|x|2 ∆ (125)
which is indeed the well-known result for for a primary operator of dimension ∆ in a conformal
field theory!
33This is a common practice that we will encounter often. The equations of motions in the bulk are 2nd
order differential equations, which need two boundary conditions to guarantee a unique solution. One of the
boundary condition is always imposed at the boundary and it is usually the regularity of the bulk fields (we
will see later how this condition is modified to compute retarded Green functions at finite temperature). A
second boundary condition is fixed at the UV boundary and it corresponds to the choice of quantization in the
dual field theory.
34We make use of the formula: ∫
ddk
(2pi)d
ei k x kn =
2n
pid/2
Γ
(
d+n
2
)
Γ
(− n
2
) 1|x|d+n (124)
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Exercise #4 : A vector in AdS.
For higher order p-forms Aµ1,...,µp the indicial equation in AdS reads:
(∆ − p) (∆ + p − d) = m2 L2 (126)
fixing the solutions to be:
∆± =
d
2
±
√(
d − 2 p
2
)2
+ m2 L2 (127)
A known example is:
1. the gauge field Aµ (p = 1) for which:
∆± =
d
2
±
√(
d − 2
2
)2
+ m2 L2 (128)
Note that in the case of m = 0, when the U(1) gauge symmetry is unbroken,
the conformal dimension of the current operator Jµ is equal to ∆ = d−1, which
is indeed the conformal dimension for a conserved current.
One can also consider symmetric fields, like the spin-2 metric field gµν for which:
∆ (∆ − d) = m2 L2 (129)
such that in the massless case, enjoying diffeomorphism invariance, the dimension
of the dual stress tensor operator is ∆ = d, which implies indeed a conserved stress
tensor Tµν .
Try to obtain these expressions. You might want to start with a vector in AdS:
S =
∫
dd+1x
√−g
[
−1
4
FµνF
µν − m
2
2
AµA
µ
]
(130)
and in particular from its EOM:
DµFµν = m
2Aν (131)
Can you reproduce the results above?
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3 The first big success: η/s and Hydrodynamics
3.1 Droplets of Relativistic Hydrodynamics and retarded Green functions
Figure 13: The long wavelength limit of the effective hydrodynamic description. We are
looking at scales (in this case spatial, Λ) which are much higher than the characteristic length
of the system a. The microscopic details are neglected as in every EFT and the resulting
theory is a low energy approximation.
What is Hydrodynamics? It is just the effective field theory description of a system close
to equilibrium, valid at sufficiently long times and sufficiently large distances [148]. Notice
that despite the misleading name it can be applied to very generic systems, and not necessarily
only to fluids [149]! Hydrodynamics is not the theory of fluids but it is much more general and
it is simply the low energy effective description of a specific system. As such, it is constructed
in a perturbative fashion as an expansion in the (time and spatial) gradients around equilib-
rium. In the convenient Fourier language, hydrodynamics stands as a expansion in powers
of the frequency ω and the momentum k. At late times and large distances the dynamics is
governed, or rather dominated, by the longest living modes, which are usually referred to as
hydrodynamic modes35. Formally, it is constructed by using conservation equations together
with constitutive relations. The conservation equations are simply the consequence of the
symmetries of the system and they are our starting point36. The simplest possible scenario,
the case of an uncharged fluid, involves only the conservation of the stress-energy tensor
∂µ T
µν = 0 (134)
which follows by the translational invariance of the system. For simplicity, we will present the
35This term is used in several different connotations. A strong definition of ”hydrodynamic mode” is linked
to the requirement:
lim
k→0
ωhydro(k) = 0 (132)
Here we take a more relaxed definition according to which we will call hydrodynamic mode every excitation
living in the hydrodynamic window:
ω/T, k/T  1 (133)
36Again, hydrodynamic is much powerful than that and it can be applied or generalized in the case of softly
broken symmetries. See for example [150–152].
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material using the relativistic framework37. The conservation equation (134) does not bring
us very far if it is not accompanied by a constitutive relation for the stress-energy tensor.
Here, it is exactly where the gradient expansion and the low energy nature of hydrodynamics
kicks in. Given the symmetries of the system, we can build the tensorial structure of the
considered conserved current38. This is performed order by order in the variations around
equilibrium. As an example, the constitutive relation for the stress tensor reads:
Tµν =  uµ uν + p∆µν︸ ︷︷ ︸
0st order
− η σµν − ζ ∆µν ∂λuλ︸ ︷︷ ︸
1st order
+ . . . (135)
where we defined the objects:
∆µν ≡ ηµν + uµuν , σµν ≡ ∆µα∆νβ
(
∂αuβ + ∂βuα − 2
d
ηαβ ∂µu
µ
)
(136)
which are first order in the derivatives, i.e. the variations around equilibrium. Again this
expansion has simply to be thought as:
Tµν = (slow) + (fast) + (faster) + (much faster) + . . . (137)
and in this sense it is a low energy effective theory, since every term carries more and more
energy39.
Figure 14: The geometric interpretation of the external shear εxy in a 2 − D object. The
displacements φI are simply the shift in the position of the individual constituents. Picture
taken from [153].
Let us pause for two important or at least interesting comments. (I) The hydrodynamic ex-
pansion (as most of the perturbative expansions in physics [154]) is an asymptotic expansion
and its radius of convergence is still under debate [155, 156] 40. This means that going at
37See for [105,108,109] for review about relativistic hydrodynamics and connections with holography.
38In this case the stress-tensor but for example in presence of a U(1) symmetry we will have also the
corresponding U(1) conserved current Jµ.
39Remember that ”faster”, or if you want higher frequency, implies higher energy.
40To be precise, recent works point out that hydrodynamics is at most a divergent series in position space.
In momentum space, and expanded around the ω = k = 0 point is a legitimate series with finite radius of
convergence in the sense of the Puiseux series. I thank Saso Grozdanov for this clarification.
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higher order does not necessarily constitute an improvement of the results after a certain
point where non-perturbative (instanton-like) effects appear. Novel resummation mathemat-
ical techniques are employed to reach a more robust control on the expansion [157–162].
(II) Hydrodynamics can be recasted in the standard language of effective field theory [163],
but it is still a deep and open question how to formally derive it from an action principle [113].
Let us now focus on a concrete example. Consider an uncharged relativistic ”fluid” and
more specifically its shear sector. By that we mean the linear response of the system as a
reaction to an external shear strain. This response is generically encoded in the form of the
(helicity 2 part41 of the) stress-tensor Tµν , which we build, as prescribed, in a perturbative
expansion in frequency (and momentum). For simplicity, let us assume zero momentum k = 0,
which corresponds to only spatially homogeneous response. In this case the lowest orders of
the expansion read:
Tµν = Gεµν − i ω η εµν + O(ω2) (138)
where εµν is a shear strain, a mechanical deformation of the system which does not change
the volume of the system itself. Technically, this tensorial object can be constructed via the
symmetric derivative of the displacement φI and it has the simple geometric interpretation as
the angle deficit between the original and deformed sample (see fig.14). Notice that, in this
language, the tensor σµν appearing in the relativistic stress tensor in eq.(136) is simple the
rate of variation of the external strain, namely:
σµν = ∂t ε
µν (139)
In other terms, the shear viscosity is simply the transport coefficient determining the response
under an external shear rate, as in the classical picture of 15.
Figure 15: The standard derivation of the shear viscosity coefficient in terms of an external
shear rate. Figure taken from https://en.wikipedia.org/wiki/Viscosity.
Now, given the expansion in eq.(138), we can define the two lowest order transport coef-
ficients:
G = Re
[
GRxyxy (ω = k = 0)
]
, (140)
η = − lim
ω→0
{
1
ω
Im
[
GRxyxy (ω, k = 0)
]}
, (141)
41= traceless and transverse part.
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where we indicated with GRxyxy the Green function of the stress tensor. These coefficients are
known as the shear elastic modulus G and the shear viscosity η. In linear response, it just
follows from eq.(138) that:
GRxyxy (ω, k = 0) ≡
Txy (ω, k = 0)
εxy
(142)
which is just an application of the general recipe:
response(ω, k) = GreenFunction(ω, k) source(ω, k) (143)
As explained in the previous section, such an object can be derived holographically by using:
GreenFunction(ω, k) ∼ subleading(ω, k)
leading(ω, k)
field(u) = leading(ω, k)u∆l (1 + . . . ) + subleading(ω, k)u∆s (1 + . . . )
close to the boundaryu = 0 with ∆l < ∆s (144)
which is exactly what we will do.
3.2 How to deal with Einstein equations
Now let us get serious. The bulk field dual to the stress tensor Tµν is the bulk metric itself gµν .
This means that, in order to compute the linear response in eq.(138), we need to introduce
metric perturbations which are transverse and traceless. What are they? Those are simply
gravitational waves! We are shaking our background geometry, if you like our black hole, by
throwing at it gravitational waves. And what we are interested in it is simply how the black
hole will react. Not surprisingly, it has been proven that the holographic computation of the
shear viscosity corresponds exactly to determining the absorption of gravitons at the horizon
of the black hole [41] (see fig.16).
Figure 16: The external strain deforms a test particle exactly the wave a gravitational wave
deformes the geometry.
Let us start from the simplest gravitational action one can imagine: Einstein-Hilbert with a
finite cosmological constant. The action is given by:
S =
∫
d4x
√−g [R − 2 Λ] (145)
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and the Einstein equations, derived using the standard variational principle (try if you never
did it), are:
Rµν − 1
2
Rgµν + Λ gµν = 0 (146)
Let us derive the Scharzchild Black Hole solution using the ansatz:
ds2 =
1
u2
[
−f(u) dt2 + du
2
f(u)
+ dx2 + dy2
]
(147)
in which u = 0 is the AdS boundary. You can convince yourself that the temperature and the
entropy of the background read:
T = − f
′(u)
4pi
, s =
4pi
u2h
(148)
and the full solution is completed by:
f(u) = 1 −
(
u
uh
)3
(149)
which is called the blackening factor. Notice that at u = uh the function f displays a single
zero. This property determines the position of the even horizon, at which gtt → 0 (see [164]
for details).
This is our solution, it is called the Schwarzschild Black Hole and it was obtained by Karl
Schwarzschild while he was serving in the German army during World War I42. Let us define
our shear perturbation (the gravitational wave disturbance) as δgxy = e
−iωth(u). The radial
dependent perturbation obeys the simple equation:(
f ′
f
+
2
u
)
h′ + h
(
2 f ′
u f
+
ω2
f2
− 2
u2
)
+ h′′ = 0 (150)
which serves as the prototype of the typical equation you will find (and you will have to
solve) in holography. See the attached Mathematica notebook for the derivation of all these
equations.
Warning #1 : Using the variational principle in Mathematica is
dangerous
One simple, but quite dangerous, way of obtaining the equations of motion with
Mathematica is to use the implemented variational function.
This can be simply written as:
• Define your actions in terms of your bulk fields (functions of the bulk coordi-
nates):
action = F [field1(xµ), field2(xµ), . . . , fieldn(xµ)] (151)
• And then you can define directly the various equations of motion by doing:
eqn = EulerEquations[F , fieldn(xµ), x1, x2, . . . , xn][[1]] (152)
42This is a good thought when you feel you are working under stress. To cope with it with some laughs I
suggest a visit to http://www.thegrumpyscientist.com/.
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This command will give you directly all the equations of motion but it can be dan-
gerous. In particular, with this method you can not check directly if your ansatz is
complete and if you switched on all the relevant perturbations. It might be that your
ansatz is not enough and one equation of motion cannot be satisfied by your ansatz
but you do not see that just because you are missing that equation.
The second and most robust way of proceeding is using a package for tensorial com-
putations and implement the tensorial Einstein equations directly. Everybody (apart
me) uses the diffgeo.m package which can be found here http://people.brandeis.
edu/~headrick/Mathematica/. I prefer another one which you can find in the Note-
books attached to this lectures.
Exercise #5 : The temperature of a Black Hole
For a simple BH geometry of the type:
ds2 =
1
u2
(
− f(u) dt2 + du
2
f(u)
+ d~x2
)
(153)
the corresponding temperature reads:
T = − f
′(uh)
4pi
(154)
This is a very well-known result which can be obtained in several ways (the most
common is going to Euclidean time, compactify the time direction and require the
absence of any deficit angle) and it is often used without questioning it.
What if the BH is more complicated? For instance a diagonal metric of the type:
ds2 = − gtt(u) dt2 + guu(u) du2 + gxx d~x2 (155)
How can derive the temperature?
One of the most generic way is to connect the temperature of the BH with the surface
gravity at its horizon. The surface gravity is just the gravitational acceleration at
the horizon of the black hole (see [165]). Surprisingly enough, the bigger the mass
of the black hole, the lower the surface gravity at the horizon! We can define the
temperature of the BH from the relation (see for example [164]) :
T =
κh
2pi
=
1
2pi
√
− n
µ;νnµ;ν
2
∣∣∣
horizon
(156)
where nµ is the Killing field whose null surface is the horizon (in this case, ∂t).
Using the ansatz above, you should get something like:
T = − 1
4pi
√
gtt′ guu′
∣∣∣
horizon
(157)
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Can you compute also the entropy? Remember is simply related to the area of the
horizon A = ∫ gDxx(uh) with D the spatial directions. Notice that for flat horizons,
the area is clearly infinite so what we refer to is the entropy density, which is always
finite.
3.3 How to derive the KSS bound analytically
The first exercise we are going to do with our brand new black hole is to derive the famous
result of [41], which goes under the name of the Kovtun-Son-Starinets (KSS) bound. The
statement is that the ratio between the viscosity η and the entropy density is bounded from
below by:
η
s
≥ 1
4pi
~
kB
(158)
This bound is supposed to be universal and induced by the saturation of the minimum quan-
tum relaxation time scale τ ∼ ~/kBT which is known as Planckian time [166]. This bound
has been tested experimentally in various systems (see fig.17) and the lower the value of this
ratio the more strongly coupled the corresponding system43. For a recent and comprehensive
review about this bound see [167].
Figure 17: The η/s ratio in common (and less common) fluids compared to the KSS bound
η/s > 1/4pi conjectured from holography. The figure is taken from [168].
Trick #1 : Eddington–Finkelstein coordinates
What are they? They are coordinates adapted to radial null geodesics. Why
they are useful? Because they implement directly the ingoing boundary conditions
43This comes intuitively by remember that the viscosity of a system is proportional to the mean free path
lmfp. The smaller the mean free path the strongest the interactions.
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at the horizon. More precisely, the ingoing boundary conditions translates in simple
regularity at the horizon.
Given the BH geometry:
ds2 =
1
u2
[
−f(u) dt2 + du
2
u2
+ d~x2
]
(159)
and a probe bulk field φ(u) on top of it, the solution close to the horizon are always
of the type:
φ(u) = e
± i ω ∫ 1
f(z)
dz (
φ0 + φ1 (u− uh) + . . .
)
(160)
where the ± corresponds to the ingoing or outgoing boundary conditions (this ar-
bitrariness corresponds to the different types of Green functions one can defined in
field theory: retarded, advanced, etc... See [169]).
As explained in detail in [169], in order to obtain the retarded correlators (and even-
tually the quasinormal modes of the system) we need to impose ingoing b.c.s. at the
horizon. That is why EF coordinates are very welcome. The geometry becomes now:
ds2 =
1
z2
[
−f(z) dτ2 − 2 dτ dz + d~x2
]
(161)
Find the transformation that brings you from the Poincare coordinates to the EFT
ones. In these new coordinates, the ingoing b.c.s. correspond simply to regularity at
the horizon:
φ(z) = φ0 + φ1 (z − zh) + . . . (162)
[A trick to see that you are doing right: in the eoms no term ∼ ω2 has to appear
anymore, only term linear in the frequency!]
Another trick is to obtain the equations in the original Poincare coordinates but then
remove the ingoing factor from the field variables by using the redefinition:
φ˜(u) = φ(u) e
i ω
∫
1
f(z)
dz
(163)
You should get exactly the same result, try!
What we want to do now is to prove that the Schwarzschild solution in Einstein-Hilbert theory
saturates the KSS bound η/s = 1/4pi.
In order to do that, we will use the so-called membrane paradigm, discussed at length in [170].
Before proceeding, two observations are in order: (I) the equation for the shear perturbation
(150) has exactly the same form of that of a massless scalar on the same geometry; (II) at
zero frequency, eq.(150) implies the radial conservation of a specific quantity which might be
very useful.
Consider the previously derived equation (150) and perform the following rescaling H(u) =
h(u)/u2. The resulting equation is simply:
H ′′ + H ′
(
f ′
f
− 2
u
)
+
ω2
f2
H = 0 (164)
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and it is our starting point. Eq.(164) follows from a simple gravitational action for a massless
scalar of the type
S = − 1
2
∫
dd+1x
√−g 1
q(u)
(∇H)2 (165)
where in our specific case q(u) = cost. (more precisely is q(u) = 1). Following the methods
discussed in the previous section, we can obtain the boundary action as
Sboundary =
∫
Σ
ddxΠH(~x, t)H0(~x, t) (166)
where:
ΠH = − g
uu ∂uH
q
, H0(~x, t) = H|boundary (167)
Two important facts follow
• The equation for the shear mode can be re-written:
∂u ΠH(u) = 0 + O(ω2) (168)
which means that ΠH(u) is a radially conserved quantity at zero frequency.
• From the boundary action and using the dictionary we obtain:
〈OH(~x, t)〉 = lim
u→0
ΠH(u, ~x, t) (169)
where OH(~x, t) is the operator dual to the bulk field H(u), which in our case is the
stress tensor OH(~x, t) ≡ Txy.
Given the previous points, the Green function for the stress tensor operator can be conse-
quently defined as
〈TxyTxy (~x, t)〉 = − ΠH (~x, t)
H0 (~x, t)
(170)
where H0 represents the source for the dual field theory operator, the boundary value of the
field, and ΠH the corresponding expectation value.
Now comes the trick! The quantity ΠH is radially conserved, implying that ΠH |boundary =
ΠH |everywhere. It is convenient to compute its value at the horizon u = uh. There, the form of
the bulk field is constrained by the ingoing boundary conditions to be:
H(u) = e
−iω ∫ 1
f(y)
dy
(H0 + . . . ) (171)
Using this expression, we obtain
ΠH =
1
qh u
2
h
i ω H0 (172)
which gives:
〈TxyTxy (~x, t)〉 = − i ω 1
qh u
2
h
+ O(ω2) (173)
Notice that the conservation of the conjugate momentum holds only at ω = 0, so the result in
eq.(172) contains corrections of order O(ω2). Nevertheless, those corrections are not affecting
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the computation of the shear viscosity, but only high order coefficients. That said, expression
(173) gives us the final answer:
η =
1
qh u
2
h
−→︸︷︷︸
q=1
η =
1
u2h
(174)
Using the definition for the entropy density s = 4pi/u2h, we finally obtain:
η
s
=
1
4pi
(175)
which is indeed the saturation of the KSS bound [171].
Notice that there is another thing which we have learned:
G = 0 (176)
which means that our holographic system has no static elastic response. This tells us that
the dual field theory represents an holographic fluid with zero shear elastic modulus. The
presence of a finite shear modulus, together with the absence of propagating shear waves, is
what usually define the difference between solids and fluids44. In the next section we will see
how to generalize the model to account for viscoelastic and solid systems.
Exercise #5 : The violation of KSS in Gauss Bonnet.
You can now consider an action containing higher-derivative corrections:
S =
∫
d5x
√
g
[
R − 2 Λ + λGB
2
(
R2 − 4RµνRµν + RµνρλRµνρλ
)]
(177)
and try to compute η/s again for this theory which is known as Gauss-Bonnet (GB)
theory. You will find a very famous violation [178,179]. You will realize that the only
difference with the computations in the main text is that:
q(u) = 1 − 4λGB (178)
and can be interpreted simply by an effective Newton constant [61].
Try it! You will also learn that GB is a very specific case of higher derivative theories
where the formula for the entropy density is still given by the Area law. You can for
instance notice the difference with the most generic theory:
S =
∫
d5x
√
g
[
R − 2 Λ + αR2 + β RµνRµν + γ RµνρλRµνρλ
]
(179)
which is discussed in [65].
44This criterium is now under debate as a consequence of the experimental results of [172, 173] and the
theoretical discussions in [174,175] which seems to be in agreement with what Holography suggests [176,177].
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3.4 How to make it less universal (and more elastic)
Now, let us slightly modify the theory. In particular, let us consider a gravitational theory
where the graviton is massive. The graviton mass modifies the propagation of the gravitational
waves at large distances and it was introduced long time ago as a possible explanation for the
acceleration of the universe which does not require any dark energy. Here we make a big (and
for the moment not so physically motivated) jump, whose meaning will be clearer later.
Assuming isotropy and homogeneity, one can see that the former equation for the shear
perturbation generally acquires a radially dependent mass given by:
M2 = gxx Txx − δTxy
δgxy
(180)
which was derived in [180] and it is the subject of one of our exercises.
Exercise # 7: The shear mass.
Derive that for an isotropic solution, the mass of the shear perturbation is:
m2(r) = gxx Txx − δ Txy
δgxy
(181)
Use the following definitions:
ds2 = − gtt(r) dt2 + grr(r) dr2 + gxx(r) dxI dxI (182)
Tµν = diag
(
Ttt(r), Trr(r), Txx(r), . . . , Txx(r)
)
(183)
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Figure 18: The frequency dependent behaviour of the correlator (186) extracted numerically
from equation (184) for a random value of m/T and for the potential V (X) = X3. The
numerical procedure, involving a simple matching technique, can be found in one of the
notebooks available with this course.
For concreteness, let us focus on a specific model where the graviton is massive and which
is discussed in [181]. For more details about the origin of the model and its physics see
[118, 182, 183]. Here we jump directly to the equation for the shear mode which in this case
is:
hxy(u)
(
−2m
2VX
(
u2, u4
)
f(u)
− 2iω
uf(u)
)
+ h′xy(u)
(
f ′(u)
f(u)
+
2iω
f(u)
− 2
u
)
+ h′′xy(u) = 0 (184)
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using EF coordinate. The UV asymptotic behaviour of the hxy field is:
hxy = hxy (l)(ω) (1 + . . . ) + hxy (s)(ω)u
3 (1 + . . . ) (185)
The AdS/CFT dictionary allows us to express the Green’s function of the stress tensor as
G(R)TxyTxy(ω) =
2 ∆− d
2
hxy (s)(ω)
hxy (l)(ω)
=
3
2
hxy (s)(ω)
hxy (l)(ω)
(186)
The first task we want to achieve is determine numerically the frequency dependence of
the Green function in eq.(186). This is done with a simple matching method in one of the
notebooks available with this course. An example of the results is shown in fig.18.
Exercise # 7: A numerical Green function.
Use equation (184) to obtain numerically the green function (186) for various
values of m/T and various potentials V (X) = Xn.
Try to implement the numerics with a matching method (as shown in the available
notebook) and also with a simple shooting method from the horizon. Using this
second method, what you have to do is:
1. Solve the equation close to the horizon, imposing regularity therein.
2. Use the NDSolve routine of mathematica (https://reference.wolfram.com/
language/ref/NDSolve.html) to solve numerically the differential equation
from the horizon to the boundary, by imposing at the horizon the b.c.s. you
found in the previous point.
3. Read numerically the leading and subleading term of the field expansion close
to the boundary and use equation (144).
4. Plot it!
Do you get the same results compared to the available notebook using the matching
procedure? Do you notice any difference for n < 3/2 and n > 3/2?
Try to find out what is the value of:
lim
ω→∞ Re[G
R
xyxy(ω, k = 0)] (187)
for various n and m. Can you correlate it with any thermodynamic property of the
background? Tip: see [184].
Now, after we learned the numerics, we want to do two things: (I) get the analytic result for
this correlator at small graviton mass, i.e. m/T  1 and (II) understand analytically the
behaviour at small temperatures, and link it with some geometric property of the solution.
Notice that, in this case, because of the presence of a mass, the equation for the shear mode
does not anymore correspond to the radial conservation equation and therefore the classical
membrane paradigm cannot be used. Nevertheless, even without solving this equation, a lot
can be learned, like for instance that as far as the mass squared is positive the KSS bound
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will be violated η/s < 1/4pi (see [180]).
In order to give you all the flavours of the fundamental computation in holography, for
the following analytic computations, we will use Poincare coordinates. More specifically, we
consider equation: f∂2r + (f ′ − 2fr
)
∂r +
(
ω2
f
− 4m2M2(r) r
2
L2
)h = 0 (188)
with M2(r) ≡ 1
2r2
VˆX(r), which is nothing else than eq.(184) in the new coordinates.
Using the already mentioned techniques, the boundary action for this theory becomes, as
always, of the type:
Sbdy =
∫
d2x
∫
dω
2pi
h0F(ω, r)h0
∣∣∣
r=
(189)
where  is the UV cutoff we put by hands and h0 is the value of the bulk field at the boundary
h0 ≡ h(r = 0).
According to the prescription given in [169], which is equivalent to what we discussed in
the previous sections, the retarded Green’s function GRTijTij can then be extracted from the
on-shell boundary action as
GRTijTij = − lim→ 0 2F(ω, r)
∣∣∣
r=
, (190)
which follows simply by taking two functional derivative of the above boundary action (189)
with respect to the source h0. To solve equation (188), we assume the following ansatz
h(r) = h0 e
− i ω
4pi T
log f
(
Φ0(r) +
i ω
4pi T
Φ1(r) + O(ω)2
)
(191)
which: (I) implement the infalling boundary conditions with the appropriate exponential
prefactor, (II) represents the leading order in the frequency expansion. The idea is to solve
perturbatively equation (188) using this ansatz. Two remarks are important. First, the
functions Φ0 and Φ1 are required to be regular at the horizon, and this will fix for us some of
the integration constants of the problem. Second, near the boundary, we demand that
Φ0(0) = 1 , Φ1(0) = 0 . (192)
which is equivalent to impose a unitary source for the dual operator, h0 = 1, in the language
of (189). The equations for Φ0 and Φ1 can be obtained by solving eq.(188) with the ansatz
(191) order by order in the frequency ω and they are:
z2
f
(
f
z2
Φ′0(z)
)′
− 4m
2 r4h z
2M2(z)
L2f(z)
Φ0(z) = 0 , (193)
z2
f
(
f
z2
Φ′1(z)
)′
− 4m
2 r4h z
2M2(z)
L2f(z)
Φ1(z)− 2 f
′
f
Φ′0(z) + Φ0(z)
(
2 f ′
z f
− f
′′
f
)
= 0 , (194)
To make the computations slightly more compact, we have re-defined the radial coordinate as
z = r/rh
45, and the primes denote derivatives with respect to z. Also, since we are interested
45This is equivalent of fixing rh = 1.
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only in the small graviton mass limit, we can safely neglect the corrections of the mass to the
blackening factor f(z). We will use the simple Schwarzschild background f(z) = 1− z3; this
simplifies the calculations.
To proceed, we assume the potential:
V (X) = Xn 2n = 4 + ν (195)
which leads to a mass function of the form
M2(z) =
zν (rh)
ν
2L2+ν
(196)
Using these notations, the graviton mass is now parameterized by the dimensionful parameter
m2. Since we are interested in the small mass limit, m/T  1, we additionally expand the
ansatz (191) in a perturbative series in m2 :
Φ0 =
∞∑
n=0
m2nφn , Φ1 =
∞∑
n=0
m2nψn (197)
with φ0 = 1 and ψ0 = 0.
Collecting all our assumptions, the final equations we need to solve are:(
f
z2
φ′1
)′
= 4
r4h
L2
M2(z) = 2
(
rh
L
)4+ν
zν , (198)(
f
z2
ψ′1
)′
= 2
f ′
z2
φ′1 (199)
The quadratic on-shell action, computed at the boundary z = , is given by
Sbdy = − L
2
4r3h
∫
d3x
(
f
z2
h(z)h′(z)
) ∣∣∣∣∣
z=
(200)
which expanded at first order in the graviton mass m2 and the frequency ω reads
Sbdy =
∫
d3x
L2h20
4 r3h
m2( f
2
φ′1
)
+
iω
4piT
(
3 +m2
(
f
2
ψ′1
)
− 2m2 log f
(
f
2
φ′1
))
+ . . .

where the ellipsis indicates terms O(ω2,O(m4).
At this order of approximation, the Green’s function (190) can be computed exactly. Its real
and imaginary parts are determined by:
G = ReG = − L
2
2r3h
lim
→ 0
m2
(
f
2
φ′1
)
(201)
η = lim
ω→0
[
− 1
ω
ImG(ω)
]
=
L2
2r3h
lim
→0
1
4piT
[
3 +m2
(
f
2
ψ′1
)]
(202)
Interestingly, for any given M2(z), the equation of motion (198) can be integrated directly
and it gives us a very generic expression for the shear elastic modulus
G = 2m2rh lim
→ 0
∫ 1

M2(z) dz . (203)
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Figure 19: Comparison between the numerical results and the analytic perturbative formulas
for the massive gravity model of [181]. These plots are built using the notebooks available
together with this course.
which does not depend on the explicit form of the mass function. This result immediately
tells us that, as soon as the graviton mass is not zero, a finite elastic modulus appears. The
graviton mass makes somehow the black hole rigid, like a solid. For the mass function (196),
the equation for φ1 is solved by
f
z2
φ′1 = cν
(
−zν+1 + 1
)
, ν 6= −1 (204)
where the integration constant cν is fixed by requiring regularity at the horizon z = 1:
cν =
−2
ν + 1
(
rh
L
)4+ν
. (205)
Putting all together, we obtain the shear elastic modulus of our theory at leading order in
m2, which is given by the generic formula
G = − L
2
2 r3h
m2 cν + O(m4), ν 6= −1 . (206)
Notice that the shear modulus is positiveG > 0 only for ν > −1, which coincides with n > 3/2.
This has to do with the dual field theory interpretation of this model. Without entering the
details, this model displays the spontaneous symmetry breaking of translations only for certain
values of n [185]. Only in that limit, the shear modulus is well defined and accompanied by
the presence of the corresponding Goldstone bosons, the phonons. Not surprisingly the speed
of the phonons is determined by the elastic modulus that we are discussing [186,187]. We can
perform the analogous steps for the imaginary part of the Green’s function
ImG = − L
2
2r3h
lim
→0
iω
4piT
[
3 +m2
(
f
2
ψ′1
)]
(207)
where this time
f
z2
ψ′1 = 2 cν
∫ z
1
f ′
f
(
1− xν+1
)
dx (208)
By using this result, we are now able to find the viscosity to entropy density ratio
η
s
=
1
4pi
(
1 +
2
3
cνm
2H 1
3
(ν+1) + O(m4)
)
(209)
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where we use the mathematical definition of the Harmonic numbers
H 1
3
(ν+1) ≡
∫ 0
1
f ′
f
(
1− xν+1
)
. (210)
and we have used the fact that the temperature of the Schwarzschild-AdS solution with the
emblackening factor f(z) = 1 − z3 is simply T = 3/(4pirh), and the entropy density is given
by s = 2pi(L2/r2h).
For similar perturbative computations see also [180,188]. What we found is a violation of the
KSS bound due to the introduction of a graviton mass. The interpretation of this result is
still under debate.
In fig.19 we display the agreement at small m/T of the analytic results with the numerical
data.
Exercise # 8: Perturbative methods.
Try to obtain the next order in the analytic formulae (206),(209) and see if now
the agreement with the numerics shown in fig.19 improves.
Before jumping to another topic, we want to address an additional question. We proved
perturbatively that the η/s ratio decreases upon increasing the dimensionless parameter m/T .
How does this ratio behave at very small values of T? Does it go to zero? How?
In order to do that, we have to understand how the background geometry looks like at T = 0.
As we explained in the first section, moving along the radial extra-dimension in the bulk
corresponds to moving in energy in the dual field theory. This means that the dynamics
at high temperature (= high energy) is determined by the dynamics of the bulk fields close
to the boundary of the spacetime, whether the dynamics at low energy (which can be low
temperature, low frequency, etc...) is governed only by what happens close to the horizon of
the black hole geometry, in what is called the near-horizon geometry.
In our model, and for all the charged black holes, the geometry of the black holes at zero
temperature interpolates between:
AdSd+1︸ ︷︷ ︸
UV region
 AdS2 × Rd−1︸ ︷︷ ︸
IR region
(211)
What does that mean?
Consider the following BH metric:
ds2 =
1
u2
[
−f(u) dt2 + du
2
f(u)
+ dx2 + dy2
]
(212)
The function f(u) can be expanded close to the horizon as:
f(u) = − 4pi T (u− uh) + 1
2
f ′′(uh) (u− uh)2 + . . . (213)
which means that at T = 0 the function has a double zero. Consider indeed the case of zero
temperature and perform the following coordinate transformation:
Υ =
%
u − uh (214)
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with % an arbitrary coefficient. Now, the original geometry is given by
ds2 = − f2 %
2
2u2h
dt2
Υ2
+
2
u2h f2
dΥ2
Υ2
+
1
u2h
d~x2 (215)
where we have used f2 ≡ f ′′(uh) for keeping the expressions more compact. Fixing % = 2/f2,
we obtain the final expression:
ds2 =
2
u2h f2
−dt2 + dΥ2
Υ2
+
1
u2h
d~x2 =
1
L22
−dt2 + dΥ2
Υ2
+ d~˜x2 (216)
which is indeed the form of an AdS2 × R2 spacetime with the AdS2 radius given by L22 =
2/(u2h f2).
To obtain an understanding of the behaviour of the green function at zero temperature, we
have to study the solution of the equation (188) on top of the AdS2 × R2 spacetime. Using
this technique, we will be able to prove that at low temperature the viscosity ratio scales like
η
s
∼ T 2α as T → 0 (217)
where α is determined by the conformal dimension of the T xy operator ∆ = 1 + α in the
extremal AdS2 × R2 geometry.
We are going now to sketch the proof; more details can be found in [189] and more generally
in [190]. Assuming a power law ansatz for the bulk field h of the type:
h(u) ∼ (u − uh)ν (218)
the equation for the shear perturbation around the near-horizon geometry simplifies into
f ′′(uh) ν (1 + ν) − 2m2(uh) = 0 (219)
where we defined the generic graviton mass:
m2(u) = gxx Txx − δ Txy
δgxy
(220)
Inverting the previous expression we find
ν = − 1
2
± 1
2
√
8m2(uh)
f ′′(uh)
+ 1 ≡ − 1
2
± ξ (221)
where ξ > 0. Following with the computations, we can write the generic solution as
h(u) = #
(
u−1/2−ξ + Gxyxy(ω)u−1/2+ξ
)
(222)
Now, we know that the frequency ω, just by dimensional analysis (see [190] for a much more
rigorous derivation) scales like the inverse of the radial coordinate ω ∼ u−1. This implies
that:
ω1/2+ξ ∼ Gxyxy(ω)ω1/2−ξ −→ Gxyxy(ω) ∼ ω2 ξ (223)
and therefore:
η(T ) ∼ T 2 ξ− 1 (224)
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The last step is simply noticing that the entropy corresponding to an AdS2 spacetime at zero
temperature is constant46, such that we finally obtain:
η
s
∼ T 2 ξ− 1 in the limit of T → 0 (225)
Notice that in the limit of zero graviton mass ξ = 1/2, and therefore the ratio is constant as we
know. Notice also that the important point is the value of the graviton mass at the horizon!
One could build models (and they exist [194]) in which there is a finite graviton mass, but it
becomes zero at the horizon. In those models the value of η/s interpolates between 1/4pi at
high temperature to another, and smaller, constant value at zero temperature.
4 Holographic Transport via analytic and numerical techniques
4.1 Linear response, another example
Let us insist on linear response theory and the definition of the Green function. Take a
system and apply an external source to it, i.e source(ω, k), which is frequency and momentum
dependent. Read the response of the system: response(ω, k). At leading order, the two are
related by a linear map
response(ω, k) = Green Function(ω, k) source(ω, k) + O(source2) (226)
whose frequency and momentum dependent ”coefficient” is the Green function. This is an
entire industry, whose foundations can be found in [195–198].
Here, we introduce another very simple example: the electric conductivity. We apply an
external electric field E, which will be our source, and we measure the produced electric
current J , which is going to be our response. We do not have to explain that the conductivity
is defined as:
J = σ E (227)
which is simply Ohm’s law. The current Jµ is our operator and it is sourced by a vector field
Aµ. The electric field relates to the external vector field via:
Ei = − i ω Ai (228)
where, to be general, we indicate with i the direction of the electric field. The previous relation
comes directly from the definition of electric field Ei ≡ Fti, and the observation that ∂t ∼ iω.
Therefore, we can immediately write down:
Ji(ω)︸ ︷︷ ︸
response
= −σ(ω) i ω︸ ︷︷ ︸
Green Function
Ai(ω)︸ ︷︷ ︸
source
(229)
which implies that:
σ(ω) =
i
ω
GJJ(ω) (230)
46There are various ways to obtain this result. One possibility is to realize that AdS2 is hiddenly a Lifzhitz
spacetime with infinite dynamical exponent z = ∞ and that the entropy scales like s ∼ T d/z ∼ cost.! This
property is recently very discussed [191], because of its relation with the SYK model [192], the strange metals
phenomenology and the physics of glasses [193]. Have a look!
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In other words, the electric conductivity relates directly to the Green Function of the U(1)
conserved current J . In this section we will play with various methods and we will discuss how
to extract the electric conductivity from a charge black hole using the holographic dictionary.
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4.2 Charged Black holes and a Superconducting instability: an excuse to
play with near-horizon geometries
Exercise #8 : The RN Black Hole, the soul of AdS-CMT.
Derive the Reissner-Nordstrom solution shown in this section.
You can play and deform the theory as:
S =
∫
d4x
[
R − 2 Λ − K
(
1
4
F 2
)]
(231)
where K is an arbitrary function. How is the background solution modified? Have a
look at [199].
In this section, we consider the following Einstein-Maxwell theory
S =
∫
d4x
[
R − 2 Λ − 1
4
F 2
]
(232)
Assuming the following geometry for the background
ds2 =
1
u2
[
−f(u) dt2 + du
2
f(u)
+ dx2 + dy2
]
(233)
the most general solution is given by
At = µ − ρ u , f(u) = u3
∫ u
uh
(
− 3
y3
+
ρ2
4
)
dy (234)
where µ is the chemical potential and ρ is the charge density of the dual field theory.
The chemical potential and the charge density.
We have just stated that the background solution for the gauge field is:
At = µ − ρ u , (235)
where µ is the chemical potential and ρ is the charge density of the dual field theory.
Why is that?
It is simply the application of the dictionary. The subleading term for the above so-
lution is the VEV of the dual operator Jt an it corresponds indeed to a finite charge
density. The first term is the associated source, which is this time the chemical poten-
tial. It is straightforward to test that such solution implies a boundary deformation
of the type:
δS =
∫
ddxµ ρ (236)
A more sophisticated analysis shows that also all the known thermodynamic prop-
erties hold. For example, the computation on the on-shell action gives the known
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thermodynamic relation:
d  = T ds + µdρ (237)
See for example the appendix in [200] for a proper derivation.
Exercise #9: Why we are obsessed with dimensionless quantities?
Most of the systems we consider in holography are scale invariant. The simplest
example is pure Einstein-Hilbert gravity on AdS spacetime, which is dual to a confor-
mal field theory. Why scale invariance can be tricky and what is it? Let us provide
two simple examples.
The temperature of AdS.
Consider the simple Schwarzschild solution in d = 4 coming from:
S =
∫
d4x
√−g
[
R +
6
L2
]
(238)
and given by:
ds2 =
[
−f(r) dt2 + dr
2
f(r)
+ r2 d~x2
]
, f(r) = r2
[
1−
(
rh
r
)3]
(239)
The temperature of the BH solution and of the dual field theory is just:
T =
3 rh
4pi L2
(240)
Is this meaningful? Is T = 100 warmer than T = 10? No! The value of the
temperature is completely meaningless and the only thing that matters is if it is zero
or finite. Why?
First, let us write down the Einstein’s equations:
Rµν − 1
2
gµν R − 3
L2
gµν = 0 (241)
The system possesses various scaling symmetries, which leave the system invariant.
One of them (find the others!) is the scaling transformation:
r → λ r , t → λ t , L → λL (242)
under which the metric and the geometrical objects transform as:
gµν → λ2 gµν , Rµν → Rµν , R → λ−2R (243)
such that the Einstein’s equation is left invariant.
The transformation in eq.(242) connects equivalent solutions, but it shifts the tem-
perature as:
T → T/λ (244)
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This means that all the finite temperatures are equivalent, because they can be con-
nected to each other by the above scaling transformation. Physically, this means that,
in a scale invariant system, no dimensionful scale can appear; therefore, in presence
of only one dimensionful quantity, the temperature T , its value is not physical.
Reissner-Nordstrom solution
Now, let us make a step forward and consider the following system:
S =
∫
d4x
√−g
[
R +
6
L2
− 1
4 g2
F 2
]
(245)
The additional profile for the gauge field is given by:
A = At dt , At = µ
(
1 − rh
r
)
(246)
The scaling transformation of eq.(242) is still a symmetry of the system, but only if
we properly rescale the chemical potential as follows:
µ → µ/λ (247)
This time, we can construct a dimensionless ratio T/µ, which is left invariant under
the above scaling transformation. This means that solutions with different T/µ are
now different solutions and they cannot be connected with any scaling transforma-
tion. The value of T/µ is physical! This is the reason why in scale invariant system we
always considered dimensionless quantities, which do not scale under scaling trans-
formations. Another typical example is to consider ω/T or k/T .
Exercise. Scaling symmetries can be also always used to set the value of the
horizon radius to 1. This simplifies lot of the computations and it is perfectly legit-
imate as far as you consider only ”meaningful” dimensionless quantities. Find out
which are the other scaling symmetries. If you get stuck have a look at [85] for help.
As explained before, the RN black hole, at T = 0, is a geometry interpolating between an AdS
spacetime in the UV to an AdS2 in the deep IR. This last manifold is very often encountered in
applied holography, since it represents the near horizon geometry of every charged black hole.
It has very interesting properties and it is very delicate, in the sense that is higly unstable
towards all deformations. As a pratical example, let us imagine to add to the Einstein-Maxwell
action in (232) a massive complex scalar charged under the bulk U(1) symmetry:
Lψ = |Dψ|2 + M2 ψ2 (248)
where Dµ ≡ ∂µ − iqAµ is the typical covariant derivative.
The equation for the scalar on the background is given by:
ψ′′ +
(
−2
u
+
f ′
f
)
ψ′ +
(
q2A2t
f2
− M
2L2
u2f
)
ψ = 0 (249)
and it can be re-written in the following more illustrative form
2ψ = M2eff (u)ψ (250)
61
SciPost Physics Lecture Notes Submission
whith the effective mass given by
M2eff L
2 = M2 L2 + q2A2t g
tt L2 (251)
and 2 defined as the Laplacian operator 47 on the curved metric in (233).
What is the interesting thing here? The second term in the effective mass (251) is negative
and it grows towards the horizon! Physically, this means that going towards low energy,
or equivalently to low temperature, the mass of the scalar becomes smaller and eventually
negative!
Breitenlohner Freedman stability condition.
We give a sketchy derivation of the BF bound, which ensures the stability of a
curved spacetime under a specific deformation driven by a massive bulk field. More
specifically, the Breitenlohner Freedman stability condition requires that the mass of
a free scalar field on a curved spacetime has to satisfy a lower bound:
m2 > m2BF (253)
which depends crucially on the curvature of the geometric background. For all the
details we refer to the original works [201,202] or the more modern discussion of [203].
Let us consider an AdSd+1 spacetime defined by the metric:
ds2 =
dz2 + ηµν dx
µdxν
z2
(254)
where the z coordinate span from z = 0 to z =∞. The field equation for a scalar φ
with effective mass m2eff on this background can be written as:
∂2z φ −
d− 1
z
∂z φ −
m2eff
z2
φ +
(
ω2 − k2
)
φ = 0 (255)
Using the field redefinition φ = z(d−1)/2 ψ we can write the equation above in the
suggesting form:
− ∂2z +
m2eff +
d2−1
4
z2
ψ = (ω2 − k2)ψ (256)
which corresponds to a Schrodinger equation with potential:
V (z) =
m2eff +
d2−1
4
z2
(257)
This type of problem has been studied extensively and it is known that it admits a
stable solution only if:
V > −1
4
(258)
47Its definition is given by:
2F ≡ 1√−g ∂σ
√−g ∂σ F (252)
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This converts the stability condition into a bound for the mass which reads:
m2eff > −
d2
4
(259)
which is the already mentioned BF bound. Interestingly enough, the mass squared
of the bulk field can be negative without spoiling the stability of the system. This is
a result of the curvature of the spacetime, which accounts for an additional positive
contribution to the eigenvalues energies.
From the holographic point of view, the BF bound comes directly from solving the
indicial equation for a power law ansatz. Requiring the power to be real gives imme-
diately the BF condition (check it).
The stability requirement around the AdS2 near-horizon geometry is given by
M2eff L
2
2 < −
1
4
(260)
It is simple to determine analytically this condition in terms of the charge q and the conformal
dimension ∆ of the charged scalar, see fig.20. The BF condition only tells you if the back-
ground at zero temperature is stable or not, but it does not tell you any information about
the temperature at which the instability appears. To find that, a bit more of work is needed.
First, let us connect the bare mass of the complex scalar with its conformal dimension and
with its asymptotic behaviour at the boundary:
M =
1
L
√
∆(∆− 3) , ψ(u) = ψ1
L3−∆
u3−∆ +
ψ2
L∆
u∆ (261)
Using the holographic dictionary we identify the coefficient ψ1 as the source for the dual
operator. We expect that, decreasing the temperature from T = ∞, an instability might
occur at a certain critical temperature T = Tc. Close to the instability, the value of ψ is
small, and therefore one can safely neglect its backreaction on the geometry. This means that
the only equation we have to consider is:
ψ′′ +
(
−2
u
+
f ′
f
)
ψ′ +
(
q2ρ2
f2
− M
2L2
u2f
)
ψ = 0 (262)
How are we going to find the onset of instability? Imagine to collect the excitations of the
system at zero momentum using their Fourier decomposition:
e−i ω1 t , e−i ω2 t, . . . , e−i ωn t (263)
where ωn are a priori complex frequencies. These excitations are called quasi-normal modes
48
and they decay in time within a timescale determined by their imaginary parts. Now, let us
imagine that one of those modes has a eigenfrequency with a positive imaginary part; this
corresponds to an excitation:
e−i ω
∗ t = e−i Re[ω
∗] t eIm[ω
∗] t (264)
48In contrast with the normal frequencies with ωn real.
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This mode is growing exponentially in time! It is a bomb and it is going clearly to destabilize
the system. This is exactly the reason why the requirement of stability of a system can be
translated in the absence of quasinormal modes with positive imaginary part.
Now two comments are in order:
• The quasinormal mode are eigen-frequencies of the system. They correspond to bulk
solution with zero source.
• The onset of instability, which follows from the previous picture, can be determined
directly by looking when a specific mode with positive imaginary part appears. This
means that, exactly at Tc, there will be a quasinormal mode crossing the real axis and
lying exactly at the origin of the complex plane49.
Collecting all this new information, our task is clear. We have to solve equation (262) nu-
merically and search for solution with zero source, ψ1 = 0, and zero frequency. This can
be done easily with a FindRoot routine (https://reference.wolfram.com/language/ref/
FindRoot.html) and it is the topic of one of the notebooks available with our lectures. The
numerical results are shown in fig.20.
T=0
T=0.1
0.0 0.5 1.0 1.5 2.0 2.5 3.0
1
2
3
4
5
q
Δ
Figure 20: The onset of instability for the holographic superconductor model. The black line
is the zero temperature result. The other lines are obtained numerically as described in the
main text. Similar results can be found for example in [205].
4.3 Holographic Conductivity: an excuse to learn some numerics (and
some physics)
Now, let us forget about the superconducting instability and let us consider the system in
the normal phase, where the complex scalar is trivially zero. What we are interested in is
49This has been verified by explicit computations in several examples. The most famous one is that of
holographic superconductors studied in [204].
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to compute the electric conductivity of the normal phase using the holographic methods.
In order to make the computations slightly more interesting we consider a generic massive
gravity model, which was considered first in [182] and whose action reads:
S = M2P
∫
d4x
√−g
[
R
2
+
3
`2
− m2V (X) − 1
4
F 2
]
, (265)
with X ≡ 12 gµν ∂µφI∂νφI and F 2 = FµνFµν , F = dA.
The background solution is the usual black hole geometry:
ds2 =
1
u2
[
−f(u)dt2 + du
2
f(u)
+ dx2 + dy2
]
(266)
where the blackening factor f(u) is given by
f(u) = u3
∫ uh
u
dv
[
3
v4
− ρ
2
2
− m
2
v4
V
(
v2
)]
(267)
and uh stands for the location of the event horizon. Additionally, the background profiles for
the gauge and scalar bulk fields are given by:
At = µ − ρ u , φI = αxI (268)
Regularity of the gauge field on the horizon requires ρ = µuh , and it implies that the temper-
ature is given by
T = −f
′(uh)
4pi
=
6− µ2u2h − 2m2V
(
α2u2h
)
8piuh
. (269)
For all the physical motivations and the technical details we refer to the original paper. Here,
we only repeat the ingredients which are necessary for our computation.
In order to compute the conductivity, we have to discuss the behaviour of small excitations
around the background. We perturb the previous solution by setting:
Aµ = A¯µ + aµ, gµν = g¯µν + hµν , Φ
I = Φ¯I + φI (270)
where we indicate with bars the background profiles. We concentrate on the transverse sector
of the fluctuations , which contains the following perturbations ai, φi, hti, hui and hij ≡
1
u2
∂(ibj). Aside from ai, we use the gauge-invariant variables
Ti ≡ u2hti − ∂tφi , Ui ≡ f(u)
[
hui − ∂uφi
u2
]
, Bi ≡ bi − φi (271)
In terms of these variables, and by restricting ourseleves to the homogeneous perturbations (by
fixing the momentum k = 0), we are left with a system of two coupled differential equations
∂u (f ∂u ai) +
[ω2
f
− 2u2 ρ2
]
ai =
i ρ u2 2 m¯2
ω
Ui
1
u2
∂u
[
fu2
m¯2
∂u
(
m¯2Ui
)]
+
[
ω2
f
− 2m¯2
]
Ui = −2 i ρ ω ai (272)
which has to be solved numerically. For simplicity, we introduced the quantity m¯2(u) =
m2V ′(u2), which relates directly to the graviton mass.
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Trick#2 + Exercise : Gauge-Invariant variables
What are they? How can we obtain and use them? Let us learn it by finding a
typo in the Arxiv version of my paper [182].
First, let us define the GI variables. Gauge invariance is simply a redundancy in the
mathematical description of a physical theory which has nevertheless strong implica-
tions on the number of physical degrees of freedom. In presence of a gauge symmetry,
in our case diffeomorphism invariance, a very common practice is to fix (partially) the
gauge by using the so-called radial gauge and kill all the perturbations with have at
least one index in the holographic radial direction. The idea is that those perturba-
tions do not have a clear interpretation from the boundary field theory and therefore
it might be a good practice to use the gauge freedom to eliminate them from the
game. A more precise way to proceed is to avoid gauge fixing and works in variables
which are invariant under the gauge transformations. This is what we are going to
do.
Exercise.
Consider the action in [182]
S =
∫
d4x
√−g
[
R − 2 Λ − m2 V (X) − 1
4
F 2
]
(273)
together with the metric ansatz
ds2 =
1
u2
(
−f(u) dt2 + du
2
f(u)
+ dx2 + dy2
)
(274)
and the background profile for the scalar fields:
φI = αxI (275)
Perturb the background solution with:
ai, φi, hti, hui, hij ≡ 1
u2
∂(ibj) (276)
and use the gauge invariant variables:
Ti ≡ u2hti − ∂tφi
α
, Ui ≡ f(u)
[
hui − ∂uφi
αu2
]
, Bi ≡ bi − φi
α
(277)
1) Check explicitly that these variables are gauge invariant. In particular, they must
be invariant under a diffeomorphism transformation:
h˜µν = hµν − ∇(µ ξν) , a˜µ = aµ −
(
ξν∂νAµ +Aν∂µξ
ν
)
, φ˜I = φI − ξI (278)
66
SciPost Physics Lecture Notes Submission
where ξµ is the parameter of the infinitesimal transformation.
2) Obtain the equations for the pertubation at finite frequency ω and finite momen-
tum k. Did you find the typo in [182]?
If not, check the corresponding notebook available with these lectures.
Now, given the equations in (272), there is a brute force and simple way to obtain the con-
ductivity, which works as follows:
1. Analyze the expansion of the two gauge invariant fields close to the boundary and obtain:
ai = a
(0)
i + a
(1)
i u + . . . (279)
Ui =
1
u
U
(0)
i + U
(1)
i + . . . (280)
and identify the sources for the dual operators with the coefficients a
(0)
i , U
(0)
i . (Trick: it
is convenient to redefine all the fields such that the boundary expansion starts always
with the constant term);
2. Solve the equations perturbatively close to the horizon by imposing ingoing boundary
conditions (or equivalently by imposing regularity after subtracting the ingoing part of
each field). You will obtain an expansion in terms of only one undetermined coefficients
c0.
3. Use a FindRoot routine to impose that the source of the Ui field vanishes, U
(0)
i = 0.
This will fix the parameter c0 univoquely.
4. Use the solution with zero U source and read:
GJJ ∼ a
(1)
i
a
(0)
i
(281)
This will be your Green Function for the U(1) current, from which you can obtain the
conductivity.
Try it and compare with the results obtained in the notebook available with the lectures.
This last method can work for two bulk fields, but it becomes immediately hopeless in presence
of more fields. Let us introduce a more powerful method, which is widely used to read
correlators and to identify quasinormal modes. The main ideas appeared in [206] and [204].
Here, we explain it using the simple problem of only two mixed bulk fields, as that of equations
(272).
Consider two bulk fields Ψa,Ψb which obey a system of coupled differential equations and
which are gauge invariant50. At the horizon, we impose infalling boundary conditions for
both the fields:
Ψa,b(u) = (1− u)− i ω/4pi T
(
Ψ0a,b + Ψ
1
a,b (u− 1) + . . .
)
(282)
50If you do not use gauge invariant variables there are additional complications in the procedure. See [204,206]
for details. My advise is: use GI variables!
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where Ψ0a,b are undetermined coefficients.
Now, we can choose a basis of independent solutions. In our case, they correspond to the
following independent horizon shooting conditions:(
Ψ0a,Ψ
0
b
)
= (0, 1) , (1, 0) (283)
Suggestion: it turns out51 it is much better to choose a basis without zeros, such as:
(1, 1) , (1,−1) (284)
We will call these two independent solutions ΨI ,ΨII . At the boundary, these solutions will
have the usual asymptotic form:
ΨIa = Ψ
I
a,(L) u
∆L + ΨIa,(S) u
∆S (285)
where a label the two fields, and I the two solutions with independent horizon b.c.s. as
indicated above. We are ready to define the following matrices:
L =
(
ΨIa,(L) Ψ
II
a,(L)
ΨIb,(L) Ψ
II
b,(L)
)
S =
(
ΨIa,(S) Ψ
II
a,(S)
ΨIb,(S) Ψ
II
b,(S)
)
(286)
which determine the subleading and leading coefficients of the various fields on the (two in
this case) independent solutions.
Before continuing, we have to be careful about one detail. We always claim that the Green
function of an operator O is given by :
GOO =
ΨO(S)
ΨO(L)
(287)
where the two terms are just the leading and subleading coefficients in the expansion of the
dual bulk field close to the UV boundary. Strictly speaking, this statements holds true as far
as the renormalized boundary action takes the form:
Sboundary =
∫
ddx
√−γΨO(L) ΨO(S) (288)
which might not necessarily be the case, especially with multiple fields. Generically, we have
a more complicated expression of the type:
Sboundary =
∫
ddx
√−γΨOi(L)Bij Ψ
Oj
(S) (289)
with a generic matrix Bij . In the simple case the matrix B is diagonal, the problem is trivial.
Nevertheless, here it is an explicit counterexample:
Sboundary =
∫
ddx
√−γ
[
Ψ1(L) Ψ
1
(S) + Ψ
2
(L) Ψ
2
(S) + Ψ
1
(L) Ψ
2
(S)
]
(290)
Now if we use the correct variational definition for the Green function:
GΨ1Ψ1 ∼
δSboundary
δΨ1(L)
= Ψ1(S) + Ψ
2
(S) 6= Ψ1(S) (291)
51We thank Amadeo Jimenez for pointing this out.
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which shows that:
GΨ1Ψ1 6=
Ψ1(S)
Ψ1(L)
(292)
The main message is: be careful!
Taking into account this possible caveat, we finally get to the conclusive answer for our
correlators which is:
G = B · S · L−1 (293)
where G is intended now as the matrix of the Green functions. In the case of our two fields:
G ≡
(
Gaa Gab
Gba Gbb
)
(294)
This method is exactly what we used for the conductivity in the notebook available with the
lectures. You can convince yourself that, even for only two bulk fields, this procedure is much
faster and efficient. Additionally, this method that we outlined is very powerful to compute
the quasinormal modes [15]. In this language they come directly from imposing:
det(L) = 0 (295)
and solving it for ω. It is called the determinant method, see [204].
Warning # 2: EF are nice but be careful
We have stated several times that it is very convenient to redefine the bulk fields
by removing the ingoing part at the horizon or by using EF coordinates.
This is certainly true, but (once more) you have to proceed cautiously. For example,
let us take our equations and redefine the fluctuation of the gauge field ai as:
ai(u) = e
− i ω ∫ 1
f(y)
dy
a˜i (296)
Now we could say the Green function, and therefore the conductivity, is simply given
by:
σ(ω) =
i
ω
GJJ =
i
ω
a˜
(S)
i
a˜
(L)
i
(297)
If you follow this prescription, you would get the wrong result! You can try to
compare the numerical results to the DC formula we will derive later. What you are
missing?
The Green function of the current dual to the bulk gauge field ai is defined via
the ratio between the leading and subleading coefficients of the ai bulk field; not of
the transformed one a˜i obtained using (296). More specifically, we can immediately
recognize that:
GJJ =
a
(S)
i
a
(L)
i
=
a′i(u)
ai(u)
∣∣∣
boundary
= − i ω + a˜
′
i(u)
a˜i(u)
∣∣∣
boundary
= − i ω + a˜
(S)
i
a˜
(L)
i
(298)
As a consequence, if you use the naive formula (297) in terms of the transformed
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Figure 21: An example of the results for the optical conductivity obtained in the notebook
available with the lectures. This plot is for the potential V (X) = X + X5. You can try to
reproduce the results in [182,207].
bulk field a˜i, you would miss completely the first term, which accounts for a shift in
the conductivity σ → 1 + σ! Tricks are nice but have to be used carefully.
4.4 DC conductivities: an example of analytic methods
Numerical techniques are fine (and for somebody funny), but we can do more. More specifi-
cally, we are interested in what goes under the name of DC conductivity, which is simply the
conductivity at zero frequency:
σDC ≡ σ(ω = 0) (299)
This problem should sound familiar to you, after going through the computations of the
KSS ratio in section 3.3. Not surprisingly, the DC conductivity can be obtained using a
generalization of the Membrane Paradigm techniques. The original reference which I invite
you to check is [208].
Here, we focus on a simple model, which is a generalization of the linear axion model of [209].
It is a simple model which introduces momentum relaxation using a simple set of bulk scalar
fields, and therefore produces finite values for the DC conductivities of the boundary theory52.
We are going to focus on the thermoelectric conductivities, which are defined by the following
matrix of transport coefficients:(
J
Q
)
=
(
σ αT
α¯ T κ¯ T
)(
E
−∇TT
)
(300)
where J I is the electric current and Qi = T ti − µJ i the thermal one. The various coefficients
take the name of: electric conductivity (σ), thermal conductivity (κ¯) and thermoelectric
conductivities (α, α¯). These four objects codify the response of the system under an external
electric field E and a thermal gradient ∇T/T .
The theory which we consider is defined by the already mentioned action:
S =
∫
d4x
√−g
[
R − 2 Λ − m2 V (X) − 1
4
F 2
]
(301)
52In absence of momentum relaxation the DC conductivity would be infinite. This can be understood by
simply thinking at a collection of electrons accelerated by an electric field. If there is no way by which these
electrons can lose their momenta, once accelerated, they will go forever and they will produce an infinite
conductivity. Probably the best way to understand this is to look back at the famous Drude model [210].
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where the details have been already explained in the previous section and can be found in [182].
We consider a black hole solution in the following form
ds2 =
1
u2
(
−f(u) dt2 + du
2
f(u)
+ dx2 + dy2
)
(302)
and we assume for the scalars the solution:
φI = xI (303)
which breaks the translational invariance of the boundary theory53.
Exercise #10 : Massive graviton
Consider the theory in 301 and show that the graviton is massive and what is
the mass. If you want to play more with it, see [183]. Notice that the presence of a
graviton mass is not a mere technical detail, but it has fundamental phenomenological
consequences [118,181].
Let us sketch now the derivation of the DC conductivities within this model. We start by
applying an external electric field Ex ≡ Fxt using the ansatz for the perturbations given by
δgtx(u, t, y) = htx(u) , δgtx(u, t, y) = 0 , δgxu(u, t, y) = hxu(u) ,
δφx = χ(u) , δAx = −Ex t + ax(u) (304)
which indeed account for a finite Ftx 6= 0. The left relevant equations54 are:
Ex µu
2 +m2 uh f(u)V
′(u2)
(
χ′(u)− u2hxu(u)
)
(305)
uh
(
f ′(u) a′x(u) + f(u) a
′′
x(u)
)− µu (uh′tx(u) + 2htx(u) ) = 0 (306)
The fundamental point is to notice that the Maxwell equation can be written as:
∂u J (u) = 0 , J (u) ≡ f(u) a′x(u) −
µ
uh
u2 htx(u) (307)
and it corresponds to the conservation of a radially dependent quantity J (u). Luckily enough,
at the boundary u = 0, this is exactly the electric current of the dual CFT:
J ≡ lim
u→0
√−g F rx = lim
u→0
J (u) (308)
Here, we use the same trick of the membrane paradigm and since we have the freedom of
computing this object everywhere we want in the bulk, we decide to compute it at the horizon
u = uh.
In order to do that, we need to know the behaviour of the various fields close to the horizon.
The requirement of having the fields regular at the horizon implies the following relation
a′x(u) =
Ex
f(u)
, htx(u) = f(u)hxu(u) (309)
53The specific breaking pattern present several subtleties. For those of you interested, I suggest to read
[185,186,207].
54You can prove by yourself that the others are redundant.
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There are two ways of deriving them: (I) going to EF coordinates and impose regularity at the
horizon, (II) compute the field strength square FµνF
µν at leading order in the perturbations
and impose its regularity at the horizon u = uh. You can convince yourself that you will
obtain the same results.
Finally, using the constraint in eq.(301) evaluated at the horizon, together with the relations
above, we can compute J (u) at the horizon :
Je ≡ J (uh) =
(
1 +
µ2
m2 V ′(u2h)
)
Ex (310)
From the latter, it is straightforward to obtain the electric DC conductivity of this model,
which is given by
σDC = 1 +
µ2
m2 V ′(u2h)
(311)
Let us make one step more and introduce a thermal gradient:
δgtx(u, t, y) = − t ζ f(u)
u2
htx(u) , δgtx(u, t, y) = 0 , δgxu(u, t, y) = u
−2 hxu(u) ,
δφx = χ(u) , δAx = t
(−Ex + ζ At(u)) + ax(u) (312)
encoded in the parameter ζ.
Thermal gradient
How to introduce an external thermal gradient? We have used the following
prescription:
i ω δgti = − ∇i T
T
, i ω δAj = µ
∇iT
T
(313)
Where does this rule come from? We follow the explanation of [13].
Consider a background Minkowski metric. The temperature is the inverse of the
period of the euclidean time. Let us rescale the time coordinate to eliminate any
temperature dependence in the period of the time circle:
t −→ t¯/T (314)
such that the time component of the metric becomes gt¯t¯ = 1/T
2. Now let us perform
a gradient in temperature:
T → T + xi ∇iT
T
=⇒ δgt¯t¯ = −
2xi∇iT
T 3
(315)
The trick is to act with a gauge transformation which leave of course the system
invariant. In particular, we are using the infinitesimal parameters:
ξt¯ =
i xI ∇iT
T 3 ω¯
, ξi = 0 (316)
together with the Fourier decomposition in terms of the frequency ω¯ associated to
the time coordinate t¯.
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Figure 22: The comparison between the DC formula (311) and the numerical results. The
plot is built with one of the notebooks available with the lectures and with a funny emoji
found in the web.
The action of this gauge transformation leads us to:
δgt¯t¯ = 0, δgt¯i =
i∇iT
ω¯ T 3
, δAi = − i µ∇iT
ω¯ T 3
(317)
which, after scaling back to the original time t, corresponds to the prescription given
in eq.(313).
With this new ansatz, the equations are slightly modified and they become:
2µu2(Ex uh + ζ µ (u−uh) ) − u2h
(
ζf ′(u) + 2m2 f(u)V ′
(
u2
) (
hxu(u)− χ′(u)
))
= 0 (318)
Following exactly the same procedure, we derive the value of the electric current at the horizon
which reads
Je ≡ J (uh) =
µu2
(
2µu2 (Ex uh + ζ µ (u− uh) )− ζ u2h f ′(u)
)
2m2 u5hV
′ (u2) + Ex (319)
Using linear response, we get the final result
αDC = α¯DC ≡ 1
T
dJe
dζ
=
2pi µ
m2 VX
1
uh
(320)
which is our thermoelectric DC conductivity.
Exercise #11 : Your turn!
Try to obtain the DC conductivities for more complicated setups [64,199,211–214].
Additionally, try to extract also the thermal conductivity. The fundamental point
is to recognize that the equations of motion imply the conservation of an additional
object Q(u), which coincides at the boundary with the thermal current of the dual
field theory. The definition of this object is not straightforward, see [208]. See the
appendix in [64] for an example explained step by step. Prove that, in absence of an
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Figure 23: The optical electric conductivity σ(ω) for the model in eq.(321). The figures are
taken from [186].
external magnetic field, α = α¯ and this follows directly from the so-called Onsager
relations.
Warning #3 : Check the assumptions before using a tool and think.
Compute the optical conductivity, as explained in the main text, for the potential
V (X) = X3 (321)
You will obtain the results shown in fig.23. Why this is problematic/interesting?
First of all, if you apply naively the DC formula found in the main text you will
realize that σDC > 1 for every value of the parameter, but the numerics clearly
show Re[σ(0)] < 1, not in agreement with the theoretical expectations. The DC
formula does not work! Moreover, the imaginary part of the conductivity shows a
1/ω pole. What does that mean? In simple words a, we have to remember that, when
we consider the definition of the conductivity, what we have in mind is a retarded
correlator. This has to be thought always in terms of the i  prescription, which
means
i
ω
is actually lim
→0
i
ω + i 
= lim
→0
(

ω2 + 2
+ i
ω
ω2 + 2
)
=
i
ω
+ δ(ω) (322)
In other words, every time we see a 1/ω pole in the imaginary part of the conductiv-
ity, we should always think it as accompanied to a δ function in the real part. This
is the signal that the DC conductivity in this case is infinite!
The physical reason behind is explained in [186] and in few words it is that the
model in eq.(321) does not break translational invariance explicitly but rather spon-
taneously. Momentum is a conserved quantity and therefore the electric conductivity
is infinite. For some details about it see also [215].
The feature just discussed does not regard only the electric conductivity, but it is
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Figure 24: A cartoon of the idea behind the method to compute the DC transport coefficients
introduced in [208].
much more general. From a mathematical point of view, it follows from the Kramers-
Kronig theorem:
Theorem 1 Take a complex function analytic on the upper-half plane (and vanishes
like 1/|ω| or faster at infinity). We have:
F(ω) = F1(ω) + iF2(ω) , F2(ω) = − 1
pi
P
∫ +∞
−∞
F1(ω′)
ω′ − ω dω
′ (323)
You can prove that using this theorem you re-obtain what discussed before. More
specifically, you can see that for this potential the electric conductivity takes the
form:
σ = σ0 +
(
i
ω
+ δ(ω)
)
ρ2
χPP
(324)
where σ0 is sometimes referred to as the incoherent conductivity (see [216]).
Exercise. Compute numerically the conductivity for the model (321) and check that
the expression in (324) is correct. You can also compute σ0 analytically if you are
brave enough and understand why the general formalism of [208] does not work in
this case (tip: check well the boundary conditions for the various perturbations and
the assumptions hidden behind the method). If you are interested in learning this I
suggest to have a look at [217–219].
aWe thank Karl Landsteiner for suggesting this simple derivation.
Trick #4 : how to check your numerics?
Once you do some numerical calculations, especially if they are complicated, the
first thing that you might want to do is to find a way to check they are right. In
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Figure 25: Left: The validity of the sum rule in eq.(325) for the numerical computations
of the electric conductivity. The plot is taken from one of the notebooks available with the
lectures. Right: What the sum rule tells us physically.
the context of numerical Green functions, a nice possibility is to use what is known
as sum rules. The sum rules come directly from the analytic properties of the Green
functions. For some references see [220–223].
In the specific context of the electric conductivity, the useful sum rule is the following∫ ∞
0
dω Re
[
σ(ω) − σ∞
]
= 0 (325)
which we tested as a check in fig.25. In the case of a superconducting state, there
is an extension of the sum rule above known as Ferrell-Glover-Tinkham(FGT) sum
rule: ∫ ∞
0
dω Re
[
σn(ω) − σs(ω)
] − pi
2
Ks = 0 (326)
where Ks is the Drude Weight for the superfluid part, namely the residue of the 1/ω
divergence in the imaginary part of the conductivity. See [220, 221] for an explicit
use of the latter.
Notice that physically, the sum rule expresses the conservation of charged degrees of
freedom, which are measured by the spectral weight, i.e. the area under Re[σ]. This
knowledge can be useful to predict several physical features. An example is provided
in fig.25. There the appearance of a growing peak in the mid-infrared already signals
that the DC conductivity will decrease and the system will become an insulator.
4.5 Quasinormal modes: (modest) numerics and analytics
In this last section, we consider the computation of the quasinormal mode frequencies for
a single decoupled operator. The only necessary knowledge about the quasinormal modes
required in this section is their definition as:
QUASINORMAL MODE = POLE OF THE GREEN FUNCTION (327)
A quasinormal frequency is a complex frequency ωqnm = ωR + i ωI for which the response
displays a finite value even in absence of any source. In different words, it is an intrinsic
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excitation of the system, which can be simply found, using the holographic dictionary, by
imposing:
leading(ωqnm) = 0 , subleading(ωqnm) 6= 0 (328)
The real part of the quasinormal mode is the ”normal” part, which sets its frequency of
propagation, while its imaginary part determines the lifetime of the excitation. More precisely,
the relaxation time is given by:
τ−1rel ∼ Im[ωqmn] (329)
This means that, at late time, the dynamics of the system is determined by the lowest quasi-
normal modes, those with lowest imaginary parts. In the situation, which is usually defined
as coherent, in which there is one (or few) pole whose imaginary part is much smaller than
the rests, one can do a consistent EFT-type truncation of the dynamics only in terms of
that/those mode(s). Generally, this separation of scales is the consequence of a symmetry
invariance or of a softly broken symmetry55. The situation, in which there is no separation of
scales, is more complicated; it is usually defined as incoherent, and it necessitates to consider
all the poles of the system. In other words, an EFT description of the system is hard to
obtain.
I invite you to read [15,17,224–226] if you want more details about quasinormal modes.
Here, we consider a simple example, which comes from [187]. Take the equation for the scalar
fluctuations
0 =
(
−k2N u+ 2 iNω − 4i ω
)
φ+
(
u f ′ + 2N f − 4 f + 2 i u ω)φ′ + u f φ′′ (330)
defined on the Schwarzschild geometry:
f(u) = 1 − u3 (331)
What we want to prove is that the lowest quasinormal mode for the scalar operator dual to
this bulk field is a diffusive mode:
ω = − iDφ k2 + . . . , Dφ = N
2N − 3 (332)
where N > 3/2 is an arbitrary parameter coming from the action.
Numerics
Our first task is to obtain such quasinormal mode numerically, by using a simple procedure
which involves a double shooting and a matching technique. The steps of the numerical
procedure, which is sketched in fig.26, are as follows:
1. Shoot from the boundary to an intermediate point, horizon < um < boundary, imposing
as b.c.s. the vanishing of the source.
2. Shoot from the horizon to an intermediate point, horizon < um < boundary, imposing
regularity at the horizon (in EF coordinates).
3. Generically, the two solutions will be discontinuous at the intermediate point um, as
shown in fig.27.
55See for example [152].
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Figure 26: Sketch of the numerical procedure to obtain the quasinormal modes numerically
from eq. (330). The figure is adapted from [227].
4. Match the two solutions (function value and first derivative value) at the intermediate
point um solving in terms of the free parameters and the (eventually complex) frequency
ω.
The numerical results56, which can be found in one of the notebook available with the notes,
are shown in fig.27.
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Figure 27: Left: Example of the two solutions. The full curve is clearly discontinuous
at um = 1/2. Right: The dispersion relation of the lowest diffusive QNM obtained from
equation (330) for N = 3, 5 (red,blue).
Analytics
Let us expand the solution for the field φ in powers of frequency and momentum as:
φ(u) = φ0(u) + ω φ1(u) + k
2 φ2(u) + . . . (333)
56For simplicity, we have taken a system with a purely imaginary quasinormal mode. The same method can
be applied for a complex mode. In this case, every equation and every function have to be split in a real and an
imaginary part. For example, in the case of a single field considered in the main text the matching conditions
would be four now, instead of two.
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and let us solve equation (330) order by order. For simplicity, we will do it only for N = 3,
the rest is left as an exercise.
For N = 3 the equation at first order reads:(
2− 5u3
)
φ′0(u)− u
(
u3 − 1
)
φ′′0(u) = 0 (334)
The solution which is regular at the horizon is:
φ0(u) = cost. (335)
(you can check that the other is logarithmically divergent) and we can fix the constant to 1,
thanks to the linearity of the system.
At second order, ∼ k2, we have:
u
(
−
(
u3 − 1
)
φ′′2(u)− 3
)
+
(
2− 5u3
)
φ′2(u) = 0 (336)
whose regular solution is:
φ2(u) =
1
u
+ c2 (337)
Finally, at order ∼ ω, the equation reads:(
u− u4
)
φ′′1(u) +
(
2− 5u3
)
φ′1(u) + 2i = 0 (338)
and its regular solution is:
φ1(u) = c1 − i
u
−
2 i tan−1
(
2u+1√
3
)
√
3
(339)
The final perturbative solution has the following form:
φ(u) = 1 + ω
c1 − i
u
−
2i tan−1
(
2u+1√
3
)
√
3
+ k2(c2 + 1
u
)
+ . . . (340)
which is valid till this order in frequency and momentum. Close to the boundary, the solution
does behave as:
φ(u) ∼ k
2 − iω
u
+
(
c2k
2 + c1ω − ipiω
3
√
3
+ 1
)
+O
(
u1
)
(341)
Recognizing the leading term as the source for the dual operator O, the quasinormal modes
are given by its zeros. Therefore, we immediately get:
ω = − i k2 −→ D = 1 (342)
which is exactly the expected result for N = 3. For your information, you just re-discover
some of the results of [118,141,187].
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Exercise #11 : Your turn!
Try to obtain the quasinormal modes from eq. (330) for N = 7 both numerically
and analytically. Check the general result in (332).
Trick #5 : Master fields
The trick of the master fields is a very efficient technique used to reduce the
number of the equations to be solved. This can make your life simpler in several
situations; let us see one together. This example is taken from [228]; for the original
discussion about the master fields see [229].
Consider the Einstein-Maxwell system defined by the action:
S =
1
2κ24
∫
d4x
√−g
[
R − 2 Λ − 1
4
F 2
]
(343)
and assume the following ansatz for the background:
ds2 =
r2
L2
(
−f(r)dt2 + dx2 + dy2
)
+
L2
r2 f(r)
dr2
A = At(r) dt (344)
Let us consider the fluctuations:
gµν = g¯µν + hµν , Aµ = A¯µ + aµ (345)
and for simplicity let us take the radial gauge:
ar = 0 , hrν = 0 (346)
Although working in the radial gauge is convenient, it does not completely fix the
gauge freedom. We still have the freedom determined by the diffeomorphism:
h˜µν = hµν −
(∇µξν + ∇νξµ) (347)
a˜µ = aµ −
(
ξν∂νAµ + Aν ∂µξ
ν
)
(348)
After defining u = r/rh and Q = k/µ and W = ω/µ and going to Fourier space, we
define the gauge invariant modes
X(u) = Qhyt (u) + W h
x
y(u) , Y (u) = ay(u) (349)
The statement is that using the master fields
Φ± = −µ Qf(u)u
3
W 2 − f(u)Q2 X
′(u) − 6
u
[
2 f(u)Q2
W 2 − f(u)Q2 + u
(
1 ±
√
1 + Q2
)]
Y (u)
(350)
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the equations for the perturbations boil down to[
u2 f Φ′±
]′
+
[
u f ′ +
3
u2 f
(
W 2 − f Q2
)
− 6
u3
(
1 ±
√
1 + Q2
)]
Φ± = 0 (351)
which are two simple and (very importantly) decoupled equations.
Now, with these last decoupled equations you can directly applied the numerical
methods you have learned and extract the QNMs and compare them with [228].
Be careful, the relation between the physical green functions and the leading and
subleading terms of the master fields is tricky. See for example [228].
81
SciPost Physics Lecture Notes Submission
Farewell words
This is just the beginning of the story. The idea is that, after studying these lectures, to-
gether with the available notebooks, you have a first contact with the basic methods of Applied
Holography and the common types of computations which are usually involved. I believe that
this is enough material to start facing more advanced and modern problems in the topic. As
a matter of fact, if you confidently master all the techniques explained in these lectures you
are easily been able to reproduce more than 50% of my publications, meaning you are ready
to contribute to the field.
Given the spacetime limitations, I chose a finite set of benchmark problems and I chose them
in simple enough setups to allow for basic numerical computations and analytic techniques,
which could be confined in few pages. Everything that comes after that, it is just an improve-
ment of the techniques due to technical difficulties, but it will not represent a huge conceptual
leap.
To conclude, here there are some parenting tips for you:
(I) Be engaged! Reading is not enough! Nobody learned Physics just by reading. It is like
trying to learn to drive watching Schumacher in the TV; try by yourself!
(II) Doubt any equation written in these notes. Try to derive them on your own. Convince
yourself.
(III) Within the text, I have suggested several exercises and checks you might want to do.
Facing the problems, and most likely getting stuck with them for a bit, it is the best
way to learn!
(IV) Play with the available notebooks. You can find them at https://members.ift.
uam-csic.es/matteo.baggioli/lectures/. I am definitely not an expert in the nu-
merical techniques, therefore I am pretty sure you can improve the routines, make them
faster, more automatized, and even use more advanced ones.
(V) Use the references! I tried to be the most exhaustive possible with the references. Once
you are stuck, or you want to know more, check them out!
(VI) In several places, I indicated more advanced directions that you could take as an exercise
or to learn in more details some of the basic methods I presented. Good luck with them!
That said, I have done my best to transfer to you what I know, now it is your turn!
For any comment, suggestion, complaint, errata do not hesitate to contact me at mat-
teo.baggioli@uam.es .
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