αβ-and βα-arches, and αα-and ββ-corners, are referred to as supersecondary structures. A supersecondary structure is
Introduction well defined 3-dimensional pattern, as seen in Figure 1 . If the Although tremendous effort has been made, the protein folding category of the supersecondary structure can be predicted from problem, namely, prediction of the structure of a protein from a peptide sequence, it would be extremely helpful to identify its primary amino acid sequence, has yet to be solved. Many the tertiary architecture of the peptide backbones. One can methods, such as Chou-Fasman method (Chou and Fasman, also use the information in the de novo design of particular 1974), GOR method (Garner et al., 1978) , the pattern matching supersecondary structures. approach (Cohen et al., 1986) and artificial neural network
In this paper, we employed an artificial neural network (AAN) method (Qian and Sejnowski, 1988; Holley and (ANN) method to predict super-secondary motifs from protein Karplus, 1989) have been developed and improved for the sequences. For this purpose, the back propagation (BP) neural secondary structure prediction, which is an important element network (Bryson and Ho, 1969) was applied. The BP algorithm of the protein folding problem. Overall accuracy for predicting is a classical paralleled calculation. Compared with other the three-state secondary structures (helix, strand and coil) has algorithms, it is advantageous in associating the sequence reached more than 70% (Salamov and Solovyev, 1995;  Rost patterns directly to their 3-dimensional conformations without and Sander, 1995; Chandonia and Karplus, 1996) . However setting up a special theoretical model for each conformation. there is still a long way to go for the tertiary structure prediction This feature is of particular value in the structure prediction from the secondary structure assignment. Despite some success, of supersecondary motifs, which are far more complex to set recent trials to resolve atomic coordinates from secondary up any model than the secondary structures. Another advantage structures typically result in low resolution structures (Gunn of ANN method in general is that it includes the effect due to et Hu et al., 1995) .
correlation of neighboring residues, while some statistical One important step towards building a tertiary structure analyses, such as the Chou-Fasman method (Chou and Fasman, from the specified secondary structures is to identify how 1974), often derive 3-dimensional information from the propensecondary structures as building blocks arrange themselves in sity of a single residue. ANN has been applied to predict space. High resolution X-ray analysis of protein structures protein folding classes, such as all-α-helical proteins (Dubchak shows that the conformational categories of the connecting et al., 1993; Reczko and Bohr, 1994 ; Chandonia and Karplus, peptides which link the α-helices and β-sheets are limited 1995). Nevertheless, the conformation on how α-helices and ( Thornton et al., 1988; Efimov, 1993) . These conformations β-sheets are connected was not provided by these studies. To are characteristically categorized by the angles between the our knowledge, the work described in this paper is the first secondary structures of α-helices and β-sheets which are linked attempt to use ANN in the prediction of the supersecondary by the connecting peptides. Such well-defined types of folding units or structural motifs, e.g. αα-and ββ-hairpins, motifs. 
The four letters in brackets are the PDB codes. H and E represent α-helix and β-strand, respectively; a, b, l, e and t represent the special conformational locations on the Ramanchandran plot. those of poor quality in the X-ray diffraction analysis bHHH-l-EEEE TPED-R-FTFG 6xia 8-8 43 (MacArthur et al., 1993) . 240 high quality proteins were bHHH-l-EEEE TPED-R-FTFG 7xia 9-9 43 then selected. We further employed the structural comparison
program COMPARER (Sali and Blundell, 1990) to analyze
the homologous families among the 240 proteins in the
database. Finally 56 non-redundant proteins were determined to represent all the families in the 240 proteins, as shown in H and E represent α-helix and β-strand, respectively. Table I . In the 240 proteins, the number of sequence segments of each frequently occurring supersecondary motif is in a range of 25-87 (Sun and Jiang, 1996) . Eighty percent of them linked by three residues whose conformations are l, b and b, are used in training the neural networks, and 20% in the test respectively; EEEeaEEE means that two β-sheets are linked sample for predictions. To ensure a reliable test, we excluded by two residues in e and a conformations. H and E represent any significant homology between the training and test proteins α-helix and β-strand, respectively. when we grouped the two sets. The threshold of the maximum
We searched the sequence patterns of the supersecondary percentage sequence identity between any protein from the structure motifs with a program written by ourselves in the training set and any protein from the test set was 30%.
FORTRAN language. There were 34 types of supersecondary Supersecondary structure motifs structure motifs with the occurrence of five times or higher.
As an example, Table II shows the sequence pattern of According to the 240 high quality protein structures, we set up a supersecondary structure motif database. A supersecondary supersecondary motif H-1-E, which occurs 74 times in the 240 proteins. Among these 34 types of supersecondary structure structure motif in this database consists of two regular secondary structures (α-helix or β-sheet) and the connecting peptides motifs, there were 11 types whose occurrence was higher than 25 times: H-b-H, H-t-H (α corner), H-bb-H, H-lbb-H (α that link them together. A linking residue is in one of the five clustered regions (a, b, l, e and t) on the Ramanchandran plot hairpin), H-lba-E, E-aaal-E, E-aa-E, E-ea-E, E-ll-E, E-aal-E (β hairpin) and H-l-E (arch). They can be classified into four for the residues in the coil conformation (Sun and Blundell, 1995) . The secondary structure unit of α-helix or β-sheet is classes (α-loop-α, β-loop-β, α-loop-β and β-loop-α) (Sun and Jiang, 1996) . The probabilities of 20 amino acids at every composed of at least three contiguous residues. For instance, the sequence HHHlbbHHH means that two α-helices are conformation position of 11 supersecondary motifs can be Figure 3 shows the BP neural network used to predict the supersecondary structures. The first layer is the input layer; the secondary layer is the hidden layer; the third layer is the output layer. The output from the input layer to the hidden layer is the input from the hidden layer to the output layer. It has been demonstrated that the neural networks with more than four layers have no remarkable improvement in prediction (Dubchak et al., 1993) while the computational time is drastic- ally increased. Therefore we used a 3-layer network in this research.
The training procedure was carried out through iterations. calculated. Table III Then the weight matrix W between the hidden layer and the (b) integration between the input messages; (c) non-linear output layer was modified by the BP algorithm (Hertz et al. , relationship between the inputs and the outputs. Figure 2 1991), i.e. shows a model of an artificial neuron. We assume I i represents W ji (t ϩ 1) ϭ W ji (t) ϩ ηδ j X i (4) the i-th input, and X j represents the overall weighted sum of the inputs to the j-th neuron, i.e.
where t represents the calculation step. η is called the learning rate. It is a coefficient ranged from 0 to 1. After many repeated
tests, we chose an optimal value 0.3. Then the error in the hidden layer can be calculated by propagating δ j (the error in where W ji is the weight of I i for the contribution to X j . The the output layer) backwards, i.e. output of the j-th neuron is
The weight matrix between the input layer and the hidden 1 ϩ e -(X j -σ) layer can be modified similarly as the process (1-4). The training procedure stops until the convergence is reached. where σ is the threshold of the neuron, and is chosen to be 0.5 (Qian and Sejnowski, 1988) .
The sequences of test samples are encoded to form the input with 11 commonly occurring supersecondary structures (sequence segments which have structures other than the 11 I i in Equation 1. Each residue is arbitrarily encoded to a commonly occurring supersecondary motifs were ignored). C j number, from 1, 2, 3 to 20. For example, alanin was encoded which corresponds to the motif j is defined as (Matthews, 1975 ) to 6 and asparigine was encoded to 4. Therefore I i was chosen p j n j -u j o j to be 6 as input for an alanin along a sequence. The specific
correspondence between an amino acid and a number is
unimportant for the prediction, since the weight matrices can be adjusted accordingly during the training. For each supersecondary motif, we setup an individual neural network.
where p j is the number of correctly predicted sequence segments The window size of the input is the number of amino acids in with motif j, n j is number of segments that are correctly a supersecondary motif, e.g. 11 units for the motif H-lba-E identified as something other than motif j, o j is the number of (three residues in the loop region, and four residues at each segments which do not have motif j but are predicted as motif side of the loop). Compared with the decoding method of Qian j, and u j is the number of segments of motif j that are missed and Sejnowsky (1988), our method is equivalent to degenerate by the prediction. the 21 units for 20 amino acid types to the one dimension. The number of weight coefficients can be reduced substantially Results while the sequence pattern of supersecondary motifs is still
Training of the artificial neural network well established in the weight matrices by the training, as
For a network of a particular commonly occurring supersecondshown by the good prediction results in the following.
ary structure, we trained the weight matrices with the regions The number of units in hidden layers equals about half of known to correspond to this motif against regions of other the number of units in input layers. It was proposed that the motifs, i.e. all the regions of commonly occurring supersecondnumber of units in hidden layers is important to the prediction ary structures were used. We trained the neural network of neural network (Rumelhart and McClelland, 1987) . More iteratively by using the procedure described above. The results units in hidden layers results in a higher prediction correctness show that the error δ j , in Equation 3 usually meet convergence ratio. However, when the number of units in hidden layers after 15-20 cycles. The learning curves of each training are exceeds a certain value, its importance is insignificant. After very similar. Tables IV and V show an example of the weight testing, we found that the ratio between prediction effect and matrices derived from the training procedure with the data of CPU time is optimal when the number of units in hidden H-1ba-E. In this case, there are four units in the hidden layes. layers is about half of the number of units in input layers.
In order to reduce the computing time, we introduced a We define the output vector to represent the different coefficient m, called momentum to the algorithm, as Alum conformation of the supersecondary structure as has been done Blum (1992) advised. Then the equation can be changed to in the prediction of the secondary structure. There are 11 elements in the output vector, corresponding to the 11 supersec-
ondary motifs. During the training, we set the desired output where m varies from 0 to 1. The training procedure will meet D j in Equation 3 to be 1 for the element of the actual motif, convergence faster if m is properly chosen. By testing, we and to be 0 for the others. The software used was PREDICTOR chose m ϭ 0.74 for the calculations. Figure 4 shows that the written by ourselves.
curves of two training procedures for the supersecondary motif Prediction by the trained neural network H-1-E with the same data but different m values. It can be During the prediction, we scanned the sequence by the 11 seen that convergence is faster when m equals 0.74 than that trained neural networks. A network has an output vector with when m equals 1.0. 11 elements. We only calculated the element which corresponds
Results of structure prediction to this particular neural network, i.e. whose desired value D j in Equation 3 is 1. Hence, for a given sequence centered at a
The trained neural networks (in fact, the weight matrices) were applied to predict the data which was not included in the specific residue, 11 networks yield 11 such output values. The motif whose neural network gives the largest output value training procedure. We obtained the correctness ratio of 75.23% to the H-1-E motif and 80.26% to the H-1bb-H motif. Furtheris picked to assign the supersecondary structure for the sequence segment.
more, instead of a yes-or-no prediction, we put three types of motifs with 3-residue connecting peptides (H-1bb-H, H-1ba-Our predictions are judged by the correctness ratios and the Matthews correlation coefficients. Assume there are n E and E-aal-E) together and obtained a prediction correctness Table VI. mostly by the sequences of the connecting peptides, and to a lesser degree by sequences of α-helices and β-sheets around Frequencies of the residues in the connecting peptides the peptides. Such underlying sequence patterns are very As shown above, the BP algorithm is a classical parallel important to the conformations of the supersecondary peptides. calculation. The rules for further prediction obtained from the We have statistically analyzed the sequence patterns of 34 neural network training are represented in the weight matrices.
types of connecting peptides and their corresponding secondary Apparently, if a weight value is 0, the corresponding input structure units, in particular, the probability of a certain amino value has no effect on the final output. Therefore the weight acid occurring at a given position (Sun and Jiang, 1996 ; Sun value represents the importance of the corresponding input et al., 1996) . However, more work needs to be done for value. We find that the weights of the amino acids in connecting identifying the statistical patterns of supersecondary structure peptides are significantly higher than those of the residues in the motifs in the future. corresponding secondary elements of α-helices and β-sheets, as
Further improvement of our work is ongoing. We found demonstrated in an example in Table V . This means that the that if we include the secondary structures at each end of the sequence patterns of the connecting peptides are the dominant connecting peptide as an entire block and then predict the factor to form a supersecondary structure.
supersecondary structure motif, the prediction correctness Frequencies of the residues in the connecting peptides ratio was improved considerably. This suggests that one may can provide information about the sequence pattern in each improve the prediction of supersecondary motifs by integrating supersecondary structure motif (Sun and Jiang, 1996; Sun secondary structure predictions. et al., 1996) . It is found that in some motifs glycine is a
The supersecondary structure prediction, as the secondary frequently occurring residue in connecting peptides. For structure prediction, has its imitations, namely the conformaexample, statistics have shown that glycine occupies 73.8% tions of connecting peptides are not only determined by their of positions in motif H-l-E. This phenomenon can be explained local sequence patterns, but also associated with their protein by the fact that the side chain of glycine is the smallest one environments. But on the other hand, supersecondary motifs, among the 20 amino acids. Therefore the dihedral angle of as more energetically stable units in proteins than secondary glycine can vary over a larger area in the Ramanchandran plot structures, have a potential to be predicted more accurately than other residues. This feature facilitates the construction of from sequences. Our current investigation may provide some a connecting peptide which usually changes the trend of a hints for further investigation along this line. peptide chain. On the other hand, we also find that some charged/polar amino acid residues, such as aspartate, glutamate
