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Abstract
Quenched and annealed heat kernel estimates are established for Fontes-Isopi-Newman
(FIN) processes on spaces equipped with a resistance form. These results are new even in the
case of the one-dimensional FIN diffusion, and also apply to fractals such as the Sierpinski
gasket and carpet.
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1 Introduction
The Fontes-Isopi-Newman (FIN) diffusion is the time-change of one-dimensional Brownian mo-
tion by the positive continuous additive functional with Revuz measure given by
ν(dx) =
∑
i
viδxi(dx), (1.1)
where (vi, xi)i∈N is the Poisson point process on (0,∞) × R with intensity αv−1−αdvdx for
some α ∈ (0, 1), and δxi is the probability measure placing all its mass at xi. This process,
introduced in [16], arises naturally as the scaling limit of the one-dimensional Bouchaud trap
model [5, 16] and the constant speed random walk amongst heavy-tailed random conductances in
one dimension [9]. In the recent work [13], the definition of a FIN diffusion and the latter scaling
results were extended to more general spaces admitting a point recurrent diffusion, namely
spaces equipped with a resistance form (for a definition of such, see Section 2). Spaces in this
class include one-dimensional Euclidean space and various fractals, such as the Sierpinski gasket
and Sierpinski carpet. In the present article, we establish quenched (for typical realisation of
the FIN measure) and annealed (averaged over the FIN measure) heat kernel estimates for FIN
processes associated with resistance forms. These results are new even in the one-dimensional
case. En route, we also extend the one-dimensional exit time bounds of [7, 8] to our more
general setting.
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We now introduce the main objects of interest in this study. A resistance metric on a space
F is a function R : F × F → R such that, for every finite V ⊆ F , one can find a weighted
graph with vertex set V (here, ‘weighted’ means edges are equipped with conductances) for
which R|V×V is the associated effective resistance; this definition was introduced by Kigami in
the study of analysis on low-dimensional fractals, see [19] for background. We write F for the
collection of quadruples of the form (F,R, µ, ρ), where: F is a non-empty set; R is a resistance
metric on F such that closed bounded sets in (F,R) are compact (note this implies (F,R)
is complete, separable and locally compact); µ is a locally finite, non-atomic Borel regular
measure of full support on (F,R); and ρ is a marked point in F . Note that the resistance
metric is associated with a so-called ‘resistance form’ (E ,F) (another concept introduced by
Kigami), and we will further assume that for elements of F this form is ‘regular’ (see Definition
2.2). Whilst we postpone precise definitions for this terminology until Section 2, we note that
it ensures the existence of a related regular Dirichlet form (E ,D) on L2(F, µ), which we suppose
is recurrent, and also a Hunt process ((Xt)t≥0, (Px)x∈F ) that admits jointly measurable local
times (Lt(x))x∈F,t≥0.
In our construction of a FIN process on F , the process X introduced in the previous para-
graph will play the role of Brownian motion. To expand on this, first suppose that ν is the
natural generalisation of (1.1) given by setting ν(dx) =
∑
i viδxi(dx), where now (vi, xi)i∈N is
the Poisson point process on (0,∞) × F with intensity αv−1−αdvµ(dx) for some α ∈ (0, 1).
We will write P for the probability measure on the space upon which this Poisson process is
built, and observe that P-a.s. the measure ν is itself a locally finite Borel regular measure of
full support on (F,R). Given a realisation of ν satisfying the latter properties, we then define
Aνt :=
∫
F
Lt(x)ν(dx),
and its right-continuous inverse τν(t) := inf{s > 0 : Aνs > t}. The process Xν obtained by
setting
Xνt = Xτν(t)
is then the α-FIN process associated with the space (F,R, µ); in general, this process might
not be a diffusion, hence we call it a FIN process, rather than a FIN diffusion. (Note that,
by applying the trace theorem of [17, Theorem 6.2.1], this could alternatively simply be seen
as Brownian motion on (F,R, ν)). The quenched law of Xν started from x will be denoted
by P νx (i.e. this is the law of X
ν under Px for the given realisation of ν). We have from [20,
Theorem 10.4] that, for P-a.e. realisation of ν, Xν admits a jointly continuous transition density
(pνt (x, y))x,y∈F, t>0; we call the latter object the quenched heat kernel for Xν , and its expectation
under P the annealed heat kernel. Providing estimates for (pνt (x, y))x,y∈F, t>0 is the goal of this
article.
For convenience when presenting our results, we next state several assumptions that we will
require concerning the underlying metric measure space. Towards setting out the first of these
conditions, we define BR(x, r) := {y ∈ F : R(x, y) < r} to be the open ball in (F,R) of radius
r, centred at x. We also write RF := supx,y∈F R(x, y) for the diameter of F with respect to R.
Moreover, if we write f ≍ g for two strictly positive functions defined on the same space, we
mean that there exist constants c1, c2 ∈ (0,∞) such that c1f ≤ g ≤ c2g everywhere.
Uniform volume growth with volume doubling (UVD) There exist constants cd, cl, cu
and a non-decreasing function v : (0,∞) → (0,∞) satisfying v(2r) ≤ cdv(r) for all r ∈
(0, RF + 1) such that
clv(r) ≤ µ(BR(x, r)) ≤ cuv(r), ∀x ∈ F, r ∈ (0, RF + 1).
2
Metric comparison (MC) The function d : F × F → R is a metric on F such that d ≍ Rβ
for some β > 0.
Geodesic metric comparison (GMC) MC holds and also d is a geodesic metric.
The most important of these conditions for our arguments is UVD; indeed, we appeal to it in
all that follows. It is easily checked in the case when we have polynomial volume growth, i.e.
v(r) ≍ rδf for some δf > 0. The condition MC is clearly always satisfied by taking d = R and
β = 1. However, it is often useful in examples to consider an alternative metric to the resistance
metric, and so we include this as an option under this assumption. Condition GMC is relatively
strong, but is applied to establish matching upper and lower annealed heat kernel bounds, and
can be checked for various models of fractal (as we describe below).
We are now in a position to state our annealed heat kernel bounds. For this, we introduce
the notation h(r) := rv(r)1/α, which gives a natural time-scaling for Xν . In the following result
we assume X is a diffusion. Note that this restriction is not needed for the on-diagonal bounds.
Theorem 1.1. There exists an αc ∈ (0, 1) such that for α > αc we have the following.
(a) Suppose UVD and MC, and that X is a diffusion. Then there exist constants a, c1, c2 such
that
E (pνt (x, y)) ≤
c1h
−1(t)
t
e−c2N(a), ∀x, y ∈ F, t ∈ (0, h(RF )),
where
N(a) := sup
{
n ≥ 1 : at
n
≤ h
((
d(x, y)
n
)1/β)}
. (1.2)
NB. If the defining set is empty, we set N(a) = 0.
(b) Suppose UVD and GMC hold, and that X is a diffusion. Then there exist constants a, c1, c2
such that
E (pνt (x, y)) ≥
c1h
−1(t)
t
e−c2N(a), ∀x, y ∈ F, t ∈ (0, h(RF )),
where N(a) is again defined as at (1.2).
To illustrate the above result, suppose GMC holds, and moreover the underlying space
satisfies µ(Bd(x, r)) ≍ rdf (where Bd(x, r) is a ball with respect to the metric d), so that UVD
holds with v(r) = rβdf . In this case the estimates have the standard sub-diffusive form in that
there exist constants c1, c2, c3, c4 such that: provided α > αc, for all x, y ∈ F , t ∈ (0, R1+βdf /αF ),
c1t
−ds/2 exp
{
−c2
(
d(x, y)dw
t
) 1
dw−1
}
≤ E (pνt (x, y)) ≤ c3t−ds/2 exp
{
−c4
(
d(x, y)dw
t
) 1
dw−1
}
,
(1.3)
where
dw :=
df
α
+
1
β
can be considered to be the walk dimension of Xν (with respect to d), and
ds :=
2df
αdw
can be considered to be the spectral dimension of Xν . In this case, we can take (see (5.9))
αc =
√
β2d2f + 4βdf − βdf
2
.
3
In particular, all the above assumptions hold (with β = df = 1) in the case when F = R, R = d
is the Euclidean metric on R, and µ is Lebesgue measure on R; this setting corresponds to the
original FIN diffusion. Hence in this case, if α > (
√
5 − 1)/2 ≈ 0.618, we obtain annealed heat
kernel estimates with
dw =
1 + α
α
, ds =
2
1 + α
.
(Note these exponents are continuous as α→ 1−, with limits 2 and 1, respectively, which are the
usual exponents for Brownian motion; that the law of the FIN diffusion converges as α → 1−
to that of Brownian motion was checked in [15, Remark 4.4].)
Remark 1.2. In the polynomial growth case (i.e. v(r) = rβδf ), it is possible to check that
the value of αc given above can not be improved by the current arguments, in that the upper
bound explodes for any smaller value of α. The issue we encounter is that our techniques do
not allow us to check the integrability of the on-diagonal part of the heat kernel. Note that if
we consider the related issue of estimating the tail of the exit time distribution, a problem for
which integrability is not a problem, then we no longer need to restrict the range of α. For
details, see Proposition 5.1, which generalises the one-dimensional results of [7, 8]. Furthermore,
for general α, the argument of Theorem 1.1(a) will show Epνt (ρ, ρ)
θ ≤ c(h−1(t)/t)θ for suitably
small θ. We leave it as an open question to check the finiteness of the annealed on-diagonal heat
kernel when α ≤ αc. A similar issue was encountered in the study of random walk on infinite
variance Galton-Watson trees in [14].
Going beyond one dimension, one might consider the example of the Sierpinski gasket.
Specifically, this is the unique non-empty compact set F ⊆ R2 satisfying F = ∪3i=1ψi(F ), where
ψi(x) := pi +
x− pi
2
, x ∈ R2,
and {p1, p2, p3} are the vertices of an equilateral triangle of unit side length. This is equipped
with an intrinsic geodesic metric d (which is equivalent to the Euclidean), and also a resistance
metric R that satisfies d ≍ Rβ with β = ln(2)/ ln(5/3), see e.g. [22] (1.6.10). Moreover, if µ is
the ln(3)/ ln(2)-dimensional Hausdorff measure on F (with respect to d), then µ(Bd(x, r)) ≍ rdf
with df = ln(3)/ ln(2). It follows that (1.3) holds for α > αc = 0.743 with
dw :=
ln
(
5× 3 1α−1
)
ln(2)
, ds :=
2 ln(3)
ln
(
5× 3 1α−1
) .
(Again, these exponents are continuous as α → 1−, with limits being equal to the Brownian
motion exponents, and a similar argument to the one-dimensional case [15, Remark 4.4] could
be used to establish the corresponding convergence of processes.) We note that it would in fact
be possible to check all the relevant conditions for the entire class of nested fractals, of which the
Sierpinski gasket is just one example. The results also apply to the two-dimensional Sierpinski
carpet, where to establish GMC the results of [3] can be applied as in [12].
As well as establishing annealed heat kernel estimates, we investigate the quenched behaviour
of the heat kernel. In particular, we study the short-time asymptotics of the on-diagonal part
of the heat kernel, both uniformly over compacts and pointwise. Strikingly, in both cases, the
fluctuations above the mean behaviour are much smaller than those below. Whilst we postpone
the most general statements of our results until later in the article (see Section 4), let us briefly
describe the situation when UVD holds with v(r) ≍ rδf . For any compact G ⊆ F with µ(G) > 0,
we then P-a.s. have that
0 < lim sup
t→0
supx∈G pνt (x, x)
t−δf/(δf+α) |log t|(1−α)/(δf+α)
<∞, (1.4)
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0 < c1 ≤ inf
x∈G
pνt (x, x) ≤ c2 <∞, ∀t ∈ (0, 1), (1.5)
for some (random) constants c1, c2. Thus we see logarithmic fluctuations above the mean, and
polynomial ones below. The former effect is due to points of unusually low mass, and is common
for random self-similar fractals, cf. [11]. The latter effect is due to the atoms in the measure,
at which the heat kernel remains bounded as t → 0. For the pointwise results, we consider
the behaviour at the distinguished point ρ, though the results could alternatively be stated for
µ-a.e. point; in either case, there will P-a.s. not be an atom at the point under consideration.
We have P-a.s. that
0 < lim sup
t→0
pνt (ρ, ρ)
t−δf/(δf+α) (log | log t|)(1−α)/(δf+α)
<∞. (1.6)
Moreover, it P-a.s. holds that, for any ε > 0, there exists a constant c3 such that
lim inf
t→0
pνt (ρ, ρ)
t−δf/(δf+α)| log t|−3(1+ε)/α ≥ c3, (1.7)
and also there is a constant c4 such that
lim inf
t→0
pνt (ρ, ρ)
t−δf/(δf+α)| log t|−1/(δf+α) ≤ c4. (1.8)
The asymmetry of log-logarithmic fluctuations above the mean and logarithmic fluctuations
below stems from a similar asymmetry in the FIN measure, which we will derive from classical
results about the fluctuations of a related α-stable process.
Finally we also give quenched off-diagonal estimates in one-dimension. We show that in this
case the fixed environment induces averaging, so that there are no oscillations in the off-diagonal
terms. This is demonstrated in establishing Theorem 6.1, a quenched version of the results of
Cˇerny´ [8] and Cabezas [7] on the tail of the exit time distribution, and we then extend this to
a full heat kernel estimate in the following result. Note that the integrability issues arising in
the annealed case do not affect the quenched heat kernel bounds which are established for all
0 < α < 1.
Theorem 1.3. Suppose (pνt (x, y))x,y∈R, t>0 is the quenched heat kernel of the one-dimensional
FIN diffusion. Let x, y be fixed with |x − y| = D. For any ε > 0, there exist constants
ci, i = 1, . . . , 4, such that P-a.s. there exists a t0 > 0 such that for 0 < t < t0:
pνt (x, y) ≥ c1t−ds/2| log t|−3(1+ε)/α exp
(
−c2
(
D1+1/α
T
)α)
,
pνt (x, y) ≤ c3t−ds/2(log | log t|)(1−α)/α exp
(
−c4
(
D1+1/α
T
)α)
.
The remainder of the article is organised as follows. In Section 2 we provide further back-
ground about the resistance form setting in which we are working. In Section 3 we establish
various estimates of the masses of resistance balls with respect to the FIN measure, which will
be a key ingredient for our heat kernel estimates. In Section 4, we deduce our quenched on-
diagonal heat kernel estimates, which yield the results at (1.4)-(1.8). Section 5 contains the
proof of the annealed heat kernel bounds contained in Theorem 1.1. Since the arguments used
to prove these are closely related to the proofs of exit time bounds for Xν , we also include
annealed exit time bounds in this section, which extend the previously established results for
the one-dimensional FIN diffusion to our more general setting. Finally, in Section 6 we study
the quenched behaviour of the off-diagonal part of the heat kernel in one dimension.
5
2 Framework
In [20] the notion of a resistance form was introduced to capture a natural class of objects in
which the electrical resistance is a metric and the associated diffusions are point recurrent.
Definition 2.1 ([20, Definition 3.1]). Let F be a non-empty set. A pair (E ,F) is called a
resistance form on F if it satisfies the following five conditions.
RF1 F is a linear subspace of the collection of functions {f : F → R} containing constants,
and E is a non-negative symmetric quadratic form on F such that E(f, f) = 0 if and only
if f is constant on F .
RF2 Let ∼ be the equivalence relation on F defined by saying f ∼ g if and only if f − g is
constant on F . Then (F/ ∼, E) is a Hilbert space.
RF3 If x 6= y, then there exists a f ∈ F such that f(x) 6= f(y).
RF4 For any x, y ∈ F ,
R(x, y) := sup
{
|f(x)− f(y)|2
E(f, f) : f ∈ F , E(f, f) > 0
}
<∞. (2.1)
RF5 If f¯ := (f ∧ 1) ∨ 0, then f¯ ∈ F and E(f¯ , f¯) ≤ E(f, f) for any f ∈ F .
The function R(x, y) defined in (2.1) can be rewritten as
R(x, y) = (inf {E(f, f) : f ∈ F , f(x) = 1, f(y) = 0})−1 ,
which is the effective resistance between x and y. This is a metric on F [20, Proposition
3.3], which we call the resistance metric associated with the form (E ,F). We define the open
ball centred at x with radius r in the resistance metric by BR(x, r) := {y ∈ F : R(x, y) < r}.
Throughout the paper we assume that we have a non-empty set F equipped with a resistance
form (E ,F) such that the closure of BR(x, r), denoted B¯R(x, r), is compact for any x ∈ F and
r > 0. (Note the latter condition ensures (F,R) is complete, separable and locally compact.)
We will also restrict our attention to resistance forms that are regular in the following sense.
Definition 2.2 ([20, Definition 6.2]). Let C0(F ) be the collection of compactly supported, con-
tinuous (with respect to R) functions on F , and ‖ · ‖F be the supremum norm for functions on
F . A resistance form (E ,F) on F is called regular if and only if F ∩C0(F ) is dense in C0(F )
with respect to ‖ · ‖F .
We state two fundamental results that we use in a few places. Firstly, a simple consequence
of (2.1), is the Ho¨lder continuity of functions in the domain of the Dirichlet form;
|f(x)− f(y)|2 ≤ R(x, y)E(f, f), ∀x, y ∈ F, f ∈ F . (2.2)
We also recall that from [20, Theorem 10.4] that for P-a.e. realisation of ν we have a jointly
continuous heat kernel (pνt (x, y))x,y∈F,t>0. This satisfies the following bound, which is a simple
modification of [1] (4.17),
E(pt(x, ·), pt(x, ·)) ≤ pt(x, x)
t
. (2.3)
We conclude this section by noting that the doubling property of v implies that we have a
constant c > 0 such that
v(r) ≥ crγ , ∀r ∈ (0, RF + 1). (2.4)
Here γ = log cd/ log 2, where cd is the constant appearing in the definition of UVD.
6
3 Volume growth estimates
Before proceeding to study the heat kernel, in this section we explore the behaviour of the FIN
measure. Throughout we suppose that UVD holds. The FIN measure ν is closely related to an
α-stable Le´vy process, and we will use this connection to provide estimates on the local and
uniform volume growth. We write V (x, r) = ν(BR(x, r)) for the volume growth function of
balls in the resistance metric under the FIN measure. In the following, we let L be an α-stable
subordinator, and recall that we can construct this by setting Lt =
∑
i vi1{ti≤t}, where (vi, ti)
are the points of a Poisson process on (0,∞) × R+ with intensity αv−α−1dvdt.
Lemma 3.1. It is possible to couple (Lt)t≥0 and (V (ρ, r))r≥0 so that, P-a.s.,
Lclv(r) ≤ V (ρ, r) ≤ Lcuv(r), ∀r ∈ (0, RF + 1).
Proof. By definition we have V (ρ, r) =
∫
BR(ρ,r)
∑
i viδxi(dy), where the points (vi, xi) are a
Poisson point process of intensity αv−α−1dvµ(dx). Let µˆ be a measure on R+ given by µˆ([0, s)) =
µ(BR(ρ, s)) for all s > 0. Thus, by projecting the points xi ∈ F to x˜i = R(ρ, xi) ∈ R+, we
have V (ρ, r) =
∫ r
0
∑
i viδx˜i(dy), where the points (vi, x˜i) are a Poisson point process of intensity
αv−α−1dvµˆ(dx˜). Making the change of variables ti = µˆ−1([0, x˜i)), and noting that (vi, ti) are
Poisson points with intensity αv−α−1dvdt, this implies
V (ρ, r) =
∫ r
0
∑
i
viδµˆ(ti)(ds) =
∫ µˆ(r)
0
∑
i
viδti(ds) = Lµ(BR(ρ,r)).
Applying the UVD assumption concludes the proof.
We now recall some basic facts about the sample paths of α-stable subordinators, which we
will subsequently use to control the volume growth of our measure. For statements and proofs
see [6, Chapter III.4]. Firstly, there is an integral test for the upper bound on the behaviour of
L near 0 in that, P-almost surely,
lim sup
t→0
Lt
ht
=
{
∞, if ∫ 10 h−αt dt =∞,
0, if
∫ 1
0 h
−α
t dt <∞.
In particular we have for any positive c that, P-almost surely, there is an infinite sequence of
times {tn}∞n=1, with tn → 0 as n→∞, such that
Ltn ≥ ct1/αn | log tn|1/α, ∀n ∈ N,
and for any ε > 0, there is a constant C such that, P-almost surely,
Lt ≤ Ct1/α| log t|(1+ε)/α, ∀t ∈ (0, 1).
For the lower bounds we have smaller fluctuations. Indeed, [6, III Theorem 11] states that,
P-almost surely,
lim inf
t→0
Lt
t1/α(log | log t|)1−1/α = Cα(= α(1 − α)
(1−α)/α).
Combining these results with Lemma 3.1 we have the following lemma, which summarizes the
volume growth of balls in the FIN measure from a µ-typical point, where there is no atom.
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Lemma 3.2. (1) For any ε > 0 there exists a c > 0 such that
V (ρ, r) ≤ cv(r)1/α| log v(r)|(1+ε)/α, ∀r < RF , P-a.s.
(2) There is a c > 0 and an infinite sequence {rn} with rn → 0 as n→∞ such that
V (ρ, rn) ≥ cv(rn)1/α| log v(rn)|1/α, ∀n ∈ N, P-a.s.
(3) There is a c > 0 such that
V (ρ, r) ≥ cv(r)1/α(log | log v(r)|)1−1/α, ∀r < RF , P-a.s.
(4) There is a c and an infinite sequence {rn} with rn → 0 as n→∞ such that
V (ρ, rn) ≤ cv(rn)1/α(log | log v(rn)|)1−1/α, ∀n ∈ N, P-a.s.
The uniform behaviour of balls is different, as the atoms play a role. We let G ⊆ F be a
compact subset with µ(G) > 0.
Lemma 3.3. There exist random constants 0 < c1, c2 such that
c1 ≤ sup
x∈G
V (x, r) ≤ c2, ∀r < RF , P-a.s.
Proof. The upper bound is clear as ν(G) < ∞, P-a.s. For the lower bound, we note that for
any Poisson point (vi, xi) with xi ∈ G, we have supx∈G V (x, r) ≥ ν(BR(xi, r)) ≥ vi > 0 for all
r > 0.
More challenging is to estimate the uniform infimum of the volume. For this we state the
result obtained in [18] for the left tail of the law of the one-dimensional subordinator. For any
fixed t, as x→ 0,
P(Lt ≤ xt1/α) ∼ C1xα/(1(1−α)) exp(−C2x−α/(1−α)). (3.1)
where C1 = (2pi(1 − α)αα/(2(1−α)))−1/2, and C2 = (1 − α)αα/(1−α). We also remark that the
upper tail has a simple upper bound in that there is a constant C3 such that
P(Lt ≥ xt1/α) ≤ C3x−α, ∀t > 0, x > 0. (3.2)
Lemma 3.4. There exist constants c1, c2 such that, P-a.s.,
c1 ≤ lim inf
r→0
infx∈G V (x, r)
v(r)1/α| log v(r)|1−1/α ≤ lim supr→0
infx∈G V (x, r)
v(r)1/α| log v(r)|1−1/α ≤ c2.
Proof. We first define the minimal number of balls in a cover of a set A
N(A, r) = min
{
k : ∃(yi)ki=1 such that A ⊆
⋃
i
BR(yi, r)
}
,
and the maximal number of disjoint balls with centres in a set A
Nd(A, r) = max
{
k : ∃(yi)ki=1 such that yi ∈ A and BR(yi, r) ∩BR(yj, r) = ∅, j 6= i
}
.
For the lower bound, we see that from UVD,
µ(G) ≤
N(G,r)∑
i=1
µ(BR(yi, r)) ≤ cuN(G, r)v(r).
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so that N(G, r) ≥ cuµ(G)v(r)−1.
For the upper bound, given a maximal collection of Nd(G, r/2) disjoint balls with centres at
points {yi} in G, any point x ∈ G must be within a distance r/2 of a ball, otherwise we could
include another ball in our collection. Thus we have a cover of G with Nd(G, r/2) balls by using
the same set of centres {yi} and with balls of double their radius. Hence N(G, r) ≤ Nd(G, r/2).
Moreover, for r < RG := supx,y∈GR(x, y), as the measure is supported on G, using UVD
µ(G) ≥
Nd(G,r/2)∑
i=1
µ(BR(yi, r/2)) ≥ clNd(G, r/2)v(r/2),
and so Nd(G, r/2) ≤ clµ(G)v(r/2)−1.
We now establish our result. For convenience, we write φ(r) = v(r)1/α| log v(r)|1−1/α. Let
Ajk = {V (yj , 2−k) ≤ c∗φ(2−k)}, where c∗ is a constant we will choose later. By Lemma 3.1 and
(3.1), we have P(Ajk) ≤ v(2−k)C2c
−α/(1−α)
∗ for any j, k.
As there are Nd(G, 2−k) ≥ cv(2−k)−1 disjoint balls of radius 2−k in G, we have
P
(
inf
x∈G
V (x, 2−k) > c∗φ(2−k)
)
≤ P
(
inf
i
V (yi, 2
−k) > c∗φ(2−k)
)
= P

Nd(G,2−k)⋂
j=1
Acjk


=
Nd(G,2−k)∏
j=1
(1−P(Ajk))
≤ exp(−cv(2−k)−1+C2c−α/(1−α)∗ ).
Thus, as v grows at least polynomially (2.4), by choosing c∗ > C
(1−α)/α
2 sufficiently large, we
obtain from a Borel-Cantelli argument that
lim sup
k→∞
inf
x∈G
V (x, 2−k)
φ(2−k)
≤ c∗, P-a.s.
It is easy to check from this that there is a constant c such that
lim sup
r→0
inf
x∈G
V (x, r)
φ(r)
≤ c, P-a.s.
For the corresponding lim inf result, we first note that there exists a collection of points
(yi)
N(G,2−k−1)
i=1 such that the balls BR(yi, 2
−k−1) form a cover of G. For 2−k ≤ r < 2−k+1, it
holds that
inf
x∈G
V (x, r)
φ(r)
≥ inf
i=1,...,N(G,2−k−1)
V (yi, 2
−k−1)
φ(2−k+1)
.
Using Lemma 3.1 and (3.1) again, it is straightforward to estimate
P
(
inf
i=1,...,N(G,2−k−1)
V (yi, 2
−k−1)
φ(2−k+1)
≤ x
)
≤
N(G,2−k−1)∑
i=1
P
(
V (yi, 2
−k−1)
φ(2−k+1)
≤ x
)
≤ cv(2−k−1)−1+C2x−α/(1−α) .
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As the volume function grows polynomially, provided we choose x < C
(1−α)/α
2 , we can sum this
expression and, by Borel-Cantelli, see that there is a constant c > 0 such that
lim inf
r→0
inf
x∈G
V (x, r)
φ(r)
≥ c, P-a.s.
4 Quenched on-diagonal heat kernel estimates
We will write P νρ for the law of the FIN diffusion started from ρ in the fixed environment ν
and write Eνρ for the expectation with respect to this measure. We now turn our attention
to bounds for the quenched transition density (pνt (x, y))x,y∈F,t>0, starting in this section with
quenched on-diagonal estimates. In Section 4.1 we derive pointwise estimates, and in Section
4.2 estimates that hold uniformly on compacts. Our arguments adapt techniques of [10, 21],
which develop heat kernel bounds for resistance forms.
4.1 Local quenched heat kernel bounds
By results of [10, 21], we know that, for the on-diagonal bounds of interest here, it will be
sufficient to understand information about the volume growth of balls in the resistance metric.
We note from [21, Lemma 4.1] that, for resistance balls under the UVD assumption on the base
measure µ, there is a constant CR < 1 such that for all x ∈ F, r ∈ (0, RF ),
CRr ≤ R(x,BR(x, r)c) ≤ r.
Moreover, the argument of [21, Proposition 4.1] in the case of a measure satisfying the UVD
assumption is a local argument, and can be applied in our case to give the following.
Lemma 4.1. P-a.s. we have
pν2rV (x,r)(x, x) ≤
2
V (x, r)
, ∀x ∈ F, r ∈ (0, RF ). (4.1)
The corresponding lower bound has a local version that is not so straightforward. The
standard approach to the on-diagonal lower bound is to estimate the tail of the exit time
distribution from balls. In order to do this estimates on the mean exit time are required. Let
TA = inf{t > 0 : Xt /∈ A}. The arguments in [21] yield the following.
Lemma 4.2. For P-a.e. realisation of ν, it holds that
EνxTBR(ρ,r) ≤ rV (ρ, r), ∀x ∈ F, r ∈ (0, RF /2),
EνρTBR(ρ,r) ≥
1
2
CRrV
(
ρ,
1
4
C2Rr
)
, ∀r ∈ (0, RF /2).
Proof. The main part of the argument of [21, Proposition 4.2] can be used as it relies on Green’s
function estimates which are independent of the measure. In particular, writing gBR(ρ,r) for the
Green’s function for the process killed upon exiting BR(ρ, r), these estimates can be summarized
as
gBR(ρ,r)(ρ, ρ) ≥ CRr, gBR(ρ,r)(x, y) ≤ r, ∀x, y ∈ BR(ρ, r), r ∈ (0, RF /2).
Applying the upper bound here, we deduce that, for all x ∈ F , r ∈ (0, RF /2),
EνxTBR(ρ,r) =
∫
BR(ρ,r)
gBR(ρ,r)(x, y)ν(dy) ≤ rV (ρ, r).
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For the corresponding lower bound, we can follow the argument in [21, Proposition 4.2] to
conclude that gBR(ρ,r)(ρ, y) ≥ 12CRr for all y ∈ BR(ρ, 14C2Rr), r ∈ (0, RF /2). Hence we have
EνρTBR(ρ,r) =
∫
BR(ρ,r)
gBR(ρ,r)(x, y)ν(dy) ≥
1
2
CRrV
(
ρ,
1
4
C2Rr
)
,
as desired.
We now use these exit time estimates to get a local heat kernel estimate.
Lemma 4.3. For P-a.e. realisation of ν, it holds that: for every r ∈ (0, RF /2) and t ≤
1
4CRrV (ρ,
1
4C
2
Rr),
pνt (ρ, ρ) ≥
(
CRV (ρ,
1
4C
2
Rr)
4V (ρ, r)
)2
V (ρ, r)−1.
Proof. From the fact that
EνρTBR(ρ,r) ≤ t+ Eνρ
(
1{TBR(ρ,r)>t}E
ν
Xs(TBR(ρ,r))
)
,
using the estimates on the mean exit time we have
1
2
CRrV
(
ρ,
1
4
C2Rr
)
≤ t+ rV (ρ, r)P νρ (TBR(ρ,r) > t).
In particular, this implies
P νρ (TBR(ρ,r) > t) ≥
1
2CRrV (ρ,
1
4C
2
Rr)
rV (ρ, r)
− t
rV (ρ, r)
≥ CRV (ρ,
1
4C
2
Rr)
4V (ρ, r)
(4.2)
for t ≤ 14CRrV (ρ, δr). Now, by applying Cauchy-Schwarz as in [21, Proposition 4.3], one obtains
the estimate P νx (TBR(ρ,r) > t)
2 ≤ pν2t(ρ, ρ)V (ρ, r), and so we deduce
pν2t(ρ, ρ) ≥
(
CRV (ρ,
1
4C
2
Rr)
4V (ρ, r)
)2
V (ρ, r)−1.
We next apply Lemmas 4.1 and 4.3 in combination with the volume estimates from the
previous section to deduce quenched local heat kernel estimates for Xν . Our results will be
stated in terms of the inverse of the function
h(r) = rv(r)1/α.
We give some straightforward properties of this function and its inverse arising from the volume
doubling property of v(r). The reader may find it helpful to think of the volume growth for the
base measure as given by v(r) = rδf , which is the case for one-dimensional Euclidean space and
self-similar fractal sets.
Lemma 4.4. (1) The function h(r) is increasing and has a doubling property in that h(2r) ≤
c˜h(r), for c˜ = 2c
1/α
d > 2 where cd is the constant that appears in the definition of UVD.
(2) The function has an inverse h−1(r) which is an increasing function for all r < RF and
satisfies the growth condition 2h−1(r) ≤ h−1(c˜r).
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(3) Let q = log c˜/ log 2 = 1 + γ/α > 1. There is a constant cˆ such that h(r) ≥ cˆrq for r < rF
and hence there is a constant c′ such that h−1(r) ≤ c′r1/q for all r < rF .
(4) r/h−1(r) ≥ r1−1/q/c′ is increasing in r. In particular
c1h
−1(r)| log r|1/q ≤ h−1(r| log r|) ≤ c2h−1(r)| log r|, r < RF ,
c3h
−1(r)(log | log r|)1/q ≤ h−1(r log | log r|) ≤ c4h−1(r) log | log r|, r < RF .
Proof. These are easy consequences of the fact that v(r) is increasing and has the volume
doubling property.
Theorem 4.5. (1) There exists a deterministic constant c and a random constant tF such that
pνt (ρ, ρ) ≤ c
h−1(t)
t
(log | log t|)(1−α)/α , ∀t < tF , P-a.s.
(2) For any ε > 0, there exists a deterministic constant c and a random constant tF such that
pνt (ρ, ρ) ≥ c
h−1(t)
t
| log t|−3(1+ε)/α, ∀t < tF , P-a.s.
(3) Also there is a random infinite sequence of times tn with tn → 0 such that
pνtn(ρ, ρ) ≤
h−1(tn)
tn
| log tn|−q/α, ∀n ∈ N, P-a.s.
Proof. The upper bound of (1) is a simple application of the upper heat kernel estimate (4.1)
in terms of volume growth, and the lower bound on the volume growth result in Lemma 3.2(3),
with the properties of the function h−1 from Lemma 4.4. That is if t = rV (ρ, r), then
pt(ρ, ρ) ≤ cr/t. Then for t ≥ crv(r)1/α| log | log v(r)||1−1/α = ch(r)| log | log h(r)/r||1−1/α we
require h(r) ≤ t| log | log (t/h−1(t))||(1−α)/α. Using the lower bound on t/h−1(t) and then prop-
erty (4) of Lemma 4.4 gives the result.
The bound at (3) is another straightforward consequence of (4.1), the lower bound on the
volume in Lemma 3.2(2) and the properties of h−1.
For the lower bound of (2), we use Lemma 4.3 and apply Lemma 3.2 again to deduce that
(with a modification of ε in the last line)
pν2t(ρ, ρ) ≥
(
CRV (ρ,
1
4C
2
Rr)
4V (ρ, r)
)2
V (ρ, r)−1
≥ cv(r)−1/α| log v(r)|−3(1+ε)/α(log | log v(r)|)2(1−1/α)
≥ cv(r)−1/α| log v(r)|−3(1+ε)/α,
provided r is such that t ≤ 14CRrV (ρ, r). This will hold if we take r such that
t ≤ c′rv(r)1/α(log | log v(r)|)1−1/α = c′h(r)(log | log (h(r)/r)|)1−1/α.
Inverting this gives r ≥ c′′h−1(t)(log | log t|)(1−α)/α. Substituting this into the above bound
leads to
pνt (ρ, ρ) ≥
cr
h(r)
∣∣∣∣log h(r)r
∣∣∣∣
−3(1+ε)/α
.
Substituting in for r, using the properties of h−1 and adjusting ε gives the result.
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We can prove a sharper version for the upper fluctuations. In order to do this we consider
a slight modification of our function h and define hll(r) = rv(r)
1/α(log log v(r))1−1/α.
Theorem 4.6. We have
0 < lim sup
t→0
pνt (ρ, ρ)t
h−1ll (t)
<∞, P− a.s.
Proof. The upper bound is essentially derived in the proof of Lemma 4.5.
For the lower bound we use Lemma 4.3. By Lemma 3.2(4) we have a sequence {rn}∞n=1 such
that V (ρ, rn) ≤ cv(rn)1/α(log | log v(rn)|)1−1/α. We also know that
V (ρ,
1
4
C2Rrn) ≥ c′v(
1
4
C2Rrn)
1/α(log | log v(1
4
C2Rrn)|)1−1/α ≥ c′′v(rn)1/α(log | log v(rn)|)1−1/α.
Thus, almost surely, there is a sequence of times {tn}∞n=1 such that for
tn ≤ 1
2
c′′rnv(rn)1/α(log | log v(rn)|)1−1/α = c′′hll(rn),
we have ptn(ρ, ρ) ≥ c′′′v(rn)−1/α(log | log v(rn)|)1/α−1. That is ptn(ρ, ρ) ≥ c′′′h−1ll (tn)/tn, which
gives us the result.
Finally, note that in the case where v(r) = rδf , we obtain (1.6) from Theorem 4.6, and (1.7)
and (1.8) from Theorem 4.5.
4.2 Global quenched heat kernel estimates
We can use the same ideas as in the previous section to obtain bounds on the on-diagonal heat
kernel that are uniform on compacts. Throughout, we let G ⊆ F be a compact subset with
µ(G) > 0. We begin with the behaviour of the infimum. The atoms of ν result in points where
the heat kernel does not diverge as t→ 0.
Theorem 4.7. There exist random constants c1, c2 and a deterministic constant tF such that
0 < c1 ≤ inf
x∈G
pνt (x, x) ≤ c2, ∀t < tF , P-a.s.
Proof. By [20] the proof of Theorem 10.4 and Lemma 10.8, we have that pνt (x, x) is a strictly
positive decreasing function of t for each x, and so infx∈G pνt (x, x) ≥ infx∈G pνtF (x, x) for t < tF .
Applying the continuity of the heat kernel (see [20]), the latter is strictly positive. Thus we
have the lower bound.
For the upper bound we observe that if we take a point (vi, xi) with xi ∈ G in the Poisson
process, then infx∈G pνt (x, x) ≤ pνt (xi, xi) for all t > 0. From the local upper bound (4.1) we
have, as ν(BR(xi, r)) ≥ c, that pνt (xi, xi) ≤ c, and the result follows.
For the supremum of the heat kernel, we have the following estimates.
Theorem 4.8. For any ε > 0, there exist deterministic constants c1, c2 and a random constant
tF such that
c1
h−1(t)
t
| log t|−3(1+ε)/α ≤ sup
x∈G
pνt (x, x) ≤ c2
h−1(t)
t
| log t|(1−α)/α,
for every t < tF , P-a.s.
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Proof. The upper bound follows from (4.1) with the lower bound on the infimum of the volumes
of balls. That is if we set t = rV (x, r) we have pt(x, x) ≤ cr/t. By choosing
t ≥ r inf
x∈G
V (x, r) ≥ ch(r)
∣∣∣∣log
(
h(r)
r
)∣∣∣∣
1−1/α
, (4.3)
we have, using Lemma 4.4(4), that r ≤ c′h−1(t)| log t|(1−α)/α. Substituting this in for r in the
upper bound on pt(x, x) gives the uniform upper bound.
The lower bound is a simple consequence of Theorem 4.5(2).
We can also give a fluctuation result for the supremum of the heat kernel. For this we
consider the function hl(r) = rv(r)
1/α| log v(r)|1−1/α.
Theorem 4.9. We have
0 < lim sup
t→0
supx∈G pνt (x, x)t
h−1l (t)
<∞, P-a.s.
Proof. For the upper bound we just make a minor modification of the proof of the upper bound
in Theorem 4.8, using our function hl(t) in (4.3).
For the lower bound, by Lemma 3.4, there is a sequence of points and radii {xn, rn}∞n=1
with xn ∈ F and rn → 0, such that V (xn, rn) ≤ cv(rn)1/α| log v(rn)|1−1/α. We also obtain by
applying the lower bound in Lemma 3.4 and then UVD,
V (xn,
1
4
C2Rrn) ≥ c1v(
1
4
C2Rrn)
1/α| log v(1
4
C2Rrn)|1−1/α ≥ c2v(rn)1/α| log v(rn)|1−1/α.
Thus, if we take tn = hl(rn) we will have a sequence of points and times, with tn → 0 such that
as tn = hl(rn) ≤ 14CRrnV (xn, rn), by Lemma 4.3, we have
ptn(xn, xn) ≥
(
CRV (xn, δrn)
4V (xn, rn)
)2
V (xn, rn)
−1 ≥ crn
hl(rn)
=
ch−1l (tn)
tn
.
This gives the lower bound on the upper fluctuation of supx∈G pt(x, x).
Again we can specialize these results to the case where v(r) = rδf to obtain (1.4) and (1.5).
5 Annealed heat kernel and exit time estimates
In this section, we prove Theorem 1.1. Throughout, we suppose that UVD and MC hold, with
the latter condition giving us the existence of a metric d for which d ≍ Rβ for some β > 0.
Moreover, for the entirety of this section, we also suppose that X is a diffusion. Note that this
implies that, for P-a.e. realisation of ν, Xν is also a diffusion. In the proofs of both the upper
and lower annealed heat kernel bounds, we will apply chaining arguments, the success of which
depends on exploiting the independence of ν between disjoint regions of space.
The annealed heat kernel result is also closely linked to the following exit time bound. To
state this, we use the abbreviation
TD := TBd(ρ,D)
for the exit time of the ball Bd(ρ,D) by X
ν . We will also write
Px(·) :=
∫
P νx (·)P(dν)
for the annealed law of Xν started from x ∈ F , and DF := supx,y∈F d(x, y) for the diameter of
F with respect to d.
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Theorem 5.1. (a) Suppose UVD and MC hold, and that X is a diffusion. Then there exist
constants a, c1 such that
Pρ (TD ≤ T ) ≤ e−c1N(a), ∀D ∈ (0,DF /2), T ∈ (0, h(RF )),
where N(a) is defined as at (1.2) with T in place of t and D in place of d(x, y).
(b) Suppose UVD and GMC hold, and that X is a diffusion. Then there exist constants a, c1, c2
such that
Pρ (TD ≤ T ) ≥ c1e−c2N(a), ∀D ∈ (0,DF /2), T ∈ (0, h(RF )),
where N(a) is again defined as at (1.2) with T in place of t and D in place of d(x, y).
5.1 Proof of upper bounds
We start with the proof of the upper annealed exit time bound.
Proof of Theorem 5.1(a). Let N = N(a). Clearly we can assume N ≥ 1, else the result is
trivial. We also note that it is an elementary exercise to check from condition MC and the
definition at (1.2) that N is finite. Set ∆ = D/N , and define a sequence of stopping times
(σi)i≥0 by setting σ0 = 0, and
σi+1 = inf
{
t > σi : sup
s≤σi
d (Xνs ,X
ν
t ) ≥ ∆
}
.
(Note this sequence might terminate if the space has finite diameter.) Moreover, write
σ˜i = inf
{
t > σi : d
(
Xνσi ,X
ν
t
) ≥ ∆/2} ,
so that σ0 ≤ σ˜0 ≤ σ1 ≤ σ˜1 . . . . Since Xν[0,σi) ⊆ Bd(0, i∆), we have σN ≤ TD, and so
Pρ (TD ≤ T ) ≤ Pρ (σN ≤ T )
≤ Pρ
(
N−1∑
i=0
(σ˜i − σi) ≤ T
)
≤ eθTEρ
(
e−θ
∑N−1
i=0 (σ˜i−σi)
)
for any θ > 0. Now, note that we can write
σ˜i − σi =
∫
Bd(XσX
i
,∆/2)
(
Lσ˜Xi
(x)− LσXi (x)
)
ν(dx), i = 0, . . . , N − 1,
where σ˜Xi and σ
X
i are defined similarly to σ˜i and σi, but with the Brownian motion X in place
of the FIN diffusion Xν . Since the balls Bd(XσXi
,∆/2), i = 0, . . . , N − 1, are disjoint, we
thus have that, conditional on the Brownian motion X, the random variables (σ˜i − σi)N−1i=0 are
independent. In particular, this yields
Pρ (TD ≤ T ) ≤ eθTEρ
(
N−1∏
i=0
Eρ
(
e−θ(σ˜i−σi) X
))
.
Applying the strong Markov property for X at time σXN−1, we consequently find that
Pρ (TD ≤ T ) ≤ eθTEρ
(
N−2∏
i=0
Eρ
(
e−θ(σ˜i−σi) X
)
× EX
σX
N−1
(
e−θσ˜0
))
. (5.1)
15
In the next part of the proof, we derive the following bound:
Ex
(
e−θσ˜0
)
≤ 1− c1 + c2
θh(r)
. (5.2)
First, recall from (4.2) that
P νx (σ˜0 ≤ t) ≤ 1−
c1V (x,
1
4C
2
Rr)
V (x, r)
+
t
rV (x, r)
,
where we write r = ∆1/β . Integrating this (cf. [2, Lemma 1.1]), we find
Eνx
(
e−θσ˜0
)
≤ 1− c1V (x,
1
4C
2
Rr)
V (x, r)
+
1
θrV (x, r)
. (5.3)
We next apply the coupling with a stable process of Lemma 3.1 to deduce that
E
(
V (x, 14C
2
Rr)
V (x, r)
)
≥ E
(Lclv( 14C2Rr)
Lcuv(r)
)
= E
(Lclv( 14C2Rr)/cuv(r)
L1
)
≥ E
(Lcl/cucnd
L1
)
= c2 > 0,
(5.4)
where for the first equality we apply the self-similarity under scaling of the process L, and for the
second inequality we repeatedly apply the doubling property of v and set n = ⌈− log 14C2R/ log 2⌉.
Furthermore, again applying Lemma 3.1 and the self-similarity of L, we have that
E
(
1
rV (x, r)
)
≤ c3
h(r)
E
(
1
L1
)
. (5.5)
From (3.1), we have that the expectation on the right-hand side here is finite. Substituting
(5.4) and (5.5) into the P-integrated version of (5.3), and relabelling the constants, we obtain
the bound at (5.2).
Returning to (5.1), we apply the bound of the previous paragraph to deduce that
Pρ (TD ≤ T ) ≤ eθTEρ
(
N−2∏
i=0
Eρ
(
e−θ(σ˜i−σi) X
))
×
(
1− c1 + c2
θh(r)
)
.
Iterating the argument, this gives
Pρ (TD ≤ T ) ≤ eθT
(
1− c1 + c2
θh(r)
)N
≤ eθT−c1N+
c2N
θh(r) .
Optimising over θ yields
Pρ (TD ≤ T ) ≤ e−c1N+2
√
c2TN
h(r) ≤ e−c1N+N
√
4c2
a ,
where the second inequality follows from our choice of N . Thus taking a large gives the desired
conclusion.
To establish the on-diagonal upper bound of Theorem 1.1(a), we use the techniques devel-
oped in [4, 11].
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Proof of Theorem 1.1(a). For the first part of the proof, we suppose that at ≤ h(d(x, y)1/β),
where a is the constant of Theorem 5.1(a), so that N(a) ≥ 1. We decompose the heat kernel as
follows:
pνt (x, y) ≤
∫
Hy,x
pνt/2(x, z)p
ν
t/2(z, y)ν(dz) +
∫
Hx,y
pνt/2(x, z)p
ν
t/2(z, y)ν(dz) =: I1 + I2, (5.6)
where Hx,y := {z ∈ F : R(x, z) ≤ R(y, z)}. Hence note that, by symmetry, to complete the
proof it will suffice to show that
EI1 ≤ c1h
−1(t)
t
e−c2N(a).
To this end, writing B = BR(x,
1
4R(x, y)), H = H
c
y,x, observe that
I1 =
∫
[0,t/2]×∂B
P νx
(
TB ∈ ds, XνTB ∈ dw
) ∫
[0,t/2−s]×∂H
P νw
(
TH ∈ ds′, XνTH ∈ dw′
)
×
∫
Hcx,y
pνt/2−s−s′(w
′, z)pνt/2(z, y)ν(dz)
≤
∫
[0,t/2]×∂B
P νx
(
TB ∈ ds, XνTB ∈ dw
) ∫
[0,t/2−s]×∂H
P νw
(
TH ∈ ds′, XνTH ∈ dw′
)
pνt−s−s′(w
′, y)
≤
∫
[0,t/2]×∂B
P νx
(
TB ∈ ds, XνTB ∈ dw
) ∫
[0,t/2−s]×∂H
P νw
(
TH ∈ ds′, XνTH ∈ dw′
)
×
√
pνt/2(w
′, w′)pνt/2(y, y)
≤
∫
∂B
P νx
(
TB ≤ t/2, XνTB ∈ dw
) ∫
∂H
Pw
(
XTH ∈ dw′
)√
pνt/2(w
′, w′)pνt/2(y, y),
where for the second inequality we apply Cauchy-Schwarz to obtain that pνt−s−s′(w
′, y) ≤
pνt−s−s′(w
′, w′)1/2pνt−s−s′(y, y)
1/2, and apply the fact that the on-diagonal part of the heat kernel
is monotonically decreasing as a function of t. Moreover, for the third inequality, we use that
the hitting distribution of Xν is the same as for the Brownian motion X. Now, for a fixed t,
define Λw′,y to be equal to
inf
{
λ > λ0 :
v(h−1(t/4λ))1/α
(log λ)
1−α
α
≤ V (z, h−1(t/4λ)) ≤ λv(h−1(t/4λ))1/α, z ∈ {w′, y}
}
,
where λ0 will be chosen below. Recall from (4.1) that p
ν
2rV (z,r)(z, z) ≤ 2V (z, r)−1. Thus, for
r = h−1(t/4λ) with λ contained in the set defining Λw′,y, we have 2rV (z, r) ≤ t/2 for z ∈ {w′, y},
and so
pνt/2(z, z) ≤
2
V (z, r)
≤ 2(log λ)
1−α
α
v(h−1(t/4λ))1/α
≤ c1(log λ)
1−α
α λ
γ
α+γ h−1(t)
t
, ∀z ∈ {w′, y}, (5.7)
where the final inequality is a consequence of property (2) of Lemma 4.4 (see (2.4) for the
definition of γ). In particular, this implies, for any ε > 0,
EI1 ≤
∫
∂B
∫
∂H
E

P νx (TB ≤ t/2, XνTB ∈ dw)Pw (XTH ∈ dw′) c1Λ
γ
α+γ
+ε
w′,y h
−1(t)
t

 .
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Observe that our assumption at ≤ h(d(x, y)1/β) implies that BR(z, h−1(t/4λ))∩B = ∅ for λ ≥ λ0
uniformly in z ∈ ∂H ∪{y} (and moreover this choice of λ0 can be made independently of x and
y). It follows that Λw′,y is ν|Bc measurable. Since P νx (TB ≤ t/2, XνTB ∈ dw)Pw(XTH ∈ dw′) is
ν|B measurable, we obtain that
EI1 ≤
∫
∂B
Px
(
TB ≤ t/2, XνTB ∈ dw
) ∫
∂H
Pw
(
XTH ∈ dw′
) c1h−1(t)E
(
Λ
γ
α+γ
+ε
w′,y
)
t
. (5.8)
We next observe that the stable tail estimates of (3.1) and (3.2) imply that P(Λw′,y ≥ λ) ≤
c2λ
−α. Hence E(Λ
γ
α+γ
+ε
w′,y ) ≤ c3 whenever γα+γ + ε < α. In particular, we can always choose ε
small enough so that this is satisfied whenever
α > αc :=
√
γ2 + 4γ − γ
2
∈ (0, 1). (5.9)
Returning to (5.8), this yields that, for α > αc,
EI1 ≤
∫
∂B
Px
(
TB ≤ t/2, XνTB ∈ dw
) ∫
∂H
Pw
(
XTH ∈ dw′
) c4h−1(t)
t
=
c4h
−1(t)
t
Px (TB ≤ t/2) .
The result is thus a consequence of Theorem 5.1(a).
Finally, in the case when N = 0, we start by applying the Cauchy-Schwarz inequality to
deduce that pνt (x, y) ≤ pνt (x, x)1/2pνt (y, y)1/2. Hence, if we define Λx,y similarly to above, then
we can proceed as at (5.7) to deduce, for any ε > 0,
pνt (x, y) ≤
c1Λ
γ
α+γ
+ε
x,y h−1(t)
t
.
Taking expectations as before yields the result in the case.
5.2 Proof of lower bounds
Throughout this subsection, we suppose that UVD and GMC hold, so that, in particular, d is
a geodesic metric. We start by checking the lower heat kernel bound using a standard chaining
argument.
Proof of Theorem 1.1(b). SetN = N(a). Suppose thatN = 0, meaning that at > h(d(x, y)1/β).
By (2.2) and (2.3), we have that
|pνt (x, y) − pνt (x, x)|2 ≤ E (pνt (x, ·), pνt (x, ·))R(x, y) ≤ t−1pνt (x, x)R(x, y). (5.10)
In particular, since R(x, y)β ≤ c1d(x, y), we have that
pνt (x, y) ≥ pνt (x, x)

1−
√
c2d(x, y)1/β
tpνt (x, x)

 ≥ pνt (x, x)
(
1−
√
c3h−1(at)
tpνt (x, x)
)
. (5.11)
Now, consider the event Aλ := {λ−1v(r/λ) ≤ V (x, r/2λ) ≤ V (x, r/λ) ≤ λv(r/λ)}. On Aλ, we
obtain from Lemma 4.3 and UVD that pνt (x, x) ≥ c(λ)h−1(t)/t, where c(λ) is a deterministic
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function of λ taking values in (0,∞). Inserting this bound into (5.11) and taking expectations
thus yields
Epνt (x, y) ≥
c(λ)h−1(t)
t
(
1−
√
c3h−1(at)
c(λ)h−1(t)
)
P(Aλ).
By (3.1) and (3.2), it is possible to choose λ large enough so that P(Aλ) > 1/2. Moreover, given
λ, taking a small ensures that c3h
−1(at)/c(λ)h−1(t) < 1/4, and this is enough to complete the
proof in this case.
We now turn our attention to the case when N ≥ 1. Let ∆ = d(x, y)/N , and let (xi)Ni=0
be points on a geodesic from x to y such that d(xi, xi+1) = ∆. For i = 0, . . . , N , let Bi :=
Bd(xi,∆/4), B
′
i := Bd(xi, c1∆), where c1 > 1 is a constant that will be chosen below. Further-
more, write B := ∪Ni=1Bi, and set A1 := B′1\B, and Ai := B′i\(Ai−1 ∪ B), i = 2, . . . , N . Note
that A1, . . . , AN , B1, . . . , BN are disjoint. We define associated events
E(Ai) :=
{
ν(Ai) ≤ v(r)1/α
}
, E(Bi) :=
{
ν(Bi) ∈ v(r)1/α [2, 4]
}
,
where r := ∆1/β. We have that
P (E(Ai)) ≥ P
(
ν(B′i) ≤ v(r)1/α
)
= P
(
Lµ(B′i) ≤ v(r)
1/α
)
= P
(
Lµ(B′i)/v(r) ≤ 1
)
≥ c2
where the final inequality holds because µ(B′i) ≤ c3v(r) (by UVD and GMC). Moreover, since
µ(Bi)/v(r) ∈ [c4, c5], we similarly have that
P (E(Bi)) = P
(Lµ(Bi)/v(r) ∈ [2, 4]) ≥ inf
t∈[c4,c5]
P (Lt ∈ [2, 4]) ≥ c6.
Thus we conclude that, if E := ∩Ni=1(E(Ai) ∩ E(Bi)), then
P (E) ≥ e−c7N . (5.12)
For the remainder of the proof, we assume that E holds, and establish a lower heat kernel
bound on this event. First note
pνt (x, y) ≥
∫
B1
ν(dy1)· · ·
∫
BN−1
ν(dyN−1)
N∏
i=1
pνt/N (yi−1, yi), (5.13)
where y0 = x and yN = y. Note that, by proceeding similarly to (5.11), we have that
pνt/N (yi−1, yi) ≥ pνt/N (yi, yi)
(
1−
√
c8rN
tpνt/N (yi, yi)
)
. (5.14)
Moreover, by Lemma 4.3, it holds that
pνt/N (yi, yi) ≥
(
c9V (yi, r˜/2)
V (yi, r˜)
)2 1
V (yi, r˜)
, ∀r˜ < RF/2, t/N ≤ 1
2
c9r˜V (yi, r˜/2). (5.15)
Now, choose r˜ := c10r, with c10 large enough so that BR(yi, r˜/2) ⊇ Bi, noting in particular this
implies (on E)
V (yi, r˜/2) ≥ 2v(r)1/α. (5.16)
Then let c1 be large enough so that B
′
i ⊇ BR(y, r˜) for all y ∈ Bi. Since B′i ∩ B′j 6= ∅ only if
|i − j| ≤ 2c1, and B′i ∩ Bj 6= ∅ can only occur if |i − j| ≤ c1 + 1/4, it must be the case (on E)
that
V (yi, r˜) ≤ 2(2c1 + 1)v(r)1/α + 2(c1 + 1/4 + 1)v(r)1/α ≤ c11v(r)1/α. (5.17)
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Combining (5.14), (5.15), (5.16) and (5.17), we thus obtain
pνt/N (yi−1, yi) ≥
c12
v(r)1/α

1−
√
c8h(r)N
c12t

 ≥ c13
v(r)1/α
,
where we used that at/N ≤ h(∆1/β) ≤ c14h(r) and at/(N + 1) ≥ h((N/(N + 1))1/β∆1/β) ≥
c15h(r), and have adjusted a to be suitably small so that the constant c13 is strictly positive.
Returning to (5.13), and recalling (5.16), this implies that on E we have that
pνt (x, y) ≥
c16
v(r)1/α
e−c17N ≥ c18h
−1(t)
t
e−c19N .
The result follows from this and the estimate at (5.12).
Finally for this section, we prove the lower exit time bound.
Proof of Theorem 5.1(b). Let D < DF /4, and suppose N = N(a) ≥ 4, where a is the constant
of Theorem 1.1(b). Let y ∈ Bd(ρ, 3D)\Bd(ρ, 2D), and N˜ = N˜(a) be defined similarly to (1.2)
from d(ρ, y) and T . In particular, it follows from the fact that d(ρ, y) ≥ D that N˜ ≥ N ≥ 4.
This implies BN˜−1 ⊆ Bd(ρ,D)C , where BN˜−1 is defined analogously to the definition of BN−1
in the previous proof. In particular, appealing to the estimates deduced in the latter argument,
we have
P νρ (TD ≤ T ) ≥ P νρ
(
XνT ∈ BN˜−1
) ≥ ∫
B1
ν(dy1)· · ·
∫
BN˜−1
ν(dyN˜−1)
N˜−1∏
i=1
pν
t/N˜
(yi−1, yi) ≥ e−c1N˜
on E (where this event is now defined with terminal points ρ and y). Since N˜ ≤ N(a′) for
suitably large a′, this completes the proof when N ≥ 4. If N < 4, then this simply implies
aT/4 ≥ h((D/4)1/β), i.e. T ≥ c2h(D1/β), and so
P νρ (TD ≤ T ) ≥ P νρ
(
TD ≤ c2h(D1/β)
)
. (5.18)
Now, by choosing a′′ small enough, we obtain a′′c2h(D1/β)/4 ≤ h((D/4)1/β). Moreover, we
have that v(D1/β) ≥ c3kv((D/k)1/β) (by UVD and GMC), and so
h
((
D
k
)1/β)
≤ c4k−1−βh
(
D1/β
)
≤ a
′′c2h(D1/β)
k
for k ≥ k0. This implies we can estimate the right-hand side of (5.18) below by e−c5k0 = c6 > 0
by applying the first part of the proof, and the result follows by adjusting the constants.
6 Quenched off-diagonal heat kernel estimates in one dimension
Here we show that it is possible to obtain well-behaved off diagonal estimates as the randomness
in the environment is averaged over the path between points. We start by estimating the short
time tail of the exit time distribution and then use this to establish our heat kernel estimates.
We will work in one-dimension only for this part. In this case, the resistance metric is equal
to the Euclidean distance, and we write B(x, r) = BR(x, r). For our first result, a hitting time
estimate, we use the notation
τx := inf{t > 0 : Xνt = x}.
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Theorem 6.1. For the one-dimensional case we fix D > 0, then there exist constants ci, i =
1, . . . , 4, such that, P-a.s, there exists a t0 > 0 such that for all t < t0
c1 exp
(
−c2
(
D1+1/α
t
)α)
≤ P ν0 (τD ≤ t) ≤ c3 exp
(
−c4
(
D1+1/α
t
)α)
.
Proof. Define N := sup{n ≥ 1 : at/n ≤ (D/n)1+1/α}, where a will be chosen in the proof. Note
that N ≍ (D1+1/α/t)α. Firstly we establish the upper bound. We have a fixed environment ν.
We follow the proof of the upper bound of Theorem 5.1. Let ∆ = D/N . We set σ0 = 0 and let
σi = inf{t > 0 : Xt = i∆} for i = 1, . . . , N be the successive visits to the points iD/N . Using
this we have τD = σN =
∑N
i=1(σi−σi−1). We note that {σi−σi−1}Ni=1 are independent random
variables with their distribution depending on the environment. By Markov’s inequality we
have
P ν0 (τD ≤ t) = P ν0 (e−θτD ≥ e−θt)
≤ eθtEν0 e−θτD
= eθt
N∏
i=1
Eν0 e
−θ(σi−σi−1)
= eθt
N∏
i=1
Eν(i−1)∆e
−θσ1(i)
where σ1(i) is the first hitting time of i∆ started from (i− 1)∆. As σ1(i) ≥ TB((i−1)∆,∆) we can
now use (4.2) as in the derivation of (5.3) to obtain
Eν(i−1)∆(e
−θσ1(i)) ≤ Eν(i−1)∆(e−θTB((i−1)∆,∆)) ≤ 1−
c1V ((i− 1)∆, 14C2R∆)
V ((i − 1)∆,∆) +
1
θ∆V ((i− 1)∆,∆) .
Let Ai = c1V ((i− 1)∆, 14C2R∆)/V ((i− 1)∆,∆) which has the same law as c1V (0, 14C2R)/V (0, 1)
under P, and let Bi = v(∆)
1/α/V ((i − 1)∆,∆) which has the same law as 1/V (0, 1) under P.
We can then write
P ν0 (τD ≤ t) ≤ eθt
N∏
i=1
(
1−Ai + Bi
θh(∆)
)
= exp
(
θt−
N∑
i=1
(
Ai − Bi
θh(∆)
))
.
We now observe that Ai are positive and bounded random variables and hence all moments
exist. We also note that, by the lower tail estimate in (3.1), Bi have polynomial moments.
Now let θN = ηh(∆)
−1, then by a standard fourth moment estimate we have for any δ > 0, a
constant C such that
P
(
1
N
∣∣∣∣∣
N∑
i=1
(
Ai − Bi
η
)
−E
(
A− B
η
)∣∣∣∣∣ ≥ δ
)
≤ CN−2.
A straightforward Borel-Cantelli argument yields
1
N
N∑
i=1
(
Ai − Bi
η
)
→ E
(
A− B
η
)
, P-a.s. (6.1)
Thus, if η is chosen large, then there exist constants N0 and C > 0 such that
N∑
i=1
(
Ai − Bi
θNh(∆)
)
≥ CN,
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for N > N0, P-almost surely. Using this we have that for N > N0
P ν0 (τD ≤ t) ≤ exp (θN t− CN)
= exp
(
η
(
N
D
)1+1/α
t− CN
)
≤ exp
(
−CN
(
1− ηN
1/αt
CD1+1/α
))
≤ exp (−(C − aη)N) .
Thus by choosing a small we have the upper bound.
For the lower bound we consider the following events. Recall X denotes the one-dimensional
Brownian motion that we are time changing, and {Lt(x) : 0 ≤ t} is its local time process at x.
Consider the events
Ei = {{Xt : σi−1 ≤ t ≤ σi} ⊂ [(i− 2)∆, i∆]} ∩ {‖L.σi − L.σi−1‖∞ ≤
t
NV ((i− 1)∆,∆)}.
By construction of these events we have ∩Ni=1Ei ⊂ {τD ≤ t}.
By the strong Markov property, the events Ei are independent (given ν), and hence P
ν
0 (τD ≤
t) ≥∏Ni=1 P0(Ei), where we note P0(Ei) is a random variable depending on V ((i−1)∆,∆). For
the Brownian motion to remain in the interval ((i− 2)∆,∆) up to time σi we must we have the
process exiting the interval at i∆ and hence P(i−1)∆(Xt ∈ ((i − 2)∆, i∆] : t ≤ σi) = 1/2, and
hence P ν0 (τD ≤ t) is bounded below by
2−N
N∏
i=1
P0
(
‖Lσi − Lσi−1‖∞ ≤
t
NV ((i− 1)∆,∆) {Xt : σi−1 ≤ t ≤ σi} ⊂ [(i− 2)∆, i∆]
)
.
On the event Ei we have Brownian motion in the interval ((i − 2)∆, i∆) and hence on Ei we
have ‖Lσi − Lσi−1‖∞ is equal in distribution to ‖Lτ1∧τ−1‖∞. Thus we want to consider the
random variable ‖Lτ1∧τ−1‖∞.
Lemma 6.2. There exists a constant c such that
P0(‖Lτ1∧τ−1‖∞ ≤ λ) ≥ cλ, 0 < λ < 1.
Proof. Clearly ‖Lτ1∧τ−1‖∞ ≤ supx∈[−1,1] Lτ1(x) and thus
P0(‖Lτ1∧τ−1‖∞ ≤ λ) ≥ P−1( sup
x∈[−1,1]
Lτ1(x) ≤ λ).
Thus we just consider P0(supx∈[0,2]Lτ2(x) ≤ λ). By the first Ray-Knight Theorem we have
Lτ2(2− x) = Zx, for 0 ≤ x ≤ 2, where Z is a square Bessel process of index 2. Hence
P0(‖Lτ1∧τ−1‖∞ ≤ λ) ≥ P0( sup
x∈[0,2]
Zx ≤ λ).
The square Bessel is the square of the radius of a two-dimensional Brownian motion W =
(W 1,W 2) and hence
P0( sup
x∈[0,2]
Zx ≤ λ) = P0( max
0≤x≤2
|Wx| ≤
√
λ).
By scaling, considering a box inside the ball of radius 1 and using the reflection principle, we
can write this as
P0( sup
x∈[0,2]
Zx ≤ λ) = P0( max
0≤x≤2/λ
|Wx| ≤ 1)
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≥ P0( max
0≤x≤2/λ
W 1x ≤ 1/
√
2, max
0≤x≤2/λ
W 2x ≤ 1/
√
2)
= P0( max
0≤x≤2/λ
W 1x ≤ 1/
√
2)2
= 4P0(0 ≤W2/λ ≤ 1/
√
2)2
=
2
pi
(
∫ √λ/2
0
exp(−y2/2)dy)2.
Finally, from the asymptotics of the integral, for small λ, there is a constant c such that
P0(‖Lτ1∧τ−1‖∞ ≤ λ) ≥ P0( sup
x∈[0,2]
Zx ≤ λ) ≥ cλ.
We now continue the proof of Theorem 6.1. With this lemma we can obtain our lower bound
result as
P ν0 (τD ≤ t) ≥
N∏
i=1
ct
2NV ((i− 1)∆,∆) = exp
(
−
N∑
i=1
log
(
2NV ((i− 1)∆,∆)
ct
))
. (6.2)
We note that by scaling and choice of N we have V Ni := 2NV ((i − 1)∆,∆)/ct ≤ c′V (0, 1)
in distribution. Hence, as the logarithmic moments of the volume will exist for all α > 0 we
proceed in the same way as for the convergence result (6.1) to see that there is a C > 0 such
that
N∑
i=1
log+
(
V Ni
) ≤ CN, P-a.s.
Using this in (6.2) we have the lower bound.
We now combine this with the on-diagonal part to establish our quenched heat kernel es-
timate Theorem 1.3. Firstly we give a result connecting the tail of the exit time distribution
with the lower off-diagonal heat kernel estimate.
Lemma 6.3. P-a.s., for every x, y ∈ F , t > 0,
pνt (x, y) ≥ P νx (τy ≤ t/2) pνt (y, y)
Proof. The following proof holds P-a.s. Fix x, y ∈ F , t > 0. Since the heat kernel is continuous,
we have that
pνt (x, y) = lim
ε→0
1
V (y, ε)
P νx (X
ν
t ∈ BR(y, ε))
≥ lim
ε→0
1
V (y, ε)
P νx (τy ≤ t/2) inf
t/2≤s≤t
P νy (X
ν
s ∈ BR(y, ε))
= P νx (τy ≤ t/2) lim
ε→0
1
V (y, ε)
inf
t/2≤s≤t
∫
BR(y,ε)
ps(y, z)ν(dz).
Now, proceeding as at (5.10), we have that, for any z ∈ BR(y, ε) and s ∈ [t/2, t],
pνs(y, z) ≥ pνs(y, y)
(
1−
√
ε
spνs(y, y)
)
≥ pνt (y, y)
(
1−
√
2ε
tpνt (y, y)
)
.
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Thus we have deduced that
pνt (x, y) ≥ P νx (τy ≤ t/2) lim
ε→0
pνt (y, y)
(
1−
√
2ε
tpνt (y, y)
)
,
from which the result follows.
We are now ready to prove Theorem 1.3.
Proof of Theorem 1.3. In a similar way to the derivation of (5.6), conditioning on τm where
m = (x+ y)/2, we have
pνt (x, y) ≤
∫
Hy,x
∫ t/2
0
P νx (τm ∈ ds)pνt/2−s(m, z)pνt/2(z, y)ν(dz)
+
∫
Hx,y
∫ t/2
0
P νy (τm ∈ ds)pνt/2−s(m, z)pνt/2(z, x)ν(dz) := I1 + I2.
For the first term, integrating out z over R and applying Cauchy-Schwarz (as well as the
monotonicity of the on-diagonal part of the heat kernel) yields
I1 ≤
∫ t/2
0
P νx (τm ∈ ds)pνt−s(m, y) ≤ P νx (τm ≤ t)
√
pνt/2(m,m)p
ν
t/2(y, y).
The same bound holds for I2 with x and y reversed. Thus applying our local on-diagonal
estimate (Theorem 4.5(1)) and the tail estimate for the exit time distribution (Theorem 6.1)
we have the upper bound.
For the lower bound we just apply the Lemma 6.3 along with our estimate for the lower
bound on the tail of the exit time distribution (Theorem 6.1) and the local on-diagonal heat
kernel bound (Theorem 4.5(2)).
We also have a Varadhan type estimate.
Corollary 6.4. In the one-dimensional case, there exist constants c1, c2 such that, P-a.s.,
c1|D|1+1/α ≤ lim inf
t→∞ −t
α logP ν0 (τD ≤ t) ≤ lim sup
t→∞
−tα logP ν0 (τD ≤ t) ≤ c2|D|1+1/α, ∀D ∈ R.
Proof. It follows from Theorem 6.1 that the claim holds P-a.s. for a countable set of D, and
hence by monotonicity for all D.
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