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Abstract
An induced forest k-partition of a graph G is a k-partition (V1, V2, . . . , Vk) of V (G) such that each G[Vi ], 1 ik, is a forest.
The vertex arboricity of a graph G is the minimum positive integer k for which G has an induced forest k-partition. In this paper,
we show that the vertex arboricity of planar graphs of diameter 2 is no more than two, and the induced forest 2-partition problem is
NP-complete for graphs of diameter 2.
© 2007 Elsevier B.V. All rights reserved.
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1. Introduction
Graphs considered in this paper are undirected, ﬁnite and simple. For a graph G, its vertex set and edge set are
denoted by V (G) and E(G), respectively. (G) and (G) are used to denote the maximum and minimum degree of G,
respectively. For X ⊆ V (G), the neighbor set NG(X) of X is deﬁned by NG(X)= {y ∈ V (G)\X: there is x ∈ X such
that xy ∈ E(G)}. NG({x}) is written in shorter form as N(x) for x ∈ V (G). If y ∈ N(x), then y is called a neighbor
of x. We deﬁne a short path in a graph to be a path of length at most two. Thus, a graph is of diameter two if and only if
every pair of vertices is connected by a short path. A cycle C in a planar graph is said to be properly separating if there
are at least two vertices in the interior of C and at least two vertices in the exterior of C. An induced forest k-partition
of a graph G is a k-partition (V1, V2, . . . , Vk) of V (G) such that, for each i (1 ik), the induced subgraph G[Vi] is a
forest. Following [6] (see also [4,5]), the vertex arboricity of a graph G, denoted by a(G), is deﬁned as the minimum
positive integer k for which G has an induced forest k-partition. For a given graph G and a positive integer k |V (G)|,
the induced forest k-partition problem asks whether there exists an induced forest k-partition in G. Terminology and
notation not deﬁned here can be found in [1,8].
By Garey and Johnson [8], the induced forest k-partition problem is NP-complete for k3, andWu et al. [18] showed
that the induced forest 2-partition problem is NP-complete even for graphs of maximum degree 5 and is polynomially
solvable for graphs of maximum degree at most 4. Chartrand and Kronk [5] showed that a(G)3 for planar graphs G
and this bound is best possible by exhibiting a planar graph with vertex arboricity 3, they also showed that the vertex
arboricity of an outer planar graph is at most 2. Roychoudhury and Sur-Kolay [14] showed that an induced forest
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3-partition of a planar graph can be found in polynomial time. Wang [17] showed that the linear vertex arboricity of
a planar graph is at most 4. The linear vertex arboricity of planar graphs was further discussed in Poh [13]. Hakimi et
al. [10] discussed a variation of induced forest partition problem of planar graphs in which the vertices of a graph is
partitioned into independent sets and forests. Kronk and Mitchem [12] showed that if a graph G is neither a cycle nor
a clique of odd order, then a(G)/2, and this result was further improved by Catlin and Lai [3]. Other researches
on induced forest partition and vertex arboricity can be found, for example, in [7,9,12,16].
The induced forest 2-partition problem for graphs of diameter 2 is investigated in this paper. The main results are
as follows: the vertex arboricity of planar graphs of diameter 2 is no more than two, and the induced forest 2-partition
problem is NP-complete even for graphs of diameter 2.
2. Planar graphs of diameter 2
To simplify the statements, the planar graphs considered in this section, are assumed, have been embedded in the
plane. Hence, if G is a planar graph, we will treat it as the planar embedding.
Lemma 2.1 (Bondy and Murty [1]). A graph is planar if and only if it contains no subdivision of K5 or K3,3.
Lemma 2.2 (Bondy and Murty [1]). Let G be a maximal planar graph. Then (G)= 3(G)− 6, where (G) and (G)
stand for the numbers of vertices and edges, respectively.
Lemma 2.3. If G is a maximal planar graph and there exist two adjacent vertices x, y in G such that for any u ∈
V (G)\{x, y}, {x, y} ⊆ N(u), then G − {x, y} is a path.
Proof. Suppose H = G − {x, y}. Then H contains no cycle and (H)2. Otherwise, if there is a cycle in H, then G
contains a subdivision of K5, and if (H)3, then G contains a K3,3, both of which contradicts the planarity of G (by
Lemma 2.1). Therefore, each component of H is a path. Let (G) denote the number of components of H. By Lemma
2.2, we have
3(G) − 6 = (G) = 1 + 2((G) − 2) + (G) − 2 − (G)
and arrive at (G) = 1. Thus, the lemma follows. 
Lemma 2.4 (Harary [11]). A graph is outerplanar if and only if it contains no subdivision of K4 or K2,3.
By Lemmas 2.1 and 2.4, we immediately get the following.
Lemma 2.5. Suppose that G is a planar graph, S ⊂ V (G). If the induced subgraph G[S] is a connected graph, then
G[N(S)] is an outerplanar graph.
Lemma 2.6. Let G be a maximal planar graph of minimum degree (G) = 4 and diameter two. Suppose that there
exists a properly separating 3-cycle C in G on vertices x, y and z. Then every vertex in V (G)\{x, y, z} is adjacent to
at least two of x, y and z.
Proof. Partition the vertices in S = V (G)\{x, y, z} into the following two classes:
A = the set of vertices in S in the interior of C,
B = the set of vertices in S in the exterior of C.
Since C is properly separating, |A|, |B|2.
By the fact that G is of diameter 2, N({x, y, z}) = A ∪ B. Suppose that there exists a vertex b ∈ B that is adjacent
to only one of x, y and z, say z. Since b is not adjacent to x or y, a short path from b to every vertex in A must contain
z. Thus, every vertex in A is adjacent to z. Consider the subgraph H of G induced by A ∪ {x, y, z}. H is a maximal
planar graph with more than four vertices. Since V (H)\{z} ⊆ N(z), by Lemma 2.5, H [N(z)] = H − z is a maximal
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Fig. 1. The structure of G uniquely determined in Lemma 2.7.
outerplanar graph. A critical observation is that a maximal outerplanar graph with more than three vertices has at least
two nonadjacent vertices of degree two. Since x and y are adjacent, one of the vertices of degree two in H − z must lie
in A. But then this vertex is of degree three in G, which contradicts the fact that (G) = 4. Hence, every vertex in B is
adjacent to at least two of x, y and z, and by symmetry, every vertex in A is also adjacent to at least two of x, y and z.
Thus, the result follows. 
Lemma 2.7. Let G be a maximal planar graph of minimum degree (G) = 4 and diameter two. Suppose that there
exists a properly separating 3-cycle in G. Then the structure of G (see Fig. 1) is uniquely determined. Furthermore, G
has an induced forest 2-partition.
Proof. Suppose that C is a properly separating 3-cycle in G on vertices x, y and z. Partition the vertices in S =
V (G)\{x, y, z} into the following two classes:
A = the set of vertices in S in the interior of C,
B = the set of vertices in S in the exterior of C.
Since C is properly separating, |A|, |B|2.
If possible, let a be a vertex in A adjacent to all the vertices of C. Suppose that C1 is the 3-cycle on vertices a, x
and y with at least one vertex in its interior. Consider the subgraph G1 of G induced by C1 and its interior. Since C is
properly separating inG, by Lemma 2.6, each vertex in V (G1)\{x, y}must be adjacent to x and y. Thus, by Lemma 2.3,
G1 − {x, y} is a path P. But then one endvertex of P other than a must be of degree 3 in G, a contradiction. Therefore,
by Lemma 2.6, every vertex in A is adjacent to exactly two of x, y and z.
Let e1=xy, e2=yz and e3=zx. Each edge ei , 1 i3, is in a triangular face together with a vertex ai ∈ A. From the
previous discussion, the vertices ai, 1 i3, are distinct. We assert that there are only three vertices in A. Otherwise,
suppose that there exists a vertex a ∈ A\{a1, a2, a3} adjacent to exactly x and y. Let C2 be the 3-cycle on vertices a, x
and y. Then a1 is in the interior ofC2. LetG2 be a subgraph ofG induced byC2 and its interior. SinceC is properly sep-
arating inG, by Lemma 2.6, each vertex in V (G2)\{x, y} must be adjacent to x and y. Thus, by Lemma 2.3,G2 −{x, y}
is a path. Clearly, a1 is an endvertex of that path. But then a1 is of degree 3 in G, a contradiction. Similarly, each edge
ei , 1 i3, is in a triangular face together with a vertex bi ∈ B and the vertices bi are distinct. By the symmetry
of A and B, there are also precisely three vertices in B. Thus, combining the maximal planarity of G with the previ-
ous discussion, the structure of G can be uniquely determined, as illustrated in Fig. 1. Set V1 = {x, a1, a2, b2, b3}
and V2 = {y, z, a3, b1}. One can easily see that (V1, V2) is an induced forest 2-partition of G. Thus, the result
follows. 
Lemma 2.8 (Seyffarth [15]). Let G be a maximal planar graph of diameter two. Then 3(G)4.
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Lemma 2.9. Each maximal planar graph of diameter two has an induced forest 2-partition.
Proof. We prove the result by contradiction. Suppose that G is a minimal counterexample with respect to the number
of vertices. If (G)= 3, then let v be a vertex of degree three. Set G′ =G− v. Then G′ is also a maximal planar graph
of diameter two. By the minimality of G, G′ has an induced forest 2-partition (V ′1, V ′2). Since dG(v) = 3, it is easy to
see that either |NG(v) ∩ V ′1| = 1 or |NG(v) ∩ V ′2| = 1. In the ﬁrst case, set V1 = V ′1 ∪ {v} and V2 = V ′2, and in the
second case, set V1 =V ′1 and V2 =V ′2 ∪{v}. But then (V1, V2) forms an induced forest 2-partition of G, a contradiction.
Therefore, (G)4, and by Lemma 2.8, we must have (G) = 4. By Lemma 2.7 and our hypothesis, there exists no
properly separating 3-cycle in G. Since (G) = 4, we can easily see
Claim 1. Every 3-cycle in G must be the boundary of a face of G.
Let u be a vertex of degree four, and let u1, u2, u3 and u4 be the four neighbors of u. Since G is a maximal planar
graph, we may assume that ui and uj are adjacent for all i, j with i−j ≡ ±1(mod 4). By Claim 1, u1u3, u2u4 /∈E(G).
Further we have the following claims.
Claim 2. u is the only vertex adjacent to all of the vertices ui (1 i4).
If possible, suppose that a certain vertex v other than u is adjacent to all of the vertices ui (1 i4). Let H be a
subgraph ofG induced by {u, u1, u2, u3, u4, v}. One can easily see thatH is already a maximal planar graph. By Claim
1, the only possibility is that V (G)\V (H)=∅. Therefore,G=H . Set V1 ={u, u1, u3} and V2 ={u2, u4, v}. Obviously,
(V1, V2) constitutes an induced forest 2-partition of G, which is contrary to our assumption.
Claim 3. There exists no vertex adjacent to exactly three of the vertices ui (1 i4).
Otherwise, let v be a vertex adjacent to exactly three of the vertices ui (1 i4), say u1, u2 and u3. Consider
the cycles C1 and C2 on vertices u1, u2, v and u2, u3, v, respectively. We may assume that u is in the exterior of Ci ,
1 i2. By Claim 1, there is no vertex in the interior of Ci , 1 i2. Deﬁne a new graph G′ from G by deleting the
vertices u and u2 and adding an edge u4v. Then G′ is still a maximal planar graph of diameter 2. By the minimality of
G, G′ contains an induced forest 2-partition (V ′1, V ′2) with v ∈ V ′1. It sufﬁces to distinguish the following three cases
according to the symmetry of G′.
Case 1: v, u1, u3 ∈ V ′1 and u4 ∈ V ′2. Set V1 = V ′1 and V2 = V ′2 ∪ {u, u2}.
Case 2: v, u1 ∈ V ′1 and u3, u4 ∈ V ′2. Set V1 = V ′1 ∪ {u} and V2 = V ′2 ∪ {u2}.
Case 3: v, u4 ∈ V ′1 and u1, u3 ∈ V ′2. Set V1 = V ′1 ∪ {u, u2} and V2 = V ′2.
No matter which case occurs, one can easily check that (V1, V2) constitutes an induced forest 2-partition of G. This
contradicts our previous assumption.
Claim 4. G contains no adjacent vertices of degree four.
If possible, let v1 and v2 be any two adjacent vertices of degree four. Since G is maximal planar, edge v1v2 is in
exactly two triangular faces, say v1v2x and v1v2y. Let w ∈ N(v1)\{x, y, v2} and z ∈ N(v2)\{x, y, v1}. By Claim 1, it
is easy to see thatw and z are distinct. Therefore, by the maximal planarity ofG, it follows thatwx,wy, zx, zy ∈ E(G).
But we can easily see that it contradicts Claim 2 or 3.
Claim 5. If i − j ≡ ±2 (mod 4), (N(ui) ∩ N(uj ))\{u, u1, u2, u3, u4} = ∅.
Without loss of generality, suppose that u1 and u3 have a neighbor in common other than u, u2 and u4, say v. Set
H = G − u + u1u3. One can easily see that H is also a maximal planar graph of diameter two. Since dG(u) = 4
and uu2, uu4 ∈ E(G), by Claim 4, both u2 and u4 are of degree larger than 4 in G, and so the minimum de-
gree of H is 4. Noting that u1u3v is a properly separating 3-cycle in H and combining this with Lemma 2.7, the
structure of H can be precisely determined (see Fig. 1) by corresponding u1 with x, u2 with a3, u3 with z, u4
with b3 and v with y. Therefore, G (illustrated in Fig. 2) can be obtained from H by a reverse method. By setting
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Fig. 2. The structure of G in Claim 5 of Lemma 2.9.
u
u2
u1
u3
u4
v1
v2v3
v4
Fig. 3. The subgraph contained in G in Lemma 2.9.
V1 = {u1, u2, u4, a2, b2} and V2 = {u, u3, a1, b1, v}, we obtain an induced forest 2-partition (V1, V2) of G. The proof
of Claim 5 is completed.
Let ei = uiui+1, 1 i4, with subscripts taken modulo 4. Each edge ei , 1 i4, is in a triangular face together
with a vertex vi of G other than u. Since u1u3, u2u4 /∈E(G), vi ∈ V (G)\{u, u1, u2, u3, u4}, 1 i4. By Claims 2
and 3, the vertices vi , 1 i4, are distinct. From the previous discussion, it now follows that G contains the subgraph
which is presented in Fig. 3.
Let S = V (G)\{u, u1, u2, u3, u4, v1, v2, v3, v4}. Since G is of diameter two, each vertex in S must be adjacent to at
least one of u1, u2, u3 and u4 in order to be of distance two from u. For each i, 1 i4, set
Ai = {v ∈ S : v is adjacent to ui}.
LetA1={a1, a2, . . . , ap},A2={b1, b2, . . . , bq},A3={c1, c2, . . . , cr} andA4={d1, d2, . . . , ds} such that v4a1, aiai+1,
apv1, v1b1, bj bj+1, bqv2, v2c1, ckck+1, crv3, v3d1, dldl+1, dsv4 ∈ E(G), for 1 ip−1, 1jq−1, 1kr−1,
1 ls − 1. By Claims 1 and 5, one can easily check that, for any i = j , 1 i, j4, Ai ∩Aj = ∅. Now, consider the
graphH obtained fromG by identifying the vertices ofA2∪A3∪A4∪{u, u2, u3, u4, v2, v3}=V (G)\(A1∪{u1, v1, v4})
into a new big vertex, say u∗. Since the distance between u and every vertex in A1 ∪ {v1, v4} is 2, we can easily see
that u1u∗ ∈ E(H) and every vertex in V (H)\{u1, u∗} = A1 ∪ {v1, v4} is adjacent u1 and u∗. By Lemma 2.3, each
component ofG[A1∪{v1, v4}] is a path. SinceG[A1∪{v1, v4}] is connected, it must be a path. Therefore, by symmetry,
G[Ai ∪ {vi−1, vi}] is a path, 1 i4, with subscripts taken modulo 4.
If eachAi=∅ (1 i4), then by themaximal planarity ofG, vivi+1 ∈ E(G), 1 i4, with subscripts takenmodulo
4. Thus, either v1v3 ∈ E(G) or v2v4 ∈ E(G) holds. We may assume that v1v3 ∈ E(G). Let V1 = {u1, u3, v1, v3} and
V2 = {u, u2, u4, v2, v4}. Then (V1, V2) constitutes an induced forest 2-partition of G, a contradiction. Therefore, there
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Fig. 4. The structure G in Case 1 of Lemma 2.9.
exists some Ai (1 i4) such that Ai = ∅, say A1. Since G is of diameter 2, there must exist a short path from every
vertex in A1 to u3. It follows from the fact A1 ∩ A3 = ∅ that N(A1) ∩ (A3 ∪ {v2, v3}) = ∅. There are two cases to be
considered.
Case 1:N(A1)∩A3 = ∅. Let a ∈ A1 and c ∈ A3 such that ac ∈ E(G). If possible, suppose that there is a vertex b in
A2. But, since u4a, u4c, bu1, bu3 /∈E(G), there is no short path from b to u4, contradicting the fact thatG is of diameter
2. Therefore, A2 = ∅. By the symmetry of A2 and A4, we have A4 = ∅. Thus, by the maximal planarity of G, we have
v1v2, v3v4 ∈ E(G). The structure of G is illustrated in Fig. 4. Set S′ = {u, u1, u2, u3, u4}. Then N(S′) = V (G)\S′.
By Lemma 2.5, G[N(S′)] = G − S′ is an outerplanar subgraph of G. Notice the important fact that G − S′ has two
nonadjacent vertices of degree at most two. Since N(A1) ∩ A3 = ∅, the degree of each vertex in A1 ∪ A3 is no less
than three in G− S′. Therefore, one of vertices of degree at most two in G− S′ must lie in {v1, v2, v3, v4}, say v1. Set
V1 = A3 ∪ {u, u1, v1, v2, v3} and V2 = A1 ∪ {u2, u3, u4, v4}. The previous discussions have guaranteed that (V1, V2)
is an induced forest 2-partition of G, a contradiction.
Case 2: N(A1)∩A3 = ∅. In this case, N(A1)∩ {v2, v3} = ∅. Without loss of generality, we may suppose that there
exists some vertex a ∈ A1 adjacent to v2. We distinguish the following two subcases.
Subcase 2.1: A4 = ∅. Let d be any vertex in A4. Since du2, du1, au2 /∈E(G), d must be adjacent to v2 so that
there is a short path from d to u2. Thus, none of the vertices in A1 can be adjacent to v3 for the planarity of G, and
so all the vertices in A1 ∪ A4 must be adjacent to v2. But this forces that there is no short path from any vertex in
A2 to u4 and no short path from any vertex in A3 to u1. Therefore, A2 = A3 = ∅. Thus, by the maximal planarity of
G, we have v1v2, v2v3 ∈ E(G). The structure of G is illustrated in Fig. 5. One can easily check that a1v2dsv4a1 is a
4-cycle in G. By the maximal planarity of G, either v2v4 ∈ E(G) or a1ds ∈ E(G). If v2v4 ∈ E(G), then each vertex
in A1 ∪ A4 ∪ {v1, v3} is of degree four in G. This contradicts Claim 4. Therefore, a1ds ∈ E(G). Now, each vertex in
(A1 ∪ A4 ∪ {v1, v3})\{a1, ds} is of degree four in G. Therefore, by Claim 4 again, we obtain that |A1| = |A4| = 1.
Set V1 = {u, u2, u4, v2, a1} and V2 = {u1, u3, v1, v3, v4, d1}. Then (V1, V2) is an induced forest 2-partition of G, a
contradiction.
Subcase 2.2: A4 = ∅. If A2 = ∅, then, for each b ∈ A2, since bu4, bu1, u4a, u4v2 /∈E(G), there is no short path
from b to u4, a contradiction. Therefore, A2 = ∅. If A3 = ∅, then, for each c ∈ A3, since the distance from c to u1 is
2, we must have N(c) ∩ (A1 ∪ {v1, v4}) = ∅. If N(A3) ∩ A1 = ∅, then this situation is the same as the one described
in Case 1, with the roles of A3 and A1 reversed. Hence, for a ∈ A1 and c ∈ A3, ac /∈E(G). Since av2 ∈ E(G),
by the planarity of G, we must have cv4 ∈ E(G), which forces each vertex in A1 to be adjacent to v2. The structure
of G is presented in Fig. 6. Since a1v2c1v4a1 is a 4-cycle in G and a1c1 /∈E(G), by the maximal planarity of G, we
must have v2v4 ∈ E(G). Then each vertex in A1 ∪ A3 ∪ {v1, v3} is of degree four in G. This contradicts Claim 4.
Therefore,A2 =A3 =A4 =∅. Then by the maximal planarity ofG, we have v1v2, v2v3, v3v4 ∈ E(G). If aiv2 ∈ E(G),
1 ip − 1, by the planarity of G, we have ajv3 /∈E(G), i + 1jp. If A1 ∪ {v4} ⊆ N(v2), then each vertex in
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Fig. 5. The structure G in Subcase 2.1 of Lemma 2.9.
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Fig. 6. The ﬁrst structure G in Subcase 2.2 of Lemma 2.9.
A1 ∪ {v1} is of degree four in G. This contradicts Claim 4. By symmetry, A1 ∪ {v1}N(v3). Therefore, there exists
exactly one vertex inA1, say ak (1kp), such that each vertex in {a1, a2, . . . , ak} is adjacent to v3 and each vertex in
{ak, ak+1, . . . , ap} is adjacent to v2. The structure of G is presented in Fig. 7. One can easily check that each vertex in
{v4, a1, a2, . . . , ak−1}∪{ak+1, ak+2, . . . , ap, v1} is of degree four and ak is of degree ﬁve inG. By Claim 4, we deduce
that |A1| = 1. Set V1 = {u, u2, u4, v2, a1} and V2 = {u1, u3, v1, v3, v4}. Then (V1, V2) is an induced forest 2-partition
of G, a contradiction.
In all cases we arrive at a contradiction. Thus, the result follows. 
For a planar graph G of diameter 2 with |V (G)|3, let G∗ be a maximal planar graph containing G as a spanning
subgraph. Obviously, either G∗ =Kr (r = 3, 4) or G∗ is a maximal planar graph of diameter 2. In either case, we have
a(G∗)2 by Lemma 2.9. By the fact that a(G)a(G∗), we obtain our main result.
Theorem 2.10. If G is a planar graph of diameter two, then a(G)2.
Corollary 2.11. If G is a planar graph of diameter two other than a star, then a(G) = 2.
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Fig. 7. The second structure G in Subcase 2.2 of Lemma 2.9.
3. A note on the NP-completeness
We show in this section that the induced forest 2-partition problem is still NP-complete for graphs of diameter 2.We
use the following problem for the transformation.
Given a set of Boolean variables X = {x1, x2, . . . , xn} and some clauses C1, C2, . . . , Cm such that Ci ⊆ X, |Ci | =
3, i = 1, 2, . . . , m. Is there a truth assignment for X such that each clause Ci has exactly one true literal?
We call this problem the “no negated literal one-in-three 3-satisﬁability” problem. It will simply be called special
3-SAT problem in the sequel.
Lemma 3.1 (Garey and Johnson [8]). Let P and Q be two decision problems. If P is in NP, Q is NP-complete, and Q
can be polynomially transformed into P, then P is also NP-complete.
Lemma 3.2 (Garey and Johnson [8]). Special 3-SAT problem is NP-complete.
Theorem 3.3. The induced forest 2-partition problem for graphs of diameter 2 is NP-complete.
Proof. The problem is clearly in the class NP. To prove its NP-completeness, we will show that it can be polynomially
transformed from the known NP-complete special 3-SAT problem.
Given an instance of special 3-SAT problem:
X = {x1, x2, . . . , xn},
C1, C2, . . . , Cm ⊆ X,
|Ci | = 3, i = 1, 2, . . . , m.
Without loss of generality, we can suppose that
⋃m
i=1 Ci = X. Now we construct an instance (i.e., a graph G) of the
induced forest 2-partition problem for graphs of diameter 2 as follows:
G = T ∪
(
m⋃
i=1
(Fi ∪ F ′i )
)
∪
⎛
⎝ n⋃
j=1
Hj
⎞
⎠+ E0,
where T, Fi’s, F ′i ’s and Hj ’s are mutually vertex disjoint subgraphs, and E0 is an edge subset. The following gives
the deﬁnitions of T , Fi, F ′i , Hj and E0. T is a complete graph with vertex set {u1, u2}. For 1 im, Fi and F ′i ,
corresponding to the clause Ci = {xj , xk, xl}, are two complete graphs with vertex sets {vi[xj ], vi[xk], vi[xl]} and
{v′i[xj ], v′i[xk], v′i[xl]}, respectively. For 1jn, Hj =H(y1[xj ], y2[xj ]), corresponding to the Boolean variable xj ,
is an empty graph with vertex set {y1[xj ], y2[xj ]}.
E0 = E1 ∪ E2 ∪ E3 (disjoint union),
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where
E1 = {(u1, v) : v ∈ V (Fi ∪ F ′i ) ∪ V (Hj ), 1 im, 1jn},
E2 = {(u2, yk[xj ]) : 1jn, 1k2},
E3 = {(vi[xj ], yk[xj ]), (v′i[xj ], yk[xj ]) : xj ∈ Ci, 1 im, 1jn, 1k2}.
We can easily see that the construction can be done in polynomial times, and G is a graph of diameter 2. In the
following, we will show that the instance of special 3-SAT problem has a solution if and only if the instance of our
problem has a solution.
If the instance of special 3-SAT problem has a solution, we set
X1 = {xj ∈ X : xj is true}.
Then |Ci ∩X1| = 1, for i=1, 2, . . . , m. Now we partition the vertices ofG into two subsets V1 and V2 by the following
method:
(1) Set u1 ∈ V1, u2 ∈ V2.
(2) If xj ∈ Ci ∩ X1, then set
vi[xj ], v′i[xj ] ∈ V1, yk[xj ] ∈ V2
for i = 1, 2, . . . , m, j = 1, 2, . . . , n and k = 1, 2.
(3) If xj ∈ Ci\X1, then set
vi[xj ], v′i[xj ] ∈ V2, yk[xj ] ∈ V1
for i = 1, 2, . . . , m, j = 1, 2, . . . , n and k = 1, 2.
For the current vertex subsets V1 and V2, it is obvious that V1 ∩ V2 = ∅, V1 ∪ V2 = V (G) and each G[Vi] (i = 1, 2)
is a forest. Thus, (V1, V2) forms an induced forest 2-partition of G.
Conversely, if the instance of the induced forest 2-partition problem for graphs of diameter 2 has a solution, i.e.,
there is an induced forest 2-partition (V1, V2) of G, then without loss of generality, we can suppose that u1 ∈ V1. Thus,
we have the following claims.
Claim 1. For each Ci , there is a unique xj ∈ Ci such that vi[xj ] ∈ V1.
In fact, sinceFiK3, |V (Fi)∩V1|1. By noticing thatV (Fi) ⊆ N(u1) and u1 ∈ V1, wemust have |V (Fi)∩V1|=1.
Hence, the result follows.
Similar to Claim 1, we have
Claim 2. For each Ci , there is a unique xj ∈ Ci such that v′i[xj ] ∈ V1.
Claim 3. u2 ∈ V2.
Otherwise, u2 ∈ V1. Since the vertex subset {u1, u2, v}, v ∈ V (Hj ), 1jn, induces a complete graph with
three vertices, we obtain that each vertex of Hj is in V2. By Claims 1 and 2, for each Ci , there must exist vertices
vi[xj ] ∈ V (Fi) and v′i[xj ] ∈ V (F ′i ) such that vi[xj ], v′i[xj ] ∈ V2, and by the deﬁnition ofE3, V (Hj ) ⊆ N(v)∩N(v′).
But then the vertex subset {vi[xj ], v′i[xj , y1[xj ], y2[xj ]} induces a cycle in G[V2], a contradiction.
Claim 4. For each Ci , there is a unique xj ∈ Ci such that vi[xj ], v′i[xj ] ∈ V1.
In fact, by Claims 1 and 2, we only need to prove that if vi[xj ] ∈ V1, then v′i[xj ] ∈ V1. Otherwise, there exists
some Ci such that xj ∈ Ci , vi[xj ] ∈ V1 and v′i[xj ] ∈ V2. Since u1, vi[xj ] ∈ V1 and the vertex subset {u1, vi[xj ], v},
v ∈ V (Hj ), induces a complete graph with three vertices, we obtain that each vertex ofHj is in V2. But then, the vertex
subset {u2, y1[xj ], y2[xj ], v′i[xj ]} induces a cycle in G[V2], a contradiction.
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Let
X1 = {xj ∈ X: there is some Ci such that xj ∈ Cj and vi[xj ] ∈ V1}.
Claim 5. |Ci ∩ X1| = 1, for i = 1, 2, . . . , m.
Otherwise, there exists some Ci such that |Ci ∩ X1|2. By Claim 1, we can suppose that xj , xk ∈ Ci ∩ X1 are two
distinct variables such that vi[xj ] ∈ V1 and vi[xk] ∈ V2. According to the deﬁnition of X1, there also exists some Cl
such that xk ∈ Cl and vl[xk] ∈ V1. By Claims 1, 2 and 4, we have v′i[xk] ∈ V2 and v′l[xk] ∈ V1. Since u1, vl[xk] ∈ V1
and the vertex subset {u1, vl[xk], v}, v ∈ V (Hk), induces a complete graph with three vertices, we obtain that each
vertex of Hk is in V2. But the vertex subset {vi[xk], v′i[xk], y1[xk], y2[xk]} induces a cycle in G[V2], a contradiction.
For each variable xj ∈ X1, we assign xj the truth value true, and for each variable xj ∈ X\X1, we assign xj the
truth value false. Then we get a solution for the instance of special 3-SAT problem.
The above discussion shows that the induced forest 2-partition problem of graphs of diameter 2 is NP-complete.
This completes the proof. 
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