What is the place of emotion in intelligent robots? Researchers have advocated the inclusion of some emotion-related components in the information-processing architecture of autonomous agents. It is argued here that emotion needs to be merged with all aspects of the architecture: cognitive-emotional integration should be a key design principle.
Emotional Robots?
In an episode of the HBO Westworld series, a human is interrogating Dolores, a central character of the show. Her answers are charged with emotion, they convey a deep feeling of confusion and anxiety. The examiner then commands: 'cognition only'; Dolores continues without any trace of emotion. Dolores is a 'host' (how the humanoid robots are called) at Westworld, a theme park created for the entertainment of humans who are free to kill or have sex with them.
In building an intelligent robot it might seem best to focus on its cognitive capacities, perhaps disregarding emotion entirely, or including only as much emotion as necessary. If emotion is included, to avoid 'emotional interference', the design would allow the cognitive module to downregulate emotion as desired ( Figure 1A ).
It is argued here, instead, that cognition and emotion need to be intertwined in the general information-processing architecture ( Figure 1B ). The contention is that, for the types of intelligent behaviors frequently described as cognitive (e.g., attention, problem solving, planning), the integration of emotion and cognition is necessary. The proposal is based on a growing body of knowledge from brain and behavioral sciences [1] [2] [3] [4] .
Knowledge about anatomy and physiology indicates that emotion and cognition are closely intertwined [5] . Anatomical and functional studies reveal that brain regions are massively interconnected [6, 7] . In particular, the brain basis of emotion has been suggested to involve largescale cortical-subcortical networks that are distributed and sensitive to bodily signals [5] . The high degree of signal distribution and integration in the brain provides a nexus for the intermixing of information related to perception, cognition, emotion, motivation, and action. Importantly, the functional architecture consists of multiple overlapping networks that are highly dynamic and context-sensitive. Furthermore, adopting a largescale network perspective to brain organization [5] [6] [7] helps to clarify why some brain structures, such as the amygdala, are thought to be important for emotion: they are important hubs of large-scale connectivity systems. It also illuminates why the impact of emotion is so wideranging -it is not possible to impact emotion without affecting perception and cognition.
Perceptual and Executive Competition
Objects in the environment compete for limited perceptual processing capacity and control of behavior. Because processing capacity for vision is limited, selective attention to one part of the visual field comes at the cost of neglecting other parts. Thus, a popular notion is that there is competition for resources in visual cortex.
One way in which competition can be understood is via the concept of a priority map [8] which contains representations of spatial locations that are behaviorally important. Priority maps have been identified in the multiple brain regions, including frontal and parietal cortex, as well as in superior colliculus and the pulvinar nucleus in the thalamus. Traditionally, 'bottom-up' factors (such as stimulus salience) and 'top-down' factors (such as goal relevance) were emphasized as the major inputs to determine priority. Newer evidence shows that we must add affective significance [9] (e.g., based on the pairing of a stimulus with aversive events) and motivational significance [10] (e.g., based on the link between actions and rewards) to these inputs. In the brain, multiple mechanisms embed affective and motivational significance, as well as stimulus-and goal-related factors, into perception [3] . In particular, perceptual competition involves interactions between regions important for attention (in frontal and parietal cortices, for example) and those that are particularly tuned to the evaluation of affective and motivational value.
Executive control refers to operations involved in maintaining and updating information, monitoring conflict and/or errors, resisting distracting information, inhibiting prepotent responses, and shifting mental sets. A useful way to conceptualize executive control is in terms of a set of mechanisms needed for functions such as inhibition, updating, and shifting [11] . These mechanisms are not independent, however, because when a given mechanism is necessitated it will not be available to other operations and interference will ensue, possibly compromising performance. In other words, we can conceptualize this interdependence as a form of executive competition.
Dealing with an emotional stimulus or situation requires the types of behavioral adjustments that characterize executive function. For example, updating might be needed to refresh the contents of working memory, shifting might be recruited to switch the current task set, and inhibition might be invoked to cancel previously planned actions. In this manner, executive functions are coordinated in the service of emotional processing and, if temporarily unavailable to additional task requirements, performance could be compromised -and the stronger the emotional manipulation, the stronger the interference. A simple laboratory example illustrates these ideas. Suppose a participant is performing an effortful task and a change of background color signals that she will receive a mild shock sometime in the next 30 seconds. The participant may update the contents of working memory to include the 'shock possible' information. In addition, the participant may shift processing between the execution of the cognitive task and 'monitoring for shock' every few seconds. Now, if another cue stimulus indicated that shock would be delivered in the next second, the participant might temporarily inhibit responding to the task to prepare for the shock. In other words, dealing with the emotional situation necessitates the same types of executive functions considered to be the hallmark of cognition.
Importantly, the intensity of the emotional stimulus (or context) determines if it will improve or hinder behavioral performance. Moderate intensity, in particular, allows processes to be devoted to the situation at hand, improving performance. However, if the intensity is sufficiently high, processes may be temporarily unavailable to handle some of the aspects of the situation adequately (such as successfully executing the effortful task above).
Cognitive-Emotional Architecture
In the past two decades a steady stream of researchers have advocated the inclusion of emotion-related components in the general information-processing architecture of autonomous agents ( [12] [13] [14] , see contributions in [15] ). One type of argument is that emotion components are necessary to instill urgency to action and decisions. Others have advocated emotion components to aid understanding emotion in humans, or to generate human-like expressions [13] . In this literature, including affect is frequently associated with the addition of an emotion module that can influence some of the components of the architecture.
The framework advanced here goes beyond these approaches and proposes that emotion (and motivation) need to be integrated with all aspects of the architecture. In particular, emotion-related mechanisms influence processing beyond the modulatory aspects of 'moods' linked to internal states (hunger, sex-drive, etc.). Emotion can be thought of as a set of valuating mechanisms that help to organize behavior, for instance by helping take into account both the costs and benefits linked to percepts and actions. At a general level, it can be viewed as a biasing mechanism, much like the 'cognitive' function of attention. However, such conceptualization is still overly simplistic because emotion does not amount to merely providing an extra boost to a specific sensory input, potential plan, or action. When the brain is conceptualized as a complex system of highly interacting networks of regions, we see that emotion is interlocked with perception, cognition, motivation, and action. Whereas we can refer to particular behaviors as 'emotional' or 'cognitive', this is only a language short-cut. Thus, the idea of a biasing mechanism is too limited. From the perspective of designing intelligent agents, all components of the architecture should be influenced by emotional and motivational variables (and vice versa). Thus, the architecture should be strongly nonmodular.
The Dolores Test
Let us consider the humanoid robots of Westworld again. In the scene described, the central humanoid character was asked to consider and describe her situation by using cognition only. Could a human 'lose all emotion' and describe complex events without a trace of affect, as Dolores did? The present framework indicates that the answer is 'no'. Unlike Dolores, humans cannot lose all emotion and simply proceed cognitively. The brain is organized such that the mind does not behave in this manner.
But Dolores is not human, she is a robot. Could a sophisticated artificial intelligence be built with separate cognitive and emotional modules? I contend that such a humanoid would be a far cry from the complex hosts of the series, whose behaviors are only possible when emotion and cognition are intertwined. Could this prediction be tested? It is possible to consider an extended version of the Turing test. Call it the Dolores test: by observing behaviors as humanoids interact with both other humanoids and humans, humans and humanoids would be confused with each other only if the latter were built according to a sufficiently integrated cognitive-emotional architecture ( Figure 2 ).
To conclude, the central argument described here is not that emotion is needed -the answer is 'yes' -but that emotion and motivation need to be integrated with all information-processing components. This implies that cognitive--emotional integration needs to be a principle of the architecture. In particular, emotion is not an 'add on' that endows a robot with 'feelings', allowing it, for instance, to report or express its internal state. It allows the significance of percepts, plans, and actions to be an integral part of all its computations. Future research needs to integrate emotion and cognition if intelligent, autonomous robots are to be built. A recent paper by Kiyonaga and colleagues [1] provides an overview of the ways in which information carries over on a trial-to-trial basis (i.e., serial dependence) in vision. In light of this, consideration is given to how the auditory system deals with sequential processing. In contrast to the visual domain, auditory serial dependence may be free with respect to the need for attention, fast in terms of the availability of attractive connections between the past and present, and featureless in terms of the complexity of information carried forward.
The idea that the nature of the sensory input, resultant computations, and the eventual response required in a previous moment impacts on the processing of the present moment has a long lineage in experimental psychology. Historical observations dating back to at least 1953 regarding 'repetition effects' (e.g., Figure 2 . The Dolores Test. The test captures the idea that cognition and emotion need to be integrated for intelligent behaviors: by observing humanoids interacting with both other humanoids and humans, humans and humanoids would be confused with each only if the humanoid information-processing architecture is sufficiently integrated. In this depiction of a scene from Westworld, Dolores interacts with two humans (one tied to the chair, another standing to her right), and is watched by two other humanoid robots.
