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Abstract 
This research developed a web-based reasoning 
of mathematical situation word problems using the 
natural language processing technology. Our system 
provided the steps of morphological analysis, syntax 
analysis, semantic analysis and rule judgment to infer 
the semantic structure and operational structure of 
situation word problems. It also adopted the 
language of MathML and SVG to provide the 
web-based illustration of solving procedure in 
mathematical situation word problems. 
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1.  Introduction 
In the mathematical education of elementary 
schools, the situation word problems are applied to 
daily life situation as the initial stage of learning. It is 
used to examine students’ mathematical solving 
ability. It also can increase pupils’ interest and 
promote the effect of learning. 
But daily life situation is complicated and 
changeable, situation word problems are difficult to 
learn for students. Therefore, many researches 
indicated that students improve the reasoning ability 
by way of information technologies and adopt 
appropriate strategies to solve problems. With the 
help of information technology, our research also 
hoped to increase students’ learning motivations and 
achievements and develop mathematical solving 
abilities of knowledge aspects. 
Owing to the limitations of HTML mathematics 
equations on the webpage, there were few successful 
instructive systems to implement mathematics 
solving and reasoning on the webpage in the past. In 
view of this, this research combined the natural 
language processing technology by means of such 
steps as morphological analysis, syntax analysis, and 
semantic analysis to make an inference for the 
semantic and mathematical structure of the situation 
word problem. It adopted the language formulation 
technology of Mathematical Makeup Language 
(MathML) and Scalable Vector Graphics (SVG) in 
the eXtensible Makeup Language (XML) application 
technology field. In order to represent the 
mathematical processes and results of the situation 
word problem reasoning on the webpage, it changed 
the mathematical structure into the documental 
metadata of MathML and SVG dynamically. 
This research applied the natural language 
processing technology in the artificial intelligence 
field. It decomposed the situation word problem 
several narrative sentences and analyses the structure 
of narrative sentences. Then it is understood the 
structure of semantics and the process of solving 
situation word problem reasoning. According to 
relevant research, analysis of the natural language 
and understanding the process are a level course, the 
modern linguists divide this course into 3 levels: 
1. Morphological analysis: The main purpose of 
morphological analysis is to find out and make up 
each morpheme of the vocabulary and then obtain 
linguistics information from it. 
2. Syntax analysis: Syntax analysis is to analyze 
the structure of the sentence and phrase. The purpose 
of syntax analysis is to find out the interaction of 
words and phrase, etc which play role in the sentence 
and to express with a kind of hierarchical structure. 
3. Semantic analysis: Semantic analysis is to 
find out the meaning of words, the meaning of 
sentences, and the meaning of combination so as to 
confirm the real meaning or concept that linguistics 
express. 
Analysis of the natural language and 
understanding the process by way of this kind of 
level division indeed contribute to offer the computer 
machine to be understood by the syntax rules and key 
element of the composition in a better way. 
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352.  Methods of reasoning for 
problem-solving 
The proceeding procedure of reasoning for 
solving situation word problems is mainly finished by 
four procedures as following: 
z  Syntax analysis of the situation word 
problem: Narrative sentences punctuate the situation 
word problem and then analyze the composite 
structure of the sentence so as to understand their 
composite rules of morphological feature. 
z  Understanding semantics of narrative 
sentences: it utilizes searching function to match the 
meaning of the keyword so as to be understood 
semantic concepts narrative sentences expressed. 
z  Mathematics structure reasoning: 
according to model relations of knowledge 
representation in the narrative sentences to 
understand semantics structure, it can be derived out 
mathematics structure that solving problems needed. 
z  Mathematical procedure representing: It 
is derived out the mathematical structure and then it 
changes into the mark element of MathML. 
Furthermore, it proceeds to mathematical reasoning 
and to represent the procedure of mathematics. 
2.1.  Sentence structure analysis of the 
situation word problem 
Chinese Broken Interrupt Phrase (CKIP) 
This research explores the Chinese Broken 
Interrupt Phrase (CKIP) and the marking tool of the 
phrases that Taiwan Academia Sinica Institute 
researches and develops [3] while utilizing and 
performing broken phrases of the situation word 
problem and adding the marks of the broken phrases 
behind the words, as example 1 shows: 
 
Example 1: On the tree (Na) There is (V_2) 27 
(Neu) Unit (Nf) Apple (Na) , (COMMACATEGORY) 
Quilt (P) Pluck (VC) (Di) 9 (FW) Unit (Nf) And then 
(Ng) , (COMMACATEGORY) Return (D) Left (VJ) 
How Many (Neu) Unit (Nf) ? 
(QUESTIONCATEGORY) 
Paragraph in the situation word problem 
The situation word problem usually consists of 
complex sentences that several simple sentences form 
and each simple sentence composed the complex 
sentence calls ' the paragraph '. It is universally 
formal to write and to show the pronunciation broken 
among the paragraphs with the comma, branch or 
question mark, and so the situation word problem 
regards these three kinds of punctuation marks as the 
basis of punctuating, as example 2 shows: 
Example 2: Cathy has 5 candies and Judy has 3 
candies. Could you tell me how many candies two 
people have in all altogether?   
Example 2 has two commas and a question mark, 
and so separates into three paragraphs. Each 
paragraph is a kind of sentence structure relation 
formed by two pieces of composition with a subject 
and a predicate. The subject is the target stating it and 
the predicate is used to describe the subject. For 
example: Cathy / have 5 candies. On the right of 
oblique line is the subject and on the left of oblique 
line is the predicate. The sentence structure is call ' 
subject and predicate structure '. If the predicate is to 
regard a verb as the centre of stating sentence, it is 
called the verb predicate. This kind of sentence 
structure is also named ' narrative sentence '. 
Filter the rules of phrases 
After the situation word problem through CKIP 
broken phrases and adding the mark of phrases, some 
parts of phrases usually have nothing to do with 
reasoning and solving a problem. For example: ' How 
many is the strawberry now? ' Among the words of 
the sentence, 'now' is called 'adjective' but it is 
helpless to  understand the meaning of the question, 
and so can be omitted. Filtering these parts of phrases 
can decrease the difficulties to change paragraphs 
into the degree of knowledge expressive method and 
can simplify the structure of narrative sentences 
further.  
Amalgamate the parts of phrases 
Amalgamating the associated semantics of the 
marking phrases in the situation word problem can 
also decrease the difficulties to change paragraphs 
into the degree of knowledge expressive method and 
simplify the structure of narrative sentences further.   
Change marks 
In order to prevent some marks of the same 
English prefix letters from causing interpretation 
mistakes, so changing marks is used to change the 
mark of the same English prefix letters of phrases. It 
can be expressed correctly the sentence structure so 
as not to be obscured.   
Simplify marks 
It is extracted the first letter of marking phrases 
to make up into the sentence structure from all parts 
of phrases of the narrative sentence. For example: On 
the tree (Na) There is (V_2) 27 (Neu) Unit (Nf) 
Apples (Na) . After simplifying the marks, it is made 
up: NVFQN. Except for simplifying the structure of 
narrative sentences, it can be applied to more 
different narrative sentences.   
The matching of the sentence structure 
Natural languages are much diversified and 
words are often full of various kinds of ambiguous 
phenomena, the same vocabulary in different 
linguistic context is different semantics and therefore 
36 36it corresponds to be needed a lot of kinds of sentence 
structure models. This research adopted the mapping 
principle. It matched the models of sentence 
structures by means of the structure of narrative 
sentences. If succeeding in matching the models of 
sentence structures, it can make use of morphological 
feature codes to set phrases in order to achieve the 
purpose of understanding the semantics of the 
sentences. 
It regarded narrative sentences as the 
categorized target at first. The phrases of the sentence 
structures, including subject, time nouns, preposition, 
adverb and verb, put in order into the sentence 
structure type of the beginning sentence.   
According to the sentence structure 
classification of narrative sentences above, the 
morphological feature that we may form the subject, 
object and complement is made. It integrated the 
morphological feature, such as subjects, objects and 
complements, into sentence structure types.   
Next, the syntax parsing tree established by 
grammatical structures of narrative sentences, which 
begin separately with S（Subject）, D（Adverb）, O
（Object） ,and C （Complement） , will be used as the 
basis for the following analysis. It can be seen from 
Figure 1: 
Figure 1：Syntax parsing tree diagram 
In syntax parsing tree, using S（Subject）as the 
main tree, and others as subtrees. Every tree have a 
lot of branches, every branch represents a kind of 
grammatical structure. So, if successful to track out 
one branch, it has been identified a narrate sentence. 
If the tracking fails, it can be declared that it is unable 
to identify the narrative sentences. (It is defined as 
narration sentence that is irrelevant to reason with 
problem-solving in this research). The branch 
contains two nodes, ○ expresses  the state of the 
current phrase, and ◎ expresses  the state of 
shifting. The arrow between the nodes shows the 
direction of tracks, the numbers on the upper right of 
the node indicate phrase codes. The defining of 
phrase codes are: 0=Noncoding, 1=Verb or Adverb, 
2=Noun or Subject, 3= Numeral, 4= Quantity, 5= 
Noun or Object. 
The way of syntactic analysis of narrative 
sentence is first to track from the main tree, when 
meeting the single circle node (current state) the 
tracking go downwards. If meeting a pair of circles 
node (shifting state) the tracking shifts to other 
subtrees. For example, the narrative sentence” 爸爸
(Na)又(D)捉來(VC)4(FW)隻(Nf)蝴蝶(Na)”. The 
structural mark of it is “NDVFQN”. According to the 
sequence of structural mark, start searching from the 
main tree Subject first, choose the first node   and 
start tracking. The sub-node of   node  is   and 
.  The   and the second marking "D" of the 
structure do not match, so choose to shift the node to 
the subtree Adverb. And then the tracking directions 
are nodes  、 ,    is the shift node, so shift the 
subtree    Object. Finally, follow the node  、 、
 to complete the track of narrative sentence. The 
tracking process of phrase codes will be recorded in 
the variable (This example is 211345). 
2.2.  Narrative sentence linguistic 
understanding 
Schank (1973) proposes a conceptual 
dependency theory, and uses little semantic primitive 
to express and organize the notions, simplified action 
as the basic form to reason. His work uses the 
condition symbols and the relation symbols to 
concept the semantic of narrative sentence. This 
study adopts the concept map to express the narrative 
sentence in the relation between the Subject, 
Predicate Verb and the Numeral, Quantity and Noun 
within the Object composition. Concept map is a kind 
of graph knowledge expression methods that are 
foundation in the semantic network. It is made up 
with concept nodes (rectangle) and relative nodes 
(oval). Concept nodes express a concept, physical or 
attribute. Relative nodes express the relationship 
between concepts. In addition, the relative mark SUB 
indicates the action sends out (Subject), the NUM 
indicates the size of the condition value, the UNIT 
indicates the unit of the condition value, the OBJ 
indicates the action is moved (Objective). As 
aforementioned, ”小明有 5 顆糖果”, to transfer to 
concept map, as shown in Fig. 3. 
Figure 2: Concept map of narrative sentence 
Concept map and nature language sentence 
exists one-to-many mapping relationship. In order to 
37 37operate reasoning engine, we transfer concept map to 
a kind of line method, which is defined as following: 
[有(SUB:小明)(NUM:5)(UNIT:顆)(OBJ:糖果)] 
2.3.  Computation Structures reasoning 
In order to setup rule-based execution function, 
first of all, according to different problem types we  
set up the rule judgment, and classify them into rules. 
Each rule has its own triggering mechanisms and 
execution functions. And then the word problem 
would be inferred by the operational structure 
according to these rules.   
We use the fact or condition to carry out the rule 
judgment inference mechanism of knowledge. If the 
fact or conditions match the rule that is defined 
before and in the rule-base, it can immediately infer 
the related conclusion or other fact. The fundamental 
rules are in the following: 
If (triggering mechanism) Then (execute 
action)  → If satisfied ”triggering mechanism” 
Then “execute action” 
The question type of general world problem in 
single step has three phrases. Through the 
classification of the problem type, the relationship of 
semantic between each phrase in world problem can 
be analyzed and the operational structural reasoning 
can be operated. 
 Example 3: There had been 6 eggs in the 
refrigerator, mother bought back 4 again, and how 
many eggs were there in the refrigerator? 
Because different problem types have different 
semantic structures, sometimes it has to distinguish 
from the interrogative sentence, and then sometimes 
it has to distinguish by the condition sentence, so the 
inference of operational structure has to adopt the 
two-way reasoning mechanism. As example 3, the 
Predicate Verb of phrase 1 “有” can't judge the 
intention of narrative sentence, so store the numerical 
condition ' 6個雞蛋' in the register. And the Predicate 
Verb of phrase 2 "又買回" describes increase, so the 
type of example 3 belongs to Adding-on Concept. 
Adding the numerical condition in phrase 1 and 
phrase 2 together can get the answer of problem. The 
inferences procedure is according to the condition 
sentence to infer the answer of problem, so it would 
be adopted the forward reasoning mechanism. As 
example 2, the Predicate Verb of 小明 and  小華 in 
phrase 1 and phrase 2 is “有”, it can’t judge the 
intention of the problem. Until the Predicate ” 合起
來” in the question sentences of phrase 3 to judge the 
problem type belongs to Combining Concept. The 
problem type using the question sentences to inverse 
reason, it must adopt the backward reasoning 
mechanism. 
3.  Presentation of operation procedure 
This study uses MathML Markup Language to design 
“Present the Label Conversion Module ” and transfer 
the operational structure to the appearance label of 
MathML.  
The expression that produces after world 
problem solving reason is infix notation. And the 
content label of MathML was ordered by prefix 
notation. Consequently, this study designed “Content 
Label Conversion Module” to carry on the 
conversion. For example, fraction expression 
34
88
X + =
, using the Content Label Conversion 
Module to transfer the content label of MathML. As 
Figure 3 shown: 
Figure 3: Transfer 
34
88
X + =
 to the content label of 
MathML 
Because of the restriction of the MathML label 
format, it can’t present the process of vertical-type 
operation. We adopt SVG (Scalable Vector Graphics) 
to design the “SVG Vertical-type Present Module” 
and to present the process of vertical-type operation. 
The process of vertical-type of multiplication and the 
example programs are presented in Table 1. 
Table 1: SVG vertical-type of multiplication 
SVG 
vertical-type of 
multiplication 
 
Programs 
<?xml version="1.0" standalone="no"?> 
<!DOCTYPE svg PUBLIC "-//W3C//DTD SVG 1.1// 
 EN"  "http://www.w3.org/Graphics/SVG/1.1/ 
 DTD/svg11.dtd"> 
<svg width="200" height="180" 
 xmlns:xlink=http://www.w3.org/1999/xlink 
38 38 xmlns="http://www.w3.org/2000/svg"> 
<title>Times SVG Expression</title> 
<g id="g1" transform="translate(70,20)"> 
  <text id="textG" x="20" text-anchor="end" 
startOffset="0"> 
  <tspan  x="20"  dy="">18</tspan> 
  <tspan  x="20"  dy="20">×  13</tspan> 
  <tspan  x="5"  dy="20" 
text-anchor="middle"> 
--------</tspan> 
  <tspan  x="20"  dy="20">54</tspan> 
  <tspan  x="8"  dy="20">18</tspan> 
  <tspan  x="5"  dy="20" 
text-anchor="middle"> 
--------</tspan> 
  <tspan  x="20"  dy="20">234</tspan> 
 </text> 
</g> 
</svg> 
4.  Conclussion 
This study provided the hierarchy steps of the 
morphological analysis, syntax analysis, semantic 
analysis to infer the semantic structure and 
operational structure of situation word problem. Then 
the results of operation were transferred to the 
content label of MathML to execute the reasoning 
operation. At the same time, it dynamically converted 
operational structure to appearance label of MathML 
and the document of SVG and provided the 
web-based illustration of process and result of 
horizontal-type and vertical-type operation. The 
results indicated that through the solving procedure in 
world problem and the relevant research of modeling, 
we can validate the feasibility of the proposed 
methods in the thesis. 
Although from the research of the related 
theories, there has been the good result in reasoning 
of solving problem modeling. Due to the natural 
language is expressed ambiguously, and the variety of 
the type of world problem, it also increased the 
complications and the difficulty on the reasoning. For 
this reason, in the process of reasoning of solving 
problem modeling, the method should be revised at 
any time to improve the correct rate of the modeling 
result of the reasoning of solving problem. The 
revised methods are as follow: 
1. The world problem applied the Chinese word 
segmentation system to tag the part-of-speech and 
often fail to consider the relation of the context. The 
frequency of the part-of-speech tagging was quite 
high and lead to ambiguity. Therefore, it still has to 
adjust the tag manually to complete the world 
problem of part-of-speech tagging and to express the 
semantic of the world problem and to promote the 
efficiency of reasoning of solving problem. 
2. Because the varied combination of Chinese 
sentences, it must be with the knowledge of 
linguistics to assist analyzing the composing 
regulation of sentence, and detailed categorize to 
construct the syntax parsing tree. After that, the 
narrative sentence that constitutes the world problem 
depends on syntax parsing tree to analyze the 
grammatical structure in order to learn the 
combination rule of morphological feature. But in the 
grammatical structure analysis procedures, it still 
often meet the narrative sentence that can't analyze 
and have to revise the syntax parsing tree to add the 
grammatical structure of this narrative sentence. 
3. Chinese language usually appears the 
ambiguous phenomenon of the same grammatical 
structures that have different meaning of sentences, 
or the different grammatical structures but have the 
same meaning of sentences. The Predicate Verb is 
usually the semantic center of narrative sentence, is 
the key point to comprehend the semantic of narrative 
sentence. For this reason, we marked use of the 
Predicate Verb to distinct phenomenon of ambiguity 
in this study and converted the Predicate Verb into 
the semantic symbol and store the key words into the 
database. And then use the method of key world 
mapping to comprehend the semantic of narrative 
sentence. If can not find the key word matched, it 
have to add the Predicate Verb to the key word 
database immediately. The more intact key words 
database collecting, the more correct to judge the 
semantic of narrative sentence. 
4. The methods of world problem automatically 
infer modeling is to analyze the relationship between 
each knowledge expresses model of narrative 
sentence. According to the reasoning method of the 
rule system and based on the system of reasoning 
rule-base to infer the operation structure of the world 
problem. If the type of world problem inference is not 
in the reasoning rule-base, it has to construct the new 
triggering mechanism and execution function into the 
rule-base. In the future, it will be inferred 
successfully if there are the same types of world 
problem. 
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