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МНОГОМЕРНЫЙ СТАТИСТИЧЕСКИЙ ТЕСТ  
ДЛЯ ДВОИЧНЫХ ПОСЛЕДОВАТЕЛЬНОСТЕЙ 
Михаил Савчук, Виталий Шарапов 
Физико-технический институт Национального технического университета Украины 
“КПИ” 
 
Аннотация: Строится многомерный статистический критерий проверки качества случайных 
последовательностей. С использованием слабой сходимости векторных случайных процессов 
находятся асимптотические распределения статистик. Приводятся формулы, облегчающие 
практическое использование критерия. Даются рекомендации по выбору параметров. 
Summary: The multidimensional statistical criterion of quality check of casual sequences is constructed. 
Weak convergence of vector casual processes is used for research of asymptotic statistics distributions. 
Formulas facilitating practical use of criterion and recommendations for parameters selection are 
presented. 
Ключевые слова: Многомерный случайны процесс, неравновероятные последовательности, 
сходимость случайных процессов, случайные и псевдослучайные последовательности, 
статистический  критерий. 
I Постановка задачи 
Пусть задана последовательность s 21 , }1,0{i , si ,,1 , которую рассматриваем как 
реализацию некоторого случайного дискретного процесса. Необходимо проверить гипотезу 0H  о том, что 
последовательность   является реализацией последовательности независимых двоичных знаков, которые 
с вероятностью p , ,10  p  принимают значение 1, иначе говоря, случайные величины i  независимы 
в совокупности и si ,,1  pPP ii  )0(1)1(  . 
II Построение случайного процесса 
Пусть nNs  . Введем случайные процессы на интервале ]1,0[ : 
МНОГОМЕРНЫЙ СТАТИСТИЧЕСКИЙ ТЕСТ … 
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где ][x – целая часть вещественного числа x , ),( ji  – символ Кронекера, равный 1 при ji   и равный 0  
при ji  ; 
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Таким образом, )(tiN  – центрированный случайный процесс с математическим ожиданием 
0)( tМ iN .  
Построение случайного процесса (1) по случайной последовательностью s 21 , }1,0{i , 
si ,,1 , nNs  , удобно описать следующим образом. Записываем последовательность по строкам в 
)( Nn  - матрицу: то есть первая строка матрицы – N 21  , вторая строка – NNN 221   и т. д. до 
n-ой строки – nNNnNn  2)1(1)1(  . Случайный процесс )(tY
i
N  – это число столбцов от первого до 
столбца с номером ][Nt  таких, которые содержат ровно i  единиц, 10  t . 
III Слабая сходимость векторных случайных процессов 
Теорема 1. Когда N , 1 constn  последовательность случайных процессов  
)(tN =( )(
1 tN , )(
2 tN ,…, )(t
n
N ),     (3) 
слабо сходится в n-мерном пространстве nD  функций без разрыва 2-го рода с топологией Скорохода к 
непрерывному с вероятностью 1 гауссовскому диффузионному процессу с нулевым математическим 
ожиданием и матрицей корреляционных функций 
n
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Доказательство. Будем использовать метод доказательства слабой сходимости векторных случайных 
процессов, описанный в работе [1, гл. 7]. Обозначим NkNkt kN ,...,1,0,/  . )( kNNkN t  . 
Последовательность серий случайных векторов 
0N , 1N , 2N ,..., NN , ,...3,2,1N      (4) 
связана в каждой серии в цепь Маркова и 1)0( 0 NP  . Обозначим kNkNkN ttt  1, , 
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  .  
При условии, что s 21  является последовательностью независимых знаков и pP i  )1(  (т. 
е. при условии справедливости гипотезы 0H ), 
i
Nka  и 
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Nkb  не зависят от )( kNNkN t   и поэтому находим 
для любых 1,,1,0  Nk  , nji ,,2,1,   следующие выражения: 
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Обозначим )(),( xaxta NkN   и )(),( xBxtB NkN  , когда ),[ 1,  kNNk ttt , 1,...,1,0  Nk . Таким 
образом, nN Rxta  )0,...,0(),( , 
n
ijN bxtB 1
2 ),(  , где )),()(,( pnbpnbb jijiij   , не зависят от 
xtN ,, ; ij  – символ Кронекера. Пусть 
nRxta  )0,...,0(),( , ,),(
1
2 n
ijbxtB   
)),()(,( pnbpnbb jijiij   . 
Тогда для последовательностей серий случайных векторов (4), неслучайных моментов Nkt  и функций 
),( xtaN , ),(),(
2 xtBxtB   будут выполняться условия леммы 1 параграфа 7.1 из [1]. Таким образом, 
последовательность случайных процессов (3) слабо сходится в n-мерном пространстве  nD  функций без 
разрыва 2-го рода с топологией Скорохода к решению стохастического дифференциального уравнения 
 nRtBdwtd  )0,...,0()0(),()(  , (5) 
где )(tw  – стандартный n-мерный винеровский случайный процесс. Предельный диффузионный процесс 
)(t  имеет нулевой вектор сноса и оператор диффузии )),()(,(,
1
2 pnbpnbbbB jijiij
n
ij   . 
Фундаментальная матрица решений уравнения (5) Est  ),(  является единичной матрицей, потому что 
0
)0,(



t
t
, E )0,0( , ),0()0,(1 tt  . Согласно лемме 2 параграфа 7.1 из [1] решением 
уравнения (5) является непрерывный с вероятностью 1 гауссовский диффузионный процесс с нулевым 
математическим ожиданием и корреляционной функцией }.,min{),( 2 stBstK   Теорема доказана. 
Таким образом, для любого фиксированного ,10,  tt  асимптотическое распределение случайного 
вектора )(tN =( )(
1 tN , )(
2 tN ,…, )(t
n
N ), который построен по последовательности независимых бит   с 
вероятностью p , ,10  p  появления 1 (гипотеза 0H ), согласно теореме 1 является невырожденным 
гауссовским распределением с нулевым математическим ожиданием и корреляционной матрицей 
.)( 2tBtK   Существует невырожденная  матрица )(tA  такая, что )()()( tKtAtA   и )()()( ttAt   , 
где )(t  и )(t  – векторы-столбцы, )(tA  транспонированная матрица, а ))(),...,(),(()( 21 tttt n   – 
случайный вектор, который имеет стандартное n -мерное гауссовское распределение. То есть, координатные 
случайные величины ,,..,1),( niti   независимые и имеют нормальное распределение с параметрами (0; 1) 
[2]. Известно, что случайная величина )(...)()()( 222
2
1 tttt n   имеет 
2 - распределение с n  
степенями свободы, а случайная величина   имеет  - распределение с n  степенями свободы. 
Существует обратная матрица )(1 tA  и вектор )(t  можно записать в виде )()()( 1 ttAt   .  
IV Статистический критерий 
1. Пусть задана последовательность v 21 .  
Выбираются параметры алгоритма: 
NsNn ,,  так, что 



N
v
n , nNs  ;  
k  моментов времени 1...0 21  kttt ; 
уровень значимости критерия согласия 10,   .  
Дальше будем рассматриваем последовательность s 21 .  
2. По последовательности s 21  строим случайные величины и векторы: 
МНОГОМЕРНЫЙ СТАТИСТИЧЕСКИЙ ТЕСТ … 
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Последний nk -мерный вектор имеет асимптотически )( nknk  - матрицу ковариаций 
),( ml ttK ,  kml ,...,2,1,  , которая образованна 
2k  блоками, каждый блок соответственной 
nn -матрицей. Так l-й сверху и m-й слева блок образованы матрицей ),( ml ttK  в соответствии с 
теоремой 1.  
3. Находим )( nknk  - матрицу A  такую, что AA , и обратную матрицу 
1A .  
Находим выборочное значение гауссовского вектора со стандартным nk -мерным распределением 
),...,(),...,( 1
1
1 kNk ttAtt 
 . 
4. Подсчитываем значение статистики 222
2
11 ...),...,( nkktt   , где i , nki ,...,1 , 
координаты вектора ),...,( 1 ktt . Находим квантиль 1Z  уровня 1  
2 -распределения с nk  степенями 
свободы. 
5. Если значение статистики   11 ),...,( Ztt k , то гипотеза 0H  о том, что последовательность   
является реализацией последовательности независимых двоичных знаков, которые с вероятностью p , 
,10  p  принимают значение 1, отклоняется с уровнем значимости  . Значение 1Z  определяет 
эллипсоид концентрации многомерного распределения. 
Если значение статистики   1)1( Z , то гипотеза 0H  принимается с уровнем значимости  , как  не 
противоречащая данной последовательности  . Т. е. последовательность   считается реализацией 
дискретного случайного процесса, который генерирует независимые знаки }1,0{i  и pP i  )1( . 
V Вычисление матрицы A  
Матрица A , которая удовлетворяет выражению AA , является нижней треугольной матрицей. 
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Отсюда получаем следующую систему уравнений: 



















2
33
2
32
2
3133
3222312132
311131
2
22
2
2122
2221211121
2
1111
aaa
aaaa
aa
aa
aaaa
a






 
Михаил Савчук, Виталий Шарапов 
Правове, нормативне та метрологічне забезпечення системи захисту інформації в Україні, 1(18) вип., 2009 р. 69 
Для произвольного nkw ,1  можно записать 
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Из системы (6) можно вывести общее рекуррентное соотношение для элементов матрицы A : 
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Матрица   блочная и ее элементы выражаются через элементы матрицы ),( tsK  как 
   },min{ //mod,mod, njninjniji ttb , где },,2,1{mod nnx  . Таким образом 
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где nii mod' , njj mod' , },,2,1{mod nni  . 
Широко распространенным является случай равновероятности бит, то есть когда 2/1p , в этом случае 
формула (8) принимает более простой вид: 
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Матрица A , может быть легко обращена с помощью метода исключения Гаусса [3]. Необходимо 
отметить, что при обращении по этому алгоритму нет необходимости выполнять прямой проход, так как 
матрица изначально треугольная. 
VI Экспериментальные исследования 
Приведенный выше критерий был апробирован с помощью статистического моделирования на ЭВМ c 
большим количеством экспериментов. Описываемые в данном разделе эксперименты, относятся к 
равновероятным последовательностям с независимыми знаками, у которых вероятность p  появления 
единицы (и, соответственного нуля) равна 
2
1
.  
В качестве экспериментального материала использовались следующие двоичные последовательности: 
 выходная последовательность блочного шифратора RC6, полученная в режиме счетчика;  
 последовательность, сгенерированная с использованием криптографического алгоритма 
шифрования ГОСТ 28147—89 в соответствии с дополнением А национального стандарта 
Украины ДСТУ 4145–2002 [4];  
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 двоичная запись алгебраических чисел 2 , 13  с точностью до 800 миллионов знаков после 
запятой;  
 двоичная запись трансцендентных чисел  , e ,  , e  с точностью до 400 миллионов знаков 
после запятой. 
Известно, что эти последовательности хорошо моделируют выход дискретного источника с 
равновероятными независимыми двоичными знаками. 
Анализ параметров статистического критерия n  и N . При 1k , 11 t  для экспериментов 
выбрано ряд значений для параметров n  и N : },,{ 21 cnnnn  , },,{ 21 dNNNN  . Необходимо 
установить какие из сочетаний in  и jN , ci ,1 , dj ,1  будут наиболее предпочтительными в качестве 
параметров алгоритма, т. е. каким образом лучше разбивать исходную последовательность на блоки.  
Пусть для статистического эксперимента взята последовательность s 21 , причем 
QNns j
j
i
i
)(max)(max , где Q   это количество испытаний для одной пары ),( ji Nn . Тогда для каждой 
пары ),( ji , ci ,1 , dj ,1  строится вариационный ряд ),( jiX  из значений статистики )1(  
( )()2()1( ,, QXXXX  ). Полученные вариационные ряды сравниваются с квантилями распределения 
2  с 
in  степенями свободы. Каждый из полученных вариационных рядов отображался в виде графика путем 
откладывания на координатной плоскости точек ),( )(lXQ
l
 где Ql ,1 . На той же координатной плоскости 
стоилась функция )(Z – функция квантилей уровня   для распределения 
2  с in  степенями свободы. 
Примеры таких графиков приведены на рис. 1 и 2; сплошной линией изображен график функции )(Z , а 
пунктирной – график вариационного ряда; при построении этих графиков Q  бралось 510 . 
Анализ параметров времени kttt ,,, 21  , k .  Пусть уже выбраны и зафиксированы параметры n  и N .  
Тогда можно построить вариационные ряды ),,,( 1 kttkX   для различных k  и комбинаций kttt ,,, 21   из 
значений статистики ),,( 21 kttt  . На практике были проведены эксперименты для случаев 5,,2 k . 
Временной параметр kt  брался всегда равным 1, а параметры 121 ,,, kttt   рассматривались по всем 
возможным вариантам с шагом 1.0  для }3,2{k  и 2.0  для }5,4{k . Такие эксперименты были 
поставлены для всех пар n  и N , таких что }25,20,15,10,5{n  и }1024,512,256,128,64{N . 
Количество испытаний Q  бралось 310 . Сравнение вариационных рядов выполнялось точно такжекак и для 
параметров n  и N  c единственной оговоркой, что функция )(Z  – это функция квантилей уровня   для 
распределения 
2  с kni степенями свободы. 
VII Выбор параметров 
С помощью вышеописанных экспериментов было изучено поведение вероятностных характеристик 
критерия при различных параметрах алгоритма, что позволяет привести ряд рекомендаций по выбору этих 
параметров с учетом точности аппроксимации предельными распределениями. 
Для проверки качества отдельно взятых последовательностей рекомендуется использовать один 
временной параметр 1k , 11 t . Параметры n , N  выбирать исходя из  длины последовательности 
согласно табл. 1. Проверку осуществлять с уровнем значимости не превосходящим 8.0 : 8.00  . 
Несколько временных параметров 1k  рекомендуется использовать в случае, когда: 
– необходимо проверить не отдельно взятую последовательность, а генератор двоичных 
последовательностей; 
– необходимо проверить длинную, более 30 тысяч бит, последовательность. 
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Рисунок 1 – Зависимость теоретического и экспериментального значения квантиля от уровня 
значимости критерия   для различных n  при 128N , 1k , 11 t  
 
Рисунок 2 – Зависимость теоретического и экспериментального значения квантиля от уровня 
значимости критерия   для различных n  при 256N , 1k , 11 t
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Рекомендуется использовать четное количество временных параметров, так чтобы один из них был равен 
1, а остальные были симметричны относительно 0.5. Например, }1,8.0,5.0,2.0{  
( 3.05.08.0,3.05.02.0  ). 
 
Таблица – Рекомендуемое сочетание параметров n  и N  
N  Размерность n . 
Рекомендуемый 
интервал 
Наилучшее 
значение n  
Длины 
последовательностей, 
бит 
768 – 1024 15 – 25 50/N  115200 – 25600 
324 – 767 10 – 20 35/N  3240 – 15340 
196 – 323 5 – 15 30/N  980 – 4845 
96 – 195 2 – 10 20/N  192 – 1950 
32 – 95 2 – 8 10/N  64 – 760 
VIII Выводы 
Приведенный статистический тест, основанный на использовании многомерных случайных процессов, 
позволяет эффективно анализировать случайные и псевдослучайные битовые последовательности. Данный 
тест ориентирован на работу с короткими и средними последовательностями и позволяет также тестировать 
очень короткие последовательности. Тест дает возможность анализировать неравновероятные битовые 
последовательности. 
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та перевіряння.  
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Аннотация: Изложены общетеоретические и концептуальные подходы к построению специальных 
систем поддержки принятия решений, используемых в телекоммуникационных сетях для 
выявления и анализа критических событий с целью устранения преднамеренных или 
непреднамеренных негативных воздействий на сеть. Приведены критерии оценки эффективности 
функционирования таких систем. 
Summary: This article deals with theoretical and conceptual ideas to crate special intellectual expert systems 
for detection and analysis critical anomaly events in telecommunication networks. The aim of this expert 
systems to prevent network negative influences. In article gives performance criteria’s of this expert 
systems.  
Ключевые слова: Система поддержки принятия решений, мониторинг, аномалия сети, 
прогнозирование. 
І Введение 
Одной из наиболее важных задач в системе государственного управления является создание систем 
оценки кризисных ситуаций и негативных явлений в сетях связи, их комплексная оценка, анализ и 
прогнозирование наиболее вероятных сценариев развития, а также оценка рисков и выработка мер по 
минимизации последствий.  
