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Abstract: Let G be a graph with a perfect matching. A complete forcing set of G is a
subset of edges of G to which the restriction of every perfect matching is a forcing set
of it. The complete forcing number of G is the minimum cardinality of complete forcing
sets of G. Xu et al. gave a characterization for a complete forcing set and derived some
explicit formulas for the complete forcing numbers of catacondensed hexagonal systems.
In this paper, we consider general hexagonal systems. We present an upper bound on
the complete forcing numbers of hexagonal systems in terms of elementary edge-cut cover
and two lower bounds by the number of hexagons and matching number respectively.
As applications, we obtain some explicit formulas for the complete forcing numbers of
some types of hexagonal systems including parallelogram, regular hexagon- and rectangle-
shaped hexagonal systems.
Keywords: Hexagonal system; perfect matching; complete forcing set; complete forcing
number
1 Introduction
Let G be a graph with vertex set V (G) and edge set E(G). A matching of G is a set
of disjoint edges of G. A perfect matching of G is a matching that covers all vertices of
G. A perfect matching of a graph coincides with a Kekule´ structure of some molecular
graph in organic chemistry.
Harary et al. [10] applied the idea “forcing” to a perfect matching M of G, which
appeared in many research fields in graph theory and combinatorics [3, 15]. A forcing
set of M is a subset of M contained in no other perfect matching of G. The minimum
possible cardinality of the forcing sets of M is called the forcing number of M , which
is also called the “innate degree of freedom” of a Kekule´ structure in earlier chemical
literature by Klein and Randic´ [11]. We may refer to a survey [3] on this topic.
∗This work is supported by NSFC (Grant No. 11871256).
†Corresponding author.
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In view of this, Vukicˇevic´ et al. [18, 19] introduced the concept of global (or total)
forcing set concerning all perfect matchings instead of a particular perfect matching, which
is defined as a subset S of E(G) on which there are no two distinct perfect matchings
coinciding, i.e., the restriction of the characteristic function of perfect matchings to S is
an injection. The minimum possible cardinality of the global forcing sets is called the
global forcing number of G. For more about the global forcing number of a graph, the
reader is referred to [5, 6, 17, 24].
Combining the “forcing” and “global” ideas, Xu, Zhang and Cai [20] proposed the
concept of the complete forcing number of G. A complete forcing set of G is a subset of
E(G) to which the restriction of any perfect matchingM is a forcing set ofM . A complete
forcing set with the minimum cardinality is called a minimum complete forcing set of G,
and its cardinality is called the complete forcing number of G, denoted by cf(G). The
complete forcing number ofG can give some sort of identification of the minimal amount of
information required not only to distinguish all perfect matchings of G, but also to specify
forcing sets of all perfect matchings of G. They established an equivalent condition for
a subset of edges of a graph to be a complete forcing set and gave an expression for the
complete forcing number of catacondensed hexagonal systems. Further, Chan et. al. [7]
obtained that the complete forcing number of a catacondensed hexagonal system is equal
to the number of hexagons plus the Clar number and developed a linear-time algorithm
for computing it. Besides, some certain explicit formulas for the complete forcing numbers
of primitive coronoids, polyphenyl systems and spiro hexagonal systems has been derived
[13, 14, 21].
In this paper, we give some sharp upper and lower bounds for the complete forcing
numbers of hexagonal systems and use them to determine the complete forcing numbers
of some types of pericondensed hexagonal systems. The paper is organized as follows. In
section 2, we showed that the complete forcing number of a hexagonal system is equal
to the sum of that of its normal components whenever it contains fixed edges. And
further, we present a sufficient condition for an edge set of a hexagonal system to be
a complete forcing set in terms of elementary edge-cut cover. As a direct consequence
we obtain an upper bound on the complete forcing numbers of hexagonal systems. In
section 3, we establish two sharp lower bounds for the complete forcing numbers of normal
hexagonal systems. As applications, in the final section, we give some explicit formulas
for the complete forcing numbers of parallelogram, regular hexagon- and rectangle-shaped
hexagonal systems.
2 Preliminaries and a sufficient condition
Let G be a graph with a perfect matching. A subgraph G0 of G is said to be nice if
G− V (G0) has a perfect matching. Obviously, an even cycle C of G is nice if and only if
there is a perfect matching M of G such that C ∩M is a perfect matching of C. For a
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nice cycle C, each of the two possible perfect matchings of C is called a typeset of C.
The following result gives a characterization for a complete forcing set of a graph.
Theorem 2.1. [20] Let G be a graph with a perfect matching. Then S ⊆ E(G) is a
complete forcing set of G if and only if, for any nice cycle C of G, the intersection of S
and each typeset of C is nonempty.
A hexagonal system (HS) is a 2-connected finite plane graph such that every interior
face is a regular hexagon, which can be regarded as the carbon skeleton of benzenoid
hydrocarbon molecules. An HS is said to be catacondensed if no three of its hexagons
have a vertex in common, and pericondensed otherwise. For convenience, we always draw
an HS H in the plane such that some of its edges are vertical and color the vertices of H
by black and white so that the end-vertices of any edge receive different colors. An edge
of H is called an peripheral edge if it belong to the exterior face of H and inner edge of
H otherwise.
Let H be an HS with a perfect matching. An edge e of H is called a fixed double edge
if e is contained in all perfect matchings of H and a fixed single edge if e is not contained
in any perfect matching of H . Both fixed double edge and fixed single edge are referred
to as fixed edge. H is said to be normal if H has no fixed edge.
Lemma 2.2. [22] Let H be an HS. Then H is normal if and only if each facial cycle of
H is a nice cycle of H.
The non-fixed edges of H form a subgraph of H , each component of which is normal
and called normal component of H . The complete forcing number of H has the following
property.
Theorem 2.3. Let H be an HS with the normal components H1, H2, . . . , Hk, k ≥ 1. Then
cf(H) =
k∑
i=1
cf(Hi).
Proof. Let S0 be a minimum complete forcing set of H and Si = S0 ∩ E(Hi) (i =
1, 2, . . . , k). Since each nice cycle C of Hi is also a nice cycle of H , the intersection
of Si and each typeset of C is nonempty. Hence Si is a complete forcing set of Hi by
Theorem 2.1. Then we have
cf(H) = |S0| ≥
k∑
i=1
|Si| ≥
k∑
i=1
cf(Hi).
On the other hand, let Si be a minimum complete forcing set of Hi for i = 1, 2, . . . , k
and S =
⋃k
i=1 Si. We can see that any nice cycle C of H contains no fixed edge of H .
Therefore, C must be contained in a normal component Hi of H . By Theorem 2.1, the
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intersection of Si and each typeset of C is nonempty, so the intersection of S and each
typeset of C is also nonempty, that is, S is a complete forcing set of H . Hence
cf(H) ≤ |S| =
k∑
i=1
|Si| =
k∑
i=1
cf(Hi).
Consequently, the complete forcing number of H equals to the sum of that of all its
normal components.
Based the above theorem, it is critical to determine the complete forcing numbers of
normal HSs.
Next, we present a sufficient condition for an edge set of E(H) to be a complete forcing
set of H in terms of elementary edge cut, and thus we get an upper bound of the complete
forcing number of H . The concept of elementary edge cut was introduced in [16, 23] to
show the existence of perfect matchings in HS and plays an important role in resonance
theory of graph [22, 26] especially the computation of Clar number of HSs [8, 9]. Two
min-max theorems relating to this concept are established as well [1, 25].
The dual graph H∗ of a given HS H can be construct as follows [2]: Let the vertices
of H∗ be the centers of hexagons of H and one vertex on the exterior face of H . If two
hexagons have a common edge, then we use a segment crossing such edge as an edge of
H∗ to join the centers of such two hexagons. If a hexagon has a peripheral edge, then we
use a curve crossing only such an edge as an edge of H∗ to join the center of the hexagon
and the vertex on exterior face. For E ⊆ E(H), we denote by E∗ the set of edges of H∗
corresponding to edges of E.
If {V1(H), V2(H)} is a partition of V (H), the set D of all the edges of H that have
one end-vertex in V1(H) and the other in V2(H) is called an edge cut of H . We call D
an elementary edge cut (e-cut for short) of H if H −D has exactly two components such
that all edges of D are incident with black vertices of one component, called the black
bank of D, and white vertices of the other component, called the white bank of D.
From the definition of e-cut, we can also determine whether an edge set of H is an
e-cut by the following Lemma from the view of dual graph.
Lemma 2.4. An edge set D of an HS H is an e-cut if and only if D∗ induces a cycle of
H∗ and the end-vertices of D have the same color either inside or outside of D∗.
Fig. 1. An HS with 3 different e-cut covers.
We say that a set of e-cuts D = {D1, D2, . . . , Dk} covers H if the boundary of each
face (including the exterior face) intersects an e-cut Di ∈ D (1 ≤ i ≤ k). In this case,
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we also call D or D =
⋃k
i=1Di an e-cut cover of H . For example, Fig. 1 presents three
distinct e-cut covers of an HS, where the bold edges denote the edges of e-cut covers of
H and the thin lines indicate the cycles of H∗ corresponding to the e-cuts covers.
Theorem 2.5. Let H be an HS with a perfect matching. If there is a set of e-cuts
D = {D1, D2, . . . , Dk} of H such that any nice cycle C of H intersects an e-cut Di ∈ D,
then D =
⋃k
i=1Di is a complete forcing set of H.
Proof. Let C be any nice cycle of H . Then there is an e-cut Di ∈ D such that C∩Di 6= ∅.
Let e1 be a common edge of C and Di. Given an orientation of C along which C passes
through e1 from black to white end-vertex. Then C must return to the black bank of Di
from white bank through another edge e2 of Di. Hence both D and C have two edges e1
and e2 in different typesets of C, which implies that D is a complete forcing set of H by
Theorem 2.1.
Remark 2.6. If H is a normal HS, then the set of e-cuts in Theorem 2.5 should be an
e-cut cover of H by Lemma 2.2.
For example, by Theorem 2.5, we can see that three sets consisting of the bold edges
of the HS as shown in Fig. 1 are complete forcing sets.
In particular, all parallel edges of an HS H in any one of three edge directions form
an e-cut cover that satisfies the condition of Theorem 2.5. So we have
Corollary 2.7. Let H be an HS and S be the set consisting of all parallel edges with the
minimum cardinality among three edge directions. Then cf(H) ≤ |S|.
We note that the above upper bound can be attained by a linear hexagonal chain (see
Theorem 4.1).
3 Two lower bounds of the complete forcing numbers
of normal HSs
In this section, we establish two lower bounds of the complete forcing numbers of
normal HSs.
Theorem 3.1. Let H be a normal HS with n hexagons. Then cf(H) ≥ n + 1.
Proof. For a face f of H (the exterior face is allowed), let T1(f) and T2(f) denote the
two typesets of the boundary of f . Let S be a minimum complete forcing set of H . Since
each facial cycle of H is nice by Lemma 2.2, combining with Theorem 2.1, we have
|S ∩ Ti(f)| ≥ 1, i = 1, 2, for each face f of H.
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Summing all above inequalities together, we have
2|S| =
∑
f
(|S ∩ T1(f)|+ |S ∩ T2(f)|) ≥ 2(n+ 1),
because each edge of S belongs to exactly two faces of H . Then we have
cf(H) = |S| ≥ n + 1.
In the next section, we will show some types of HSs whose complete forcing numbers
attain the above lower bound.
#
1H
#
2H
#
3H
Fig. 2. The partition of edges Ei of an HS and the corresponding dual subgraphs H
♯
i , i = 1, 2, 3.
#
1H
#
2H
#
3H
#
4H
Fig. 3. The partition of edges Ei of an HS and the corresponding dual subgraphs H
♯
i , i =
1, 2, 3, 4.
To establish another lower bound of the complete forcing number of a normal HS H ,
we partition E(H) into several classes: For e′, e′′ ∈ E(H), e′ and e′′ belong to the same
class if there is a sequence of hexagons h1, h2, . . . , ht and a sequence of edges e1, e2, . . . , et−1
of H such that ei−1 and ei belong to the same typeset of hi for i = 1, 2, . . . , t where e0 = e
′
and et = e
′′, and e′ and e′′ belong to different classes otherwise. Let E1, E2, . . . , Ek be
all classes of edges of H by this partition. It is not difficult to see that two typesets
of every hexagon belong to different classes and k ≥ 2. Let Hi be the set of hexagons
of H that contain a typeset in Ei and H
♯
i be the subgraph of dual graph H
∗ induced
by the vertices corresponding to the hexagons of Hi. We can see that each hexagon of
H belongs to exactly two of H1,H2, . . . ,Hk, each H
♯
i is a connected subgraph of a new
hexagonal system and E(H♯i ) ⊂ E
∗
i . Figs. 2 and 3 give two examples, where the bold
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edges indicate the the partition of edges Ei of given HSs and the dashed edges represent
the corresponding dual subgraphs H♯i ’s.
For a graph G, we call an edge set of E(G) an edge cover of G if every vertex of G is
incident to some edge of it. The cardinality of a minimum edge cover of G is called the
edge cover number of G, denoted ρ(G). The cardinality of a maximum matching of G is
called the matching number of G, denoted ν(G) [12].
Theorem 3.2. (Gallai) Let G be a graph without isolated vertices. Then
ν(G) + ρ(G) = |V (G)|.
Theorem 3.3. Let H be a normal HS with n hexagons. Then
cf(H) ≥ 2n−
k∑
i=1
ν(H♯i ). (3.1)
Proof. Let S0 be a minimum complete forcing set of H . Then the intersection of any
hexagon h of Hi and Ei is one typeset of h which contains at least one edge of S0 by
Theorem 2.1 and Lemma 2.2. Let Si (i = 1, 2, . . . , k) be a subset of Ei with minimum
possible cardinality that contains at least one edge of each hexagon of Hi. So |S0 ∩Ei| ≥
|Si|, and
cf(H) = |S0| =
k∑
i=1
|S0 ∩ Ei| ≥
k∑
i=1
|Si|. (3.2)
We claim that
|Si| = |V (H
♯
i )| − ν(H
♯
i ), for i = 1, 2, . . . , k. (3.3)
If Hi consists of only one hexagon, then H
♯
i is an isolated vertex and the result is
trivial.
From now on suppose that Hi consists of at least two hexagons. Then H
♯
i has at least
two vertices. We will prove that
|Si| = ρ(H
♯
i ) = |V (H
♯
i )| − ν(H
♯
i ). (3.4)
By the definition of Si, S
∗
i is a smallest subset of E
∗
i such that every vertex of H
♯
i is
incident with at least one edge of S∗i (i.e., S
∗
i covers V (H
♯
i )). Immediately, |S
∗
i | ≤ ρ(H
♯
i ).
On the other hand, if there is an edge e∗1 ∈ S
∗
i \ E(H
♯
i ) that is incident with a vertex
v∗ ∈ V (H♯i ), then v
∗ will be incident with another edge e∗2 ∈ E(H
♯
i ) since H
♯
i is is connected
and has at least two vertices. Hence we can obtain a subset (S∗i \ {e
∗
1}) ∪ {e
∗
2} of E
∗
i
which covers V (H♯i ). This way we replace all edges of S
∗
i \ E(H
♯
i ) with edges of E(H
♯
i )
and obtain an edge cover S ′i of H
♯
i from S
∗
i such that |S
∗
i | ≥ |S
′
i| ≥ ρ(H
♯
i ). Therefore,
|Si| = |S
∗
i | = ρ(H
♯
i ). By Theorem 3.2, equation (3.4) holds.
Since each hexagon of H belongs to exactly two hexagon sets of H1,H2, . . . ,Hk,
k∑
i=1
|V (H♯i )| = 2n, (3.5)
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and by (3.2), (3.3) and (3.5), we have
cf(H) ≥
k∑
i=1
|Si| =
k∑
i=1
[|V (H♯i )| − ν(H
♯
i )] = 2n−
k∑
i=1
ν(H♯i ).
Remark 3.4. From the proof of Theorem 3.3, if Hi consists of only one hexagon, then H
♯
i
is an isolated vertex and |Si| = 1 = |V (H
♯
i )| − ν(H
♯
i ), but H
♯
i has no edge cover. That is
why we use the matching numbers of the dual subgraphs instead of the edge cover numbers
to give the lower bound of the complete forcing number of H.
As a direct application, we show that the complete forcing numbers of all catacon-
densed HSs attain the lower bound presented in Theorem 3.3, and thus obtain an alter-
native method to compute the complete forcing number of a catacondensed HS.
Lemma 3.5. [20] Let H be a catacondensed HS. Then S ⊆ E(H) is a complete forcing
set of H if and only if S intersects each typeset of every hexagon in H.
Theorem 3.6. Let H be a catacondensed HS. Then equality in Ineq. (3.1) holds.
Proof. From the proof of Theorem 3.3, S =
⋃k
i=1 Si is a complete forcing set by Lemma
3.5. Then we have
|S| =
k∑
i=1
|Si| = 2n−
k∑
i=1
ν(H♯i ) ≥ cf(H).
Combining with Ineq. (3.1), equality holds.
4 Applications
In this section, we derive some explicit formulas for the complete forcing numbers
of some types of classes of HSs including parallelogram, regular hexagon- and rectangle-
shaped HS [4]. Let n be the number of hexagons of the corresponding HS. The main
idea is that for a given HS H , we will construct a complete forcing set whose cardinality
attains the lower bound of the complete forcing number of H by Theorem 3.1 or Theorem
3.3.
For convenience, we denote by hi,j the hexagon of the given HS H in the i-th row and
the j-th column of H from bottle to top and from left to right. Moreover, for a hexagon
h of H we denote by el(h), etl(h), etr(h), er(h), ebr(h) and ebl(h) the left vertical edge, the
top left edge, the top right edge, the right vertical edge, the bottom right edge and the
bottom left edge of h respectively.
(1) Parallelogram
Theorem 4.1. Let P (p, q) be a parallelogram with with p rows and q columns of hexagons.
Then cf(P (p, q)) = pq + 1 = n+ 1.
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Proof. At first, we have cf(P (p, q)) ≥ pq + 1 = n + 1 by Theorem 3.1. In the following,
we construct a complete forcing set S of P (p, q) such that |S| = pq + 1.
When p = 0 (mod 3), we choose S to be the set consisting of the following edges: the
common edges of the (3i+1)-th row and the (3i+2)-th row of P (p, q), ebr(h3i+1,q),etl(h3i+2,1),
and the inner vertical edges of the (3i+3)-th row of P (p, q) for i = 0, 1, . . . , p−3
3
(see Fig.
4 (1)).
When p = 1 (mod 3), we choose S to be the set consisting of the following edges: the
inner vertical edges of (3i+1)-th row of P (p, q), ebr(h3i+1,1), etl(h3i+1,q), for i = 0, 1, . . . ,
p−1
3
and the common edges of the (3i + 2)-th row and the (3i + 3)-th row of P (p, q) for
i = 0, 1, . . . , p−4
3
(see Fig. 4 (2)).
When p = 2 (mod 3), we choose S to be the set consisting of the following edges: the
common edges of the (3i+1)-th row and the (3i+2)-th row of Pp,q, ebr(h3i+1,q),etl(h3i+2,1)
for i = 0, 1, . . . , p−2
3
, and the inner vertical edges of the (3i + 3)-th row of P (p, q) for
i = 0, 1, . . . , p−5
3
(see Fig. 4 (3)).
(1,1) (1,1)(1,1)(1, 2 ) (1, 2 )(1, 2 )(1, )q (1, )q(1, )q
(2, )q (2, )q(2, )q(2,1) (2,1)(2,1)(2, 2)
(2, 2)(2, 2)
( ,1)p ( , 2)p ( , )p q
( , )p q( ,1)p ( , 2)p
( , 2)p( ,1)p ( , )p q
(1) (2) (3)
Fig. 4. Three complete forcing sets of P (p, q): (1) p = 0 (mod 3); (2) p = 1 (mod 3); (3) p = 2
(mod 3).
In each of above three cases, we can see that S is an e-cut of P (p, q) which covers
P (p, q) by Lemma 2.4 and any cycle of P (p, q) intersects S. Hence S is a complete forcing
set of P (p, q) by Theorem 2.5. Besides, since each edge of S belongs to exactly two faces
of H and the boundary of each face of H has two edges of S, we have 2|S| = 2(n + 1),
and then |S| = pq+1 = n+1. Hence S is a minimum complete forcing set of P (p, q) and
cf(P (p, q)) = pq + 1 = n+ 1.
(2) Regular hexagon-shaped HS
Theorem 4.2. Let H(p) be a regular hexagon-shaped HS with p hexagons on each side.
Then
cf(H(p)) =
{
n + 1, if p = 0 or 1 (mod 3),
n + 2, otherwise.
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Proof. We divide our proof into the following three cases.
(a) When p = 0 (mod 3), we choose S to be the set consisting of the following edges:
the common edges of the (3i+1)-th row and the (3i+2)-th row of H(p), the inner vertical
edges of the (3i + 3)-th row of H(p), ebr(h3i+3,1), ebl(h3i+3,p+3i+2), the common edges of
the (p+3i+1)-th row and the (p+3i+2)-th row of H(p) for i = 0, 1, . . . , p−3
3
, etl(hp+1,1)
and etr(hp+1,2p−2), the inner vertical edges of the (p+3i+3)-th row of H(p), etr(hp+3i+3,1),
etl(hp+3i+3,2p−3i−4) for i = 0, 1, . . . ,
p−6
3
(see Fig. 5 (1)).
We can see that S is an e-cut cover of H(p) which consists of 2p
3
e-cuts of H(p) by
Lemma 2.4. Let C1i (i = 0, 1, . . . ,
p−3
3
) be the cycle bounding the subsystem of H(p)
composed of the (3i + 1)−th row, the (3i + 2)-th row and the (3i + 3)-th row of H(p)
and C2i (i = 0, 1, . . . ,
p−6
3
) be the cycle bounding the subsystem of H(p) composed of the
(p+3i+3)-th row, the (p+3i+4)-th row and the (p+3i+5)-th row of H(p). We can see
that every cycle of H − S can be represented by the symmetric difference of some cycles
among C1i (i = 1, 2, . . . ,
p
3
) or some cycles among C2i (i = 1, . . . ,
p−3
3
), which is not a nice
cycle of H(p). Hence any other cycle of H(p) intersects S and S is a complete forcing set
of H(p) by Theorem 2.5. Besides, since each edge of S belongs to exactly two faces of H
and the boundary of each face of H has two edges of S, we have |S| = n+1 which means
that S is a minimum complete forcing set of H(p) by Theorem 3.1 and cf(H(p)) = n+1.
（1） （2）
(1,1)
(1,1)
(1, 2 )
(1, 2 )
(1, )p
(1, )p
(2, 1)p +
(2, 1)p +
(2,1)
(2,1)
(2, 2)
(2, 2)
( , 2)p( , 2)p ( ,1)p( ,1)p ( ,2 1)p p -( ,2 1)p p -
(2 1,1)p -
(2 1,1)p -
(2 1,2)p -
(2 1,2)p -
(2 1, )p p-
(2 1, )p p-
Fig. 5. Two complete forcing sets of H(p): (1) p = 0 (mod 3), (2) p = 1 (mod 3).
(b) When p = 1 (mod 3), if p = 1, then the result is trivial, so we suppose that p 6= 1.
We choose S to be the set consisting of the following edges: the common edges of the
(3i+1)-th row and the (3i+2)-th row of H(p), the inner vertical edges of the (3i+3)-th
row of H(p), ebr(h3i+3,1), ebl(h3i+3,p+3i+2), the inner vertical edges of the (p + 3i + 1)-th
row of H(p), etr(hp+3i+1,1), etl(hp+3i+1,2p−3i−2), the common edges of the (p + 3i + 2)-th
row and the (p + 3i+ 3)-th row of H(p) for i = 0, 1, . . . , p−4
3
and all the vertical edges of
the p-th row of H(p) (see Fig. 5 (2)).
We can see that S is an e-cut cover ofH(p) which consists of 2p+1
3
e-cuts by Lemma 2.4.
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Let C1i (i = 0, 1, . . . ,
p−4
3
) be the cycle bounding the subsystems of H(p) composed of the
(3i+1)-th row, the (3i+2)-th row and the (3i+3)-th row ofH(p) and C2i (i = 0, 1, . . . ,
p−4
3
)
be the cycle bounding the subsystems of H(p) composed of the (p + 3i + 1)-th row, the
(p+3i+2)-th row and the (p+3i+3)-th row ofH(p). We can see that every cycle of H−S
can be represented by the symmetric difference of some cycles among C1i (i = 0, 1, . . . ,
p−4
3
)
or some cycles among C2i (i = 0, 1, . . . ,
p−4
3
), which is not a nice cycle of H(p). Hence
any other cycle of H(p) intersects S and S is a complete forcing set of H(p) by Theorem
2.5. Besides, since each edge of S belongs to exactly two faces of H and the boundary of
each face of H has two edges of S, we have |S| = n+1 which means that S is a minimum
complete forcing set of H(p) by Theorem 3.1 and cf(H(p)) = n + 1.
(c) When p = 2 (mod 3), we choose S to be the set consisting of the following edges:
the common edges of the (3i+1)-th row and the (3i+2)-th row of H(p), the inner vertical
edges of the (3i+3)-th row of H(p), ebr(h3i+3,1), ebl(h3i+3,p+3i+2), the inner vertical edges
of the (p + 3i + 2)-th row of H(p), etr(hp+3i+2,1), etl(hp+3i+2,2p−3i−3), the common edges
of the (p + 3i + 3)-th row and the (p + 3i + 4)-th row of H(p) for i = 0, 1, . . . , p−5
3
, the
common edges of the (p− 1)-th row and the p-th row of H(p), ebl(hp,1), ebr(hp,2p−1), and
all vertical edges of the (p+ 1)-th row of H(p) (see Fig. 6).
(1,1) (1, 2 ) (1, )p
(2,1) (2, 2) (2 , 1)p +
( ,1)p ( , 2)p ( , 2 1)p p -
(2 1,1)p - (2 1, 2)p - (2 1, )p p-
Fig. 6. A complete forcing set of H(p) when p = 2 (mod 3).
We can see that S is an e-cut cover of H(p) which consists of 2p+2
3
e-cuts of H(p) by
Lemma 2.4. Similar to the discussions in above 2 cases, we can show that S is a complete
forcing set of H(p) by Theorem 2.5. Since each edge of S belongs to exactly two faces
of H , the boundary of each inner face has 2 edges of S and the boundary of the exterior
face has 4 edges of S, we have 2|S| = 2n + 4, and then |S| = n + 2.
On the other hand, the edges of H(p) can be partitioned into three classes such that
H1 contains the hexagons hp,1 and hp+1,2p−2 of H , H2 contains the hexagons hp,2p−1 and
hp+1,1 of H , H3 contains the hexagons hp,1, hp,2p−1, hp+1,1 and hp+1,2p−2 of H . By our
construction of S, each of the four hexagons hp,1, hp,2p−1, hp+1,1 and hp+1,2p−2 of H has
one edge of S that intersects an edge of E(H♯3) and has no edge of S that intersects an
11
#1H
#
2H
#
3H
Fig. 7. The three dual subgraphs H♯
1
,H
♯
2
and H♯
3
.
edge of E(H♯i ) (i = 1, 2). Except the above four hexagons, any other hexagon of Hi has
one edge of S that intersects an edge of E(H♯i ) for i = 1, 2 or 3, since each typeset of
such hexagon has one inner edge of H that belongs to S. Hence the edges of H♯i that
intersect an edge of S are a matching of H♯i for i = 1, 2 or 3. Moreover, the edges of H
♯
1
and H♯2 that intersect an edge of S are a maximum matching of H
♯
1 and H
♯
2 respectively,
since all uncovered vertices of H♯1 are the vertices corresponding to the hexagons hp,1 and
hp+1,2p−2 of H1 that have the same color; and all uncovered vertices of H
♯
2 are the vertices
corresponding to the hexagons hp,2p−1 and hp+1,1 of H2 that have the same color. Besides,
we can see that the edges of H♯3 that intersect an edge of S are a perfect matching of H
♯
3
(see Fig. 7). Since each edge of S that is an inner edge of H intersects exactly one edge
of E(H♯1) ∪ E(H
♯
2) ∪ E(H
♯
3) and S has 4 peripheral edges of H , the number of edges of
S that are the inner edges of H is
∑
3
i=1 ν(H
♯
i ) = n + 2 − 4 = n − 2. By Theorem 3.3,
cf(H) ≥ 2n−
∑k
i=1 ν(H
♯
i ) = 2n− (n− 2) = n+ 2. Therefore, S is a minimum complete
forcing set of H(p) and cf(H(p)) = n+ 2.
(3) Rectangle-shaped HS
pp
q q
（1） （2）
Fig. 8. (1) A oblate rectangle-shaped HS; (2) a prolate rectangle-shaped HS.
Theorem 4.3. Let Ro(p, q) be a oblate rectangle-shaped HS with parameter p and q as
12
shown in Fig. 8 (1). Then
cf(Ro(p, q)) =
{
n+ 1, if q = 1 (mod 3),
n+ p+1
2
, otherwise.
Proof. We divide our proof into the following three cases.
(1,1) (1, 2 ) (1, )q
(2, 1)q +(2,1) (2, 2)
( ,1)p ( , 2)p ( , )p q
Fig. 9. A complete forcing set of Ro(p, q) when q = 1 (mod 3).
(a) When q = 1 (mod 3), we choose S to be the set consisting of the following
edges: el(h1,3j+1), ebr(h2i,3j+1), el(h2i,3j+2), etl(h2i,3j+2), er(hp,3j+1) for i = 1, 2, . . . ,
p−1
2
, j =
0, 1, 2, . . . , q−1
3
, ebl(h2i,3j), etr(h2i,3j) for i = 1, 2, . . . ,
p−1
2
, j = 1, 2, . . . , q−1
3
, and er(h2i−1,3j−1)
for i = 1, 2, . . . , p+1
2
, j = 1, 2, . . . , q−1
3
(see Fig. 9).
We can see that S is an e-cut of Ro(p, q) and covers Ro(p, q) by Lemma 2.4 and any
cycle of Ro(p, q) intersects S. Hence S is a complete forcing set of Ro(p, q) by Theorem
2.5. On the other hand, since each edge of S belongs to exactly two faces of H and the
boundary of each face of H has two edges of S, we have |S| = n + 1. Therefore, by
Theorem 3.1, S is a minimum complete forcing set of Ro(p, q) and cf(Ro(p, q)) = n+ 1.
(1,1) (1, 2 ) (1, )q
(2, 1)q +(2,1) (2, 2)
( ,1)p ( , 2)p ( , )p q
Fig. 10. A complete forcing set of Ro(p, q) when q = 2 (mod 3).
(b) When q = 2 (mod 3), let S be the edge set consisting the following edges: the
common edges of the (2i)-th row and the (2i+1)-th row of Ro(p, q), etl(h2i,1), etr(h2i,q+1)
for i = 1, 2, . . . , p−1
2
and all vertical edges of the first row of Ro(p, q) (see Fig. 10). We can
see that S is an elementary cut cover of Ro(p, q) which consists of
p+1
2
elementary cuts of
Ro(p, q) by Lemma 2.4, and any cycle of Ro(p, q) intersects S. By Theorem 2.5, S is a
complete forcing set of Ro(p, q). Since each edge of S belongs to exactly two faces of H ,
13
the boundary of each inner face has 2 edges of S, the boundary of the exterior face has
p+ 1 edges of S, we obtain that |S| = n+ p+1
2
.
#
1H
#
2H
#
3H
Fig. 11. The three dual subgraphs H♯
1
,H
♯
2
and H♯
3
.
On the other hand, the edges of Ro(p, q) has can be partitioned into three classes
such that H1 contains the hexagons h1,q and h2i,1 (i = 1, 2, . . . ,
p−1
2
) of H , H2 contains the
hexagons h1,1 and h2i,q+1 (i = 1, 2, . . . ,
p−1
2
) of H , H3 contains the hexagons h1,1, h1,q, h2i,1
and h2i,q+1 (i = 1, 2, . . . ,
p−1
2
) of H . By our construction of S, each of the p+ 1 hexagons
h1,1, h1,q, h2i,1 and h2i,q+1 (i = 1, 2, . . . ,
p−1
2
) of H has one edge of S that intersects an
edge of H♯3 and has no edge of S that intersects an edge of H
♯
i (i = 1, 2). Except the
above p+ 1 hexagons, any other hexagon of Hi has one edge of S that intersects an edge
of H♯i for i = 1, 2 or 3, since each typeset of such hexagon has one inner edge of H that
belongs to S. Hence the edges of H♯i that intersect an edge of S are a matching of H
♯
i
for i = 1, 2 or 3. Moreover, the edges of H♯1 and H
♯
2 that intersect an edge of S are a
maximum matching of H♯1 and H
♯
2 respectively, since all the uncovered vertices of H
♯
1 are
the vertices corresponding to the hexagons h1,q and h2i,1 (i = 1, 2, . . . ,
p−1
2
) of H1 that
have the same color; and all the uncovered vertices of H♯2 are the vertices corresponding to
the hexagons h1,1 and h2i,q+1 (i = 1, 2, . . . ,
p−1
2
) of H2 that have the same color. Besides,
we can see that the edges of H♯3 that intersect an edge of S are a perfect matching of H
♯
3
(see Fig. 11). Since each edge of S that is an inner edge of H intersects exactly one edge
of E(H♯1) ∪ E(H
♯
2) ∪ E(H
♯
3) and S has p+ 1 peripheral edges of H , the number of edges
of S that are the inner edges of H is
∑
3
i=1 ν(H
♯
i ) = |S| = n +
p+1
2
− (p + 1) = n − p+1
2
.
By Theorem 3.3, cf(H) ≥ 2n−
∑k
i=1 ν(H
♯
i ) = 2n− (n−
p+1
2
) = n+ p+1
2
. Therefore, S is
a minimum complete forcing set of Ro(p, q) and cf(Ro(p, q)) = n+
p+1
2
.
(c) When q = 0 (mod 3), let S be the edge set consisting the following edges: the
common edges of the (2i)-th row and the (2i+1)-th row of Ro(p, q), etl(h2i,1), etr(h2i,q+1)
for i = 1, 2, . . . , p−1
2
and all vertical edges of the first row of Ro(p, q). We can see that S
is an elementary cut cover of Ro(p, q) which consists of
p+1
2
elementary cuts of Ro(p, q) by
Lemma 2.4 and |S| = n + p−1
2
, and any cycle of Ro(p, q) intersect S. By Theorem 2.5, S
is a complete forcing set of Ro(p, q) (see Fig. 12).
On the other hand, the edges of Ro(p, q) can be partitioned into three classes. We
can see that the edges of H♯1, H
♯
2 and H
♯
3 that intersect an edge of S are a maximum
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(1,1) (1, 2 ) (1, )q
(2, 1)q +(2,1) (2, 2)
( ,1)p ( , 2)p ( , )p q
Fig. 12. A complete forcing set of Ro(p, q) when q = 0 (mod 3).
matching of H♯1, H
♯
2 and H
♯
3 respectively, since all the uncovered vertices of H
♯
1 are the
vertices corresponding to the hexagons h2i,1 (i = 1, 2, . . . ,
p−1
2
) of H1 that have the same
color; all the uncovered vertices of H♯2 are the vertices corresponding to the hexagons
h2i,q+1 (i = 1, 2, . . . ,
p−1
2
) of H2 that have the same color; and all the uncovered vertices
of H♯3 are the vertices corresponding to the hexagons h1,1 and h1,q of H3 and there exists
no augmenting path in H♯3 relative to the matching of H
♯
3 (see Fig. 13). Similar as above
case, by Theorem 3.3, cf(H) ≥ 2n −
∑k
i=1 ν(H
♯
i ) = 2n− (n−
p+1
2
) = n + p+1
2
. Hence S
is a minimum complete forcing set of Ro(p, q) and cf(Ro(p, q)) = n+
p+1
2
.
#
1H
#
2H
#
3H
Fig. 13. The three dual subgraphs H♯
1
,H
♯
2
and H♯
3
.
Theorem 4.4. Let Rp(p, q) be a prolate rectangle-shaped HS with parameter p and q as
shown in Fig. 8 (2). Then
cf(Rp(p, q)) =
p+ 1
2
(q + 1).
Proof. By deleting all fixed edges of Rp(p, q), we obtain
p+1
2
normal components of Rp(p, q)
each of which is a linear hexagonal chain P (1, q). By Theorem 2.3 and Theorem 4.1, we
have
cf(Rp(p, q)) =
p+ 1
2
(q + 1).
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