Abstract. The well-known error estimates for the numerical computation of eigenvalues of symmetric integral equations are extended to the computation of the eigenvectors. The results are used to justify the application of an improvement method to obtain an efficient algorithm for solving the eigenvalue problem.
1. Introduction. The eigenvalues and eigenvectors of the integral equation (1) \.un(x) = Ku"(x) m [ K(x, t)un(t) dt, Jo with symmetric kernel K(x, t) = K(t, x), may be approximated numerically by replacing the integral in Eq.
(1) by a numerical quadrature. The corresponding equation is N (2) Kvn(x) = Jl w* K(-x, Xi)v"(Xi),
where A» and vn(x) are approximations to X" and un(x), respectively. We will make the usual assumptions that vv¿ > 0 and J^f-i w>¡ = ' • Satisfying Eq. (2) at the points xit we obtain the matrix eigenvalue problem A, while generally not symmetric, can be symmetrized by a simple similarity transformation, and we will assume that this has been done. For simplicity, we will also assume that the eigenvalues of Eq. (1) are nondegenerate. Error estimates for the computed eigenvalues have been considered by a number of authors (Wielandt [5] , Brakhage [1] , Keller [3] ). Their results show that the order of accuracy of the computed eigenvalues is the same as the order of accuracy of the chosen quadrature formula. In this paper we show that similar estimates hold for the computed eigenvectors. These estimates are then used as a justification for a method for improving the accuracy of the eigenvalues. In practice this implies that we can obtain highly accurate eigenvalues without having to solve the eigenvalue problem for large matrices.
2. Error Estimates for the Eigenvalues. Brakhage [1] showed that if At is an eigenvalue of Eq. (3), then there exists an eigenvalue X, of Eq. (1) such that (4) |A* -X,| g S/(\Ak\2 -5)"2, provided that |At|2 > <5, where
The largest eigenvalues are here associated with the smallest error bounds. Intuitively, one expects that the accuracy of the eigenvalue is determined by the smoothness of the associated eigenvector rather than by its magnitude. This is more apparent in Keller's formulation [3] which states that if X, is an eigenvalue of Eq. (1) where A" is the eigenvalue we would obtain by solving Eq. (3) with M quadrature points. If we want to find eigenvalues to a certain accuracy we can use the following procedure:
(1) Choose a quadrature formula with N points and solve (3) to find the eigenvalues and eigenvectors. The N in this case can be kept considerably smaller than what we would have to choose if the results of (3) were to be used directly.
(2) Use Eq. (11) with M > N to evaluate improved eigenvalues. This step involves matrix multiplications only. Provided our initial approximation to the eigenvalues is sufficiently accurate, the final eigenvalues will be essentially as accurate as if we had solved (3) using M points. Thus, we avoid what is frequently the most time consuming part of the computation, the solution of the eigenvalue problem (3) for large matrices. Results are given in Table 1 .
