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Abstract-The purpose of this paper is to provide explicit error estimates between a given function 
z(t) E BZ’(“)[a, b], 2 5 n 5 6 and its quintic spline interpolate sAz(t). The results obtained are sharp 
and improve on, or supplement, those established by Hall (11 and Schultz [2]. These results are then 
used to acquire precise error bounds for the approximated and biquintic spline interpolates. Sufficient 
numerical illustration which dwells upon the importance of the obtained results is also included. 
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1. INTRODUCTION 
Let -co < a < b < 00 and -oo < c < d < 00. For the intervals [a, b] and [c, d] we let 
A : a = to < tl < . . . < t~+l = b, and A’ : c = uo < ~1 < . .. < UM+I = d denote uniform 
partitions of [a, b] and [c, d] with stepsizes h = (b-a)/(N+l) and e = (d-c)/(M+l), respectively. 
Further, we let p = A x A’ be a rectangular partition of [a, b] x [c, d]. Let PC”@[a, b], 2 _< n 5 6 
be the set of all real-valued functions z(t) such that: 
(i) z(t) is (n - 1) t imes continuously differentiable on [a, b], 
(ii) there exist si, 0 < i 5 L + 1 with a = SO < sr < . . . < SL+~ = b such that on each open 
subinterval (si, si+r), 0 5 i 5 L, Dn-1z is continuously differentiable, and 
(iii) the supnorm of Pa: is finite, i.e., 
For the functions f(t, u) of two variables the set PP+( [a, b] x [c, d]) is defined analogously. 
The plan of this paper is as follows: In Section 2, we shall collect some results from our 
earlier work [3] which will be used throughout this paper. In Section 3, for a given function 
s(t) E PP++,b],2 5 n 5 6, we shall define its quintic spline function SAX(~), which is 
different from what we have considered in 131. Our first contribution in this paper is the derivation 
of explicit upper estimates for ](D”(z - S~z)](,0 5 k 5 n - 1,2 _< n _< 6 in terms of ]]Pz]]. 
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The obtained inequalities supplement the work of Hall [l], and cannot be improved further by 
using the same technique. In Section 4, we shall discuss the construction of approximated quintic 
splines &z(t), 1 5 i I 4 when, respectively, the values of 
(1) Xi,0 < i 5 N + 1; 
(2) 2;‘, i = 0, N + 1; 
(3) ~:,O_<iLN+l,z~,i=O,N+l;and 
(4) si,s!,,OIi<N+1,2~,i=O,N+l 
are unknown. Our second contribution in this paper is the provision of precise upper estimates 
for jJDk(z - &z)ll,O I k 5 5,l L i _< 4 in terms of ))06~jj. These results directly conclude 
the stability properties of the spline function Sax(t). In Section 5, for a given function of two 
variables f(t, u) E PCn~oo( [a, b] x [c, d]), we shall define its biquintic spline function Spf(t, u). Our 
third contribution in this paper is the acquisition of definite upper estimates for Il@(f - $‘,f)II 
and jjo,“(_f - S,.f)jl,O _< k 5 n - 1,4 L n L 6 in terms of JJDFD$~JI,I, + 4 = n. Finally in 
Section 6, as an application of the results of Section 5, we shall construct approximate solutions 
of F’redholm integral equations, and provide a priori as well as a posteriori error bounds between 
the exact and approximate solutions. 
We remark that the asymptotic error bounds for more general interpolating splines compare 
to what we consider in this paper are known, e.g., [4-151; however, the bounds obtained here are 
explicitly calculated and these improve on, or supplement, those given by Hall [l] and Schultz [2]. 
2. PRELIMINARIES 
For a fixed A, we define the set H(A) = {h(t) E C(2)(,, b] : h(t) is a quintic polynomial in each 
subinterval [ti, ti+l], 0 5 i 5 N}. It is clear that H(A) is of dimension 3(N + 2). 
DEFINITION 2.1. For a given z(t) E C(2)[u,b], we say Haz(t) is the H(A)-interpolate of z(t), 
also known as Hemite interpolate of z(t) if Hacc(t) E H(A) with D”H~z(ti) = dk)(ti) = xi’); 
O<isN+l,OIk<2. 
For z(t) E C(2)[a, b] it is clear that HAz(t) uniquely exists and can be explicitly expressed as 
iv+1 2 
&z(t) = x x h&)& (1) 
i=o j=o 
where hi,j(t),O < i 5 N + 1,0 < j 5 2 are the basic elements of H(A) satisfying 
D”h&,) = c5+5,j; O<v<2,0L~~N+l. (2) 
Explicit representation of these basic elements hi,j(t) is available in [3]. 
It is clear that in the above Definition 2.1 as well as in the representation (1) the function z(t) 
need not be in Ct2)[u, b], rather it is sufficient (which we shall assume throughout) that for the 
function x(t), 5ik); 0 < i < N + 1,O 5 k 5 2 exist. 
LEMMA 2.1. [3] For 0 5 i 5 N and 0 < k 5 5, the following equalities hold 
max 
tilt<%+1 
where the constants aj,k 
[lD”h,j(t)l +(D”h,+l,j(t)l] = uj,/ch’-“, 0 5 j I 2, 
are given in the following table. 
Table 2.1. 
(3) 
k 
0 1 2 3 4 5 
j 
0 1 Is Q 3 120 720 1440 
1 5 i-g 1 $$ 60 360 720 
2 B & 18 1 12 60 120 
Explicit Error Estimates 
LEMMA 2.2. [3] For 0 _< i _< N and 0 I k I 5, the following equalities hold 
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t,gz+, IDkk,j(t)I =bj,khjmk; j = 1,2, (4) 
where the constants bj,k are given in the following table. 
Table 2.2. 
LEMMA 2.3. [3] Let z(t) E PCn~oo[a, b], 2 I n < 6. Then, 
(jD”(x - %1x)(1 5 Cn,khn-IC (IDnxl(, OIkIn-1, (5) 
where the constants c,,k are given in the following table. 
Table 2.3. 
2 
25 19 
256 3072 
0.35863821+ 0 0.22055373 - 1 
3 
5 
24 
4 5 6 
39+55&x 
524288 iA z&a 
0.24601405 - 2 0.34045545 - 3 d 30000 
1 
w 
A 1 
384 1920 
g& 108 1 
125 3125 120 
32 
zi 
r 
10 
1 
z 
Results similar to that of Lemma 2.3 for several other interpolating polynomials such as Lid- 
stone, general Hermite, Abel-Gontscharoff, special cases of Birkhoff, and their applications in the 
theory of ordinary differential equations are available in [16,17]. 
For a fixed A we define the spline space S(A) = {s(t) E Cc3)[o, b] : s(t) is a quintic polynomial 
in each subinterval [&,&+I], 0 I i I N}. It is clear that S(A) is of dimension 2(N + 3), and 
S(A) c H(A). 
DEFINITION 2.2. For a given x(t) E C(2)[a, b] we say Sax(t) is the S(A)-interpolate of x(t), also 
known as spline interpolate of x(t) if Sax(t) E S(A) with 
Dk&x(q = Z(k)(ti) = zjk), 
lli<N, k=O,l; 
i=O,N+l, Oik<2. (6) 
Since S(A) c H(A) we can represent &x(t) in terms of the basic elements h,,j(t); 0 5 i 5 
N+l,Ojj_<2ofH(A) even though these functions may not belong to S(A). In fact, we have 
N-t1 2 
Sax(t) = C C h,,j(t)DjSaz(ti). 
i=O j&l 
(7) 
We shall show that the unknown constants DjSax(ti), 1 < i < N, j = 2 in (7) are the solutions of 
diagonally dominant system of linear algebraic equations, and hence, can be obtained explicitly 
in terms of known quantities. 
As earlier, here also we note that in the above Definition 2.2 as well as in the representation (7) 
for the function z(t) it is sufficient to assume that zik) ,l<iIN,k=O,l;i=O,N+l,O<kh’2 
exist. 
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LEMMA 2.4. [3] Let 1 I i I N but fixed, and p(t),q(t) be two quintic polynomials in [ti-i, ti] 
and [&,&+I], respectively. Suppose @p(ti) = Dkq(ti) = zi”),O 5 k 5 2 then D3p(ti) = D3q(ti) 
if and only if 
3 [p (ri-1) - 2% + Q (b+1)1 
= -; [DP (h-1) - Dq (ti+l)] + 62: - [D’p (h-1) + D2q (&+I)] . (8) 
LEMMA 2.5. For a given h(t) E H(A), we define ci = h(ti),ci = Dh(ti) and cy = D2h(ti),0 5 
i 5 N + 1. Then, h(t) E S(A) if and only if cy, 1 5 i < N satisfy the following relations 
h2 (c;_~ - 6~; + c;+i) = -20 (ci-i - 2ci + ci+i) - 8h (c:_, - c:+~) , l<i<N. (9) 
Moreover, from the system (9) the unknowns cy, 1 < i 5 N can be obtained uniquely in terms 
of ci,c:,O I i I N + 1,~: and c;+i. 
PROOF. By Lemma 2.4 the continuity of D3h(t) is equivalent to the system (9). This system in 
matrix form can be written as 
Bc2 = k, (10) 
where c2 = [cr], 
B = [bij] = h2 
{ 
1, ]i -j] = 1, 
-6, i = j, (11) 
0, otherwise, 
and k = [k,], 
ki = 
{ 
-20(cc - 2cl + c2) - 8h(c; - c;) - h2cb’, i = 1, 
-20(ci__1 - 2ci + ci+i) - 8h(c;_, - c:+J, 2<i<N-1, (12) 
-2O(c~_i - 2cN + cN+i) - 8h(ch_-1 - cL+~) - h2cG+,, i = N. 
Since the matrix B is strictly diagonally dominant, the system (10) has a unique solution. 
LEMMA 2.6. For a given z(t) E C(2)[a,b], SAT(t) exists and is unique. 
PROOF. For a given g(t) E C(2)[a, b], Hag(t) exists and is unique. Further, by Lemma 2.5 for the 
given set of numbers ci = zi,ck = xi,0 2 i 5 N + 1,~: = xy;i = 0, N + 1 there exist unique cy, 
1 I i I N satisfying (9). Now, let g(t) E C(2)[u,b] b e such that g(ti) = ci,Dg(ti) = ci, and 
D2g(ti) = c$‘,O < i I N + 1. Then, again by Lemma 2.5, Hag(t) E S(A). However, from the 
definition this Hag(t) is the same as Sax(t). 
REMARK 2.1. Prom Lemma 2.6 and (7) it is clear that S&t) can be expressed as 
N+l 
SAX(t) = c [hi,o(t)zi + hi&)x:] + ho,z(t)z: + hN+&)&+i + 5 hi,&)& (13) 
i=o i=l 
where cy ,1 5 i < N satisfy (9). 
REMARK 2.2. It is possible to describe a basis for S(A), namely the ‘cardinal splines’, 
{&)]i,O 7 2N-t5 defined by the following interpolation conditions: 
Sj(Q = f&j, D%j(U) = D%j(b) = 0; k = 1,2,0 5 i,j 5 N + 1, 
Sj(ti) = 0, Dsj(ti) = 6i,j-N-2, P&i) = 0; O<i<N+l,N+2<j<2N+3 
DICa2N+4(ri) = 0; k = O,l, 0 < i 5 N + 1, D2a2N+4(o) = 1, D2e2N+4@) = 0, 
Dks2N+5(ti) = 0; k=O,l, OlilN+l, D2a2N+s(o) = 0, D2s2N+5(b) = 1. 
Obviously, SAX(t) can be explicitly expressed as 
N+i 
SA%(t) = c [si(t)xi + i s +N+2(t)x;] + SZN+4(+: + SZN+5(t)$+l. (14) 
i=o 
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LEMMA 2.7. [18] Let A be a square matrix such that /(A(( < 1. Then, (If A) is nonsingular and 
)((I f A)-l)( 5 (1 - llAll)-’ 7 
where I is the identity matrix. 
3. ERROR BOUNDS FOR QUINTIC SPLINE INTERPOLATION 
Let z(t) E PPoo[u, b], 2 < n < 6. To acquire upper bounds for ]]D”(z - S&s) (1, 0 5 k < n - 1 
in terms of ]]Dnz]] we begin with the equality 
x(t) - SAX(t) = (x(t) - H&t)) + (&x(t) - SAX(t)). (15) 
In (15) the term (HAx(t)-SAX(t)) belongs to H(A), and D”(HAz(ti)-S~s(ti)) = 0,l 5 i 5 N, 
lc = 0,l;i = 0,N + 1,0 5 k < 2. Hence, from (1) and (7), it follows that 
HAx(t) - SAX(t) = 5 hi,2(t)ey7 
i=l 
(16) 
where ey = X: -D2Saz(ti). Thus, on substituting (16) into (15) and differentiating the resulting 
relation k times, 0 5 k 5 n - 1 at t E [ti, &+I], 0 5 i 5 N, we obtain 
Dk (x(t) - SAX(~)) = D” (x(t) - HAZE(~)) + 5 D”hi,n(t)ey. 
i=l 
(17) 
Let the vector [ey] be denoted as e 2. Then, from the triangle inequality, we find that 
+ lle211 max ,___gg+, [lD”b(~)l + IDkhi+~,2(t)I] >O 5 k 5 71 - 1, (1% 
where we have used the fact that D”&(t) is nonzero only in the interval [ti-1, ti] U [tiy ti+l]. 
In the right side of (18), the equalities and the inequalities obtained in Lemmas 2.1 and 2.3 
can be used, and hence, what remains is to compute only a priori estimates for ((e2(]. 
LEMMA 3.1. Ifx(t) E PC”@[a,b],2 <n 5 6 then 
where a2 = 2315, as = (l/6 + 2&/25) , a4 = 2&/125, as = 1813125 and a6 = l/720. 
PROOF. The proof for the case n = 6 is indicated in Hall [l]. Here, we shall provide the proof 
only for the case n = 3. Let T = [ri(z)] be an N x 1 vector defined by 
r = Be2, (20) 
where the matrix B is given in (11). Then, it follows that 
Bx2 = k + r, (21) 
where k is defined in (12) and x2 = [xy] is an N x 1 vector, 
For 1 I i I N, from (11) and (12), we have 
ri(x) = h2 (xy-1 - 62: + xy+i) + 20 (xi-i - 2xi + xi+i) + 8h (x:_~ - x:+1) , (22) 
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which in view of Peano’s kernel theorem can be written as, 
where 
(r&(t - s)“, = 2h2 [(ti_r - s); - 6 (ti - s)“, + (&+r - s)!] 
+ 20 
[ 
(t&r - s,: - 2 (ti - s,: + (&+I - s,“+] 
+ 16h [(G-I - s)+ - (&+I - s)+] 
-10h2 - 40 (ti - s)2 + 20 (&+I - s)2 - 16h(ti+r - s) = Q(S), s E [L-l, ti] 
= 2h2 + 20 (ti+l - s)~ - 16h (ti+l - s) = p(s), s E [ti,ti+11 . 
Since 
and 
la(s)1 = 
20S2-24hS+6h2,S=ti-s, SE ~,~h]U[+$,h], 
-20S2 + 24hS - 6h2, SE qh,wh], 
[ 
20S2 - 16hS + 2h2, i? = ti+l - s, 
IP( = 
SE [o,+h] U [wh,h], 
-20s2 + 16hS - 2h2, $‘E 
[ 
+h,yh , 
I 
from (23) it follows that 
Iri(z)l < ; 1103z[\ I-’ (20S2 - 24hS + 6h2) dS + f+$ (-20S2 + 24hS - 6h2) dS 
T 
+ s h ( 
&h 
20S2 ” 
%.!??h 
- 24hS + 6h2) dS -t (20S2 - 16hS + 2h2) dS 
10 s 0 
+ J 2; (-20s2 + 16hS - 2h2) di? -t- j”“h (20S2 - 16hS + 2h2) dS} 
Now multiplying both sides of (20) by the diagonal matrix Cl = [dij], where dii = -1/(ah2), a E 912+, 
1 < i < N to obtain q Be2 = Or, which gives 
Writing q B = I + A, where A is an N x N matrix with the property that IlAll < 1, it follows 
from (25) and Lemma 2.7 that 
(26) 
To find the smallest bound in (26), we need to maximize (1 - llAlj)a over a E !JIi+. For this, 
from (11) we have 
,,,,,+I+~= (27) 
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Thus, the condition IIAJ( < 1 is equivalent to 8/a - 1 < 1 (1 - (4/u) < 1 for a 2 6) which gives 
that a > 4. Hence, from (27) we find that 
Using (24) and (28) in (26), we obtain 
II e2 < s + 25 hllD3zll. II - ( 1 26 
) 
THEOREM 3.2. Let z(t) E PC”+[a,b],2 < n 5 6. Then, 
0 i k L n - 1, (29) 
where the constants ,&,k are given in the following table. 
Table 3.1. 
n 
2 3 4 5 6 
k 
0 0.24140625 + 0 0.17516953 - 1 0.19017601- 2 0.27765625 - 3 0.65104166 - 4 
1 0.80127342 + 0 0.56949061 - 1 0.62313767 - 2 0.89471171- 3 0.20818149 - 3 
2 0.57095918 + 0 0.57710354 - 1 0.83641667 - 2 0.19097222 - 2 
3 0.70545305 + 0 0.10368000 + 0 0.25000000 - 1 
4 0.74066173 + 0 0.18333333 + 0 
5 0.66666667 + 0 
PROOF. Using Lemmas 2.1, 2.3 and 3.1 in (18) the inequalities (29) are immediate. 
REMARK 3.1. The sharpness of (29) remains undecided. However, in the following Tables 3.2 
and 3.3 we compute the actual values of JID”(o - SA~c>ll f or some simple functions and compare 
these with the corresponding right side bounds in (29). 
Table 3.2. z(t) = t5 sin i, t E [-f, i], n = 2. 
~1 
Table 3.3. z(t) = t6 1 t I, t E [-1, 11, n = 6. 
N 9 49 99 
IIS - SA4l 0.81178760 - 9 0.72885423 - 13 0.12029189 - 14 
Bound 0.12817383 - 8 0.82031250 - 13 0.12817383 - 14 
11m - SAZ)II 0.51352716 - 7 0.22856072 - 10 0.75354019 - 12 
Bound 0.81971464 - 7 0.26230868 - 10 0.81971464 - 12 
llo2(2 - sAz:)tl 0.68897281- 5 0.15584850 - 7 0.10226489 - 8 
Bound 0.15039063 - 4 0.24062500 - 7 0.15039063 - 8 
llo3(z - sAl)ii 0.16124777 - 2 0.14459242 - 4 0.18317840 - 5 
Bound 0.39375000 - 2 0.31500000 - 4 0.39375000 - 5 
llo4(z - sAz)ii 0.35699643+0 0.15719394 - 1 0.39748519 - 2 
Bound 0.57750000 + 0 0.23100000 - 1 0.57750000 - 2 
llo5b - sAO)ll 0.32999822 + 2 0.70558485 + 1 0.35564254 + 1 
Bound 0.42000000 + 2 0.84000000 + 1 0.42000000 + 1 
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4. ERROR BOUNDS FOR QUINTIC APPROXIMATED SPLINES 
For a given function s(t) E PC6@’ [a, b] and a fixed partition A, we shall construct approximates 
for the spline interpolate Sax(t) when 
1. the values of xi, 0 5 i 5 N + 1 are unknown; 
2. the values of x11, i = 0, N + 1 are unknown; 
3. the values of xi, 0 < i I N + 1, xy, i = 0, N + 1 are unknown; and 
4. thevaluesofzi,s~,O<i<N+l,x!,‘,i=O,N+l areunknown. 
CASE 1. We approximate xi, 0 < i < N + 1 by the following relations: 
137 5 
z;-+--Q+-zl-5x2+10 
5 1 
60h h h 3h 
x3 - z x4 + z x5, 
1 
x; N 5; = -- x0 - 13 x1 + 2 
1 1 1 
5h 12h h 
x2 - h x3 + 3 x4 - 20h x5, 
(30) 
(31) 
x; = 2; = & xi-2 - $ xi-l - f xi + ; xi+l - & xi+2 + & Q+~, 2 < i 5 N - 2 
(32) 
x/N-_1 = z/N__1 = -- 1 2N-4 + - 1 2N-3 - - 1 2N-2 -+ - 1 
30h 4h h 3h 
XN-1 + - 1 - - 1 
2h 
XN 
20h 
xN+l, 
(33) 
1 1 1 2 13 1 
& = ?‘N = 20h XN-4 - z XN-3 + h XN-2 - h EN-1 + 12h EN + - xN+l, 
5h (34) 
and 
x’N+1 = %+I = -- 1 
5 
XN-4 + - 5 XN-3 - - 10 - 5 - - - 137 
5h 4h 3h 2N_2 + h XN-1 h XN + 60h xN+l. (35) 
It is easy to see that each of these relations has 0(h6) truncation error. 
DEFINITION 4.1. We say SIX(~) is an approdmate for Sax(t) if&x(t) E S(A) with Slz(ti) = xi, 
DSlx(ti) = ?$,O 5 i 5 N + 1 and D2S1x(ti) = xy,i = 0, N + 1. 
We use (30)-(35) to replace xi, 0 5 i 5 N + 1 in the system (9) and observe that the resulting 
unknowns c:~, say, can be obtained uniquely in terms of xi,0 5 i 5 N + 1, and x: and xl;+,. 
Further, by Remark 2.1, SIX(~) can be explicitly expressed as 
A’+1 
&x(t) = c [hi,o(% + hi,&)%] -t- ho&)x: + hiv+&)x;+l + e hi&)& (36) 
i=O i=l 
To obtain a priori bound for IjD”(x - Slx)l(, 0 < Ic 5 5, we use the inequality 
IjDk(x - SP)~) I jlDk(x - Sax))j + /jDk(Saa: - &x)j\, 0 I k 55, (37) 
in which the first term of the right side can be estimated by Theorem 3.2; whereas for the second 
term, we proceed as follows: from Remark 2.1 and (36), we have 
N+l 
(SIX - SAX) (t) = c hi,l(t)e; + 2 hi,z(t) dy, 
i=O i=l 
(38) 
where 0; = Zi - x!, and 0g’ = cyi - cy. Thus, as earlier it follows that 
11~” (SIX - SAX)II 5 11~~11 o~~Nta~~+l [ID”hi,l(t)l + ID”hi+l,l(t)l] 
+ 11e211 O~iyNt,lysy+l [I=)"hi,n(t)l + P"hi+dt)l] , 0 I k 55, (39) 
where e1 and d2 are the vectors [C$] and &‘I, respectively. 
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LEMMA 4.1. If z(t) E PC6*00[a,b], then 
(40) 
(41) 
PROOF. In Lemma 5.1 [3], we have shown that le:( < ih5/(D6x(1 for i = 0 and N-t 1. Here, we 
shall prove only that le:l I &h5/(D6x)) for 2 I i I N - 2, whereas the proof of this inequality 
for i = N - 1, as well as of IQ;1 < &h5j/D6x11 f or i = 1 and N is similar. For this, we introduce 
TV = 0;, 2 I i 5 N - 2 SO that 
1 1 1 1 
xi-2 - - xi-1 - - 2i + xi+1 - 4 xi+2 + - xi+3 
2 3 30 > 
- xi, 
which in view of Peano’s kernel theorem is the same as 
?-i(X) = ; .J 
ti+3 t,_z (Mt - s):~~~s> ds, 
where 
(r&(t - s)? = ; $-(ti_2 - s>: - &_I - s>: - f(& - s,: + (ti+l - s>: 
-$(ti+2 - s): + &+3 - s): - 5h(ti - s);] 
(42) 
( 3(h - S)” = al(S), s = t&l - s, s E [ti-2,ti-11, s E [O, h] 
22h5) = crz(S), 3(9S5 - 40hS4 + 60h2S3 - 20h3S2 - 30h4S -I 
S = ti - s, s E [&_I, ti], S E [0, h] 
= & < 60S5 - 15(h + S)5 + 2(2h + S)5 = as(S), 
S = ti+l - s, s E [ti, ti+l], S E 10, h] 
- 15S5 + 2(h + S)5 = cy4(S), S = ti+2 - S, S E [&+I, &+2], S E [O, h] 
\ 2s5 = cYg(S), S = ti+3 - S,S E [ti+2,ti+3], S E [O,h]- 
Since ai 2 0,l 4 i 5 5, S E [0, h] from (42), we obtain 
LEMMA 4.2. If x(t) E PC6*00[a,b], then 
p211 L ;h4 ll@xI( * 
PROOF. Following as in Lemma 3.1, it is easy to see that 
(43) 
(44) 
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Further, as in Lemma 4.1, we find that 
le;+l - es_,] 5 (o.3owm6 - i)h5 JJD~xI), 3<i<N-3, 
l%v,l 
Using these estimates and the relation max,>4 (1 - IIAll)a = 4, established in Lemma 3.1, 
in (44) we obtain 
l(e2(( 5 &8&z5(10%/( = ;h4/(D%//. 
THEOREM 4.3. If X(t) E P@“[a, b], then 
\I@+ - SlZ)JI I &Q6-” (1@21), 0 I k 55, (45) 
where Pi,0 = 0.61523437 - 1, @& = 0.19574236+0, ,$2 = 0.12641602 + 1, pi,s = 0.13625000 + 2, 
’ p;,4 = 0.78183333 + 2, and &5 - 0.15666667 + 3. 
PROOF. We use Lemmas 2.1, 4.1, and 4.2 in (39) to obtain an upper estimate for ((@(SAX - 
&X)JJ, this estimate together with Theorem 3.2 in (37) then gives (45). 
CASE 2. As in Case 1, we approximate Xg and x%+1 by the formulae 
(46) X; N 5; = - 1 15 - 77 107 x2 h2 TX0 TX’+ 6 
- 13x3 + - 61 x4 - 
12 
- 5 x5 > ) 
6 
61 
XN-4 + - XN-3 - 13X~-2 
107 77 15 
12 + - XN-_1- - 6 6 XN + - 4 XN+l > 7 (47) 
which have 0(h6) truncation error. 
DEFINITION 4.2. We say &x(t) is an approticimate for S&x(t) if E&x(t) E S(A) with Dk&x(ti) = 
zjk), 0 < i 5 N + 1, k = 0,l and D2Szx(ti) = 5$‘, i = 0, N + 1. 
THEOREM 4.4. If x(t) E PC6@‘[a, b], then 
j[Dk(x - Szx)(j I 0;,&6-k ([D’%([ , 0 5 k 55, (48) 
where pi,0 = 0.32315285 - 1, @& = 0.12170569+0, /?i,2 = 0.17144097+1, @3 = 0.16008333+2, 
&4 = 0.66400000 + 2, and ,f3s,5 - 2 0.11483333 + 3. 
PROOF. The proof is similar to that of Theorem 4.3. Indeed, as in Case 1, we use (46) and (47) 
to replace xy, i = 0, N + 1 in the system (9) and note that the resulting unknowns c&, say, can 
be obtained uniquely in terms of xi,X:,O 5 i 5 N + 1. Further, by Remark 2.1, &x(t) can be 
explicitly expressed as 
N+l 
S2X(t) = c [h,O(t)Xi + h,l(t)X:] + h0,2(t)?:b’ + hN+l,2(@;+, + 5 h&2(t)& 
i=o i=l 
Thus, for this case, the relations corresponding to (37)-(39) are 
((D”(x - S,z)\I L IID”(x - Sax)lI + jID”(Shz - Szx)() , 0 I k 55, 
(49) 
(50) 
(s2X - SAX) (t) = hO,2(t)e: + h N+1,2(w;+l + 2 h&2(+% (51) 
i=l 
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+ P211 max ,,<z<Nti$$!+l [IDkhi,2(t)l + lDkhi+W(t)l] , 0 5 k < 5, (52) - 
where 0: = Z&’ - xg, OK+, = Pz+, - x&+~, and 19: = c!& - cy, e2 = [e,!‘]; and in (52), we have 
used the fact that [D”h~(t)( ’ IS s y mmetrical about the line t = ti. 
CASE 3. 
DEFINITION 4.3. We say Z&x(t) is an approdmate for Sax(t) if &x(t) E S(A) with S3x(ti) = xi, 
D&x(&) = Z;,O 5 i _< N + 1 and D2Ssx(ti) = ?$‘,i = 0, N + 1. 
THEOREM 4.5. Ifx(t) E PC6@[a,b], then 
(jDk(x - &x)1( < &,@-” )106x/1, 0 I k 5 5, (53) 
where ,!3z,o = 0.86644565 - 1, /3& = 0.28068201+0, ,Bi,2 = 0.25967397+ 1, 02,s = 0.25049288 + 2, 
/?,& = 0.12160477 + 3, and p,& = 0.22524288 + 3. 
PROOF. The proof is similar to that of Theorem 4.3. 
CASE 4. 
DEFINITION 4.4. We say &x(t) is an upproticimate for Sax(t) if &z(t) E S(A) with S4z(ti) = gi, 
O<i<N+l,wherethegivengi,OIi<N+laresuchthat 
o<sC$+:+l 1% - Sil = 5, 
-- 
D&x(&) = ??i, 0 < i 5 N + 1 and D2&x(ti) = Zy, i = 0, N + 1, with xi being replaced by gi. 
THEOREM 4.6. If x(t) E PC6~w[a, b], then 
j(Dk(x - S&)/I I @,/@-” (I@zj) + P&h-“& 0 I k < 5, (54) 
where /?i,o = 0.88015333 + 1, P& = 0.29971861+ 2, P,$2 = 0.23674812 +3, P,& = 0.23440000+4, 
Pi,4 = 0.11904000 + 5, and & = 0.22528000 + 5. 
PROOF. Here we use the triangle inequality 
(ID”(x - &x)1( I IID”(x - &x)(1 + (jD”(%x - &x)1(, 0 I k 55, 
and apply Theorem 4.5 to the first term, whereas for the second term, we follow a similar technique 
as in the proof of Theorem 4.3. 
REMARK 4.1. As in Remark 3.1, in Tables 4.1-4.3 we compute the actual values of JJD”(s-&x)JJ; 
1 < i I 3,0 < k I 5 for the function x(t) = t61t( in the interval [-1, l] and compare these with 
the corresponding right side bounds. 
Table 4.1. 
1 N 9 I 49 99 -7 
I Bound 
0.25895658-2 0.66108736-5 0.45853139-6 
0.99552613-2 0.15928418-4 0.99552530-6 
0.41624656+0 
I 
0.53086811- 2 
0.21459375+1 0.17167500-l 
0.39068449+2 0.24911769+1 
0.24627750+3 0.98511000+1 
0.13433725+4 0.42451223+3 
0.98700000+4 0.19740000+4 
0.75143623-12 
0.63264643-g 
0.77073474-g 
0.83564691-3 
0.21459362-2 I 
0.25276938+3 
0.98699979+3 
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Table 4.2. 
0.20916000 + 3 0.83664000 + 1 0.20916000 + 1 
Table 4.3. 
5. ERROR BOUNDS FOR BIQUINTIC 
SPLINE INTERPOLATION 
For a fixed p, we define 
H(p) = H(A) @ H(A’) (the tensor product) 
{ 
h(t, U) E C(212) ([a, b] x [c, d]) : h(t, 2~) is a biquintic polynomial 
= in each subrectangle [ti, &+I] x [uj, uj+l]; 0 L i < N, 0 I j 5 M. 
) 
Since H(p) is the tensor product of H(A) and H(A’) which are of dimensions 3(N + 2) and 
3(M + 2), respectively, H(p) is of dimension 9(N + 2)(M + 2). 
DEFINITION 5.1. For a given f(t,u) E d2y2)([a, b] x [c,d]), we say Hpf(tr u) is the H(p)-inter- 
palate of _f(t,u), if HJ(t,u) E H(p) with DrDLHPf(ti,~j) = f$‘V), 0 5 p, Y 5 2,0 5 i 5 
N+l,O<jLM+l. 
It is clear that for every f(t,u) the Hpf(t,u) can be written as 
Iv+1 2 A4+1 2 
Kdtr u) = c c c c hi,,(t)hj,v(u)~~,~‘v’. 
i=o p=o j=o l/=dl 
(55) 
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The set S(p) is defined as 
S(p) = S(A) @ S(A’) (the tensor product) 
{ 
s(t, u) E Cc3a) ([a, b] x [c, d]) : s(t, u) is a biquintic polynomial 
= in each subrectangle [ti, &+I] x [uj, u~+I]; 0 I i 5 N, 0 5 j 5 M. 
> 
Since S(p) is the tensor product of S(A) and S(A’) w IC are of dimensions 2(N + 3) and h’ h 
2(M + 3), respectively, S(p) is of dimension 4(N + 3)(M + 3). 
DEFINITION 5.2. Foragivenf(t,~) E C(2~2)([a,b]x[c,d]), we say S,f(t, U) is the S(p)-interpolate 
off(t,u), also ~IIOWII a~ spline interpolate off(t,u), if Spf(t,~) E S(p) with D~D~S,f(ti,2Lj) = 
f py) 
W ’ where ,u, v, i and j satisfy the following: 
(1) ifp=0,1,1/=0,1 thenO<i<N+l,O<j<M+l; 
(2) ifp=2,u=O,l theni=O,iV+l,O<j<M+l; 
(3) if~=O,l,v=2thenO~i<N+l,j=O,M+l;and 
(4) if p = 2, v = 2, then (i, j) = (O,O), (0, M + l), (N + l,O), (N + 1, M + 1). 
It is clear that S(p) c H(p). Therefore, in view of (55), S,f (t, u) can be written as 
N+l 2 M+l 2 
%f(W = c c c c hi,~cl(t)hj,v(zl)DfD~S~f (ti, y). (56) 
i=o cl=0 j=o f/=0 
In (56), DfD,“S,f (ti, ~j), where p, V, i and j do not fulfill Definition 5.2, exist uniquely, In fact, 
we shall show that these unknown constants are the solutions of diagonally dominant systems of 
algebraic equations, and hence, can be computed explicitly in terms of known quantities. 
The following result follows from Lemma 2.5. 
LEMMA 5.1. For a given h(t,u) E H(p), we define c$’ = DfD;h(ti,u,), 0 5 P,V 5 2,o 5 i 5 
N+ 1,o < j 5 M+ 1. The function h(t,u) E S(p) if and only if cc[iv, where ~1, v,i and j are such 
that 
(1) ifp=O,l,y=2, thenO<isN-tl,l<j<M; 
(2) if~=2,v=O,l,thenl<i<N,O<jiM+l;and 
(3) if~=2,v=2,thenl~i~N,j=O,A4+1andO~i~N+l,l~j<M, 
satisfy the following relations: 
h2 (c;:I,j - 6~;;; + ~2%” .+l,j) = -20 (c;:~,~ - 2~:;; + c$‘~,~) - 8h (c;cI,j - c;$“I,j) , (57) 
whereu,i,jin(57)aresuchthatifv=O,l,thenl~iIN,OijIIM+l,andifv=2,then 
l<iIN,j=O,M+l;and 
Moreover, from (57) and (58) the unknowns cc;? where II, u, i and j satisfy the conditions of 
Lemma 5.1 can be obtained uniquely in terms of c$‘;y where CL, V, i and j fulfill Definition 5.2. 
LEMMA 5.2. For agiven f(t,u) E C(212)((a,b] x [c,d]),S,f(t,u) exists and is unique. 
PROOF. The proof is similar to that of Lemma 2.6. 
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REMARK 5.1. In view of Remark 2.2, S,f(t, ) u in terms of cardinal splines {~i(t)}~~O+~ and 
1% (#%+5 can be explicitly expressed as 
Spf(t,u) = Nc Mc [fi,.jsi(t)sj(u) + fj~l)si+h’+2(t)Sj+~+2(~) 
i=o j=o 
+ f!%&)sj+M+2(u) + fJIJO’ 
fd 293 %+N+2(& (u)] 
+ Mg { [@%2N+&) + &$2N+5(4 %b) 
j=o 
+ [fg” SZN+d(t) + f$$2N+5@)] sj+M+d”)} 
+ Ny { [fgi2’ S2M+d(u) + f{,“&S2M+5(U)] ‘dt) 
i=o 
+ f,!,$2)S2M+4(4 + f$&ZM+5(4] %+N+2(t)) 
+ ~~~~2’S2N+4(t)S2M+4(U) + ~~~~)+lS2N+4(t)S2M+5(U) 
+ ~~~~,oS2N+5(t)SZM+4(U) + ~~~~,M+1SZN+5(t)SZMf5(U). (59) 
The following result is a direct consequence of Remarks 2.2 and 5.1, and it provides an impor- 
tant characterization of SJ(t, u) in terms of one-dimensional interpolation schemes. 
LEMMA 5.3. If f(t,u) E C(2t2)([a,b] x [c,d]), then 
S&t, u) = SA’SA.f(t, u) = sAsA1.f(t, u). (60) 
Now let f(t,u) E C(2~2)([u, b] x [c,d]) b e an arbitrary function. From Lemma 5.3, we have 
f - s,f = (f - SAf) + sA(f - sAff) (61) 
= (f - SAf) + [sA(f - sA,f) - (f - sA!f)] + (f - sA!f) (62) 
= (f - SAf) + [sAl(f - SAf) - (f - SAf)] + (f - sA,f). (63) 
THEOREM 5.4. Let f(t,u) E PC*@([u,b] x [c,d]). Then, 
Ilf - S,fll I p4,0h4 ll@fll + ~22,~h2@ l\EXfll + P4,0e4 V%fll , (64 
and 
IiDa - S,.f)iI I p4,h3 pt”.fll + P2,0P2,1he2 pPt”.fll + P3,0e3 pthfll . (65) 
PROOF. Since as a function oft, (f - SAjf) E PC21W[a, b], f rom (62) and Theorem 3.2, it follows 
that 
Ilf - S,fll 5 @4,0h4 ll@fll + p2,0h2 (I@(f - SA’f)(( + p4,0e4 ll%flj . 
Further, since as a function of u, 0z.f E PC2@ [c, d], and DYSAN f = Sal 0: f, Theorem 3.2 can 
be used again to obtain 
/l@(f - SA8)l I p2,0e2 ljD:Dt”.fll . 
Combining the above two inequalities, we get (64). The proof of (65) is similar. 
THEOREM 5.5. Let f(t,u) E PC5@((a,b] x [qd]). Then, 
Ilf - SJII 5 P5,0~~ll~t5fll + P2,0P3,0h3e211D~Dt3fII -t P5,0e511D:fll 
llf - SJll < ~5,0~~lIDf’fll + P2,0P3,0~2~311D~D~fll + Ps,oe51P:fIl 
IlWf - Spf)II < P5,1~~ll~t5fll + P2,0P3,1h2e211D~D,3fll + P4,0~411D:DtfII 
IlDt(f - S,f)II i P5,1h411D,5fll + P2,d3,0he311D:Dt2fII + A,oe411D:Dtfll 
and 
lP:<f - s,f)II L P5,2h311@fll + P2,0P3,2he211D;D:fII + P3,0e311@D:fIl. 
PROOF. The proof is similar to that of Theorem 5.4. 
(66) 
(67) 
(6% 
(69) 
(70) 
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THEOREM 5.6. Let f(t,u) E PC6+([u,b] x [c,d]). Then, 
and 
llD;(f - spf)tt I P6,3h3il@flI + P2,0P4,3~~211D~D;flI + P3,0Q311D:D;fll. 0% 
PROOF. The proof is similar to that of Theorem 5.4. 
REMARK 5.2. In Theorems 5.4-5.6, the corresponding bounds for IlDt(f--S,f)ll can be obtained 
by replacing t with u and h with C. With such a replacement a particular inequality (0) will be 
denoted by (a)‘. 
REMARK 5.3. In Table 5.1, we compute actual values of IlDf(f - S,,f)II and IlDt(f - SJ)ll, 
0 5 k 5 3 for the function f(t, U) = t(1 - etU) E C(O”~“O)([O, l] x [0, 11) and compare these with 
the corresponding right side bounds in Theorem 5.6. 
Table 5.1. 
N=M 7 I 9 I 15 I 
Ilf - SPf II 
Bound (71) 
Bound (72) 
Bound (73) 
IlWf - SPf)II 
Bound (74) 
Bound (75) 
Bound (76) 
llaI(f - SPfIll 
Bound (74)’ 
Bound (75)’ 
Bound (76)’ 
IPT(f - SPf)ll 
Bound (77) 
Bound (78) 
Ila?(f - SPf)ll 
Bound (77)’ 
Bound (78)’ 
Bound (79) 
Ila?(f - SPf)ll 
Bound (79)’ 
0.35190999 - 8 0.96441899 - 9 0.61482375 - 10 
0.35292222 - 6 0.92516444 - 7 0.55144098 - 8 
0.23767153 - 6 0.62304167 - 7 0.37136177 - 8 
0.15297836 - 6 0.40102358 - 7 0.23902868 - 8 
0.88434697 - 7 0.30338230 - 7 0.31011702 - 8 
0.93917330 - 5 0.30774831 - 5 0.29349166 - 6 
0.63231718 - 5 0.20719769 - 5 0.19759912 - 6 
0.42008262 - 5 0.13765267 - 5 0.13127582 - 6 
0.20852825 - 7 0.57554557 - 8 0.49168181 - 9 
0.45997610 - 5 0.15072497 - 5 0.14374253 - 6 
0.67723471 - 5 0.22191627 - 5 0.21163585 - 6 
0.99592163 - 5 0.32634360 - 5 0.31122551 - 6 
0.46969770 - 5 
0.72292781- 3 
0.53252683 - 3 
0.69507418 - 6 
0.38001464 - 3 
0.57793036 - 3 
CAW 21: 7-F 
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6. AN APPLICATION 
Applications of spline interpolates abound in literature, to cite only a few, these have been used 
for the numerical differentiation and integration; for the construction of approximate solutions of 
ordinary, partial differential and integral equations; least squares problems; eigenvalue problems, 
and optimal control problems, e.g., [2,4,6-8,17,19-211. Here, to show the importance of our results 
of Section 5, we shall obtain approximate solutions of Fredholm type linear integral equations, 
and a priori as well as posteriori error bounds between the exact and approximate solutions. 
Consider the linear Fredholm integral equation of the second kind 
4(t) = J” f(& u)$(u) du. + g(t), t E Lb], (80) 
c 
where f(t,u) E d2a2) ([a, bl x Ic, 4) and +(t) E C[a, bl. 
In (80) we can approximate f(t, u) by its biquintic spline interpolate, S,f(t, u), which in view 
of (59) is in degenerate form, i.e., (for the simplicity of notation) can be written as 
With this approximation, the resulting integral equation appears as 
4(t) = Id sdYt7 4&4 hi + Icl(t), t E b,bl, 
c 
which determines an approximate solution q(t). 
Equation (81) is the same as 
60) = 5 A,(t)& + $(t>, t E b,4, 
p=l 
(81) 
(82) 
where 
From (82) the approximate solution 4(t) can be obtained if we can determine the < x 1 vector 
p = [&I. For th is, we substitute (82) in (83), to obtain 
which in system form can be written as p = Pp + q, or 
(I- P)P = 4, (85) 
where P = [pij] is an 6 x [ matrix 
and q = [qi] is an [ x 1 vector 
(87) 
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It is clear from (82) and (85) that a unique i(t) exists if and only if the matrix (I - P) is 
nonsingular. To provide sufficient conditions for the existence of a unique 4(t), we introduce the 
operators R and 5’ on C[a, b] as follows 
and 
SMI = 1” SPf(4 UM(U) d% c 
so that (80) and (81) in operator form can be written as 
(I- R)Ml = $J, (88) 
and 
(I- S)k$l = ti, (89) 
respectively. 
DEFINITION 6.1. Let T : C[a, b] + C[a, b] be an operator defined by T[$] = @. We say that the 
operator T is invertible if T($] = $J h as a unique solution 4 E C[a, b] for each II, E C[a, b]. 
LEMMA 6.1. If (I - R) is invertible and 
then (I - S) is invertible, i.e., (81) has a unique solution 4(t). 
PROOF. The proof is similar to that of Lemma 3.1 in [21]. 
THEOREM 6.2. If (I - R) is invertible and (90) holds, then 
(91) 
and 
(I@-il( 1+J)/. (92) 
(Inequality (91) gives a priori error bound, whereas (92) provides a postetiori error bound.) 
PROOF. The proof is similar to that of Theorem 3.2 in [21]. 
From Theorems 5.4-5.6 the following corollaries of Theorem 6.2 are immediate. 
COROLLARY 6.3. If (I - R) is invertible, f(t, U) E PC4~m([a, b] x [c, dj), and p is such that 
T = (P4,0h4 ll@.fll + @,0h2C2 ll~:@.flj + P4,0C4 (j%fl() x (d - c) (](I - R)-‘(1 < 1, 
then (I - S) is invertible. Moreover, (91) and (92) hold. 
COROLLARY 6.4. If (I - R) is invertible, _f(t, U) E PC5~m([a, b] x [c, d]), and p is such that 
or 
then (I- S) is invertible. Moreover, (91) and (92) with 7 rephced by appropriate 71 or 72 hoJd 
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COROLLARY 6.5. If (I - R) is invertible, f(t,~) E P@@([a,b] x [c, d]), and p is such that 
or 
73 = (&Oh6 \l@fll + P2,0@4,0h2e4 llo;@.fll + ps,O@ l(D&fl() X (d _ c) ()(I _ R)-11) < 1, 
then (I - S) is invertible. Moreover, (91) and (92) with r replaced by appropriate ~1 or 72 or 73 
hold. 
EXAMPLE 6.1. Consider the integral equation 
4(t) = /’ t (1 - et”) 4(u) du + et - t, t E [o, 11 
0 
whose exact solution is known to be r$(t) s 1. In this equation, the operator R is given by 
R[g5] = 1’ t (1 - et”) 4(u) du, 
0 
and hence, 
11w311 5 oy!tyl I l (t(1 - etzL)( du II+11 = oFtyl(et - t - 1) 11~11 = (e - 2) 11411 I -- 0 -- 
which gives that JIRIJ 5 (e - 2) < 1. 
From the extension of Lemma 2.7 for bounded linear operators in Banach spaces, the term 
II(I - R)-llj in 73 (Corollary 6.5) can be replaced by (3 - e)-‘. With this modification, the two 
error bounds (91) and (92) will be larger. We shall find i(t) and the actual value of 114 - $1, and 
compare this with the modified error bounds. 
Choosing N and M such that in Corollary 6.5, 73 < 1. We first obtain the biquintic spline 
interpolate of the kernel f(t,U) = t(1 - et”) E C (O”>“)([O, l] x [O,l]). For this, in view of 
Remark 5.1, we need only to construct the cardinal splines si(t),O 5 i 5 N + 5 and sj(u),O I 
j < M + 5. From (13), we note that only the values of c!,’ need to be computed for each cardinal 
spline as the explicit expressions of the functions h,,j(t) are known. Thus, we need to solve the 
system (9). To find i(t) we need to solve the system (85) to obtain the vector p, then from (82) 
it follows that 
2N+5 
i(t) = C sp(t)Pp + et - t, t E [O, 11. 
fi=o 
In Table 6.1, we present the actual value of 114 - $11 = rnaxO<isN maxt~~t~tS+, 11 - i(t and 
the two modified error bounds. 
Table 6.1. 
N=M 7 9 15 
119 - &II 0.47280278 - 9 0.13057944 - 9 0.85620677 - 11 
0.54301944 - 6 0.14234923 - 6 0.84846739 - 8 
[ ~[#l [ 0.54301914 - 6 1 0.14234921- 6 ( 0.84846738 - 8 ( 
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