T
HE CONCEPT of affordances appeared in psychology during the late 60s, as an alternative perspective on the visual perception of the environment. More precisely, the term affordances was introduced by J. J. Gibson in 1966 [items 1)-3) of the Appendix]. Gibson defines the affordances of an object as "what it offers the animal, what it provides or furnishes, either for good or ill." What the objects afford to the agent are action possibilities that are directly perceived through vision, in a precategorical and subconscious way, without the need to construct a fully detailed model of the world or to perform semantic reasoning or explicit object recognition. Central to Gibson's theory is the notion that the sensorimotor capabilities of the agent dramatically influence perception: the concept of affordances is "something that refers to both the environment and the animal in a way that no existing term does. It implies the complementarity of the animal and the environment." Notably, the human ability to perceive affordances emerges gradually during development, and it is the outcome of exploratory and observational learning; as this ability appears, predicting the effects of the actions becomes possible as well, eventually leading to problem solving skills.
Over the last 40 years, the concept of affordances has inspired research and development in different fields, both to advance the understanding of how humans perceive the external world (through studies in psychology, neuroscience, and cognitive science) and to create artificial systems that could show similar capabilities (in artificial intelligence, humancomputer interaction, computer vision, and robotics). In particular, intelligent robots that are expected to work alongside humans in the real world can highly benefit from affordance models, especially when properly integrated in complete cognitive and control architectures.
This Special Issue on affordances explores the most recent trends in the interpretation and understanding of affordance learning and perception, and it presents different possible applications of this concept to cognitive and robotic systems.
II. CONTRIBUTIONS TO THE SPECIAL ISSUE
This Special Issue includes five publications that describe work inspired by the concept of affordances, spreading light on this topic from multiple perspectives. Below, we briefly highlight the field of application and the main contribution of each publication. The Special Issue opens with a comprehensive survey of this research subject: Affordances in Psychology, Neuroscience and Robotics: A Survey," by L. Jamone et al. This paper discusses the main definitions put forward in psychology and cognitive science, the early computational models proposed in artificial intelligence, the experimental observations from ecological and developmental psychology, the supporting evidence from neuroscience, and the applications to robotics: overall, the survey cites 280 publications from a wide range of diverse disciplines, putting them in perspective and highlighting the connections. One of the most important conclusion is that both theoretical and experimental works show once again that perception is deeply influenced by action. In animals, this is a consequence of the fact that, indeed, the ultimate goal of perception is not to reconstruct the environment, but to allow the agent to effectively act on the environment. In artificial agents (e.g., robots) the goal of a perceptual system should not be to create a fully detailed representation of the environment, but instead to understand what is the minimal information that has to be extracted from the stream of data to allow the agent to successfully perform actions and achieve tasks.
The second paper extends the original view of affordances, i.e., a learning and perception process, toward a more general reasoning and creativity problem, and proposes a computational model of it: A Logic-Based Computational Framework for Inferring Cognitive Affordance, by V. Sarathy and M. Scheutz. The proposed system, based on DempsterShafer theory, reasons not only about the functional and physical features of objects, but also about the related social, historical, aesthetic, and ethical aspects (i.e., on the context); the model does not deal with low level robotic perception and sensorimotor learning, but instead it performs symbolic rulebased reasoning over a wide range of object attributes and contextual information. The system is tested and evaluated in a simulated scenario of human-robot object handing over, with a total of 32 different situations embedded in four socially distinct domains: 1) elder caregiver; 2) mechanic helper; 3) fire brigade volunteer; and 4) flyer handout giver. Results show how the affordances inferred by the artificial system in the different social domains correspond to what can be reasonably expected during human-human interactions.
The third paper, inspired by the most seminal works on robotic affordances, presents an implementation of affordance learning and perception for a mobile robot: Towards Lifelong Affordance Learning Using a Distributed Markov Model by A. Glover and G. Wyeth. A Pioneer mobile robot equipped with a gripper is exploring its surrounding environment and learning how to perceive whether a certain part of the environment is grip-able or not, or, in other terms, to distinguish objects that can be gripped from other parts of the environment (i.e., the background, such as walls and floor). The main contribution with respect to earlier works in the state of the art is that, notably, learning is performed in an incremental lifelong fashion, using a distributed semi-Markov decision process. Experimental results show that the robot could successfully detect the grip-able affordance in scenarios with multiple objects, that were dynamically added to the scene and whose number was not known a-priori.
The fourth paper explores the relational affordances generated by object pairs, and how to detect them: Bootstrapping Relational Affordances of Object Pairs Using Transfer by S. Fichtl, D. Kraft, N. Kruger, and F. Guerin. Relational affordances are typically described as relationships among object pairs, such as inside or behind or on top; these relationships afford certain means-end actions, such as pulling a container to retrieve the contents, or pulling a tool to retrieve a desired object, and therefore detecting them can be very useful for robotic problem solving. This paper investigates how a robot can learn to detect these affordances from sensorimotor experience; in particular, since learning from experience is typically a data-hungry and time-consuming process, the authors compare two different bootstrapping strategies to reduce the number of training samples needed to achieve accuracy of the learned models. The main idea behind bootstrapping is that prior knowledge acquired at a certain learning stage can be incorporated in the system to facilitate learning at a following stage; in this paper, the focus is on exploiting the knowledge about the spatial relationship of a pair of objects to bootstrap the learning of more advanced affordances. Experiments carried out with a simulated robot manipulator and gripper show the advantages of both bootstrapping methods proposed (i.e., direct bootstrapping, based on learned affordances of pairs of individual objects, and category-based bootstrapping, based on learned affordances of pairs of object categories); in addition, an interesting evaluation and discussion about the possibility to transfer the simulation results to the real world is presented.
Then, the fifth paper investigates the role of affordances in robotic action planning and tool use: A Modular Dynamic Sensorimotor Model for Affordances Learning, Sequences Planning and Tool-Use by R. Braud, A. Pitti, and P. Gaussier. The proposed framework considers affordances as sensory predictions (i.e., the possible outcomes) generated by the internal simulation of a certain action, performed by a learned internal model; these affordances are included in a more comprehensive architecture for sensorimotor learning and control, inspired by the ideomotor principle, that allows for action planning in goal-directed behaviors. The system is implemented in a real robot manipulator equipped with a gripper, that successfully learns how to perform visually guided goal-directed reaching movements using tools with different shapes.
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