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Abstract
We consider an elliptic boundary value problem with perturbed p-Laplacian, p > 1. The perturbation
consists of a linear operator that dilates or compresses the argument of a function and is close to the identity.
A weak existence theorem is obtained.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
The p-Laplacian appears in the study of flow through porous media (p = 3/2), nonlinear
elasticity (p  2) and glaciology (p ∈ (1,4/3]). We refer to [6] for more background material.
For a p-Laplacian equation with right-hand side homogeneous in the unknown u, existence
and nonexistence results have been obtained by many authors, including those of [4,6,7,9].
Functional differential operators in Laplacians, including dilation/compression operators (see
formula (3.1) below) have been studied in [3,5].
We wish to consider a more general elliptic problem with a nonlocal bounded linear opera-
tor A situated inside the Laplacian, namely,
ΔpAu = f (x) ∈ H−1,p∗(M), u|∂M = 0, 1
p
+ 1
p∗
= 1. (1.1)
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problem remains coercive. In the linear case (p = 2) the operator ΔpA remains monotone if
A is a small perturbation of identity. However, for the case of general p, monotonicity is not
necessarily preserved under any perturbation, even a small perturbation. In the classical setup
(A = id
H
1,p
0
(M)) there are variational methods for proving existence theorems for Eq. (1.1).
These methods were employed in [10] and in other articles. Using these variational techniques,
we would have to consider weakly convergent sequences. However, the operator A is not neces-
sarily continuous with respect to weak convergence. Our version of the variational method allows
us to prove an existence theorem without using monotonicity or weak convergence.
The linear case of Eq. (1.1) with the operator
Au =
k∑
i=−k
aiu
(
qix
)
, q > 1, aj ∈R,
was studied in [12,13]. In these articles, the operator A is not assumed to be close to the identity.
In the linear case, coefficients ak dependent on x were considered in [14].
Boundary value problems for elliptic functional-differential equations have been studied in
[2,11] and other articles. Boundary value problems for elliptic equations with shifts in the space
variables were considered in [8,17]. A theory of boundary value problems for elliptic differential-
difference equations in a bounded domain has been constructed in [15].
2. Main theorem
Let M be a bounded domain in Rm with smooth boundary ∂M and x = (x1, . . . , xm) be
coordinates in Rm. Denote by ∂i the partial derivative in the variable xi .
For any v ∈ Lr(M), r  1, and w ∈ Lr∗(M), 1/r + 1/r∗ = 1, we put
(v,w) =
∫
M
v(x)w(x)dx.
Let W be a space of bounded linear operators G :H 1,p0 (M) → H 1,p(M), p > 1, with the
following properties.
For any operator G ∈W , there exists a bounded operator G+ :Lp(M) → Lp(M) such that
∂iG = G+∂i . (2.1)
If
G+∗ :Lp∗(M) → Lp∗(M), 1
p
+ 1
p∗
= 1,
denotes the conjugated operator, then there exists a bounded operator G+∗+ :H−1,p∗(M) →
H−1,p∗(M) satisfying the equation
∂iG
+∗ = G+∗+∂i . (2.2)
Denote by L(H 1,p0 (M)) the space of bounded linear operators in H 1,p0 (M).
Let ε ∈ R be a real parameter. Introduce an operator Aε :H 1,p0 (M) → H 1,p(M) by the for-
mula
Aε = idH 1,p0 (M) + ε
l∑
GjTj , Gj ∈W, Tj ∈ L
(
H
1,p
0 (M)
)
. (2.3)j=1
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ΔpAεu = f (x) ∈ Lp∗(M), u|∂M = 0, (2.4)
where
Δpv =
m∑
i=1
∂i
(|∂iv|p−2∂iv)
denotes the p-Laplace operator.
Theorem 1. If T ∗j G+∗+j f ∈ Lp
∗
(M), j = 1, . . . , l, then there exists a positive constant ε˜
such that for any ε, |ε| < ε˜, problem (2.4) has a weak solution u ∈ H 1,p0 (M), i.e., for any
h ∈ H 1,p0 (M), one has
−
m∑
i=1
(|∂iAεu|p−2∂iAεu, ∂ih)= (f,h).
3. Applications
Define an operator σ :Lr(M) → Lr(Rm), r  1, as follows:
σv =
{
v(x) if x ∈ M,
0 if x ∈Rm \M.
3.1. Dilations and compressions
In this section we regard the domain M as star-shaped with respect to the origin.
Construct an operator:
Rqv = (σv)(qx), q > 0. (3.1)
This operator dilates or compresses the graph of the function v(x) by a factor of q , a constant.
One can show that the operator Rq is bounded as an operator of the space H 1,r0 (M), r  1, to
the space H 1,r (M) and as an operator of Lr(M) to itself.
The operator Rq commutes with the partial derivatives in the following fashion:
∂iRq = R+q ∂i, R+q = qRq.
The operator R∗q can be written in an explicit form: putting R∗q = q−mRq−1 and changing the
variable x → q−1x in the integral, one obtains (Rqv,w) = (v,R∗qw). Thus one has R+∗q =
q1−mRq−1 and R+∗+q = q−mRq−1 = R∗q .
To define an operator R+∗+q on H−1,p
∗
(M), note that any element g ∈ H−1,p∗(M) can be
presented as follows [1]:
g = g0 +
m∑
i=1
∂igi, gj ∈ Lp∗(M), j = 0, . . . ,m.
Now we put
(
R+∗+q g,h
)= (g0,Rqh)−
m∑
(gi, ∂iRqh), h ∈ H 1,p0 (M).
i=1
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The operator
Qε = idH 1,p0 (M) + ε
l∑
j=1
aj (x)Rqj , aj ∈ C1(M),
can be presented in the form (2.3). In what follows, we consider the cases qj  1 and qj < 1 sep-
arately. Let Ua be an operator of multiplication by a, that is, Uav = av(x). If a(x) ∈ C1(M) then
Ua(x) ∈ L(H 1,p0 (M)). Assume that qj  1. Then we obviously have aj (x)Rqj = Rqj Uaj (q−1j x).
If qj < 1, then take a function a˜j (x) ∈ C1(M) such that one has a˜j (x) = aj (q−1j x) for x ∈ qjM .
This function satisfies the equality aj (x)Rqj = Rqj Ua˜j (x).
3.2. Shifts
Another example of operators fromW is a shift operator: Lhu = (σu)(x +h), h ∈Rm. In this
example, the domain M may not necessarily be star-shaped. As an operator of type (2.3) one can
take
Kε = idH 1,p0 (M) + ε
l∑
k=1
akLhk , ak ∈R, hk ∈Rm.
4. Proof of Theorem 1
Define an operator Bε :H−1,p
∗
(M) → H−1,p∗(M) by the formula
Bε = idH−1,p∗ (M) + ε
l∑
j=1
T ∗j G
+∗+
j .
Consider a linear function
Jε :H
1,p
0 (M) →R, Jε(v) = (Bεf, v).
We are going to minimize this function on a level set of the function
Fε :H
1,p
0 (M) →R, Fε(v) =
∫
M
m∑
i=1
|∂iAεv|p dx.
Such a variational scheme is not standard. Usually, in variational schemes, it is the function Fε(v)
whose conditional extremum is sought.
Lemma 1. Take a positive constant ε0 and a constant γ  1. Then, for any ε, |ε| < ε0, and for
any a, b ∈R, one has
|a + εb|γ = |a|γ + εψ(a, b, ε),
the function ψ satisfying an inequality∣∣ψ(a, b, ε)∣∣ c1(|a|γ + |b|γ ).
The positive constant c1 depends only on ε0 and γ .
1192 O. Zubelevich / J. Math. Anal. Appl. 328 (2007) 1188–1195Proof. If a = 0 or ε = 0, then the assertion is trivial. Otherwise, denoting ξ = b/a, we have
|ψ(a, b, ε)|
|a|γ + |b|γ =
||a + εb|γ − |a|γ |
|ε|(|a|γ + |b|γ ) =
|ξ |
1 + |ξ |γ ·
||1 + εξ |γ − 1|
|εξ |  c1. 
Lemma 2. There are positive constants ε1, c2, c4 such that for any ε, |ε| < ε1, and for any
v ∈ H 1,p0 (M), one has
c4‖v‖p
H
1,p
0 (M)
 Fε(v) c2‖v‖p
H
1,p
0 (M)
.
Proof. Consider the estimate from below. Put P = ∑lj=1 GjTj . According to Lemma 1, we
have
Fε(v) =
∫
M
m∑
i=1
|∂iv + ε∂iP v|p dx =
∫
M
m∑
i=1
|∂iv|p + εψ(∂iv, ∂iP v, ε) dx
= ‖v‖p
H
1,p
0 (M)
+ ε
∫
M
m∑
i=1
ψ(∂iv, ∂iP v, ε) dx. (4.1)
Now the proof follows from the estimate of the last term in (4.1):∣∣∣∣∣
∫
M
m∑
i=1
ψ(∂iv, ∂iP v, ε) dx
∣∣∣∣∣ c1
∫
M
m∑
i=1
|∂iv|p + |∂iP v|p dx  c3‖v‖p
H
1,p
0 (M)
,
where c3 is a positive constant independent of v and ε.
The estimate from above immediately follows from the boundedness of the operator P :
F(v)
∥∥(id
H
1,p
0 (M)
+ εP )v∥∥p
H 1,p(M)
 c4‖v‖p
H
1,p
0 (M)
. 
Corollary 1. If |ε| < ε1 then the function
νε(v) =
(
Fε(v)
)1/p
is equivalent to the norm of H 1,p0 (M).
The set
Sε =
{
v ∈ H 1,p0 (M)
∣∣ Fε(v) = 1}
is a unit sphere of H 1,p0 (M) with respect to the norm ν.
Lemma 3. For any ε, |ε| < ε1, the function Jε|Sε attains its minimum, say at vˆε .
Proof. By the conditions of Theorem 1, the function Jε can be extended continuously to the
space Lp(M). We do not introduce another notation for this extension.
Theorem 2. [16] Let V and W be Banach spaces and let the space V be reflexive. If a lin-
ear operator A :V → W is compact, then the image of the closed unit ball B ⊂ V under A is
compact.
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Uε =
{
v ∈ H 1,p0 (M)
∣∣ νε(v) 1}
is a compact subset of Lp(M). Thus the function Jε attains its minimum in Uε . Denote this
minimum by vˆε . Since Jε is a linear function, we have vˆε ∈ Sε = ∂Uε. 
Consider the weak derivatives
J ′εh =
d
ds
∣∣∣∣
s=0
Jε(vˆε + sh) = (Bεf,h) = Jε(h), h ∈ H 1,p0 (M), (4.2)
F ′ε(vˆε)h =
d
ds
∣∣∣∣
s=0
Fε(vˆε + sh) = p
m∑
i=1
(|∂iAεvˆε|p−2∂iAεvˆε, ∂iAεh). (4.3)
There is a standard relation between these derivatives that can be described as follows.
Lemma 4. For any ε, |ε| < ε1, the following inclusion holds:
kerF ′ε(vˆε) ⊆ kerJ ′ε. (4.4)
Proof. Fix ε, |ε| < ε1, and let
h ∈ kerF ′ε(vˆε). (4.5)
Define a function of two real arguments by the formula
ϕ(y, t) = Fε(yvˆε + th).
We want to show that for some positive t0 there exists a function y(t) ∈ C1(−t0, t0) such that
y(0) = 1 and
ϕ
(
y(t), t
)= 1. (4.6)
If it is true, then the set {y(t)vˆε + th | |t | < t0} is a curve on the manifold Sε. This curve passes
across the point vˆε and has h as a tangent vector.
Observing that ϕ(1,0) = Fε(vˆε) = 1 and
ϕy(y, t)|(y,t)=(1,0) = F ′ε(yvˆε + th)vˆε|(y,t)=(1,0)
= F ′ε(vˆε)vˆε = pFε(vˆε) = p 
= 0, (4.7)
we see that Eq. (4.6) satisfies the conditions of the implicit function theorem. Thus, we obtain
the desired function y(t).
Note that the derivative of the function y(t) vanishes at zero:
yt (0) = 0. (4.8)
Indeed, since Fε(y(t)vˆε + th) = 1, |t | < t0, we have
d
dt
∣∣∣∣
t=0
Fε
(
y(t)vˆε + th
)= F ′ε(y(0)vˆε)(yt (0)vˆε + h)
= yt (0)F ′ε(vˆε)vˆε + F ′ε(vˆε)h = 0. (4.9)
Combining formula (4.9) with (4.5) and (4.7) we obtain (4.8).
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tion ρ(t) = Jε(y(t)vˆε + th) attains its local minimum at t = 0. Thus we have
ρt (0) = J ′ε
(
yt (0)vˆε + h
)= 0.
This formula and formula (4.8) imply J ′εh = 0. 
According to the Lagrange multiplier theorem, formula (4.4) implies that there exists a con-
stant λε such that λεF ′ε(vˆε) = J ′ε . In other words, for any h ∈ H 1,p0 (M), formulas (4.2) and (4.3)
yield
pλε
m∑
i=1
(|∂iAεvˆε|p−2∂iAεvˆε, ∂iAεh)= (Bεf,h), h ∈ H 1,p0 (M). (4.10)
Let us transform the left side of (4.10). Put wi = |∂iAεvˆε|p−2∂iAεvˆε and write
(wi, ∂iAεh) = −(∂iwi, h)+ ε
l∑
j=1
(wi, ∂iGjTjh). (4.11)
Using formulas (2.1) and (2.2), we have
(wi, ∂iGjTjh) =
(
wi,G
+
j ∂iTjh
)= (G+∗j wi, ∂iTjh)
= −(∂iG+∗j wi, Tjh)= −(G+∗+j ∂iwi, Tjh)= −(T ∗j G+∗+j ∂iwi, h).
From this formula and (4.11), it follows that
(wi, ∂iAεh) = −(Bε∂iwi, h). (4.12)
Substituting (4.12) into (4.10) we obtain
−pλε
m∑
i=1
Bε∂i
(|∂iAεvˆε|p−2∂iAεvˆε)= Bεf. (4.13)
It is easy to see that the operator Bε is invertible, provided ε is small enough, so that Eq. (4.13)
is equivalent to
−pλε
m∑
i=1
∂i
(|∂iAεvˆε|p−2∂iAεvˆε)= f. (4.14)
Let a constant τε be a root of the equation −pλε|τε|p−2τε = 1. Then, substituting the expression
vˆε = τεu into (4.14), we see that the function u solves (2.4).
The theorem is proved.
References
[1] R.A. Adams, Sobolev Spaces, Academic Press, New York, 1975.
[2] A.B. Antonevich, The index and normal solvability of general elliptic boundary value problems with a finite group
of shifts on the boundary, Differential Equations 8 (1972).
[3] K. Cooke, J. Wiener, Distributional and analytic solutions of functional-differential equations, J. Math. Anal.
Appl. 98 (1984) 11–129.
[4] M. Guedda, L. Veron, Local and global properties of solutions of quasilinear elliptic equations, J. Differential
Equations 76 (1988) 159–189.
O. Zubelevich / J. Math. Anal. Appl. 328 (2007) 1188–1195 1195[5] A. Iserles, Y. Liu, On functional-differential equations with proportional delays, J. Math. Anal. Appl. 207 (1997)
73–95.
[6] J.L. Lions, Quelques Méthodes de Résolution des Problèmes aux Limites Non-linéaires, Dunod, Paris, 1969.
[7] A. Szulkin, Ljusternik–Schnirelmann theory on C1 manifolds, Ann. Inst. H. Poincaré Anal. Non Linéaire 5 (1988)
119–139.
[8] G.G. Onanov, A.L. Skubachevskiı˘, Differential equations with deviating arguments in stationary problems in the
mechanics of deforming media, Soviet Appl. Mech. 15 (1979) 391–397, MR 80e:73055.
[9] M. Otani, Existence and nonexistence of nontrivial solutions of some nonlinear degenerate elliptic equations,
J. Funct. Anal. 76 (1988) 140–159.
[10] M. Otani, T. Teshima, On the first eigenvalue of some quasilinear elliptic equations, Proc. Japan Acad. Ser. A Math.
Sci. 64 (1988) 8–10.
[11] V.S. Rabinovich, The solvability of differential-difference equations in Rn and in a half-space, Soviet Math.
Dokl. 19 (1978) 1498–1502, (1979), MR 80h:35125.
[12] L.E. Rossovskiı˘, The coercivity of functional-differential equations, Math. Notes 59 (1996) 75–82, MR 97b:35184.
[13] L.E. Rossovskiı˘, Boundary Value Problems for Elliptic Functional-Differential Equations with Dilatations and Com-
pressions of the Arguments, Proc. of Moscow Math. Soc., vol. 62, 2001.
[14] L.E. Rossovskiı˘, On the boundary value problems for the elliptic functional-differential equation with contractions,
Funct. Differ. Equ. 8 (2001) 395–406.
[15] A.L. Skubachevskiı˘, Elliptic Functional Differential Equations and Applications, Oper. Theory Adv. Appl.,
Birkhäuser, Basel, 1996.
[16] M.E. Taylor, Partial Differential Equations, vol. 1, Springer, New York, 1996.
[17] M.A. Vorontsov, N.G. Iroshnikov, R.L. Abernathy, Diffractive patterns in a nonlinear optical two-dimensional feed-
back system with field rotation, Chaos Solitons Fractals 4 (1994).
