We use a Heegaard splitting of the topological 3-sphere as a guiding principle to construct a family of its noncommutative deformations. The main technical point is an identification of the universal C * -algebras defining our quantum 3-spheres with an appropriate fiber product of crossed-product C * -algebras. Then we employ this result to show that the K-groups of our family of noncommutative 3-spheres coincide with their classical counterparts.
Introduction
It seems we are in a period of development of Noncommutative Geometry when new constructions of quantum spheres appear in abundance. Perhaps a key reason for this richness of examples is that a wish to preserve some particular additional structures that live on a topological space often leads to, or allows for, significantly different types of noncommutative deformations. The flexibility and scope of the language of noncommutative C * -algebras leaves enough room to reflect much more in the structure of a C * -algebra than just pure topology of the underlying space.
For instance, the concept of the SU(2) group structure on the 3-sphere uniquely determined (under some natural assumptions) its deformation into the quantum group SU q (2) . Among recent examples, we have the classification of quantum deformations of S 3 that preserve certain classical cohomological conditions [CD02, CD03] . Both new and earlier examples of noncommutative spheres are beautifully surveyed in [D-L03], and we refer the reader for more details and references therein.
Our present work stems from the idea of the decomposition of S 3 into two solid tori that corresponds to the local triviality of the Hopf fibration S 3 → S 2 . It is known as a Heegaard splitting of S 3 . This decomposition principle was first explored in [M-K91] yielding the quantum-torus type deformation S 3 θ , and, recently, in [CM02, HMS] producing the quantum-disc type deformation S 3 pq . Both approaches were unified into S 3 pqθ in [BHMS] , where the coordinate algebra O(S 3 pqθ ) is studied from Hopf-Galois and index theory point of view. Herein, we compute the K-theory of the universal enveloping C * -algebra of O(S 3 pqθ ), which is the main result of this paper.
To understand better the C * -algebraic structure we work with, note first that the aforementioned Heegaard splitting of S 3 decomposes it into the glueing over the boundary torus of two copies of a solid torus which is the Cartesian product of a disc and circle. Our noncommutative 3-sphere is an analogous glueing (represented by the fiber product of algebras) of two copies of a quantum solid torus. We represent a quantum solid torus by the crossed product of the Toeplitz algebra T by a natural action of Z determined by the parameter θ, i.e., T ⋊ θ Z. Just as the standard epimorphism T → C(S 1 ) allows one to think of S 1 as the boundary of a quantum disc, the natural epimorphism T ⋊ θ Z → C(S 1 )⋊ θ Z permits one to view the noncommutative torus as the boundary of a quantum solid torus. This is the way the Toeplitz and irrational rotation C * -algebras are used to assemble a new C * -algebra along the lines of the topological idea of a Heegaard splitting of S 3 .
Before embarking on a computation of the K-groups of noncommutative deformations of topological spaces, it is reasonable to ask under which general conditions we have a guarantee that the K-groups of the deformed C * -algebras remain the same as the K-groups of the initial C * -algebras. An example of such general conditions was provided in . On the other hand, even a very standard deformation of a torus into a quantum torus T 2 θ , after passing to the quotient by the antipodal action T 2 θ /Z 2 , leads to different K-theory [BEEK91, BEEK92, BK92] :
Therefore, it is in general not true that the K-theory remains unchanged with deformations.
As it seems unlikely that our example fits into Rieffel's framework [R-MA93], we prove directly that the K-groups of our family of quantum spheres coincide with their classical counterparts.
The overall mathematical structure of this article is much in line with [M-K91] . Sectionwise, it is organized as follows. We begin with preliminaries where notation is fixed and basic facts recalled. Also in preliminaries, we warm up for the K-theory computation by analysing the classical geometric roots of the Mayer-Vietoris six-term exact sequence in the K-theory of C * -algebras. Then we proceed with the main technical contents of the paper, which is the determination of key C * -algebraic features of our quantum spheres. First we show that the universal C * -algebra remains unchanged if we set two of our parameters to zero, i.e., C(S 3 pqθ ) ∼ = C(S 3 00θ ). Next we prove the latter C * -algebra to be isomorphic with a fiber product (pullback) of two crossed products. These two steps make it possible to compute the K-groups of C(S 
Preliminaries
Throughout the paper we use the jargon of noncommutative geometry referring to quantum spaces as objects dual to noncommutative algebras in the sense of the Gelfand-Naimark correspondence between spaces and function algebras. The algebras are assumed to be associative and over C. The notation C 0 (locally compact Hausdorff space) means the algebra of vanishingat-infinity continuous functions on this space. This algebra is non-unital unless the space is compact, in which case we skip the zero subscript. (In the noncommutative setting, the unitality of a C * -algebra is viewed as the compactness of a quantum space.) By O(quantum space) we denote the polynomial unital * -algebra of a quantum space defined by generators and relations, and by C(quantum space) the corresponding C * -algebra.
The latter means the universal enveloping C * -algebra (or the C * -completion, or the C * -closure) of a * -algebra in the following sense. Let O be a unital * -algebra such that the set Rep(O) of all its bounded * -representations is non-empty, and such that
(1.1) Then sup defines a norm on the quotient algebra O/{x ∈ O | x sup = 0} whose norm completion is the aforementioned universal enveloping C * -algebra.
The thus constructed C * -algebras indeed enjoy a very important universality property which we use a number of times in this paper. One can show that, if C is the universal enveloping C * -algebra of O and A is a C * -algebra, then for any * -homomorphism O → A there exists a unique C * -homomorphism C → A such that the diagram
is commutative. (Here the diagonal map is the canonical quotient map combined with the injection of the quotient algebra into its norm completion.) This universality property is very useful because it allows one to define C * -homomorphisms simply by appropriately specifying them on generators.
On the other hand, for K-theoretical computations it is useful to present a C * -algebra as a fiber-product or crossed-product C * -algebra. We denote the fiber product of algebras by a decorated direct sum, and the crossed product of an algebra A by a group G as A ⋊ G. For generalities on the fiber products (pullbacks) of C * -algebras we recommend [P-GK99], and for C * -algebraic crossed products we refer to [B-B98, Chapter V] and [P-GK79, Chapter 7]. Thanks to Theorem 3.2, our calculation of K-groups rests on the standard tools for the K-theory of fiber products and crossed products.
A Heegaard splitting of S 3
Splitting and glueing topological spaces along 2-spheres or 2-tori are standard procedures in the study of 3-dimensional manifolds. In the case of S 3 , we have the well-known Heegaard splittings. They present S 3 as two copies of a solid torus glued along their boundaries.
More precisely, the situation is as follows (see [N-GL97, Section 0.3] and [HMS] for related details). Define
It is clear that X is a glueing of two solid tori along their boundaries. On the other hand,
is the usual round 3-sphere. To see that they are indeed homeomorphic, note that the following formulas give continuous and mutually inverse maps between these two spaces:
It is a basic corollary of Bott periodicity [B-PF72] that for the n-sphere S n , the Chern character ch :
In the special case of S 3 , any complex vector bundle on S 3 is trivial. (This is because any bundle over S 3 can be clutched over S 2 from trivial bundles on 3-dimensional balls and the second homotopy group of any compact connected Lie group is zero.) Thus K 0 (S 3 ) = Z and a generator is the trivial line bundle S 3 × C. For K 1 (S 3 ), observe that, by Bott periodicity, π 3 (U(n)) = Z for n ≥ 2. Hence K 1 (S 3 ) = Z with a generator given by the map
) is generated by the unit of C(S 3 ) and K 1 (C(S 3 )) is generated by the 2-by-2 unitary matrix given above, now with z 1 , z 2 , viewed as the coordinate functions on S 3 . If we view S 3 as the union of two solid tori, glued along their boundaries, then there is the 6-term Mayer-Vietoris exact sequence
(1.9)
The K-groups of S 3 could be calculated from this diagram. In the noncommutative case, this is how we shall calculate the K-groups for our examples of quantum 3-spheres.
1.2 The Toeplitz and irrational rotation C * -algebras
The Toeplitz and irrational rotation C * -algebras T and C(S 1 )⋊ θ Z are among the best studied examples of operator algebras. They admit natural geometrical interpretations as a quantum disc and a quantum torus, respectively. As explained in the introduction, they become basic building blocks in our construction of a quantum 3-sphere just as a disc and torus can be used to build up S 3 . Herein, we recall some basic facts about these algebras.
Let O(D q ) stand for the unital * -algebra generated by z, z * satisfying
Denote by {e k } k∈N an orthonormal basis of a Hilbert space. Up to the unitary equivalence, O(D q ) has the following irreducible * -representations in bounded operators [KL93] :
Using this classification, one can show that the extension of the representation π to the universal enveloping
A straightforward argument proves that the norm of z in C(D q ) is 1. (The same argument is used to prove (2.15).) For q = 1 this norm condition is no longer a consequence of the commutation relation, but can be naturally assumed to hold, as it always holds automatically for 0 ≤ q < 1. The norm condition combined with the commutativity of z and z * yields the C * -algebra of continuous functions on the unit disc D. This motivated Klimek and Lesniewski to call C(D q ) the C * -algebra of a quantum disc [KL93] .
On the other hand, C(D 0 ) is, by construction, the well-known Toeplitz algebra T . The faithful representation π allows us to view T as the operator algebra generated by the unilateral shift. It appears quite interesting that, for 0 < q < 1, we can always re-scale the generator z by dividing it (on the right) by its absolute value to obtain the usual generator of T that we have for q = 0. This is precisely the phenomenon that we use to prove Theorem 2.8 (see (2.46)).
Next, let O(T 2 θ ) denote the unital * -algebra generated by x and y satisfying
The universal enveloping
For θ = 0 we get the algebra of continuous functions on the 2-torus T 2 . Hence, for θ = 0, the quantum space T 2 θ is called a noncommutative torus. The situation is particularly interesting when θ is irrational. Therefore, the irrationality of θ is often automatically assumed, in which case the crossed product C(S 1 )⋊ θ Z goes under the name irrational rotation C * -algebra [R-MA90].
1.3 The Mayer-Vietoris sequence for the K-theory of C*-algebras
be a commutative diagram of C * -algebras in which each homomorphism is surjective and
Then A is again a C * -algebra and it is called the fiber product (or pullback) of B 1 and B 2 over D. In case the C * -algebras B 1 and B 2 are commutative, an argument of Atiyah and Hirzebruch [AH62, p.32], allows one to construct the six-term K-theory exact sequence
(1.14)
We make a very slight change in the Atiyah-Hirzebruch argument (so that no partition of unity is used) and then observe that their construction applies to the case when the C * -algebras are not required to be commutative.
First, recall the classical construction. Here X is a locally compact Hausdorff space and X 1 , X 2 , are closed subsets of X with X = X 1 ∪ X 2 . LetX be the subset of X × [0, 1]:
ThusX is the disjoint union of X 1 and X 2 with a cylinder connecting the two copies of
that is topologized as a subspace of X × [0, 1]. Consider now the six-term K-theory exact sequence [K-M78, p.90] for (X , X 1 ×{0} ∪ X 2 ×{1} ):
Next, let us use the notation Y /Y ′ to signify the space Y with its subspace Y ′ shrunk to a point and observe thatX / (X 1 ×{0} ∪ X 2 ×{1}) is the suspension of X 1 ∩ X 2 . Hence we conclude that
Furthermore, we can prove that the restriction of the projection X × [0, 1] → X toX → X gives an isomorphism in K-theory:
Indeed, the mapX → X maps X 1 ×{0} ∪ (X 1 ∩ X 2 )×[0, 1] to X 1 and so gives a map of pairs
Hence the six-term K-theory exact sequence for (X, X 1 ) maps to the six-term K-theory exact sequence for (X ,
is clearly a homotopy equivalence, the Five Isomorphisms Lemma now applies to end the proof of (1.18). Combining this with (1.17) and the six-term exact sequence for (X , X 1 ×{0} ∪ X 2 ×{1}) now yields the desired Mayer-Vietoris sequence (1.14).
We shall now show that the reasoning used in the commutative case applies basically unchanged to the general case.
(1.20)
Consider now the short exact sequence of C * -algebras
The six-term K-theory exact sequence of this short exact sequence of C * -algebras plus the identifications
then yield the desired Mayer-Vietoris exact sequence. The first of these identifications is im-
is the suspension of D. For the second, we wish to prove that the evident map
where π 1 b 1 is the constant path at π 1 (b 1 ) = π 2 (b 2 ), gives a K-theory isomorphism. Let I 1 be the kernel of
Consider the pair (A, I 1 ), and note that
(Here 0 denotes the constant path at 0 ∈ D.) Thus the image of I 1 in Ã is an ideal inÃ. By a slight abuse of notation, denote the image of I 1 inÃ also by I 1 . The map of pairs (A, 
It is now clear that the C * -algebras A/I 1 = B 1 andÃ/I 1 are homotopy equivalent. Therefore, an analogue of the argument proving (1.18) applies to prove the desired identification K j (Ã) ∼ = K j (A), j = 0, 1. This completes the construction of the Mayer-Vietoris exact sequence for the K-theory of C * -algebras.
The universal C*-algebras
In this section, we show the existence of the universal C * -algebra for relations that we interpret as defining a 3-parameter family of noncommutative 3-spheres. By definition, the topology of the parameter space is that of a solid torus, but it turns out that identifying points in this space that give isomorphic C * -algebras largely reduces its size. We begin by defining the polynomial * -algebras of our noncommutative 3-spheres [BHMS] .
Definition 2.1. The unital * -algebra O(S 3 pqθ ) is the quotient of the free * -algebra generated by elements a and b by the * -ideal generated by the following relations:
Here p, q and θ are parameters running the unit interval [0, 1].
It turns out to be very helpful to distinguish the following elements of this algebra:
They satisfy AB = 0 and one can think of them as some key functions supported, respectively, on one or the other noncommutative solid torus whose glueing yields our quantum 3-sphere. It is also immediate that we have the following relations:
To prove the existence of the enveloping C * -algebra of O(S 
.
In order to check the relations, we need explicit formulas for the adjoints of the aforelisted operators. They are as follows.
With these formulas at hand, one immediately computes:
ρ(A) e m,n = p n e m,n for n > 0 e m,n for n = 0 , ρ(B) = 0, (2.12)
e m,n = q n e m,n for n > 0 e m,n for n = 0 . (2.13) Note now that, for 0 ≤ p, q < 1, the relations (2.2) entail that the norm of a and b in any bounded * -representation ̺ is at most 1. Indeed, we have To finish the discussion of the norm of the generators, observe that the formulas Proposition 2.2(3) entail ρ(a) , ρ(b) ≥ 1. This fact combined with the above shown inequalities ̺(a) , ̺(b) ≤ 1, for any ̺, implies that
We skip the analysis of the irreducibility of the above representations and postpone the discussion of what happens for special values of parameters p, q and θ for later on. Instead, we focus on the representations ρ and ρ ′ and find a linear basis of O(S 3 pqθ ) for two cases of parameter values. Contrary to representation formulas, basis expressions are sensitive to special parameter values. To write basis elements, it is convenient to adopt the following convention: Proof. It is a straightforward consequence of relations in the algebra O(S 3 pqθ ) that the aforelisted elements span this algebra. Now, let
be an arbitrary linear combination, and assume that it is equal to 0. Then ρ(f )e m,n = 0 for any m ∈ Z, n ∈ N. On the other hand,
Since
Hence, the square roots in (2.18) are non-zero for all n ≥ −α 0 . Therefore, it follows from the linear independence of the basis vectors that
Thus f αβl are coefficients of a polynomial vanishing at infinitely many points. Consequently f αβl = 0 for all α, β, l.
Applying now ρ ′ (f ) to e m,n we obtain
Using the same argument as above, we can conclude that, for all sufficiently big n ∈ N and for all α, β ∈ Z,
Again as above, this entails the vanishing of all g αβl .
Finally, let us note that we have shown that (ρ ⊕ ρ ′ )(f ) = 0 implies f = 0. This means the desired faithfulness of ρ ⊕ ρ ′ .
Remark 2.5. Let z be the generator of O(D q ) (see (1.10)). Assume the convention (2.16), and put Z := 1 − zz * . For 0 < q < 1, reasoning much as in the proof of the above lemma, one can show that the elements
Let us now pass to considering the case p = 0 = q. Our main point here is that, for 0 ≤ p, q < 1, we have C(S 3 pqθ ) ∼ = C(S 3 00θ ). To avoid confusion, we shall denote the generators of O(S 3 00θ ) by s and t, respectively, rather than by a and b. For the time being, the latter notation is reserved for the cases 0 < p, q < 1. For p = 0 = q the relations (2.2) become simpler and the elements A and B (2.4) become projections. Hence, it is clear that their powers can no longer be useful in writing down basis elements. Therefore, we introduce the following self-adjoint elements:
For these elements, one can immediately derive the identities:
With this notation, we can write the sphere relation (2.1) as A 1 B 1 = 0. Now, combining the first formula of (2.24) and the last of (2.23) with the standard induction proves that A k B 1 = 0, ∀ k ∈ N. Applying the standard induction with this formula as the starting point, and the first formula of (2.23) and the last of (2.24) for the induction step, yields ) that the monomials s µ t k t * l , µ ∈ Z, k, l ∈ N, and s m s * n t ν , ν ∈ Z, m, n ∈ N, span O(S 3 00θ ). We now want to show that so do the elements listed in the assertion of the lemma. Using (2.24), for l > k > 0, we obtain
Analogously, for k ≥ l, we have
Similarly, taking an advantage of (2.23) one checks easily for m ≥ n that
For n > m > 0, it follows from (2.23) that
Summarizing, we have shown that the elements given in the assertion of the lemma span O(S 3 00θ ). Let us now write a general element f ∈ O(S 3 00θ ) as a linear combination:
(2.30)
Using the straightforward to verify formulas
we can compute the operators ρ(f ) and ρ ′ (f ). For any m ∈ Z and n ∈ N, employing the shorthand notation µ := e 2πiθ , we have
To prove the linear independence of our linear generators, we assume now that f = 0. We begin by drawing conclusions from the entailed equality ρ(f ) = 0. If the first sum in (2.33) is not vanishing form the start, then there exists
and choosing n ≥ k 0 makes it zero. Thus the first sum is zero at least for all sufficiently big n, and we obtain α, β ∈ Z α≥−n h αβ µ (m+β)α e m+β,n+α = 0. (2.35)
Again for all sufficiently big n, the condition α ≥ −n in the foregoing sum is automatically satisfied for all possibly non-vanishing coefficients h αβ that appear therein. Thus we can conclude from the linear independence of the vectors e m+β,n+α that
Putting this back into (2.33) and noticing that terms with different β are linearly independent, we get
(2.37)
Suppose now that at least one of the coefficients f αβk is non-zero. Then k 0 exists. Due to the assumption that k is always a positive natural number, k 0 − 1 ≥ 0, so that we can choose n = k 0 − 1. Then the condition k > k 0 − 1 in (2.37) entails that k 0 is the only possible value for k, and that there is no summation over k. What remains is the equality
(2.38) Now the linear independence of all the summands implies that
As α is always assumed to be bigger than −k, the condition α > −k 0 is automatically satisfied. This means that for all possible α and β we have f αβk 0 = 0, which contradicts the definition of k 0 . Consequently, all coefficients f αβk must vanish, as desired. Thus ρ(f ) = 0 leads to the vanishing of all coefficients f αβk and h αβ . Combining it with ρ ′ (f ) = 0 yields
(2.40)
Much as before, we can deduce from here that also all coefficients g αβk are zero. This proves the desired linear independence.
The second assertion of the lemma follows from the observation that in the above reasoning the vanishing of all coefficients, which entails the equality f = 0, is concluded solely from the formula (ρ ⊕ ρ ′ )(f ) = 0.
This way we have shown the faithfulness of ρ ⊕ ρ ′ for any 0 ≤ p, q < 1. On the other hand, it is a general fact that, if C is the universal C * -algebra of a * -algebra O, and the latter admits a faithful bounded * -representation, then O ⊆ C. Indeed, by the universality of C we have the
Hence, from the injectivity of the horizontal map (faithfulness of a representation), we can infer the injectivity of the diagonal map, as needed. Consequently, we can claim:
Any representation can be extended by continuity to the universal C * -algebra, but in general there is no reason to expect that the extension of a faithful representation remains faithful. In particular, we cannot automatically claim that the extension of ρ ⊕ ρ ′ is faithful. Here this difficulty is more pronounced as there is a problem with classifying irreducible representations, which is often a standard way for grasping the size of the universal C * -algebra. (Recall that the irreducible representations play the role of points of the underlying quantum space.) Here a partial remedy to this problem is as follows. 
Since this extension is known to be faithful and pr is evidently surjective, we can conclude that ρ A,p is injective, as needed. The reasoning for ρ ′ B,q is identical.
The argument proving the lemma shows also the injectivity of pr and its B, q-counterpart. This way, as both these maps are evidently surjective, we obtain as an immediate corollary that
We are now ready to proceed to the key part of this section. It employs the just proved Lemma 2.7 and is pivotal in the final K-theory computation. Proof. Recall our convention that a, b and s, t stand for the generators of C(S 3 pqθ ) with 0 < p, q < 1, and C(S 3 00θ ), respectively. Since s * s = 1 = t * t entails s = 1 = t , one can easily verify that the infinite series
converge in norm to elements of C(S 3 00θ ). We denote them by f (a) and f (b), respectively. On the other hand, (2.2) immediately implies the positivity of the absolute values of generators: |a|, |b| > 0. Hence |a|, |b| are invertible, and we can define the following elements of C(S 3 pqθ ):
The point is to extend the formulas (2.45) and (2.46) to mutually inverse C * -homomorphisms. Our first step is to show the existence of f and g. Due to the universality of both C * -algebras, it suffices to show that the elements in (2.45) and (2.46) satisfy appropriate relations.
We begin with the sphere relation for the elements in (2.46). First, we have
In the same way, we obtain 1 − g(t)g(t)
Combining these facts, we compute
Here the last step follows immediately from (2.1). Next, we check the disc relations:
Finally, we employ (2.3) for the torus relations to obtain
and, analogously, g(s)g(t) * = e −2πiθ g(t) * g(s). Thus we have shown that the formulas (2.46) define a C * -homomorphism g : C(S 3 00θ ) → C(S 3 pqθ ). We now proceed to show that (2.45) defines f . To make easier writing down computations, let us use the notation
(2.53)
It is clear that
It follows from s * s = 1 = t * t that the terms in parentheses are always of the form A i and B j , respectively. Thus the formula (2.25) entails the desired equality
Next, using st = e 2πiθ ts and st * = e −2πiθ t * s we compute
and, similarly,
For the remaining disc relations, we resort to the help of available representations. Using definitions from Lemma 2.7, it is straightforward to check that ). It remains to show that f and g are mutually inverse. To this end, we shall again take advantage of representations. First, note that the formulas (2.57) immediately imply
Hence we obtain
(2.62)
Consequently, the injectivity of all four representations used above (Lemma 2.7) implies that
Therefore, as a, b and s, t generate C(S 3 pqθ ) and C(S 3 00θ ), respectively, we can conclude that f and g are mutually inverse, as desired. This can be summarized by the commutative diagram
and ends the proof.
Let us finish this section by discussing some special cases. Putting θ = 0 but keeping 0 ≤ p, q < 1 immediately recovers quantum-sphere algebras in [CM02, HMS] . On the other hand, since the norm condition (2.15) is automatically satisfied for 0 ≤ p, q < 1, adding it to the definition of C(S 3 pqθ ), 0 ≤ p, q < 1, would leave it unchanged. Now, however, taking for granted the theory of commutative C * -algebras, it is clear from (1.3) that setting in the thus defined C * -algebra p = 1 = q and θ = 0 would yield C(S 3 ). This is why we view our construction as a noncommutative deformation of the topological 3-sphere. Furthermore, setting p = 1 = q but keeping θ arbitrary gives precisely the construction of the Matsumoto (constant θ) C * -algebra of a noncommutative 3-sphere [M-K91, p.334].
3 The fiber-product C*-algebra
The aim of this section is to prove that C(S 3 00θ ) is isomorphic to a certain fiber product (pullback) of C * -algebras, which will make it possible to compute its K-groups using the MayerVietoris exact sequence.
Let T be the Toeplitz algebra, as defined in the preliminaries, and z its generator. The crossed products T ⋊ θ Z and T ⋊ −θ Z with respect to the actions α ±θ : Z × T → T given by α ±θ (n, z) = e ±2πinθ z can be identified with the universal C * -algebras [B-B98, p.71] generated by s + , u, respectively t − , v, satisfying
We interpret T as the algebra of a quantum disc, and the just defined crossed products as algebras of noncommutative solid tori. What we want to show is that our noncommutative 3-sphere S With this picture in mind, we have natural epimorphisms
Here x and y are the unitary generators of C(T 2 θ ) (see 1.12). These two maps allow us to define the desired fiber product of T ⋊ θ Z with T ⋊ −θ Z over C(T 2 θ ):
Now we can define a homomorphism
The situation is summarized in the following commutative diagram:
Here pr 1 and pr 2 are the natural projections, and h 1 , h 2 , ϕ c are the appropriate composite maps. Note that all these homomorphisms introduced above are well-defined on the C * -level because their domains of definition are universal C * -algebras.
Our goal is to show that h is an isomorphism. To this end, we need to introduce some more C * -homomorphisms whose existence is guaranteed by the following general result:
Lemma 3.1. Let C be a (not necessarily unital) C * -algebra, w the unitary generator of the C * -algebra of continuous functions on S 1 , and E ij the matrices with zero everywhere except for the ij-place where there is 1 (matrix units). The assignment E ij ⊗ 1 → e ij , E ij ⊗ w → w ij , e ij , w ij ∈ C, defines a homomorphism K ⊗ C(S 1 ) → C if and only if the following conditions are satisfied for any N ∈ N:
(1) the e ij fulfill the relations of E ij , i.e., e ij e kl = δ jk e il , e * ij = e ji , ∀ 0 ≤ i, j, k, l ≤ N;
Proof. Note first that for a given homomorphism K ⊗ C(S 1 ) → C, the values on E ij ⊗ 1 and E ij ⊗ w obviously have to satsify the above conditions. For the proof the other way around, choose an arbitrary N ∈ N and consider M N +1 (C) ⊗ C(S 1 ). To show that there exists a homomorphism from this C * -algebra to C, by the universality of the tensor product ([T-M79, Proposition 4.7]), it suffices to show that there exists homomorphisms M N +1 (C) → C and C(S 1 ) → C whose ranges commute. Since E ij form a basis of M N +1 (C), the condition (1) guarantees that the assignment E ij → e ij defines a C * -algebra homomorphism. On the other hand, for any bounded normal operator U such that (U * U) 2 = U * U, we have U = U(U * U). Indeed, as |U| := √ U * U can be approximated by polynomials divisible by U * U, the desired formula follows from the polar decomposition:
Therefore, since every C * -algebra admits a faithful representation, we can conclude from (2) that W = W (W * W ). Now it follows from the normality of W that W * W is the identity of the C * -subalgebra generated by W . Hence the assignment w → W defines a homomorphism C(S 1 ) → C. By (3), the ranges of the two just constructed homomorphisms commute. Thus, for any N ∈ N, we have a homomorphism
Since the value of this homomorphism on any element is given by applying a C * -homomorphism, its norm is preserved or decreased. Consequently, the * -algebra homomorphism is norm-continuous and it extends to a homomorphism:
To end the proof, it suffices to note that F (E ij ⊗ 1) = e ij and that the condition (3) entails F (E ij ⊗ w) = w ij .
We are now ready to prove the main statement of this section:
Theorem 3.2. The homomorphism (3.6) is an isomorphism of the universal C * -algebra C(S 3 00θ ) with the fiber-product C * -algebra T ⋊ θ Z ⊕ C(T 2 θ ) T ⋊ −θ Z.
Proof. Our strategy is to construct a commutative diagram of two short exact sequences and then conclude the assertion of the theorem by the Five Isomorhisms Lemma. To begin with, one can verify with the help of Lemma 3.1 that the formulas (E ij ⊗ w, 0) −→ s i (1 − ss * )ts * j , (0, w ⊗ E ij ) −→ t i (1 − tt * )st respectively. Observe also that the above formulas entail j c (E ij ⊗ 1, 0) = s i (1 − ss * )s * j , j c (0, 1 ⊗ E ij ) = t i (1 − tt * )t * j , (3.14) j d (E ij ⊗ 1, 0) = (s 3.7) ). One can immediately check the commutativity of the diagram: are both injective. Let us check the injectivity of ψ. Clearly, Ker ψ is a closed ideal in K⊗C(S 1 ). Hence it is of the form K ⊗ I, with I an ideal in C(S 1 ). In particular, for any f ∈ I, we have E ii ⊗ f ∈ Ker ψ. Now one checks that ψ(E ii ⊗ w) e m,n = e −2πiθ δ in e m+1,i , i.e., ψ(E ii ⊗ w) = e −2πiθ σ d ⊗ E ii , (3.19)
where σ d is the standard two-sided shift. Therefore, since the assignment w → σ d defines a faithful representation ρ d of C(S 1 ), for any f ∈ I we have: On the other hand, it follows from (3.1-3.2) and (3.14) that the classes of s and t in the quotient algebra satisfy the relations (1.12) of the noncommutative torus. Therefore, due to the universality of the C * -algebra C(T 2 θ ), there is a natural homomorphism in the other direction, which is evidently the inverse of (3.21). This finishes the proof of exactness of the upper sequence.
The proof for the lower sequence proceeds along the same lines. This time, instead of ρ and ρ ′ one usesρ • pr 1 andρ ′ • pr 2 , whereρ andρ ′ are representations of T ⋊ θ Z and T ⋊ −θ Z, respectively, defined byρ (s + ) e m,n = µ m e m,n+1 ,ρ(u) e m,n = e m+1,n , (3.22) ρ ′ (t − ) e m,n = µ −m e m,n+1 ,ρ ′ (v) e m,n = e m+1,n . (3.23)
These representations are related to ρ and ρ ′ by the maps h 1 and h 2 of the diagram (3.7): ρ =ρ • h 1 and ρ ′ =ρ ′ • h 2 . To finish the exactness proof, we identify
