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第1章 序論
我々人間は感覚器を通し世界を知覚し，周囲の環境と相互に作用し合いながら生活
している．特に視覚は，周囲の環境の奥行き，その広がり，物体の色，形状，材質感
などを認識する上で極めて重要であるとされる [1]．したがって，人間にとっての現
実世界を本質的に再現しようとするバーチャルリアリティ（VR）の研究分野におい
ても，より高品質な視覚情報を提示する装置の開発が盛んに行われてきた．本研究で
は，視覚提示装置のうち没入ディスプレイを研究対象とする．そのため本章では，従
来の視覚刺激提示に関する研究について概説し，本研究の位置付けを述べる．
1.1 視覚提示に関する研究
1.1.1 ヘッドマウントディスプレイ
人の動きに応じて人工的な視覚刺激を生成し提示する試みは，1968年の Sutherland
らの発表により本格化した [2]．この際提案されたのが，Head-Mounted Display(HMD)
である．現在では，基本原理を同じくしてスマートフォンの部材等を利用した比較的
安価なHMDが市販され，ゲーム機でも利用可能になるなど，一般家庭にも普及する
に至っている．市販されるものの中にはスキー用のゴーグル程度の大きさでシステ
ムが完結する製品もあるため現在のHMDは可搬性が高い視覚提示装置であると言え
る．また両眼立体視の実現方法について，左右の目に対して完全に独立した光学系で
映像を提示できることから，後述のプロジェクタ投影などの手法と比較して，左右の
映像のクロストークが発生しないという利点がある．
一方で従来から指摘されてきた主な問題点として以下が挙げられる
• 人間の視野角に対する表示可能視野角の狭さ
• 着脱の煩雑さ，固定具の圧迫感
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• 対面コミュニケーションの阻害
表示可能視野角に関しては広範囲を覆うことができるものが発表され [3]，今後徐々
に解消されていくものと考えられる．一方，レンズを眼球の光軸に合わせてずれなく
配置せねばならないというHMDの性質上，装置を体験者の頭に頑丈に固定すること
は，依然として必要である．現在市販されているHMDは軽量なものでも 420 gほど
の重量があるが，この装置がずれないよう固定されるのであれば，体験者が強い圧迫
感を感じるのは必然である．またHMDによって顔が覆われることは，実世界での対
面コミュニケーションにおいて非言語的なコミュニケーション手がかりの伝わりやす
さに大きく影響することが明らかになっている [4]．これは，体験者自身の身体や同
じ空間にいる他者の動き，あるいは存在そのものについて，全身の位置トラッキング
など特別な処理をしない限り認識できないことに起因する．
HMDが抱えるこれらの問題点は，VR空間中での移動など体を積極的に動かす様
な，またバーチャル空間を共有しながら議論を行う様なアプリケーションを想定した
場合顕著になる．
1.1.2 没入ディスプレイ
前述のHMDの欠点を解決可能な視覚提示装置として，大型スクリーンで体験者の
周囲に映像を表示する没入ディスプレイが研究されてきた．1993年に Cruz-Neiraら
が発表したCAVEシステムを発端に，その後それを発展させたシステムが多く開発さ
れた [5–7]．没入ディスプレイでは，体験者がどこを見てもスクリーンがある状況を
作り出すことで人間の持つ視野全体を映像で覆う．これによりHMDの視野角に関す
る問題は解決されている．次に体験時の装着の煩雑さや頭部の圧迫といった装着負荷
に関する点だが，没入ディスプレイによる視覚提示では立体視を実現するために，映
画館などでも使用されるシャッタ眼鏡を体験者に装着させることが多い．このシャッ
タ眼鏡の装着方法は，視力矯正用のいわゆる通常の眼鏡と同様であり，またその重さ
は数十グラムと軽量である．眼鏡には体験者の視点位置トラッキングに利用するマー
カをつけることが多いが，それを含めたとしても重量はHMDより大幅に軽く，体験
者の装着負荷は低いと言える．この他に没入ディスプレイの特徴として，複数人での
VR空間の共有と，VR空間に没入中の対面コミュニケーションが比較的容易である
点が挙げられる [8]．没入ディスプレイにおいて映像が正しく見える視点は厳密には
装置内部の 1か所だが，その視点の近傍でもある程度違和感なく映像鑑賞が可能であ
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るという性質が，VR空間の共有を容易にしている．また体験中に他者や自身の身体
が直接見えるため，非言語的なコミュニケーション手がかりの欠損が少なく，円滑な
コミュニケーションが期待できる．この空間共有性とコミュニケーション容易性が，
HMDとは根本的に異なる没入ディスプレイの特徴であり，没入ディスプレイを適用
すべきアプリケーション領域を形作っていると言える [9]．さらに，自分自身の身体
を視界の中に入れながら体性感覚を伴う行動をとることができるため、1/1スケール
の実寸感覚が得られるという利点があることも知られている [10]．
一方，没入ディスプレイはスクリーンや液晶ディスプレイなどで体験者を囲う必要
があるため，体験者の移動可能範囲や没入中に利用可能な実験装置が限られる．この
課題の最も直接的な解決方法は，システムを大型化して体験者が囲われている空間を
広くとることである．しかし，体験者の内部での移動を考慮したVRシステムとして
の没入ディスプレイは，装置全体の規模に対し体験者が移動可能な空間を広く確保す
ることが難しいことから，これまで一般的な議論がなされてこなかった．現在まで，
例えば 10mを超えるような没入ディスプレイは商用などとして開発されているもの
の，それらはプラネタリウムに代表される全周動画の再生が目的であり，その内部で
の体験者の移動を考慮しないものであった [11, 12]．体験者が移動した際には，バー
チャル空間中の視点位置もそれに応じて移動すべきである．この移動が実現されない
場合，空間内でのインタラクティブ感と自己存在感が欠如し，「あたかも自分がその
場にいる感覚」である臨場感が得られない．
1.1.3 バーチャル環境構築ソフトウェア
先に述べた通り，提示されたバーチャル空間中の視点移動を実現することは，行動
に対する視界の変化という点で自己存在感とインタラクティブ感の創出のために重要
である．その実現を考えるにあたっては，体験者の視点位置を追従するためのハード
ウェアに加えて，バーチャル空間を構築しその内部での視野を適切に生成するソフト
ウェアについても当然考慮せねばならない．
バーチャル空間を没入ディスプレイに対して正しく表示するためのソフトウェアの
枠組みは，これまで多く開発されてきた．現在，商用のものではCAVELib [13]（元は
Cruz-Neiraらの開発したソフトウェア）や getReal3D [14]，研究機関によって開発さ
れてきたものとしてはVR Juggler [15]や CAVE2に用いられるOmegalib [16]が代表
的である．これらは体験者の視点移動や立体映像の提示にも対応できるが，商用のも
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のはいずれもソースコードが非公開であったり，当然ながら有償であったりする．こ
れは，没入ディスプレイを用いたコンテンツをインターネット上で無償公開したり世
界的に普及させたいと考えている場合に障害となる．VR JugglerやOmegalibは無償
かつオープンソースのプロジェクトとして開発されている．しかし，提示したいバー
チャル空間の構築にあたっては，没入ディスプレイ開発者のみならずそれを利用する
アプリケーション開発者においてもコンピュータグラフィックス（CG）プログラミ
ングに関する専門的な知識が必要であるため，容易に環境を組み上げられるとは言い
難い．また VR Jugglerでは，没入ディスプレイのスクリーンは平面で構成されてい
ると仮定されており，曲面スクリーンは定義できない．Omegalibではワープ変形可
能な 2次元メッシュを定義することで曲面スクリーンに対応できるが，構成する曲面
ごとにその変形量などを分けて定義する必要があるため，複雑な形状のスクリーンへ
の適用は容易で無いことがわかる．
以上より，没入ディスプレイでの映像提示を考える場合は，より容易にバーチャル
環境を構築するためのソフトウェアの枠組みについても熟慮する必要がある．
1.1.4 バーチャル環境中の移動感覚提示
体験者がバーチャル空間を移動する際，実空間でも同様の移動を行うことができれ
ば，前庭感覚や体性感覚を伴ったVR体験が実現できる．しかし，バーチャル空間は
理論上無限の広さをもたせることも可能である一方で，体験者が現実に移動可能な空
間は有限である．この問題について，実際に移動できる空間よりも広いVR空間を提
示するための試みとして，体験者の移動量を打ち消す装置が研究されてきた．人間が
移動する際の手段として最も生得的なものは歩行であるが，大野らの報告によれば，
歩行動作と映像刺激とを組み合わせたバーチャル空間中の移動表現によって，映像刺
激のみによる移動表現よりも移動距離の推定がより正確になることが示唆されてい
る [17]．そこで，歩行動作を実現しつつその移動量を打ち消すための装置として，歩
行感覚提示装置が提案されている [18–20]．
これらの装置は理論上無限の歩行面を提示でき，地面からの反力や移動に伴う前庭
感覚・体性感覚を提示可能とされている．一方で，例えばトレッドミル上での歩行は
平地歩行と比較して人間の感じ方が異なることが分かっている．久保らの報告によれ
ば，それぞれの実験条件において主観的速度知覚が異なるとしている [21]．それ以外
にも主観的運動強度，筋活動，足関節角，運動中の心拍数など多くの点において平地
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歩行とは異なるという結果が示されている [22, 23]．これらより，歩行感覚提示装置
上での移動は実空間中での移動と同質であるとは断言できないことがわかる．した
がって，没入ディスプレイの内部で歩行による移動感覚を提示しようとする場合は，
理想を述べれば，体験者が移動可能な空間を十分な広さで用意し，実際に歩行するこ
とでバーチャル空間内を移動できる状態を実現できれば最もよい．
1.2 本研究の目的
前節で述べた没入ディスプレイについて，HMDと比較した際の利点と，それがも
つ課題は次の通りである．
没入ディスプレイの特徴 
HMDに対する利点
• 装置着脱の煩雑さ，固定具の圧迫感が少ない
• バーチャル空間内で見ているものを複数名で共有することが比較的容易
• 対面コミュニケーションにおける非言語的コミュニケーション手がかりの
欠損が少ない
• 物の基準として体験者自身の身体が見えるため VR環境内でもスケールを
把握しやすい
課題
• その構造により体験空間が高々数メートル四方に限られる
• コンテンツの公開を前提とし，なおかつ容易にバーチャル環境を構築可能
なソフトウェアの枠組みが存在しない 
上記の通り没入ディスプレイはその構造により体験空間が制限されるが，これによっ
て体験者の移動を伴う実験は歩行感覚提示装置の併用を強いられ，また導入可能な実
験装置の大きさも制限を受けていた．したがって以下を本研究の目的とする．
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本研究の目的 
没入ディスプレイにおける実験器具や体験者の移動可能範囲の制限について，
利点は維持しながら，システムの大型化によって解決すること 
より具体的には，没入ディスプレイの大型化にあたってそれを設計するための指針
を示し，それに則った大規模没入ディスプレイを構築する．この際，没入ディスプレ
イを用いたバーチャル空間の提示がより簡便になる，バーチャル環境構築ソフトウェ
アについても提案する．
1.3 内容梗概
本学位請求論文はこの第 1章を含め 8つの章から構成される。
第 1章では，従来の視覚提示に関する研究について概説し，没入ディスプレイの特
徴と解決すべき課題について整理し本研究の目的を明確にした．
この目的の達成のために，第 2章では大規模な没入ディスプレイを構築することを
前提としたときに必要となるハードウェアの設計指針について議論する．まず没入
ディスプレイを設計する際に考慮すべき事柄を挙げ，さらに大規模システム特有の
要件について述べる．これらの考慮事項を踏まえて，装置を設計する上で検討すべき
項目と現状の最適構成を述べる．また，大規模化に適した映像投射方式について議論
する．
第 3章では，没入ディスプレイに実装すべきバーチャル環境構築ソフトウェアにつ
いて，それを構成する要素について述べた後，レンダリング処理に注目し，没入ディス
プレイ一般に適用可能な描画アルゴリズムを提案する．本提案手法は，曲面を含むよ
うな複雑な形状を有する没入ディスプレイにおいても，スクリーンサーフェスモデル
とプロジェクタパラメータを入力するだけで，水平方向全周における立体視とトラッ
キングされた体験者に対する歪みのないバーチャル空間の見えを提示可能である．
第 4章では，ここまでで提案してきたハードウェア，ソフトウェアの設計指針に則
り，実際に大規模没入ディスプレイ LargeSpaceを実装することで，提案の有用性を
実証する．また，先のレンダリングアルゴリズムとゲームエンジンを統合した，汎用
性の高いバーチャル環境構築ソフトウェアについて解説する．
第 5章では LargeSpaceの評価・考察を行う．まず基本性能について言及する．そ
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の後，前面投射方式を採用したことで発生した課題について検証し，実質的に移動可
能な範囲に関する計測結果をまとめる．複合曲面スクリーンによる輝度変化軽減効果
についても議論し，その有効性を確認する．
第 6章では，大規模没入ディスプレイの応用として，ワイヤー駆動モーションベー
スとの統合による移動感覚提示，ウォークスルーアプリケーション，実験心理学のた
めのバーチャルな実験環境，芸術応用としての没入型インスタレーションを実装し，
大規模没入ディスプレイの利用可能性を示す．
第7章では全体を通した考察を行い，改めて本研究での提案の有用性を確認する．そ
の後，大規模没入ディスプレイがもたらす価値，大規模没入ディスプレイにおける視覚
提示の品質に関する課題を指摘し，解説する．さらに本研究の展望として，LargeSpace
のアプリケーション，バーチャル環境構築ソフトウェア，そして大規模没入ディスプ
レイ一般についての今後の可能性について言及する．
最終章では，本研究全体を総ざらいしまとめた上で，結言を述べる．
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設計指針
2.1 大規模化を前提とした没入ディスプレイ
2.1.1 本研究における没入ディスプレイの必要機能
視覚ディスプレイの基本的な役割は，バーチャル空間の奥行き，その広がり，物体
の色，形状，材質感など，バーチャル空間を把握するための情報を体験者に与えるこ
とである．没入ディスプレイにおいて，特に奥行き，広がりの表現を実現するために
必要な能力を以下に示す．
機能要件 
• 人間の視野の広範囲にわたり刺激提示ができること
• 両眼視差を表現可能であること
• 運動視差を表現可能であること 
第 1.1節でも述べたように，これまでの没入ディスプレイでは構成するスクリーン
などで囲われる体験空間の大きさが制約となり，体験者の移動可能範囲や没入中に利
用可能な実験装置が制限されてきた．そのため本研究では，体験空間が十分に広い大
規模な全周ディスプレイの構築を目指す．
ここでいう体験空間の “十分な広さ”はコンテンツに依存する．コンテンツの例と
して，「無限の長さのバーチャルな廊下を直進し続ける」というウォークスルー体験
を考えてみる．この場合，本来であれば体験者は無限に直進しつづけるため無限の広
さの体験空間が必要である．この必要体験空間を小さくする手法として，Redirected
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Walkingが提案されている．Redirected Walkingは，歩行する体験者が見るバーチャル
空間を，体験者を軸に少しずつヨー回転させることによって，体験者には直進してい
るように感じさせながらも，実際には円を描いて歩かせることができる手法である．
Steinickeらによれば，これを実現するためには直径 44mの体験空間が必要であること
が報告されている [24]．これを基準として没入ディスプレイの実装を考えた場合，少
なくとも 50m四方程度の無柱空間を用意しなければならないことになる．現実問題と
して，装置設置のためにこれほどの広さを用意することは難しい．また当然ながら，
直進だけではなく体験者が自由に移動するようなVRコンテンツの場合はRedirected
Walkingの手法では対処できず，50m四方の空間でも十分とは言い切れなくなる．
以上より，あらゆるコンテンツに対して十分な広さを確保するには，やはり無限の
広さの体験空間が必要になると言える．これを装置の設計の観点から言い換えれば，
設置できる空間は有限であるから，装置はその部屋の中で最も体験空間を広く取れる
構造にすべきであるということになる．
故に，大規模没入ディスプレイを設計するにあたっては，その装置全体の体積にお
ける体験空間の占める割合をいかにして高めるか，ということが重要となる．
大規模没入ディスプレイ特有の追加要件 
• 装置の全体体積に占める体験空間の割合を高め，体験空間を最大限広く
確保できる構成であること 
2.1.2 大型化に適した視覚提示手法
体験者の視野を広く覆うと同時に両眼立体視を実現可能な視覚提示手法として，
CAVEのようにプロジェクタによってスクリーンへ映像を投影する手法，大型の液晶
ディスプレイを複数台組み合わせて映像を表示する手法，LEDアレイとパララックス
バリアを体験者の周りに配置し回転させる手法などが提案されている [5, 25, 26]．シ
ステムを大型化するためには，大きな映像面を継ぎ目が目立たない形で構成すること
が必要となる．また体験者が歩行する面においては，その荷重に耐えられる素材を利
用しなければならない．これらを考慮すれば，人が自由に歩き回れるほどの大型ディ
スプレイを構築するにあたっては，現時点ではプロジェクタ投影によるシステム（プ
ロジェクション方式）が最も適しているということができる．したがって，ここでは
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プロジェクション方式の大規模没入ディスプレイを設計する際に検討すべき点につい
て議論を進める．
2.2 ハードウェア設計指針
2.2.1 投影方式
プロジェクション方式を用いる没入ディスプレイにおいて，映像をスクリーン上に
投影する方法として，体験者から見てスクリーンの表から投影する前面投射（Fig. 2.1a）
と，裏から投影する背面投射（Fig. 2.1b）がある．大型のシステムを構築するにあたっ
て，そのどちらを採用すべきかについて議論する．
Front projection
(a)
Rear projection
(b)
Fig. 2.1: Front/Rear projection approach
CAVEに代表される背面投射方式では投影光が体験者に遮蔽されないという利点が
ある．また，室内光の影響を受けにくく，スクリーン背面を暗室にすることで比較的
コントラストの高い映像の提示が可能である．さらに，スクリーンの外側にプロジェ
クタを設置するため，上下を含む全ての面を映像で覆う体験空間を構築できる．しか
し，結像のためにプロジェクタとスクリーンの間に十分な距離をとる必要があること
から，プロジェクタをスクリーン外に配置するこの方式では体験者のいるスクリーン
内部に比べ，映像投影のために確保しなければならないバックヤードが非常に大きく
なる．つまり設置空間に対して移動可能な内部空間の割合が小さくなる．加えて，半
透過型のスクリーンを用いる必要があり，高い輝度を実現しようとするとスクリーン
を透かして光源が見えてしまうという問題がある．さらに，投影光を遮らないような
10
第 2章大規模没入ディスプレイの設計指針
スクリーンの固定方法についても検討する必要がある．また大型のスクリーンはしば
しば分割して作成されるが，これらを均一な透過率を保ちつつ接続しなければならな
い．以上の問題は大型の没入ディスプレイを構築する上で大きな障壁となる．
一方で前面投射方式では，単純にプロジェクタの出力を上げることで高い輝度が実
現でき，またスクリーンの内側から映像を投射するため，大型化の際に特に問題とな
るバックヤードを大幅に縮小できる．さらに，映像の質に直接影響しないスクリーン
の背面を自由に使用できるため，背面投射方式に比べスクリーンの接続や固定処理の
自由度が高い．この方法で実現された没入ディスプレイとして，Ars Electronica Future
Lab.の DeepSpaceがあげられる [27]．このシステムは全周を覆うものではないもの
の，縦 9m横 16mの大型スクリーンを壁面と床面の 2面に配置し，前面投射方式での
映像提示を実現している．しかし前面投射方式では，先述の通り投影光が体験者に遮
蔽されてしまうことが問題となる（Fig. 2.2）．また，映像を投影するプロジェクタが
スクリーン内部に存在するため体験者の視線に入ってしまうことや，プロジェクタへ
の配線や投影光の導入のためにスクリーンの一部を開放しなければならないことも，
空間的な広がりを感じる包囲感を下げる要因となる．没入ディスプレイにおける映像
の欠損は提示する 3次元空間の欠損を意味し，包囲感の減少から臨場感低下を招く．
以上から，構造的には前面投射方式が大型化に向いているものの，映像の欠損を最
小化する必要があることがわかる．以下に，前面投射方式の特徴をまとめる．
Front projection
Fig. 2.2: Light blocking problem of front projection approach
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大規模化における前面投射方式の優位性と課題 
• 背面投射方式と比べて大規模化しやすい構造的特徴を持つ
– 分割して作成されたスクリーンの接続や固定処理の自由度が高い
– 投映像結像のために必要だったバックヤードを省略でき，
体験空間の割合を高められる
• 映像の欠損が生じる問題について検討する必要がある
– プロジェクタからの投影光が体験者に遮蔽されてしまうことがある
– プロジェクタを体験空間の内部に配置する必要があったり，
プロジェクタへの配線や投影光の導入のためにスクリーンの一部を
開放したりしなければならない
 
2.2.2 プロジェクタ配置
前述の，体験者による投影光遮蔽問題とプロジェクタによる視界遮蔽問題へのアプ
ローチとして，表面鏡を利用しプロジェクタの投影光の経路を曲げる手法が提案され
ている [28]．しかしディスプレイの大型化の際にはより大きく均一な品質の鏡が必要
となるため，実装上現実的ではない．従って大規模ディスプレイにおいてはまず，プ
ロジェクタ配置を工夫することを考える．
壁面全周をスクリーンで覆い，また歩行時には地面を見ることから床面にも映像を
提示することを考えた場合，プロジェクタは天面に設置することとなる．このとき，
投影光が結像するために必要な距離を十分にもうけつつ，なおかつ体験者による遮蔽
が少なくなるようにプロジェクタを可能な限り鉛直下向きに設置しなければならない
（Fig. 2.3a）．一方でプロジェクタが体験者の視界に入ることを極力避けることや，極
端な斜め投影でプロジェクタの投影像が大きく台形に歪んでしまったり被写界深度が
不足したりすることについても考慮が必要となる．したがって現実的には，プロジェ
クタは投影するスクリーンに対し反対側のスクリーンの上端に設置するのが，バック
ヤードを最小に保ちつつ，なおかつ投影距離を十分に得られる方法ということがで
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きる（Fig. 2.3b）．この配置にすることで，天井のその他の位置に固定するよりもプ
ロジェクタ本体とその配線を体験者の目から比較的容易に隠すことができる．また，
スクリーンを固定する構造体を利用してプロジェクタの固定もできるという利点も
ある．
projection
point
(a)
projection
point
(b)
Fig. 2.3: Proper projector placement for enlarging the size of the display
プロジェクタの最適配置 
• 映像を投影するスクリーンの反対側の上端に設置する（Fig. 2.3b）
– バックヤードが最小である状態が維持されている
– 投影に必要な距離を十分に得ることができる
– 体験者の目からプロジェクタと配線を比較的容易に隠すことができる
 
2.2.3 前面投射が優位となるスクリーン規模の算出手法
前項で示した最適配置をした場合でも，体験者が投影光を遮蔽してしまう課題は依
然として残ったままである．ゆえに，体験者が投影光を遮蔽しない範囲を移動可能範
囲としたときに，本当に前面投射方式の方が背面投射方式より広い移動可能範囲を確
保できるのか検証する必要がある．
前面投射方式と背面投射方式，それぞれにおいて “壁面スクリーンに対する投影像”
について，映像欠損が起きない体験空間の大きさ（有効範囲）を式で表すことを考え
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Fig. 2.4: Definition of screen aspect for calculation
projection
point
require width
eﬀective width
Front projection
(a)
Rear projection
screen 
height
(b)
Fig. 2.5: Parameter definition for calculating effective width
る．簡単のため，スクリーンは Fig. 2.4のように，幅と高さの比を 4 : 3とし，それぞ
れの面への映像投影に 1つのプロジェクタを割り当てるものとする．大規模な装置を
想定するため，鏡などでの反射は行わず，スクリーンへの直接投影とする．ここで，
Fig. 2.5に示す装置の断面を考え，身長 hの人物が投影光を遮蔽することなく移動可
能な有効範囲を有効幅Wf，Wr，装置設置に必要な幅をWreqとして計算する．θはプ
ロジェクタの投影画角，Lf，Lrは必要幅から有効幅を差し引いた損失幅である．
まず前面投射方式においてWf を求める．
Wf = Wreq − Lf (2.1)
ここで，Lf は
h =
Lf
2
tan θ ⇒ Lf =
2h
tan θ
(∵ tan θ ̸= 0) (2.2)
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となる．よって Eq. 2.1，Eq. 2.2よりWf は
Wf = Wreq −
2h
tan θ
(2.3)
となる．
続いて背面投射方式においてWrは
Wr = Wreq − Lr (2.4)
と表される．ここで，Lrは
Hr
2
=
Lr
2
tan
θ
2
⇒ Lr =
Hr
tan θ
2
(
∵ tan θ
2
̸= 0
)
(2.5)
と表すことができ，さらに，Hrは
Hr : Wr = 3 : 4 ⇒ Hr =
3
4
Wr (2.6)
となる．よって Eq. 2.4，Eq. 2.5，Eq. 2.6よりWrは
Wr = Wreq −
3
4
Wr
tan θ
2
⇒ Wr =
4 tan θ
2
4 tan θ
2
+ 3
Wreq (2.7)
となる．以上よりWf がWrより大きくなる時のWreqの条件は，
Wf > Wr
⇒ 3Wreq tan θ > 2h(4 tan θ + 3)
であるから，
f(h, θ) =
2h(4 tan θ + 3)
3 tan θ
(2.8)
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について調べればよい．ここで，体験者の身長を1.7mとした時のグラフはFig. 2.6のよ
うになる．例えば，プロジェクタの垂直投影画角を pi/6 radとしたとき f(1.70, 30.0) =
10.4 である．したがって，設置幅が 10.4mよりも広く確保できるのであれば，背面
投射よりも前面投射の方が有効範囲を広く確保でき，効率的にディスプレイを構築で
きると言える．またグラフより，プロジェクタに取り付けるレンズの投影画角が同一
である場合，前面投射方式を採用する方が大型化において有利になることがわかる。
このように，f(h, θ)を調べることで前面投射方式が有利となるスクリーン規模がわ
かる．
0
0
Projector Lens Angle of View [rad]
 [m
]
Fig. 2.6: Graph of boundary condition where effective width is same (h = 1.7)
2.2.4 スクリーン形状
システムを構築する室内の多くは直方体の空間であるため，体験空間を広く確保す
ることを考えれば，スクリーンの基本形状も直方体に近い方がよい．CAVEやその派
生システムはスクリーンが直方体を形作っており，これを部屋の大きさまで広げるこ
とができれば体験空間を広く確保できる．しかし多面体スクリーンを用いると，スク
リーンの接合面が不連続である事から生じる輝度の差や，映像の極端な折れ曲がりが
生じることが課題として挙げられる．そこで，CC RoomやD-visionといった，直方
体の角を曲面で接続する連続複合曲面型のスクリーンを採用することで，なめらかな
映像の接続を実現しつつ体験空間を広く確保するスクリーン形状が提案されている．
しかしこの 2つは体験者の全周を覆うシステムとしては設計されていない [29, 30]．
16
第 2章大規模没入ディスプレイの設計指針
(a)
(b) (c) (d)
Fig. 2.7: Simple curved screen model
全周を覆う大規模なスクリーンの設計においても，建屋内に体験空間をより広く確
保し，また極端な輝度差や映像折れのない映像提示を多人数に対し提示するために，
直方体と曲面を組み合わせた連続複合曲面型を採用するべきである．曲面の曲率半
径は大きいほど映像の折れ曲りが緩やかになるが，その分だけ歩行可能な床面積が減
ることとなる．また，プロジェクタレンズのピントが完全に合う距離の前後の “ピン
トが合っているように見える範囲”すなわち被写界深度 (Depth of Field)によっても実
現可能なスクリーンの曲率は変化する．これらの条件のトレードオフで，曲率を決定
する．
例として Fig. 2.7bに示す前面投射型のシステムを複合曲面型スクリーンの基本形状
として考える．システムは壁面と床面の2面のスクリーンが直交する形で接合され，そ
の接合部分に半径 rのフィレットが施されている．y軸を鉛直上方向としてFig. 2.7aの
ように直交座標系をとり，スクリーンの高さをH，奥行きをD，幅をW で表す．2
つのプロジェクタは装置天面に固定されているとし，両プロジェクタによって映し出
される二つの映像は円弧の中央である点mで接合している（Fig. 2.7c）．またこのプ
ロジェクタの被写界深度はそれぞれ dp1，dp2とする（Fig. 2.7d）．この場合，スクリー
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ン設置面積に対する床面積の割合 Pfloorは，r，Dを用いて次のように表される．
Pfloor = 1− r
D
(2.9)
ただし，スクリーン上に投影された映像がぼやけずに見える条件として，投影対象と
するスクリーン面が被写界深度 dp1，dp2の間に収まっている必要がある．この条件
を，プロジェクタ 1，プロジェクタ 2のそれぞれの場合について考える．
プロジェクタ 1については，x軸上のスクリーン面と点mが dp1内に含まれる必要
があることから，次の条件が得られる (Fig. 2.8)．
dp1 >
(√
2− 1
) r√
2
⇔ r <
√
2√
2− 1 dp1 (2.10)
2-1
Fig. 2.8: DoF limitation of Projector1
(a) (b)
Fig. 2.9: DoF limitation of Projector2
プロジェクタ 2の場合は，Fig. 2.9の uが投影対象とするスクリーン面の奥行きで
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ある．l1，l2は投影中心線に垂直な直線であり，l1がプロジェクタから最も遠いスク
リーン面，l2が最も近いスクリーン面に接している．プロジェクタ 2の投影画角を θ
とすると，l1は切片を bとして
y = − tan
(
pi
2
− θ
2
)
x+ b
⇒ 1
tan θ
2
x+ y − b = 0
⇒ x+ y tan θ
2
− b tan θ
2
= 0
と表すことができる．ここで k = tan θ
2
とおいて，
x+ ky − kb = 0
(
k = tan
θ
2
)
(2.11)
とする．
l1は円Cに接していることから，中心点 (r, r)との距離は rである．
したがって，
|r + kr − kb|√
12 + k2
= r
⇒ r + kr − kb = ±r√1 + k2
⇒ b = r
k
(
1 + k ±√1 + k2)
となる．
Fig. 2.9aより l1は傾き− 1k をもつ円Cの接線のうち切片が小さい方であるから，
b =
r
k
(
1 + k −
√
1 + k2
)
(2.12)
となる．
したがって Eq. 2.11と Eq. 2.12より l1は
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l1 : x+ ky − r
(
1 + k −
√
1 + k2
)
= 0
(
k = tan
θ
2
)
(2.13)
となる．
Fig. 2.9aの場合，l1，l2の距離 uは l1と点 (0, H)との距離であるから，
u =
∣∣0 + kH − r (1 + k −√1 + k2)∣∣√
1 + k2
⇒ u =
∣∣kH − r (1 + k −√1 + k2)∣∣√
1 + k2
(2.14)
であり，Fig. 2.9bの場合は l1と点m(r − r√2 , r − r√2)との距離であるから，
u =
∣∣∣r − r√
2
+
(
r − r√
2
)
k − r (1 + k −√1 + k2)∣∣∣
√
1 + k2
⇒ u =
∣∣∣r{− 1√
2
− 1√
2
k +
√
1 + k2
}∣∣∣
√
1 + k2
(2.15)
となる．
Eq. 2.14，Eq. 2.15より，プロジェクタ 2の被写界深度 dp2に投影対象スクリーン面が
全て含まれる条件は，
∣∣kH − r (1 + k −√1 + k2)∣∣√
1 + k2
< dp2 ∧
∣∣∣r{− 1√
2
− 1√
2
k +
√
1 + k2
}∣∣∣
√
1 + k2
< dp2 (2.16)(
k = tan
θ
2
)
以上より，Fig. 2.7のシステムにおいては，プロジェクタ被写界深度からくる曲率半
径 rの条件式Eq. 2.10，Eq. 2.16の中で，実装しようとするアプリケーションからくる
床面広さの要請を満たすPfloorをEq. 2.9によって探索することで曲率半径 rを決定で
きる．
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スクリーン形状の設計 
• 広い体験空間の確保と，極端な輝度差や映像折れ防止を両立するために，
直方体と曲面を組み合わせた連続複合曲面型を採用する
• スクリーンを接合する曲面の曲率は，実装するアプリケーションに必要な
床面積が確保でき且つプロジェクタの被写界深度の内に収まることを
条件に，できるだけ大きく取る． 
2.2.5 視点位置のトラッキング
大規模没入ディスプレイにおいて運動視差立体視を実現するためには，スクリーン
内部での体験者の視点位置，姿勢をリアルタイムに計測し，バーチャル空間中の視点
位置に反映する必要がある．物体の位置と姿勢を計測する主な方式として，慣性計測
式，磁気式，光学式があるが，大規模没入ディスプレイでの頭部の位置姿勢計測にお
いては，数十m規模の計測範囲を持ち，数mm程度の変位を，映像生成に十分な速度
で計測できる必要がある．各方式の特徴を Table 2.1にまとめる. それぞれにおいて特
に優れる項目を○，苦手とする項目を△で示している．なお空欄は，他の手法と同
程度ということを示す．
慣性計測式は，理論上は計測範囲に制限がなく小型で高速な計測が可能な装置も存
在するが，加速度や角加速度を積分処理していくという原理上，誤差が蓄積され長時
間安定して使用することができない．特に，ジャンプや着地などの瞬発的な動きに
よってその誤差が大きくなるため，体験者の動き方に一定の制約を設ける必要がある．
磁気式は適切にキャリブレーションされた範囲内であれば絶対位置を高速高分解能
Table 2.1: Methods of position and orientation measurement, and their features
Measurement methods
Optical Inertial Magnetic
Initial calibration △ △
Movement restriction © △
Resolution ©
Range ©
Stability △
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で計測できるが，計測領域付近に金属や磁場を発生させる機械などが存在すると磁束
が歪み計測精度が大きく低下する問題がある．したがって，同時に使用可能な実験器
具等に制約がある．
光学式は，上記二つと比べると計測対象が複数台のカメラから見えている必要が
あり，隠れに弱い．しかし，視点位置の計測にあたっては，プロジェクタと同様スク
リーン上端から可能な限り下向きにカメラを設置することで隠れを最小化できる．近
年ではカメラや計算機の性能の向上から数十mもの計測範囲を構築可能になってお
り，適切にキャリブレーションすることで計測誤差も 1mm以下に抑えることができ
る．光学式の中でも再帰性反射マーカを用いるパッシブ型においては，計測対象に取
り付けるマーカが慣性計測式，磁気式と比較して軽量であるため体験者の装着負荷が
小さく，歩く，走るといった動作を妨げにくい．
以上より，大規模空間で動き回る体験者の頭部位置の計測には，光学式のシステム
を用いるのが最適であると言える．
大規模没入ディスプレイにおける視点位置トラッキング 
• 計測範囲，速度，精度ともに十分であり，マーカ装着負荷が小さく
体験者の動作を比較的妨げにくい，光学式システムを用いるのがよい 
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ソフトウェア
本章では，まず没入ディスプレイを利用したコンテンツを構築する上で必要になる
ソフトウェアの機能について議論し，本研究での着目点について述べる．その後，本
論文で提案する新奇な立体全周視覚情報の生成アルゴリズムについて解説する．この
アルゴリズムは任意形状のスクリーンを持つ没入ディスプレイに対応可能であり，体
験者はスクリーン内部の任意の位置において正しいバーチャル環境を観察することが
できる．これはすなわち，体験者が装置内部を自由に移動可能であることを意味する．
3.1 視覚提示に必要なソフトウェアの枠組み
物体 C
物体 B
視覚モデル
形状，色
物体 A
動力学モデル
位置，姿勢，
速度，角速度
バーチャル世界
視覚レンダリング 視覚ディスプレイ
体験者視点情報
視覚刺激
世界法則シミュレーション
Fig. 3.1: Configuration diagram of virtual reality system generating visual stimulus
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一般に，視覚刺激を生成するバーチャルリアリティシステムの構成（フレームワー
ク）は，Fig. 3.1のように表すことができる．バーチャルな世界ではその世界に存在
する物体がその世界の法則によって相互作用しながら存在していると考えることがで
き，ここに体験者の視点情報を入力することで，このバーチャル世界の見えを，視覚
ディスプレイを通して体験することができる．したがって，視覚提示に必要な物体モ
デル，すなわち物体の動力学モデル・視覚モデルを作成し，その物体の相互作用を規
定する世界法則モデルを記述することで，視覚提示可能なバーチャル世界を自身の手
で構成できる．これを “モデリング”と呼ぶ．モデリングされた物体の相互作用を，世
界法則モデルに従って進めていく処理は，“シミュレーション”と呼ばれる．また，シ
ミュレートされたバーチャル世界の様子を視覚ディスプレイ上で再生できる形に変換
して体験者に提示する処理を，“レンダリング”と呼ぶ．プロジェクション方式をとる
没入ディスプレイを用いた視覚提示システムにおけるレンダリングとは，バーチャル
世界における体験者の位置姿勢を反映したバーチャル空間内での視界を，体験者の周
囲を囲んだスクリーンに描画していくことを指す．
没入ディスプレイを利用したVRシステムにおいて，レンダリングの手順について
はハードウェアに依存し特殊なものとなるが，モデリングとシミュレーションについ
ては既存の手法を用いることができる．したがって，本研究ではレンダリング手法に
ついて着目し，議論する．次節では，没入ディスプレイへのレンダリングアルゴリズ
ムを解説する．
従来没入ディスプレイを用いたバーチャルリアリティシステムのソフトウェア開発
環境の多くは，CAVEのような平面スクリーンへの映像投影を前提としてきた．特に，
水平方向 180度を超える立体映像レンダリングが可能なライブラリにおいて曲面スク
リーンを定義可能なものは少なく，先に挙げたOmegalibにおいても曲面スクリーン
の定義は容易ではない．今回提案する手法を実装することによって，曲面を含む任意
形状のスクリーンにおいて任意の視点位置で歪みのない映像を提示することと，一定
の制約のもと全周にわたって立体映像を提示することが同時に，そして比較的容易に
実現可能となる．
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3.2 立体視可能な全周視覚情報の生成アルゴリズム
3.2.1 アルゴリズム概要
提案するレンダリングアルゴリズムは，没入ディスプレイを構成するハードウェア
と，アプリケーション間の抽象化層として機能するものである．アプリケーション開
発者からの要求としては，従来のいわゆる描画処理ループの中に本レンダリングアル
ゴリズムが隠蔽された状態で組み込まれており，フラットディスプレイ上に描画する
手順でCG空間を定義可能にすることが重要である．一方で，没入ディスプレイそれ
自体の開発者にとっては，没入ディスプレイのハードウェアの定義を行うだけで，ア
プリケーション開発者に抽象化されたAPI（Application Programming Interface）を提
供できるような仕組みが必要である．
本研究ではレンダリングを “全周立体映像生成”と “投影歪み補正”の 2段階に分け
て捉える．そして，アルゴリズムに対する設定情報として，“スクリーンのサーフェ
スモデル”，“プロジェクタパラメータ”，“体験者の視点位置”を入力する．このハー
ドウェア情報と体験者情報を設定することで各没入ディスプレイへの表示に対応でき
る．アプリケーション開発者は用意したバーチャル環境を，事前に設定されたレンダ
リング処理に通すだけで，体験者から見たバーチャル空間の正しい見えを生成可能と
なる（Fig. 3.2）．
レンダリング対象の
バーチャル空間
スクリーン
サーフェスモデル
プロジェクタ
パラメータ
体験者視点
位置姿勢
バーチャル空間の
正しい見え
全周立体映像生成
＋
投影歪み補正
Fig. 3.2: Conceptual processing flow of rendering
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L R
65mm
Virtual Camera
Virtual Object
(a) Virtual camera setups
Left Right
(b) Rendered stereo images
Fig. 3.3: Standard method for rendering stereo images
3.2.2 立体画像生成の基本原理と課題
コンピュータグラフィックス技術による両眼立体視可能な画像の生成は，基本的に
は視点位置をずらして 2度レンダリングすることで実現される．まずバーチャル空
間内に，Fig. 3.3aの様に成人の一般的な瞳孔間距離である 65mmだけ離れた，隣同士
においたカメラを想定する．そしてこの右目用，左目用のカメラそれぞれからの見
えが，スクリーン上に表示される右目用画像・左目用画像としてレンダリングされる
（Fig. 3.3b）．これが，標準的な立体視の実現方法である．
ところで，没入ディスプレイは比較的容易に複数名での空間共有ができるという特
徴がある．また，バーチャル空間を共有しながらの対面コミュニケーションも円滑に
実施できるという特徴もある．これらの利点を維持するため，スレテオレンダリング
においても，システム内の複数の体験者に対して立体視を実現する手法をとるべきで
ある．標準的な立体視の方法における課題として，位置と姿勢をトラッキングしてい
る体験者がスクリーンとは反対の方向を向いた際に，右目と左目の位置関係が反転す
ることが挙げられる（Fig. 3.4）．体験者が一人であれば，トラッキングされているその
体験者はスクリーンを見ていないことになるため，右目用と左目用の映像が反転して
いても問題はない．しかし，他の体験者が観察する場合，そのスクリーン上の映像は
立体視することが不可能になる．これを解決する全周立体画像生成手法を次に示す．
3.2.3 水平方向全周化の手法と制約
一般に，全天球全方向について同時に立体視可能な映像を生成，提示する事は不可
能である．従って，視差付全周画像を作成するためには一定の制約を設け，それに
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Screen Screen
Fig. 3.4: Eye reversal problem when the user looks the opposite way from a screen
L R
CG Camera
Rotation
Axis
Fig. 3.5: Virtual stereo cameras for rendering stereo-panoramic images
よって一定範囲の同時立体視を可能にするという方法をとる．この全周画像生成に
は，中川らの視体積分割法を用いる [31]．
まず，Fig. 3.5に示すように，光軸の平行を保ちながら水平面上に並べた 2台のバー
チャルなカメラを想定し，これをバーチャルステレオカメラと呼ぶこととする．この
2台のカメラのレンズ中心距離を 65mmとし，2つのカメラの中央の位置を全周映像を
生成するためのカメラの回転中心とする．このバーチャルステレオカメラをパン回転
LeftRotated frustum Right
Fig. 3.6: Rotated view frustum on rendering stereo-panoramic image
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Fig. 3.7: Sample virtual environment: ”The Cathedral of St. James in Sibenik”
L
R
Fig. 3.8: Stereo-rendered images of sample virtual environment
させながら各経度方向を撮影した画像は，水平方向に 65mmの視差をもつ．この時一
度にレンダリングする視体積の仰角および俯角は共に 60度とし，水平画角は 45度と
した．定義した視体積を 8回，カメラ回転中心周りに 45度ずつ水平方向に回しながら
レンダリングする（Fig. 3.6）．この操作で得る全周画像には水平 360度，垂直 120度
の範囲が撮影されていることとなる．レンダリングのサンプルとして用いたバーチャ
ル環境と，提案手法によるレンダリング画像をそれぞれ Fig. 3.7と Fig. 3.8に示す．サ
ンプルに使用したのは，シベニクの聖ヤコブ大聖堂の CGモデルである [32]．
この時，モーションキャプチャによって取得した特定の体験者の頭部姿勢に応じて
バーチャルカメラの姿勢および撮影時の回転方向を変えることで，ロール回転にも対
応可能である．しかしこの方法では，トラックされていない体験者に対し適切な視差
映像を提示できない．従って，トラッキングされている体験者は頭部を水平に保って
いると仮定し，ロール方向の回転については実際の回転量を反映しないこととした．
以上により，水平方向 360度について，頭がロール回転しないという制約を設けた場
合の立体視を実現している．
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3.2.4 スクリーン形状による投影映像の歪みとその補正
一般に，平坦でないスクリーンに対しプロジェクタで映像を投影すると，像は歪む．
提案手法では，装置内の任意の一点から見た際に，曲面を含むスクリーン上に，バー
チャル空間の見えを歪み無く再現する．このために，Fuchsらの射影テクスチャリン
グによる非平面投影映像の歪み補正の手法 [33]を立体視対応に拡張し，曲面を含む
全周ディスプレイスクリーン上での歪み補正に応用する．本手法では Fuchsらの手法
とは異なり，スクリーン形状をリアルタイムに計測することはせず，形状を再現した
サーフェスモデルに対して，第 3.2.3節の手法で生成したステレオ全周画像を，トラッ
キングした体験者の視点位置から射影テクスチャリングする．
処理の流れを Fig. 3.9に示す．歪み補正処理の前段階で，バーチャルステレオカメ
ラがバーチャル環境を撮像する (Fig. 3.9a)．その後，歪み補正処理ではまず，モーショ
ンキャプチャによって取得した体験者視点をスクリーンサーフェスモデルの内部に配
置する．次に，この視点を中心として，第 3.2.3節におけるバーチャルステレオカメ
ラに対応する 8つの視体積を考える．すなわち，水平方向視野角 45度 (360度/8)，垂
直視野角 120度の視体積である．そして，この視体積の射影変換の逆変換を投影行列
として持つバーチャルプロジェクタを，バーチャルステレオカメラに対応する位置に
おく (Fig. 3.9b)．バーチャルプロジェクタから投影された像はスクリーンサーフェス
モデルに映し出され，投影点 (体験者視点位置)から見て歪みの無い正しい見えを再現
する．このテクスチャが貼り込まれたスクリーンモデルを，実際に投影するプロジェ
クタに対応する位置に配置したバーチャルなカメラで撮影する事で，各プロジェクタ
から投影すべき画像を得る (Fig. 3.9c)．最後に，得られた画像を実際にスクリーンに
投影すると，体験者から見れば正しいバーチャル空間の見えがスクリーン上に映し出
される (Fig. 3.9d)．
以上により，トラッキングされている体験者は水平方向全周にわたって正しい見え
を得る．本手法を実行するために事前に必要となるのは，実際に投影する際に使うプ
ロジェクタの内部・外部パラメータと，スクリーンのサーフェスモデルのみであるこ
とに注意されたい．従来の歪み補正で必要とされていたスクリーンの法線情報やワー
プによる映像歪みの設定が不要である分，事前準備が簡略化されていると言える．
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Virtual camera
(a) The virtual camera rendered virtual environ-
ment before distortion correction phase
Virtual projector
(b) Mapping the texture from the virtual projec-
tor, having the projection transformation matrix
corresponding to the left-eye or right-eye cam-
era to the virtual screen surface model, using the
projective texture technique.
Virtual camera
Captured distorted image
(c) Capturing the textured screen model to the
left and right rendering buffer from the position
of the actual projector.
Projector in real space
(d) Projecting the rendered image from the ac-
tual projector
Fig. 3.9: Distortion correction method for panoramic and stereoscopic projection
3.2.5 床面と天面に対する立体画像生成と歪み補正
提案する全周立体視の実装，歪み補正の手法では，トラッキングされている体験者
の仰俯角 60度以上の方向，つまり体験者の足元および天頂方向の画像が欠ける事と
なる．これを補うために，全周ステレオレンダリング実行の際に横方向全周画像に加
えて，真下および真上方向のステレオ画像を生成する．これは，両眼に対応する 2つ
のバーチャルカメラを，トラッキングされている体験者の視点位置および姿勢に合わ
せて配置しレンダリングすることで得る．
また曲面スクリーンへの投影による歪みの補正は水平方向の歪み補正と同様に，得
られた画像をテクスチャとして，このバーチャルカメラの射影変換の逆変換を設定し
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たバーチャルプロジェクタからスクリーンサーフェスモデルに投影することで実現可
能である．ただしこの手法で補った足元および天面方向の映像に関しては，トラッキ
ングされた体験者から見た場合のみ，正しい立体感が得られるものとなる．
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ここまでで示したハードウェア，ソフトウェアの指針について，その有効性を確認
するため，実際に大規模没入ディスプレイ LargeSpaceを構築した．
4.1 投影系ハードウェアの実装
4.1.1 サイズおよび投影方式の検討
LargeSpaceを構築する建屋は，幅 25ｍ奥行 25ｍ高さ 8ｍの無柱空間を持つが，そ
のうちの幅 25ｍ奥行 10ｍは他の設備のために確保されている．したがって残りの 25
ｍ×15ｍを本装置に用いる．これは，バレーボールやドッジボールの公式コートが確
保できるような広さであり，人が内部で動き回るには十分である．ここで，第 2.2.3節
にて示した Eq. 2.8について，f(1.7, θ) = 15とすると，θ ≈ 18.0[deg]となる．この角
度よりも投影画角が大きくなるプロジェクタレンズが存在すれば，前面投影方式を採
用する方が体験空間を広く取ることができる．今回の投影系では十分な画角のレンズ
が用意可能であるため，前面投影方式とした．
4.1.2 スクリーンの構築
前面投射方式での実装では，光を透過しない素材を使用して全周をなめらかにつな
ぐスクリーンを構築する必要がある．プロジェクタの投影光の導入と，施工後の機能
追加を容易にするために，本装置では天面はスクリーンを設けず開放することとした．
このとき体験者に提示する映像に欠損が生じるが本装置においては拡張性を優先した
実装とした．形状は，壁面と床面のスクリーン接合面での映像の極端な折れを防ぐた
め，スクリーンの構成面として平面の他に，トーラス面，円柱面を採用し，連続した
形状になるよう設計した（Fig. 4.1）．
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25m
15
m
7.
7m
Fig. 4.1: The screen dimensions of LargeSpace
スクリーンを支える骨組みは，同時にプロジェクタなど重量のある装置を搭載可能
にし，またスクリーン内部を柱のない空間にできるものが望ましい．従って十分な強
度のある屋内イベント会場構築用のスチールトラスを骨組みとして使用した．
スクリーンは，3種類の素材で構成されている．最も大きな面積を占める壁面には，
遮光幕の生地である LONDAY 8074センシアを使用した．幅 1.4m，高さ 7.2mの生地
を 41枚縫合し壁面全体の 3/4を覆い，残りの 1/4は，スライドファスナによって開閉
可能な出入口部分を含む 13枚を縫合して覆った．この二つの生地の端部分は面ファ
スナになっており，互いに接続されることで一枚のスクリーンとなる．壁面スクリー
ンの上端はスチールトラスに固定された直径 22mmの鋼管で支持し，下端は木材の
曲面スクリーンと面ファスナによって接続することで，張力をかけている．また壁面
スクリーンの外側には，防球ネットに使用される素材であるターポリンを張り補強を
行った．次に，床面と壁面を接続する曲面スクリーンであるが，これは木材で作成し，
表面をスクリーン用塗料で塗装した．最後に，床面スクリーンの素材には体育館用の
白色タイルを使用した．これにより，重量のある実験器具の使用や運動を伴う実験等
を可能とした (Fig. 4.2)．
4.1.3 プロジェクタ配置と立体視の実現
第 2.2節で，視覚ディスプレイに必要な機能として，両眼視差立体視を挙げた．こ
れの LargeSpaceでの実現方法について述べる．
映画館でよく用いられる両眼視差立体視の実現方法に偏光眼鏡方式があるが，欠点
として，1つの投影範囲に対し 2台のプロジェクタが必要となること，および頭部を
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Fig. 4.2: Screen inter view (Photo by Katsuaki Sato)
ロール回転した際に右目，左目用映像のクロストークが起きることが挙げられる．他
方，1台のプロジェクタで実現可能であり，なおかつ頭部姿勢に影響されない立体視
の実現方法として，アクティブシャッタ眼鏡方式（アクティブ式）がある．こちらは，
右目と左目用の映像を毎フレーム切り替えつつ交互に再生し，体験者のかける眼鏡の
液晶シャッタを左右交互に高速開閉することで，左右の目に入る映像を切り替え，両
眼視差立体視を実現する．システム利用中の体験者の頭部姿勢は不確定であるため，
本装置ではアクティブ式を採用した．
複数のプロジェクタを使用した投影系でアクティブ式の立体視を実現する場合，全
プロジェクタが同時に左右目用映像の切り替えを行う必要が有るため，プロジェクタ
間のフレーム同期が必要となる．このため本装置ではプロジェクタにChristie Digital
Systems社のMirageシリーズを採用した（Mirage DS+14K-M）．本プロジェクタは同
期信号の入力端子を備え，全台を一つの同期信号生成器と繋ぐ事で，120Hzで同期さ
れた映像投影を行う事ができる．また同時にこの 120Hzの信号は赤外線エミッタに
よって液晶シャッタ眼鏡（XPAND 3D Glasses Lite IR: X105-IR-X1）へと伝えられ，
シャッタタイミングの同期が実現される．なお，各プロジェクタは 1400× 1050ピク
セルの解像度を持つ．
プロジェクタ配置においては，Mirageシリーズに使用できるレンズを用いたとき，
どのようなプロジェクタ配置で壁と床を画素でうめるかということが解くべき問題と
なる．
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Top
Fig. 4.3: Projector placement on the steel truss frame
Top
Front
Side
Left
Side
Fig. 4.4: Projection range of the projectors
プロジェクタ全 12台は全てスクリーンを支えるトラス上に，Fig. 4.3のように配置し
た．この時の投影範囲を Fig. 4.4に示す．採用したプロジェクタの画面縦横比は 4:3で
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Top
Fig. 4.5: Projection range on the floor screen
Top
Fig. 4.6: Surplus projection range of the projector projecting on the wall
ある．これを 2画面横に並べることによって 8:3の縦横比となる．ここで，LargeSpace
の壁面スクリーンは高さ 7.70mであることから，8:3の映像を高さ 7.70mの壁面に投
影すれば，映像の幅は 20.5mとなる．しかし，長手側の壁面幅は 25.0mであるため投
影範囲の不足が生じる．一方短手側の壁面スクリーンの幅は 15mであるが，これも
同様に 2画面を横並びに投影する．これにより，映像が短手側の壁面幅より余分に投
影されるため，長手側の不足分を補うことができる．またこのとき映像は床面にも余
分に投影される．
床面への投影には，Mirageシリーズに使用可能な最も焦点の短いレンズ（投写比率
0.73:1）を使用し，4つの台形で埋めている．この際，床面投影プロジェクタのみでは投
影範囲の不足がある（Fig. 4.5）．この不足は壁面投影プロジェクタの余剰分（Fig. 4.6）
によってうまく補われる．
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Top
Fig. 4.7: Placement of the cameras for motion capture on the steel truss frame
4.1.4 モーションキャプチャシステム
本装置では，モーションキャプチャシステムとして，OptiTrack社の Prime41カメ
ラを使用した．Prime41は自発光型の赤外線カメラで，トラス上に設置された全 20台
（Fig. 4.7）が制御用のワークステーションと Ethernetインタフェースによって接続さ
れる．スクリーン内の全ての位置について，2つ以上のカメラで撮影できる配置とし
た．また姿勢は，体験者頭部に装着したマーカがなるべく隠れなく見えるよう，でき
る限り鉛直下方向を向けている．カメラから得られるデータは，制御ソフトウェアの
Motiveにより処理され，LargeSpace映像生成プログラムにストリーミングされる．カ
メラの撮像速度は 120fpsで位置推定処理による遅延は 2ms以下である．Motiveは，
再帰性反射素材の球体マーカを複数組み合わせ，その形状を剛体マーカとして登録す
る事で，剛体の位置姿勢をリアルタイムに推定できる．本システムでは，剛体マーカ
を立体視用の眼鏡に取り付けることで体験者の視点の位置姿勢を計測する．剛体マー
カ上の再帰性反射球の配置は回転によって同一にならないよう注意し，なおかつ隠れ
の発生も考慮して，Fig. 4.8に示す形状とした．
4.1.5 映像生成クラスタ計算機
映像生成クラスタ計算機では，モーションキャプチャから得た体験者の視点情報を
基にスクリーン形状を考慮した歪み補正を行い，プロジェクタから投影するべき立体
映像を生成する．
映像の生成は，1台のマスタ計算機と 2台のスレーブ計算機，およびトラッキング
システム制御計算機によって行われる．スレーブ計算機には，OpenGLを用いたプロ
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(a) Drawing of the marker frames (b) Markers attached on the shutter
glasses
Fig. 4.8: Retroreflective markers for tracking the user’s viewpoint
Tracking
Camera
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Tracking
Workstation
Master
Workstation
Slave
Workstation
Projector
x 12
Fig. 4.9: Connection schematic of projection system of the LargeSpace
グラムで生成する立体映像を出力可能なグラフィックボード（GPU: ELSA NVIDIA
Quadro P6000）を，それぞれ 4枚ずつ挿入可能である．システム全体としては，最大
で 8枚のグラフィックボードが運用できる拡張性をもたせた設計となっている．現
状では 12台のプロジェクタへの映像出力を行っている．それぞれの計算機は 10Gbps
のEthernetインタフェースで接続されており体験者の位置などの必要な情報を共有す
る．また生成された映像は，光インタフェースを経由したDVI接続によってプロジェ
クタに送られる．フレーム切り替えの同期信号はマスタに挿入されたGPUで生成さ
れ，送信される．この信号によって，各スレーブのGPU，プロジェクタ，シャッタ眼
鏡のタイミング同期を行う．システム全体の接続概略図を Fig. 4.9に示す．
38
第 4章 LargeSpace実装
１）
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Fig. 4.10: Rendered virtual world inter view
4.2 バーチャル環境構築ソフトウェアの実装
4.2.1 投影歪み補正検証プロトタイプ
まず，提案するアルゴリズムによって正しい見えを生成できるか検証するため，
OpenGLとシェーダ言語を用いたプロトタイプを作成した. バーチャル環境をレンダ
リングしLargeSpace内部を歩行した際に，体験者視点においた 360度カメラ（RICHO
Theta V）で動画を撮影した．これを連続画像として Fig. 4.10に示す．これより体験
者の移動に合わせてスクリーン上の映像が変化していることがわかる．また柱を見れ
ばわかるように，体験者の視点からは歪みなくバーチャル環境を観察できることもわ
かる．この結果から，アルゴリズムは正しい見えを生成できていると言える．
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4.2.2 ゲームエンジンを利用したモデリングとシミュレーション環境
第 3.1節で，視覚刺激を生成するバーチャルリアリティシステムの構成において述
べた際，モデリングとシミュレーションは既存の手法を用いることができるとした．
今回このモデリングとシミュレーションの部分は，3Dゲームを製作する時に利用さ
れる，いわゆるゲームエンジンと呼ばれる統合開発環境を活用する．ゲームエンジン
を用いることで，バーチャル物体の配置や動きの設定，ライティングの設計などバー
チャル環境のモデリングが，プレビュー画面を確認しながらグラフィカルな操作方法
で構築できる．また落下や衝突といった物理シミュレーションを含む世界のシミュ
レーションも標準で定義されており，コンピュータグラフィックスに関するプログラ
ム知識などを持ち合わせずとも，ある程度のバーチャル環境を構築可能である．
いくつかあるゲームエンジンのうち，本システムではUnityを利用する [34]．Unity
は，多くの市販ゲームの開発で実際に使用されているのみならず，Future Lab.のDeepSpace
のような大規模没入ディスプレイでも利用された実績がある [35]．非営利目的では
無償で使用可能であり，ソフトウェアパッケージはインターネット上で配布されてい
る．したがって，Unity上でレンダリングアルゴリズムを実装することによって，全
世界の潜在的なユーザが没入ディスプレイを設計・利用可能になる．
4.2.3 Unity上でのレンダリングアルゴリズムの実装
実装したプログラムのうち，レンダリングに関するコード群のクラス図を簡略化し
たものを Fig. 4.11に示す．アプリケーション実行開始時に発生する初期化イベントに
おける各クラスの動作は次の通りである．
まずObserverはCameraオブジェクトのコレクションをObserverオブジェクトの子
として生成する．そのCameraオブジェクトそれぞれには個別のレンダリングバッファ
が割り当てられ，第 3.2.3節で述べた全周を見回す位置姿勢に配置される．それぞれの
Cameraオブジェクトは割り当てられたバッファにバーチャル空間を毎フレーム描画
する役割を持つ．これにより全周の視差つき画像が得られる．次に，DistortedDrawer
はスクリーンのサーフェスモデルを実体化する．そして，Observerの持つCameraオ
ブジェクトと同位置同姿勢でバーチャルなプロジェクタを生成する．それぞれのプロ
ジェクタは対応するCameraオブジェクトのレンダリングバッファをテクスチャとし
て共有し，スクリーンサーフェスモデルに毎フレーム射影する役割を持つ．最後に，
DistortedDrawerは LargeSpaceのトラス上に設置された本物のプロジェクタに対応し
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C DistortedDrawer
observer : Observer
virtualProjectors : List<Projector>
screenModel : MeshFilter
realProjectorParams : List<ProjectorParameter>
realProjectors : List<Camera>
Init() : void
SetupScreenModel() : void
SetupVirtualProjectors() : void
SetupRealProjectors() : void
C ProjectorParameter
position : Vector3
rotation : Quaternion
near : ﬂoat
far : ﬂoat
width : ﬂoat
height : ﬂoat
distanceFromScreen : ﬂoat
viewport : Rect
GetProjectionMatrix() : Matrix4x4
C Camera
Class s in UnityEngine
C Projector
C Observer
eyeDistance:ﬂoat
leftEyeCameras : List<Camera>
rightEyeCameras : List<Camera>
Init() : void
CreatePanoramaCameraObjects() : void
1
1
1 1..*
1
1..*
1..*
1..*
e
Fig. 4.11: Class diagram of LargeSpace rendering functions on Unity
た位置姿勢，レンズパラメータを持つCameraオブジェクトを生成する．描画ループ
の中でこのCameraオブジェクトのレンダリング結果が画面上に表示され，プロジェ
クタから投影されることとなる．
レンダリングアルゴリズムのアプリケーションへの組み込み
Unityにおいて，アプリケーション開発者は Prefabと呼ばれる雛形オブジェクトを
シーン内に含めるだけで様々な機能追加を行うことができる．同様の導入容易性を実
現するために，LargeSpaceのレンダリング処理も Prefab化を行なった．これにより，
たとえばゲーム用として作成されたバーチャル空間についても，Prefabファイルのド
ラッグ&ドロップなどコード記述を必要としない比較的容易な操作でLargeSpace内で
の表示に対応可能である．具体的な手順は付録 Aに記す．
実際に描画される様子を確認するため，ゲーム用に用意されたバーチャル環境の例
としてプリミティブ立体を配置したシーンを UnityEditor上で用意した（Fig. 4.12）．
UnityEditorは，Unityが備えるゲーム開発用のメインUIである．またシーンとは，描
画する CGオブジェクトやその動作を規定するスクリプトなどによって構成される
バーチャル環境のことである．．用意したシーンに対し LargeSpaceでのレンダリング
に必要な Prefabを手順にしたがって追加し実行した様子を Fig. 4.13に示す．Unityで
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Fig. 4.12: Virtual environment to visualize
Fig. 4.13: LargeSpace rendering algorithm executed on UnityEditor
は，構築したバーチャル環境はすぐさまデバッグ用にコンパイルされ，Playボタンに
よってGameタブ上で実行の様子を確認できる．図はプログラム実行時にLargeSpace
のスクリーンサーフェスモデルが実体化され，ゲーム画面にスクリーンサーフェスモ
デル上での変形が適切に行われたレンダリング結果が表示されている様子を示してい
る．これを単独アプリケーションとしてコンパイルし LargeSpaceの計算機上で実行
することで歪み補正および立体視が実現されていることを確認した．スクリーン内で
観察した際の様子を Fig. 4.14に示す．体験者視点からの正しい見えが再生されている
ことがわかる．これにより，Unityによって構築されたバーチャル環境が簡単な操作
で LargeSpaceに対応できることが示された．
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Fig. 4.14: View of the rendered virtual world composed by Unity
LargeSpace以外の没入ディスプレイへの適用
この実装は，LargeSpaceのみならず他のプロジェクション方式没入ディスプレイ
にも適用できる．没入ディスプレイ開発者はスクリーンサーフェスモデルをスクリー
ン設計時の CADデータなどから出力しUnityに取り込み，LargeSpaceのスクリーン
サーフェスモデルと差し替えたのち，プロジェクタパラメータを実物に沿って設定す
ることによって，アプリケーション開発者に提供できる雛形プロジェクトを作ること
ができる．このスクリーンのサーフェスモデルを利用した曲面定義を実現したこと
で，Omegalib等の従来のバーチャル環境構築ソフトウェアで複合曲面スクリーンを
定義する際に必要だった，面のワープ変形などの煩雑な作業を省略可能になった．
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構築した大規模没入ディスプレイについて，その性能を評価した．
5.1 有効画素数と有効視野角
本装置の有効画素数は約 1425万画素であった．有効画素数とは，スクリーン上に
投影される画素のうち，プロジェクタの光が重なり合う領域で重複した画素を除いた
ものである．プロジェクタの投影する総画素数に対して，約 2割がブレンディング領
域として使用されている．
視野角は，スクリーン中央の高さ 1.6mの位置に視点を仮定し，最大の視野角とな
る方向を向いた時の垂直，水平視野角を算出した．このとき，水平方向は全周，垂直
方向は足元から 129度の高さまで映像で覆われることとなる（Fig. 5.1）．運動視差と
両眼視差を表現可能な，水平方向全周を覆う没入ディスプレイとして，本システムは
2019年 1月時点で世界最大である．垂直方向視野角は全立体角を覆うものではない
が，これはLargeSpaceに高い拡張性を持たせるために天面を開放したためであり，ま
た歩行時は地面方向に注意が向くことや，CAVEと同等の視野角を有していることか
ら必要十分であると考える．
Fig. 5.1: Field of view that can be covered when standing in the center of LargeSpace
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Table 5.1: Calculated resolution of LargeSpace
Size of target
screen [m](H × V )
Field of view
[degree](H × V )
Resolution
[pixel](H × V )
Angular
Resolution
Visual Acuity
Conversion
7.1× 21 109× 46.7 (2.79× 103)× (9.45× 102) 2’20” 0.428
5.2 角分解能
視覚ディスプレイの評価指標の一つとして，角分解能がある．これは，ある距離か
らスクリーンを見た際に表示されている物体が区別できる最小の角距離を示したもの
であり，隣り合う画素の中心間距離を元に算出できる．例えばスクリーンが高精細で
表示される画素が小さければ，区別できる最小の角距離が小さくなるため，角分解能
が優れていると言える．
LargeSpaceでは，プロジェクタ投影光がスクリーンに対して垂直に当たっていない
ためにスクリーン上の位置によって画素の大きさが異なっている．したがって，画素
の中心間距離が一定にならず，そのままでは角分解能が算出できない．そこで，角分
解能の算出対象を長手側スクリーン (接続曲面を含まない)としてその実質的な解像
度を求めてから，スクリーン中央に立った際の水平方向における平均角分解能を求め
た．実質的な解像度は，スクリーン上に画素が均等に並んでいると仮定して，次の 2
式から求める．
Ntotal = NwNh (5.1)
Nw
Nh
=
W
H
(5.2)
ここで，Ntotalは対象スクリーン上に表示されている総画素数，またNw，Nhは求め
たい実質的な水平，垂直方向画素数とし，W，H はスクリーンの縦横の大きさを示
す．総画素数は対象スクリーンを埋める画素数を画面上で数え上げた値を使用した．
複数のプロジェクタ投影光が重なる領域についてはプログラム上でマーキングするこ
とで，重複して数えないよう注意した．この数え上げの結果は約 264万画素であった．
視点位置は対象スクリーンから 7.5m離れた高さ 1.6mの位置とした．
以上の条件より計算した結果を Table 5.1に示す．水平方向の平均角分解能は 2分
20秒角，視力換算値で 0.428となった．日本の普通自動車転免許取得における合格基
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準は片目 0.3以上，両眼 0.7以上であるため，この計算値から LargeSpaceが人間の生
活に必要なある程度の精細さをもった視界を提供できていると考えられる．例えば，
体験者の目の前 35cmの位置にA4用紙を掲げた場合，LargeSpaceでは計算上そのA4
用紙を 100ppi（pixel per inch）程度の解像度で表示することができる．これは 22イ
ンチのフルHD(縦 1080画素，横 1920画素)液晶モニタと同等の画素密度であること
から，少なくとも 12pt程度の文字サイズであれば読むことができると言える．
5.3 体験空間容積率
第 2.1節では，大規模な没入ディスプレイを構築する上では，建屋内の空間を有効に
使う必要があると述べた．そこで，空間の利用効率について比較を行った．LargeSpace
と，代表的な没入ディスプレイであるCAVEおよび，全周ディスプレイではないもの
の 10mを超えるスクリーンを持つDeepSpaceについて，装置全体容積，スクリーン
内部の容積（体験空間容積），スクリーン容積が装置全体に占める割合（体験空間容
積率）を算出したものをTable 5.2に示す．ここにおけるスクリーンの容積とは，スク
リーンによって囲まれる領域の体積とする．また装置の体積とは，スクリーン，投影
に必要なプロジェクタ，および投影距離を確保するための空間を含む領域を囲む最小
の直方体の体積とする．
CAVEの体験空間容積率は 10パーセントを切った．これは，投射方式が背面投射型
の装置であるため必要なバックヤードサイズが大きくなったためである．DeepSpace
においては，体験空間容積率は 65%であり比較的高いと言えるが，一方でLargeSpace
は水平方向の全周投影を実現した上でさらに高い容積率を達成している．LargeSpace
は従来の全周ディスプレイと比較し，設置空間に占める体験空間容積が大きく，空間
を有効に使用できている事が分かる．
スクリーンの容積は，同時に体験できる人数，体験者が動き回ることのできる範囲
Table 5.2: Screen volume ratio of immersive display systems
Volume[m3] Screen volume ratio[%]
Whole system Screen area
LargeSpace 3.6× 103 2.8× 103 78
CAVE 2.5× 102 2.2× 10 8.8
DeepSpace 2.0× 103 1.3× 103 65
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に直接影響する．また，大きければ大きいほど全周ディスプレイの特徴のひとつであ
る多人数同時体験の利益も大きくなる．従来のCAVE型ディスプレイでは，体験空間
容積を大きくするにつれ必要となるバックヤードも大きくなり，先の容積比は変化し
ない．一方で今回提案した設計法を採用すれば，スクリーンの大型化とともに容積比
の向上が見込まれる．従って本設計手法は，全周ディスプレイの更なる大型化におい
て非常に有効であると言える．
5.4 前面投射方式における投影光遮蔽の問題
第 2.2節で述べた通り，前面投射方式では体験者が投影光と干渉し壁面映像に影が
落ちる場合がある．そこで，身長 1.70mの体験者が LargeSpace内を歩き回ることを
想定し，どの程度の歩行範囲であれば壁面に投影される映像が体験者の頭部で遮られ
ることがないか検証した．
検証手順
まず高さ 1.70mとしたカメラ用三脚に，位置検出用のマーカを取り付けたものを用
意する．これを擬似体験者とし，スクリーン中央から Fig. 5.2に示す 8方向に向かっ
て移動させていく．そして，壁面に投影される映像が擬似体験者によってすこしでも
遮られる位置に到達した時，その直前のマーカの位置を記録する．
結果と考察
結果を Table 5.3と Fig. 5.3に示す．図の破線で囲まれた領域を歩行可能範囲とする
ことで，最小でも 7.7m×16.1mの長方形の範囲で遮蔽のない壁面映像での体験が可能
Fig. 5.2: 8 directions for testing walkable area
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5.5複合曲面スクリーンによる輝度変化軽減効果
Table 5.3: Measurement result of the walkable area
1© 2© 3© 4© 5© 6© 7© 8©
X[m] 0.0 −8.1 −9.2 −8.0 0.0 8.1 9.2 8.1
Z[m] 3.9 4.5 0.0 −4.5 −3.8 −4.4 0.0 4.6
16.1m
7.7m
Fig. 5.3: Maximum walkable area without projection occluding by the participant
であることがわかった．ここで，遮蔽は壁面に近づくにつれ映像の下方よりはじまる
が，ある壁面まで近づいた際に発生する遮蔽は，体験者が見ることのできる全周映像
のうちのごく限られた範囲である．アプリケーションにもよるが，様々な方向に歩く
ようなウォークスルーを実現するものの場合，体験者は常に環境を見回しており，360
度のうちのごく一部におちる影が与える影響は小さいと考える．従って，上記の歩行
可能範囲は最小限のものであると考えることができ，アプリケーションの種類によっ
ては，さらに拡大する可能性があると言える．またもし仮に遮蔽を完全に無くす必要
がある場合は，LargeSpaceの装置拡張性を活かす形でプロジェクタを追加し冗長に配
置することで複数方向からの投影が可能になりこの問題は解決できる．
5.5 複合曲面スクリーンによる輝度変化軽減効果
複合曲面スクリーンの接合部に映像を投影することで，輝度差軽減の効果を確認し
た．Fig. 5.4に，2種類のコンテンツを表示した際の接合部の様子を示す．これは，床
と 2枚の壁面が接合されている四隅のうちのひとつを撮影したものであるが，どちら
も鋭い輝度変化は見られない．従来の平面スクリーン同士の接合と比較すると，緩や
かな変化に抑えられていると言える．ただし，それぞれの画像中心付近に輝度の高い
点が見られる．これは木材に塗装をのせることでスクリーンとして使用している部分
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だが，その塗料表面が一部光沢面となり，鏡面反射が発生しているためであると考え
られる．この結果より，スクリーンを構築する際は，より拡散成分の強い塗料を使用
する必要があるといえる．
(a) (b)
Fig. 5.4: Luminance gradation at the corner of the screen
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6.1 大規模没入ディスプレイにおける移動感覚提示
6.1.1 バーチャル環境内での移動感覚提示に関する従来研究
全周ディスプレイの代表的な利用方法の一つに，広いバーチャル空間を提示し内
部を自由に移動する，ウォークスルー型のアプリケーションが挙げられる．従来の
CAVE型の全周スクリーンでは，体験者の移動を，ゲーム用コントローラ等を使用し
た入力によるバーチャル空間内の視点移動で表現してきた．一方，移動という動作の
現実感の向上のためには，前庭感覚情報，体性感覚情報の提示が必要である事が指摘
されている [36]．移動時に伴う加速度および角加速度の刺激は内耳にある耳石器お
よび三半規管で主に受容される事が知られているが，人間の頭部のみに加速度等を
与える事は不可能である事から，この感覚器官への刺激は，体験者の身体全体を動か
す事で実現する必要がある．また体性感覚に関しても，その受容器が全身に分布して
いるため，同様に身体全体を動かすことが必要である．このために用いられる装置は
モーションベースまたは前庭感覚ディスプレイと呼ばれ，バーチャルリアリティ分
野でも従来より研究されており，フライトシミュレータなどとして実用化されてい
る [37, 38]．これらの多くは，乗り物を模して座席が用意されており，体験者はそこ
に体を固定される．この場合，体験者は乗り物によって加速度が与えられていると感
じることとなる．これでは身体を自由に動かせず，例えば生身の体で空を飛んでいる
ような感覚は提示できない．また，上方向に浮かび上がるような感覚を生起させたい
場合でも足は地面に着いたままであるため，浮遊感が得られにくい．
6.1.2 ワイヤー駆動モーションベースとの統合
LargeSpaceを用いたウォークスルーアプリケーションではその広い空間を生かし，
実際の歩行によってバーチャル空間を移動する事ができる．この移動方法では，周囲
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Fig. 6.1: Construction of Wire-Driven Motionbase
の見えの変化と前庭感覚，歩行動作による体性感覚が一致するため高い現実感が得ら
れるが，移動空間が地表平面に限定され高さ方向の広い空間を活かすことができてい
ない．従来の全周ディスプレイでは，バーチャル空間中の視点が空を飛ぶような場合
も，当然ながら体験者の足は地面に着いた状態であった．しかし，前述の通り身体が
宙に浮いている状態であれば，本来両足は地面からの抗力を感じない．LargeSpaceは
スクリーン空間の高さが 7.7mあり，実際に体験者を高く引っ張り上げるのに必要な
空間を確保できる．バーチャル空間中の視点が宙に浮いた時，同時に体験者の身体が
浮かび上がる体験を実現する事で，これまでにない浮遊感，飛行感の提示が可能にな
ると考え，スチュワートプラットフォーム [39]状の懸垂型前庭覚提示装置を構想し
た．LargeSpaceはそのスクリーンを支えるトラス柱上に実験装置を配置することで
機能の拡張が可能であるため，そこにワイヤ巻き取り装置を搭載し，ワイヤ駆動型の
モーションベースとした．
Fig. 6.1にモーションベースの概観を示す．本装置は，体験者が吊り下げられるY字
のベース，そのベースに接続された 6本の位置姿勢制御用ワイヤと 1本の免荷用ワイ
ヤ，そしてワイヤ駆動用モータ，およびモータ制御用ワークステーションから成る．
本装置ではワイヤのたわまない範囲で，スチュワートプラットフォームと同様にベー
スの位置および姿勢の 6自由度を制御可能である．体験者が飛行している際の様子を
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6.2アプリケーション
Fig. 6.2: Conducting floating experiment with the motionbase
Fig. 6.2に示す．多くの前庭感覚提示装置の搭乗部が乗り物型であるのに対し，本装
置では歩行リハビリテーションに用いられる免荷器具を体験者とベースの固定に使用
する．これにより体験者は手足の自由を保ったまま空間内を自由に飛行できる．本装
置を用いて，バーチャル空間内での移動に伴う加速度および角加速度を体験者に提示
する事で，前庭覚刺激を伴うバーチャル空間内の移動が，実空間の移動範囲制限を超
えて可能となる．
6.2 アプリケーション
大規模没入ディスプレイの有用性を理解するために，本節に示す 3種類のコンテン
ツを開発した。
6.2.1 ウォークスルーアプリケーション
レンダリングアルゴリズムをUnityゲームエンジン上で実装したため，仕組み上は
UnityEditorに取り込むことができる CGモデルであれば，LargeSpace上での表示に
対応できる，そこで，没入ディスプレイの基本的なアプリケーションの一つである
ウォークスルー体験を実装した場合の描画性能を確認するために，インターネット上
で公開されているモデルを使用したバーチャル環境を構築し，歩いて見てまわること
のできるアプリケーションを作成した．一般にCGモデルを構成する頂点数が増える
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(a) Scene global lighting set-
tings
(b) Model static-flag settings
Fig. 6.3: Lighting settings of walkthrough application
と描画負荷も増加する．したがって，表示するモデルは三角ポリゴンの数が段階的に
大きくなるよう選定し，DabrovicSponzaとCrytekSponza，およびBreakfastRoomを用
いることとした [32]．比較対象として，モデルを何も表示しない（スカイボックスに
よる背景描画のみの）アプリケーションも用意した．アプリケーションの作成にあた
り，モデルが Unity上で適切に表示されるようインポートの設定は適宜変更するが，
それ以外のUnity上のライティング等の設定は Fig. 6.3に示す設定に統一した．
それぞれのモデルの描画の様子を Fig. 6.4に，また頂点数と実行時の fps（frames per
second）を Table 6.1に示す．fpsは実行開始から 20秒程度経過し描画が安定したのち
Table 6.1: Number of triangles, vertices and fps
Empty DabrovicSponza CrytekSponza BreakfastRoom
Number of Triangles 0 66,450 262,267 808,622
Number of Vertices 0 59,810 184,330 166,211
Average of fps 60.1 44.9 37.9 34.7
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(a) Empty (b) DabrovicSponza
(c) CrytekSponza (d) BreakfastRoom
Fig. 6.4: CG models for measuring frame rate
の計測値 50データの平均値とした．表より，6万頂点程度で構成されたCG物体の提
示ですでに fpsが低下していることが確認できる．これは，全周立体画像レンダリン
グ時に水平 8方向を見回しながらステレオレンダリングすることによって，実質的に
描画するポリゴン数が 16倍となるためである．この問題を解決するためには，8方向
を見回す処理についてジオメトリシェーダによる頂点移動を駆使するなどして GPU
内部で処理が完結できるよう改良を加え，描画負荷を抑える必要がある．ただし，計
測のために用いたCGモデルはゲーム等のリアルタイム描画用に最適化されたもので
はないという点については考慮すべきである．
6.2.2 心理学実験のためのバーチャル実験環境
第 1.1節にて言及した通り，没入ディスプレイはその特徴として実寸大のスケール
感覚が得やすいことが挙げられる．また没入ディスプレイは，計算機によって作り出
された視覚刺激を，何度でも同じ条件で，なおかつ実験参加者に負荷が少ない状態で
提示できる．これは被験者実験における環境変数（すなわち視覚的な状況変化）につ
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いて任意にコントロールが可能であり，再現可能な状態で実験参加者に何度も提示で
きることを意味する．没入ディスプレイはこれらの特徴を持つことから，心理学分野
への応用が期待されている [40]．そこで，今回設計指針を示した大規模な没入ディス
プレイでバーチャルな実験環境を再生することによって，これまでのシステムでは実
現できなかった，歩行などの大きな移動を伴った人間の行動・判断について分析する
実験，あるいはより多くの実験参加者で体験を共有するような実験が実施できるので
はないかと考えた．これについて検討するため，次の 2つのバーチャル実験環境の実
装を試みた．
道路横断実験用バーチャル実験環境
近年，道路空間の安全性を高めるための枠組みとして歩車混合の交通環境（Shared
Space）が提案されている [41]．Shared Spaceでは，自動車，自転車，歩行者などあ
らゆる交通モード間のコミュニケーション増加によって安全性が向上するとしている
が，それを定量的に検証するための実験として，道路横断時の歩行者と自動車とのコ
ミュニケーション（頷き，アイコンタクト）と協調行動（道の譲り合い）の観察実験
が行われている．谷口らは条件に合う交差点を事前に調査し，そこで道を横断しよう
とする歩行者と通行しようとする車両があった場合にそのコミュニケーションの様子
を観察するという手法をとっている [42]．この従来手法における問題点は，車両速度
や歩行者の特性などが正確に把握されないまま記録されることである．
この問題を解決するために，バーチャルな都市環境の道路にバーチャルな車両を走
行させ，実験参加者にその道を横断させることのできるバーチャル実験環境を用意し
た (Fig. 6.5)．本環境では，例えば接近してくる車の速度を 10km/hから 60km/hの間
で設定し，それに対して歩行者が道路を横断しようとするか否かを，実験実施者は目
視で観察しつつ，トラッキングした位置情報を時系列データとして記録できる．従来
の実験のように実際の道路で観察する場合とは異なり，車の速度や道幅といった環境
変数を任意に設定可能で再現度の高い環境が用意できていることに加え，実空間では
事故になりかねないような状況での実験が安全に実施可能になったと言える．再現可
能なバーチャル環境と実験参加者の頭部位置・姿勢の時系列データが揃うことから，
CG映像による体験者の視点映像の生成も可能となる．また従来のVR技術を用いた
同様の実験環境と比較すると，体験者は自身の身体をもってして実験環境内で走る，
跳ぶなど，より活発な動きも行える環境となった．この自由度の向上により，体験者
の突発的な回避動作なども含めより自然な応答を観察可能になったと言える．
55
6.2アプリケーション
Fig. 6.5: Environment for experimental analysis of behavior. Virtual environment repro-
ducing Tsukuba station with a virtual vehicle
高潮リスク提示実験用バーチャル実験環境
近年の震災や豪雨などの教訓から，災害時に迅速で的確な避難を可能にするための
対策が求められている．関谷らは，被災者が適切な避難行動をとれるか否かには「自
分の家，地域のリスクを知り，行動規範を醸成」できているかが大きく影響している
と報告している [43]．したがって災害への備えとしては，定期的な避難訓練による避
難行動の学習に加えて，災害発生時の状況を想像し災害が自分の身に起きることとし
て実感していることが重要である．これを支援する従来研究として，スマートフォン
を用いた簡易HMD型の高潮シミュレータがあり，高潮災害のリスクを正しく把握さ
せ平時における災害への危機意識の向上効果が確認されている [44]．
等身大の空間表現が可能な大規模没入ディスプレイによって上記の体験を試行する
ため，LargeSpaceにおいても高潮シミュレータを実装した．Fig. 6.6に，UnityEditor
上での高潮の表現と，LargeSpaceでのみえを示す．体験者は，徐々に上昇してくる泥
水が自分自身の体と横浜中華街の街を飲み込んでいく様を体感できる．
本シミュレータは没入ディスプレイ上で実装されているため，簡易HMD型と比較
してバーチャル空間を他者と共有しやすく，また互いの身体動作も見えるため，結果
として体験中に参加者同士で直接議論を交わしやすくなっている．また実装した災害
シミュレーション環境は，前述の道路横断実験環境のように実環境で再現するには危
険度の高い状況が表現されていることから，避難などにおける行動分析実験にも有用
であると考えられる．
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(a) The appearance of yokohama-
chinatown CG model on Uni-
tyEditor
(b) The model rendered with wa-
ter effect
(c) View from the inside of LargeSpace’s screen
Fig. 6.6: Yokohama Chinatown model and immersion simulation
6.2.3 没入型インスタレーション
没入ディスプレイの空間共有性，大規模システムならではの移動自由度の高さ，ま
たVRシステムとしてのインタラクティブ性を活かした没入型のアート作品制作の可
能性を検討するため，次の 2作品の制作，展示を行なった．
Flies in The Sky
概要 University of Art and Design in Linz Austriaの Sommererらと共同で制作にあ
たった Flies in the Skyの展示の様子を Fig. 6.7に示す. これはバーチャルなハエの群れ
が参加者の動きに反応して飛び去ったりまとわりついてきたりする体感型のアート作
品である．Alfred Hitchcockの映画，The Birds（邦題：鳥）において，黒い鳥たちが
突然人間に襲いかかる有名なシーンがあるが，Flies in The Skyはそのシーンから感じ
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Fig. 6.7: Installation of Flies in The Sky
られるような不安と魅力に似た刺激を創造することを目指している [45]．
インスタレーションの実装と実施 参加者は LargeSpace内を飛び回るいくつかの巨
大なハエの群集に近づくことでインタラクションを行う. 本展示のために開発したプ
ログラムでは，参加者とハエ群集との距離・方向に応じてハエの羽音が再生される方
向と音量が変化する．また参加者が群集に近づく速度によって，ハエが逃げたり，逆
に顔にまとわりついたりするインタラクションを体験できる．
フィードバック 参加者らの反応として，顔の周りを飛び交うバーチャルなハエを手
で払う様子や，近づいてきたハエの群集から走って逃げる様子が観察された．また，
ハエの群集が参加者自身の動きによって挙動を変えることに気づいた後の参加者の反
応として，ハエ群集に向かって飛び込む，ジャンプする，しゃがむといった行動をし，
積極的にバーチャル物体とのコミュニケーションを試みる様子も観察された．参加者
の感想として「実際の蠅より大きく，怖く，不快に感じた」との意見も見られた．
Bird Song Diamond Project
概要 LargeSpaceの全周映像提示機能，およびワイヤ駆動モーションベースを使用し
たインスタレーション作品の鑑賞会 “BIRD SONG DIAMOND Japan 2016～鳥の歌の
きらめき～”（BSD）を開催した．本イベントはUniversity of California, Los Angeles
(UCLA)のVesnaらによって 2012年から始動したBSD Projectの一環として催された
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Fig. 6.8: Installation of Bird Song Diamond～鳥の歌のきらめき～
ものである [46]．プロジェクトの最終目的は，鳥のさえずりの意味と構文を人間に理
解させる事であるとされている．同氏はこれまでに，鳥の鳴き声を空間にマッピング
し参加者の動きに応じて聞こえる音が，インタラクティブにまた自立的に変化する
インスタレーション作品を制作するなど，科学と芸術を融合する活動を行ってきた．
今回の鑑賞会では，本プロジェクトに以前から参画する東京大学の池上高志研究室と
共同で，全周映像による鳥の群集飛行シミュレーションおよびシミュレーションに基
づいた LargeSpace内での音響マッピングを含むインスタレーションの制作，公演を
行った．
インスタレーションの実装と実施 LargeSpaceを使用した映像系システムでは，全周
スクリーンを使用した動画の再生，およびBoid群集モデル [47]に基づくパーティク
ル運動のリアルタイム生成と可視化，さらにそのパーティクル群と参加者とのインタ
ラクションを実現した．また，ワイヤ駆動モーションベースを使用し，演者が浮遊す
るパフォーマンスも組み込まれた．公演時の様子の一部を Fig. 6.8に示す．インスタ
レーションは 1時間毎に実施し，下記の内容で構成した．
1) スクリーン全面で，鳥の餌となる昆虫が蠢く動画を再生する．
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2) 空を想起させる水色の背景に，ポリゴン調の，鳥の群集が飛行する．また参加
者の位置に応じて，集散を行う．
3) 鳥の装飾を施した演者がモーションベースによってLargeSpace上部にゆっくり
と移動し静止する．演者は羽ばたく鳥の群の一部となる．
4) 全周スクリーン全面で，空撮映像を再生する．
5) 黒い背景の中を，バーチャルなクアッドコプターの群集が飛行する．また，実
際に LargeSpace内にクアッドコプターを飛行させ，バーチャルな群集をそれに
追従させる．
6) クアッドコプターが場外に消え，上空の演者が降りてくる．着地と同時に演者
の足元から空間が結晶化するエフェクトが広がり，全周が結晶化したのち白に
フェードアウトする．
フィードバック 参加者からは，「鳥の群れとシンクロする感覚が素晴らしい」「空間
を移動すると鳥の鳴き声が変わっておもしろかった」「（芸術学部の学生として）何ら
かの作品に利用してみたい」といった肯定的な意見が多かった．一方で，「視聴覚以
外の感覚にも刺激が有るとなお良い」「もっと映像とのインタラクションを増やすべ
き」などといった，不足に感じた部分への提案も散見された．作品の再生中は，配布
したアクリル製の模擬羽を腕に装着した参加者が，その羽を羽ばたかせながら空間内
を歩き回る様子が観察された．全体としては多くの参加者が映像と音によって作り出
された空間に興味を示しており，またモーションベースによる浮遊のパフォーマンス
も好評であった．
没入型インスタレーションの考察
Fly in The Skyでは参加者がハエから逃げ，またBSDでは参加者が羽を羽ばたかせ
ながら歩き回る様子が観察されたが，これは参加者が大きくあるいは素早く動くこと
を可能とした LargeSpaceのならではのインタラクションおよび参加者の反応である
と言える．また Fly in The Skyにおいて，作者が作品を体験することで生起させよう
としていた “不安”を参加者が感じていたことがその発言から推察された．2つのイ
ンスタレーションのどちらにおいても参加者同士がバーチャル空間を眺めながら会話
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をする様子が観察されたが，これはコミュニケーション阻害要因が少なかったりバー
チャル空間の共有が容易であったりする没入ディスプレイの特徴が生かされた結果で
あると考える．以上より，芸術分野でも大規模没入ディスプレイは活用可能であり，
他者と共有可能なバーチャル空間はアーティストの新たな表現方法となりうることが
示唆されたと考える．
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7.1 提案手法の有効性
本研究ではまず，没入ディスプレイにおける実験器具や体験者の移動可能範囲の制
限についてシステムの大型化によって解決することを目的として，大規模没入ディスプ
レイのハードウェアの設計指針を提案した．この提案に沿って実装されたLargeSpace
は，他の没入ディスプレイと比較して高い体験空間容積率を持ち，前面投射方式の弱
みである投影光遮蔽を考慮してもなお 16.1m×7.7mの広い歩行可能範囲があることが
確認された．複合曲面を採用したスクリーンは，壁面同士の接続部に関しては極端な
輝度変化は見られず，平面スクリーンの接合部よりも自然なみえを実現したと言える．
これらの実装結果から，設計指針は妥当であり，大規模没入ディスプレイを構築す
る上で有効であったと言える．
ハードウェアの他に，第 3章ではバーチャル環境を構築するソフトウェアのうちレ
ンダリング処理が没入ディスプレイに特有であるとし，スクリーン形状に依存しない
全周立体映像生成手法と投影歪み補正のアルゴリズムを提案した．このアルゴリズム
を用いて LargeSpaceのレンダリング処理を実装したところ，平面，円柱面，トーラ
ス面を持つ複合曲面スクリーンでも，そのサーフェスモデルとプロジェクタパラメー
タを設定することで適切に投影歪みを解消でき，体験者に正しい見えを提示できるこ
とが確認できた．また同章の提案の中で，前述のレンダリング処理を追加するだけで
没入ディスプレイへの表示に対応可能であるとしたが，実際にUnity用のモジュール
としてレンダリングアルゴリズムを実装し，そのモジュールを導入するだけでゲーム
用として用意したバーチャル環境を没入ディスプレイ上に適切に描画可能であること
を示した．
以上より，ソフトウェアに関する提案についても，大型没入ディスプレイの実装に
おいて有効に機能したと言える．
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7.2 大規模没入ディスプレイが生成する
バーチャル環境の有用性と課題
7.2.1 大規模没入ディスプレイを用いることの意義
ここで，アプリケーションを実装・公開することで確認された，大規模没入ディス
プレイの価値について述べる．
まず，実際の歩行移動によってバーチャル空間内を移動できる点が従来の没入ディ
スプレイにはない大きな価値であることが確認された．従来，歩行を伴う体験をバー
チャル空間で再生しようとするとき，第 1.1節であげたように自然歩行とトレッドミ
ル歩行の違いについて十分に議論する必要があった．第 6章では実験心理学への応用
例として道路横断実験のバーチャルな環境を実現するアプリケーションを実装した
が，実際に道路横断に必要な距離を歩行できるだけの広さを持つ大規模没入ディスプ
レイを用いることで，自然歩行とトレッドミル歩行の違いについての懸念を原理的に
解消することができた．ここで開発したバーチャル実験環境は，歩車共有空間におけ
る高リスク移動体の検出とリスク評価に関する技術の一部として特許出願済み（特願
2018–112206）であり，これを利用した研究も開始され心理学実験のプラットフォー
ムとしての成果を残しつつある [48]．これらは，拘束感が無い状態で十分な広さを自
然歩行できるという特徴によって実現される応用例であり，この特徴こそが大規模没
入ディスプレイの価値であるということが示されたと考える．
また大規模没入ディスプレイは歩行面のみならず，上下の空間についても広く利用
できる．LargeSpaceではワイヤー駆動モーションベースを導入しその上空も移動可能
にすることで，これまで実現されてこなかった立体的な移動を伴う実験や表現が可能
になった．実際にBird Song Diamond Projectにおいては，演者が鳥の群とともにバー
チャル空間を浮遊するというこれまでにない表現を実現した．さらに，立体移動のた
めの新奇な飛行インタフェースの研究にも LargeSpaceの広大な空間とワイヤー駆動
モーションベースが活用された例もある [49]．これらは立体的に利用可能な実験空間
を構築したからこそ実現可能となった芸術表現あるいは研究成果であり，上下にも移
動可能な空間を持つ大規模没入ディスプレイの利用価値の一つであると言える．
広い体験空間をもつということは，より多くの体験者がバーチャル空間に同時に没
入できるということでもある．水平方向全周で同時に立体視が可能であるレンダリン
グアルゴリズムが実装されていることも，この複数名での空間共有を容易にしている
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と言える．没入型インスタレーションにおいては多くの参加者が空間を共有し，バー
チャル空間での鳥やハエの動きを楽しんでいる様子が確認できた．また互いにバー
チャル空間内で会話している様子も確認されたが，これはバーチャル空間が複数名で
共有されているからこそ起きる事象であり，没入ディスプレイの有する空間共有容易
性が顕在化した結果であると考える．以上より，一般的な没入ディスプレイの特徴で
あるバーチャル空間の共有容易性については大規模没入ディスプレイでも見られ，従
来より多くの体験者が同時に空間を共有ができるという点で有用であると言える．
7.2.2 視覚提示の品質に関する課題
本研究において開発された LargeSpaceでは，トラッキングされている体験者から
見て正しい見えを生成できていることが確認された．ここに，その視覚提示の品質を
より向上させるために解決すべき課題を挙げる．
品質向上のための課題 
1) レンダリングアルゴリズムへの入力値と実際の値の誤差による映像歪み
2) スクリーンのフレネル反射による像の欠損
3) 内部相互反射によるコントラストの低下
4) 視体積分割数最適化による高品質化とそれに伴う処理負荷の増加
 
提案したレンダリングアルゴリズムには，設定情報として事前にスクリーンのサー
フェスモデルとプロジェクタパラメータを入力する． 1)の誤差とは，設計データ上
のスクリーン形状と実際に構築されたスクリーン，データ上のプロジェクタパラメー
タと実際のパラメータの差を指している．CADなどによる設計時の情報と実測値と
の間に誤差があるという問題はどのような装置の設計・実装にも当てはまるが，シス
テムが大規模なものになればなるほど当然その差が開きやすい．したがって，大規模
没入ディスプレイにおいてはその誤差が大きくなるため，その差を埋めるための修正
が必要となる．LargeSpaceでのレンダリングアルゴリズムの実装において，プロジェ
クタの位置・姿勢の修正に関して言えばUnityEditorのGUI操作により調節可能であ
るものの，より大規模でプロジェクタの数が多くなる場合などは，そのパラメータ同
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Fig. 7.1: Fresnel reflection on floor screen
定を自動化する必要が出てくる．スクリーン形状についても，サーフェスモデルを実
測値にあわせて修正するのは容易ではない．プロジェクタパラメータの同定のみであ
れば，山崎らのシームレス接続技術を用いることも可能であるが，この手法は実物の
スクリーン形状が理想的であることを仮定している [50]．したがって大規模没入ディ
スプレイに対応させるためには，正確なスクリーン形状の計測が事前に必要になるで
あろう．
2)のフレネル反射とは，屈折率が異なる物質同士の境界を光が進む時，その光の
一部に対して生じる反射のことである．フレネル反射の量は屈折率の差と入射角に依
存する．湖の遠方の水面をみると鏡のようになっていて山などが反射して見えるこ
とがあるが，これがフレネル反射である．この反射は水のような透明な物質の他に，
光沢成分をもつ物体の表面でも発生する．Fig. 7.1に示す LargeSpace内の見えにおい
て，楕円で囲った領域付近の床面スクリーンでフレネル反射が発生し，壁面スクリー
ンの映像が見えてしまうことで本来床面に表示されるべき映像が見えなくなっている
ことが確認できる．床面スクリーンは，重量のある実験装置や体験者の激しい運動も
想定して体育館用の白いタイルで構成されており，スクリーン用素材と比較して光沢
成分が多く含まれているため，フレネル反射が強く発生したものと推察される．大規
模な装置になるほど体験者から壁面までの距離が遠くなり，遠い水面を眺めるときの
ように床面の反射は強くなる．したがって，光を拡散させる素材を用いるなど対策が
必要となる．実際のところこのような対策を行ったとしても光沢成分を一切含まない
状態は作り出せないため，微量ながらも物体表面で必ずフレネル反射が発生する．没
入ディスプレイをさらに大規模化する場合は，この問題の解決が必要になると考えら
れる．
3)のコントラストの問題は，投影光がスクリーン内部でバウンスし全体を明るく照
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らしてしまうことに原因があり，没入ディスプレイ一般において発生する問題である
と言える．特に前面投射型では不透明なスクリーンを使うことで光の逃げ場がなくな
り，いわゆる黒浮きが強く発生してコントラストの低下が顕著に見られる．これの対
策としては，反射ゲインの低いスクリーン素材を用いることで余分な光の反射を抑え
ることが挙げられるが，スクリーンゲインが低すぎても表現可能な輝度階調が少なく
なり画質を落とすこととなるため，微妙な調整が必要となることが予想される．この
他に画像処理による対策も考えられる．画像全体が明るい場合は全体の輝度を下げた
り，トーンカーブによって階調を最適化するという方法が挙げられるが，これらの方
法でコントラストを高める場合は，輝度の高い部分または低い部分どちらかの階調を
犠牲にする必要があり，コンテンツごとに強調する輝度範囲の調整が必要になると考
えられる．この画像処理による対策に関しては，今回バーチャル環境構築ソフトウェ
アとして利用した Unityに LUT(Look Up Table)と呼ばれる描画色のリマップ機能が
あるため，これを用いることで比較的容易に描画後の画像処理を実現できる可能性が
ある．
4)の視体積分割に関しては，より細分化されたスリットとして描画することでよ
りよい結果が得られる可能性がある．分割数が少ない場合，なおかつ描画物体が視点
位置から近い場合には，隣り合う視体積における描画距離の差が顕著になり，描画対
象に意図しない切れ目が現れることが確認されている．この問題に対しては，分割数
を増やしより細かいスリットとして全周を描画することで，隣り合う視体積における
描画距離のギャップを小さくすることができる（Fig. 7.2）． Fig. 7.3は，全周ステレ
オレンダリングの際の回転中心から 20cm離れた位置に浮かぶ直径 10cmの球を，視
体積の境目になるように配置しレンダリングした例である．分割数が多くなるほど，
Distance Gap
(a) Division number: 8
Distance Gap
(b) Division number: 16
Fig. 7.2: Difference in distance of adjacent view volumes
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(a) Division number: 8 (b) Division number: 16 (c) Division number: 32
Fig. 7.3: Break of virtual object by visual volume division method
切れ目が目立たなくなることがわかる．理想的には，全周ステレオ画像を描画してい
くレンダーバッファの水平方向画素数と同数の分割ができれば，必要十分な細分化が
なされていると言える．今回の実装では処理負荷の関係上 8分割としたが， 6.2.1節
でも触れた通り，この分割数 nが増加するとレンダリングの回数がO(n)で増加する．
この負荷の増加は描画フレームレートの低下につながるが，今後計算機の並列化や処
理速度向上などのハードウェアの強化によって解消されると考えられる．ソフトウェ
ア面での現状可能な対策としては，全周ステレオ画像を描画するためにバーチャルカ
メラを並進回転させている処理を，現在のCPUでの計算からGPU内で完結するよう
ジオメトリシェーダによる頂点移動などで実装し直すことが挙げられる．これを実現
すれば，描画の際に発行されるCPUからGPUへの描画命令数が減り，全体として処
理時間が減少することが期待される．
7.3 本研究の展望
7.3.1 LargeSpaceを活用するアプリケーションの広がり
従来，没入ディスプレイを使用するためにはCGに関する専門的なプログラミング
知識が必要であったが，本研究にてUnityで使用可能なレンダリングモジュールを実
装したことで，コンテンツ開発の難易度が下がったと考えている．これにり，これま
で没入ディスプレイの使用を考えたことがなかった分野における潜在的な需要が見つ
かることが期待される．本研究では実験心理学や芸術の分野でのアプリケーションを
実装したが，スポーツなどの体を大きく動かす分野や，物理学，医療といった大規模な
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可視化が要求されるような分野に関しても利用価値があると考えている．現在Unity
用レンダリングモジュールは，筑波大学の 5年一貫性博士課程であるエンパワーメン
ト情報学プログラムの授業を通して大学院 1年次生に提供されており，誰でも十分容
易に利用可能であることが確認できれば，インターネット上で公開し，LargeSpaceを
用いたコンテンツ開発の裾野を広げたいと考えている．
7.3.2 異なる投影系とバーチャル環境構築ソフトウェア
今回実装したレンダリングアルゴリズムは，没入ディスプレイ一般に適用可能であ
る．これはすなわち，Unity用レンダリングモジュールへの入力としてスクリーン形
状とプロジェクタパラメータを定義することができれば，従来の没入ディスプレイに
ついてもUnityでバーチャル環境を構築できるようになるということである．従来の
没入ディスプレイはそれぞれが別々にバーチャル環境を定義する方法を持ち，同一の
コンテンツを異なる没入ディスプレイで再生するのは容易ではなかった．しかし今回
開発したレンダリングモジュールに複数の没入ディスプレイが対応することで，異な
るディスプレイ間でのコンテンツの使い回しが容易になる．これによってバーチャル
環境構築の手間が省けるうえに，コンテンツのみを配布するということも可能になる．
インターネット上でコンテンツを公開しそれをダウンロードすることで手元のデバイ
スで再生するというコンテンツ共有の方法は，市販のHMDを用いたVR体験ではす
でに実現されている．開発したレンダリングモジュールの導入が進むにつれて，この
コンテンツ共有が没入ディスプレイにおいても可能になっていくことが期待される．
7.3.3 大規模没入ディスプレイの展開
大規模な没入ディスプレイによって実現する，繰り返し再生可能な等身大映像で構
成されたバーチャル環境は，今後都市開発や災害シミュレーション，宇宙開発など
様々な分野で活用されることが期待される。特に災害状況の再現に関しては，広い移
動可能空間を活かし実際に人が歩行移動できる避難行動シミュレーションおよびモデ
ル化の環境として研究が進むと考えられる．本研究においても高潮の災害シミュレー
ションを実装したが，従来より，危険な災害現場での被災者の避難行動分析や避難訓
練の目的でバーチャルリアリティ技術を用いた災害避難シミュレータが開発されてき
ている．しかしそれらの多くは避難時の基本的な移動手段である歩行が再現できてい
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ない．大規模没入ディスプレイは，この歩行移動の要求を満たすことができ，なおか
つ拘束感も少ないため，より自然な状態で避難者行動モデルの構築に必要な実験を実
施できると言える．船舶における避難者行動モデルを構築した金湖ら [51]にならい，
様々な経路条件を用意したバーチャルな災害現場で実験参加者がどの方向に進もうと
するかを確かめることで，これまで被災者へのインタビューなどによってしか構築で
きなかった災害直下で極限状態の被災者の経路選択モデルを実験検証し，それをより
正確なものに修正できる可能性がある．
さらに大規模没入ディスプレイの利用障壁が十分に低くなれば，上記の実験心理学
におけるプラットフォームとも言える展開に加えて，芸術分野において没入体験の再
生装置として広く活用されるようになる可能性がある．コンピュータグラフィックス
はすでに芸術表現のためのツールとして広く利用されているが，これを全周化しイン
タラクション可能にすることで，体験・経験による表現へと拡張できる．その再生に
大規模没入ディスプレイを用いることで，体験を多人数で共有できるようになる．大
規模没入ディスプレイが気軽に誰でも利用可能になることで，文章，音楽，絵画など
と同様の表現の手段として “没入体験”というフォーマットを，誰しもが活用できる
ようになる可能性があると言えよう．
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8.1 研究要略
本研究は人間の視覚刺激を生成する没入ディスプレイについて，その大規模化にお
ける設計指針を示し，それに基づくハードウェア実装と視覚刺激生成手法について検
討および提案するものである。
第 1章では，従来の視覚提示に関する研究について概説し，没入ディスプレイの特
徴と解決すべき課題について整理した．また，本研究の目的を，没入ディスプレイに
おける移動可能範囲の制限についてシステムの大型化によって解決することとした．
この目的の達成のために，第 2章では大規模な没入ディスプレイを構築することを
前提としたときに必要となるハードウェアの設計指針について議論した．まず没入
ディスプレイを設計する際に考慮すべき事柄として，提示視野角の広さ，両眼視差実
現，運動視差の実現を挙げ，さらに大規模システム特有の要件として，装置全体に占
める体験空間の割合を高める必要があることを挙げた．これを実現する装置を設計す
る上で検討すべき項目と現状の最適構成が以下の通りであることを述べた．また，大
規模化における前面投射方式が優位になる条件について議論した．
大規模装置設計において検討すべき項目と最適構成 
• 投影方式　　　　　　：前面投射方式
• プロジェクタ配置　　：投影スクリーンに対し、逆のスクリーン上端
• スクリーン形状　　　：複合曲面型
• 視点位置トラッキング：光学式　 
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第 3章では，没入ディスプレイに実装すべきバーチャル環境構築ソフトウェアにつ
いて，それを構成する要素について述べた後，レンダリング処理に注目し，没入ディ
スプレイ一般に適用可能なアルゴリズムを提案した．この一連のレンダリング処理に
より，曲面を含むような複雑な形状を有する没入ディスプレイにおいても，スクリー
ンサーフェスモデルとプロジェクタパラメータを入力するだけで，水平方向全周にお
ける立体視とトラッキングされた体験者に対する歪みのないバーチャル空間のみえを
提示可能であるとした．本提案は，従来の歪み補正で必要とされていたスクリーンの
法線情報やワープ変形による映像歪みの設定が不要となる分，事前準備が簡略化され
ている．
第 4章では，ここまで提案してきたハードウェア，ソフトウェアの設計指針に則り，
実際に大規模没入ディスプレイ LargeSpaceを実装した．本装置にバーチャル空間を
レンダリングした上でスクリーン内部を歩行した際の体験者の視界変化を連続画像で
示し，歩行移動に合わせてバーチャル空間の見えが正しく生成されていることを確認
した．また，ゲームエンジン上で先のレンダリングアルゴリズム実装し統合すること
で，汎用性の高いバーチャル環境構築ソフトウェアを開発した．
第 5章ではLargeSpaceの評価として，有効画素数，有効視野角，角分解能，体験空
間容積率について述べた．また，前面投射方式を採用したことで投影光遮蔽による移
動可能範囲の減少が確認されたため，実質的に移動可能な範囲を実験を通して明らか
にした．複合曲面スクリーンによる輝度変化軽減効果についても議論し，曲率半径が
十分に取られていれば比較的緩やかな輝度変化に抑えられることを確認した．
第 6章では，大規模没入ディスプレイの応用として，移動感覚提示装置との統合に
よる浮遊感提示，ウォークスルーアプリケーション，心理学における被験者実験のた
めのバーチャルな実験環境，芸術応用としての没入型インスタレーションについて触
れた．いずれも，広大な実験空間があってこそ実現可能なアプリケーションであり，
大規模没入ディスプレイの利用可能性が示された．
第7章では，全体を通した考察を行った．まず提案した設計手法について，LargeSpace
の実装とその応用によって有用性が確認できたとした．次に，大規模没入ディスプレ
イがもたらす価値について議論し，拘束感がない状態で十分な広さを歩行できる点，
さらには前後左右だけではなく上下にも移動可能である点をあげた．大きな移動を伴
う心理実験もバーチャル空間内で実施できることや，これまで実現できなかった芸術
表現が実装できることが，大規模没入ディスプレイを利用する価値である．その後，
大規模没入ディスプレイにおける視覚提示の品質に関する課題を 4点指摘し，解説し
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た．さらに本研究の展望として，LargeSpaceのアプリケーション，バーチャル環境構
築ソフトウェア，そして大規模没入ディスプレイ一般についての今後の可能性につい
て言及した．
8.2 結言
本論文では，没入ディスプレイにおける移動可能範囲の制限について，システムの
大型化によって解決することを目指した．このために，没入ディスプレイの大規模化
における設計指針をハードウェア，ソフトウェアの両面から示し，LargeSpaceの実装
をもってその手法の有効性を実証した．その中で，没入ディスプレイ一般に適用可能
なバーチャル環境構築ソフトウェアを開発し，没入ディスプレイにおけるコンテンツ
開発の効率化，開発難度の易化を実現した．また，大規模没入ディスプレイの応用と
してアプリケーションを複数実装し，その利用可能性を示した．以上によって得られ
た大規模没入ディスプレイに関する研究結果は，没入ディスプレイによる視覚提示の
諸問題を完全に解決するものではないが，この分野の研究に対して新たな知見を加え
るものである。
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付録A Unity用LargeSpace
ライブラリの利用手順
LargeSpaceに適切な表示を行うためのUnity用アセット，LargeSpaceProjectionAssets
の利用手順を記載する．
A.1 Development Environment
• Windows 10
• Unity 2017.4.9f1
A.2 How to import the asset
1. Open your Untiy project.
2. [Assets]->[Import Package]->[Custom Package. . . ]
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第 A章 Unity用 LargeSpaceライブラリの利用手順
3. Import “LargeSpaceProjectionAssets [VERSION].unitypackage”.
4. Delete “MainCamera”.
5. Add prefabs “DistortedDrawerLS”, “ObserverLS” and “MotiveClientLS”.
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A.2How to import the asset
6. Execute “AddLayer()” from context menu of DistortedDrawer component.
7. Play and you’ll get the view like below
8. You can move “Observer” to move virtual viewpoint.
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