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This dissertation reports on the investigation to determine which orbits, ionospheric
conditions and seasons of the year that will facilitate the reception of the high frequency
(HF) beacon signal from the 1 U CubeSat ZACUBE 1 by the SuperDARN HF radar
in Antarctica, and by the HF direction-finding (DF) systems in both Pretoria and
Hermanus. The primary objective of the HF beacon on ZACUBE 1 is to provide a
continuous radio signal to calibrate and verify the elevation-resolving algorithm of the
SuperDARN HF Radar antenna at SANAE IV in Antarctica. The signal will also
be used to characterise the beam pattern of this and other HF radar antennas in the
SuperDARN network, and to characterise the ionosphere over the Earth’s polar region.
A secondary objective of the HF beacon on the satellite is to measure the ionospheric
total electron content (TEC) by using either measurements of the carrier phase delays
or of the Faraday rotation of the signal.
An orbit analysis was done for the CubeSat using parameters for an orbit at an altitude
of 600 km and inclination angles of 97.8◦ and 65◦. To account for the propagation effects
of the radio wave at 14.099 MHz, the IRI-2007 model and the Chapman layer model
were used to define the ionosphere. A ray tracing algorithm written in MATLAB was
used to simulate the ray paths. To evaluate the results, a documented ray tracing
algorithm known as Haselgrove ray tracing was used. The results obtained show that
for an orbit at an inclination above 70◦ and altitude of 600 km, a number of rays
actually traverse the ionosphere and reach the receivers during most of the year for a
sufficient period of time during every pass. The least refraction is experienced during
winter, therefore it is the best time for the calibration of the radar antenna. The results
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Azimuth—Angle in a horizontal plane, relative to a fixed reference, usually north or the
longitudinal reference axis of the aircraft or satellite.
Beacon—A fixed-frequency unmodulated carrier transmitted by the satellite for reception
on the ground.
CubeSat—A type of miniaturised satellite for space research. The 1 U CubeSat of 10 ×
10 × 10 cm, maximum weight of 1.33 kg, provides total power of about 3 W and typically
uses commercial off-the-shelf electronic components.
Doppler effect—A shift in the radio frequency of the return signal from a target or other
object as a result of the object’s radial motion relative to the radar.
Elevation angle—The angle between the horizontal plane and the line of sight along the
ray path, measured in the vertical plane and it is positive above the horizon (0 elevation
angle), but negative below the horizon.
Range—The radial distance from a radar to a target.
Ray tracing—A method of determining the path of waves through a system with regions
of varying propagation properties.
SuperDARN—An international network of radars which are being used for monitoring the
plasma convection in the Antarctic and Arctic regions.














In 1997 the 4th South African National Antarctic Expedition (SANAE IV) completed the
construction of one of the first Super Dual Auroral Network (SuperDARN) radars to be
deployed in Antarctica (Chisham et al., 2007). This research addresses the calibration of
the elevation algorithm and beam pattern of the SANAE IV HF radar antenna using data
from an HF satellite beacon. Previous attempts to calibrate the antenna in 2007 by means
of an HF transmitter on a helicopter failed due to logistical problems, which prohibited the
continuous transmission of the HF signal (Cilliers, 2007). A similar attempt to characterise
the SuperDARN radar at Saskatoon in Canada (52.16◦N, 106.53◦W) using a transmitter on
board an airplane was not successful (Sterne, 2010).
The SuperDARN array at SANAE IV comprises two antenna arrays referred to as the main
array and the interferometer array, separated by 100 m. Both the arrays are made up of
sets of twin terminated folded dipoles. The purpose of the interferometer array is to detect
the elevation angle of HF radar reflections from the ionosphere by using the phase difference
between the signals received on the main and interferometer arrays. Although most of the
HF radars in the network have interferometer arrays, the elevation information on the radar
returns have not been successfully extracted from the available data due to problems with
the elevation-resolving algorithm for such radars. The elevation-resolving capability of the
radar has not been fully utilised because the antenna characteristics and the ground plane are
difficult to calibrate. Furthermore, the radiation pattern of the HF radar which is another
key element in the interpretation of the data obtained by means of the radar, has not been
fully defined. The beam pattern provides the direction of maximum power transmission,
which in turn is used for inferring the predominant altitude of the radar return signals.











1.2 CHAPTER 1. INTRODUCTION
array and the interferometer data once the beam pattern is clearly understood and the effects
of the ground plane have been taken into account. The proposed method to characterise
these antennas is by means of a beacon transmitter on a satellite, which is in an orbit that
allows the signal transmitted to be received by the radar receiver on the ground. Although
there have been satellites in the past which had HF beacons on board such as Sputnik, there
are currently no operational satellites with suitable HF beacons for the calibration of the
SuperDARN HF radar antennas.
In an effort to obtain such data, the South African National Space Agency (SANSA) pro-
posed an HF beacon as the primary scientific payload for the 1 U CubeSat, ZACUBE 1.
The CubeSat was developed by the Cape Peninsula University of Technology (CPUT) in
collaboration with the French South African Institute of Technology (F’SATI). The HF bea-
con transmitter will transmit a 14.099 MHz signal expected to be received by the HF radar
on the ground. During propagation through the ionosphere, the wave undergoes changes
in phase and amplitude. These effects are associated with refraction and absorption of the
waves which depend on the frequency of transmission, ionospheric conditions and the eleva-
tion angle. In order to determine if and when the signal will actually reach the receiver, the
actual orbits and ionospheric conditions are simulated and the ray paths are determined by
means of ray tracing.
1.2 ZACUBE 1 CubeSat specifications
ZACUBE 1v is a 1 U CubeSat with dimensions 10 × 10 × 10 cm. It was developed as a
forerunner of ZACUBE 2, a 3 U prototype with dimensions 30 × 30 × 30 cm for the next
mission. The 1 U CubeSat is expected to be used for short term research while the 3
U prototype is intended for longer term research. Both satellites are designed with a de-
orbiting mechanism to predetermine their lifespan. The satellite constitutes a number of
subsystems:
1. an on-board computer which executes the flight software that schedules tasks and
carries out telemetry and telecommand,
2. a power system which consists of solar panels,
3. a battery and a power controller to provide electrical energy to all the subsystems,
4. a very high frequency (VHF) or ultra high frequency (UHF) radio receiver,
5. and an Attitude Determination Control System (ADCS) which orients the satellite to
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The satellite will transmit HF radio signals at 200 mW in an orbit and at an altitude in the
range of 450 to 850 km with orbital inclination between 65◦ to 98◦. Details can be found in
the mission technical report by Visser (2009).
Table 1.1: Proposed ZACUBE 1 orbital parameters and satellite characteristics taken from
Visser (2009).
Semi-major axis 7038.134 km
Eccentricity 0.008524983
Perigee altitude 600 km
Apogee altitude 720 km
Inclination 97.8◦
Orbital period 98 minutes
Number of orbits per day 14
Satellite mass 1.15 kg
Satellite dimensions 10×10×10 cm
Mean cross-sectional surface area 0.016 m2
The main payload of ZACUBE 1 is designed to emit an HF beacon signal that can be
received and decoded by receivers on the ground. The beacon transmitter is a relatively
simple payload that will provide potentially large returns for space science. In the satellite’s
payload module is the beacon transmitter, an HF antenna deployment mechanism and a
simple experimental camera module for monitoring the deployment of the HF antenna, and
possibly to take pictures of the Earth.
The HF satellite beacon transmitter or receiver can be used to measure propagation effects
on radio signals traversing the ionosphere (Appleyard et al., 1988). The beacon transmitter
has been proposed because of its simplicity and a large number of applications. However,
the signal will only be received on the ground if the signal to noise ratio (S/N) at the receiver
is greater than approximately 10 dB (Visser, 2009). It is necessary to know the link budget
of the HF beacon and ground receiver so as to determine whether the signal strength will
be sufficient for it to be received on the ground.
A link budget is the accounting of all the gains and losses from the transmitter, through
the medium to the receiver. The signal gains, such as antenna gain, and losses depend on
its power at the point of transmission, the band width and distance to the receiver. Some
of these losses include: pointing loss, propagation loss, loss in the cables, polarisation loss,
feedline, absorption losses and other miscellaneous losses (Michael, 2002). Antenna diversity
and frequency hopping are methods that can be used to mitigate these losses. Therefore,
by neglecting the absorption of the signal in the ionospheric D-layer and assuming a fixed











1.3 CHAPTER 1. INTRODUCTION
using simplified equations. Details of the link budget equation can be found in Das (2010).
The link budget equation is given by
Pr = Pt +Gr +Gt − Ploss, (1.1)
where Pr is the received power in dBm (dB relative to 1 mW), Pt is the transmitter power in
dBm , Gr is the receiver gain in dB given by Equation 1.2, Gt is the transmitter gain in dB
given by Equation 1.3, and Ploss is the total power loss as a result of transmitter loss, receiver
loss, free space loss and miscellaneous losses (fading margin and polarisation mismatch).
Gr = erD (1.2)
Gt = etD, (1.3)
where er is the receiver antenna efficiency, et is the transmitter antenna efficiency and D
the antenna directivity in dB. The Friis’ transmission equation (Equation 1.4) is used to
calculate received signal power based on the frequency, range, antenna gains, transmitter







where λ is the is the wavelength, and d is the distance between the antennas. To summarise
the link budget calculations, in terms of power gains and losses, the factors that determine
whether or not a signal transmitted from a satellite will be received by a ground receiver
depend on: transmitter power, transmitter gain and the distance between the transmitter
and receiver (path loss). Path loss depends on orbital altitude, elevation, frequency of
transmission, noise (galactic noise, atmospheric noise and edging of transmitter), receiver
power and the strength of the received signal. Atmospheric noise and galactic noise are
usually referred to as sky noise and sky noise temperature varies with frequency as shown
in Figure 1.1.
As the satellite passes over a ground receiver, the changing distance between the satellite
and the receiver may lead to increased absorption when the ray travels through a longer
section of the ionosphere. Therefore, the link budget is used to determine whether, after
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Figure 1.1: Figure illustrating the variation of sky noise with temperature at various elevation
angles (Evans, 2008)
1.3 Proposed instruments for tracking and receiving
the ZACUBE 1 signal
1.3.1 The SuperDARN radar at SANAE IV in Antarctica
The SuperDARN is an international network of radars which is being used for monitoring
the plasma convection in Antarctica and the Arctic regions. Presently, there are 14 Super-
DARN radars in the northern hemisphere and 8 in the southern hemisphere with operating
frequencies in the range of 8 MHz to 20 MHz. Each radar has a total of 16 beams, typical
azimuthal field of view of 54◦ and a scan period of 1 minute. These radars are almost iden-
tical in design and each of them transmits a short sequence of pulses in the HF band.
The SuperDARN radars are capable of measuring the velocity of charged particles in the
Earth’s ionosphere. For over ten years now, data from the SuperDARN radars has proven
to be extremely useful in addressing a wide range of scientific questions concerning processes
in the magnetosphere, ionosphere, thermosphere, mesosphere and general plasma physics
(Chisham et al., 2007). Along with the main array of 16 antennas, several SuperDARN
radars, such as the one at SANAE IV, are equipped for elevation interferometry by means
of another array of 4 antennas placed 100 meters from the main array. The purpose of this
array is to detect the elevation angle of HF radar reflections from the ionosphere by using
the phase difference between the signals received by the two arrays. The beam pattern,
one of the array parameters to be verified, requires an external signal source, at least a few
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Figure 1.2: The main SuperDARN antenna log periodic array at SANAE IV and 4-element
interferometer array 100 m north of the main array (SANAP and SANAE, 2012)
a satellite is a potential solution since the exact position of the satellite can be determined
from its orbital parameters and the ray path from the satellite to the receiver inferred from
ionospheric ray tracing.
Two things are needed to characterise the beam pattern: the angle of arrival in both azimuth
and elevation and the relative power at each angle of arrival. Currently the HF radar has a
built-in algorithm for steering the beam in azimuth and thus selecting the angle of arrival in
azimuth. The elevation angle of the incoming signal can theoretically be determined from
the phase difference between the signals received by the main array and the interferometer
array, located 100 m north of the main array. Due to some unknowns in the signal path
through the HF radar receiver, and the ambiguity in relating the phase difference to the
elevation angle, there is currently no proven technique to extract the elevation angle from
the signals available on the output of the SuperDARN radar.
Therefore, the proposed means to calibrate the elevation algorithm and characterise the
beam pattern is an HF beacon on a low-Earth orbit (LEO) satellite which can potentially
be used for determining both the algorithm for inferring phase angle from the outputs of the
SuperDARN radar and the beam pattern of the antenna. Beam pattern measurements can
be done either by near-field measurements and doing a Fourier transform to convert the near-
field to a far-field pattern, or by means of far-field measurements as proposed in this research.
However, the signal will experience refraction as it propagates through the ionosphere.
Hence, the location of the satellite relative to the receiver is not sufficient for finding the
elevation angle. The actual angle of incidence after refraction by the ionosphere can be de-
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height of layers in the ionosphere along the ray path, which can be obtained from a model
as described in Chapter 4. It is important to note that there are some uncertainties to this
approach due to the simplifying assumptions made in the software for ray tracing. Table 1.2
gives a summary of the parameters of the HF radar ground station at SANAE IV.
Table 1.2: Parameters of the HF radar ground station at SANAE IV taken from Visser
(2009).
Modulation type BPSK
Spectral Efficiency [bits/s/Hz] 0.7
Transmission rate [kbit/s] 5
Receiver IF bandwidth [kHz] 0.7
Boltzmann constant [J/K] 1.4E-023
Receiver antenna noise temperature [K] 1.5E+05
Receiver noise figure [dB] 5
Receiver noise temperature [K] 627
Receiver system noise temperature [K] 1.5E+5
Receiver system noise temperature [dB] 51
Receiver IF bandwidth [dB] 28.54
Receiver noise floor [dBm] -118
GS RX antenna gain [dBi] 0
1.3.2 Direction-finding systems in Hermanus and Pretoria
An HF DF receiver to be built at SANSA Space Science in Hermanus, South Africa, will
be used to decode the signals from ZACUBE 1 and to verify the refraction and polarisation
change of the signals through the ionosphere. Proposed location of the DF equipment at
SANSA is 34◦25′29.60′′S 19◦13′25.03′′E.
The data obtained at SANSA will be used for ionospheric characterisation which is key to
the interpretation of the data from the SuperDARN radars. This will be done by ray trac-
ing through the ionosphere to characterise the exact locations from where the reflections
detected by the radars occur. Such ray tracing requires an accurate description of the re-
fractive index along the ray path, which in turn depends on the electron density distribution
in the ionosphere.
A DF receiver is to be built at SANSA, because the instruments for characterising the
electron density in the Antarctic ionosphere are few and far between. A small number of
ionosondes are in operation, but none near SANAE IV or other SuperDARN radar locations.
Dual frequency global positioning system (GPS) receivers which could also be used for iono-
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in the Arctic region, where there are no suitable locations for the installation of permanent
terrestrial instruments. However, SANSA is a suitable location to build the DF receiver as
it will be close to an ionosonde, which gives the ionospheric characteristics in real time.
The DF instrument available at Grintek Ewation in Pretoria is located at 25◦44′41.72′′S
28◦16′15.46′′E. All the receiver stations are shown in Figure 1.3.























World map showing the locations of proposed receivers
Figure 1.3: Geographic locations of the receivers at SANAE IV, SANSA and Grintek
1.4 Previous attempts to calibrate the HF radar at
SANAE IV
In order to characterise the elevation angles of the HF radar return signals and the beam
pattern of the antenna arrays of the SuperDARN radar at SANAE IV, one needs to under-
stand fully the known characteristics of the transmitter on the CubeSat, the radar receiver,
the ground plane properties and the calibration method being proposed.
In 2007, the elevation detection algorithm of the radar at SANAE IV was calibrated by
means of an HF transmission at 13.125 MHz from a helicopter at an altitude of 1 km and
3 km using selected elevation angles (Cilliers, 2007). The objective of the experiment was
to determine the calibration curve of the phase shift between the signals received by the
main array and the interferometer array against elevation angle. Figure 1.4 describes the
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Figure 1.4: HF radar calibration geometry (Cilliers, 2007)
The assumptions made were:
1. the elevation angles are equal, that is e1 = e2 = e3 = tan
−1(h3/x3)
2. and the centres of the two arrays are at the same height (h1=h2)
For a first approximation, a theoretical approach was taken, whereby the phase delay as-
sociated with the propagation path difference between the main array and the dipole in-






where λ is the wavelength at the transmission frequency and d1 is the perpendicular distance
between the two arrays equal to 100 m.
For the second approximation (Model 2), which was expected to have a greater accuracy,
the propagation distance from the helicopter to the centre of each of the antennas and the
propagation time to the centre of the dipole array were calculated. The phase delay was
then derived from the difference between the propagation times as a fraction of the period
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to the centre of the main array and T is the period of the carrier wave.
None of the measured phase shifts matched the theoretical results and also the measured
results did not seem to follow a consistent pattern as illustrated in Figure 1.5. In this figure,
theoretical and measured phase-shift values were plotted against elevation angles, giving rise
to the curve with markers at sampled elevations, with an optimum value for the hardware
phase shift of -87◦. The optimum phase shift was determined by means of a least-squares
fit to the data after adding multiples of 2π through trial and error to each of the measured
phase points. The continuous curve shows results from Model 1, while green markers were
used for Model 2 and red markers for δt. Details of this experiment can be found in Cilliers
(2007).


































(Horizontal Distance [km], Vertical Distance [km])
Figure 1.5: Theoretical and measured phase-shift values against elevation curve with markers
at sampled elevations (Cilliers, 2007).
This attempt to characterise the elevation algorithm and the beam pattern of the SANAE
IV HF radar antenna by means of an HF transmitter on a helicopter failed due to logistical
problems which prohibited the continuous transmission of the HF signal (Cilliers, 2007).
A similar attempt to characterise the SuperDARN radar at Saskatoon in Canada (52.16◦N,
106.53◦W) using a transmitter on board an airplane, experienced major logistical complica-
tions which prohibited the successful execution of the mission. Details are given in Sterne
(2010). Although there have been satellites in the past which had HF beacons on board
such as Sputnik, there are currently no operational satellites with suitable HF beacons for
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1.5 Structure of the dissertation
Chapter 2 contains a review of the literature that supports the theory behind HF ray tracing
through the ionosphere. The chapter starts off with a brief description of ray tracing and
mentions some of the areas to which it has been applied. Since the rays propagate through
the ionosphere, a general overview of the major processes in the ionosphere is given. It is
then elaborated that the F-region of the ionosphere contains most electrons, thus there are
greater propagation effects in terms of refraction in that region.
The effects of refraction, reflection, polarisation, attenuation and multipath of the waves are
described with reference to the layer of the ionosphere where the specific effect dominates.
Refraction, reflection and polarisation, being the most common phenomena to affect radio
propagation, are described in detail using Snell’s law and the Appleton-Lassen equation.
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Since the ionosphere is constantly varying, the best and most common way of understanding
it is by means of ionospheric models. The types of commonly used models are described
briefly. The two models used in this work are the IRI-2007 model and Chapman layer model.
It is known that the ionosphere has diurnal, seasonal, geomagnetic and geographical varia-
tions. A trend similar to that of the ionospheric effects is observed in the ray tracing results,
especially seasonal variation as discussed in Chapter 4.
The results of the orbit analysis are given in Chapter 3. The chapter begins with a brief
overview of commonly used orbit analysis algorithms. The theory behind the orbit analysis
MATLAB programme and the parameters used are described. Here the inputs to the orbit
analysis algorithm and their importance towards defining an orbit are discussed. These in-
puts include: inclination, perigee, apogee, Earth’s rotation speed, semi-major axis, orbital
period and eccentricity.
The satellite orbit was propagated for 14 orbits which constitute about one day. The projec-
tion of the orbits onto the Earth’s hemisphere is plotted for the inclination angles of 97.8◦
and 65◦ over SANAE IV, Hermanus and Pretoria, as shown in Figures 3.1, 3.6 and 3.10
respectively. The ground trace was plotted in the azimuth-elevation plane with the radar
beam for the main SuperDARN interferometer array at SANAE IV superimposed to show
how much of the radar beam is traversed by the orbit (Figure 3.2).
The satellite passes that intersect the radar field of view of SANAE IV and over Hermanus
and Pretoria are considered significant passes. For each of these significant passes, the
amount of refraction expected in the best (midwinter) and worst (midsummer) propagation
conditions was calculated and plotted in Figures 3.5, 3.8 and 3.12 for SANAE IV, Hermanus
and Grintek respectively. Figures 3.5, 3.8 and 3.12 show the variation of the satellite’s ele-
vation and azimuth with time over SANAE IV, Hermanus and Pretoria respectively. Figure
1.7 shows the orthogonal projection of the orbits over SANAE IV and the azimuth-elevation
plot of the visible satellite passes of these 14 orbits at an inclination of 97.8◦.
In Chapter 4, the theory behind the ray tracing algorithms is described in detail. The equa-
tions and assumptions used in the MATLAB programme for ray tracing are given. Using
Snell’s law to account for refraction of the ray path from the relationship between refrac-
tive index and electron density, apparent elevation angles are calculated from true elevation
angles. The algorithm considers a single-layer, uniform electron density model (Model 1)
and multilayer model (Model 2) for both flat Earth and spherical Earth approximations.
Here the ray tracing was done from the receiver on the ground to satellite beacon. In the
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Plot for CubeSat orbits in orthogonal projection centred on SANAE IV
SANAE−IV
(a)





































Figure 1.7: Projection of 14 orbits at inclination of 97.8◦ onto the Earth’s hemisphere (a)
and in the azimuth-elevation plane (b) over SANAE IV. The area shaded red is the azimuth-
elevation coverage of the radar.




















 Trans−ionospheric ray paths for a spherical−Earth model
Rx
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Trans−ionospheric ray tracing at fo=14.099 MHz using IRI model
(b)
Figure 1.8: Trans-ionospheric ray paths at 14.099 MHz for the spherical Earth, single-layer
(a) and multilayer (b) models for midsummer on 1 January 2011 at 12:00 UT.
the rays are traced from the satellite beacon to the receiver on the ground. In all cases,
the ionosphere is defined using the IRI-2007 model and the worst (midsummer) and best
(midwinter) propagation conditions are considered. For all the models, the flat Earth (a)
and spherical Earth (b) approximations are used. Figure 1.8 shows ray paths as obtained
by Model 1b and 2b during midsummer.
The results obtained from Model 1 and Model 2 are comparable and there are no signifi-
cant changes in the true and apparent elevation angles of the signal. However, there is a
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ionosphere for the worst and best propagation conditions.
The Haselgrove ray tracing technique as a means of evaluating the accuracy of the results
obtained by the simpler models 1, 2 and 3 is then described. The Haselgrove algorithm also
shows the separate ray paths for ordinary (O) and extraordinary (X) modes of the wave due
to polarisation as a result of the presence of a magnetic field. In the results, most of the
rays from the two modes of propagation pass through the ionosphere to reach the satellite
altitude and in summer some appear to bounce off the ionosphere due to reflection. At the
end of the chapter, the true and apparent elevation angles derived from ray tracing Model
2b and the Haselgrove algorithm were plotted for comparison in Figure 4.24. Figure 1.9
shows ray paths derived from the Haselgrove ray tracing algorithm, using the IRI model for








Haselgrove ray tracing for mid−summer using IRI model
 
 

































Haselgrove ray tracing for mid−winter using IRI model
 
 


























Figure 1.9: Trans-ionospheric ray paths derived from Haselgrove ray tracing algorithm at
14.099 MHz using the IRI model for midsummer on 1 January 2011 at 12:00 UT in (a), and
midwinter on 1 June 2011 at 23:00 UT in (b) respectively.
In Chapter 5, the results of the orbit analysis are discussed with reference to the ground
stations at SANAE IV in Antarctica, Grintek in Pretoria and the proposed HF DF equipment
to be built at SANSA in Hermanus. Here the ray tracing results of the best model (Model
2) and the Haselgrove algorithm show a good correlation for the true and apparent elevation
angles. The proposed orbit is a LEO at an inclination of 97.8◦, the proposed ionospheric
model is the spherical Earth top-to-bottom multilayer model and the time of the year to
characterise the radar and perform ionospheric characterisation is midnight in winter and












HF propagation through the
ionosphere
Signal propagation is the behaviour of the signal in the form of a wave from the transmit-
ter to the receiver through the ionosphere. It is always affected by the refraction of the
electromagnetic wave carrying the signal. Propagation of HF waves through the ionosphere
enables HF communication, which has been in use by the navy, military and researchers
since the 17th century (Kimura, 1966). HF propagation can be ground to ground or satellite
to ground or ground to satellite propagation. The HF signal will be propagated from a
beacon transmitter on the CubeSat to the SuperDARN radar or to the HF DF receivers in
Hermanus and Pretoria. The beacon will transmit at a frequency of 14.099 MHz.
Due to the properties of the ionosphere, which are discussed in detail in the next sub-section,
radio waves propagating through the ionosphere are refracted and so they can travel over
great distances around the globe. In order to simulate the propagation of radio waves, ex-
tensive knowledge about the ionosphere as the medium of propagation is required. In this
study, the assumption is made that below about 60 km in the lower atmosphere, electro-
magnetic waves traverse in a straight line trajectory, because the refractive index remains
at a constant value close to unity at high frequencies.
2.1 General overview of the ionosphere
The ionosphere is the region of the Earth’s atmosphere extending from a height of about 60
km to about 1000 km. This region of the atmosphere is characterised by an abundance of
charged particles (Kohl et al., 1996). Electrons in the ionosphere are a result of a process
of photo-ionisation of the neutral atoms by solar extreme ultraviolet (EUV) radiation and
X-rays. Since the process of photo-ionisation is largely dependent on the sun, variations in
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ionisation reduces at night, a reverse process known as recombination takes over, reducing
the electron density in the ionosphere as explained by Kohl et al. (1996).
The process of recombination occurs in two forms: radiative and dissociative recombination.
In radiative recombination, the electrons combine directly with positively charged ions, con-
verting them into neutral atoms and leading to lack of mobility. Dissociative recombination
occurs in two stages and is the more efficient process. In the first phase of dissociative recom-
bination, positive ions from photo-ionisation interact with the numerous neutral molecules,
replacing one of the atoms in the molecule. In the second phase, electrons combine with
positively charged molecules, giving two neutral atoms.
These competing processes of photo-ionisation, recombination and other effects due to cosmic
radiation, magnetospheric electric fields and particle precipitation determine the structure
of the ionosphere (Ratcliffe, 1997). The resulting difference in electron density, chemical
composition, level of ionisation and variability at different heights divides the ionosphere
into different regions or layers. Changes in ionospheric ionisation are caused by diurnal and
seasonal variation, solar activity, as well as geomagnetic activity. The different layers of the
ionosphere are described in the next sub-section.
2.1.1 Layers of the ionosphere and their effect on radio waves
D-Layer: The D-layer is the lowest region of the ionosphere, between approximately 60
km to 90 km above the Earth’s surface. The level of ionisation is relatively low because the
intensity of solar radiation reaching these altitudes is very small and as a result, the electron
density is low (Giraud and Petit, 1978). Ionisation almost entirely depends on Lyman alpha
and hard X-rays. At night, there is almost no ionisation in this layer so the electron density
layer reduces significantly after sunset, but does not disappear due to the ionisation effect
of galactic cosmic rays.
When a radio wave travels downwards from the upper ionosphere to the Earth’s surface, the
D-region is the last region of the ionosphere that it traverses. During the day, the D-layer is
responsible for attenuation of radio waves due to collisions of free electrons with molecules,
leading to energy loss which manifests as an overall reduction in signal strength. Attenuation
of radio signals also results from its spherical spreading during propagation since the power
density of an electromagnetic wave is inversely proportional to the square of the distance
between the transmitter and the receiver (Budden, 1985). The amount of attenuation is
dependent upon a number of factors, some of which include:
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number of collisions, the larger the attenuation rate.
2. The level of ionisation: the higher the level of ionisation, the greater the number of
electrons that vibrate and collide with molecules.
3. The frequency of the signal: as the frequency increases, the wavelength shortens, and
the number of collisions between the free electrons and gas molecules increases. As a
result, signals at higher frequencies are attenuated more than those at lower frequencies
as shown in Equation 2.1.
Attenuation = αLf (2.1)
where α is the attenuation constant in dB/MHz/cm, L is the length of the medium in cm
and f is the frequency of the transmitted signal in MHz.
E-Layer: The E-layer is the region directly above the D-region and extends between al-
titudes of about 90 km to 120 km. The ionisation in this region is stronger than in the
D-region. The E-region is characterized by a peak electron density near 105 − 110 km and
ionisation is by soft X-rays and some EUV radiation (Bilitza, 1998). At night the E-layer
almost disappears because the primary source of ionization, which is the sun, is absent.
As the signal passes through the E-region, fewer collisions occur since the air density is low
at these altitudes. This means that when the free electrons are excited by radio signals and
vibrate, fewer collisions occur. However, some of the electrons are set in motion by the radio
signal, but they tend to re-radiate the kinetic energy. A signal propagating in an area with
increasing electron density is refracted away from the normal as it enters an area of higher
electron density.
F-Layer: The F-region is immediately above the E-region, and extends to well above 300
km. This layer contains the greatest density of free electrons, making it the most important
for long distance signal propagation. Ionisation here is mainly due to photo-ionisation of
atomic oxygen by EUV solar radiation. During daylight hours the F-region is divided into
two sub-layers, the F1 and F2 layers, but at night it is mainly one layer. The F2-layer is at
a higher altitude and the electron density is greater than that in the F1-layer and any other
region of the atmosphere (Giraud and Petit, 1978).
Due to the high electron density in this region, HF waves propagating through the F-region
causes the most refraction of all the regions of the ionosphere. HF signals traveling from
a satellite to ground in the F-region can be bend them back into space by the refraction.











2.2 CHAPTER 2. HF PROPAGATION THROUGH THE IONOSPHERE
because the F-region is present throughout the day and night. As the frequency of the
propagating signal increases, the amount of refraction decreases until a frequency is reached
where the signal passes through the F-region to the E-region. More details on the F-region
dynamics can be found in Ratcliffe (1997).
2.2 Radio propagation effects
The effects experienced by radio waves during propagation through the ionosphere allow
them to reach areas which would not be possible if the radio signals traveled in a direct
line. However, this can be a problem if the waves do not propagate to the intended receiver
position (Budden, 1985). In the following sub-sections, the major effects on radio wave
propagation are discussed in detail.
2.2.1 Refraction
Refraction is the most important effect on radio wave propagation and it is caused by a wave
traversing through regions with varying refractive indices. Fermat’s principle of refraction
describes the path taken by an electromagnetic wave, such as a radio wave, as the path that
can be traversed in the shortest time. By minimising the time of propagation, Snell’s law
of refraction is derived from Fermat’s principle (Stroyan, 1999), as illustrated in Figure 2.1.
The total time of propagation through the two media t is given by;
Figure 2.1: Diagram illustrating refraction of a radio wave
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By minimising time (let dt
dx
= 0) and substituting n = c/v, Snell’s law, which is given by










The symbol i represents the angle of incidence measured from the normal, n is the refractive
index of the respective medium, v is the phase velocity of the wave, that is the rate at which
the phase of the wave propagates in the respective medium. In the ionosphere, the refractive







where fp is the plasma frequency≈ 8.980
√
Ne in MHz for electron density (Ne) in electrons/m
3
and f0 is the frequency of the incident ray (14.099 MHz). After a radio signal has been re-
fracted through several layers of the ionosphere, the elevation angle measured at the receiver
is nolonger the true elevation angle, but apparent elevation angle. Elevation angle is defined
as the angle between the horizontal plane and the line of sight along the ray path, measured
in the vertical plane. And it is positive above the horizon (0◦ elevation angle), but negative
below the horizon.
Two of the errors associated with refraction are range error and angular error. Figure 2.2
shows the effect of refraction on a ray propagating from a satellite to the ground and the
errors that arise due to this effect (Davies, 1990). Range error due to the ionosphere ρ in
radians is given by:
ρ = cδT (2.8)
where, c is the speed of light in a vacuum in ms−1 and δT is the excess time delay in seconds
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Figure 2.2: Ray Path from a satellite to ground showing refractive bending and angular
deviation
and f is the frequency in Hz, NT is the TEC in electrons/m
2. Angular error ξ for small










where ∆ is the true elevation angle, R is the range from the observer to the satellite, Re is
the Earth’s radius and hi is the height of centroid of electron density profile (usually between
300 and 450 km) (Davies, 1990).
2.2.2 Reflection
Reflection is the change in direction of a wavefront at an interface between two different
media so that the wavefront returns into the medium, from which it originated. Assuming
a spherically symmetric ionosphere, continued refraction can be modeled as reflection by
postulating a virtual reflection height and applying the laws of reflection, which are:
1. The incident ray, the reflected ray and the normal to the reflection surface at the point
of incidence lie in the same plane.
2. The angle which the incident ray makes with the normal is equal to the angle which
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3. The reflected ray and the incident ray are on opposite sides of the normal.
However, in the case of a real ionosphere, the ionospheric electron density is not the same
along the ray paths towards and away from the reflection point and hence the second law
of reflection does not apply. And due to the inhomogeneities in the ionosphere, the rays do
not travel in a plane, and so the first law of reflection does not apply either (Budden, 1985).
Radio waves can be reflected off layers of the ionosphere or any other objects in the Earth’s
atmosphere.
2.2.3 Polarisation
Change in polarisation, an inherent property of an electromagnetic wave along the ray path,
is due, among other things to the magnetic field which causes the O and X modes of the waves
to separate and interact in such a way as to change the polarisation of the wave between the
point of transmission and reception (Davies, 1990). In the E and F-layers of the ionosphere,
where the wave frequency is much smaller than the electron collision frequency, the frictional
force due to collisions is negligible compared to the electrostatic and Lorentz forces. The
phase refractive index is defined by the Appleton-Lassen equation. The Appleton-Lassen
equation, given in Equation 2.12, is a form of dispersion relation used to describe the phase
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ωH is the electron gyro frequency and θ is the angle between the ambient magnetic field
vector and the wave vector.
The plus and minus sign for the refractive index, calculated by taking the square root of
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Figure 2.3: Diagram showing the O and X modes of radio waves as a result of polarisation
This means that the medium supports two characteristic modes of propagation, commonly
referred to as the O and X waves. When the wave frequency is low, there is a third propa-
gation mode which does not occur for HF propagation (Davies, 1990).
Consider a plane polarised wave propagating parallel to the magnetic field. The positive
sign represents a left-hand circularly polarised mode, and the negative sign represents a
right-hand circularly polarised mode. The ray paths of the O and X waves will appear as
illustrated in Figure 2.3. In the absence of electron collisions, O and X waves have different
wavelengths, phase speeds and opposite senses of rotation (Davies, 1990). The different
characteristics of the ordinary and extra-ordinary waves result in the rotation of the electric
field vector, leading to Faraday rotation.
2.2.4 Doppler shift
Doppler effect is the shift in frequency of the return signal from a target or other object as
a result of the object’s radial motion relative to the receiver. Doppler effect constitutes two
parts, one due to motion of the satellite with respect to the receiver and another due to the
rate of change of TEC along the path. For low Earth orbiting satellites, the Doppler shift










where f is the frequency, ns as the refractive index at the satellite, νl is the line of sight
component of the satellite velocity, dNT
dt
is the rate of change of TEC and c is the the speed of
light in a vacuum. Note that these shifts in frequency are generally insignificant compared
to the frequency of propagation, especially with HF signals. Doppler shift is important
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receding phases of the orbit (McNamara, 1991). This requires sufficient receiver bandwidth
to accommodate the range of frequencies from the frequency of transmission plus or minus
the Doppler shift.
2.2.5 Multipath and Ducting
Multipath is a propagation phenomenon that occurs when radio waves reach the receiving
antenna by more than one path. This effect leads to a reduction in the received signal power,
interference and phase shift. Some of the causes of multipath are; ducting, ionospheric re-
flection, reflection from other objects (water bodies, mountains and buildings) and refraction
(Haslett, 2008).
Ducting occurs when a radio wave propagates in a horizontal direction following the Earth’s
curvature, particularly at the E-F valley in the ionosphere. When there is a steep gradient
in the refractive index over a small altitude interval, a plane of high refractive index is sand-
wiched between regions of lower refractive index and the radio wave is trapped in this region
(Haslett, 2008). Over large distances and beyond the horizon, where the signal strength is
normally low, ducting leads to enhancement of the signal strength.
Multipath creates the problem that to ‘ghost’ targets are seen by the radar receiver as
illustrated in Figure 2.4. Thus the real target signal has to be isolated from the ‘ghost’ target
signal. This problem can be resolved by creating a ground map of the radar’s surroundings
and eliminating all ‘echoes’ which appear to originate below the ground and above the height
of the signal source (Davies, 1990). Using more than one antenna to receive the signal
can also mitigate the effect, since the multipath effect may not occur in all the antennas
simultaneously.
2.2.6 Fading of radio signals
Fading of radio signals is caused by the fluctuation in signal amplitude as it propagates
from the transmitter to the receiver, and it can occur in the form of multi-path or single
path fading. The faded signals present random temporal fluctuations in both amplitude
and phase when received at an antenna. This effect is difficult to eliminate due to its
unpredictable nature (Budden, 1985). The variations in the ionosphere cause reduction of
the amplitude of the signal, sometimes to a level below which the signal cannot be detected.
In HF transmission, signal fading can be minimised by a high power transmitter such that
the signal is still detectable when it reaches the receiver. The effect of signal fading is closely
related to ionospheric scintillation where irregularly structured regions in the ionosphere
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Figure 2.4: Diagram illustrating multipath of radio waves
to signal fading since the strength of the reflected wave is less than that of the incident wave
(McNamara, 1991).
2.3 Modelling the ionosphere
The ionosphere can be described by four parameters: electron density, electron and ion tem-
peratures, and ionic composition. Signal propagation depends uniquely on electron density
and this parameter is of greatest interest in the present context. Electron density in the iono-
sphere depends on a number of parameters, which include altitude, latitude, longitude, time,
season, solar activity and geomagnetic activity (McNamara, 1994). Because of the compli-
cated nature of the ionosphere, there have been numerous approaches towards modelling the
ionosphere over the years. Some of the models are discussed in the following sub-section.
2.3.1 Empirical models
These models are expressed by means of parametrised equations which do not have any
direct link with the physics, but are derived from best-fit to available data, based on exten-
sive worldwide data sets from ionosondes, rockets, satellites, and incoherent scatter radars
(Chiu, 1975). These models describe not only the ionospheric parameters, but also the mag-
netospheric parameters underlying the effects. Currently, there are empirical models that
describe ionospheric ion and electron temperatures (Rawer and Bilitza, 1989), and auroral
conductivities (Hardy et al., 1987). The IRI model (Bilitza, 2001), the IONCAP and the
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2.3.2 Analytic models
These are physics-based models described by equations of which the parameters are derived
from data in a closed form solution, known as a mathematical analytic function. Analytical
models are based on orthogonal function fits to the output, obtained from numerical models,
most of which have been developed separately for low, middle and high latitude regions of
the ionosphere. An example is the Fully Analytical Ionospheric Model (FAIM) (Anderson
et al., 1989).
2.3.3 Assimilative models
Assimilative models are either empirical or analytic models driven by real-time ionospheric
inputs (Schink 1988). Such models have recently been developed with a strong interest
in data-driven specifications and forecast. An example is the Parameterised Real Time
Ionospheric Specification Model (PRISM) based on ionosonde and satellite data.
2.3.4 The IRI model
The IRI model is an empirical standard model of the ionosphere based on available ground
and space data sources and using theory to bridge data gaps to describe ionospheric density
and temperature (Bilitza, 2001). The major data sources for IRI are the worldwide network
of ionosondes, incoherent scatter radars and topside sounders. Several editions of the model
have been released. The model is updated yearly and the latest version is IRI 2011 which
has the option to use NeQuick as the topside model.
For a given location, time and date, the IRI model provides monthly averages of the electron
density, electron temperature, ion temperature, and ion composition in the altitude range
from 50 km to 2000 km (Chiu, 1975). This model can also generate TEC, predict the
occurrence of spread F and the equatorial vertical ion drift (Bilitza, 2001). The IRI model is
recommended for international use by the Committee On SPAce Research (COSPAR) and
the International Union of Radio Science (URSI). For this reason and the fact that it has
been widely used in ionospheric research, the IRI model was the predominant model used to
define the ionosphere in this work.
2.3.5 Chapman layer model
The Chapman layer model is a theoretical model that describes the formation of the ionised
layer in the atmosphere. The model describes the variation of electron density with height,
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monochromatic, only one species of an atom or molecule is being ionised, and the tempera-
ture is independent of height (Davies, 1990).
By applying the above assumptions to the structure of the atmosphere and the incoming
solar radiation, the Chapman layer model allows one to deduce the rate of ion production
as a function of height and zenith angle of the incoming rays from the sun. Recombination
or attachment are the processes that decrease the electron density distribution within the
Chapman ionosphere. Important to note is that the D, E and F1 layers are very good
Chapman layers, but sometimes the assumptions mentioned are not valid in the F2 layer.













Orbit analysis can be performed with free or commercial software or custom programmes.
Available tools in use today include:
1. MATLAB, a numerical computing programming language developed by Mathworks.
Several versions have been released since it was developed in the 1970s. To simulate the
satellite’s orbit, the 2009 version of MATLAB was used on a Windows-7 interface. The
programme uses orbit parameters as inputs to give the ground trace of the satellite
orbit in the required plane. This programming language was chosen because of its
programming flexibility, ability to use a wide range of functions, its graphical interface
and the fact that over the years, it has been successfully used in scientific research.
Details can be found in Downey (2011). The major supplier of this software in South
Africa is Opti-Num Solutions.
2. Satellite Tool Kit (STK) simulation tool is commercial software that has been
widely used for validation of mission plans through simulation while being comple-
mented by other tools (St-Pierre et al., 2002). The development, support, sales of and
training for STK is done by Analytical Graphics International (AGI).
3. Satellite Orbital Analysis Program (SOAP) is ‘an interactive software system
which employs 3-dimensional graphics animation to display the relative motion of
satellites, airplanes, ships and ground stations’ (Stodden, 1995).
4. Environment for Visualising Images (ENVI) was designed for data visualisation
and analysis of images from aircraft and satellites. This software is produced by Exelis
Visual Information Solutions Company. More details can be found in Exelis Visual
Information Solutions (2012).
To perform orbit analysis, a number of orbital parameters need to be clearly understood.
These include: the type of orbit, the inclination with respect to the equator, altitude, eccen-
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act as input for the orbital analysis algorithm. In an ideal case, the CubeSat would pass over
or very close to the Earth’s poles in a near-polar orbit, with an ideal inclination of about 90◦
to the equatorial plane of the Earth, at an altitude of about 600 km and period of about 98
minutes. However, an ideal polar orbit may not be practically achievable since it requires
an expensive dedicated launch opportunity. But the good news is that a LEO satellite can
transmit a signal to be received on the ground and yet minimise the problem of drag that
causes satellite orbits to decay over time. In the following analysis, two orbit inclinations
which are at the time of writing potentially available for ZACUBE 1 are considered for the
best and worst case scenarios. These orbit inclinations are 97.8◦ and 65◦ respectively, at an
altitude of 600 km.
3.1 Theory of the orbit analysis algorithm
The orbit parameters for the CubeSat are listed in Table 1.1 and were used as input param-
eters for the MATLAB programmme. Below are the equations that describe the parameters
in terms of the orbital mechanics of Kepler’s motion (Serway and Jewett, 2010). The con-
stants in this model are: Earth’s radius, Re = 6378.134 × 103 m, Earth’s rotation rate,
dr= 7.292X10−5 rad/s and Earth’s equatorial surface speed in m/s (Michael, 2002).
ve = dr× Re (3.1)
Then the orbit is defined using perigee height H1 in km (the closest orbit to Earth) and
apogee height H2 in km (the furthest orbit from Earth). Perigee radius in meters is given
by Equation 3.2.
rp = (Re + H1)× 103 (3.2)
And apogee radius in meters is given by Equation 3.3.
ra = (Re + H2)× 103 (3.3)





where a = 6971× 103 meters. The orbital period is given by Equation 3.5.
P =
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Lastly, the orbital velocity of the satellite at any point at a distance r from the centre of




Where µ ≈ 3.9 × 1014 m3/s2 is the gravitational constant. The assumptions made in this
analysis are: spherical Earth, negligible relativistic effects and ignoring the Earth’s nutation
and precession due to its oblateness. With an orbital period of 98 minutes, about 14 orbits
are made in one day. The satellite elevation angle relative to the receiver on the ground
is calculated. Then the ground trace of the orbits are plotted in the azimuth-elevation
plane, local horizontal plane and orthogonal projection. This is done for 3 receiver locations:
SANAE IV in Antarctica, SANSA in Hermanus and Grintek in Pretoria. For each of these
receiver locations, the orbits with inclination of 97.8◦ and 65◦ are considered. The part of
the satellite orbit during which the satellite is visible from a given location is known as a
satellite pass. Refraction caused by the ionosphere is not taken into account during the orbit
propagation, but it is calculated for a specific location by means of ray tracing.
3.2 Orbit analysis results and discussion
3.2.1 Orbit analysis centred at SANAE IV in Antarctica.
Figure 3.1 shows that all satellite orbits traverse the radar field of view at an inclination
of 97.8◦ in (a) but none of the satellite orbits traverse the radar at an inclination of 65◦ in
(b). This shows that if the satellite is in an orbit with inclination of 65◦ or less, will not be
visible within the field of view of the SuperDARN radar at SANAE IV. Here the satellite
coordinates were converted from the geographical coordinate system to the East-North-Up
coordinate system.
In Figures 3.1 (c) and (d) the hemisphere projection was plotted with the zenith angle as the
scale and the radial distance expressed in terms of the zenith angle. The zenith angle is the
angle relative to the vertical line or zenith at the receiver. The centre of the plot corresponds
to a satellite location directly above the receiver, and the edge of the plot corresponds to a
satellite location on the horizon (elevation=0). Figure 3.1 (c) shows that there are 13 visible
satellite passes out of 14 orbits at an inclination of 97.8◦. Figure 3.1 (d) shows that there
are 7 visible satellite passes out of 14 orbits at an inclination of 65◦.
In Figure 3.2, the elevation range (0◦ − 30◦) and azimuth range (156◦ − 210◦) of the HF
radar at SANAE IV has been superimposed onto the azimuth elevation plot (see red shaded
area). This shows there are satellite passes which intersect the radar’s field of view in terms











3.2 CHAPTER 3. ORBIT ANALYSIS ALGORITHM
Plot for CubeSat orbits in orthogonal projection centred on SANAE IV
SANAE−IV
(a)















































































Figure 3.1: Orthogonal projection of the visible satellite passes out of 14 orbits for inclination
equal to 97.8◦ in (a) and 65◦ in (b) centred at SANAE IV. Green and red borders mark the
geographic map of Antarctica and ground trace of the radar coverage respectively. Figures
(c) and (d) show projection of the visible satellite passes out of 14 orbits on the Earth’s
hemisphere for inclination angles of 97.8◦ and 65◦ respectively.
an inclination of 97.8◦ intersect the radar’s azimuth and elevation range. However, there are
no satellite passes at an inclination of 65◦ in 3.2 that intersect this region (Figure 3.2 (b) ).
To view the physical visibility of the satellite, its orbits are traced in the local horizontal
plane as shown in Figure 3.3. From Figure 3.3 (a), which shows the ground projection of the
visible satellite passes out of 14 orbits in the local horizontal plane at an inclination of 97.8◦,
it is clear that some of the satellite passes will be seen by the radar, since its field of view
is south of SANAE IV. However, in Figure 3.3 (b), which shows the ground projection of
the visible passes out of 14 orbits in the local horizontal plane at an inclination of 65◦, these
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Figure 3.2: Projection of the visible passes out of 14 orbits in the azimuth-elevation plane
at an inclination of 97.8◦ in (a) and 65◦ in (b), centred at SANAE IV. The area shaded red
is the azimuth-elevation coverage of the radar
are as close to SANAE IV to the north in (b) as to the south in (a), the radar does not see
north of SANAE IV.





























CubeSat ground trace in local horizontal plane centred on SANAE IV
SANAE IV
(a) 90.8 degrees


























CubeSat ground trace in local horizontal plane centred on SANAE IV
SANAE IV
(b) 65 degrees
Figure 3.3: Ground projection of the satellite visible passes out of 14 orbits in the local
horizontal plane at an inclination of 97.8◦ in (a) and 65◦ in (b), centred at SANAE IV.
Figure 3.4 (a) shows that, even though the satellite has a maximum elevation of about 86◦
in the 4th satellite pass at an inclination of 97.8◦, part of each of the 13 passes falls within
the radar’s elevation range of 0◦-30◦. Figure 3.4 (b) shows that even though the satellite has
a maximum elevation of about 35◦ in the 7th satellite pass at an inclination of 65◦, part of
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are visible satellite passes with azimuth values that are within the radar’s range (156◦-210◦),
but none of the visible satellite passes in Figure 3.4 (d) are within this range.






















































































































Figure 3.4: Plots of true elevation against time for the visible satellite passes out of 14 orbits
at an inclination of 97.8◦ in (a) and 65◦ in (b) and azimuth against time for the visible
satellite passes out of 14 orbits at an inclination of 97.8◦ in (c) and 65◦ in (d), centred at
SANAE IV. The red border in (c) and (d) shows the azimuth range of the radar.
Considering the elevation angles for the 13 visible satellite passes out of 14 orbits over
SANAE IV at an inclination of 97.8◦ (Figure 3.4 (a)), a ray trace was done to determine
the expected refraction for each of these passes. Figure 3.5 shows the amount of refrac-
tion expected for the best and worst propagation conditions in midwinter on 1 June 2011
at 23:00 UT and midsummer on 1 January 2011 at 12:00 UT, respectively, as determined
by means of the spherical Earth top-to-bottom multilayer model. In Figure 3.5 the satellite
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The satellite elevation angles, which are now true elevation angles (eT) at the inclination
of 97.8◦, were used to calculate the apparent elevation angles (eA) from the spherical Earth
top-to-bottom multilayer model for the worst (midsummer) and best (midwinter) propaga-
tion conditions. The true and apparent elevation angles were then plotted against the time
index. The difference between eT and eA gives the expected refraction. In Figure 3.5 (a) the
maximum refraction obtained in summer was about 16.4◦ compared to 16.1◦ obtained with
the same model (Model 3b). This is illustrated in Figure 4.17 (a) in Chapter 4. According
to Figure 3.5 (b) the maximum refraction obtained in winter was about 0.6◦ and it compares
to 0.7◦ obtained with the same model (see Figure 4.17 (b)).




























































Figure 3.5: Comparison of satellite elevation angle (eT) and apparent elevation angle (eA)
during midsummer (a) and midwinter (b) for the visible satellite passes at an inclination of
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3.2.2 Orbit analysis centred at SANSA in Hermanus.
For the orbit analysis centred at SANSA in Hermanus, where the proposed DF instrument
is to be built, the satellite was propagated for 14 orbits at an inclination angles of 97.8◦
and 65◦. In Figure 3.6 (a) 4 satellite passes out of 14 orbits are visible along the Earth’s
hemisphere at the inclination of 97.8◦, whereas in Figure 3.6 (b), 6 satellite passes out of 14
orbits are visible along the Earth’s hemisphere at the inclination of 65◦. This indicates that



































































Figure 3.6: Projection of the 4 visible passes out of the 14 orbits on the Earth’s hemisphere
at inclination angles of 97.8◦ in (a) and the 6 visible passes out of 14 orbits at an inclination
of 65◦ in (b) centred at SANSA in Hermanus.
For observation of the satellite from Hermanus, an azimuth range from horizon (0◦) to hori-
zon (360◦) was considered and the corresponding satellite elevation angles were calculated
and plotted. According to Figure 3.7, there are 4 visible satellite passes per day over Her-
manus at an inclination angle of 97.8◦ in the elevation range from 0◦ to 44◦, and 6 visible
satellite passes per day at an inclination angle of 65◦ in the elevation range from 0◦ to 46◦.
The elevation and azimuth angles for the visible satellite passes are each plotted against time
in Figure 3.8. For the visible passes in Figures 3.8 (a) and (b), the satellite elevation angles
were concatenated to remove the time gaps.
Taking the satellite or true elevation angles (eT) at an inclination of 97.8
◦ as in Figure 3.8
(a), ray tracing was done to calculate the apparent elevation angles (eA) and hence the ex-
pected refraction (eA-eT) for each pass over Hermanus. The model used for ray tracing was
the spherical Earth top-to-bottom multilayer model, for both the best (midwinter) and worst
(midsummer) conditions for trans-ionospheric propagation. In Figure 3.9 (a) the maximum
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Figure 3.7: Projection of the 4 visible satellite passes out of 14 orbits in the azimuth-elevation
plane at an inclination of 97.8◦ in (a) and the 6 visible passes per day at an inclination of
65◦ in (b), centred at SANSA in Hermanus.
by means of the spherical Earth top-to-down multilayer ray tracing model over Hermanus.
The maximum refraction measured in winter was about 1.1◦ and it compares to 1◦ calculated
by using a similar ray tracing model (Model 3b) over SANSA in Hermanus.
To see the satellite passes in the local horizontal plane over SANSA, the coordinates of
the satellite’s position are converted to a Cartesian coordinate system and plotted (see
Figure 3.10). From this figure it is clear that there are 4 visible satellite passes per day at
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Figure 3.8: Plots of true elevation against time for the visible satellite passes out of 14 orbits
at inclinations of 97.8◦ in (a) and 65◦ in (b) and azimuth against time for the visible satellite
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Figure 3.9: Comparison of satellite elevation angle (eT) and apparent elevation angle (eA)
during midsummer on 1 January 2011 at 12:00 UT (a) and midwinter on 1 June 2011 at 23:00
UT (b) for the visible satellite passes at an inclination of 97.8◦ over SANSA in Hermanus






















CubeSat ground trace in local horizontal plane centred on Hermanus
Hermanus
(a) 90.8 degrees























CubeSat ground trace in local horizontal plane centred on Hermanus
Hermanus
(b) 65 degrees
Figure 3.10: Ground projection of the 4 and 6 visible passes out of 14 orbits in the local
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3.2.3 Orbit analysis centred at Grintek in Pretoria.
For the orbit analysis centred at Grintek in Pretoria, the satellite’s orbits were plotted along
the Earth’s hemisphere. In Figure 3.11 (a) and (b), 4 satellite passes out of 14 orbits for
both inclination angles traverse the position of Grintek in Pretoria. This indicates that the
satellite will be visible from Grintek for both the selected inclination angles.
An azimuth range from horizon (0◦) to horizon (360◦) was considered for the satellite passes
over Grintek and the corresponding satellite elevation angles were calculated and plotted.
Figure 3.12 shows 4 visible satellite passes per day over Grintek at inclination angles of both
97.8◦ and 65◦ within this range. The elevation and azimuth angles for the visible satellite
passes are plotted against time in Figure 3.13. In Figures 3.13 (a) and (b), the satellite
elevation angles for were concatenated to remove the time gaps. Figures 3.13 (a) and (b)
show 4 satellite passes in the elevation range from 0◦ to 24◦ and 0◦ to 27◦ at an inclination
of 97.8◦ and 65◦ respectively. The azimuth variation for the visible satellite passes out of the
14 orbits is shown in Figures 3.13 (c) and (d).
Using the satellite elevation angles obtained from Figure 3.13 (a) as true elevation (eT), a
ray trace was done to obtain the apparent elevation (eA) angles and hence the amount of
expected refraction during each visible pass over Grintek in Pretoria. The spherical Earth
top-to-bottom multilayer ray tracing model was used for both the best (midwinter) and
worst (midsummer) conditions for trans-ionospheric propagation. Figure 3.14 (a) indicates
the maximum refraction in summer was about 20◦ which compares to the value of 20.4◦

































































Figure 3.11: Projection of the 4 visible passes out of 14 orbits on the Earth’s hemisphere at
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Figure 3.12: Projection of the 4 visible satellite passes out of 14 orbits in the azimuth-
elevation plane at an inclination of 97.8◦ in (a) and the 6 visible passes per day at an
inclination of 65◦ in (b), centred at SANSA in Hermanus.
maximum refraction in winter was 1.8◦ and it compares to the value of 1.6◦ obtained from
ray tracing using a similar model over Grintek.
To see the satellite passes in the local horizontal plane over Grintek, the coordinates of the
satellite’s position are converted to a Cartesian coordinate system and plotted as shown in
Figure 3.15. This figure illustrates that there are 4 visible satellite passes over Grintek at
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Figure 3.13: True elevation against time for the 4 visible satellite passes out of 14 orbits at
an inclination angle of 97.8◦ in (a) and 65◦ in (b) and azimuth against time for the 4 visible
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Figure 3.14: Comparison of satellite elevation angle (eT) and apparent elevation angle (eA)
during midsummer on 1 January 2011 at 12:00 UT (a) and midwinter on 1 June 2011 at
23:00 UT (b) for the visible satellite passes at an inclination of 97.8◦ over Grintek in Pretoria





















CubeSat ground trace in local horizontal plane centred on Grintek
Grintek
(a) 90.8 degrees























CubeSat ground trace in local horizontal plane centred on Grintek
Grintek
(b) 65 degrees
Figure 3.15: Ground projection of the 4 visible satellite passes out of 14 orbits in the local
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3.2.4 Summary of the orbit analysis results
For the CubeSat at an altitude of 600 km and inclination angles of 97.8◦ and 65◦, a minimum
of 0 passes and a maximum of 13 passes are expected to be seen from SANAE IV, SANSA
in Hermanus and Grintek in Pretoria. The total time for each of these passes is added for
24 hours to give the daily satellite visibility for the two inclination angles of 97.8◦ and 65◦
at each of these locations as shown in Figure 3.16.
For the true elevation angles that correspond to the visible satellite passes within the range
of the receiver, the maximum expected refraction as obtained by ray tracing ranged from
0◦ to 20◦. Table 3.1 shows a summary of the maximum refraction obtained for the true
elevation from the visible satellite passes per day at an inclination of 97.8◦ over SANAE IV,
SANSA and Grintek, during winter and summer.
The results indicate that the best inclination at which the satellite signal would be received
at these 3 locations is 97.8◦. The propagation time with the least amount of refraction is
midnight in winter. The similarity between the orbit analysis results for Hermanus and
Pretoria can be attributed to their geographical proximity.
Table 3.1: Summary of the maximum refraction obtained for the visible satellite passes out
of 14 orbits at an inclination of 97.8◦ over SANAE IV, SANSA and Grintek.
Maximum refraction
Summer Winter
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(a)
Figure 3.16: Summary of the duration of visibility of the satellite during a 24 hour period













Ray tracing is a method of simulating the path taken and the effects experienced by waves
or particles as they propagate from one point to another through a system with regions of
varying propagation properties. HF communicators use ray tracing to precisely determine
the paths of HF waves as they propagate through the ionosphere (Tomas, 2010). The process
basically involves a step-by-step integration of differential equations that describe the propa-
gation of these waves through dispersive and anisotropic media like the ionosphere (Budden,
1985). Unlike optical ray tracing, in which the refractive index is typically constant for a
given medium, ray tracing through the ionosphere must account for the complexities of a
spatially and temporally varying refractive index. Changes in the ionospheric electron den-
sity correspond to changes in the refractive index.
The fact that ray tracing can be performed for a variety of paths, e.g ground to ground,
ground to satellite or satellite to ground, makes it an important tool in understanding near-
space phenomena. Such phenomena include: observing aurorae, detecting backscatter from
magnetic field-aligned plasma irregularities in the ionosphere, ionospheric dynamics such as
gravity waves, mapping density irregularities in the ionosphere and global electron density
distribution (Bennett et al., 2004).
Two of the most common equations used for ray tracing are Fermat’s principle, which calcu-
lates the ray path for minimum travel time, and Snell’s law based on the law of refraction.
Approximated models of trans-ionospheric ray tracing for satellite to ground and ground to
satellite ray paths are described in the following section. In Models 1, 2 and 3, only the
ray paths that reach the satellite altitude are plotted, the reflected rays are not of interest.
However, in the Haselgrove ray tracing algorithm, the reflected rays are also plotted. For
all the ray tracing results, both summer and winter conditions are evaluated. This is be-
cause during summer, the rays are subject to a significant amount of refraction which makes
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minimal making conditions suitable for characterising the radar.
4.1 Model 1: Uniform electron density model
As a first approximation, the ionosphere is represented by a uniform planar electron density
layer of density Ne, thickness B, and with altitude range h1 to h2. The values of these pa-
rameters are estimated from electron density profiles at the location of interest which can be
obtained from an appropriate model such as the IRI, or from measurements from ionograms
or from GPS tomography. To obtain the simplified model, the electron density is assumed
to vary only with altitude and this means neglecting any azimuthal variation.
In this model, the thickness of the ionosphere is assumed to be twice the bottomside thickness
parameter (B0). The B0 = hmF2 - h0.24 parameter is by definition the height difference
between the height at which the peak electron density occurs (hmF2) and the height where
the electron density profile has dropped to 0.24 of the maximum electron density of the
F2-layer (Bilitza, 1998). The parameters hmF2 and h0.24 can be obtained from any electron
density profile. Total ionospheric thickness (T) = 2 × B0. The top height of the single
ionospheric layer h2 = h1+T. The electron density now is assumed to be the TEC divided
by the thickness T as shown in Equation 4.1. The particular value of the mean electron





Ne(z) dz = NeT (4.1)
For this study, the electron density, ionospheric height and thickness parameters were de-
rived from the IRI 2007 model and the uniform layer parameters are derived and plotted
for 1 January 2011 at 12:00 UT and 1 June 2011 at 23:00 UT representing summer and
winter extremes respectively. The geographical position of SANAE IV is 2.85◦W, 71.67◦S.
The frequency of 14.099 MHz at which the satellite beacon will transmit its signal was used
for the ray tracing. The electron density profile as obtained from the IRI 2007 model for
midsummer and midwinter are shown in Figures 4.1 (a) and 4.1 (b).
Assuming that TEC, that is the total area under the electron density profile, is equal to the
area under the red boundary in Figure 4.1, a single-layer ionospheric model was derived.
The refractive index in the single-layer is uniform and is considered to be unity below and
above the uniform layer. To perform ray tracing using this model, the correlation between
the maximum electron density and refractive index was used, as shown in Equation 2.7.
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IRI model for 01−Jan−2011 12:00:00 at lon=−2.75, lat=−72.00
(a)




















IRI model for 01−Jun−2011 23:00:00 at lon=−2.75, lat=−72.00
(b)
Figure 4.1: Uniform single-layer electron density profile derived from the IRI 2007 model
over SANAE IV for midsummer on 1 January 2011 at 12:00 UT in (a) and midwinter on 1
June 2011 at 23:00 UT in (b)
difference between apparent and true elevation gives the approximate refraction.
4.1.1 Model 1a: Flat Earth uniform density model
In the flat Earth uniform density model, the Earth is assumed to be flat, that is the effects
due to the Earth’s curvature are assumed to be negligible at the altitude of a LEO. Figure
4.2 illustrates the parameters used in the flat Earth uniform density model.
Figure 4.2: Geometry of the flat Earth single-layer, uniform electron density model.
For the flat Earth model, the equations describing the ray path starting from the receiver
(Rx) and tracing upwards to the satellite (Tx), are as follows:
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h3 are respectively given as:
x1 = h1 tan(I0) (4.2)
x2 = x1 + Ttan(I1) (4.3)
x3 = x2 + (h3 − h2) tan(I0) (4.4)
where I0 is the incident angle of the ground-to-satellite ray path at the point where the ray






The exit angle I1 relative to the normal into the ionosphere can be derived from Snell’s law.
n0 sin(I0) = n1 sin(I1) (4.6)
where n0 = 1 is assumed in the neutral atmosphere above and below the ionosphere.





The minimum elevation angle for trans-ionospheric ray paths follows Snell’s law at the point















The trans-ionospheric ray paths for the flat Earth, uniform electron density ionospheric
model at the frequency f = 14.099 MHz were simulated and plotted for midsummer and
midwinter to represent the worst and best case conditions for trans-ionospheric propagation,
as shown in Figures 4.3 (a) and 4.3 (b) respectively. This ray tracing was done from the
receiver back to the beacon transmitter on the satellite. According to Figure 4.3 all the ray
paths shown reach the satellite altitude during both midsummer and midwinter. The ray
paths below the minimum apparent elevation angle, as shown in Equation 4.9, do not reach
the satellite.
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 Trans−ionospheric ray paths for a flat−Earth model
Rx
(a) Midsummer


















 Trans−ionospheric ray paths for a flat−Earth model
Rx
(b) Midwinter
Figure 4.3: Trans-ionospheric ray paths for the flat Earth, single-layer uniform electron
density ionosphere model at 14.099 MHz for midsummer on 1 January 2011 at 12:00 UT in
(a) and midwinter on 1 June 2011 at 23:00 UT in (b)
both the summer and winter dates, as shown in Figures 4.4 (a) and 4.4 (b) respectively.
Figure 4.4 (a) shows that true elevation angles below 30◦ are subject to refraction that
increases with a decreasing true elevation angle, up to a maximum of 21◦ at the elevation
angle of 0◦. Figure 4.4 (b) shows that true elevation angles below 12◦ are subject to refraction
that increases with a decreasing true elevation angle, up to a maximum of 10◦ at the elevation
angle of 0◦. This shows that more refraction at low true elevation angles occurs in summer
than in winter.

































Trans−ionospheric ray path refraction at f=14.099 MHz
(a) Midsummer

































Trans−ionospheric ray path refraction at f=14.099 MHz
(b) Midwinter
Figure 4.4: True and apparent elevation angles (top panel) and their difference (bottom
panel) for the flat Earth, single-layer uniform electron density ionosphere model at 14.099
MHz for midsummer on 1 January 2011 at 12:00 UT in (a) and midwinter on 1 June 2011
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4.1.2 Model 1b: Spherical Earth uniform density model
To evaluate whether the Earth’s curvature actually has an effect on ray tracing through the
ionosphere, the Earth is now assumed to have a spherical shape with a radius Re approx-
imately equal to 6371 km. Figure 4.5 illustrates a ray through a section of the spherical
Earth with a uniform density single-layer model. For the spherical Earth approximation,
the equations describing the ray paths are divided into 3 categories: when the satellite is
above the horizon, on the horizon and below the horizon.
Figure 4.5: Geometry of the spherical Earth single-layer, uniform electron density model.
Satellite above the horizon
For the spherical Earth model, the equations describing the ray path to a satellite above
the horizon, that is with true elevation angle greater than 0◦, starting from the receiver and
tracing upwards to the satellite, are as follows: The surface distances d1, d2 and d3 traversed
by the ray path corresponding to the vertical distances from the receiver to h1, h1 to h2, and
from h2 to the satellite height h3 are respectively related to the central angles φ1, φ2 and φ3
by
d1 = Reφ1 (4.11)
d2 = Reφ2 (4.12)
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The total surface distance and the total central angle at the height of the satellite is given
by:
S = d1 + d2 + d3 (4.14)
φT = φ1 + φ2 + φ3 (4.15)
The incident angle I0 at the point where the ray path enters the ionosphere is related to the









As in the case of the flat Earth ionosphere model, the exit angle I0 defined relative to the
normal at the point where the ray path enters the ionosphere can be derived from Snell’s law,
Equation 2.6. The incident angle I2 at the point where the ray path leaves the ionosphere














The exit angle I3 defined relative to the normal at the point where the ray path leaves the
ionosphere can be derived from Snell’s law
n1 sin(I2) = n0 sin(I3). (4.18)
The angle I4 between the ray path and the line from the satellite to the centre of the Earth
































− I3) + I4 = π. (4.22)
In order to find the true elevation angle eT from the receiver to the satellite, consider the
triangle O-Rx-Tx where O is the centre of the Earth, Rx is the receiver and Tx is the
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angle through the cosine rule:
D2 = R2e + (Re + h3)
2 − 2Re(Re + h3) cos(φ1 + φ2 + φ3). (4.23)
The angle eT can then be found from the application of the sine rule




















The theoretical the maximum value of the angle I4 as shown in Equation 4.19, which cor-
responds to reflection from the topside of the ionosphere, can be obtained by considering a
ray path from the satellite to the ionosphere. The maximum value of I3 is then associated
with the exit angle into the ionosphere I2=90
◦. From Snell’s law, this implies;









Re + h 3
)
n1. (4.27)
For conditions where I4 is larger than the angle between the horizon and the line from the












Re + h 2
)
sin I1. (4.29)
The implication for this condition is that reflection from the topside (I2 =
π
2
, n1 = sin I3)
would occur at a true elevation angle lower than the angle where reflection from the bot-
tomside occurs (I1 =
π
2
, n1 = sin I0). Thus the minimum value of the true elevation angle
corresponds to the condition where reflection from the bottomside occurs for a ray path
from the receiver to the satellite, that is; n0=1 and I1 = π/2. Thus n0 sin I0 = n0 cos eA =
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Figure 4.6: Illustration of the geometry of the satellite on the horizon (eT = 0)
Satellite on the horizon





D2 = (Re + h3)





where φTc is the critical value of the central angle and d3 is the distance along the surface,
equal to 2664 km for h3 = 600 km.
Satellite below the horizon
When the satellite is below the horizon (eT < 0
◦), the distance D between the transmitter
and the receiver is related to the combined central angle φT by the cosine rule.
D2 = R2e + (Re + h3)
2 − 2Re(Re + h3) cos(φT ) (4.33)















The true elevation angle (eT) is then given by;
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This is similar to the case where the elevation angle eT > 0
◦.
The trans-ionospheric ray paths for the spherical Earth, uniform electron density ionospheric
model at the frequency f = 14.099 MHz were simulated and plotted. This was done for mid-
summer on 1 January 2011 at 12:00 UT and midwinter on 1 June 2011 at 23:00 UT, to
represent the worst and best case conditions for trans-ionospheric propagation (Figures 4.7
(a) and 4.7 (b) respectively). Here the ray tracing was done from the receiver back to the
beacon transmitter on the satellite.




















 Trans−ionospheric ray paths for a spherical−Earth model
Rx
(a) Midsummer



















 Trans−ionospheric ray paths for a spherical−Earth model
Rx
(b) Midwinter
Figure 4.7: Trans-ionospheric ray paths at 14.099 MHz obtained by means of the spherical
Earth model with uniform electron density single-layer ionosphere derived from the IRI
profile for midsummer on 1 January 2011 at 12:00 UT in (a) and midwinter on 1 June 2011
at 23:00 UT in (b)
Figures 4.8 (a) and 4.8 (b) show the difference in true and apparent elevations for the
spherical Earth, uniform electron density ionospheric model for both worst and best case
conditions. At 14.099 MHz, the minimum apparent elevation angle for trans-ionospheric ray
paths in the case of the spherical Earth model is 18.77◦ compared to true elevation of 0.89◦
in summer and 0◦ compared to a true elevation of 1.1◦ in winter. All the ray paths shown
reach the satellite altitude with some rays reaching below the horizon in winter as illustrated
by the negative elevation angle in Figure 4.8 (b). For spherical Earth approximation, it
is possible for the true elevation to be greater than the apparent elevation (eT > eA) as
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Trans−ionospheric ray path refraction at f=14.099 MHz
(a) Midsummer




































Trans−ionospheric ray path refraction at f=14.099 MHz
(b) Midwinter
Figure 4.8: True and apparent elevation angles (top panel) and their difference (bottom
panel) for the spherical Earth, single-layer uniform electron density ionosphere model at
14.099 MHz for midsummer on 1 January 2011 at 12:00 UT in (a) and midwinter on 1 June
2011 at 23:00 UT in (b)
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4.2 Model 2: Multilayer model
In order to improve accuracy of the results obtained from Model 1, the number of layers in
the ionosphere was increased to take into account the varying electron density and in turn
the refractive index at every point where this value changes. Therefore, a new value for the
refractive index was calculated at every layer as opposed to the average value used in the
single-layer model. This is known as the multilayer model, as illustrated in Figure 4.10.
Figure 4.10: Diagram illustrating ray tracing for a flat Earth multilayer model
Figure 4.11 shows how the ionosphere is divided into several uniform density layers up to
the satellite altitude (600 km) as derived from the IRI 2007 model over SANAE IV.


















IRI model for 01 Jan 2011 12:00 UT at lon=−2.85, lat=−71.67
Figure 4.11: Illustration of the multilayer model where the electron density profile derived
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4.2.1 Model 2a: Flat Earth multilayer model
Figures 4.12 (a) and 4.12 (b) show the ray tracing results for the Flat Earth multilayer
model, traced from the ground to the satellite at a frequency of 14.099 MHz. All the ray
paths shown reach the satellite altitude and all propagate above the horizon.















Trans−ionospheric ray tracing at fo=14.099 MHz using IRI model
(a) Midsummer















Trans−ionospheric ray tracing at fo=14.099 MHz using IRI model
(b) Midwinter
Figure 4.12: Trans-ionospheric ray paths for the flat Earth, multilayer model at 14.099 MHz
for midsummer on 1 January 2011 at 12:00 UT in (a) and midwinter on 1 June 2011 at 23:00
UT in (b)
Figures 4.13 (a) and 4.13 (b) show the relationship between true and apparent elevation
angles, the later derived from the flat Earth multilayer model for the midsummer and mid-
winter dates. All the ray paths at elevation angles below 20◦ in summer and 6◦ in winter were
completely reflected and were not plotted in Figure 4.12. The minimum apparent elevation
angle in summer was 8◦ and it corresponds to the minimum satellite elevation angle of 8.76◦
as shown in Figure 4.13 (a). In winter, the minimum apparent elevation angle was 22.00◦
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Trans−ionospheric ray path refraction at f=14.099 MHz
(a) Midsummer



























Trans−ionospheric ray path refraction at f=14.099 MHz
(b) Midwinter
Figure 4.13: Comparison of true and apparent elevation (top panel) and their difference
(bottom panel) for the flat Earth, multilayer model at 14.099 MHz for midsummer on 1
January 2011 at 12:00 UT in (a) and midwinter on 1 June 2011 at 23:00 UT in (b).
4.2.2 Model 2b: Spherical Earth multilayer model
Figures 4.14 (a) and 4.14 (b) show the ray paths obtained by means of the spherical Earth
multilayer model where the ray paths were traced from the ground to the satellite at a
frequency of 14.099 MHz for both midsummer and midwinter, respectively. For both seasons,
the ray paths shown reach the satellite altitude (600 km).















Trans−ionospheric ray tracing at fo=14.099 MHz using IRI model
(a) Midsummer















Trans−ionospheric ray tracing at fo=14.099 MHz using IRI model
(b) Midwinter
Figure 4.14: Trans-ionospheric ray paths for the spherical Earth multilayer model at 14.099
MHz for midsummer on 1 January 2011 at 12:00 UT in (a) and midwinter on 1 June 2011
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Figures 4.15 (a) and 4.15 (b) show the relationship between true and apparent elevation
angles, the later obtained from the spherical Earth multilayer model, for both midsummer
and midwinter. Figures 4.15 (a) and (b) show that all the rays below the true elevation
angle of 8◦ in summer and 0◦ in winter are reflected. Below 40◦ in summer, the rays are
refracted, and this increases with decreasing true elevation angle. The maximum refraction
in summer is 10.00◦ and it compares to the minimum apparent elevation angle of 16.00◦.
Maximum refraction in winter is 0.36◦ and it compares to the minimum apparent elevation
angle of 0.00◦. There is minimal refraction of the rays during winter.



























Trans−ionospheric ray path refraction at f=14.099 MHz
(a) Midsummer



























Trans−ionospheric ray path refraction at f=14.099 MHz
(b) Midwinter
Figure 4.15: Comparison of true and apparent elevation (top panel) and their difference
(bottom panel) for the spherical Earth multilayer model at 14.099 MHz for midsummer on
1 January 2011 at 12:00 UT in (a) and midwinter on 1 June 2011 at 23:00 UT in (b)
4.3 Model 3: Top-to-bottom
To determine whether ray tracing from receiver to transmitter gives relatively accurate re-
sults, another path was traced from the beacon transmitter on the satellite to the ground
receiver. This method is called ‘top-to-bottom‘ ray tracing.
4.3.1 Model 3a: Flat Earth top-to-bottom ray tracing
The results of the top-to-bottom ray tracing for the flat Earth multilayer model for the worst
and the best propagation conditions, are shown in Figures 4.16 (a) to 4.16 (b). All the ray
paths shown reach the ground from the satellite. A comparison of the true and apparent
elevation angles for the flat Earth multilayer top-to-bottom model at 14.099 MHz is shown
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Trans−ionospheric ray tracing at fo=14.099 MHz using IRI model
(a) Midsummer















Trans−ionospheric ray tracing at fo=14.099 MHz using IRI model
(b) Midwinter
Figure 4.16: Trans-ionospheric ray paths for the flat Earth multilayer top-to-bottom model
at 14.099 MHz for midsummer on 1 January 2011 at 12:00 UT in (a) and midwinter on 1
June 2011 at 23:00 UT in (b)
shown by Figure 4.17 (b). There is refraction up to a maximum of 8◦ for elevation angles
less that 40◦. Below 18◦ there is complete reflection from the topside ionosphere.



























Trans−ionospheric ray path refraction at f=14.099 MHz
(a) Midsummer



























Trans−ionospheric ray path refraction at f=14.099 MHz
(b) Midwinter
Figure 4.17: Comparison of true and apparent elevation(top panel) and their difference (bot-
tom panel) for the flat Earth multilayer top-to-bottom model at 14.099 MHz for midsummer
on 1 January 2011 at 12:00 UT in (a) and midwinter on 1 June 2011 at 23:00 UT in (b)
4.3.2 Model 3b: Spherical Earth top-to-bottom ray tracing
The results of the top-to-bottom ray tracing method for the spherical Earth multilayer model
for the worst and best propagation conditions are shown in Figures 4.18 (a) to 4.18 (b). All
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Trans−ionospheric ray tracing at fo=14.099 MHz using IRI model
(a) Midsummer















Trans−ionospheric ray tracing at fo=14.099 MHz using IRI model
(b) Midwinter
Figure 4.18: Trans-ionospheric ray paths for spherical Earth multilayer top-to-bottom model
at 14.099 MHz for midsummer on 1 January 2011 at 12:00 UT in (a) and midwinter on 1
June 2011 at 23:00 UT in (b)
The comparison of the true and apparent elevation angles for “top-to-bottom” ray tracing
at a frequency of 14.099 MHz for both midsummer and midwinter dates is shown in Figures
4.19 (a) and 4.19 (b). There is minimal refraction for propagation in winter, as shown in
Figure 4.19 (b). In midsummer, there is significant refraction up to a maximum of 12◦ for
elevation angles less that 40◦ as shown in Figure 4.19 (a).




























Trans−ionospheric ray path refraction at f=14.099 MHz
(a) Midsummer



























Trans−ionospheric ray path refraction at f=14.099 MHz
(b) Midwinter
Figure 4.19: Comparison of true and apparent elevation (top panel) and their difference
(bottom panel) for the spherical Earth multilayer top-to-bottom model at 14.099 MHz for
midsummer on 1 January 2011 at 12:00 UT in (a) and midwinter on 1 June 2011 at 22:00
UT in (b)
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Trans−ionospheric ray tracing at fo=14.10 MHz using IRI model
(a)



























Trans−ionospheric ray path refraction at f=14.099 MHz
(b)
Figure 4.20: Rays near the minimum apparent elevation angle as obtained with top-down
ray tracing using a spherical Earth model at 14.099 MHz for midsummer on 1 January 2011
at 12:00 UT in (a) and midwinter on 1 June 2011 at 23:00 UT in (b)
any ray with an apparent elevation that exceeds it is reflected from the topside of the iono-
sphere (Table 4.1). For this minimum apparent elevation, there is a range of ray paths with
different true elevation values that still traverse the ionosphere and reach the receiver with
approximately the same apparent elevation angle. This effect becomes very evident when
the step size of the zenith range is made small.
The rays near the minimum apparent elevation angle as obtained with top-down ray tracing
using a spherical Earth model at 14.099 MHz were plotted. The apparent and true elevation
angles are compared in Figures 4.20 (a) and 4.20 (b). The minimum satellite elevation angle
is 6.36◦. The apparent elevation angle remains in the range 26.35◦ to 27.68◦ while the true
elevation ranges from 6.36◦ to 15.35◦.
4.3.3 Comparison of flat Earth and spherical Earth models
In order to assess the error introduced by the assumption of a flat Earth and planar iono-
sphere, the results of the spherical Earth and flat Earth models were compared for ground
to satellite ray tracing during midsummer (1 January 2011 at 12:00 UT) over SANAE IV.
Figure 4.21 shows this comparison. Notice that the spherical Earth model predicts a smaller
minimum elevation angle than the flat Earth model. This is due to the difference in geometry
near the horizon. For the flat Earth model, all rays at zero elevation do not traverse the
ionosphere, by definition. However, for the spherical Earth model, even rays from below the
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Comparison of flat Earth and spherical Earth single−layer models in summer
 
 
spherical Earth single−layer model
flat Earth single−layer model
(a)

























Comparison of flat Earth and spherical Earth multilayer models in summer
 
 
spherical Earth multilayer model
flat Earth multilayer model
(b)
Figure 4.21: Comparison of the results of the flat Earth and spherical Earth models based
on from single uniform density ionospheric layer (a) and multilayer (b) models done with
bottom-up ray tracing at 14.099 MHz on 1 January 2011 at 12:00 UT over SANAE IV.
4.4 Haselgrove ray tracing
Haselgrove ray tracing is a procedure of tracing the trajectory of an electromagnetic wave
in a smoothly varying anisotropic medium, based on a numerical solution of the Haselgrove
equations. The Haselgrove equations are ordinary differential equations (ODE’s), similar to
Euler-Lagrange equations, derived from a mathematical relationship between Fermat’s prin-
ciple and Hamiltonian equations (Coleman, 2008). These Hamiltonian equations consider
the ionosphere in the form of a set of tabular height profiles on latitude-longitude points,
and are also generalised to include ionospheric absorption. The form of Fermat’s principle
from which these first order differential equations are derived, is given as:
δΦ = δ
∫
n cos θds (4.36)
where Φ is the trajectory, n is the real part of refractive index, θ is the angle between the
ray direction and the wave vector, ds is the element of distance along the wave trajectory.
The Haselgrove equations were used to verify of the results of the simpler models 1, 2 and 3,
in line with experimental verification. The confidence that the Haselgrove equations enjoy is
evidenced by the fact that they are well published (Singh, 1976) and (Mal’Tseva and Cher-
nov, 1989) and ray tracing done with these equations has been verified by ground-to-ground
measurements (Lambert, 1978).
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approximately 6378 km. The spherical ionosphere is converted to a two-dimensional surface
which is stretched out and represented by (X,Y) coordinates, where X is the distance along
the Earth’s surface and Y is the vertical height to the ray path. This mapping introduces
some distortion on the ray paths, so that ray paths that are straight on the true spherical
model, are represented as curved lines in the X-Y-mapping. The implication of this X-Y-
mapping is that at elevation of zero, ray path A looks like ray path A’, ray path B looks like
ray path B’ and ray path C looks like ray path C’, as illustrated in Figure 4.22.
The first step towards implementing the Haselgrove ray tracing algorithm was to define
a “portion” of the ionosphere for a certain date, time and geographic position, using the
Chapman layer ionosphere or any other model of the ionosphere. In this analysis, both the
Chapman layer and IRI models were used to define the ionosphere. The next step was to
specify the initial elevation, initial bearing of the ray and the frequency of propagation. A
number of rays were traced from a specified starting height to the stopping height or to the
point where the ray path was reflected from the bottomside ionosphere. For each ray path,
the O (red) and X (white) rays were plotted at a bearing of 0◦ East of North. Details of the
implementation of the Haselgrove equations can be found in the paper by Coleman (1993).
In principle the ionosphere is reciprocal, hence ray paths that traverse it from the bottom
to the top, would also traverse it from the top to the bottom. Ray paths at elevation an-
gles that are reflected from the bottomside, would also be reflected from the topside. This
principle was demonstrated with the spherical Earth multilayer model. Top-to-bottom ray
tracing was not implemented for the Haselgrove equations since the software package made
available by the authors (Coleman, 1993) had not been set up to perform top-to-bottom ray
tracing.
Figure 4.23 shows the extent of the ionosphere that was defined around the receiver at
SANAE IV in Antarctica by the Chapman layer ionospheric model for midsummer (Figure
4.23 (a)) and midwinter (Figure 4.23 (b)) and by the IRI model for midsummer (Figure 4.23
(c)) and midwinter (Figure 4.23 (d)). The ray tracing results from the Haselgrove algorithm
for both the midsummer and midwinter dates are shown in the Figures 4.24 (a) and 4.24 (b)
for the Chapman model and Figures 4.24 (c) and 4.24 (d) for the IRI model respectively.
These rays were traced from SANAE IV on the ground to a satellite at a frequency of 14.099
MHz.
The Haselgrove ray tracing results based on both the IRI and Chapman layer model clearly
show a number of ray paths for both O and X modes propagating through the ionosphere
































































Haselgrove ray tracing using IRI model
 
 









Figure 4.22: The geometry of the spherical Earth approximation from Haselgrove ray tracing
algorithm in (a). The ray paths are in red. A plot of one ray path along the spherical Earth
(b), the green boundary is the ground and the red boundary is the satellite altitude. And
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Extent of ionosphere defined by Chapman model
(a) Midsummer
Extent of ionosphere defined by Chpaman model
(b) Midwinter
Extent of ionosphere defined by IRI model
(c) Midsummer
Extent of ionosphere defined by IRI model
(d) Midwinter
Figure 4.23: The blue boundary shows the extent of ionosphere defined by the Chapman
model in (a) and (b) and the IRI model in (c) and (d), respectively around SANAE IV. The
red line shows the ray path reaching the satellite altitude at the elevation angle of the first
ray to reach the satellite altitude.
in summer some of the rays do not reach the height of 600 km as intended due to reflection
and ducting. More rays reach the satellite altitude in winter than in summer as a result of
the changes in the refractive index due to a decrease in electron density from summer to
winter. The minimum satellite and apparent elevation angles are shown in Table 4.1.
In order to compare the true and apparent elevation angles of the ray paths that reach the
altitude of 600 km at SANAE IV, Figure 4.25 was plotted. During summer, the minimum
apparent elevation angle was 30◦ for the ionosphere defined by the Chapman layer and 18◦
for the ionosphere derived from the IRI model. However, during winter, the minimum ap-
parent elevation angle was 0◦ for both ionospheric models. This is because in summer the



















Haselgrove ray tracing for mid−summer using Chapman model
 
 

































Haselgrove ray tracing for mid−winter using Chapman model
 
 

































Haselgrove ray tracing for mid−summer using IRI model
 
 

































Haselgrove ray tracing for mid−winter using IRI model
 
 


























Figure 4.24: Trans-ionospheric ray paths over SANAE IV from Haselgrove ray tracing al-
gorithm at 14.099 MHz using the Chapman and IRI models for midsummer on 1 January
2011 at 12:00 UT in (a) and (c), and midwinter on 1 June 2011 at 23:00 UT in (b) and (d)
respectively, at a bearing of 0◦ East of North.
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Trans−ionospheric ray path refraction at f= 14.099 MHz
(a) Midsummer




























Trans−ionospheric ray path refraction at f= 14.099 MHz
(b) Midwinter





























Trans−ionospheric ray path refraction at f= 14.099 MHz
(c) Midsummer





























Trans−ionospheric ray path refraction at f= 14.099 MHz
(d) Midwinter
Figure 4.25: Comparison of true and apparent elevation angles derived from Haselgrove ray
tracing over SANAE IV using the Chapman and IRI models at 14.099 MHz for midsummer
on 1 January 2011 at 12:00 UT in (a) and (c), and midwinter on 1 June 2011 at 23:00 UT
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Electron density profiles from IRI and Chapman models in summer












Figure 4.26: Electron density derived from the IRI and Chapman layer models for 1 January
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4.5 Summary of ray tracing results
According to the ray tracing theory, bottom-up and top-to-bottom ray tracing have the
same equations that describe the ray path going in different directions. To check whether
the results of the bottom-up and top-to-bottom ray tracing match the theory, Figure 4.27
was plotted. This comparison was done for midday in summer when the maximum refraction
is expected. It is clear from this figure that the results are very similar. Therefore, it is safe
to say that the results match the theory.










Trans−ionospheric ray path elevations at f=14.099 MHz
 
 

















Figure 4.27: Comparison of true and apparent elevation angles from the bottom-up and
top-to-bottom spherical Earth multilayer models for midsummer on 1 January 2011 at 12:00
UT using electron density derived from the IRI model.
Figures 4.28 (a) and (b) show the comparison of true and apparent elevation angles obtained
by means of the spherical Earth multilayer model (bottom-up) and the ordinary ray paths
from the Haselgrove ray tracing using the IRI model for midsummer on 1 January 2011 at
12:00 UT. This result shows a very close correlation between Model 2b and the Haselgrove
equations. In both cases the electron density was derived from the IRI-2007 model.
Table 4.1 summarises the minimum true (ET) and apparent (EA) elevation angles of the
single-layer, uniform electron density model (Model 1), multilayer model (Model 2) and the
Haselgrove ray tracing model. The zero minimum value obtained in both summer and winter
for the flat Earth single-layer model (Model 1a) is unrealistic, because it would mean that
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Haselgrove and spherical Earth multilayer model in summer

















spherical Earth multilayer model
Haselgrove algorithm with IRI
(a)
Figure 4.28: Comparison of true and apparent elevation angles from Model 2(b) and the
Haselgrove ray tracing algorithm for midsummer on 1 January 2011 at 12:00 UT using
electron density derived from the IRI model.
here. During winter, the spherical Earth single-layer and multilayer models give values of
the true elevation angle that are higher than the apparent elevation angle. This is possible
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Table 4.1: Summary of the uniform electron density model with rays propagating from
ground to satellite. Electron density is in electrons/cm3, min ET and min EA are minimum
satellite and apparent elevation angles in degrees
Model and Time min ET min EA
Model 1a (summer) 0.00 21.33
Model 1b (summer) 0.89 18.77
Model 2a (summer) 16.82 22.00
Model 2b (summer) 7.66 16.00
Haselgrove-IRI (summer) 7.38 18.00
Haselgrove-Chapman (summer) 26.29 30.00
Model 1a (winter) 0.00 10.19
Model 1b (winter) 1.10 0.00
Model 2a (winter) 8.76 8.00
Model 2b (winter) 0.36 0.00
Haselgrove-IRI (winter) 0.68 0.00












Conclusion and future work
5.1 Discussion of results and conclusions
According to the link budget, for the signal to be detectable by the receiver, it should have
sufficient power. Typically for HF transmission, the signal is detectable if the signal strength
at the receiver is −120 dBm for 12 dB signal in noise at distortion (SINAD). The maximum
Doppler shift at 14.099 MHz is ±300 Hz and this is within the bandwidth of the receiver.
The link margin is the difference between the above required received signal power and ac-
tual received signal power calculated at a specific elevation angle. It must be greater than 3
dB.
The orbit analysis showed that the satellite will be visible from SANAE IV for the inclination
of 97.8◦ and SANSA and Grintek for the two inclination angles. During a 24 hour period, it
was determined that for the 14 orbits, 7 to 12 satellite passes would be visible from SANAE
IV and 4 to 5 passes would be visible from both SANSA and Grintek at inclination angles of
97.8◦ and 65◦. The results for the stations at SANSA and Grintek are comparable because
of their geographical proximity.
For SANAE IV, the significant satellite passes were the ones that are in the elevation and
azimuth range of the radar’s beam, that is 0◦-30◦ and 156◦-210◦ respectively. Ray tracing
was done using the spherical Earth multilayer model for satellite passes at true elevation
angles for each of the receiver locations to calculate the expected refraction. The refraction,
which is the difference between apparent and true elevation angles, ranged from 16.4◦ to
20.0◦ during summer and from 0.6◦ to 1.8◦ during winter, as shown in Table 3.1. Generally
lower true elevation angles were subject to more refraction than higher true elevation angles.
The visibility of ZACUBE 1, at an inclination angle of 97.8◦ and altitude of 600 km from
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of the 13 and 7 anticipated passes per day over SANAE IV in Antarctica at the inclination
angle of 97.8◦ and 65◦ respectively. The satellite was also visible from SANSA,Hermanus
and Grintek,Pretoria at elevations below 30◦ (which is of primary interest for the calibration
of the SuperDARN radar) for 10 to 13 minutes per pass, for the 4 to 6 passes per day at
both inclination angles (97.8◦, 65◦).
The results of the ray tracing using the flat Earth and spherical Earth models are com-
parable, with the spherical Earth model predicting smaller minimum elevation angles than
the flat Earth model, as shown in Figure 4.21. The apparent and true elevation angles for
Models 1 and 2 were very similar, an indication that both single uniform density layer and
multilayer approximations are viable. The difference between bottom-up and top-to-bottom
ray tracing results was minimal (Figure 4.27).
There was a very good correlation between the spherical Earth multilayer model and the
Haselgrove ray tracing algorithm with electron density derived from the IRI model during
summer (Figure 4.28). The Haselgrove equations were used to evaluate the simplified ray
tracing equations used in models 1, 2 and 3. The fact that the spherical Earth multilayer
model gives a result close to the Haselgrove algorithm during the worst propagation time,
shows that it is the best ray tracing model of the 3 models discussed. In addition, the spher-
ical Earth multilayer model showed the least refraction in summer compared to the single
layer model and minimal refraction in winter for true elevation angles of all the satellite
passes over SANAE IV. A significant number of rays obtained by means of the spherical
Earth multilayer model reached the satellite altitude over a large horizontal range.
In conclusion, these results show that the orbit analysis software is able to predict the position
of the satellite and that the ray tracing models are able to calculate the amount of refraction
the signal is expected to experience. This implies that the signal will be observed at SANAE
IV in Antarctica, SANSA in Hermanus and Grintek in Pretoria for an inclination greater
than 70◦. The period of visibility per day was longer as SANAE IV at the inclination of 97.8◦
than at the other receiver locations considered. The best propagation time to characterise
the radar is midnight in winter because there is minimal or no refraction of the signal, and
the best propagation time to perform ionospheric physics is midday in summer since there
is significant refraction for measuring TEC using either phase delay or Faraday rotation.
Therefore, the sampling rate of 2 minutes of the SuperDARN radars allows the signal to be











5.2 CHAPTER 5. CONCLUSION AND FUTURE WORK
5.2 Proposed future work
The orbit analysis can take into account the effects of the Earth’s nutation and precession
caused by the Earth’s oblateness. In the ray tracing models only the vertical gradients in
electron density were considered. Thus the ray tracing models can be modified to include
horizontal and azimuthal gradients. In the ray tracing algorithm, absorption can also be
taken into account so as to find out how much of the signal is absorbed by the ionosphere.
Furthermore, the error in the received satellite signal due to multipath and reflection should
be investigated.
Once the satellite has been launched, actual data from the satellite’s two line elements can
be used for tracing in real time. The results can then be used to calibrate the radar at
SANAE IV. This data can be compared to data from future satellite missions with an HF
beacon transmitter or receiver. When an appropriate receiver is available to resolve the wave
polarisation, the real data from the CubeSat can be used to calculate TEC using phase shift














All the software used for this work are available on a disc, submitted along with the written
content. Each of the programmes are labeled as shown below.
The satellite orbit analysis programme:
Satellite−orbit−propagator.html
The ray tracing programme for the single-layer ionospheric model:
Ray−tracing−single−layer−model.html
The ray tracing programme for the multilayer model:
Ray−tracing−multilayer−model.html
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