Abstract. We study the well-known problem of approximating a polygonal path P by a coarse one, whose vertices are a subset of the vertices of P . In this problem, for a given error, the goal is to find a path with the minimum number of vertices while preserving the homotopy in presence of a given set of extra points in the plane. We present a heuristic method for homotopy-preserving simplification under any desired measure for general paths. Our algorithm for finding homotopic shortcuts runs in O(m log(n + m) + n log n log(nm) + k) time, where k is the number of homotopic shortcuts. Using this method, we obtain an O(n 2 + m log(n + m) + n log n log(nm)) time algorithm for simplification under the Hausdorff measure.
Introduction
Let P = {p 0 , p 1 , . . . , p n−1 } be the points of a given polygonal path, where n is the size of P . We assume that the input path is not self-intersecting, which is a common assumption [1, 2, 3] . A polygonal path Q = {q 1 = p 0 , q 2 , . . . , q b = p n−1 } with b < n is an approximation of P . In the restricted version of the path simplification problem, the vertices of Q should be a subsequence of the vertices of P (Fig.1 ). We call a segment p i p j with i < j a link or shortcut. Let P (p, q) denote the sub-path of P from point p to point q. For two vertices p i , p j , we use P (i, j) as a shorthand for P (p i , p j ).
Let S be a set of points s 0 , s 1 , . . . , s m−1 in the plane that do not lie on the path P . We say that Q preserves the homotopy if it is deformable to P without passing over any point of S. In Fig.1 , there are some points between the simplified path Q and the original path P . Therefore, Q can not be deformed to P without passing over those points and consequently does not preserve the homotopy. In this figure, the simplified path Q is a valid simplification. The error of a simplification Q under an error function α is represented by error α (Q). This simplification error is defined to be max
There are two optimization goals for this problem: (1) min-b, where for a given error threshold , the goal is to find a simplification with the minimum number of vertices for which the error is at most , and (2) min-, where for a given number b, the goal is to find a simplification of at most b vertices that has the minimum simplification error. Having the solution of the min-b problem, we can solve the min-problem using a binary search. In this paper, we consider the min-b version of the problem.
Motivation, Previous Results and Our Result
Line simplification, also known as path, curve and chain simplification in the literature, is a fundamental problem in various disciplines and has been studied in computational geometry [4, 5, 6, 7] , geographic information systems (GIS) [8, 9, 10] and digital image analysis [11, 12, 13] . In many applications of these disciplines, processing and presentation of data is very time consuming. Therefore, it is necessary to compress the very large input data. Map information, like polygonal subdivisions and contours are examples of such large data that needs simplification. In these applications, map information and features such as country borders, sea borders and cities are represented as a set of polygonal lines and vertices. Using simplification, we can reduce the total amount of input data and consequently reduce computation time. In these applications and many others, e.g. river routing in circuit board design, homotopy preservation is an important requirement. Homotopy preservation makes sure that, after the simplification process, cities or areas on both sides of the input path stay at the same side of the simplified line as of the original one.
There are many results on line simplification under different error criteria, though most of them do not generate homotopic results. Guibas et al. [14] proved that, for some error function, the problem of minimum-link approximation of a given simple-polygon for which the output is non-self-intersecting and the problem of homotopy-preserving simplification of a given subdivision, are NPHard. Estkowski and Mitchell [15] show that the general problem of homotopypreserving subdivision simplification is MIN PB-complete and presented some heuristic approaches to handle it.
The first algorithm for the problem of minimum link homotopy-preserving simplification was presented by De Berg et al. [1, 2] . They studied the min-b version of the problem under the Hausdorff measure and presented an O(n(n + m) log n) time algorithm. Their algorithm preserves the homotopy and finds the minimum number of links for x -monotone paths. They generalized their method to handle general polygonal paths and presented a heuristic method which does not always guarantee to find the minimum link simplification. Daneshpajouh et al. [16] improved the running time on x -monotone paths and presented an optimal T F (n) + O(m log(nm) + n log n log(nm) + k) time algorithm, where k and T F are the number of homotopic shortcuts and the complexity of the computation of the error measure under the error function F respectively. For the general path they presented an optimal algorithm that finds strongly homotopic paths in T F (n) + O(n(m + n) log(nm)). A path is called strongly homotopic if every edge of it be homotopic. It can be shown that their algorithm for general paths does not always find the optimal homotopic path. Note that, there may be some non-homotopic shortcuts that together make a homotopic paths.
In this paper, we present a heuristic algorithm for the minimum-link homotopypreserving simplification problem. First, we present a new method for finding homotopic shortcuts in O(m log(n + m) + n log n log(nm) + k) time, where k is the number of homotopic shortcuts. Then, we compute the min-link simplification under the desired measure. Using our result, we obtain an O(n 2 + m log(n + m) + n log n log(nm)) time algorithm for the problem under the Hausdorff measure. Our method guarantees the result to be homotopic to the input path. Although, our algorithm, like De Berg et al. methods, does not always guarantee to find the minimum number of links. The results presented here improve the running time of the previous methods and for general paths by a factor O(log n).
The remainder of this paper is organized as follows. In Section 2, we present our algorithm for finding homotopic shortcuts. In Section 3, we show how our algorithm can be used for solving the min-link simplification problem under the Hausdorff measure. In Section 4, we offer the conclusion.
Homotopic Shortcut Identification Algorithm
In this section, we present our algorithm for identifying homotopic shortcuts. Let P be the input path and S a set of extra points in the plan. Our algorithm builds a graph G S containing possible shortcuts that can be in the final solution regardless of the error function. Note that the graph G S can have at most n(n − 1)/2 edges, where n is the size of P .
The algorithm has two phases. In the first phase we do a preprocessing on the input path P and the set S and build a simple polygon Ψ (P, S). We call Ψ (P, S) the permitted region. In the second phase, having the permitted region, we find the homotopic shortcuts, and build G S .
Preprocessing Phase
The preprocessing phase consists of the following operations:
-Dividing the convex hull of P into two polygons L and R.
-Breaking L and R into simple polygons Δ ij .
-Computing the relative convex hull for the extra points inside Δ ij and some points added by our algorithm.
-Building Ψ (P, S).
In the following, we describe each step in detail.
We know that in the restricted version of path simplification, the simplified path Q should use a subset of the vertices of P . Therefore, all possible shortcuts of q i q j , 0 ≤ i < j ≤ n − 1, lie inside the convex hull of P . From now on, we refer to the convex hull of P as CH(P ). Before starting the first step, we omit all points in S that do not lie inside CH(P ).
The convex hull of a set of points is represented by an ordered set of points. First, we assume that p 0 and p n−1 are in CH(P ). Later, we show how we handle degenerate cases in general paths in which one or both of these points are not in CH(P ). The polygonal path P divides polygon CH(P ) into two polygons L and R. Similarly, CH(P ) is split, at p 0 and p n−1 into two chains CH(P ) l and CH(P ) r . The computation we do here on polygon L is analogous for polygon R. So, we only describe the computation on polygon L. As we need to compute the convex hull of P , the computation of this first step takes O(n log n) time.
Obviously, some points of CH(P ) are points of P too. Therefore, L is not necessarily simple. In the second step of the algorithm, we divide polygon L into some simple linear-size polygons Δ ij . For each edge of CH(P ) l there is a corresponding shortcut p i p j . We build Δ ij by combining p i p j and P (i, j). The identification and construction of all Δ ij s can be done in linear time.
In the third step, we first distribute the points in S among Δ ij by preprocessing Δ ij for point location. We do this in O((n+m) log n) time [17] . Let the subset of points in S that fall in polygon Δ ij be denoted by S ij . Now, we compute the relative convex hull of polygon Δ ij and the set of points S *
The relative convex hull, also known as the geodesic convex hull, of a simple polygon X and a set of points S inside X is the shortest cycle Y within polygon X that surrounds the points of S. From now on we call the relative convex hull of a simple polygon X and a set of points S, RCH(X, S). We use the method presented by Toussaint [18] to compute RCH(X, S). This method works on simple polygons. As Δ ij is a simple polygon we can apply this method. If S ij is empty then we define the output of RCH(Δ ij , S * ij ) to be the shortcut p i p j . The computation of RCH(Δ ij , S * ij }), for all polygons Δ ij and the set of points S, can be done in O((n + m) log(n + m)) time.
In the fourth step, we build Ψ (P, S). Let ω be an ordered set of points, i.e. ω = {p i , p i+1 , . . . , p j−1 , p j }. We define ω R to be the reverse set of points of ω, 00 00 11 11 0 1 00 00 11 Fig.2 ):
Then, we take the union of all the ∇ ij s and create Ψ (P, S) l . We run these steps on CH(P ) r too and merge the two resulting polygons Ψ (P, S) l and Ψ (P, S) r and build the simple polygon Ψ (P, S). This step can be done in O(n + m) time. Now, we return to our assumption that the starting and ending points of P lie on CH(P ). In some degenerate cases, the starting or ending points of P may not lie on CH(P ). See Fig.4 where the start of P has a spiral shape. For such a case, let p i be the first points on CH(P ) in the sequence of points after p 0 and let Δ ij be the polygon that contains p 0 . Then, we let
In this way, we remove a subset of path P that lies inside Δ ij . We run the next steps of the algorithm as described before and compute Ψ (P, S). Note that after running the whole algorithm and finding the minimum link path Q, we have to add the sequence of {p 0 , p 1 , ...p i−1 } to Q. A similar approach can be applied at the end of the path if it has a spiral shape.
It is easy to see that the following lemma is correct.
Lemma 1. For a given polygonal path P and a set of points S, the simple polygon Ψ (P, S) which is build using the above method, does not contain any extra point s ∈ S.
Now, we prove the following lemma.
Lemma 2. For a given polygonal path P and a set of extra points S, all the
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CH r (P ) Fig. 3 . A polygonal path P and a set of extra points S. Polygon Ψ (P, S) is shown in gray. The shortcut −→ pipj , (dashed segment) inside CH(P ) that intersects border of Ψ (P, S), can not be a homotopic shortcut, because it can not be deformed to P (i, j) without passing over point st ∈ S.
Proof. From Lemma 1, we know that every point s i ∈ S lies outside of Ψ (P, S). Consequently, every shortcut p i p j that lies inside Ψ (P, S) can easily be deformed to P (i, j) without passing over any s i ∈ S. Therefore, all the shortcuts p i p j of P that lie inside the polygon Ψ (P, S) are homotopic.
We observe that many shortcuts that do not lie inside Ψ (P, S) are not homotopic (See Fig.3 ). But, there may exist some shortcuts which can be homotopic and do not lie inside Ψ (P, S). Therefore, we have the following lemma.
Lemma 3.
There exist some homotopic shortcuts p i p j , 0 ≤ i < j ≤ n − 1 of a path P that intersects some RCH(Δ cd , S * cd ) and are homotopic to P (i, j).
Finding Eligible Shortcuts
Having Ψ (P, S) we identify all eligible shortcuts p i p j , 0 ≤ i < j ≤ n − 1. We call a shortcut p i p j eligible if it lies inside Ψ (P, S). In other words, if p i p j intersects any edge of polygon Ψ (P, S) in any point rather than p i and p j , then it is not eligible.
To solve this problem, we can check all the intersection points of all possible shortcuts using naïve algorithms in O(n 2 (n + m)). To solve it efficiently, we look at it as a visibility problem. We say that if a point p j is visible from p i inside Ψ (P, S) then p i p j is an eligible shortcut. The problem of visibility of a set of points inside a polygon has been extensively studied. The best previous result was presented by Ben-Moshe et al. [19] . Their algorithm takes a polygon and a set of points inside the polygon as input, and returns the list of visible pairs in O(x + y log y log xy + k)-time using O(x + y + k) space where x, y and k are the number of vertices of the polygon, the number of points inside the polygon and the number of visible pairs respectively.
The only thing that needs to be considered is the complexity of the algorithm with respect to the conditions of our problem. The number of points in Ψ (P, S) can be O(n + m) in the worst case, where n is the number of points in the input path P and m is the number of extra points. By applying these parameters in the algorithm of Ben-Moshe et al. , we achieve O(m + n log n log(nm) + k) time 00 00 11 11 0 1 0 0 1 1 0 1 00 11 complexity. Note that in worst case, k can be O(n 2 ), e.g. , when there is no extra point S inside CH(P ). Therefore, we expect a much smaller k for a realistic input data and a sub-quadratic time in real applications.
Using the output of this algorithm, we build the graph G S . The vertices of G S are vertices of P and the edges of G S are the k eligible shortcuts identified by our presented method. Hence, we can conclude all this in the following theorem: Theorem 1. Given a general polygonal path P with n vertices and a set S of m points, it is possible to compute a graph G S containing a set of k homotopic shortcuts in O(m log(n + m) + n log n log(nm) + k) time.
Homotopic Simplification under the Hausdorff Measure
In this section we show how a homotopic simplification under the Hausdorff measure can be computed using the result of our algorithm.
Chan and Chin [21] presented a method for optimal min-b simplification of a polygonal chain under the Hausdorff error measure, error H , in O(n 2 ) time [21] . The method builds two graphs G 1 and G 2 . G 1 contains shortcut p i p j if the error H (p i p j ) is less than and G 2 contains shortcut p i p j if the error H (p j p i ) is less than . Then, the algorithm intersects these two graphs and creates a new graph G 3 . The shortest polygonal path can be found by searching the shortest path in this graph [22] . This method does not preserve the homotopy of the path.
Here, using the method of Chan and Chin, we build G 3 containing all edges with error H < . Independently, we create graph G S using the algorithm from Theorem 1. Finally, we intersect G 3 and G S and obtain graph G . Finding the shortest path in the unweighted graph G gives us the homotopic simplified path under Hausdorff measure. We can conclude with the following theorem.
Theorem 2. Given a general polygonal path P with n vertices, a set S of m points, and an error tolerance > 0, it is possible to compute a homotopic simplification of P that approximates P within the error tolerance in O(n 2 + m log(n + m) + n log n log(nm)) time.
Conclusion
We have presented a heuristic method for maintaining homotopy in the simplification of a given general path. The given algorithm computes the graph G S which contains the homotopic shortcuts, in O(m log(n+m)+n log n log(nm)+k) time. Our method always guarantees the simplified path to be homotopic to the original one.
Using the proposed algorithm, we studied the problem under the Hausdorff measure and improved the previous best-known result by the factor O(log n). The method presented here is quite general and can be directly applied to other line simplification measures (like Fréchet, Area and Angle) and other related problems. It remains open whether there is a quadratic or near-quadratic time algorithm for finding optimal homotopic simplification for general paths.
