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Naslov: Sistem za spremljanje varnostnih dogodkov z uporabo odprtokodnih
orodij
Avtor: Luka Kavcˇicˇ
Informacijsko-komunikacijski sistemi so pomemben sestavni del v vecˇini
danasˇnjih podejtij. Zaradi vse vecˇjega sˇtevila naprav, ki so vkljucˇene v
informacijsko-komunikacijske sisteme postaja vzdrzˇevanje in varovanje le tega
vse tezˇje. V diplomski nalogi sem predstavil sisteme za upravljanje varno-
stnih informacij in dogodkov (SIEM), njihovo delovanje ter kako se razlikujejo
od upravljalcev belezˇenj ter sistemov IDS/IPS. Preveril sem taksˇne zˇe ob-
stojecˇe placˇljive ter brezplacˇne odprtokodne sisteme, ki so na trzˇiˇscˇu. Nato
sem sˇe sam implementiral sistem SIEM z uporabo zgolj odprtokodnih orodij
ter ga ovrednotil s pomocˇjo primerov uporabe.
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Information communication systems are an important component in most of
today’s enterprises. Due to the increasing number of devices that are con-
nected in information communication systems, maintenance and security are
becoming increasingly difficult. In my graduation thesis, I introduced sys-
tems for managing security information and events (SIEM), how they work
and how they differ from log managers and IDS/IPS systems. I’ve checked ex-
isting commercial, free and open-source SIEM systems on the market. Then
I implemented the SIEM system using only open-source components and
evaluated it through use cases.





Informacijsko-komunikacijski sistemi so pomemben sestavni del v vecˇini
danasˇnjih podjetij. V ta sistem so vkljucˇeni racˇunalniki, tiskalniki, spletni
strezˇniki, pozˇarni zidovi in usmerjevalniki. Zaradi vedno vecˇjega sˇtevila na-
prav v informacijsko-komunikacijskih sistemih in pomembnost, da ta deluje
ves cˇas, postaja vzdrzˇevanje le tega vse tezˇje. V diplomski nalogi bomo razi-
skali sisteme, ki so administratorjem v pomocˇ pri vzdrzˇevanju in zagotavlja-
nju varnosti informacijsko-komunikacijskega sistema. Najprej bomo pred-
stavili kako se dolocˇa varnost informacijsko-komunikacijskih sistemov, nato
bomo obrazlozˇili vlogo taksˇnih sistemov za vzdrzˇevanje in varnost, ter kako se
razlikujejo od drugih, podobnih orodij, ki prav tako varujejo informacijsko-
komunikacijske sisteme. Nato bomo pojasnili princip delovanja taksˇnih sis-
temov. Pregledali bomo zˇe obstojecˇe placˇljive ter odprtokodne sisteme ter
jih med seboj primerjali. Za konec bomo implementirali taksˇen sistem, ki je





Danes so informacijsko-komunikacijski sistemi vse vecˇji, kompleksnejˇsi in
tezˇji za vzdrzˇevanje. Z razvojem tehnologije so postali informacijsko-
komunikacijski sistemi vse bolj izpostavljeni informacijskim grozˇnjam ter
vdorom. Napadalci danes napadajo podjetja z namenom kraje informacij.
V primeru taksˇnih grozˇenj je hitro ukrepanje kljucˇno. Cˇe zˇelimo pravocˇasno
ukrepati na varnostno grozˇnjo, jo moramo najprej zaznati in jo tudi razu-
meti. Za zaznavo varnostnih grozˇenj moramo napravo spremljati v realnem
cˇasu. To lahko pocˇnemo s prebiranjem belezˇenj. V velikih informacijsko-
komunikacijskih sistemih, ki vkljucˇujejo po vecˇ tisocˇ racˇunalnikov, spletnih
strezˇnikov ipd. , je to prakticˇno nemogocˇe. V ta namen so bili razviti
sistemi, ki spremljajo stanje informacijsko-komunikacijskih sistemov v re-
alnem cˇasu. Na ta nacˇin administratorje obvesˇcˇajo, pomagajo ter usmerjajo
k ucˇinkovitemu obvarovanju ter vzdrzˇevanju informacijsko-komunikacijskih
sistemov.
2.1 Dogodki in incidenti
Dogodek [20] je vsak opazˇen pojav v informacijskem sistemu. Dogodki
vkljucˇujejo uporabniˇski dostop do spletne datoteke, strezˇniˇska zahteva za
spletno stran, posˇiljanje e-posˇte in blokiranje promeat na mrezˇi z pozˇarnimi
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zidovi. Nezazˇeleni dogodki so dogodki, ki pustijo negativne posledice kot so
sistemske zrusˇitve, poplave paketov, nepooblasˇcˇena uporaba sistemskih pri-
vilegijev, nepooblasˇcˇen dostop do obcˇutljivih podatkov in zagon zlonamerne
programske opreme.
Incident v informacijski varnosti je krsˇitev ali neposredna grozˇnja krsˇitve
varnostne politike, katera ima lahko vpliv na delovanje informacijsko-
komunikacijskega sistema.
2.2 Informacijska varnost
Temeljni cilji v informacijski varnosti so vkljucˇeni v trojici CIA [23]. Kratica
je sestavljena iz treh besed, katere so primarna nacˇela varnosti. To so za-
upnost (angl. confidentiality), celovitost (angl. integrity) in razpolozˇljivost
(angl. availability). Glede na ta nacˇela se navadno ocenjuje varnost
informacijsko-komunikacijskega sistema.
Zaupnost je zasˇcˇita podatkov v informacijsko-komunikacijskih sistemih.
V vecˇini danasˇnjih informacijsko-komunikacijskih sistemih so podatki glavni
vir katerega je potrebno zavarovati. Postavljeni morajo biti ukrepi, ki varu-
jejo in zagotovijo, da obcˇutljivih podatkov ne dosezˇejo nepooblasˇcˇeni. Eden
taksˇnih ukrepov je enkripcija podatkov.
Celovitost pomeni zagotavljanje konsistentnosti, pravilnosti in zaneslji-
vosti podatkov. Spreminjanje, dodajanje ter brisanje podatkov predstavlja
lahko veliko grozˇnjo za pravilno delovanje informacijsko-komunikacijskega
sistema.
Razpolozˇljivost je stalna pripravljenost sistema, da izvaja svoje funkcije
za svoje uporabnike.
Diplomska naloga 5
Slika 2.1: Trojica CIA.
2.3 Zanka opazovanja, usmerjanja, odlocˇanja
in ukrepanja
Modeli se pogosto uporabljajo za strukturiranje informacij, tako da jih je
mogocˇe analizirati in glede na njih tudi ukrepati. Eden taksˇnih modelov je
zanka OODA [4, 21] , ki se uporablja za izvajanje hitrih, cˇasovno obcˇutljivih
odlocˇitvah v informacijski varnosti. Naredil ga je John Boyd, za vojsko
Zdruzˇenih drzˇav Amerike in sicer zˇelel je ugotoviti, kako najhitreje ukrepati
v kriznih situacijah. Zanka OODA je odlocˇitveni cikel oziroma model, ki je
sestavljen iz sˇtirih korakov. Ti koraki so opazovanje, usmerjanje, odlocˇanje
in ukrepanje oziroma observe, orient, decide, act.
Opazovanje: Cilj tega koraka je zbiranje informacij. Zbira se vse, kar
bi lahko bilo uporabno. V primeru informacijske grozˇnje oziroma vdora se
v tem koraku zbira belezˇenja, spremlja se delovanje naprav ter zbira druge
informacije za prepoznavo napadalca.
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Orientiranje: V koraku orientiranja se zbrane informacije iz prejˇsnjega
koraka postavi v kontekst z zˇe znanimi informacijami. To vkljucˇuje pre-
telke izkusˇnje, pricˇakovanja in modele. V primeri vdora v informacijsko-
komunikacijski sistem, v orientacijo sˇtejemo informacije zbrane iz belezˇenj
zdruzˇene z poznavanjem informacijsko-komunikacijskega sistema ter prej iden-
tificirane podatke kot so specifcˇni naslovi IP in imena procesov.
Odlocˇanje: V koraku odlocˇanja so informacije zbrane in postavljene v
kontekst. Ta korak vkljucˇuje iskanje razlicˇnih mozˇnosti ukrepanja, dokler ni
koncˇni ukrep izbran. V primeru vdora se v tem koraku odlocˇa ali sˇe vedno
opazuje napadalca, ignorira ali kako ukrepa.
Ukrepanje: V zadnjem koraku je izvajanje prej izbranega ukrepa. Tudi,
cˇe je ukrep neuspesˇen je naslednji korak zopet opazovanje.
Slika 2.2: Zanka OODA.
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2.4 Sistem SIEM
Security Information and Event Management oziroma SIEM je kompleksna
skupina orodij, ki omogocˇajo celosten pregled nad informacijsko-
komunikacijskim sistemom v realnem cˇasu. Po modelu zanke OODA admini-
stratorjem informacijsko-komunikacijskih sistemov pomagajo pri opazovanju
ter orientiranju. Samo odlocˇanje in ukrepanje pa prepustijo administrator-
jem. V osnovi SIEM omogocˇa naslednje:
• zbiranje belezˇenj in dogodkov v informacijsko-komunikacijskem sistemu,
• vizualizacija stanja informacijsko-komunikacisjkega sistema v realnem
cˇasu imenovana tudi pregledna plosˇcˇa ali pticˇja perspektiva,
• normalizacija podatkov oziroma prevajanje racˇunalniˇsko generiranih
podatkov v ljudem berljiv nacˇin,
• prilagodljivost v pomenu, da omogocˇa vkljucˇitev razlicˇnih naprav iz
informacijsko-komunikacijskega sistema,
• porocˇanje in opozarjanje administratorjev na incidente ter grozˇnje.
2.4.1 Razvoj SIEM sistemov
Sistemi SIEM so se prvicˇ pojavili na trgu leta 1997. Nastali so z namenom,
da administratorjem informacijsko-komunikacijskih sistemov pomagajo pri
zmanjˇsevanju sˇuma pri mnozˇicˇnem zbiranju belezˇenj. Najprej so delovali le
kot zbiraliˇscˇa vseh belezˇenj iz razlicˇnih virov, kot so: sistemi IDS, IPS ter
spletni strezˇniki in pozˇarni zidovi. Tehnologija je bila sˇe veliko bolj robu-
stna in samo zbiranje belezˇenj in pregledovanje le teh je bilo zelo pocˇasno.
S cˇasom so sistemi zacˇeli filtrirati belezˇenja in izlocˇati le najpomembnejˇse
podatke, ki so jih administratorji hitreje pregledali in so na ta nacˇin v krizni
situaciji hitreje reagirali. Nato so iz zbranih podatkov, preko prej definiranih
pravil obvesˇcˇali administratorje o incidentih ali grozˇnjah, ki so se pojavili
na informacijsk-komunikacisjkem sistemu, kar je sˇe pospesˇilo njihov odziv. S
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pregledno plosˇcˇo o informacijsko-komunikacijskem sistemu ter obvesˇcˇanjem
o incidentih ter varnnostnih grozˇnjah v realnem cˇasu je postal sistem SIEM
eden pomembnejˇsih varnostnih sistemov v vsakem vecˇjem, pa tudi manjˇsem
podjetju ali ustanovi [22, 5].
2.4.2 Kako se SIEM razlikuje od sistemov IPS in IDS?
IDS (Intrusion detection system) in IPS (Intrusion prevention system) sta
orodji, ki ves cˇas aktivno spremljata promet na omrezˇju ter iˇscˇeta neobicˇajne
vzorce ali sumljivo obnasˇanje. Ko kaj zaznata, sprozˇita obvestilo o varnostni
grozˇnji. Glavna razlika med njima je, da sistem IDS samo obvesti administra-
torje o grozˇnji medtem, ko sistem IPS aktivno spreminja omejitve omrezˇja z
npr. uporabo pozˇarnih zidov.
Sistem SIEM lahko deluje vzporedno z orodji IDS/IPS, tako da zbira
njihove in od ostalih naprav informacije v informacijsko-komunikacijskem
sistemu ter administratorjem ponudi obsˇirnejˇsi pogled nad varnostjo in sta-
njem le-tega. Prav tako je za SIEM pomembno, da je pasiven sistem, ki zgolj
obvesˇcˇa in je brez administratorjev povsem neuporaben, saj sam ne pre-
precˇuje grozˇenj ali napak v informacijsko-komunikacijskem sistemu. Torej
zgolj opazuje in usmerja administratorje.
2.4.3 Kako se SIEM razlikuje od navadnih upravljalcev
belezˇenj?
Navadni upravljalci belezˇenj zgolj zbirajo vsa belezˇenja naprav v informacijsko-
komunikacijskem sistemu na skupno tocˇko. Hranijo jih kot celotna sporocˇila
ter ponujajo administratorjem pogled v trenutno stanje naprave, ter kaj se je
z njo dogajalo v preteklosti. Sistemi SIEM pa prejeta belezˇenja predhodno
sˇe normalizirajo v enotno standardno obliko. S pomocˇjo analize in korelacije
med zbranimi podatki iˇscˇejo incidente in varnostne grozˇnje v informacijsko-
komunikacijskem sistemu ter obvesˇcˇajo o tem administratorja v realnem
cˇasu. S tem nudijo boljˇsi pogled nad celotnim delovanjem informacijsko-
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komunikacijskega sistema [5].




































zbiranju in iskanju po
belezˇenjih.
2.4.4 Princip deloveanja SIEM sistema
SIEM lahko primerjamo s kompleksno skupino orodjih sestavljeno iz vecˇ de-
lov. Vsak izpolnjuje svojo nalogo, vendar morajo delati skupaj, saj v na-
sprotnem primeru celoten sistem odpove. Posamezen cˇlen lahko deluje sa-
mostojno od drugih, vendar brez skupnega delovanja sistem SIEM ne more
pravilno delovati. Princip delovanja sistema SIEM je zgrajen na osnovi verige
iz sˇestih cˇlenov, kot prikazuje slika 2.3. Ti posamezni cˇleni so izvorna naprava,
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zbiralec belezˇenj, normalizacija podatkov, korelacija dogodkov, shranjevanje
podatkov ter interakcija s podatki. Vsak cˇlen te verige predstavlja tocˇno
dolocˇeno funkcijo [19, 3].
Slika 2.3: Veriga delovanja sistema SIEM.
Izvorna naprava
Prvi cˇlen verige SIEM je izvorna naprava, ki sistemu SIEM daje informa-
cije. Izvorna naprava je lahko aplikacija, strezˇnik, usmerjevalnik ali kaksˇna
druga naprava, iz katere zˇelimo pobirati belezˇenja in jih posˇiljati sistemu
SIEM. Sama izvorna naprava ni del sistema SIEM, vendar brez belezˇenj je
sistem SIEM neuporaben. Teoreticˇno le z zbiranjem belezˇenj vseh naprav do-
bimo tocˇen ter celovit pogled nad informacijsko-komunikacijskim sistemom.
Prakticˇno je to nesmiselno, zaradi preobremenitve kasnejˇsih cˇlenov verige
SIEM. Zato se administratorji sami odlocˇijo, katere naprave so kriticˇne in
kljucˇnega pomena za delovanje informacijsko-komunikacijskega sistema.
Zbiralec belezˇenj
Drugi cˇlen verige SIEM je zbiralec oziroma upravljalec belezˇenj, torej prenos
in zbiranje belezˇenj izvornih naprav. V principu sta dva nacˇina zbiranja
belezˇenj iz izvornih naprav, vsak s svojimi prednostmi ter slabostmi.
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• Zbiranje belezˇenj s potiskanjem: Izvorna naprava posˇilja belezˇenja
sistemu SIEM. Prednost taksˇnega zbiranja belezˇenj je enostavnost vzpo-
stavitve. Pri taksˇnem zbiranju pa nastane ranljivost sistema SIEM, saj
je obcˇutljiv na poplavljanje s podatki in s tem je mogocˇe upocˇasniti
njegovo delovanje.
• Zbiranje belezˇenj s pobiranjem: sistem SIEM sam pobira belezˇenja
iz izvorne naprave. Na ta nacˇin se izognemo poplavljanju sistema
SIEM. Slabost je, da ne deluje v realnem cˇasu, saj je lahko izvorna
naprava ogrozˇena vendar sistem SIEM sˇe ni pobral belezˇenj iz nje in ni
zaznal varnostne grozˇnje.
Normalizacija podatkov
Tretji cˇlen verige SIEM je normalizacija podatkov. Ker zbrana belezˇenja pri-
hajajo iz razlicˇnih naprav, ki so lahko od razlicˇnih proizvajalcev, je naslednji
korak pretvarjanje belezˇenj v enotno standardno obliko, ki bo uporabna za
sistem SIEM. Prav tako nam nekatera sporocˇila ni potrebno shranjevati, cˇe
menimo, da so neuporabna. Taksˇno filtriranje lahko izvedemo na dva nacˇina:
• Filtriranje pri ponoru: To je najbolj prakticˇna in enostavna izvedba.
Vse delo, kaj se filtrira in kaj ne, prepustimo sistemu SIEM. Slabost
taksˇnega filtriranja je nastanek ozkega grla, saj se vse delo prestavi
na zbirno tocˇko. Prav tako ustvarimo vecˇ nepotrebnega prometa na
omrezˇju.
• Filtriranje pri izvorni napravi: Najboljˇsa in najtezˇja izvedba, saj
na ta nacˇin posˇiljamo le najpomembnejˇse informacije po omrezˇju in
posledicˇno zmanjˇsamo nepotreben promet in se izognemo ozkemu grlu.
Vendar vse naprave ne omogocˇajo filtriranja belezˇenj oziroma je po-
trebna uporaba tretje programske opreme.
Administratorji se sami odlocˇijo, kako bodo filtrirali belezˇenja glede na nji-
hovo arhitekturo informacijsko-komunikacijskega sistema in najvecˇkrat iz-
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berejo mesˇanico obeh nacˇinov. S filtriranjem belezˇenj pri izvornih napra-
vah se lahko izognemo nastanku ozkega grla, vendar je implementacija in
vzdrzˇevanje le-tega tezˇje od filtriranja pri ponoru [18].
Korelacija dogodkov
Iz zbranih ter normaliziranih podatkov iˇscˇemo povezave med informacijami,
ki nam povedo ali se je zgodil incident ali varnostna grozˇnja, ki jo zˇelimo za-
znati. Kot primer je neuspela prijava uporabnika na spletni strezˇnik. Samo
en taksˇen podatek o dogodku nima velikega pomena, vendar vecˇje sˇtevilo ne-
uspelih prijav v spletni strezˇnik v krajˇsem cˇasovnem obdobju, pa spominja na
napad. Zaznavanje taksˇnih varnostnih grozˇenj poteka preko napisanih pravil.
Ta imajo navadno sistemi SIEM zˇe implementirana in omogocˇajo tudi do-
dajanje svojih. Pri zaznavanju incidentov in varnostnih grozˇenj se uporablja
pristop Known knowns, known unknowns and unknown unknowns. Torej
nekatere incidente ter grozˇnje poznamo in imamo zˇe implementirana navo-
dila oziroma jih sami napiˇsemo. Zavedati se tudi moramo, da nimamo pravil
za nekatere incidente, kot so razni manj znani napadi na omrezˇja in jih nasˇ
sistem posledicˇno tudi ne bo zaznal. Pravila morajo biti smiselna in ne
zavajajocˇa, saj je namen le-teh obvesˇcˇanje administratorjev informacijsko-
komunikacisjkega sistema o incidentih ter varnostnih grozˇnjah [11].
Shranjevanje podatkov
Vse podatke, ki jih sistem SIEM zbere ter normalizira, je potrebno shraniti
v podatkovno bazo, do katerih v kasnejˇsih cˇlenih lahko dostopamo.
Interakcija s podatki
Zadnji cˇlen verige SIEM je interakcija s podatki ter prikaz le-teh. Vsak
sistem SIEM ima tudi uporabniˇski vmesnik, ki je lahko izveden kot spletni
vmesnik ali aplikacija. Ti sluzˇijo kot pregledne plosˇcˇe oziroma tako ime-
novane pticˇje perspektive, ki prikazujejo ter obvesˇcˇajo administratorje o
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trenutnem stanju informacijsko-komunikacijskega sistema. Pregledne plosˇcˇe
so tudi prilagodljive in si administratorji sami izberejo kaj bodo prikazovale,
glede na to kaj sami potrebujejo. Prav tako se s pomocˇjo njih upravlja sam
sistem SIEM.
2.4.5 Center za varnostne operacije
Sistem SIEM le spremlja in zbira podatke, odkriva incidente in varnostne
grozˇnje v informacijsko-komunikacijskem sistemu ter obvesˇcˇa o njih brez
kaksˇnega ukrepanja. Torej opravlja samo prva dva koraka zanke OODA,
to sta opazovanje in orientiranje. Za doseganje informacijske varnosti imajo
podjetja usposobljeno osebje, ki se ob zaznavi incidenta ali varnostne grozˇnje
s strani sistema SIEM lahko pravilno odlocˇajo in tudi ukrepajo. To so tako
imenovane ekipe za odzivanje na incidente v racˇunalniˇski varnosti ali Com-




Namen tega poglavja je pregled nekaterih zˇe obstojecˇih sistemov SIEM, ki so
danes na trzˇiˇscˇu. Nekateri so placˇljivi, kot so IBM QRadar, Splunk ter Intel
Security, zdaj pod drugim imenom McAfee. Nekateri so tudi odprtokodni,
kot je Alien Vault OSSIM. Vodilna na trzˇiˇscˇu sta IBM QRadar in Splunk,
vendar vsak od njiju ponuja razlicˇni resˇitvi.
3.1 QRadar
QRadar je sistem SIEM, ki ga je razvilo podjetje IBM [13]. Na trzˇiˇscˇe je
vstopil leta 2001 in po Gartnerjevem porocˇilu iz leta 2016 tudi postal vo-
dilni sistem SIEM [17]. QRadar je mogocˇe namestiti kot strojno, program-
sko ali kot oblacˇno storitev, ki je namesˇcˇena na IBM-ovih strezˇnikih. Ta
vse-v-enem sistem vkljucˇuje vsa potrebna orodja za doseganje informacijske
varnosti in spremljanje dogodkov v osnovnem produktu. Prav tako sam po-
skrbi za potrebe po shranjevanju dogodkov, spremljanje omrezˇnega prometa
in obvesˇcˇanja. QRadar vkljucˇuje naslednje funkcije:
• Spremljanje dogodkov glede varnosti,
• spremljanje omrezˇnega prometa,





• hevristicˇno prepoznavanje in prioriteta grozˇenj,
• generiranje porocˇil.
QRadar je eden od enostavnejˇsih sistemov SIEM za vzpostavitev na
informacijsko-komunikacijskih sistemih. Prav tako omogocˇa natancˇnejˇse na-
stavitve pri iskanju ranljivosti, incidentov ter varnostnih grozˇenj. S tem lazˇje
dolocˇimo nepotrebno in dolgotrajno zbiranje napacˇnih-pozitivnih incidentov
ter varnostnih grozˇenj. Posebnost QRadar sistema SIEM je, da uporablja av-
tomatiziran postopek za iskanje novih virov belezˇenj in porocˇil o prometu na
omrezˇjih ter naprednejˇsa pravila za iskanje dogodkov, ki pridobljene podatke
v velikih kolicˇinah strnejo v manjˇse, lazˇje obvladljive kolicˇine. Vkljucˇuje tudi
spletno trgovino, iz katere si lahko prenesemo in namestimo razne vticˇnike
in dodatna pravila. Slabost le-tega je, da so nekateri sˇe dodatno placˇljivi.
Popolna avtomatizacija, ki sicer ni del sistema SIEM, je prav tako doda-
tno placˇljiva in ni del osnovnega produkta. Osnovni produkt je primeren za
manjˇsa in srednje velika podjetja, z dodatki pa tudi za vecˇja podjetja.
3.2 Splunk
Splunk sistem SIEM je razvilo istoimensko ameriˇsko podjetje [25]. Na trzˇiˇscˇe
je vstopil leta 2012 in po Gartnerjevem porocˇilu iz leta 2016, se nahaja na dru-
gem mestu med sistemi SIEM [17]. Splunk prihaja v dveh razlicˇicah, Splunk
Enterprise, ki je osnovni produkt. Ta ponuja osnovno zbiranje belezˇenj in
porocˇil o prometu na omrezˇjih, indeksiranje, iskanje po le-teh in generiranje
porocˇil. Podjetja, ki uporabljajo ta produkt si tako sama zgradijo korelacij-
ska pravila za prepoznavanje incidentov in varnostnih grozˇenj, da dosezˇejo
funkcionalnosti sistemov SIEM. Drugi produkt je Splunk App for Enterprise
Security, ki deluje na osnovnem produktu in vkljucˇuje vnaprej zgrajena ko-
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relacijska pravila, obvesˇcˇanje, pregledne plosˇcˇe, preglede nad incidenti in is-
kanje ranljivosti v informacijsko-komunikacijskem sistemu. Dodatni vticˇniki
in pravila so na voljo na spletni trgovini. Zˇal ne omogocˇa dodatnih avtoma-
tizacij, kot jih QRadar. Namestiti ga je mogocˇe kot programsko ali oblacˇno
storitev. Dostopen je tudi kot 60 dnevna brezplacˇna razlicˇica.
3.3 Alien Vault OSSIM
Alien Vault OSSIM [1] je, kot njegovo ime namiguje, odprtokodni sistem
SIEM in je tako brezplacˇen za uporabo. Brezplacˇna razlicˇica ima omeji-
tve, ki vkljucˇujejo zmogljivost, shrambo podatkov in podporo, katere so del
placˇljive razlicˇice. Odprtokodna razlicˇica OSSIM sistema vkljucˇuje procesi-
ranje in normalizacija belezˇenj, ki mu jih posredujemo ter korelacijo dogod-
kov za zaznavo incidentov in varnostnih grozˇenj. Zdruzˇuje zbiralec belezˇenj
in korelacijo dogodkov iz vecˇ odprtokodnih programov, da dosezˇe funkcio-
nalnosti sistema SIEM. Nekateri od programov, ki jih vkljucˇuje so FProbe,
Munin, Nagios, Snort in TCPTrack. Odprtokodna razlicˇica je primerna
zgolj za podjetja z manjˇsimi informacijskimi sistemi. Za vecˇje informacijsko-
komunikacijske sisteme morajo podjetja nadgraditi Alien Vault OSSIM na
placˇljivo razlicˇico. Namestiti ga je mogocˇe kot programsko ali strojno opremo
ter kot oblacˇno storitev.
3.4 SIEMonster
SIEMonster [24] je brezplacˇni odprtokodni sistem SIEM. Vkljucˇuje tudi placˇlj-
ivo SIEMonster Premium razlicˇico z dodatnimi funkcionalnostmi. Zgrajen
je s pomocˇjo Elastic Stack-a, kateri sluzˇi za centralizacijo belezˇenj, norma-
lizacijo, shrambo in vizualizacijo podatkov. Osnova je zgrajena na sˇestih
strezˇnikih, ki delujejo na virtualnem racˇunalniku z operacisjkim sistemom
Linux. Vsak od strezˇnikov ima svojo vlogo.
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• Proteus: za centralizacijo in normalizacijo belezˇenj.
• Capricorn: za korelacijo in vizualizacijo podatkov.
• Kraken in Tiamat: grucˇa podatkovnih baz.
• Ikuturso: za spremljanje omrezˇnih dogodkov Bro/Tardis.
• Hydra: za posˇiljanje belezˇenj iz izvornih naprav.
Ne omogocˇa avtomatizacije kot QRadar ampak zgolj obvesˇcˇanje o inci-
dentih in grozˇnjah na informacijskem sistemu. Primeren je tako za manjˇsa
kot vecˇja podjetja. Placˇljiva razlicˇica vkljucˇuje sprotne posodobitve, tehnicˇno
podporo in do 7 let shranjevanja podatkov v primeru nesrecˇ. Namestimo ga
lahko kot programsko ali oblacˇno storitev.
Zaradi razlicˇnih informacijsko-komunikacijskih sistemov v podjetjih ali
ustanovah ne obstaja sistem SIEM, ki prinasˇa najboljˇso resˇitev. Sistem
SIEM, ki je primeren za en informacijsko-komunikacijski sistem, je morda
nepopoln v drugem. Odprtokodni sistemi SIEM so vsestranski in zmogljivi,
vendar potrebujejo veliko strokovnega znanja in cˇasa za pravilno vzpostavi-
tev. Placˇljivi sistemi SIEM zaradi njihove enostavne namestive, vkljucˇene





Radi bi implementirali sistem SIEM zgolj z uporabo odprtokodnih orodij.
Namenjen je administratorjem in sicer kot pomocˇ pri spremljanju in varno-
sti informacijsko-komunikacijskih sistemov. Sistem mora biti prilagodljiv v
primeru razsˇirjanja informacijsko-komunikacisjkega sistema in neodvisen od
velikosti ter naprav v le-tem. Z zbiranjem ter shranjevanjem podatkov o
trenutnem stanju naprav mora, preko dolocˇenih pravil, prepoznati nekatere
incidente in varnostne grozˇnje v informacijsko-komunikacijskem sistemu ter
obvestiti administratorja. Zbrane podatke si lahko administratorji podrob-
neje ogledajo ter tudi poljubno vizualizirajo. Omogocˇati mora dodajanje
novih naprav za spremljanje ter novih pravil za prepoznavanje incidentov in
varnostnih grozˇenj. Delovati mora po pravilih varnosti CIA, torej uporaba
in spreminjanje podatkov je zagotovljena le osebam z dolocˇenimi pravicami.
Celotno spremljanje informacijsko-komunikacijskega sistema ter obvesˇcˇanje




Sistem SIEM sistem je namenjen administratorjem informacijsko-
komunikacijskega sistema. V nadaljevanju je opisanih nekaj primerov upo-
rabe, ki sluzˇijo tudi kot cilji katere zˇelimo dosecˇi.
4.2.1 Dostop SSH
Napadalec zˇeli dostopati preko SSH do spletnega strezˇnika. Napad izvaja s
poizkusˇanjem razlicˇnih gesel za poljubnega uporabnika. Sistem SIEM spre-
mlja stanje tega strezˇnika v informacijsko-komunikacijskem sistemu. Vsako
belezˇenje o prijavah SSH shrani, neglede na to ali je bila prijava uspesˇna
ali neuspesˇna. SIEM zazna veliko sˇtevilo neuspelih prijav SSH na strezˇnik
v krajˇsem cˇasovnem obdobju. Ustvari porocˇilo o varnostni grozˇnji, si ga
shrani ter obvesti administratorja informacijsko-komunikacijskega sistema.
Administrator s pomocˇjo porocˇila izve kateri spletni strezˇnik je ogrozˇen ter
iz katerega naslova je napaden. Prav tako si lahko podrobneje ogleda posa-
mezna belezˇenja strezˇnika. Glede na porocˇilo SIEM in shranjenih belezˇenj se
administrator odlocˇi kako bo ukrepal, cˇe je sploh potrebno.
4.2.2 Naprave USB
Zaradi varovanja podatkov ter informacijsko-komunikacijskega sistema, je v
podjetju na dolocˇenih racˇunalnikih prepovedana uporaba kljucˇev USB. Novi
delavec je prikljucˇil kljucˇ USB v taksˇen racˇunalnik. Sistem SIEM spremlja
stanje naprave in zazna prikljucˇitev kljucˇa USB. Sestavi porocˇilo, ga shrani
ter obvesti administratorja informacijsko-komunikacijskega sistema o inci-
dentu. Administrator se glede na porocˇilo odlocˇi, kako ukrepati.
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4.2.3 Spletni strezˇnik
Spletni strezˇnik, ki je kljucˇen za delovanje podjetja, postane nedostopen. Sis-
tem SIEM spremlja stanje tega spletnega strezˇnika in zazna njegovo nedose-
gljivost. Sestavi porocˇilo, si ga shrani in obvesti administratorja informacijsko-
komunikacijskega sistema o incidentu. Administrator pregleda porocˇilo ter
sam pregleda pretekla belezˇenja spletnega strezˇnika, katere je sistem SIEM
shranil. S temi podatki lahko sklepa, kaj se je zgodilo s spletnim strezˇnikom
ter odpravi napako.
4.2.4 Izvajanje ukaza sudo
Na spletnem strezˇniku nekdo izvaja ukaze z pravicami root. Sistem SIEM to
zazna, ustvari porocˇilo in obvesti administratorja informacijsko-
komunikacijskega sistema. Administrator iz porocˇila razbere kateri ukazi so
bili izvedeni in sam odlocˇi ali je to varnostna grozˇnja.
4.3 Nacˇrt
Sistem SIEM bomo sestavili po principu zˇe obstojecˇih sistemov, ki so na trgu.
Vseboval bo naslednje komponente:
• Izvorne naprave,
• normalizacija podatkov,
• upravljalec belezˇenj in porocˇil,




Slika 4.1: Arhitektura sistema SIEM.
Na izvornih napravah bomo zbirali belezˇenja in druge podatke ter jih
posredovali sistemu SIEM. Ta jih bo ob prejetju normaliziral v obliko za
lazˇjo obdelavo ter jih shranil v podatkovno bazo, ki bo sluzˇila kot upravljalec
belezˇenj in porocˇil. Analiticˇno orodje s pomocˇjo pravil, spremlja dogajanje
v informacijsko-komunikacijskem sistemu v realnem cˇasu. V primeru, da s
pomocˇjo pravil, zazna incident ali varnostno grozˇnjo, ustvari porocˇilo ter si
ga shrani v podatkovno bazo. Zbrane podatke in porocˇila si lahko admini-
stratorji v realnem cˇasu ogledajo s pomocˇjo vizualizacijskega orodja.
4.4 Podatki in generiranje porocˇil
Zgolj zbiranje podatkov in belezˇenj iz informacijsko-komunikacijskega sis-
tema ni dovolj, saj na ta nacˇin otezˇimo zaznavo incidentov in varnostnih
grozˇenj. Potrebna je normalizacija le teh. Pri generiranju porocˇil o dogodkih
in anomalijah na informacijsko-komunikacijskem sistemu je pomembno, da
so vkljucˇene le najpomembnejˇse informacije, ki administratorje orientirajo in
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jim pomagajo pri odlocˇitvi kako ukrepati. Pomembno je, da jih ne preobre-
menimo s preveliko kolicˇino podatkov. Porocˇila morajo odgovoriti na sˇtiri
vprasˇanja, s katerimi si administratorji pomagajo. To so:
• Kdaj se je incident ali varnostna grozˇnja zgodila?
• Kje se je zgodil?
• Kdo je povzrocˇitelj? (uporabnik ali naprava)




Sistem SIEM zgradimo na operacijskem sistemu Linux in sicer na distribuciji
Ubuntu 18.04 LTS [26]. Ta operacijski sistem izberemo zaradi njegove pri-
lagodljivosti. Za osnovo sistema SIEM uporabimo Elastic Stack [7], kot ga
uporablja SIEMonster. Ta vkljucˇuje Logstash [16] in Elasticsearch [8] za ob-
delavo in shranjevanje podatkov ter Kibano [15] kot vizualizacijsko orodje.
Pravila za zaznavanje incidentov in varnostnih grozˇenj so napisana v pro-
gramskem jeziku Java [14]. Program Cron [6] skrbi za periodicˇno poganjanje
pravil. Analiticˇno orodje, s pomocˇjo katerega se izvajajo pravila, je sesta-
vljeno iz Apache Sparka [2] ter grucˇe racˇunalnikov Hadoop [12].
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Slika 5.1: Komunikacijski diagram med uporabljenimi orodji.
5.1 Izvorne naprave
Za izvorne naprave smo uporabili spletni strezˇnik in osebne racˇunalnike z
operacijskimi sistemi Linux Ubuntu 18.04 LTS, Windows 7 [28] ter Windows
10 [27]. Vse naprave so bile ves cˇas vkljucˇene v informacijsko-komunikacijski
sistem.
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5.1.1 Operacijski sistem Windows 7 in 10
Pri operacijskem sistemu Windows lahko spremljamo belezˇenja s programom
Event Viewer. Aplikacije in operacijski sistem tu zapisuje strojne in pro-
gramske dogodke, kateri administratorjem pomagajo pri odpravljanju tezˇav.
Dogodke, ki jih Windows belezˇi so namestitve programske opreme, varnostna
belezˇenja, sistemska opravila pri zagonu ter napake. Vsak zapisan dogodek
vsebuje datum in cˇas dogodka, prijavljenega uporabnika, ime naprave, iden-
tifikacijska sˇtevilka dogodka, izvorni program, ki je sprozˇil dogodek ter tip
dogodka z dodatnim opisom.
Slika 5.2: Program Event Viewer za spremljanje belezˇenj na operacijskih
sistemih Windows.
Dogodki, ki se zapiˇsejo v Event Viewer ob prikljucˇitvi naprave USB, se
shranijo pod Applications and Services Logs/Microsoft/Windows/
DriverFrameworks-UserMode/Operational. To belezˇenje na samodejnih na-
stavitvah ni vkljucˇeno. Vkljucˇimo ga tako, da kliknemo nanj z desnim klikom
in izberemo Properties ter nato obkljukamo Enable Logging, kot pri-
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kazuje slika 5.3.





2003, 2004, 2006, 2010
Nalozˇitev gonilnikov za
upravljanje prikljucˇene naprave.
2100, 2101, 2105, 2016
Plug-and-Play ali upravljanje
z napajanje prikljucˇene naprave.
Slika 5.3: Vkljucˇevanje dodatnega belezˇenja.
Za posˇiljanje belezˇenj iz operacijskega sistema Windows smo uporabili
orodje Winlogbeat. Glede na nastavitve, Winlogbeat prebere enega ali vecˇ
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dogodkov, jih filtrira ter posˇlje na podani naslov in vrata. Branje in posˇiljanje
belezˇenj Winlogbeat pocˇne v realnem cˇasu. Nastavitve spreminjamo v dato-
teki winlogbeat.yml. Primer datoteke z nastavitvami, katero smo uporabili,
je vidna na izpisu 5.1. Poleg filtriranja belezˇenj pri izvorni napravi, Winlo-
gbeat sam normalizira podatke, ki jih posreduje, kar sˇe dodatno zmanjˇsa
obremenitev kasnejˇsih cˇlenov sistema SIEM.
Izpis 5.1: Nastavitve Winlogbeat.
1 winlogbeat.event logs:
2 − name: Application
3 ignore older: 72h
4 − name: Security




5.1.2 Operacijski sistem Linux
Operacijski sistemi Linux svoja belezˇenja navadno shranjujejo v tekstovne
datoteke ASCII v standardnem formatu in vecˇinoma se nahajajo v direkto-
riju /var/log. Vecˇina jih je generiranih s strani prikritega procesa sistem-
skega belezˇenja imenovanega syslogd, nekateri pa imajo tudi svoje generatorje
belezˇenj.
Sistemska belezˇenja belezˇijo predvsem kaj se dogaja s sistemom in ne o
aplikacijah uporabnika. To vkljucˇuje avtorizacijo, prikrite sistemske procese
in sistemska sporocˇila.
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Slika 5.4: Primer belezˇenja syslog pri operacijskem sistemu Linux.
Avtorizacijska belezˇenja spremljajo in zapisujejo uporabo avtoriziranih
sistemov ter mehanizme za avtorizacijo uporabnikov, kateri povprasˇajo upo-
rabnika po geslu. To med drugim vkljucˇuje ukaze sudo in oddaljene prijave
SSH. Avtorizacijska belezˇenja so dostopna v datoteki /var/log/auth.log.
Operacijski sistem Linux lahko zˇe sam, brez dodatnih orodij, posˇilja svoja
belezˇenja na dolocˇen naslov IP ter vrata. To storimo s spreminjanjem nasta-
vitev programa Rsyslog in sicer v datoteki /etc/rsyslog.d/50-default.conf .
Z dodano vrstico *.* 192.168.0.1:2542 povemo na kateri naslov IP in vrata
naj bodo poslana belezˇenja. Cˇe zˇelimo spremljati tudi prijave SSH, moramo
poviˇsati stopnjo belezˇenja v datoteki /etc/ssh/sshd config kot prikazuje
izpis 5.2.





Za prejemanje belezˇenj iz izvornih naprav, ter normalizacijo le-teh smo upo-
rabili Logstash, ki je del Elastic Stacka. Namestili smo ga na napravo z
operacijskim sistemom Linux Ubuntu 18.04 LTS. Logstash je orodje za zbi-
ranje, obdelovanje in posredovanje belezˇenj ali drugih podatkov, ki mu jih
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posredujemo. Zbiranje belezˇenj in podatkov se dosezˇe z uporabo nastavlji-
vih vhodnih vticˇnikov. Nato se s pomocˇjo mnogih filtrov zbrane podatke
obdeluje in oznacˇuje. Na koncu pa z izhodnimi vticˇniki posreduje obdelane
podatke drugim programom.
Obdelava oziroma normalizacija podatkov iz izvornih naprav z operacij-
skim sistemom Windows ni potrebna, saj to pocˇne zˇe program Winlogbeat
sam. Potrebno jih je samo sprejeti na prej izbranih vratih ter jih preusme-
riti na upravljalec belezˇenj in porocˇil. Nastavitve Logstasha so vidne na
izpisu 5.3. Podatke prejmemo na vratih 5044 in jih posredujemo na vrata
9200, na katerih poslusˇa upravljalec belezˇenj in porocˇil.
Izpis 5.3: Nastavitve Logstash za preusmerjanje podatkov Winlogbeat.
1 input {
2 beats {





8 if [type] == ”wineventlog” {
9 elasticsearch {
10 hosts => [”localhost:9200”]




Podatke oziroma belezˇenja, ki jih Logstash prejme iz izvornih naprav z
operacijskim sistemom Linux so neobdelana. Zato preden jih posredujemo
upravljalcu belezˇenj in porocˇil, jih z programom Logstash normaliziramo z
uporabo filtrov Grok [9] in Mutate [10]. Z filtrom Grok lahko razcˇlenimo
in strukturiramo poljubno besedilo ter s tem podatki postanejo lazˇje poi-
zvedljivi. Z filtrom Mutate lahko izvajamo splosˇne transformacije na poljih
strukturiranih podatkov. Polja lahko preimenujemo, odstranimo, nadome-
stimo ali spremenimo.
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Struktura belezˇenj Syslog, ki jih Logstash prejme iz izvornih naprav Li-
nux, vsebuje datum in uro zapisa, ime naprave, ime programa ali ukaza kateri
je naredil zapis ter sˇe dodatno nestrukturirano sporocˇilo. S pomocˇjo filtra
Grok vsako prejeto belezˇenje najprej razcˇlenimo na prej omenjene sˇtiri po-
datke. Vsa belezˇenja, katera niso bila zapisana iz strani programa sshd ali
ukaza sudo, zavrzˇemo. Nato iz dodatnega sporocˇila strukturiramo podatke
in jih posredujemo upravljalcu belezˇenj in porocˇil.
Iz belezˇenj, ki jih ustvari program sshd, lahko razberemo oddaljene prijave
na napravo. Podatke, ki jih shranimo ob vsakem taksˇnem belezˇenju so ime
naprave in naslov IP, na katero je oddaljena prijava potekala, naslov IP ter
vrata iz katerega je priˇsla prijava, na katerega uporabnika je potekala prijava
ter ali je bila prijava uspesˇna. Te podatke normaliziramo z uporabo filtrov
Grok in Mutate, kot prikazuje izpis 5.4. V nekaterih zapisih belezˇenj lahko
kaksˇni podatki manjkajo, zato jih vstavimo kot prazna polja.
Izpis 5.4: Primer normalizacije belezˇenj sshd.
1 grok {
2 match => { ”msg” => ”Accepted password for %{USERNAME:user} from %{IP:
rhost} port %{INT:port} ssh2” }
3 }
4 mutate {
5 add field => {
6 ”authentication” => ”successful”
7 ”logname” => ””
8 ”uid” => ””
9 ”euid” => ””
10 ”tty” => ””
11 ”ruser” => ””
12 ”section” => ”auth−log”
13 }
14 }
Pri uporabi ukaza sudo, se ustvari belezˇenje, iz katerega lahko razberemo
kateri ukaz je bil zagnan z pravicami superuser, kateri uporabnik ga je izvedel
ter v katerem direktoriju je bil izveden. Z uporabo filtra Grok ta zapis
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strukturiramo in ga posredujemo upravljalcu belezˇenj in porocˇil. Primer
normalizacije taksˇnih belezˇenj je prikazan na izpisu 5.5.
Izpis 5.5: Primer normalizacije belezˇenj sudo.
1 grok {
2 match => {
3 ”msg1” => ”: %{USERNAME:user} : TTY=%{GREEDYDATA:tty} ; PWD




5.3 Upravljalec belezˇenj in porocˇil
Za upravljalca belezˇenj in porocˇil smo uporabili Elasticsearch, ki je del Ela-
stic Stacka. To je zelo razsˇirljivo, iskalno in analiticˇno orodje. Omogocˇa
hitro shranjevanje, analiziranje in poizvedovanje po velikih kolicˇinah podat-
kov skoraj v realnem cˇasu. Elasticsearch podatke shranjuje v tako imeno-
vane indekse, to so zbirke podatkov, ki imajo podobne znacˇilnosti. Sami smo
uporabili tri, enega za shranjevanje belezˇenj operacijskih sistemov Windows,
drugega za belezˇenja operacijskih sistemov Linux ter tretjega za shranjevanje
porocˇil, ki jih ustvari sistem SIEM. Za shranjevanje in poizvedbo po podatkih
Elasticsearch uporablja REST api.
5.4 Analiticˇno orodje
Za analiticˇno orodje smo uporabili Apache Spark ter Hadoop. Hadoop je
orodje, ki omogocˇa vzpostavitev infrastrukture za procesiranje ter shranje-
vanje Big Data podatkov z uporabo grucˇe racˇunalnikov. Spark je orodje za
paralelizacijo procesiranja podatkov, ki deluje na infrastrukturi Hadoop. S
tem dosezˇemo razsˇirljivost sistema, saj v primeru prevelike kolicˇine podatkov
za obdelavo lahko povecˇamo grucˇo racˇunalnikov v infrastrukturi Hadoop. S
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tem tudi zagotovimo prepoznavanje incidentov ali varnostnih grozˇenj v real-
nem cˇasu pri vecˇji kolicˇini podatkov in se izognemo ozkemu grlu.
Javanski program, ki ga zazˇenemo s pomocˇjo Sparka predstavlja pravilo
za prepoznavanje incidentov ali varnostnih grozˇenj. Zaganjamo ga periodicˇno
na par minut, saj le na ta nacˇin lahko pravocˇasno obvestimo administratorja.
To zaganjanje opravlja program Cron. V nadaljevanju je opisano delovanje
programa za preverjanje dosegljivosti spletnega strezˇnika.
Izpis 5.6: Del programske kode za preverjanje dosegljivosti spletnega
strezˇnika.
1 public static void main(String[] args) throws IOException {
2 observed host = args[0];




7 System.out.printf(”Checking host: ” + observed host + ” port: ” + observed port);
8
9 boolean isUp = pingHost(observed host, observed port, 100);
10
11 System.out.printf(” status: ” + isUp + ” ”);
12
13 JSONObject json = sendGetRequest(url, port, ”GET”, pathQuery, query);
14 boolean exists = json.getJSONObject(”hits”).getInt(”total”) > 0;
15
16 System.out.printf(”report entry: ” + exists + ”\n”);
17
18 if ( !isUp && !exists ) {
19 createNewReport();
20 } else if ( isUp && exists ) {
21 String reportID;






Program v 2. in 3. vrstici iz podanih argumentov pridobi naslov in vrata
izbranega spletnega strezˇnika. S pomocˇjo teh spremenljivk, program v 5.
vrstici ustvari poizvedbo za iskanje zˇe obstojecˇega porocˇila o nedosegljivosti
spletnega strezˇnika. v 7. vrstici program izpiˇse na katerem naslovu in vratih
preverja dosegljivost spletnega strezˇnika. V vrstici 9 program ustvari boolean
spremenljivko, katera pridobi vrednost glede na pingHost funkcijo. Funkcija
pingHost prejme za svoje argumente naslov in vrata spletnega strezˇnika ter
cˇas za prekinitev. Funkcija vrne boolean vrednost glede na dosegljivost sple-
tnega strezˇnika. V vrstici 11 program izpiˇse dosegljivost spletnega strezˇnika.
Funkcija sendGetRequest iz Elasticsearch-a vrne objekt json, ki vkljucˇuje
rezultate poizvedbe, katero je program ustvaril v 5. vrstici. Kot argumente
prejme naslov ter vrata Elasticsearch programa, uporabljeno metodo http,
ime indeksa v katerem so iskani podatki ter samo poizvedbo. V vrstici 14 pro-
gram ustvari boolean spremenljivko, katera je TRUE v primeru, cˇe porocˇilo
obstaja, da ne ustvari novega. To program tudi izpiˇse v vrstici 16. V pri-
meru, da sta obe boolean spremenljivki FALSE program v 19. vrstici s
funkcijo createNewReport ustvari novo porocˇilo o nedosegljivosti strezˇnika.
Cˇe sta obe spremenljivki TRUE program s funkcijo changeStatus posodobi
status porocˇila. Kot argument funkcija changeStatus prejme identifikacijsko
sˇtevilko porocˇila. To program pridobi iz rezultatov poizvedbe v vrstici 22.
5.5 Vizualizacijsko orodje
Za vizualizacijsko orodje smo uporabili Kibano, ki je del Elastic Stacka. Ta
sluzˇi kot vizualizacijsko orodje oziroma pregledna plosˇcˇa, katera je del vsa-
kega sistema SIEM. Kibana je analiticˇno in vizualizacijsko orodje, zasnovana
za delo z orodjem Elasticsearch. Uporablja se za iskanje, ogled in interakcijo
s podatki, ki so shranjeni v indeksih Elasticsearch-a.
Kibana je dostopna na privzetih vratih 5601. Z uporabo spletnega strezˇnika
Nginx lahko preusmerimo promet iz vrat 80 na vrata 5601. Prav tako lahko
z Nginx dodamo omejitev dostopa z uporabo uporabniˇskega imena in gesla.
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Primer nastavitev spletnega strezˇnika Nginx je prikazan na izpisu 5.7.
Izpis 5.7: Nastavitve spletnega strezˇnika Nginx.
1 server {
2 listen 80;
3 server name kibana;
4
5 error log /var/log/nginx/kibana.error.log;
6 access log /var/log/nginx/kibana.access.log;
7
8 location / {
9 rewrite ˆ/(.∗) /$1 break;
10 proxy ignore client abort on;
11 proxy pass http://localhost:5601;
12 proxy set header X−Real−IP $remote addr;
13 proxy set header X−Forwarder−For $proxy add x forwarded for;
14 proxy set header Host $http host;
15 auth basic ”Restricted”;
16 auth basic user file /etc/nginx/.htpasswd;
17 }
18 }
V Kibani lahko ustvarimo poljubno vizualizacijo s klikom na Vizua-
lize. Nato si izberemo tip vizualizacije. Na izbiro imamo diagrame, kot so
cˇrtni, stolpcˇni ter tortni, podatkovne tabele, merilce in zemljevide. Ko izbe-
remo tip vizualizacije, izberemo indeks s podatki, ki jih zˇelimo vizualizirati.
Nato pricˇnemo z vizualizacijo, kjer dodamo filtre nad podatki iz indeksa, jih
agregiramo in dolocˇimo, kaj bo vizualizacija prikazovala. Ko koncˇamo, vi-
zualizacijo shranimo. S klikom na Dashboard lahko ustvarimo pregledno
plosˇcˇo, kjer prikazujemo istocˇasno vecˇ vizualizacij.
Na pregledno plosˇcˇo sistema SIEM, ki je vidna na sliki 5.5, smo vkljucˇili tri
vizualizacije. Prva vizualizacija prikazuje sˇtevilo vseh neuspelih prijav SSH
v razponu celotnega dneva. Kot je na sliki razvidno, se je sˇtevilo neuspelih
prijav SSH poviˇsalo ob 7 uri zjutraj. V spodnjem levem kotu pregledne plosˇcˇe
se nahaja merilec, ki prikazuje sˇtevilo nedosegljivih spletnih strezˇnikov katere
spremljamo. V spodnjem desnem kotu pregledne plosˇcˇe se nahaja tabela, ki
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prikazuje zadnja porocˇila sistema SIEM in sicer o kateri izvorni napravi govori
porocˇilo, kratek opis porocˇila ter cˇas, ko je bilo porocˇilo ustvarjeno.




V naslednjem poglavju preverimo in ovrednotimo nasˇo implementacijo odpr-
tokodnega sistema SIEM. Preverimo, cˇe smo dosegli vse zastavljene cilje in
zahteve, ki smo si jih zadali v nacˇrtu izdelave v poglavju 4.
6.1 Doseganje zahtev
Odprtokodni sistem SIEM, katerega smo implementirali vkljucˇuje vseh sˇest
cˇlenov iz principa delovanja verige SIEM. Sistem je prilagodljiv in razsˇirljiv
neglede na velikost informacijsko-komunikacijskega sistema. Prikljucˇitev no-
vih izvornih naprav je enostavna, prav tako je dodajanje novih pravil. Nor-
malizacija in vizualizacija prejetih podatkov deluje v realnem cˇasu. Dostop
do pregledne plosˇcˇe je omejen z uporabniˇskim imenom in geslom, prav tako
je omejen dostop do spreminjanja normalizacije ter samih podatkov.
6.2 Dostop SSH
Pri zaznavanju neuspelih dostopov SSH sistem SIEM s poizvedbo od upra-
vljalca belezˇnj in porocˇil prejme podatke o sˇtevilu neuspelih prijav SSH v
zadnjih 10 minutah ter iz katerih naslovov IP je prijava potekala, za vsako
izvorno napravo ki posˇilja belezˇenja syslog. Glede na podane argumente, ki
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smo jih podali programu, dolocˇi ali je sˇtevilo neuspelih prijav SSH prese-
glo mejo in ali ustvari porocˇilo. Porocˇilo, ki je vidno na sliki 6.1, vkljucˇuje
cˇasovno znacˇko, naslove IP ter sˇtevilo neuspelih prijav SSH, skupno sˇtevilo
vseh neuspelih prijav SSH, naslov ogrozˇene naprave ter kratko sporocˇilo.
Slika 6.1: Primer porocˇila o prevelikem sˇtevilu neuspelih prijav SSH.
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6.3 Zaznavanje naprave USB
Pri zaznavanju prikljucˇitve nove naprave USB, sistem SIEM najprej s poi-
zvedbo od upravljalca belezˇenj in porocˇil prejme imena vseh izvornih naprav
Windows, ki so v zadnji minuti poslale dogodek z identifikacijsko sˇtevilko
2003, 2004, 2006, 2010, 2100, 2101, 2105 ali 2016. V primeru, da najde kaksˇen
dogodek z eno izmed nasˇtetih identifikacijskih sˇtevilk, ustvari porocˇilo, ka-
tero je vidno na sliki 6.2 ter ga shrani v upravljalca belezˇenj in porocˇil. Ta
vkljucˇuje cˇasovno znacˇko, ime naprave ter kratko sporocˇilo o novi prikljucˇeni
napravi USB.
Slika 6.2: Primer porocˇila ob zaznavi naprave USB.
6.4 Dosegljivost spletnega strezˇnika
Pri preverjanju dosegljivosti spletnega strezˇnika sistem SIEM najprej poskusˇa
vzpostaviti povezavo na podanem naslovu in vratih. V primeru, da povezava
ni uspela, program poizve v upravljalcu belezˇenj in porocˇil ali zˇe obstaja
porocˇilo o nedosegljivosti strezˇnika. Cˇe ta sˇe ne obstaja, ustvari novega. V
primeru, da strezˇnik deluje, program prav tako poizve v upravljalcu belezˇenj
in porocˇil ali obstaja porocˇilo o nedelovanju in ga popravi v zakljucˇeno ter
doda cˇasovno znacˇko kdaj je strezˇnik postal dosegljiv. Porocˇilo, ki je vidno na
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sliki 6.3, vkljucˇuje cˇasovno znacˇko nedosegljivosti, naslov ter vrata spletnega
strezˇnika, kratko sporocˇilo in oznako, da porocˇilo ni zakljucˇeno. V primeru,
da bi porocˇilo bilo zˇe zakljucˇeno, bi vsebovalo sˇe cˇasovno znacˇko kdaj je
spletni strezˇnik postal dosegljiv.
Slika 6.3: Primer porocˇila o nedosegljivem strezˇniku.
6.5 Uporaba ukaza sudo
Pri zaznavanju uporabe ukaza sudo sistem SIEM najprej v upravljalcu belezˇenj
in porocˇil poizve ali se je na kateri izmed izvornih naprav Linux v zadnji mi-
nuti izvedel ukaz sudo. Za vsako napravo, ki je izvedla ukaz sudo ustvari
porocˇilo, katero je vidno na sliki 6.4. Porocˇilo vsebuje cˇasovno znacˇko, kateri
ukaz je bil izveden, na kateri napravi se je izvedel ukaz, sporocˇilo, v katerem
direktoriju je bil izveden ter kdo ga je izvedel.
Diplomska naloga 43




V informacijsko-komunikacijskih sistemih je danes vkljucˇenih vedno vecˇ na-
prav. Vzdrzˇevanje in varovanje taksˇnega informacijsko-komunikacijskega sis-
tema postaja vse tezˇje. V diplomskem delu smo spoznali sisteme SIEM, kako
delujejo ter njihovo funkcijo v informacijsko-komunikacijskih sistemih. Pre-
gledali smo nekatere obstojecˇe placˇljive in odprtokodne sisteme SIEM. Nato
smo sami implementirali sistem SIEM z uporabo opdrtokodnih orodij. Ta je
dosegel vse zastavljenje zahteve in cilje. Menimo, da je sistem SIEM, ki smo
ga implementirali, uporaben tudi v resnicˇnem informacijsko-komunikacijskem
sistemu. Z implementacijo dodatnih pravil za zaznavanje incidentov in var-
nostnih grozˇenj se lahko priblizˇamo obstojecˇim sistemom SIEM na trzˇiˇscˇu.
Pomanjkljivost nasˇega sistema SIEM je prozˇenje pravil na minutne intervale,
saj program Cron ne omogcˇa prozˇenja na krajˇsih intervalih. Zato sistem
SIEM ne deluje povsem v realnem cˇasu. Prav tako je slabost sinhronizacija
ur na napravah v informacijsko-komunikacijskih sistemih, saj porocˇila vsebu-
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