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This thesis illustrates connections between statistical models for tensors, introduces a
novel linear model for tensors with 3 modes, and implements tensor software in the form
of an R package. Tensors, or multidimensional arrays, are a natural generalization of
the vectors and matrices that are ubiquitous in statistical modeling. However, while ma-
trix algebra has been well-studied and plays a crucial role in the interaction between data
and the parameters of any given model, algebra of higher-order arrays has been relatively
overlooked in data analysis and statistical theory. The emergence of multilinear datasets
- where observations are vector-variate, matrix-variate, or even tensor-variate - only serve
to emphasize the relative lack of statistical understanding around tensor data structures.
In the first half of the thesis, we highlight classic tensor algebraic results and models
used in image analysis, chemometrics, and psychometrics, as well as connect them to
recent statistical models. The second half of the thesis features a linear model that is
based off a recently introduced tensor multiplication. For this model, we prove some of
the classic properties that we would expect from a 3-tensor generalization of the matrix
ordinary least squares. We also apply our model to a functional dataset to demonstrate one
possible usage. We conclude this thesis with an exposition of the software developed to
facilitate tensor modeling and manipulation in R. This software implements many of the
classic tensor decomposition models as well as our own linear model.
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CHAPTER 1
INTRODUCTION
There are two typical paths when one conducts data analysis. The first path is concerned
with making reasonable inference from the data, drawing conclusions about the model that
generated the data, and assessing said conclusions using probability distributions and/or
goodness-of-fit tests. The community that favor this path generally call themselves Statis-
ticians. The second path is more concerned with using the data to build algorithmic ap-
proaches that have the best possible predictive accuracy, preferably out-of-sample ac-
curacy. The community that generally favor this second path call the process Machine
Learning.
These two fields are not exclusive: Statisticians also want to make accurate predictions,
and machine learners (sometimes) care about inferring underlying structure of the data
generative process as well. However, the two camps can be readily distinguished by what
is their primary concern. This is a statistics thesis, but tensor methodology is heavily
used and influenced by image analysis - traditionally a subset of machine learning - where
predictive accuracy in certain tasks (such as facial recognition) is the holy grail. As such,
this thesis aims to contribute something to both communities.
Whether one is looking to do statistical inference or machine learning, one starts with
the data. The shape, size, and source of the data often dictate the appropriate statistical
methodology (or machine learning algorithm). Advances in medical imaging technol-
ogy as well as telecommunication data-collection have ushered in massive datasets that
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make multidimensional data more commonplace. The multidimensional structure of these
datasets give impetus for new techniques that preserve the dimensionality of the data while
still tying into the familiar framework of statistical inference and learning.
This thesis puts together various models used in image analysis under a tensor frame-
work for statistical analysis, introduces a novel regression approach that utilize three-
dimensional datasets, and develops a R package designed to facilitate the usage of tensor
models amongst R users. We also address the issue of shrinkage estimation in light of our
tensor regression model, and demonstrate its applications to functional data analysis.
1.1 Multilinear Data Analysis
Tensor (or multilinear) data analysis first received attention in the 1960s in psychometrics
literature [53, 13, 23]. It was picked up in chemometrics beginning in the 1970s [5] and
since then, tensor methods been heavily developed in that field. See Bro [10] for a recent
exposition into tensor usage in chemometrics. Many papers already exist for cataloging
and surveying the use of tensor techniques, with recent examples such as [28, 30, 39, 55,
20]. In particular, Kolda and Bader [30] gave a very comprehensive list of references of
tensor use, noting how tensor analysis has appeared in fields such as signal processing,
applied mathematics, computer vision, and data mining.
Tensor methodology has recently started to appear in statistical modeling literature as
well, often under the guise of “multidimensional arrays” or “higher-order arrays”. Currie
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et. al. (2006) developed the “General Linear Array Model (GLAM)” for use in multi-
dimensional smoothing [15]. Hoff (2011) [24] combined the tensor framework with a
bayesian estimation scheme to estimate relational data. Zhou et al. (2012) [65] developed
a regression model using tensor inputs and univariate responses, applying it to neuroimag-
ing data. Zhou and Li then showed in [64] (2014) how to incorporate spectral regular-
ization into these tensor models. Another notable development is the Population Value
Decomposition model [14], developed by Crainiceanu et al. (2011). While not directly
using a tensor setup, we believe (and show) that PVD reflects a variant on the general
theme of a class of tensor models.
The tensor framework seems to be the correct way of generalizing the familiar notions
of vectors and matrices. While flattening of the the data (treating one or more of the levels
as simply more observations or more variables) and then applying traditional matrix-based
methods have been proposed and often used [58, 61], methods that do not reduce the
structural integrity of the data often outperform in both model parsimony and predictive
performance [55, 52, 34, 33]. In fact, many of the techniques that have been developed
in lieu of a formal tensor setup are later shown to be special cases of models based on
the tensor structure [52], which further strengthens the claim that tensors are the natural
extension to accommodate the multilinearity of today’s Big Data.
These results, coupled with the rise in tensor usage in machine learning literature -
both data mining [1, 60, 2, 45, 3] and computation [37, 19, 25] - warrant a much more
unified framework for tensor methodology in the statistical community.
Finally, a series of papers by Kilmer et al. [26, 42, 27, 22, 62] put forth a novel way to
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view and analyze tensors. We believe that this formulation of tensor multiplication based
on the circulant convolution provides a new linear framework around tensors that makes
it especially suitable to develop the tensor counterparts to our usual tools of projection,
regression, and asymptotics. Using this novel tensor multiplication, we develop a tensor
regression model that has many of the desirable properties of the Ordinary Least Squares
in the case of matrix input.
1.2 Thesis Overview
The remainder of this thesis is organized as follows:
Chapter 2 will provide the relevant linear and multilinear algebra that will be used. We
start by introducing the notation for the remainder of the thesis in Section 2.1, as well as
the relevant matrix algebra in Section 2.2. We then provide an overview of various matrix
unfolding of tensors in Section 2.3 and two major tensor multiplications in Section 2.4.
We conclude the chapter with a discussion of how the two tensor multiplication differs in
Section 2.5.
Chapter 3 then presents many of the most widely-used tensor decompositions and con-
duct a structural comparison between them and some recent statistical models that have
been introduced outside the tensor context. We cover the CP decomposition in Section
3.1, the more general Tucker decomposition in Section 3.2, Generalized Low Rank Ap-
proximation (GLRAM), Multilinear Principal Component Analysis (MPCA), and 2d PCA
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in Section 3.3, the Population Value Decomposition (PVD) in Section 3.4, and the Tensor
Singular Value Decomposition (T-SVD) in Section 3.5.
Chapter 4 is a brief survey of multilinear tensor regression models. We cover the
Tensor Regression model in Section 4.1, the Generalized Linear Array Model in Section
4.2, and end by introducing the Multilinear Normal Distribution in Section 4.3.
We motivate a novel linear model for tensors with 3 modes in Chapter 5. We first
introduce the model setup in Section 5.1, then provide some algebraic results for tensors
with 3 modes in Section 5.2. We then derive the least squares estimator for our model in
Section 5.3 and provide an efficient FFT-based estimation algorithm in Section 5.4. We
end the chapter by applying our model to a functional dataset in Section 5.5 and discussing
next steps in Section 5.6.
In Chapter 6, we give a detailed look at the software we designed for tensor modeling
and manipulation. In Section 6.1 we first provide an overview of available tensor software
across multiple computing platforms. We then introduce rTensor, our own R [47] pack-
age in Section 6.2. We discuss our choice of the S4 Class for rTensor in Section 6.3.
In Section 6.4, we show how to create a tensor and convert from other objects. In Section
6.5, we show how to unfold a Tensor object as well as perform tensor multiplication. In
Section 6.6, we demonstrate the various tensor decompositions available in our software,
and finally in Section 6.7, we demonstrate the operations specific to tensors of 3 modes.
We conclude the thesis in Chapter 7 with a summary of contributions in Section 7.1
and suggestions for future research in Section 7.2.
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CHAPTER 2
TENSOR ALGEBRA
2.1 Definitions and Notation
Tensors are also known as multidimensional arrays or higher-order arrays. The modes
of a tensor correspond to the dimensions of a multidimensional array. Decompositions of
higher-order tensors are often called multiway analysis or multilinear models. We now
give a mathematical definition.
Defintion 1. A tensor with K modes over a field F (denoted K-tensorF) is an arranged
array of numbers, where each number is a scalar from F. The modes of a K-tensorF are
the extents or dimensions of the tensor.
In this thesis we are primarily concerned with F = R, although there are a few instances
where F = C. In those instances the distinction will be clear, so we will assume that F = R
and drop the subscript for notational simplicity from now on.
Let K denote the number of modes for a tensor, and let n1 × n2 × . . . × nK denote the
modes or the extents associated with a K-tensor. Let nk specify the extent of the tensor
along the kth mode, and let ik denote the kth index such that 1 ≤ ik ≤ nk, 1 ≤ k ≤ K.
We denote a tensor with K ≥ 3 modes using the \mathcal calligraphy font, e.g.
X ∈ Rn1×n2×...×nK is a K-tensor. We denote matrices (2-tensor) using non-bolded capital
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letters, e.g. X ∈ Rn1×n2 . We denote vectors (1-tensors) using bolded lower case letters, e.g.
x ∈ Rn1 and scalars (0-tensors) using non-bolded lower case letters, e.g. x ∈ R.
Since we work mostly with 3-tensors in this thesis, it is also beneficial to define the
following. Let a slice of X ∈ Rn1×n2×n3 be a matrix obtained by fixing one index of X and
leaving the remaining two free. Let a tube of X be a vector obtained by fixing two indices
and leaving one free. Denote free indices using : and subsetting operations of a tensor
using brackets following the tensor.
For instance, X[:, :, 1] is the first slice of X along the third mode, and X[:, 5, :] is the
fifth slice of X along the second mode. Also X[:, 3, 4] is a vector obtained by fixing n2 = 3
and n3 = 4.
Figure 2.1: This cuboid helps to visualize a 3-tensor X ∈ R5×10×3, with each small cube
containing a scalar in R.
The Frobenius norm of X ∈ Rn1×n2×...×nK extends the matrix case in the usual manner:
||X||2F :=
n1∑
i1=1
n2∑
i2=1
. . .
nK∑
iK=1
x2i1,...,iK .
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The inner product between two tensors of the same modes also extends the matrix
case in the usual manner. Let X,Y ∈ Rn1×n2×...×nK , then
〈X,Y〉 :=
√
n1∑
i1=1
n2∑
i2=1
. . .
nK∑
iK=1
xi1,...,iKyi1,...,iK .
Addition and subtraction are defined element-wise for tensors of the same modes.
That is, given X,Y ∈ Rn1×n2×...×nK :
(X ±Y)i1,...,iK := Xi1,...,iK ± Yi1,...,iK , , 1 ≤ ik ≤ nk, 1 ≤ k ≤ K.
Note that although these definitions have been provided for real-valued tensors,
complex-valued tensors also have the same properties.
2.2 Relevant Matrix Algebra
In this section, we provide formal definitions for the matrix operations and structures that
play crucial roles in understanding tensor operations from a matrix perspective.
Defintion 2. If A ∈ Rn1×n2 and B ∈ Rn3×n4 , then the Kronecker product of A and B is:
A ⊗ B =

a11B a12B . . . a1n1B
a21B a22B . . . a2n1B
...
...
...
...
am11B am12B . . . am1n1B

∈ Rn1n3×n2n4 .
8
Now if A, B had the same number of columns (i.e. n = n2 = n4), then the Khatri-Rao
product of A and B is defined to be the column-wise Kronecker product:
A  B =
[
a1 ⊗ b1 . . . an ⊗ bn
]
∈ Rn1n3×n.
Finally if A, B had the exact same dimensions (i.e. m = n1 = n3, n = n2 = n4), then the
Hamadard product of A and B is defined to be the element-wise product:
A ∗ B =

a11b11 . . . a1nb1n
...
...
...
am1bm1 . . . amnbmn
 ∈ R
m×n.
We also define another special matrix structure known as the circulant matrix that is
relevant for both tensor decompositions and regression. A circulant matrix A ∈ Rn×n is a
special type of Topelitz matrix where each column of A can be obtained by shifting the
previous column down one value.
Defintion 3. A circulant matrix A ∈ Rn×n is a square matrix fully specified by a vector of
length n, v =
(
v1 v2 v3 . . . vn
)T
:
A = circ(v) =

v1 vn vn−1 . . . v2
v2 v1 vn . . . v3
v3 v2 v1 . . . v4
...
...
...
. . .
...
vn vn−1 vn−2 . . . v1

The circulant matrix has the special property that it can be diagonalized by the Discrete
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Fourier Transform (DFT), a widely used transform. We use the definition from a classical
text [9].
Defintion 4. Let v =
(
v1 v2 v3 . . . vn
)
∈ Rn, then the Discrete Fourier Transform of v
is the sequence f ∈ Rn, where
f j =
n−1∑
k=0
vke−i2pi jk/n.
The Fast Fourier Transform (FFT), denoted fft(v), computes the DFT quickly and effi-
ciently. The FFT of v can also be seen as a left multiplication by the Vandermonde matrix
Fn =

ω0·0n ω
0·1
n . . . ω
0·(n−1)
n
ω1·0n ω
1·1
n . . . ω
1·(n−1)
n
...
...
. . .
...
ω(n−1)·0n ω
(n−1)·1
n . . . ω
(n−1)·(n−1)
n

,
where ωn = e−i2pi/n. The inverse FFT, denoted iff(f), can be seen as a left multiplication
by the complex conjugate of Fn, which we denote F∗n. Hence we have f j = (Fn · v) j and
v j = (F∗n · f) j.
A circulant matrix A specified by v ∈ Rn can be diagonalized by Fn as follows:
F∗n · A · Fn =
1
n

f1
f2
. . .
fn

Now with a series of matrices A1, A2, . . . , An, we can similarly construct a block circu-
lant matrix by shifting down 1 matrix at a time for each block.
10
Defintion 5. A block circulant matrix A ∈ Rn1n3×n2n3 is fully specified by a series of n3
matrices A1, A2, . . . , An3 , each A j ∈ Rn1×n2:
A =

A1 An3 An3−1 . . . A2
A2 A1 An3 . . . A3
A3 A2 A1 . . . A4
...
...
...
. . .
...
An3 An3−1 An3−2 . . . A1

.
Similar to the circulant matrix, the block circulant matrix can be block diagonalized
by Fn [27]:
(F∗n3 ⊗ In1) · A · (Fn3 ⊗ In2) =
1
n

D1
D2
. . .
Dn3

,
where each D j ∈ Cn1×n2 has a special structure that is discussed in more depth in Section
2.4.2.
2.3 Tensor Unfolding
For K ≥ 3, it is often useful to be able to represent a K-tensor as a matrix or as a vector,
especially as a first step in defining a tensor multiplication. This representation is often
called unfolding or flattening. As we will see in Section 2.4, tensor unfolding allows us to
define tensor products using familiar matrix operations. In this section, we first elaborate
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on the tensor unfolding operations that have been used predominantly in tensor analysis,
and then describe a general way of thinking about tensor unfolding that connects these
seemingly disparate operations.
First consider the vector representation of a K-tensor, which is simply a stacking of the
K-tensor element-wise into a n1n2 . . . nK vector. A useful convention is to allow the last
index to vary the fastest and the first index to vary the slowest. This prompts the following
natural definition.
Defintion 6. For a X ∈ Rn1×n2×...×nK , the vectorization of X, denoted vec(X), is the opera-
tion that creates a vector of length n1n2 . . . nK from the elements of X, ordered according
to the convention that allows ia to vary faster than ib for K ≥ a > b ≥ 1.
For instance, for a 3-tensor X ∈ Rn1×n2×n3 ,
vec(X) =

x111
x112
...
x121
x122
...
xn1n2n3

∈ Rn1n2n3 .
Now consider how a general K-tensor can be represented in matrix form. One defi-
nition that has prevailed in earlier tensor literature is the k-mode matricization/unfolding
[28].
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Defintion 7. For X ∈ Rn1×n2×...×nK , denote X(k) ∈ Rnk×
∏
j,k n j to be the k-mode unfolding.
X(k) is a mapping from the (i1, i2, . . . , iK)th element to the (ik, j)th element of the resulting
matrix, where
j = 1 +
K∑
p,k
(ip − 1)Jp, with Jp =
p−1∏
q,k
nq,
ordered according to the convention that allows ia to vary faster than ib for K ≥ a > b ≥ 1.
The convention in the permutation of the indices {n1, . . . , nk−1, nk+1, . . . , nK} is consis-
tent to the convention from the vec(·) operation. For a 3-tensor, there are three k-mode
unfoldings, denoted X(1), X(2), and X(3), all of which are demonstrated in Figure 2.2.
Figure 2.2: 1-mode, 2-mode, and 3-mode unfoldings for a 3-tensor X ∈ Rn1×n2×n3 .
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Kilmer et. al. proposed another tensor unfolding known as the matvec(·) operation
[27]. Similar to how vec(·) of a matrix stacks its columns to form a vector, matvec(·) of
a 3-tensor stacks the slices (2-tensors) along the third mode and stacks them to form a
matrix.
Defintion 8. For X ∈ Rn1×n2×n3 , let X j := X[:, :, j], j = 1, . . . , n3, then the matrix vector-
ization of X, denoted matvec(X), is
matvec(X) =

X1
...
Xn3
 ∈ R
n1n3×n2 .
The matvec is more explicitly illustrated in Figure 2.3.
14
Figure 2.3: matvec(X) for X ∈ Rn1×n2×n3 which results in a n1n3 × n2 matrix,
While matvec(·) is also defined for general K-tensors[42], it does not result in a matrix,
so we do not elaborate on that in this paper.
We now define a more general way of considering tensor unfolding which provides
additional insight into the differences between the matvec(·) and k-mode unfolding. We
first define a K-tensor generalization of a tube.
Defintion 9. For any X ∈ Rn1×n2×...×nK , let the k-mode vectors be the vectors indexed by
all indices except ik. There are n1n2 . . . nk−1nk+1 . . . nK vectors of length nk along the k-th
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mode. Denote these as
X[i1, . . . , ik−1, :, ik+1, . . . , iK] ∈ Rnk , 1 ≤ i j ≤ nk, 1 ≤ k ≤ K.
We can now define the row/column space unfolding of a tensor.
Defintion 10. The row space unfolding of X in the mode k, denoted unfoldRS (·, k), is
the stacking of all k-mode vectors of X as columns in the resulting matrix. Similarly, the
column space unfolding of X in the mode k, denoted unfoldCS (·, k), is the stacking of all
k-mode vectors as rows in the resulting matrix. For any X ∈ Rn1×n2×...×nK ,
unfoldRS (X, k) ∈ Rnk×(
∏
j,k n j), and
unfoldCS (X, k) ∈ R(
∏
j,k n j)×nk .
Furthermore, (unfoldRS (X, k))T = unfoldCS (X, k).
As an example, consider X ∈ R3×4×5; the row space unfoldings are:
unfoldRS (X, 1) =
[
X[:, 1, 1] X[:, 1, 2] . . . X[:, 1, 5] X[:, 2, 1] . . . X[:, 4, 5]
]
︸                                                                                ︷︷                                                                                ︸
20 columns vectors of length 3
unfoldRS (X, 2) =
[
X[1, :, 1] X[1, :, 2] . . . X[1, :, 5] X[2, :, 1] . . . X[3, :, 5]
]
︸                                                                                ︷︷                                                                                ︸
15 columns vectors of length 4
unfoldRS (X, 3) =
[
X[1, 1, :] X[1, 2, :] . . . X[1, 4, :] X[2, 1, :] . . . X[3, 4, :]
]
︸                                                                                ︷︷                                                                                ︸
12 columns vectors of length 5
,
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and the columns space unfoldings are:
unfoldCS (X, 1) =

X[:, 1, 1]T
X[:, 1, 2]T
. . .
X[:, 1, 5]T
X[:, 2, 1]T
. . .
X[:, 4, 5]T
︸        ︷︷        ︸
20 row vectors of length 3
unfoldCS (X, 2) =

X[1, :, 1]T
X[1, :, 2]T
. . .
X[1, :, 5]T
X[2, :, 1]T
. . .
X[3, :, 5]T
︸        ︷︷        ︸
15 row vectors of length 4
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unfoldCS (X, 3) =

X[1, 1, :]T
X[1, 2, :]T
. . .
X[1, 4, :]T
X[2, 1, :]T
. . .
X[3, 4, :]T
︸        ︷︷        ︸
12 row vectors of length 5
.
These two definitions allow us to better juxtapose the k-mode unfolding of a 3-tensorX
and the matvec(·), since the former is exactly the same as the row space unfolding in the kth
mode while the latter is exactly the same as column space unfolding in the second mode.
Hence, the main difference between these two unfolding operations can be attributed to
whether we stack the k-mode vectors as rows or columns.
The folding operations, which invert these unfold operations, are defined through the
unfolding themselves. It is important to note that the foldings operate on any arbitrary
matrix, so it becomes necessary to specify the exact modes of the resulting tensor.
Defintion 11. Let the folding operation of matrices into tensors as the inverse operations
to the corresponding tensor unfolding, and let mn =
∏K
k=1 nk. The row space folding of a
matrix in the mode k for X ∈ Rm×n is
foldRS (X, k, n1 × n2 × . . . × nK) = X ∈ Rn1×n2×...×nK ,
where X = unfoldRS (X, k). Similarly, define columnn space folding of X ∈ Rm×n to be
foldCS (X, k, n1 × n2 × . . . × nK) = X ∈ Rn1×n2×...×nK ,
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where X = unfoldCS (X, k).
Another way to explicitly represent these tensor unfoldings is with the use of basis
vectors and Kronecker notation. First let e j ∈ R1×n be the jth column unit basis vector of
length n and eTj ∈ Rn×1 be the row unit basis vector of length n. For notational convenience,
we dropped the length of the basis vectors where it is unambiguous to do so.
Now any matrix X ∈ Rn1×n2 can be written as a sum of its scalar elements:
X =
n1∑
i=1
n2∑
j=1
(ei ⊗ eTj )Xi j.
Furthermore, we can now write down the vec(X) ∈ Rn1n2 as
vec(X) =
n1∑
i=1
n2∑
j=1
(ei ⊗ e j)Xi j.
We see that the row and column basis vectors allow us to explicitly “pick off” the individual
elements of the matrix and re-arrange them.
Now for X ∈ Rn1×n2×n3 , we can use these to explicitly write down the three k-mode
unfoldings of the 3-tensor:
X(1) =
n1∑
i=1
n2∑
j=1
n3∑
k=1
(ei ⊗ eTj ⊗ eTk )Xi jk
X(2) =
n1∑
i=1
n2∑
j=1
n3∑
k=1
(eTi ⊗ e j ⊗ eTk )Xi jk
X(3) =
n1∑
i=1
n2∑
j=1
n3∑
k=1
(eTi ⊗ eTj ⊗ ek)Xi jk,
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as well as the matvec(·) and vec(·):
matvec(X) =
n1∑
i=1
n2∑
j=1
n3∑
k=1
(ei ⊗ eTj ⊗ ek)Xi jk,
vec(X) =
n1∑
i=1
n2∑
j=1
n3∑
k=1
(ei ⊗ e j ⊗ ek)Xi jk.
This extends to general K-tensors and the row/column space definition as well:
unfoldRS (X, k) =
n1∑
i1=1
n2∑
i2=1
. . .
nK∑
iK=1
(eTi1 ⊗ eTi2 ⊗ . . . ⊗ eTik−1 ⊗ eik ⊗ eTik+1 ⊗ . . . eTiK )Xi1,...,iK
unfoldCS (X, k) =
n1∑
i1=1
n2∑
i2=1
. . .
nK∑
iK=1
(ei1 ⊗ ei2 ⊗ . . . ⊗ eik−1 ⊗ eTik ⊗ eik+1 ⊗ . . . eiK )Xi1,...,iK
vec(X) =
N1∑
i1=1
N2∑
i2=1
. . .
NK∑
iK=1
(ei1 ⊗ ei2 ⊗ . . . ⊗ eik)Xi1,...,iK
2.4 Tensor Multiplication
In this section, we discuss two prevailing definitions of tensor products - the k-mode mul-
tiplication and the t-product - and illustrate the crucial differences.
2.4.1 k-mode Product
We start with the definition.
Defintion 12. The k-mode product specifies multiplication between a K-tensor X ∈
Rn1×n2×...×nK and a matrix M ∈ RJ×nk , where nk is the k mode for X [28]. The result is
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a K-tensor in Rn1×...×nk−1×J×nk+1×...×nK . This is defined element-wise to be:
(X ×k M)i1,...,ik−1, j,ik+1,...,iK =
nk∑
ik=1
Xi1,...,iKM j,ik .
As the name suggests, this product definition is closely related to the k-mode unfolding.
In fact:
Y = X ×k M ⇔ Y(k) = M · X(k),
where · denotes the usual matrix multiplication.
In other words, we can think about the k-mode product as a left matrix multiplication
onto the k-mode vectors: each k-mode vector of the resulting tensor Y is a result of a
matrix-vector multiplication between M and the corresponding k-mode vector of X. Note
that if M is a vector (i.e. J = 1), then each k-mode vector of Y is the result of an inner
product between two vectors, and Y will have nk = 1 and is essentially a (K − 1)-tensor.
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Figure 2.4: k-mode product of X ∈ Rn1×n2×n3 and matrices Mk ∈ RJk×nk . The result is
Y ∈ RJ1×J2×J3 .
Also note that if X ∈ Rn1×n2 were a matrix, then the k-mode product between X and
M1 ∈ RJ1×n1 ,M2 ∈ RJ2×n2 is equivalent to the following matrix products:
X ×1 M1 = MT1 · X ∈ RJ1×n2
X ×2 M2 = X · M2 ∈ Rn1×J2
The k-mode product serves as the basis for many tensor decompositions and regression
models, including the Tucker decomposition and the CP decomposition. It also bears
mentioning that the Kronecker product permits a matrix view of the product between a
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general K-tensor and a list of matrices [28]:
Y = X ×1 M1 ×2 M2 . . . ×K MK
⇔Y(k) = Mk · X(k) · (MK ⊗ . . . ⊗ Mk+1 ⊗ Mk−1 . . . ⊗ M1)T
For more properties of the k-mode product, see [28].
2.4.2 t-Product
While the k-mode product defines multiplication between a tensor and a matrix, it does
not provide a natural way to multiply two 3-tensors. To this end, the t-product has recently
been proposed by [27]. We believe this latter tensor product shows great promise in its
applicability to statistical modeling and regression. Prior to exploration of the t-product,
however, we need to recall the block circulant matrix structure from Section 2.2.
We can couple the block circulant structure with the matvec(·) operation to create a
block circulant matrix using the slices of a 3-tensor along mode 3. Let X ∈ Rn1×n2×n3 , then:
circ(matvec(X)) =

X1 Xn3 Xn3−1 . . . X2
X2 X1 Xn3 . . . X3
X3 X2 X1 . . . X4
...
...
...
. . .
...
Xn3 Xn3−1 Xn3−2 . . . X1

,
where X j = X[:, :, j] is defined to the the jth slice of X along mode 3. Furthermore, this
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means that for X ∈ Rn1×n2×n3 ,
(F∗n3 ⊗ In1) · circ(matvec(X)) · (Fn3 ⊗ In2) = diag(D1, . . . ,Dn3),
where Fn is the nth order discrete Fourier transform matrix and D j ∈ Cn1×n2 . It is important
to note that D j = D[:, :, j], where D ∈ Rn1×n2×n3 is created via n1 × n2 FFT’s: D[i1, i2, :] =
Fn3(X[i1, i2, :]). The t-product is defined via the block circulant structure and the matvec(·)
operator and allows for a direct multiplication of two 3-tensors.
Defintion 13. For A ∈ Rn1×n2×n3 and B ∈ Rn2×L×n3 , the t-product is A ∗ B ∈ Rn1×L×n3 ,
where the matvec(A ∗ B) is a result of matrix multiplication:
matvec(A ∗ B) = circ(matvec(A)) · matvec(B)
=

A1 An3 An3−1 . . . A2
A2 A1 An3 . . . A3
A3 A2 A1 . . . A4
...
...
...
. . .
...
An3 An3−1 An3−2 . . . A1

·

B1
B2
B3
...
Bn3

∈ Rn1n3×L. (2.1)
Here A j = A[:, :, j], B j = B[:, :, j] are the jth slices ofA and B along mode 3 respectively.
To get the tensor A ∗ B, we simply have to fold matvec(A ∗ B) using the inverse folding
for matvec(·). Since we noted that the matvec(·) operation is equivalent to unfoldCS (·, 2),
then we haveA ∗ B = foldCS (matvec(A ∗ B), 2, n1 × L × n3).
From the definition of the t-product, we can see that each mode-3 slice of the resulting
tensor A ∗ B is given by a sum of products of the mode-3 slices of A and B. In fact,
the t-product A ∗ B defines a linear map that takes B ∈ Rn2×L×n3 to Rn1×L×n3 [42]. It also
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allows the extension of familiar linear algebra concepts such as the transpose, orthgonality,
nullspace, and range. For detailed accounts of these properties, refer to [27]. When n3 = 1,
we get back the usual matrix multiplication.
For general K-tensors, where K ≥ 4, the t-product is extended in [42] to be defined
recursively with the base case being the 3-tensor t-product. For instance, for 4-tensors
A ∈ Rn1×n2×n3×n4 ,B ∈ Rn3×L×n3×n4 , we have
A ∗ B := foldCS (

A1 An3 An3−1 . . . A2
A2 A1 An3 . . . A3
A3 A2 A1 . . . A4
...
...
...
. . .
...
An3 An3−1 An3−2 . . . A1

∗

B1
B2
B3
...
Bn3

) ∈ Rn1×L×n3×n4 ,
where each A j ∈ Rn1×n2×n3 and B j ∈ Rn2×L×n3 are the jth sub-tensors of A and B along
the 4th mode respectively, and Ai ∗ B j is defined as in Equation 2.1, ∀i, j ∈ {1, . . . , n4}.
Once again, the t-product has the characteristic that every sub-tensor of B is hit by every
sub-tensor ofA.
Our earlier note regarding the DFT block-diagonalization plays a crucial role in in-
creasing the computation efficiency of the t-product, as it reduces both time and storage
costs. Using the DFT, one does not need to construct the full block circulant matrix from
A in the operationA ∗ B, as shown below.
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Algorithm 1 t-Product for 3-Tensors
input :A ∈ Rn1×n2×n3 , B ∈ Rn2×L×n3
for i1 = 1, . . . , n1 do
for i2 = 1, . . . , n2 do
A˜[i1, i2, :] = fft(A[i1, i2, :])
end
for i2 = 1, . . . , L do
B˜[i1, i2, :] = fft(B[i1, i2, :])
end
end
for j = 1, . . . , n3 do
C˜[:, :, j] = A˜[:, :, j] · B˜[:, :, j]
end
for i1 = 1, . . . , n1 do
for i2 = 1, . . . , L do
C[i1, i2, :] =ifft(C[i1, i2, :])
end
end
output : C = A ∗ B ∈ Rn1×L×n3
The DFT block-diagonalization technique also makes tensor decompositions involv-
ing the t-product much more efficient. Note however, that the the DFT transform is not
necessary in the definition of t-product; it is only a computation aid to increase both speed
and storage efficiency of the operation.
2.5 Linear versus Multilinear
A natural question to ask about the two different tensor products defined above is how do
they differ? Aside from the obvious structural differences between the two, the crucial
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distinction is that while the t-product defines a linear map for a K-tensor, the k-mode
product defines a multilinear map [27] for a list of matrices.
To be explicit, consider the case where K = 3. The t-product between A ∈ Rn1×n2×n3
and B ∈ Rn2×L×n3 defines a linear map Rn2×L×n3 7→ Rn1×L×n3 via the operationA ∗ B. When
n3 = 1, then the t-product reduces to the usual matrix product between A ∈ Rn1×n2 and
B ∈ Rn2×L, which is a linear map for Rn2×L 7→ Rn1×L via the operation A · B.
On the other hand, a multilinear map takes multiple arguments and is linear in each of
the argumentsseparately. The k-mode product betweenA ∈ Rn1×n2×n3 and a list of matrices
Mk ∈ RJk×nk , 1 ≤ k ≤ 3, defines a map that is linear in each RJk×nk 7→ RJk×
∏
j,k n j separately
via a change of basis onA×k Mk.
A consequence of this distinction is that the k-mode product treats all the modes of
the original tensor in exactly the same way, while t-product does not; the ordering of the
modes on the 3-tensor matters for the t-product. This should not be surprising as ordering
also matters when it comes to matrix multiplication. As we will see in the next section,
both the t-product and the k-mode product facilitate decomposition models for tensors, by
allowing “lower rank approximations” of tensors similar to the matrix versions. However,
only the t-product will allow us to construct a linear model using tensors, while the k-mode
product is meant to construct multilinear models.
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CHAPTER 3
TENSOR DECOMPOSITIONS
In this chapter, we describe and contrast notable tensor decompositions. These decom-
position models represent the bulk of the tensor methodology used in facial recognition,
data-mining, and statistical analysis of image populations.
Tensor decompositions have been predominantly multilinear, and we start with these
more traditional decompositions. In Section 3.1 we discuss the CP decomposition, which
introduced the notion of a tensor rank. In Section 3.2 we discuss the more general Tucker
decomposition, which encompasses CP as a special case. In Section 3.3 and Section
3.4, we discuss two matrix-based models that actually have intimate connections with the
Tucker model. Finally, in Section 3.5, we discuss Tensor Singular Value Decomposition
(T-SVD) [27], a novel method based on the t-product, as well as related Tensor approxi-
mation schemes. Whereas the family of Tucker models decomposes a higher-order tensor
into a higher-order core and factor matrices for each mode, the T-SVD decomposes into
multiple higher-order tensors.
3.1 CP
The CP decomposition stemmed independently from psychometrics [13] and chemomet-
rics [10], where the same method was separately named Canonical Decomposition (CAN-
DECOMP) and Parallel Factors (PARAFAC). We first describe the related concept of ten-
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sor rank.
A K-tensor X ∈ Rn1×n2×...×nK is called rank-1 if it can be expressed as an outer product
of K vectors. It is called rank-r if it can be expressed as a sum of r rank-1 K-tensors:
X =
r∑
`=1
v1` ◦ v2` . . . ◦ vK`, where vk` ∈ Rnk , 1 ≤ ` ≤ r, 1 ≤ k ≤ K.
For matrices, the well-known Eckhart Young Theorem provides the existence and form of
an optimal lower-rank approximation. However, this type of result has been shown not to
generalize to K-tensors for K ≥ 3 [29].
Fortunately, the CP decomposition provides an approximation of X using a rank-r
tensor Xˆ, where r is given a priori. The goal is then to construct a rank-r tensor that
minimizes the Frobenius norm of the difference between X and Xˆ:
min
all uk`
||X − Xˆ||F , where
Xˆ =
r∑
`=1
v1` ◦ v2` . . . ◦ vK` (3.1)
=
r∑
`=1
λ` · u1` ◦ u2` . . . ◦ uK`, uk` = vk`||vk`|| (3.2)
= Λ ×1 U1 ×2 U2 ×3 . . . ×K UK , where (3.3)
Uk =
[
uk1 uk2 . . . ukr
]
∈ Rnk×r, 1 ≤ k ≤ K,
and
Λ ∈ Rr×r×r
is a 3-tensor that contains the lambdas on the super-diagonal and 0 everywhere else, as
seen in Figure 3.1.
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The equivalence of lines (3.1) and (3.2) are due to the fact that each uk` vector is vk`
normalized by its norm with the norm information stored in the λr’s. Furthermore, we
can store the uir vectors as a factor matrix Uk for each k = 1, . . . ,K [32], leading to the
form in line (3.3). Note that here the Uk matrices are not orthogonal. This relationship is
illustrated for a 3-tensor below in Figure 3.1.
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Figure 3.1: CP Decomposition for a X ∈ Rn1×n2×n3 . The first part shows a representa-
tion using a sum of rank-1 tensors. The second part shows a representation using factor
matrices.
A large body of literature has been devoted to obtaining Xˆ with various possible solu-
tions ranging from iterative to closed-formed [33, 32, 11, 51]. Some methods also exist to
estimate r and Xˆ simultaneously [11].
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We consider the basic iterative procedure known as alternating least squares (ALS),
as described in [28]. ALS for a 3-tensor proceeds with choosing some starting values
for matrices U1,U2,U3. Then at each iteration, we hold two of these matrices fixed and
minimize ||X−Xˆ||F with respect to the third matrix, then repeat across the other two modes.
For instance, if we hold U2,U3 constant then U1 has a closed form best approximation:
Set Xˆ(1) = U1 · Λ(1) · (U3 ⊗ U2)T
Setting
∂(||X − Xˆ||F)
∂U1
= 0⇒
Uˆ1 = Xˆ(1) · [(U3 ⊗ U2)T ]†
= Xˆ(1) · (U3  U2) · (UT2U2 ∗ UT3U3)†,
where † denotes the Moore-Penrose Pseudoinverse, This process is then repeated for
each of the two other modes to find Uˆ2 and Uˆ3. The algorithm exploits connections be-
tween the Kronecker and both the Khatri-Rao () and Hamadard (∗) products of matrices
[28, 55]. A usual convergence criterion is when there is a small enough difference be-
tween successive ||X − Xˆ||, but there is no guarantee that CP using ALS will convergence
to a global minimum. This procedure is provided in rTensor [36] for X ∈ Rn1×n2×...×nK .
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Algorithm 2 CP using Alternating Least Squares (CP-ALS)
input : X ∈ Rn1×n2×...×nK , and desired rank r.
initialize: U1, . . . ,UK random matrices
while Not Converged do
for k = 1, . . . ,K do
H ← UT1U1 ∗ UT2U2 ∗ . . . ∗ UTk−1Uk−1 ∗ UTk+1Uk+1 . . . ∗ UTKUK
Uk ← X(k) · (UK  UK−1  . . .  Uk+1  Uk−1 . . .  U1) · H†
[λ1, . . . , λr]← norms of columns of Uk
end
end
output : scalars λ1, . . . , λr, factor matrices U1, . . . ,UK , each Uk ∈ Rnk×r
3.2 Tucker
The Tucker decomposition [53, 32] is still based on the idea of obtaining the best approx-
imation of X, but relaxing the constraint that Xˆ must be expressed as a sum of r rank-1
tensors. Instead, the Tucker decomposition constructs Xˆ to approximate X ∈ Rn1×n2×...×nK
using a reduced core tensor G ∈ Rr1×...×rK and K factor matrices, each of rank rk ≤ nk,
k = 1, . . . ,K:
Xˆ = G ×1 U1 ×2 U2 ×3 . . . ×K UK .
If this looks similar to the CP, it is because the CP decomposition can be seen as the
Tucker decomposition with all the ranks equal, (i.e. r = r1 = . . . = rK) [28]. The gen-
eral Tucker decomposition does not give a unique solution, however, so certain constraints
must be placed on the factor matrices to ensure uniqueness. In this paper, we focus on
Higher Order Orthogonal Iteration (HOOI) [33], which constrains the factor matrices to
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be orthogonal, thus resulting in a unique solution.
Before we demonstrate HOOI, we first discuss the very much related higher-order
singular value decomposition (HOSVD) provided by the seminal paper by Lathauwer et.
al. [33]. HOSVD decomposes a K-tensor X ∈ Rn1×n2×...×nK as follows:
X = G ×1 U1 ×2 U2 ×3 . . . ×K UK ,
where each square matrix Uk ∈ Rnk×nk is orthogonal and the core tensor G ∈ Rn1×n2×...×nK
has the special property that for any k, 1 ≤ k ≤ K, it is
• all-orthgonal: 〈Gik=α,Gik=β〉 = 0 for any α , β, and
• ordered: ||Gik=1||F ≥ ||Gik=2||F ≥ . . . ||Gik=nk ||F .
For 3-tensors, all-orthogonality of G means that for any of the three modes, any two
matrix slices with different indices along that mode has an inner-product of 0. While one
might expect the core tensor G to have some sort of diagonal structure, that is not the case
here.
The corresponding algorithm to compute the HOSVD illustrates its crucial connection
between the k-mode unfolding: for each k-mode unfolding, perform a matrix SVD for X(k)
so that X(k) = UkΣkVTk . Now we can simply define G := X ×1 UT1 ×2 UT2 . . . ×K UTK , then
G(k) = UTn · X(k) · (UTK ⊗ . . . ⊗ UTk+1 ⊗ UTk−1 ⊗ . . . ⊗ UT1 )T
⇒ X(k) = Uk · G(k) · (UK ⊗ . . . ⊗ Uk+1 ⊗ Uk−1 ⊗ . . . ⊗ U1)T
⇒ X = G ×1 U1 ×2 U2 ×3 . . . ×K UK ,
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giving us the HOSVD. The following algorithm is implemented in rTensor [36].
Algorithm 3 Higher-Order Singular Value Decomposition (HOSVD)
input : X ∈ Rn1×n2×...×nK .
for k = 1, . . . ,K do
Uk ← left orthogonal matrix of the SVD of X(k)
end
G ← X ×1 UT1 ×2 UT2 ×3 . . . ×K UTK
output : core tensor G ∈ Rn1×n2×...×nK , orthgonal factor matrices U1, . . . ,UK , each
Uk ∈ Rnk×nk
The key concept here that allows us to obtain a Tucker decomposition from HOSVD
is that if we truncate each Uk to its first rk columns for each 1 ≤ k ≤ K, then we would
end up with an approximation ofX. Successive iterations of this alternating truncation and
SVD for all the modes will give us a locally optimized approximation Xˆ. This is known
as the higher-order orthogonal iteration (HOOI) [33] and provides an iterative scheme to
find the Tucker decomposition with orthogonality constraints.
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Algorithm 4 Orthogonal Tucker Alternating Least Squares (HOOI)
input : X ∈ Rn1×n2×...×nK , and desired ranks r1, . . . , rK .
initialize: U1, . . . ,UK via HOSVD
while Not Converged do
for k = 1, . . . ,K do
Y ← X ×1 UT1 ×2 . . . ×k−1 UTk−1 ×k+1 UTk+1 . . . ×K UTK
Uk ← rk leading singular vectors of Y(k)
end
end
G ← X ×1 UT1 ×2 . . . ×K UTK
output : core tensor G ∈ Rr1×...×rK , factor matrices with orthogonal columns
U1, . . . ,UK , each Uk ∈ Rnk×rk
Note that in many modified versions of HOOI, the truncated HOSVD only serves as
an initial value. Successive iterations do not require a full SVD at each mode for the
matricized tensor, but only some scheme to minimize
||X − G ×1 U1 ×2 . . . ×k−1 Uk−1 ×k+1 Uk+1 . . . ×K UK ||F ,
for 1 ≤ k ≤ K. See [28, 55, 33, 32].
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Figure 3.2: Tucker Decomposition for X ∈ Rn1×n2×n3 , resulting in factor matrices with
orthogonal columns Uk ∈ Rnk×rk , k = 1, 2, 3 and an all-orthgonal core tensor G ∈ Rr1×r2×r3 .
By allowing the specification of the ranks r1, . . . , rK , Tucker offers more flexibility than
CP in the amount of truncation along each mode of X. Furthermore, with HOOI, we are
also given orthogonal factor matrices. These properties makes HOOI a much more attrac-
tive statistical model than CP, and have lead to a number of statistical tensor regression
methods, as we will see in Chapter 4.
It is important to note that in the absence of truncation, the Tucker decomposition (with
orthogonality constraints) can be viewed as just the HOSVD and therefore does not require
an iterative algorithm to obtain the factor matrices Uk’s. The core tensor G is therefore not
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compressed and will still be of size n1 × n2 × . . . × nK . Since tensor decompositions are
often used to compress large tensors, this does not seem very practical. It does, however,
give us a way to compare the structural changes across many different methods, as we will
see in the following sections.
3.3 GLRAM, MPCA, & 2dPCA
In this section, we discuss several statistical models that are unified under the Tucker
framework. While some of these models explicitly use tensor notation and methodology,
others use a series of matrices as inputs.
The Generalized Low Rank Approximate of Matrices (GLRAM) [59] belongs in the
latter category. For a series of matrices of the same size, M1, . . . ,Mn3 ∈ Rn1×n2 , GLRAM
constructs orthogonal matrices L ∈ Rn1×r1 ,R ∈ Rn2×r2 and a series of core matrices G j ∈
Rr1×r2 to minimize the quantity
n3∑
j=1
||M j − L · G j · RT ||2F . The parameters r1 and r2 would
also need to be given a priori.
The series of images GLRAM takes as input can be restructured into a 3-tensor
X ∈ Rn1×n2×n3 , where X[:, :, j] = M j. This has been done in [52], where it is shown that
when structured in this way, GLRAM becomes a special case of the Tucker decomposition
with orthogonality constraints. Essentially, GLRAM performs HOOI in 2 of the 3 modes,
while leaving the third mode uncompressed. To make the comparison between the matrix
and tensor settings more explicit, We present the same GLRAM algorithm using both the
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matrix notation and the tensor notation below:
Algorithm 5 Generalized Low Rank Approximation of Matrices using matrix notation
input : Matrices M1, . . . ,Mn3 , ranks r1, r2.
initialize: L random matrix
while Not Converged do
Form CR =
n3∑
j=1
MTj · L · LT · M j
R← r2 eigenvectors corresponding to the r2 largest eigenvalues of CR
Form CL =
n3∑
j=1
M j · R · RT · MTj
L← r1 eigenvectors corresponding to the r1 largest eigenvalues of CL
end
for j = 1, . . . , n3 do
V j ← LT · M j · R
end
output : L,R,V1, . . . ,Vn3
Algorithm 6 GLRAM using tensor notation
input : X ∈ Rn1×n2×n3 , ranks r1, r2.
while Not Converged do
Form CR = X(1) · XT(1)
R← r2 eigenvectors corresponding to the r2 largest eigenvalues of CR
X ← X ×2 RT
Form CL = X(2) · XT(2)
L← r1 eigenvectors corresponding to the r1 largest eigenvalues of CL
X ← X ×1 LT
end
for j = 1, . . . , n3 do
V j ← LT · X[:, :, j] · R
end
output : L,R,V1, . . . ,Vn3
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One can see that during GLRAM, we are essentially performing HOOI over only the
first two modes, since SVD of X(i) gives the same left eigenvectors as the eigenvalue
decomposition of X(i) · XT(i), i = 1, 2.
When applied to a series of K-tensors for K ≥ 3, this technique, is called Multilinear
Principal Component Analysis (MPCA) [38]. MPCA is also a special case of the general
Tucker decomposition for K-tensors, compressing on K − 1 modes and leaving one mode
uncompressed. Hence GLRAM is a special case of MPCA for 3-tensors. Notationally,
MPCA is equivalent to HOOI with UK = Ink , which means that GLRAM is equivalent to
HOOI with U3 = In3 .
Yet another related technique is called 2-dimensional Principal Component Analysis
(2dPCA) [58, 61], and that is also shown to be a special case of GLRAM [52], where two
of the three modes are uncompressed (i.e. U2 = In2 ,U3 = In3). All the decompositions
mentioned above (HOOI, GLRAM, 2dPCA, and MPCA) are available in rTensor [36].
3.4 PVD
Recently proposed by [14], the Population Value Decomposition (PVD) provides a frame-
work to construct population-level factor matrices for a series of images. We show in this
section that PVD actually is a variant of GLRAM. This point was first made by Lock et al.
in the rejoinder of the original PVD paper [14], and Crainiceanu et al. replied that PVD
differs from Tucker (or specifically, GLRAM) in many ways. Most notably, the matrices
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P and D do not have to be orthogonal and that the default PVD has a closed form solution.
We first present PVD and the default algorithm suggested by the authors to construct the
population matrices P and D, then examine the differences between PVD and GLRAM.
Finally, we discuss how PVD might be cast in the tensor framework.
Like GLRAM and 2dPCA, PVD is a model designed for a series of matrices instead of
a 3-tensor setup. Given a sample of images M1, . . . ,Mn3 ∈ Rn1×n2 , and 2n3 + 2 parameters,
PVD constructs population level matrices P ∈ Rn1×r1 and D ∈ Rn2×r2 such that X j =
P ·V j ·D+E j, where the V j ∈ Rr1×r2 , j = 1, . . . , n3, are called the core matrices. In addition
to the 2 parameters ri ≤ ni, i = 1, 2, we also would need to choose 2n3 compression
parameters, l1, . . . , ln3 , h1, . . . , hn3 , that will determine how much left and right truncation
will occur for each of the n3 matrices.
The PVD procedure starts with a separate SVD of each image, M j = U jΣ jWTj , truncat-
ing (possibly differently for each image) the left and right eigenvectors to form U˜ j and W˜ j.
Then the one would stack the U˜ j’s column wise to form a big matrix U and do the same
for W˜ j’s to form W. The final step is to conduct an eigenvalue decomposition of U ·UT and
W ·WT to form the population level matrices P and D. In the end, each M j has a projection
Mˆ j = P · {(PT · U˜ j) · Σ(l j,h j)n · (W˜ j · DT )}︸                                ︷︷                                ︸
V j
·D,
where Σ(l j,h j)j is the (l j, h j) left upper block of Σ j.
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Figure 3.3: PVD of a series of images M1, . . . ,Mn3 . Each M j is approximated by P·V j ·DT .
Unlike the usual algorithm needed to solve GLRAM, the algorithm to solve the default
PVD is not iterative, although the computational cost of the model does scale up with the
number of images, since each image requires a separate SVD. Furthermore, with a large n3,
the UUT and WWT matrices may be intractable for a full eigenvalue decomposition. We
present the matrix version of the default PVD algorithm below, which is fully implemented
in rTensor [36].
42
Algorithm 7 Default Population Value Decomposition (PVD)
input : Matrices M1, . . . ,Mn3 , matrix-wise ranks l1, . . . , ln3 , h1, . . . , hn3 , final
ranks r1, r2.
for j = 1, . . . , n3 do
Perform SVD to obtain M j = U j · Σ j ·WTj
U˜ j ← left l j columns of U j
W˜ j ← left h j columns of W j
end
Stack the U˜ j column-wise to construct U =
[
U˜1 . . . U˜n3
]
and similarly stack the W˜ j to form W =
[
W˜1 . . . W˜n3
]
.
P← eigenvectors corresponding to the r1 leading eigenvalues of U · UT
D← eigenvectors corresponding to the r2 leading eigenvalues of W ·WT
for j = 1, . . . , n3 do
V j ← PT · U˜ j · Σ(l j,r j)j · W˜Tj DT
end
output : P,D,V1, . . . ,Vn3
Since both PVD and GLRAM are designed to work on a series of images M j, a natural
question is how do they compare with each other. Lock et al. gave an empirical comparison
of both methods on the Orville Face dataset [12]. We found that in addition to these
empirical similarities, if we were to compare both these methods under the case of no
truncation, (i.e. no compression on any modes), then a striking similarity emerged.
First consider a GLRAM model for X with ranks r1 = n1, r2 = n2. This amounts to
a HOOI for a 3-tensor with desired ranks r1 = n1, r2 = n2, r3 = n3, which means that the
decomposition requires only 1 iteration since there is no compression. Furthermore, since
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L and R are orthogonal, CL and CR take on much simpler forms:
CL =
n3∑
j=1
M j · R · RT · MTj
=
n3∑
j=1
M j · MTj
CR =
n3∑
j=1
MTj · L · LT · M j
=
n3∑
j=1
MTj · M j
From here we set L and R to be equal to the left eigenvectors of of CL and CR.
Now consider PVD with l1 = . . . = ln3 = r1 = n1, h1 = . . . = hn3 = r2 = n2. After the
n3 SVD’s, we have U j = M jΣ−1j W j and W j = M
T
j Σ
−T
j U j for each j = 1, . . . , n3. Now we
construct the large matricesU,W and set P,D equal to the left eigenvectors ofU·UT ,W ·WT
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respectively. However, it is easy to see that:
U · UT =
n3∑
j=1
U j · UTj
=
n3∑
j=1
(M j · Σ−1j ·W j) · (WTj · Σ−1j · MTj )
=
n3∑
j=1
M j · Σ−2j · MTj
W ·WT =
n3∑
j=1
W j ·WTj
=
n3∑
j=1
(MTj · Σ−1j · U j) · (UTj · Σ−1j · M j)
=
n3∑
j=1
MTj · Σ−2j · M j
From this we can make the following observations about GLRAM and PVD in the case
without truncation:
• GLRAM has a closed form solution, requiring only 2 eigenvalue decompositions to
solve.
• GLRAM reduces to computing the eigenvalue decomposition of
n3∑
j=1
M j · MTj and
n3∑
j=1
MTj · M j.
while PVD reduces to computing the eigenvalue decomposition of
n3∑
j=1
M j · Σ−2j · MTj and
n3∑
j=1
MTj · Σ−2j · M j.
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• PVD performs PCA on the weighted sum of the inner and outer matrix products of
the images, with the weights being the singular values of each image. GLRAM,
on the other hand, performs PCA on the simple sums. PVD requires n3 additional
SVD’s to obtain the weights.
Naturally, PVD and GLRAM also differ in which step truncation is introduced. While
PVD allows for a one-time truncation for each individual image and two final truncations
for the inner and outer matrix products, GLRAM truncates at each iteration of the algo-
rithm to minimize the objective function.
By casting GLRAM in the tensor framework, we see that GLRAM can be seen as
a strict sub-model of the general Tucker decomposition. We do the same with PVD, and
find that PVD does not fit exactly into the family of Tucker models due to the n3 individual
SVD’s that are necessary to compute the weights. However, this suggests a hybrid model
for higher-order tensors, one that would involve preprocessing each K − 1-tensor to obtain
weights before running a weighted Tucker decomposition on the full K-tensor.
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3.5 T-SVD
Before we discuss the T-SVD, we first introduce the notion of the tensor transpose based
on the t-product. Let X ∈ Rn1×n2×n3 , then
XT := foldCS (

XT1
XTn3
...
XT2

), where X j = X[:, :, j].
It is easily verified that (XT )T = X. Furthermore, let the identity tensor I ∈ Rn1×n1×n3 be
defined with I[:, :, 1] = In1 , the matrix identity of size n1, and the rest of I is set to 0.
These two definitions then facilitate the notion of tensor orthogonality via the t-product:
Q ∈ Rn1×n1×n3 is orthogonal if and only if Q ∗ QT = QT ∗ Q = I ∈ Rn1×n1×n3
As shown in [26], an orthogonal tensor preserves the Frobenius norm under the t-
product. In other words, if Q ∈ Rn1×n1×n3 and X ∈ Rn1×n2×n3 , then ||Q ∗X||F = ||X||F . We can
now describe the T-SVD: let X ∈ Rn1×n2×n3 , then X admits a decomposition
X = U ∗ S ∗ VT ,
whereU,V are orthogonal tensors of sizes n1 × n1 × n3 and n2 × n2 × n3 respectively, and
S is of size n1 × n2 × n3 and consists of diagonal matrices along the third mode. When
n3 = 1, then T-SVD reduces to the matrix SVD of X ∈ Rn1×n2 [26]. This is a consequence
of the fact that the t-product reduces to matrix multiplication when n3 = 1.
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The S tensor contains the eigentubes S[i, i, :], 1 ≤ i ≤ n˜ := min(n1, n2), each of which
is a vector of length n3. Similar to the matrix eigenvalue counterparts, these eigentubes are
ordered by the Frobenius norm:
||S[1, 1, :]||F ≥ ||S[2, 2, :]||F ≥ . . . ≥ ||S[n˜, n˜, :]||F .
As noted in Section 2.4, the discrete Fourier transform provides us with an efficient
calculation of the T-SVD. Instead of calculating a SVD of the very large block circulant
matrix circ(matvec(X)), we can simply perform the SVD calculations in the Fourier do-
main [22, 26]. The algorithm is presented below and available in rTensor [36].
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Algorithm 8 Tensor Singular Value Decomposition (T-SVD)
input : X ∈ Rn1×n2×n3
for i1 = 1, . . . , n1 do
for i2 = 1, . . . , n2 do
D[i1, i2, :] = fft(X[i1, i2, :])
end
end
for j = 1, . . . , n3 do
Compute the SVD of the complexD[:, :, j] to yieldD[:, :, j] = U j · Σ j · VTj
U[:, :, j]← U j
V[:, :, j]← V j
S[:, :, j]← Σ j
end
for i1 = 1, . . . , n1 do
for i2 = 1, . . . , n1 do
U[i1, i2, :] =ifft(U[i1, i2, :])
end
end
for i1 = 1, . . . , n2 do
for i2 = 1, . . . , n2 do
V[i1, i2, :] =ifft(V[i1, i2, :])
end
end
for i1 = 1, . . . , n1 do
for i2 = 1, . . . , n2 do
S[i1, i2, :] =ifft(S[i1, i2, :])
end
end
output : Orthogonal tensors U ∈ Rn1×n1×n3 ,V ∈ Rn2×n2×n3 and S ∈ Rn1×n2×n3 with
diagonal slices along the third mode
Note that this computation is direct, and while it uses complex values, if X consists of
real values, thenU,V and S are all real as well.
The ordering of the eigentubes gives a relatively straightforward to compute a “lower-
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order” approximation of the original tensor: simply truncated at some k ≤ min(n1, n2), and
compute
X˜ =
k∑
i=1
U[:, i, :] ∗ S[i, i, :] ∗ V[:, i, :]T .
This leads to the following compression strategy that uses a truncation index k.
Algorithm 9 Compression Strategy 1 based on T-SVD (T-Compress)
input : X ∈ Rn1×n2×n3 , truncation index k ≤ min(n1, n2)
[U,V,S]← T-SVD(X).
X˜ =
k∑
i=1
U[:, i, :] ∗ S[i, i, :] ∗ V[:, i, :]T .
output : X˜ ∈ Rn1×n2×n3
The authors do note, however, that this does not seem to be an effective method to
compress a given tensor, since the rank of X is most likely above min(n1, n2), which can be
restrictive if either is small. They suggest an alternative method to compressing a 3-tensor
that is based on the following property of the T-SVD.
The n1 × n2 matrix formed by summing across all the faces of X ∈ Rn1×n2×n3 admits a
matrix SVD X = U ·Σ ·VT , where the matrices U,VT ,Σ can be formed by summing across
across the faces ofU,VT ,S respectively. In other words,
n3∑
j=1
X[:, :, j] = (
n3∑
j=1
U[:, :, j]) · (
n3∑
j=1
S[:, :, j]) · (
n3∑
j=1
VT [:, :, j]).
This property gives another compression possibility: truncate the matrix SVD of∑n3
j=1X[:, :, k], and to use those truncated factor matrices to reconstruct Xˆ.
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Algorithm 10 Compression Strategy 2 based on T-SVD (T-Compress2)
input : X ∈ Rn1×n2×n3 , r1 ≤ n1, r2 ≤ n2
Let X =
n3∑
j=1
X[:, :, j]
Compute matrix SVD X = U · Σ · VT
U˜ = first r1 columns of U
V˜ = first r2 columns of V
for j = 1, . . . , n3 do
T [:, :, j] = U˜T · X[:, :, j] · V˜
end
Xˆ =
r1∑
i=1
r2∑
`=1
U˜[:, i] ◦ V˜[:, `] ◦ T [i, `, :]
output : U˜ ∈ Rn1×r1 , V˜ ∈ Rn2×r2 , T ∈ Rr1×r2×n3
Figure 3.4: T-SVD for a X ∈ Rn1×n2×n3 , resulting in two orthogonal tensors -U ∈ Rn1×n1×n3
andV ∈ Rn2×n2×n3 - and S ∈ Rn1×n2×n3 has diagonal faces along n3.
The order of the modes is important for the T-SVD and the two related compressions.
This follows from the definition of the t-product and the fact thatA ∗ X is a linear map in
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the first two modes of X. In particular, when X ∈ Rn1×n2×n3 represents a series of images,
the correct way to arrange X is to have each image as a slice along the second mode (i.e.
X[:, j, :] = jth image). This is discussed more at length in [27] and also in Chapter 5 when
we present our tensor regression model.
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CHAPTER 4
MULTILINEAR TENSOR REGRESSION
One of the primary motivations for tensor methodology is the use of tensor inputs for
prediction and regression. This is especially true in fields where multilinear datasets are in
abundance and there is a need for predictions and inference from tensor observations. In
this chapter, we provide a brief review of the various tensor prediction models that have
been developed so far. These models are multilinear since they depend - in one way or
another - on the n-mode product.
In Section 4.1, we discuss a tensor regression model by [65] that predicts a univari-
ate response using a higher-order array input. We also discuss a multilinear partial least
squares model. In Section 4.2 we describe Generalized Linear Array Model, which also
uses the n-mode product in its construction but swaps the parameters with the data in the
multiplication. Finally, in Section 4.3, we describe the Multilinear Normal Distribution,
which generalizes the matrix-variate Normal to K-tensors.
4.1 Tensor Regression via the Tucker
Zhou et al. developed a tensor regression model based on the Tucker decomposition [65].
Its parametrization involves a tensor core being the observed data and the parameters being
the factor matrices. The response for the ith observation yi is univariate, which means that
with replication, the output to the model is a vector. Hence y = (y1, . . . , yn) belongs to the
multivariate exponential family.
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The predictors are tensor-valued, and the number of modes in the set of predictors
determine the number of parameter matrices that are needed to fit the model. For in-
stance, if Xi ∈ Rn1×n2×n3 is the observed tensor predictors for the ith observation, then
X = (X1, . . . ,Xn) is the 4-tensor input to the model. This is then related to y via the vec
operation:
g(y) = α + (β4 ⊗ β3 ⊗ β2 ⊗ β1)Tvec(X),
where g is the link function and α is the intercept. Zhou et al. also provided a mixed
model representation extension to this basic model, as well as various link functions for
responses that are non-normal. We note here that the fact that y is a vector means that
eventually, the output from the model must be some inner product between the parameters
and the data. For responses that are vector or matrix variate, for instance, the output will
be matrices or even higher-order tensors, and it is unclear how this model will generalize
to accommodate for this.
In cases where the output is a tensor, one idea is to model a latent core tensor associated
with both the input and the output, then learn the observed factor matrices through the
data [63]. Essentially, perform simultaneous HOOI on both the input X ∈ Rn1×n2×...×nK and
outputY ∈ Rn1×n2×...×nK with the constraint that one of the factor matrices must be the same
across X andY. This factor matrix is the latent matrix that represents the shared attributes
between X and Y. This is known as the Multilinear Partial Least Squares (MPLS) model.
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4.2 Generalized Linear Array Model
An alternative view on the multilinear regression problem is given by the Generalized Lin-
ear Array Model [15]. Currie et. al. proposed for GLAM for multidimensional smooth-
ing. One interesting difference between GLAM and the other tensor models is that the
parametrization casts the parameters as the core tensor and the data being the factor matri-
ces.
The model is designed for a K-tensor output Y ∈ Rn1×n2×...×nK and model matrix with a
special kronecker design:
X = X1 ⊗ X2 ⊗ . . . ⊗ XK .
Here each of the Xi are known as marginal model matrices. The parameters are then a
vector that have an induced tensor structure when folded.
This is naturally suited for spline bases or functional design since the data is evenly
spaced out and admits a Kronecker product form easily. It also makes an important point
that in the case where the output is a vector and not a matrix, then we end up with the same
model as GLM. Currie et. al. also provide some compelling evidence suggesting that the
tensor framework is numerically more efficient than the matrix framework. One question
that remains to be answered is if GLAM can be effectively applied to cases where X is not
a result of Kronecker design.
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4.3 Multilinear Normal Distribution
The multilinear normal distributions have been introduced and used by [46, 24], extending
the matrix (bilinear) normal distribution. These distributions are defined such that if the
tensor is vectorized, then it would follow a multivariate normal distribution.
Defintion 14. X ∈ RM×N has matrix normal distribution [21] with parameters (µ,Σ,Φ) iff
vec(X) ∼ NMN(vec(µ),Σ ⊗ Φ), where the latter is a multivariate normal distribution [41].
The general K-tensor case is extended using an additional covariance matrix for each
additional mode:
Defintion 15. X ∈ Rn1×n2×...×nK has a multilinear normal distribution with parameters
(µ,Σ1, . . . ,ΣK) iff
vec(X) ∼ Nn1...nK (vec(µ),Σ1 ⊗ Σ2 ⊗ . . . ⊗ ΣK).
The density is given by:
fX(x) = (2pi)N
∗/2(
K∏
i=1
|Σi|N∗/(2Ni)) exp{−12(x − µ)
T (Σ1 ⊗ Σ2 ⊗ . . . ⊗ ΣK)−1(x − µ)},
where N∗ =
∏K
i=1 Ni. Σi is the covariance matrix associated with the i
th mode, i = 1, . . . ,K.
As a consequence of this definition, the covariance between element (i1, i2, . . . iK) and
element ( j1, j2, . . . jK) is a product of the corresponding elements of these covariance ma-
trices:
cov(X(i1,i2,...iK ),X( j1, j2,... jK )) = (Σ1)i1, j1(Σ2)i2, j2 . . . (ΣK)iK , jK .
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This definition of the multilinear normal allows for fairly parsimonious modeling of
data, as well as a structured way to think about the correlations between arbitrary indices
of the tensor. Another main advantage to this definition is the tractability of inversion
offered by the Kronecker products. Namely, (Σ1 ⊗Σ2 ⊗ . . .⊗ΣK)−1 = Σ−11 ⊗Σ−12 ⊗ . . .⊗Σ−1K .
Another advantage of this definition is that the marginal and conditional distributions are
also multilinear normal.
The maximum likelihood equations for the multilinear normal are given in [46]. µˆ is
the empirical average, but Σˆi’s are nor identifiable unless we place the restriction that K−1
of the (Σ j) j, j are equal to 1. Even with this restriction, however, the likelihood equations
do not have an explicit solution and thus require an iterative estimation scheme such as the
flip-flop algorithm [16] to converge.
Hoff espouses the same multilinear normal distribution in [24], motivating it from the
concept of separable covariance arrays. Hoff provides a Bayesian estimation procedure for
µ and Σ1, . . . ,ΣK , but also places the same identification constraint given by [46]. Hoff also
shows that the notion of conditional distributions carry over from the multivariate setting
in a very similar way for multilinear normals.
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CHAPTER 5
TENSOR LINEAR MODEL
In this chapter, we introduce a novel 3-tensor regression model called Tensor Lin-
ear Model (TLM). In contrast to the multilinear models we surveyed in Chapter 4, TLM
features many classical properties of the ordinary least squares, which serves as the foun-
dation of many other nonlinear models for matrices. The derivation of TLM estimators
and their properties are very similar to the matrix counterparts, further illustrating the re-
lationship between the t-product and matrix multiplication.
We begin with the model setup in Section 5.1, then review the relevant 3-tensor opera-
tions and properties based on the t-product in Section 5.2. We then provide both the least
squares and ridge estimators for TLM in Section 5.3. Finally, we provide algorithms to
produce these estimates efficiently in Section 5.4 and a discussion for future directions in
Section 5.5.
5.1 Model Setup
TLM is based on the novel multiplication between 3-tensors (the t-product) defined by
Kilmer et al. in the paper “Factorization Strategies for Third-Order Tensors” [27], de-
scribed in Section 2.4. TLM can be regarded as a multivariate response version of the
Ordinary Least Squares (OLS) model. In fact, TLM contains OLS as a specific case in
the univariate response setting as a consequence of the t-product. We believe that TLM is
especially fitting for multivariate data that is observed over time, such as functional data
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or vector auto-regressive processes.
First consider the response of the model. Let yi ∈ Rt be a vector-variate response
corresponding to the ith observation, 1 ≤ i ≤ n. For each i, the kth scalar of yi represents
the the kth position of the variable, while the length of yi, denoted t, denotes the total
number of positions in the ith observation. For instance, in a functional dataset, t would
represent the number of time points at which the function was measured.
The responses across all n individuals in the sample then can be represented as a matrix
resulting from stacking the yi’s row-wise, i.e.
Y =

yT1
yT2
. . .
yTn

∈ Rn×t.
Now consider the predictors/regressors to the model. Let xi j ∈ Rt be a vector-variate
observation corresponding to the jth predictor of the ith individual, 1 ≤ i ≤ n, 1 ≤ j ≤ p.
We represent the entire set of regressors as a 3-tensor, with the first mode representing the
individuals, the second mode representing the number of covariates, and the third mode
representing the length of of each vector-variate observation, i.e.
X ∈ Rn×p×t, where
Xi jk = value for the ith observation, jth predictor, kth position.
At this point, the second mode of Y and the second mode of X represent different
things, so we need to “re-orient” Y such that it becomes a matrix in the 3-tensor space.
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This “re-orientation” is coined the “twist” operation by Kilmer et al. in [26]. The basic
idea is to consider Y as a matrix slice along the second mode or as a 3-tensor with n2 = 1.
To emphasize the idea that Y is now in the 3-tensor space, we denote it as:
Y := twist(Y) ∈ Rn×1×t.
Defintion 16. The Tensor Linear Model (TLM) parameterizes the linear relationship be-
tween the response Y ∈ Rn×1×t and the regressors X ∈ Rn×p×t via a parameter slice,
B ∈ Rp×1×t:
Y = X ∗ B + E,
where E ∈ Rn×1×t are the residuals to the model.
Note that in the case where t = 1 and assuming i.i.d. Gaussian residuals, TLM reduces
to OLS.
Figure 5.1: Tensor Linear Model (TLM) for Y ∈ Rn×1×t, X ∈ Rn×p×t, and B ∈ Rp×1×t.
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5.2 Review of 3-Tensor Operations and Properties
Before we discuss an estimate of the parameter B ∈ Rp×1×t, we first review the notions of
invertibility and orthgonality for 3-tensors. We also define the Moore-Penrose Pseudoin-
verse for 3-tensors and connect these notions to their matrix counterparts. Most of these
properties are based off of Kilmer et al. [27], as we apply the t-product to the notions of
least squares and prediction. It is important to note that these properties are a consequence
of the fact that the t-product is a linear operation.
Defintion 17 (Kilmer et al. [27]). A ∈ Rp×p×t is invertible if there exists some A−1 ∈
Rp×p×t such that
A−1 ∗ A = A ∗A−1 = Ippt,
where Ippt ∈ Rp×p×t has In as the first slice and 0 everywhere else.
We now provide a necessary and sufficient condition for 3-tensor invertbility.
Lemma 5.2.1. A ∈ Rp×p×t is invertible if and only if A := circ(matvec(A)) ∈ Rpt×pt is
invertible.
Proof. We first prove the “if” direction:
Assume A is invertible, then there exists some matrix B ∈ Rpt×pt such that AB = BA =
Ipt. Now since A is block circulant, then B is block circulant as well [43, 57]. Writing
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AB = Ipt out, we then have:
A1 At At−1 . . . A2
A2 A1 At . . . A3
A3 A2 A1 . . . A4
...
...
...
. . .
...
At At−1 At−2 . . . A1

·

B1 Bt Bt−1 . . . B2
B2 B1 Bt . . . B3
B3 B2 B1 . . . B4
...
...
...
. . .
...
Bt Bt−1 Bt−2 . . . B1

=

Ip 0 0 . . . 0
0 Ip 0 . . . 0
0 0 Ip . . . 0
...
...
...
. . .
...
0 0 0 . . . Ip

⇒

A1 At At−1 . . . A2
A2 A1 At . . . A3
A3 A2 A1 . . . A4
...
...
...
. . .
...
At At−1 At−2 . . . A1

·

B1
B2
B3
...
Bt

=

Ip
0
0
...
0

⇒A ∗ B = Ippt by the definition of ∗, where B := foldCS (

B1
B2
B3
...
Bt

, 2, p × p × t).
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Similarly, writing out BA = Ipt, we have:
B1 Bt Bt−1 . . . B2
B2 B1 Bt . . . B3
B3 B2 B1 . . . B4
...
...
...
. . .
...
Bt Bt−1 Bt−2 . . . B1

·

A1 At At−1 . . . A2
A2 A1 At . . . A3
A3 A2 A1 . . . A4
...
...
...
. . .
...
At At−1 At−2 . . . A1

=

Ip 0 0 . . . 0
0 Ip 0 . . . 0
0 0 Ip . . . 0
...
...
...
. . .
...
0 0 0 . . . Ip

⇒

B1 Bt Bt−1 . . . B2
B2 B1 Bt . . . B3
B3 B2 B1 . . . B4
...
...
...
. . .
...
Bt Bt−1 Bt−2 . . . B1

·

A1
A2
A3
...
At

=

Ip
0
0
...
0

⇒B ∗A = Ippt. HenceA is invertible and its inverse is B.
We now prove the “only if” direction:
AssumeA ∗ B = Ippt, then by the definition of ∗, we have:
A1 At At−1 . . . A2
A2 A1 At . . . A3
A3 A2 A1 . . . A4
...
...
...
. . .
...
At At−1 At−2 . . . A1

·

B1
B2
B3
...
Bt

=

Ip
0
0
...
0

Now consider the matrix product C = AB. Since the product between block circulant ma-
trices must be block circulant, and we already have the first block column, we essentially
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have
A1 At At−1 . . . A2
A2 A1 At . . . A3
A3 A2 A1 . . . A4
...
...
...
. . .
...
At At−1 At−2 . . . A1


B1 Bt Bt−1 . . . B2
B2 B1 Bt . . . B3
B3 B2 B1 . . . B4
...
...
...
. . .
...
Bt Bt−1 Bt−2 . . . B1

=

C1 Ct Ct−1 . . . C2
C2 C1 Ct . . . C3
C3 C2 C1 . . . C4
...
...
...
. . .
...
Ct Ct−1 Ct−2 . . . C1

=

Ip 0 0 . . . 0
0 Ip 0 . . . 0
0 0 Ip . . . 0
...
...
...
. . .
...
0 0 0 . . . Ip

.
Similarly, we have BA = Ipt by B ∗ A = Ippt, so A is invertible and its inverse is B =
circ(matvec(B)). 
Recall the definitions of 3-tensor transpose and orthogonalilty.
Defintion 18 (Kilmer et al. [27]). LetA ∈ Rn×p×t, then the transpose ofA is
AT := foldCS (

AT1
ATt
...
AT2

, 2, p × n × t).
Q ∈ Rn×n×t is orthogonal if QT = Q−1.
We can now prove the second and third lemmas.
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Lemma 5.2.2. Let A ∈ Rp×n×t and denote A := circ(matvec(A)) ∈ Rpt×nt. Then
circ(matvec(AT )) = AT .
Proof.
circ(matvec(AT )) = circ(

AT1
ATt
. . .
AT2

)
=

AT1 A
T
2 A
T
3 . . . A
T
t
ATt A
T
1 A
T
2 . . . A
T
t−1
...
...
...
. . .
...
AT2 A
T
3 A
T
4 . . . A
T
1

=

A1 At At−1 . . . A2
A2 A1 At . . . A3
A3 A2 A1 . . . A4
...
...
...
. . .
...
At At−1 At−2 . . . A1

T
= AT

Lemma 5.2.3. Let A ∈ Rp×n×t, and B ∈ Rn×p×t. Denote A := circ(matvec(A)) ∈ Rpt×nt
and B := circ(matvec(A)) ∈ Rnt×pt, then
AB = circ(matvec(A ∗ B)) ∈ Rpt×pt.
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which is also block circulant.
Proof. We first note that the product of two block circulant matrices is also block circulant
[43]. Since both A and B are block circulant, then that means that the product AB is block
circulant and completely determined by the first p columns, which are
A1 At At−1 . . . A2
A2 A1 At . . . A3
A3 A2 A1 . . . A4
...
...
...
. . .
...
At At−1 At−2 . . . A1


B1
B2
B3
...
Bt

= circ(matvec(A))matvec(B)
= matvec(A ∗ B).
Now as circ(matvec(A ∗ B)) is also block circulant and hence completely determined by
the first p columns of matvec(A ∗ B), we have our result. 
What about when A is not invertible? Recall that the Moore-Penrose Pseudoinverse
[8] of a matrix A ∈ Rn×p with rank p for n > p is defined to be the unique matrix, denoted
A† := (ATA)−1AT ∈ Rp×n, satisfying all of the following:
1. AA†A = A,
2. A†AA† = A†,
3. (AA†)T = AA†,
4. (A†A)T = A†A.
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We can now define a similar structure for a 3-tensor.
Defintion 19. Let A ∈ Rn×p×t be given, then define its Moore-Penrose Pseudoinverse to
be
A† := foldCS (A†[:, 1 : p], 2, n × p × t),
where A† is the matrix Moore-Penrose Pseudoinverse of A = circ(matvec(A)).
Lemma 5.2.4. For any A ∈ Rn×p×t, A† exists and is unique. Furthermore, it satisfies the
following conditions:
1. A ∗A† ∗ A = A,
2. A† ∗ A ∗ A† = A†,
3. (A ∗A†)T = A ∗A†, and
4. (A† ∗ A)T = A† ∗ A.
Proof. For any A ∈ Rn×p×t, we have its corresponding A = circ(matvec(A)). The exis-
tence and uniqueness ofA† is thus guaranteed by the fact that A† exists and is unique. We
now prove thatA† satisfies the four conditions.
1. Denote J := A∗A†, then by Lemma 5.2.3, we have circ(matvec(J)) = AA†. Now
circ(matvec(A ∗A† ∗ A)) = circ(matvec(J ∗A))
= circ(matvec(J))circ(matvec(A)) by Lemma 5.2.3
= AA†A
= A by property (1) of matrix Moore-Penrose Pseudoinverse.
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This means thatA ∗A† ∗ A = foldCS (A[:, 1 : p], 2, p × p × t) = A by definition.
2. Denote K := A† ∗ A, then we have circ(matvec(K)) = A†A. Now
circ(matvec(A† ∗ A ∗ A†)) = circ(matvec(K ∗A†))
= circ(matvec(K))circ(matvec(A†))
= A†AA†
= A† by property (2) of matrix Moore-Penrose Pseudoinverse.
This means thatA† ∗ A ∗A† = foldCS (A†[:, 1 : p], 2, p × p × t) = A† by definition.
3. We simply have to show that circ(matvec((A∗A†)T )) = AA†, and our result follows
by definition.
circ(matvec((A ∗A†)T )) = circ(matvec((A†)T ∗ AT )) by [27]
= circ(matvec((A†)T ))circ(matvec(AT )) by Lemma 5.2.3
= (A†)TAT by Lemma 5.2.2
= (AA†)T
= AA† by property (3) of matrix Moore-Penrose Pseudoinverse.
4. This is similar to our proof for part (c).
circ(matvec((A† ∗ A)T )) = circ(matvec(AT ∗ (A†)T ))
= circ(matvec((A†)T ))circ(matvec(AT )) by Lemma 5.2.3
= AT (A†)T
= (A†A)T
= A†A by property (4) of matrix Moore-Penrose Pseudoinverse.
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We conclude this section with our main theorem, which we are now ready to prove.
This theorem connects XT ∗ X with its matrix counterpart XTX, show that the Moore-
Penrose Pseudoinverse for 3-tensor XT ∗X is well-defined through the matrix version, and
gives a sufficient condition for XT ∗ X to be invertible.
Theorem 5.2.1. Let X ∈ Rn×p×t and let X = circ(matvec(X)) ∈ Rnt×pt. Denote
CX := XT ∗ X ∈ Rp×p×t
and denote
CX = XTX ∈ Rpt×pt.
Then
1. CX = circ(matvec(CX)).
2. CX† = (Fp ⊗ It)diag(D†1,D†2, . . . ,D†t )(F∗p ⊗ It), where D j ∈ Cp×p, 1 ≤ j ≤ t.
3. The Moore-Penrose Pseudoinverse of CX is
C†X = foldCS (CX†[:, 1 : p], 2, p × p × t),
and it satisfies the following conditions:
(a) CX ∗ C†X ∗ CX = CX,
(b) C†X ∗ CX ∗ C†X = C†X,
(c) (CX ∗ C†X)T = CX ∗ C†X, and
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(d) (C†X ∗ CX)T = C†X ∗ CX.
4. If X has full rank, then C†X = C−1X .
Proof. We will prove each item as they appear in the theorem.
1. This is true by Lemma 5.2.3, withA = XT and B = X.
2. We know by [27] that any block circulant matrix can be diagonalized using the
discrete Fourier transform, and since CX is block circulant, then
(F∗p ⊗ It)CX(Fp ⊗ It) = diag(D1,D2, . . . ,Dt)
⇒ CX = (Fp ⊗ It)diag(D1,D2, . . . ,Dt)(F∗p ⊗ It),
where D j ∈ Cp×p 1 ≤ j ≤ t. Now since (F∗p ⊗ It) and (Fp ⊗ It) are unitary, then
CX† = (Fp ⊗ It)[diag(D1,D2, . . . ,Dt)]†(F∗p ⊗ It)
= (Fp ⊗ It)diag(D†1,D†2, . . . ,D†t )(F∗p ⊗ It)
3. This is true by Lemma 5.2.4, withA = CX.
4. If X has full rank, then C is symmetric positive definite and thus invertible, so by
Lemma 5.2.1, CX is invertible with its inverse given by C†X.

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5.3 Estimation
In the previous section, we see the matrix operations and the corresponding 3-tensor op-
erations are connected by the block ciriculant matrix using the slices of 3-tensor along the
third mode. In this section, we leverage this connection to provide a least squares estimator
of B for TLM, denoted Bˆ.
We first define the normal equations for 3-tensors and then show that Bˆ solves them.
We then motivate the problem from another perspective to derive Bˆ by minimizing Frobe-
nius norm of the estimation error.
5.3.1 3-Tensor Normal Equations
Given X ∈ Rn×p, y ∈ Rn×1, and the matrix equation,
Xβ = y,
the matrix normal equation is constructed to minimize the sum of square difference be-
tween the right and left sides:
XTXβ = XTy.
We propose that the 3-tensor version is similarly defined.
Defintion 20. For Y ∈ Rn×1×t and X ∈ Rn×p×t, define the 3-tensor normal equation to be
XT ∗ X ∗ B = XT ∗ Y.
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Theorem 5.3.1. The least squares estimator
Bˆ = (XT ∗ X)† ∗ XT ∗ Y
solves the 3-tensor normal equation.
Proof. For the 3-tensor XT and X, consider the block circulant matrices constructed using
the slices along the third mode, XT, X. For B and Y, the equivalent notion is simply their
matvec, denoted b and y. Using the 3-tensor normal equation we have defined, first take
the matvec of both sides, yielding
matvec(XT ∗ X ∗ B) = matvec(XT ∗ Y)
⇔ XTXb = XTy by Lemma 5.2.2 and 5.2.3
Since this now a matrix normal equation, then the matrix Moore-Penrose Pseudoinverse
bˆ = (XTX)†XTy ∈ Rnt×1 solves it as well as minimizes the residual sum of squares [7].
To see how Bˆ solves the 3-tensor normal equation, we simply have to form Bˆ by folding
back bˆ. By Theorem 5.2.1, we know that the right folding is Bˆ = foldCS (bˆ, 2, p×1× t). 
Note that if X = circ(matvec(X)) has full rank, then (XT ∗ X)−1 = (XT ∗ X)†.
72
5.3.2 Least Frobenius Norm
In this section, we motivate the problem by finding an estimator, to minimize the Frobenius
norm of the error Y − X ∗ B. We call this estimator
Bˆmin := argmin
B
||Y − X ∗ B||2F .
We then show that Bˆmin, perhaps unsurprisingly, is equivalent to Bˆ. Rather than using
tensor calculus, we derive Bˆmin via the Fourier Transform of the original problem.
First we have to define the counterparts of Y,X, β in Fourier space:
Defintion 21. Let Y ∈ Rn×1×t, X ∈ Rn×p×t, and B ∈ Rp×1×t, then define the Fourier
transforms of these 3-tensors as Y˜, X˜, and B˜, where by denoting X˜ j := X˜[:, :, j], we have
matvec(Y˜) = (Fn ⊗ It)matvec(Y),
diag(X˜1, . . . , X˜t) = (Fn ⊗ It)circ(matvec(X))(F∗p ⊗ It)
matvec(B˜) = (Fp ⊗ It)matvec(B).
Note that these can be obtained as via:
Y˜[i, 1, :] = fft(Y[i, 1, :]), 1 ≤ i ≤ n,
X˜[i1, i2, :] = fft(X[i1, i2, :]), 1 ≤ i1 ≤ n; 1 ≤ i2 ≤ p,
B˜[i, 1, :] = fft(B[i, 1, :]), 1 ≤ i ≤ p.
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We can then continue with the derivation:
||Y − X ∗ B||2F = ||matvec(Y − X ∗ B)||2F since the squared Frobenius norm decouples along any mode
= ||matvec(Y) − circ(matvec(X))matvec(B)||2F by definition of ∗
= ||(Fn ⊗ It)[matvec(Y) − circ(matvec(X))matvec(B)]||2F
since multiplication with unitary matrix preserves the Frobenius norm
= ||matvec(Y˜) − (Fn ⊗ It) (F∗n ⊗ It)diag(X˜1, . . . , X˜t)(Fp ⊗ It)︸                                     ︷︷                                     ︸
=circ(matvec(X))
matvec(B)||2F
= ||matvec(Y˜) − (Fn ⊗ It)(F∗n ⊗ It)︸               ︷︷               ︸
Int
diag(X˜1, . . . , X˜t)matvec(B˜)||2F
= ||matvec(Y˜) − diag(X˜1, . . . , X˜t)matvec(B˜)||2F
=
t∑
j=1
|| Y˜[:, :, j]︸   ︷︷   ︸
n×1
− X˜ j︸︷︷︸
n×p
B˜[:, :, j]︸   ︷︷   ︸
p×1
||2F .
From this decoupling, we can see that to minimize the sum across the t terms, we
can simply minimize each one separately. This is important as it allows us to compute
Bˆmin very efficiently. Simply transform the problem into Fourier Space, where the block
diagonal structure allows us to compute t separate linear regressions (OLS) on the complex
values, and then transform the problem back via the inverse FFT. In other words,
Bˆmin[i1, i2, :] = ifft( ˆ˜B[i1, i2, :]), with
ˆ˜B[:, :, j] = (X˜∗j X˜ j)−1X˜∗jY˜[:, :, j],
where X˜∗j is the complex transpose (adjoint) of X˜ j.
The last step is to connect B˜ from Theorem 5.3.1 with this least Frobenius norm esti-
mator B˜min.
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Theorem 5.3.2. For Y ∈ Rn×1×t and X ∈ Rn×p×t, then the least squares estimator
Bˆ = (XT ∗ X)† ∗ XT ∗ Y
minimizes the squared Frobenius norm of the error E = Y − X ∗ B.
Proof. It suffices to show that Bˆ = Bˆmin. Now let X = circ(matvec(X)), we then have
X = (F∗n ⊗ It)diag(X˜1, . . . , X˜t)(Fp ⊗ It)
⇒ XT = X∗ = (F∗p ⊗ It)diag(X˜∗1, . . . , X˜∗t )(Fn ⊗ It) since X is real-valued
⇒ XTX = (F∗p ⊗ It)diag(X˜∗1, . . . , X˜∗t )(Fn ⊗ It)(F∗n ⊗ It)diag(X˜1, . . . , X˜t)(Fp ⊗ It)
= (F∗p ⊗ It)diag(X˜∗1X˜1, . . . , X˜∗t X˜t)(Fp ⊗ It)
⇒ (XTX)† = (Fp ⊗ It)diag((X˜∗1X˜1)†, . . . , (X˜∗t X˜t)†)(F∗p ⊗ It)
⇒ (XTX)†XT = (F∗p ⊗ It)diag((X˜∗1X˜1)†X˜∗1, . . . , (X˜∗t X˜t)−1X˜∗t )(Fn ⊗ It)
⇒ (XTX)†XTmatvec(Y) = (F∗p ⊗ It)diag((X˜∗1X˜1)†X˜∗1, . . . , (X˜∗t X˜t)†X˜∗t )(Fn ⊗ It)(F∗n ⊗ It)matvec(Y˜)
= (F∗p ⊗ It)diag((X˜∗1X˜1)†X˜∗1, . . . , (X˜∗t X˜t)†X˜∗t )matvec(Y˜)
= matvec(B˜min).
Now by Theorem 5.2.1, we know that circ(matvec((XT ∗ X)† ∗ XT )) = (XTX)†XT , and by
the definition of ∗, we then have
matvec(Bˆ) = circ(matvec((XT ∗ X)† ∗ XT ))matvecY
= (XTX)†XTmatvec(Y)
= matvec(B˜min).

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We also propose a ridge estimator Bˆridge that penalizes for the size of the entries in
the coefficient matrix B. Specifically, we derive the explicit solution to the estimator that
solves the following equation:
(XT ∗ X + λI) ∗ B = XT ∗ Y. (5.1)
We give form to the ridge estimator in the following theorem.
Theorem 5.3.3. Bˆridge := (XT ∗ X + λI)† ∗ XT ∗ Y solves Equation 5.1.
Proof. See proof for Theorem 5.3.1. It suffices to recognize that circ(matvec(λI)) =
λInt. 
5.4 FFT Estimation Algorithms
In this section, we provide a fast algorithm to compute both Bˆ and Bˆridge based on FFT.
This algorithm is motivated by the derivation of the least Frobenius norm estimator as well
as the algorithms to calculate the t-product and the T-SVD by [27]. Rather than having to
explicitly construct, multiply, and invert the block circulant matrices X = circ(matvec(X)),
we do the regression step instead in Fourier space. The ridge version of the model is
extremely similar.
Note that both are non-iterative algorithms that require
1. n × p + n FFT operations on vectors of length t,
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2. t OLS solves, each with Y˜ ∈ Cn×1 and X˜ ∈ Cn×p,
3. n × p inverse FFT operations on vectors of length t.
Algorithm 11 Tensor Linear Model (TLM)
input : X ∈ Rn×p×t, Y ∈ Rn×1×t
for i1 = 1, . . . , n do
for i2 = 1, . . . , p do
X˜[i1, i2, :] = fft(X[i1, i2, :])
end
Y˜[i1, 1, :] = fft(Y[i1, 1, :])
end
for j = 1, . . . , t do
B˜[:, :, j] = (X˜[:, :, j]∗X˜[:, :, j])†X˜[:, :, j]∗Y˜[:, 1, j]
end
for i1 = 1, . . . , p do
Bˆ[i1, 1, :] = ifft(B˜[i1, 1, :])
end
output : Bˆ ∈ Rp×1×t
Algorithm 12 Ridge TLM
input : X ∈ Rn×p×t, Y ∈ Rn×1×t
, λ ∈ R for i1 = 1, . . . , n do
for i2 = 1, . . . , p do
X˜[i1, i2, :] = fft(X[i1, i2, :])
end
Y˜[i1, 1, :] = fft(Y[i1, 1, :])
end
for j = 1, . . . , t do
B˜[:, :, j] = (X˜[:, :, j]∗X˜[:, :, j] + λInt)†X˜[:, :, j]∗Y˜[:, 1, j]
end
for i1 = 1, . . . , p do
Bˆ[i1, 1, :] = ifft(B˜[i1, 1, :])
end
output : Bˆ ∈ Rp×1×t
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5.5 Applications to Functional Data
The vector-variate response of TLM makes functional data analysis a natural application
of the model. TLM represents a very different approach than the usual functional data ana-
lytic models, since it does not require parameter tuning to adjust the smoothness, the order
of the derivatives, or other variable aspects of the model. For a model with more control,
the Ridge TLM allows us to adjust the smoothness of our prediction with the λ param-
eter. We believe that TLM sets up a framework with an application towards functional
data analysis, and it is just the basic linear model in this context. Setting this foundation
will allow deeper understanding of tensor regression, so that we can begin to model more
complex relationships using non-linearity and penalization.
We apply TLM as well as the Ridge TLM to the “Lips” dataset that has a functional
response as well as functional covariates, found in the R package fda [49] and originated
with the background paper by Malfait, Ramsay and Froda (2001) [40]. The data consist
of 32 records of each of three measurements taken at 501 time points taken to utter the
phrase “Say bob again”. The goal of the original is to predict the acceleration of the lower
lip using the position of the lower lip and the measure of the electromyographical (EMG)
activity in the depressor labii inferior (DLI) as the two covariates.
One natural question that may arise in any tensor setup is “which mode corresponds
to what?” Recall that for TLM, where Y = X ∗ B + E and X ∈ Rn×p×t, the first mode of
X corresponds to replication, the second mode corresponds to the number of covariates,
while the third mode corresponds to the number of positions (or inherent dimension) of
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the vector-variate response. Since we are interested in predicting the lip acceleration curve
during the time necessary to say the phrase using the two covariates, this makes t = 501
the inherent dimension. The number of predictors is naturally p = 2 here, and we have
n = 32 observations. Consequently, for the “Lips” dataset, we have
Y ∈ R32×1×501,
X ∈ R32×2×501, and
B ∈ R2×1×501.
TLM will give us the least squares estimate Bˆ for B, the 2 × 501 coefficients that will
allow us to construct an entire lip acceleration curve using the two covariates: a lip position
curve and a EMG activity curve.
We first plot each of the 32 curves for the response and the two covariates. The red
line represents the “mean” curve across all 32 records.
Figure 5.2: Lip Acceleration from the “Lips” Dataset
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Figure 5.3: EMG Activity from the “Lips” Dataset
Figure 5.4: Lip Position From the “Lips” Dataset
We then construct Bˆ = (XT ∗X)†∗XT ∗Y in the R package rTensor using the function
tlm. The estimate is then Yˆ = X ∗ Bˆ ∈ R32×1×501. To evaluate our fit, we used the metric
1 − ||Yˆ − Y||F||Y||F . Naturally, a smaller Frobenius norm in the estimation error is better, and
we want to somehow normalize this norm using the norm of the original response tensor.
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For the “Lips” dataset, ||Yˆ − Y||F = 34.37 and 1 − ||Yˆ − Y||F||Y||F = 0.7228. To get a better
sense of the fit, we plotted a few examples with the original curves and the estimates in
red.
Figure 5.5: Sample Estimated (Red) Curves Compared to the Original (Black) Curves
We also plotted all of the estimated curves side-by-side with the original curves for a
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higher-level comparison.
Figure 5.6: All Estimated Curves Compared to All Original Curves
We also compute Bˆridge = (XT ∗ X + λ ∗ I)† ∗ XT ∗ Y using the function tlm_ridge
across various values of λ, and saw that as the size of λ grew, the estimates were smoother
on average, as expected. We demonstrate this with the next plot.
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Figure 5.7: Varying Degrees of λ for Ridge TLM
We also used TLM for out-sample predictions with the “Lips” dataset as well. We
simply took
2
3
∗ 32 ≈ 21 of the records as training data to predict the remaining 11
based on their covariates. The out-sample error had a Frobenius norm of 30.36, with
1 − ||Yˆout − Yout||F||Yout||F = 0.6173.
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Figure 5.8: All Out-Sample Curves Compared to All Predicted Curves
5.6 Next Steps
There are many important questions that remain unanswered for this novel 3-tensor linear
model framework. We provide an outline here and expand on each point.
• Intercept. Currently, TLM has no intercept term similar to the constant intercept
in ordinary least squares. It would be very interesting to see how the intercept
term could be added to design tensor in a reasonable way. One idea is to add
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the intercept as a vector of one’s to the block circulant design matrix as a result
of circ(matvec(X)), but this would no longer preserve the block circulant structure,
which makes the current FFT-based algorithms invalid.
• Normality. It is crucial to understand how the matrix-variate normal fits into the
TLM framework. This is necessary to induce an inferential framework from which
we can derive standard errors, study the asymptotic behavior of Bˆ in all three modes
(n, p, and t), and derive statistical tests. In particular, what is the distribution of Bˆ if
E is a matrix-variate normal? What if we removed the identification restriction and
considered vec(E) as a multi-variate normal? The t-product and the corresponding
operations suggest that these two assumptions would lead to very different distribu-
tional forms of Bˆ.
The tensor-variate normality distribution is important in its own right, and may not
be the same as the multilinear normal distribution. The relationship between the
multivariate normal distribution and the current matrix-variate distribution is well
known, but the identification restriction placed on the covariance matrix seems to
suggest that there is a more general form of the matrix-variate normal.
We also need to define the residual sum of squares. With the residuals now being a
matrix, there is more than one way to make such a definition. Without a underlying
normal theory, it is not clear which one is correct.
• Multivariate Link Function. Understanding Normality in the context of TLM will
also allow us to extend to the general exponential family, creating the Tensor Gener-
alized Linear Model. To do this, we also need to explore the use of multivariate link
functions such as the logistic or probit. In general, these are not as well understood
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as the GLM.
• Asymptotics. Currently, we are able to empirically validate how Bˆ behaves with
increasing one of n, p, and t while holding the other two fixed. We saw, perhaps
unsurprisingly, in our simulations, that holding p and t fixed and increasing n, gave
much better estimates for B. What was surprising is that the same phenomenon
occurred when we increased t while holding n and p fixed. The rate at which Bˆ
approached B also seemed slower than the previous scenario. Finally, if we fixed n
and t, increasing p lead to worse estimates of B.
• Shrinkage. With the parameters B now structured in a matrix form, there seems to
be more avenues and possible structures for shrinkage. While we showed that one
particular form of ridge still holds true from the matrix version, it is not clear if this
is the one way to impose a L2 penalty on the parameters. Furthermore, it was not
immediately obvious to us how to impose L1 penalty such as the Lasso. However,
with more parameters and much more data than before, it seems that sparse signals
are a lot more likely in the tensor data analytic framework. This area is very open
and our work suggests that there might be some results that can be easily translated
from the matrix case.
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CHAPTER 6
TENSOR SOFTWARE
In this chapter, we provide an overview to available software for tensor analysis and de-
compositions. We also introduce a new R package, rTensor, that allows much more
direct and flexible modeling of higher-order tensors [36]. While several MATLAB imple-
mentations [4, 6] exist, R is still the tool of choice for many statisticians, and we believe
that this package will allow for faster prototyping of tensor models for statistics, and help
distribute state-of-the-art tensor methods for data analyses.
6.1 Available Tensor Software
Tensor Software is available in multiple platforms. We surveyed and used most of the
freely-available ones before deciding to build rTensor. In MATLAB, Andersson and
Bro created “The N-way Toolbox” [4] to fit the CP, Tucker, as well as other multlinear
models. This toolbox also handles missing missing values. Bader and Kolda created the
“Tensor Toolbox” [6] that provides classes for dense, sparse, and structured tensors. [6]
also provides most of the tensor decompositions that we have discussed in this thesis. We
have aimed to structure our R package rTensor after [6].
In C++, there are also several libraries designed for tensor operations. Tensor [50],
for example, is optimized for matrix and vector operations implemented on top of ATLAS
and BLAS kernels. Boost [18] and Blitz++ [56] also both implement multidimensional
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arrays that promise efficiency and large number of dimensions. However, we found these
C++ libraries mainly lacking in the methods we have described as well as tensor objects
where the number of modes that can be dynamically altered after compile time. While
computational efficiency is certainly important, we needed more flexibility in a tensor
software that allowed easy tensor analysis and prototyping of models.
In R, there is the base array class [48] is a multidimensional array with arbitrary
number of dimensions. The package tensorA [54] provides Einstein and Riemann sum-
ming conventions as well as parallel computations for tensors. It does not support any
models and decompositions that have been discussed, however. The package PTAk [35]
does support CP, general Tucker, as well as 2dPCA, but it does not export a new class that
unifies the tensor computational framework.
6.2 Introduction to rTensor
rTensor is developed with the aim of making tensor operations and decompositions
more accessible to R users. It is designed to mirror MATLAB implementations of tensor
software, which are fairly extensive, export tensor classes, as well as provide support for
prototyping novel tensor methodology. rTensor provides a S4 class Tensor that allows
creation and manipulation of arbitrary-order Tensors. The Tensor class extends familiar
R multidimensional array subset operations, element-wise operations, permutations, etc.
It also implements new functionality for multidimensional arrays, most notably the class
of unfolding operations.
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rTensor also implements all the tensor operations and decompositions we have de-
scribed in this paper, as well as the regression model Tensor Least Squares. We started
with the classic implementations of these algorithms, but plan to introduce other imple-
mentations as well in the future. Much of the operations associated with the t-product [26]
(i.e. tensor transpose, T-SVD, etc.) are implemented for 3-tensors only, since these opera-
tions are recursively defined for general K-tensors, and recursion is particularly expensive
in R.
Currently, rTensor works well for small to medium-sized datasets (e.g. 500 × 500
× 100), but there is still a need to parallelize many of these methods, as well as offer speed
improvements by porting some of the internal calculations to lower-level languages such
as C++ or FORTRAN, so that tensor datasets of internet-size can be analyzed in reasonable
time.
The remainder of this chapter will be devoted to providing details about the functional-
ity of rTensor. We will first describe the S4 Class Tensor in Section 6.3. We will then
show how a tensor object can be constructed and manipulated in Section 6.4. In Section
6.5, we demonstrate how to unfold a K-tensor into a matrix and fold it back from a matrix,
as well as show how to perform the two types of tensor multiplication. We then summarize
the various tensor decompositions in Section 6.6. Finally, functionalities that are specific
to the t-product are described Section 6.7, including the Tensor Least Squares model.
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6.3 S4 Class
rTensor exports the Tensor S4 class, which extends the base ’array’ class that ships
with every version of R. The most accurate way to consider the Tensor class is to see
it as an API to the default R multidimensional array, allowing the user to easily create,
manipulate and model tensors coherent with the set of terminology and algorithms set
forth by [26, 55, 28, 10].
R provides three possible Object-Oriented (OO) systems - S3, S4, and Reference Class
[47]. Our rationale for choosing S4 over S3 is summarized as follows:
• S4 allows multiple dispatch while S3 can only dispatch on the first argument. For
methods that take in at least two tensors as arguments, this can lead to confusion for
the user and much less control over what the method can expect.
• The S3 class system is rather informal and there is no internal validation of names
and types of components in the object.
• Methods associated with the S4 class system require a formal signature for each
argument. Along with the possible meta-classes ANY and missing, S4 provides
the right amount of control over what each method of Tensor can expect.
• S4 facilitates multiple inherence much better than S3. This is not an obvious advan-
tage for the current implementation, but one future goal is to allow multiple classes
to extend a virtual Tensor class (i.e. sparseTensor or integerTensor).
Each of these sub-classes will then be optimized with respect to the default opera-
tions and decompositions associated with them.
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Our rationale for choosing S4 over the Reference Class is more practical. As of writing
this thesis, there are many more R packages that uses S4 classes - including the entire
BioConductor project [17] - rather than the very new Reference Class. We expect that
there may be major upcoming updates to Reference Class system, so S4 was chosen for
simplicity and short-term stability. One could argue that by providing the ability to pass an
object by reference, which is provided by the Reference Class, is something that could lead
to substantial speed improvements as rTensor manipulates and rearranges potentially
large objects (multidimensional arrays that could have large extents).
The Tensor class contains three slots:
Slot Name Type Description
num_modes integer The number of modes, or K.
modes vector The vector of modes/sizes/extents/dimensions.
data vector, matrix, or array The actual data of the tensor.
Figure 6.1: Slots in the Tensor S4 Class
We also provide a getter method for each of these slots: getNumModes, getModes,
and getData. Since Tensor extends array, we want to make sure that most of the
common methods that are used for array are overloaded for Tensor. These methods
are listed and described in Figure 6.2. In addition, we also provide some extra functionality
that we found lacking for purpose of tensor decomposition in the base array class. These
methods are listed and described in Figure 6.3. Additional functionality and usage of these
methods are shown in the later sections.
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Method Name Output Type Purpose
dim integer Returns the vector of modes. Same as getModes.
head Tensor Returns the first n values of the Tensor object. Default n = 6.
tail Tensor Returns the last n values of the Tensor object. Default n = 6.
print None Prints out only the relevant information of the Tensor object.
show None Prints only relevant information when name of the Tensor object is called.
sweep Tensor Obtain marginal statistics for the Tensor object.
Ops Tensor Overloads element wise operations for two tensors of same modes.
[ Tensor Subsets parts of the Tensor object to return a sub-tensor.
tperm Tensor Tensor version of aperm. General reshaping of the Tensor object.
t Tensor Tensor transpose for 3-tensors only. See Section 6.7
Figure 6.2: Methods in array overwritten by Tensor
Method Name Output Type Purpose
fnorm integer Returns the Frobenius norm of the Tensor object.
innerProd integer Returns the inner product between two Tensor objects.
unfold matrix General matrix unfolding of a Tensor object. See Section 6.4.
rs_unfold matrix Row space matrix unfolding of a Tensor object. See Section 6.4.
cs_unfold matrix Column Space matrix unfolding of a Tensor object. See Section 6.4.
modeSum Tensor Sums across a single mode and returns a (K − 1)-tensor.
modeMean Tensor Takes the mean across a single mode and returns a (K − 1)-tensor
Figure 6.3: Methods new to Tensor
92
6.4 Creation & Manipulation
In this section, we demonstrate how to create and manipulate a Tensor object. The most
direct way is to use the new function, specifying the three slots directly.
> tnsr <- new("Tensor", num_modes = 3L, modes =c(3L, 4L, 5L),
+ data = runif(60L))
Since a Tensor object is most likely going to be associated with a (multidimen-
sional) dataset, then it is unlikely that users of rTensor will be inputting the data di-
rectly. Instead, it is most like that users will be looking to turn a dataset that is already a
array, matrix, or vector into a Tensor object. To this end, we created the function
as.tensor, which takes in any of those three classes mentioned and returns a Tensor
object. We expect this to be the main way to create Tensor objects.
> indices <- c(10, 20, 30, 40)
> arr <- array(rnorm(prod(indices)), dim=indices)
> tnsr <- as.tensor(arr)
As an added convenience feature for users who wish to explore the functionality
of rTensor, we provide the function rand_tensor(), which takes in an argument
modes = (default is c(3,4,5)) and returns a Tensor with the specified modes, each
element coming from i.i.d. standard Gaussian.
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We use a particular image dataset as a running example in the remainder of this section,
the ORL face database [12]. This dataset contains images of 40 individuals, each taken
under one of 10 possible lighting conditions. Each image consists of 92 × 112 pixels. The
data is included in rTensor as a 4-tensor with n1 = 92, n2 = 112, n3 = 40, n4 = 10.
> require(rTensor)
> faces.tnsr
Numeric Tensor of 4 Modes
Modes: 92 112 40 10
Data:
[1] 0.2000000 0.2000000 0.2000000 0.1764706 0.2039216 0.1960784
After the Tensor object has been created/loaded, we can subset it just like we would
an array object. We can also specify whether or not to drop indices where the mode is
1 after subsetting. As an example, we can take the second image of the first individual
out of the ORL face database by simply calling faces.tnsr[, , 1, 2]. Notice,
however, that this returns a 2-tensor as now the first two indices in the original tensor is 1,
and rTensor drops these by default. To prevent this behavior and keep the image as a
4-tensor, we would need to call faces.tnsr[, , 1, 2, drop=FALSE].
We can also create a tensor of “average” faces across all 10 lighting conditions, one
for each of the 40 individuals. To do this, we would simply call
> avg. faces <- modeMean(faces.tnsr,m=4,drop=TRUE)
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, which returns a 3-tensor of size 92 × 112 × 40, each slice along the third dimen-
sion being an “average face” for each individual. For instance, if we were to call
avg.faces[, , 17], we would get back the “average” face for the seventeenth in-
dividual in the dataset.
Another useful function for tensor manipulation is sweep. Given a Tensor object,
a vector of modes, a statistic, and some binary function, sweep would return a Tensor
of the same size resulting from applying the binary function on each sub-tensor along the
modes not specified and the statistic. If the statistic is a vector, then recycling occurs.
If the statistic is anything else, then the dimensions of sub-tensors along the modes not
specified should match the dimensions of the statistic. Continuing our example with the
ORL faces, suppose we would like to obtain the deviations from the “average faces” for
each image. Instead of a nested for-loop, we would call
> dev.faces <- sweep(faces.tnsr, m=c(1,2,3), stats=avg.faces,
+ func=’-’)
Here each sub-tensor is every 3-tensor along the fourth mode of faces.tnsr, the
binary function is element-wise subtraction, the statistic is the 3-tensor “average faces”.
The sweep function then gives us the difference between each sub-tensor and the statistic.
Note that for users who are familiar with the sweep method for array or matrix, the
functionality is exactly the same for Tensor.
Often times, one might wish to convert the Tensor object back to the base R array,
matrix, or vector. Since the data is actually stored as part of the Tensor class, then
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one would simply need to call method getData to return the actual data in the correct
class. This highlights the flexibility of the Tensor class, as we could have both inputs
and outputs in base R objects that other packages know about and can interact with.
6.5 Unfolding & Multiplication
In rTensor, we provide the following matrix unfoldings for general K-tensors - the row
space unfolding in the mode k (rs_unfold), column space unfolding (cs_unfold) in
the mode k, and the general matrix unfolding (unfold), as well as the inverse operations
to these unfoldings. Recall from Section 2.3 that these three unfolding encompass the k-
mode unfolding and the matvec, since the row space unfolding in the mode k is the same
as the k-mode unfolding, and the column space unfolding in the mode 2 is the same as
matvec.
To invoke rs_unfold on a Tensor object, we simply have to specify the mode that
will occupy the row space:
> tnsr <- rand_tensor(modes=c(2,3,4,5,6))
> rs_unfold(tnsr,m=2)
Numeric Tensor of 2 Modes
Modes: 3 240
> rs_unfold(tnsr,m=4)
Numeric Tensor of 2 Modes
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Modes: 5 144
The rs_fold method, on the other, requires the modes of the original Tensor object,
since all it sees is the matrix as the input.
> tnsr <- rand_tensor(modes=c(2,3,4,5,6))
> unfolded <- rs_unfold(tnsr,m=4)
> rs_fold(unfolded, m=4, modes=c(2,3,4,5,6))
Numeric Tensor of 5 Modes
Modes: 2 3 4 5 6
> identical(rs_fold(unfolded, m=4, modes=c(2,3,4,5,6)),tnsr)
[1] TRUE
The exact same principles apply for cs_unfold and the corresponding cs_fold,
except we would need to specify the mode that will occupy the column space.
Both the rs_unfold/rs_fold and cs_unfold/cs_fold are special cases of the
more general unfold/fold methods. The general matrix unfolding maps the a subset of
the modes onto the row space and the remaining modes onto the column space. As such,
it needs to know both which modes get mapped to the row space (rs=) and which modes
get mapped to the column space (cs=). The permutation order of the indices within the
row space and column space depend on the order given in these two parameters. Consider
the following 4-tensor as an example:
> tnsr <- rand_tensor(modes=c(3,4,5,6))
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> unfold(tnsr,rs=c(1,2),cs=c(3,4))
Numeric Tensor of 2 Modes
Modes: 12 30
> unfold(tnsr,rs=c(2,3),cs=c(1,4))
Numeric Tensor of 2 Modes
Modes: 20 18
In the general fold, we would need to specify the full modes of the original Tensor
object as well as rs and cs.
> tnsr <- rand_tensor(modes=c(3,4,5,6))
> unfolded <- unfold(tnsr,rs=c(2,3),cs=c(1,4))
> folded_back <- fold(unfolded, rs = c(2,3), cs=c(1,4),
+ modes=c(3,4,5,6))
> identical(folded_back,tnsr)
[1] TRUE
rTensor also provides both the k-mode multiplication discussed in Section 2.4.1 and
the t-product discussed in Section 2.4.2. The former is implemented for general K-tensors,
while the latter is only implemented for 3-tensors and will be discussed in more detail in
Section 6.7.
The function to perform k-mode multiplication is ttm (short for “Tensor Times Ma-
trix”, the name of a function with similar usage in the MATLAB Tensor Toolbox [6]).
98
ttm takes in a Tensor object, a matrix object, and the mode for multiplication. It then
proceeds to row space unfold the Tensor object in the mode specified, perform matrix
multiplication with the matrix object on the left, and row space fold the resulting matrix
back into a Tensor. Naturally, the number of columns of the matrix object must match
the mode specified for the original Tensor object.
For many tensor decompositions, there is frequently a need to perform a series of k-
mode multiplications using multiple factor matrices. To this end, ttl is a function that
takes in a single tensor X, a List of matrix objects {M1,M2, . . . ,Mn}, and a vector of
modes (i1, i2, . . . , in), then returns the output X×i1 M1 ×i1 M1 ×i3 . . .×in Mn. The number of
columns of each matrix must match the corresponding modes of X.
We include a demonstration of both the ttm and ttl functions below.
> tnsr <- rand_tensor(modes=c(4,6,8,10))
> mat <- matrix(seq(1:12), ncol=6)
> kmode1<- ttm(tnsr=tnsr, mat=mat, m=2)
Numeric Tensor of 4 Modes
Modes: 4 2 8 10
> identical(mat\%*\%rs_unfold(tnsr, m=2)@data,
+ rs_unfold(kmode1, m=2)@data)
[1] TRUE
> mat2 <- matrix(seq(1:24), ncol=8)
> kmode2 <- ttl(tnsr=tnsr, list_mat = list(mat,mat2), ms=c(2,3))
Numeric Tensor of 4 Modes
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Modes: 4 2 3 10
6.6 Decompositions
In this section, we discuss the majority of the tensor decompositions implemented in
rTensor, saving a few that are specific to 3-tensors to Section 6.7. The following ta-
ble summarizes all of the decompositions and the inputs. These decompositions represent
the bulk of the package, and we try to be consistent in the outputs of each decomposition.
The output to every function is a standard list containing objects that are relevant to that
decomposition.
For decompositions that allow for compression - cp, mpca, tucker, pvd, and
t_compress, the output for each function will all be a list containing:
• est - the compressed estimate of the original Tensor object.
• fnorm_resid - the Frobenius norm of the difference between est and the origi-
nal Tensor object.
• norm_percent - the percent of the Frobenius norm “recovered” by the com-
pressed estimated. This is calculated as 1 - fnorm_resid/fnorm(tnsr).
• conv - whether or not the algorithm converged by the maximum iteration (only for
the iterative algorithms such as cp, mpca, and tucker).
• all_resids - a vector of residuals at each iteration (only for the iterative algo-
rithms).
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Function Name Tensor Size Other Parameters
cp n1 × n2 × . . . × nK number of components r,maximum number of iterations, convergence criterion
mpca n1 × n2 × . . . × nK vector of ranks r = (r1, . . . , rK−1),maximum number of iterations, convergence criterion
tucker n1 × n2 × . . . × nK vector of ranks r = (r1, . . . , rK),maximum number of iterations, convergence criterion
pvd n1 × n2 × n3
vector of left ranks ` = (`1, . . . , `n3),
vector of right ranks h = (h1, . . . , hn3),
final left rank r1, final right rank r2
hosvd n1 × n2 × . . . × nK None
t_svd n1 × n2 × n3 None
t_compress n1 × n2 × n3 truncation index k
Figure 6.4: Tensor Decompositions in rTensor
6.6.1 HOSVD
Both the complete and truncated HOSVD as in Algorithm 3 are provided in rTensor.
We demonstrate these as follows, using a 4-tensor with I.I.D. standard normal entries.
> tnsr <- rand_tensor(modes=c(2,4,6,8))
> hosvd1<- hosvd(tnsr)
> hosvd1$U[[1]]%*%t(hosvd1$U[[1]])
[,1] [,2] [,3] [,4]
[1,] 1.000000e+00 2.012279e-16 2.220446e-16 4.718448e-16
[2,] 2.012279e-16 1.000000e+00 2.775558e-17 -2.775558e-17
[3,] 2.220446e-16 2.775558e-17 1.000000e+00 3.885781e-16
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[4,] 4.718448e-16 -2.775558e-17 3.885781e-16 1.000000e+00
> hosvd2 <- hosvd(tnsr,ranks=c(1,2,3,4))
> 1-hosvd2$fnorm_resid/fnorm(tnsr)
[1] 0.9813828
6.6.2 CP
The classical alternating least squares method to compute the CP decomposition of a gen-
eral K-tensor given by Algorithm 2. The cp function returns, in addition to the standard
output items described above, lambdas and U_list. lambdas is a vector containing
the elements in the super-diagonal core tensor λ, while U_list is the list of factor matri-
ces U1, . . . ,UK . We demonstrate the CP decomposition on one of the subjects (#14) in the
ORL face dataset [12].
> subject <- faces.tnsr[,,14,]
> greyscale = grey(seq(0,1, length=256))
> cp1 <- cp(subject,num_components=50)
> cp2 <- cp(subject,num_components=10)
> cp1$norm_percent
[1] 0.874415
> cp2$norm_percent
[1] 0.8102908
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We have chosen the number of components so that the second estimate should be worse
than the first, although we see here that the first 10 components already accounted for 81%
of the Frobenius norm, with the remaining 40 accounting for an additional 6.3%. We can
also examine the compressed estimates and compare them with the original image. We do
so for the first image in the set.
> par(mfrow=c(1,3), mar=c(0.1,0.1,1,0.1))
> image_slice(subject[,,1], col=greyscale, main="Original")
> image_slice(cp1$est[,,1], col=greyscale, main="50 Components")
> image_slice(cp2$est[,,1], col=greyscale, main="10 Components")
Figure 6.5: CP decomposition with 50 components and 10 components on subject 14 in
the ORL Face Dataset. Picture 1 shown. Left: Original. Middle: 50 components. Right:
10 components.
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6.6.3 PVD
The PVD model (Algorithm 7) is also provided in rTensor via the function pvd. Recall
that the PVD model is not cast as a tensor decomposition, but rather as drawing inference
from a series of matrices. As such, we had to choose a convention for the modes. We
decided that the input into a PVD model should be a 3-tensor X ∈ Rn1×n2×n3 , with n3 being
the number of images in the series, and each n1 × n2 X[:, :, j] being an image, 1 ≤ j ≤ n3.
We currently have not found a principled method to optimize the parameters required
by the PVD model. Recall that for X ∈ Rn1×n2×n3 , there are a possible 2n3 + 2 parameters.
At each of the n3 SVD of individual images, ` j and h j are the truncation indices for the
left and right eigenvectors, respectively. These are the uranks and wranks. At the
end, we also have r1 and r2, which are the truncation indices for the two final eigenvalue
decompositions of the large covariance matrix. These are the parameters a and b required
by the pvd function. Empirically, we have found that having ` j > r1 or having h j > r2
resulted in poor fits of the data. To illustrate pvd, we return to the ORL Face Dataset,
choosing a different subject this time (subject # 8).
> subject <- faces.tnsr[,,8,]
> pvd1 <- pvd(subject, uranks=rep(46,10), wranks=rep(56,10),
+ a=46, b=56)
> pvd2 <- pvd(subject, uranks=rep(46,10), wranks=rep(56,10),
+ a=23, b=28)
> pvd1$norm_percent
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[1] 0.9667298
> pvd2$norm_percent
[1] 0.928208
Figure 6.6: PVD model with various ranks on subject 8 in the ORL Face Dataset. Picture
4 shown. Left: Original. Middle: l1 = . . . = ln3 = r1 = 46, h1 = . . . = hn3 = r2 = 56. Right:
l1 = . . . = ln3 = 46, h1 = . . . = hn3 = 56, r1 = 23, r2 = 28.
6.6.4 GLRAM
The Tucker decomposition with orthogonal factors, or HOOI, is provided in the function
tucker, with the algorithm stated in Algorithm 4. MPCA is simply HOOI with one of
the modes uncompressed, and that’s also provided through the function mpca. We use the
convention that the last mode is the uncompressed mode. Both of these functions can be
applied to general K-tensors. The 3-tensor version of MPCA, GLRAM (Algorithm 5), can
also be computed by simply calling mpca on a 3-tensor. To illustrate the usage of these
functions, we return to the ORL Face Dataset. We first start with GLRAM on a single
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subject (subject #21), choosing the ranks to be equal to half in each mode. We then ran
GLRAM on the same subject but reducing the ranks by half in each mode for the second
run.
> glram1 <- mpca(subject, ranks=c(46,56))
> glram1$norm_percent
[1] 0.9565463
> glram2 <- mpca(subject, ranks=c(23,28))
> glram2$norm_percent
[1] 0.9188975
Figure 6.7: GLRAM with various ranks on subject 21 in the ORL Face Dataset. Picture 2
shown. Left: Original. Middle: r1 = 46, r2 = 56. Right: r1 = 23, r2 = 28.
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6.6.5 MPCA
We then turn to the entire face database of 40 individuals and run MPCA on the 4-tensor,
compressing on the first three modes, using the same r1 and r2 as in GLRAM. We can also
examine the Frobenius norm recovered using MPCA, and it seems as though having more
individuals (and hence having a 4-tensor) did not help in recovery. This is also noticeable
from the estimated images.
> mpca1 <- mpca(faces.tnsr, ranks=c(46,56,20))
> mpca1$norm_percent
[1] 0.9460537
> mpca2 <- mpca(faces.tnsr, ranks=c(46,56,10))
> mpca2$norm_percent
[1] 0.8356275
Figure 6.8: MPCA with various ranks on the entire ORL Face Dataset. Subject 35, picture
8 shown. Left: Original. Middle: r1 = 46, r2 = 56, r3 = 20. Right: r1 = 46, r2 = 56, r3 =
10.
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6.6.6 HOOI
Finally, we can apply the more general HOOI (Algorithm 4) on the entire face dataset,
compressing on all 4 modes, as demonstrated here. Once again we use two different
vectors of ranks, with the each corresponding rank of the second vector being roughly half
of the one from the first vector.
> tucker1 <- tucker(faces.tnsr,ranks=c(46,56,35,8))
> tucker1$norm_percent
[1] 0.8168891
> tucker2 <- tucker(face.db,ranks=c(23,28,10,3))
> tucker2$norm_percent
[1] 0.7786446
Figure 6.9: HOOI with various ranks on the entire ORL Face Dataset. Subject 11, picture
6 shown. Left: Original. Middle: r1 = 46, r2 = 56, r3 = 35, r4 = 8. Right: r1 = 23, r2 =
28, r3 = 10, r4 = 3.
108
These subsections hopefully demonstrated the flexibility and ease of the Tensor
class, both in the tensor decompositions included in rTensor and possibly in other pack-
ages as well. It was not our intention to compare the recovery accuracies of the various
tensor compression models here.
6.7 t-Product Based Operations
In this section, we elaborate on functions in rTensor that are based on the novel perspec-
tive on tensors put forth by Kilmer et al. [26]. These functions include the the t-product,
tensor transpose, and T-SVD, all of which are given directly. These functions also include
our own regression model, Tensor Least Squares. Currently, such functions are only im-
plemented for 3-tensors, and future plans to improve rTensor include generalizing these
methods to general K-tensors [42].
Tensor transpose is a method for the Tensor class, with the current restriction that
the object must have 3 modes. Recall that the transpose of a X ∈ Rn1×n2×n3 is defined to be
XT ∈ Rn2×n1×n3 , where each slice along the third mode is transposed and the induce along
the third mode is reversed from 2 to n3. We can do this with any Tensor object with 3
modes as we would transpose a matrix.
> tnsr <- rand_tensor(modes = c(3,4,5))
> tnsr_transpose <- t(tnsr)
> identical(tnsr_transpose[, , 1]@data, t(tnsr[, , 1]@data))
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[1] TRUE
> identical(tnsr_transpose[, , 2]@data, t(tnsr[, , 5]@data))
[1] TRUE
The t-product is implemented via the function t_mult. It takes in two Tensor
objects, X ∈ Rn1×n2×n3 ,Y ∈ Rn2×L×n3 , and returns X ∗ Y ∈ Rn1×L×n3 (Algorithm 1).
> tnsr1 <- rand_tensor(modes = c(3, 4, 5))
> tnsr2 <- rand_tensor(modes = c(4, 6, 5))
> t_mult(tnsr1, tnsr2)
Numeric Tensor of 3 Modes
Modes: 3 6 5
T-SVD (Algorithm 8) is provided in rTensor as well. It takes in a 3-tensor X ∈
Rn1×n2×n3 and returns a list containing U ∈ Rn1×n1×n3 , S ∈ Rn1×n2×n3 , and V ∈ realn2×n2×n3 .
The resulting list can be fed back into t_svd_reconstruct to reconstruct the original
tensor X. Unfortunately there is round-off error in the FFT functions provided by base R.
One future plan is to swap out the base FFT functions for something more stable - such as
the fftw package [31].
> tnsr <- rand_tensor(modes = c(3, 4, 5))
> decomp<- t_svd(tnsr)
> fnorm(tnsr - t_svd_reconstruct(result))
[1] 2.452957e-15
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CHAPTER 7
CONCLUSION
7.1 Summary
Tensor datasets are becoming more commonplace with the increased awareness and em-
phasis on “Big Data” by academia and industry, yet statistical understanding of tensor
manipulation and models are still far behind those of matrix models.
In the preceding chapters we investigated the current state-of-the-art in tensor decom-
position and regression, and began to unify many disparate models under the statistical
tensor framework. We connected the k-mode unfolding and the matvec unfolding of K-
tensors using the notion of k-vectors as well as the Row Space Unfolding and Column
Space Unfolding notation. We further explored the connection between GLRAM and
PVD, both statistical models for the analysis of image datasets, and highlighted their the-
oretical and practical differences. We then noted the emergence of a new type of tensor
decomposition based on the linear operation, t-product, as well as the corresponding novel
perspective on 3-tensor models, where the different modes are not interchangeable.
We also introduced Tensor Linear Model, which can be seen as a 3-tensor generaliza-
tion of the ordinary least squares model. We motivated some of the theoretical properties
of TLM, as well as provided a Ridge regression version of the model. Through studying
the TLM and motivating its construction, we gained additional insight into the t-product
and its intimate connection with the block circulant matrix structure. We showed that many
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of the theoretical notions that were available in the matrix case are now also available in
similar ways under the t-product. Examples include the Moore-Penrose Psuedoinverse and
the Normal equation. We then showed that certain functional data analysis problems can
be a useful application of TLM, and provided an efficient parameter estimation algorithm
inspired by the FFT-based algorithms in Kilmer et al [27].
Finally, we introduced and navigated the R package rTensor, which exports an easy-
to-use interface for tensor modeling and manipulation. The current implementation al-
ready provides methods to create tensors from other data structures, unfold them into
matrices, and fold the matrices back into tensor form. This package also includes all of
the decompositions discussed as well as TLM, and we plan to add to its functionality in
the future to help distribute tensor methodologies.
7.2 Future Direction
We currently see that there is a divergence in the road: should statistical tensor models con-
tinue with the multilinear structure of the n-mode product? Or should we start considering
the linear models constructed via the t-product? We believe the answer is both. Multi-
linear as well as linear methods both deepen our understanding of tensor data in different
ways. The fact that more than one type of multiplication can be well-defined for general
K-tensors is a testament to how tensor data structures can be manipulated to extract more
meaningful relationships that are not available at the matrix level.
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One very important missing piece to both multilinear and linear tensor models is a
framework to conduct statistical inference, and that requires a rigorous definition of the
tensor-variate normal distribution. The multilinear normal distribution we discussed in
Chapter 4 needs to be integrated with the multilinear regression models in a convincing
manner so that we can extract begin to understand the parameters from an inferential
standpoint. Furthermore, preliminary investigations with the matrix-variate normal and the
Tensor Linear Model reveal some issues that results from the Kronecker covariance form
of the matrix-variate normal. In particular, linear combinations of matrix-variate normals
are not guaranteed to be matrix-variate normal. This suggests that there are other ways
to construct a tensor-variate normal. This step is necessary to allow non-linear extensions
to the Tensor Linear Model in the same spirit generalized linear models [44] generalized
linear models.
Currently, one major challenge for multilinear regression models such as the tensor
regression and GLAM is to be able to generalize to tensor-variate responses. Similarly for
the linear model regression model such as the TLM, it is imperative to extend these results
to admit general K-tensors covariates. The recursive nature of the matvec operation on
K-tensor suggests that matrix multiplication lies at the core of t-product for any number
of modes. Furthermore, with the computational efficiency offered by the Fourier trans-
form technique, it is possible to express higher-order linear models succinctly in Fourier
space. Specific future directions for the 3-tensor linear model have already been outlined
in Chapter 5.
From a computational perspective, tensor operations such as the k-mode product and
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the t-product present new challenges to design fast and scalable computation routines. A
possibility of a LAPACK-like routines specifically for tensors has been discussed at length
[37], and the recent introduction of the t-product warrant a serious re-consideration of
matrix algebra models using the block circulant structure.
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