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On the interval estimation for nonlinear singular system
G. Zheng, D, Efimov, F. J. Bejarano and W. Perruquetti
Abstract— This paper investigates the interval observer de-
sign problem for a class of nonlinear singular systems with
uncertainties in the state and in the output. Although the
asymptotic estimation of the state for this class of systems
may be not possible, it has been shown that, under suitable
assumptions, an interval observer can be designed to provide
the upper and the lower estimations of the real state. More-
over, this technique can be applied to unobservable nonlinear
singular systems to obtain the interval estimation. The proposed
result can be easily extended to deal with the nonlinear singular
systems with parameter uncertainty as well.
I. INTRODUCTION
Singular system approach was introduced to model a large
class of systems [8], [7]. In [22], the authors have studied
the solvability, controllability and observability concepts for
singular systems with regular matrix pencil. The algebraic
duality between controllability and observability for singular
systems with regular matrix pencil is proven by using the
Schwartz distribution framework in [9]. In [15], the concept
of casual observability was proposed for singular systems.
The strong observability and strong detectability of a gen-
eral class of singular linear systems with unknown inputs
are recently tackled in [3], [1] by converting the singular
system into a regular one with unknown inputs and algebraic
constraints. The observability problem for nonlinear singular
system has been treated in [4], [2].
Concerning the observer design, a Luenberger-like ob-
server has been proposed in [18] for linear singular systems.
[11] gave necessary and sufficient condition for the existence
of a reduced order observer for the linear singular systems
with known inputs, and the result was extended to treat
the linear singular systems with unknown inputs in [12]. In
[16], a generalized observer was studied by involving the
derivative of input and output. For the nonlinear singular
system, [17] studied an observer for a class of nonlinear
singular systems in which the system was linearized around
the equilibrium point. The same technique was used in [6]
to study a reduced order observer for a class of nonlinear
singular systems. And recently, the technique of regulariza-
tion by applying the geometrical differential method to the
nonlinear singular systems was introduced in [5].
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Most of the cited references are for the asymptotic estima-
tion of the state for singular systems without uncertainties.
The observer design becomes complicated when considering
the systems with uncertain terms in the state and in the
measurement. In this situation, the exact estimation may
be not possible, and one solution is to provide the upper
and lower bound estimation of the admissible values for the
state by applying the theory of set-membership or interval
estimation [14], [21], [20], [19]
Concerning the interval observer design for singular sys-
tem, the only work existing in the literature is [13], where the
problem of interval observer design is addressed for a class of
linear singular systems with delays. In this work, the studied
singular system was decoupled into two parts x = (x1,x2)
T :
the dynamical one and the algebraic one. The authors then
proposed an interval observer by restrictively assuming that
x2 can be fully described as the function of x1. Thus the
algebraic equation can be removed and the studied singular
system is equivalent to a regular one. Without imposing this
restrictive condition, this paper proposes a method to design
an interval observer for a class of nonlinear singular systems
with uncertainties. By imposing the observability rank con-
dition for the linear part and assuming some boundedness
properties of the studied system, this paper shows that an
interval observer for this class of uncertain nonlinear singular
systems always exists, which provides the upper and the
lower estimations of the system’s state.
In this paper, the following notation is used. R denotes the
set of real numbers and R+ = {x∈R : x≥ 0}. aRb represents
the element-wise relation R (a and b are vectors or matrices):
for example a < b (vectors) means ∀i : ai < bi. For a matrix
A ∈Rm×n, define A + = max{0,A }1 and A − = A +−A .
For a vector x ∈Rn, define x+ = max{0,x} and x− = x+−x.
For a matrix (function) A the symbol Ai denotes its i
th
column, for a vector (function) b the symbol bi denotes its
corresponding element. A matrix A ∈Rn×n is called Metzler
if all its elements outside the main diagonal are nonnegative.
Due to the limitation of pages, the proofs of the results are
omitted.
II. PROBLEM STATEMENT AND BACKGROUNDS
A. Problem statement




Ē ξ̇ = Āξ + f̄ (ξ ,u)+ v(t)
y = C̄ξ +w(t)
(1)
1It means each element of A + is the maximum value between 0 and the
maximum value of A at the same position.
where ξ ∈ Rn is the state whose initial value belongs to a
compact set I0(ξ (t0)) = [ξ (t0),ξ (t0)]; y ∈R
p and u∈Rm are
respectively the output and the input. Ē ∈ Rn×n, Ā ∈ Rn×n,
C̄ ∈ Rp×n, and the vector field f̄ represents the nonlinear
term with the appropriate dimension. w(t) and v(t) are the
disturbance in the output and in the model, respectively.
When the matrix Ē is nonsingular, then (1) can be written
as:
{
ξ̇ = Ē−1Āξ + Ē−1 f̄ (ξ ,u)+ Ē−1v(t)
y = C̄ξ +w(t)
(2)
which becomes a classical regular system. We can cite lots
of existing methods to design an observer for the system
without the uncertainties, if it is observable. For the case
with uncertainties in the state and in the output, an interval
observer was proposed in [21] for the observable system (2)
to give the upper and lower estimation of the real state with
the only requirement of the uncertainty boundedness. This
method is extended in [23] to treat the case even if the
system is not observable. When the matrix Ē is singular,
(1) represents a large class of nonlinear singular systems
with uncertainties in the state and in the output. This paper
is devoted to designing an interval observer for this larger
class of uncertain nonlinear singular systems. Before this, let
us firstly recall the basic background on comparison systems
which will be used for interval observer design.
III. ASSUMPTIONS AND PRELIMINARY RESULTS
Concerning the observability for singular systems, there
exist several different definitions in the literature, includ-
ing observability, R-observability and Impulse-observability
[22], [10]. Generally speaking, they characterize the state
reconstruction ability from different aspects: R-observability
defines the ability to estimate the reachable set of the studied
system; Impulse-observability corresponds to the ability to
estimate the impulse term of the studied system and the
observability covers both mentioned abilities to estimate all
states of the studied system.
In this paper, for the uncertain nonlinear singular system
Σξ , we are interested in the interval estimation of the
(non-impulsive) trajectory of the state ξ (t) with the known
information of y(t) and u(t) for t > 0. Therefore, this paper
considers the following definition of observability adopted
from Definition 1 in [1].
Definition 1: System Σξ is observable if y(ξ1, t) = y(ξ2, t)
for all ξ1,ξ2 ∈ R
n and t > 0 implies ξ1(0
+) = ξ2(0
+).
In what follows, we make the following assumption for
the original system Σξ .
Assumption 1: For the triple (Ē, Ā,C̄) of system Σξ de-













= n,∀s ∈ C (4)
are satisfied.
It is obvious that, even if the rank conditions (3) and (4)
are assumed to be satisfied, the studied uncertain nonlinear
singular system Σξ might not be observable, due to the
nonlinear term f̄ (ξ ,u) and the uncertainties (v,w). And
this motivates the study of the interval estimation treated
in this paper. Without loss of generalities, for the singular
matrix Ē ∈ Rn×n, it is assumed that rankĒ = q < n. Due

















which is equivalent to:
{
P1Ē +P2C̄ = In





p×n and P4 ∈R
p×p. Based
on the above result, we have the following lemma.
Lemma 1: Suppose Assumption 1 is satisfied for the triple
(Ē, Ā,C̄) of Σξ . Then there always exist matrices K ∈R
n×p,
L ∈ Rn×p and an invertible matrix Q ∈ Rn×n such that the
following matrix:
R = QNQ−1 (6)
is Hurwitz and Metzler, where
N = (P1 +KP3)Ā+LC̄, (7)
with P1 and P3 being defined in (5).
With the above deduced matrix Q which transforms the
Hurwitz matrix N to the Hurwitz and Metzler matrix R,
since it is non-singular, then we can choose x = Qξ as




Eẋ = Ax+ f (x,u)+ v(t)
y =Cx+w(t)
(8)
where E = ĒQ−1, A = ĀQ−1, C = C̄Q−1 and f (x,u) =
f̄ (Q−1x,u). For the transformed system (8), we can state
the following lemma.
Lemma 2: Suppose Assumption 1 is satisfied for the triple
(Ē, Ā,C̄) of Σξ . Then for the transformed system Σx(E,A,C)
defined in (8), there always exist a matrix K ∈ Rn×p, two





∈ R(p+n×(p+n) and Q ∈
Rn×n, such that the following equality is satisfied:
QP24C+QP13E = In
where the matrices P13 and P24 are defined as follows:
P13 = P1 +KP3
P24 = P2 +KP4
(9)
Since the initial condition ξ0 for (1) is supposed to be
located into a certain interval I(ξ0) = [ξ0,ξ0], then using
the diffeomorphism x = Qξ , the initial condition x0 is also
known within a certain interval I(x0) = [x0,x0]. Thus the
interval estimation of ξ in (1) is equivalent to estimate the
interval of x in (8) by using the knowledge of (u,y).
IV. MAIN RESULTS
This section will firstly analyze the boundedness properties
by making some assumptions for (1), then propose an interval
observer to estimate the state.
A. Interval estimation
Prior to introduce the interval observer for (1), let us firstly
make the following assumption which is necessary in the
sequel.
Assumption 2: For the studied system (1), it is assumed
that:
1) the state ξ (t) is bounded under the bounded input u(t)∈
C∞, i.e. ξ (t) ∈ Ω ⊂ Rn for a given u(t) ∈ U ⊂ Rm for
all t ≥ 0 where Ω and U are two given compact sets;
2) the function f̄ (ξ ,u) for all ξ ∈ Ω and u ∈ U is locally
Lipschtiz w.r.t (ξ ,u);
3) the disturbances w(t) and v(t) are bounded, and the
derivative of w(t) is bounded for all t ≥ 0, i.e. there
exist constants v,v,w,w,wd ,wd such that v ≤ v(t) ≤ v,
w ≤ w(t)≤ w, and wd ≤ ẇ(t)≤ wd .
Remark 1: Since system (8) was transformed from the
system (1) by applying the diffeomorphism x=Qξ : Ω→X ,
therefore if Assumption 2 is fulfilled for (1), then the state
x(t) of (8) is bounded as well for the bounded input u(t),
i.e. x(t) ∈ X ⊂ Rn for all t ≥ 0 where X represents the
compact set defined via the diffeomorphism. Moreover, since
f (x,u) = f̄ (Q−1x,u) in (8), thus it is locally Lipschtiz w.r.t
(x,u) for all x ∈ X and u ∈ U .
As we have showed in Section III, if Assumption 1 and
Assumption 2 are satisfied, then there exist the matrices K, L,
and the non-singular matrices P and Q such that the matrix
N defined in (7) is Hurwitz, and the matrix R defined in (6)




where P13 and P24 are defined in (9). Then one can design
the following two dynamics:
{









∆(z,z,u) = ∆ f (z,z,u)+∆v+∆w +∆wd
∆ f (z,z,u) = Q
+
P13


















∆(z,z,u) = ∆ f (z,z,u)+∆v+∆w +∆wd
∆ f (z,z,u) = Q
+
P13























Γ(x,x,x,u) = −∆(z,z,u)+QP13 f (x,u)+QP13v(t)
+QLw(x,u)−QP24ẇ(t)
(13)
we have the following corollary.
Corollary 1: For Γ(x,x,x,u) and Γ(x,x,x,u) defined in
(12) and (13) with x ∈ X and u ∈ U , we have
Γ(x,x,x,u)≥ 0 and Γ(x,x,x,u)≥ 0
Moreover, there exist positive constants lΓ, lΓ, lΓ, lΓ and lΓ,
lΓ such that for a chosen submultiplicative norm ‖ · ‖ the
following inequalities:
‖Γ(x,x,x,u)‖ ≤ lΓ‖x− x‖+ lΓ‖x− x‖+ lΓ
‖Γ(x,x,x,u)‖ ≤ lΓ‖x− x‖+ lΓ‖x− x‖+ lΓ
are satisfied for all t ≥ 0.
Theorem 1: Suppose Assumption 1 and Assumption 2 are
satisfied. Then for any initial state x(t0) of (8) belongs to a
certain interval I(x(t0)) = [x(t0),x(t0)], systems (10) and (11)
form an interval observer for (8) such that the following
inequality:
x(t)≤ x(t)≤ x(t), (14)
holds for all t ≥ t0. Mover, if there exist positive definite
symmetric matrices S, M and a positive scalar µ such that
the following LMI is satisfied:
[
RT S+ SR+ αµ I+M S
S − 1µ I
]
 0 (15)











the variables x(t) and x(t) are bounded for all t ≥ 0.
Corollary 2: For system (8) with the initial state ξ (t0) ∈
[ξ (t0),ξ (t0)], if Assumption 1 and Assumption 2 are satis-
fied, then there exists a non-singular matrix Q such that the

















where x and x are the states of the proposed interval observer
defined in (10) and (11).
Let us remark that Assumption 2 imposed the state
boundedness ξ (t) ∈ Ω ⊂ Rn under a given bounded input
u(t) ∈ U ⊂Rm for all t ≥ 0, and this property is sometimes
difficult to be checked for general uncertain nonlinear sin-
gular systems, therefore the proposed result could not be
applied. However, if the boundedness property of the state
in Assumption 2 is satisfied only for t ∈ [0,T ] with T being
a finite time, i.e. ξ (t)∈ Ω ⊂Rn under a given bounded input
u(t)∈U ⊂Rm for all t ∈ [0,T ], then Theorem 1 is still valid
during this finite time T . Therefore the proposed result can
be relaxed by the following corollary.
Corollary 3: Suppose Assumption 1 and Assumption 2
are valid only for t ∈ [0,T ] with T being a finite time. Then
for any initial state x(t0) of (8) belongs to a certain interval
I(x(t0)) = [x(t0),x(t0)], systems (10) and (11) give an interval
estimation of x(t) of (8) for t ∈ [t0,T ], i.e. x(t)≤ x(t)≤ x(t)
for all t ∈ [t0,T ]. And the interval estimation of ξ (t) of (1)






defined in (1), supposed that
Assumption 1 and Assumption 2 are both satisfied for all
t ≥ 0 (or for all t ∈ [0,T ]), then the interval estimation of the
state ξ for (1) can be obtained via the following procedure:
Step1: Due to the satisfaction of the rank condition (3) in
















Step2: Due to the satisfaction of the rank condition (4) in
Assumption 1, choose the matrices K, L such that N =
LC̄+(P1 +KP3) Ā is Hurwitz;
Step3: Choose an invertible matrix Q such that R = QNQ−1
is Hurwitz and Metzler;




into Σx (E,A,C) by ap-
plying the diffeomorphism x = Qξ ;
Step5: If Assumption 2 is satisfied for all t ≥ 0 (or for all
t ∈ [0,T ]), calculate the bound of the function f in
(8);
Step6: Design interval observer (10) and (11) for Σx (E,A,C),
which yields x(t)≤ x(t)≤ x(t) for all t ≥ 0 (or for all
t ∈ [0,T ]);
Step7: Finally we obtain the interval estimation of ξ (t) for


















Let us consider the following uncertain nonlinear singular
system:
Ē ξ̇ = Āξ + f̄ (ξ ,u)+ v(t)




















































, w(t) = 0.1sin(t). It is straightforward
to check that the studied uncertain nonlinear singular system
may b not observable with respect to the output y, thus an
asymptotic observer could not be designed. The following
applies the proposed method to design an interval observer
to get the upper and the lower estimations of the state.
Step 1:














= 3,∀s ∈ C
thus Assumption 1 is fulfilled. Moreover, the input is chosen
as u(t)= 0.5sin(t) such that Assumption 2 is at least satisfied
for t ∈ [0,T ] with T being a finite time (see Fig. 1-3 for
T = 5).





0 0 0 1
1 0 0 0
0 1 0 0














































Therefore, we can choose:
K = [0,−1,−6]T , L = [−2,−19,5]T


























 which is Hur-
witz and Metzler.
Step 4:
So, with the transformation x = Qξ , system (17) can be
written as:
Eẋ = Ax+ f (x,u)+ v(t)
y =Cx+w(t)
(18)


































Let us now compute the bounding function for f (x,u) in
















corresponding to the interval of the product x2x3 for x =
[x2 x3]
T with x ≤ x ≤ x and the interval of the function sin(x)
for a scalar x with x ≤ x ≤ x (for |x| ≤ π/2). Then we have
























f 3(x,x) = −0.75sin(Product(x/30,x/30))
Take lΓ = lΓ = lΓ = lΓ = lΓ = lΓ = 1, then we have α = 2.
By solving the LMI defined in (15), we find µ = 1, S =
















thus all conditions of Theorem 1 have been verified.
Step 6:
Then we can design the interval observer for the transformed
system (18). The results of the interval estimations of the
state x for this system are depicted in Fig. 1-3, from which
we can see that the proposed observer can provide both the
upper and the lower estimations of x.













Upper estimation of x
1
Lower estimation of x
1



















we obtain the upper and the lower estimation of the real state
ξ for the uncertain nonlinear singular systems (17) (see Fig.
4-6).
VI. CONCLUSION
When treating the uncertain nonlinear singular system
while the asymptotic estimation is not possible, this pa-
per is devoted to designing an interval observer for the
studied uncertain system. By imposing the rank conditions
and assuming the boundedness of the uncertainties (and















Upper estimation of x
2
Lower estimation of x
2
Fig. 2. The interval estimation for x2 .













Upper estimation of x
3
Lower estimation of x
3
Fig. 3. The interval estimation for x3 .













Upper estimation of ξ
1
Lower estimation of ξ
1
Fig. 4. The interval estimation for ξ1.
the derivative of the uncertainty) in the state and in the
output, we proved that an interval observer can always be
synthesized to provide the upper and the lower estimations
of the real state. The efficiency of the proposed method is
highlighted by an illustrative example.













Upper estimation of ξ
2
Lower estimation of ξ
2
Fig. 5. The interval estimation for ξ2.













Upper estimation of ξ
3
Lower estimation of ξ
3
Fig. 6. The interval estimation for ξ3.
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