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Topologically ordered systems in the presence of symmetries can exhibit new structures which are referred to
as symmetry enriched topological (SET) phases. We introduce simple methods to detect the SET order directly
from a complete set of topologically degenerate ground state wave functions. In particular, we first show how to
directly determine the characteristic symmetry fractionalization of the quasiparticles from the reduced density
matrix of the minimally entangled states. Second, we show how a simple generalization of a non-local order
parameter can be measured to detect SETs. The usefulness of the proposed approached is demonstrated by
examining two concrete model states which exhibit SET: (i) a spin-1 model on the honeycomb lattice and (ii)
the resonating valence bond state on a kagome lattice. We conclude that the spin-1 model and the RVB state are
in the same SET phases.
Introduction. Topologically ordered quantum systems
have robust physical properties, like quasiparticle statistics
and ground state degeneracy, which do not depend on the mi-
croscopic details of the Hamiltonian [1]. If the system has
extra global symmetries, then the interplay between topol-
ogy and symmetry can give rise to interesting “Symmetry
Enriched Topological” (SET) phases where the quasiparticles
transform under the symmetry in a “fractional” way. The
first and best understood topological phase – the ν = 1/3
fractional quantum Hall state – is an SET phase with charge
conservation symmetry, where the quasiparticle with eipi/3
fractional exchange statistics has e/3 fractional charge [2, 3].
More interestingly, it was realized that systems with the same
topological order and the same symmetry can be in different
SET phases with different symmetry fractionalization on the
quasiparticles. For example, in a Z2 gauge theory with spin
rotation symmetry, the gauge charges can carry half integer
spin (fractional) or integer spin (non-fractional) representa-
tions [4]. With more symmetries, more varieties of SETs are
possible and many efforts have been devoted to their classifi-
cation [5–10].
An important open question is how to determine the SET
order in a model system. With the experimental prospects to
realize spin liquids in systems with various internal and lattice
symmetries (e.g. herbertsmithite [11]), it is necessary to pre-
dict theoretically which SET phase they belongs to. However,
this is generally hard as the SET order is intrinsically encoded
in the global entanglement pattern of the state and no local
order parameter can be measured to detect it. On the other
hand, several methods have been developed to determine the
topological order in the long-range entangled states [12–17],
but they are insensitive to the different ways of symmetry en-
richment.
In this paper, we introduce a way to detect SET order by
measuring the non-local parameters on the minimally entan-
gled ground states (MES) [16] of the system on a torus. The
set of MES on a torus gives us access to the quasiparticle ex-
citations of the system by localizing them at the ends of the
cylinders when the torus is cut into halves, as shown in Fig.1.
Now if we can measure the fractional symmetry representa-
tion carried by the quasiparticles, we can identify the SET
order. If the quasiparticle carries a fractional charge, like in
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FIG. 1. (a) Minimally entangled ground states of a topological sys-
tem on torus are eigenstates of Wilson loop Wy operators parallel to
the bipartite cut. (b) Quasiparticles of type a and a¯ are localized at
the edges of the cut.
the fractional quantum Hall case, we can detect it directly by
measuring charge locally near the ends of the cylinder in the
MES. A different type of symmetry fractionalization exists
where the quasiparticles carry projective representations (see
Appendix A) of the symmetry, as in the case of spin 1/2 rep-
resentations on the Z2 gauge charges. We are going to focus
on SETs with this type of fractionalization in this paper and
show that they can be determined with the non-local order
parameters that are related to the ones used to detect symme-
try protected topological phases (SPT) [18, 19]. As shown
in Refs. [18, 19], a string order parameter can be designed
to detect projective symmetry representations on the edge of
a one-dimensional (1D) gapped system hence identifying the
SPT order in 1D. By putting a two-dimensional (2D) SET sys-
tem onto a cylinder and picking out the MESs, we map a 2D
SET state into effectively 1D SPT states whose order can then
be detected with “non-local order” parameters. We demon-
strate the effectiveness of this idea by applying it to a model
wave function of spin-1 bosons and also to the resonating va-
lence bond state [20, 21] on the kagome lattice which has the
same SET order – the Z2 topological order with the Z2 charge
carrying spin 1/2 representation of the SO(3) spin rotation
symmetry.
Detecting SET’s. An important concept for the detection
of SETs are the minimally entangled states proposed in [16].
When a topologically ordered system is put onto a torus, the
ground space has a degeneracy equal to the number of quasi-
particle typesN . Among all the states in the ground subspace,
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FIG. 2. (a) Symmetry fractionalization for a localized quasiparticle
of type a at the end of the half cylinder. (b) The non-local order pa-
rameter consisting of product of onsite symmetry operators Σ acting
on a segment of length n on the cylinder. The segment is terminated
by the operators XL and XR .
one set of basis states have minimum bipartite entanglement
when the torus is cut along a non-contractible loop in the y
direction into two cylinders as shown in Fig. 1. These min-
imally entangled states (MES) are eigenstates of the Wilson
loop operators in the y direction {W ya } and have a one to one
correspondence with the quasiparticle types a. The MES with
eigenvalue 1 for all {W ya } corresponds to the vacuum. MES
corresponding to a can be created from the vacuum state by
creating a pair of particle a and anti-particle a¯ excitations,
bringing a around a non-contractible loop in the x direction
and annihilating it with a¯. Therefore, when the system is cut
open, the MES corresponding to a has quasiparticles a and a¯
at each end of the cylinder.
Given a model Hamiltonian with potential SET order, one
can find the MESs from a complete set of ground states on a
torus by minimizing bipartite entanglement. In the following,
we follow Refs. [22, 23] and use the fact that a long cylin-
der is locally equivalent to a torus. In this case, the different
MESs can be conveniently obtained by changing the bound-
ary conditions on a long cylinder. When cut into two “half
cylinders”, we find a localized quasiparticle near the edges as
illustrated in Fig. 2a with possible projective representations.
A projective representation is like an ordinary representation
up to phase factors; i.e., if g, h, k are inG and fullfill g ·h = k,
then
UgUh = e
iρ(g,h)Uk. (1)
The phases ρ(g, h) are called the “factor set” of the repre-
sentation. In Ref. 18, a numerical approach was introduced
that allows to directly extract the Ug from the ground-state
wave functions. Furthermore, several string order parameter
were introduced which allow to directly detect different SPT
phases, including those protected by time reversal and by in-
version symmetry.
We use two methods to identify the SET phase from the
MESs in this paper. We begin with the method in which the
projective representations Ug’s are directly extracted from the
Schmidt decomposition of the MES. Assume that |Ξa〉 is the
MES corresponding to quasiparticle a on an infinite cylinder
and perform a Schmidt decomposition of the state into two
Schmidt states on half cylinders
|Ξa〉 =
χ∑
α=1
λα|φLα,a〉|φRα,a〉, (2)
where |φLα,a〉 and |φRα,a〉 represent an orthogonal basis of the
left and right partitions, respectively. For concreteness, we as-
sume that the |φLα,a〉 are defined on sites −∞ . . . 0 and |φRα,a〉
on sites 1 . . .∞. The λα’s are Schmidt values and the entan-
glement entropy is given by S = −∑α λ2α log λ2α. Note that
the Schmidt states can also be obtained by diagonalizing the
reduced density matrix ρL (ρR) and the corresponding eigen-
values are λ2α. The SETs are gapped phases with short range
correlations and we assume that we have a cylinder with a fi-
nite circumference, thus the area law [24] guarantees that the
values of λα decay quickly [25, 26]. From now on, we are
only considering the important Schmidt states which have a
Schmidt value λα >  for a given  > 0, so we have a finite
number of Schmidt values.
The Schmidt states of |Ξa〉 have localized quasiparticles of
type a at the cut. Thus onsite symmetry operations g that act
on the Schmidt states transform the quasiparticles according
to the representation Uag (which can be either linear or pro-
jective). The Uag can then be directly obtained by calculating
the overlap between the Schmidt states with their symmetry
transformed partners,
(Uag )α,β = 〈φRα,a|
( ∞∏
i=1
gi
)
|φRβ,a〉. (3)
Equivalently, we could have chosen the left Schmidt states
|φLα,a〉. If the state |ψ0〉 is represented as tensor product state,
Eq. (3) can be efficiently evaluated by multiplying together all
the tensors to the right of the bond (see Appendix D). Once we
have obtained the Uag of each symmetry operation and quasi-
particle type, we can calculate the commutators and read off
the factor set and hence determine in which phase the state
is. For non-onsite symmetries, we can obtain the representa-
tions in an analogous way, e.g., for time-reversal and inversion
symmetry.
It is desirable to have a probe for SETs that does not rely
on having access to the Schmidt states. For this we construct
non-local order parameters that are sensitive to the type of
SET order and can be directly evaluated using Monte Carlo
methods or potentially measured in experiments [27]. The
non-local order parameter we consider here is defined as
Oa (g,XL, XR) =
lim n→∞
〈
Ξa
∣∣∣∣∣XL(1)
(
n−1∏
k=2
g(k)
)
XR(n)
∣∣∣∣∣Ξa
〉
. (4)
and closely related to the string order parameter originally in-
troduced by [28]. It corresponds to calculating the overlap
between the wave function with a symmetry operation g ap-
plied to a segment of n consecutive rings of the cylinder (as
illustrated in Fig. 2b). The operators XL and XR are defined
on rings terminating the segment that is transformed by g.
As g is a symmetry operation, it does not change anything
3in the bulk of this segment and the overlap should not vanish
as n → ∞ for any cylinder with a finite circumference. In
Ref. [18], it was demonstrated, that string order parameter of
the type Eq. (4) can detect SPT phases by choosing the oper-
ators XL and XR accordingly. Let us assume that the quasi-
particles of type a transform as UagU
a
h = e
iρ(g,h)Uak . The
operator X(= XL = XR) can be chosen to have a particular
quantum number eiσ(X,h) with respect to h. This yields a se-
lection rule and the non-local order parameter has to be zero
if ρ(g, h) 6= σ(X,h). In practice, we can thus choose the op-
erators XL and XR accordingly and then evaluate Eq. (4) for
each quasiparticle type to get a complete characterization of
the SET. Note, that the non-local order parameter (see Eq. (4))
is sensitive for a subset of SETs with sufficiently simple sym-
metries, however, more general order parameters can be con-
structed that work for all symmetries (analogous to the ones
used for SPT in [18]).
Spin-1 Bosons on the hexagonal lattice. We will now
demonstrate the above by studying an example of an SET
that is built of spin-1 bosons. In particular, we are going to
construct a simple SET state, namely, an “Affleck, Kennedy,
Lieb and Tasaki (AKLT) string model state” and show how
we can then extract all characteristic properties. The state we
consider here is defined on a honeycomb lattice where each
site is either unoccupied or contains one spin-1 boson. The
ground state wave function is an equal weighted superposi-
tion of loop coverings on the honeycomb lattice, where along
the loops the spin-1 bosons form AKLT chains [29] and away
from the loops the sites are unoccupied as shown in Fig. 3a. In
Appendix B, we describe a local Hamiltonian which has the
state as its ground state. Neglecting the internal structure of
the loops, this state is exactly the ground state of the toric code
model [30] – which is the fixed point of a Z2 topologically or-
dered phase [31, 32]. The topological entanglement entropy
(TEE), usually denoted by γ, is the constant term in the en-
tanglement entropy S = cL− γ, where L is the length of the
boundary of the region[12, 13]. The characteristic topologi-
cal entanglement entropy of the Z2 phase is γ = log 2. The
Z2 phase has a four-fold ground state degeneracy on a torus,
which corresponds to four different types of quasiparticles ex-
citations. These are the electric particles e (showing up as the
ends of open strings in Fig. 3b), the magnetic particlesm (cor-
responding to defects on plaquettes), fermions f (bound pairs
of e and m), and the identity particle 1. The four quasiparticle
types are related to the ±1 eigenspaces of {W ya }.
In the AKLT string model, the sites have integer spin S = 0
or S = 1. However, the e particles appear at ends of open
AKLT loops and therefore carry a fractionalized spin S = 1/2
as shown in Fig. 3b. Let us now assume the presence of a sym-
metry, e.g., SO(3), a discrete subgroup like Z2 × Z2 or time
reversal symmetry. We find that the onsite representations are
always linear, while the half integer spin carried by the e par-
ticle has a projective representation. The m particle carries
integer spin and their bound state f has half integer spin.
The AKLT string state can be represented exactly by a ten-
sor product state (TPS) [33] which simplifies the calculations
considerably. The state with n sites can be expressed as a
(translationally invariant) TPS with bond dimension χ = 3 as
follows:
|Ψ〉 =
∑
s1,s2,...,sn
tTr[T [s1]T [s2]...T [sn]]|s1, s2, ..., sn〉, (5)
where the si ∈ {1, 0,−1,∅} correspond to the three S = 1
states and the vacuum state, respectively. The non-zero ele-
ments of the tensors are
T
[∅]
222 = 1; (6)
T
[0]
201 = T
[0]
021 = T
[0]
012 = −T [0]210 = −T [0]120 = −T [0]102 =
t√
2
;
T
[−1]
112 = T
[−1]
121 = T
[−1]
211 = −T [1]002 = −T [1]020 = −T [1]200 = −t,
where t is a string tension. If t = 1, this state is an equal
weighted superposition of all “AKLT loop” coverings (see Ap-
pendix C for the details of the derivation). Starting from this
set of tensors, we can find the TPS representation for all the
MES (for details see Appendix D).
As described in Refs. [34, 35], we can obtain the reduced
density matrix for a TPS on the cylinder of circumference
L for each MESs (the details are outlined in Appendix D).
In particular, the Schmidt states |φLα,a〉 of each MES can be
obtained by diagonalizing the reduced density matrix on the
cylinder. From the entanglement entropy, which scales with
L as cL − γ, we can then directly obtain the constant γ. We
obtain for all MES a γ which converges to log 2 as L increases
(see Fig 3d). This is the expected result for a Z2 topologically
ordered phase.
By inserting the symmetry operators, such as time reversal
operator or the pi rotation operators (Rx = exp(ipiSx) and
Rz = exp(ipiSz)) into the transfer matrix, we directly obtain
the overlap Eq. (3) yielding the desired Uag . From the U
a
g ,
we can then calculate the commutators which characterize the
SET:
1 e m f
UaTR(U
a
TR)
∗ 1.0 -1.0 1.0 -1.0
UaRxU
a
Rz (U
a
Rx)
†(UaRz )
† 1.0 -1.0 1.0 -1.0
We find that the commutators of Uag reveal nontrivial phase
factors for the time reversal symmetry and Z2×Z2 symmetry
in the e− and f−MES. This is the fingerprint of the specific
SET. We also demonstrate how to detect SET phases by us-
ing non-local order parameter Eq. (4). The non-local order
parameter with X = 1 and g = Rx shown in Figs. 3e and
3f reveals the projective representations of the e and f quasi-
particles. The selection rule implies that the non-local order
parameter On(Rz,1,1) vanishes in e− and f−MES as they
have non-trivial phase factors under Rz .
Resonating valence bond state on the kagome lattice. We
will now show that the resonating valence bond state (RVB)
state on the kagome lattice (shown in Fig. 4a) is in the same
SET phase as the spin-1 model above. The RVB state on the
kagome lattice is a good approximation of the ground state for
the S = 1/2 Heisenberg [36] and represents a state with Z2
topological order [37]. In the RVB state, a singlet can frac-
tionalize into two spinons which carry a spin 1/2 (see Fig.
4(a) (b)
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FIG. 3. (a) The ground state wave function is formed by an equal
weighted superposition of closed S = 1 AKLT chains on the honey-
comb. The sites are are either occupied by one S = 1 boson or empty
and the red ellipsoids represent spin 1/2 singlets. (b) An excited state
with two defects which carry a spin 1/2 each. (c) The four MES
of the Z2 liquid are in a one-to-one correspondence with the four
quasiparticle types 1, e,m and f . (d) All MES have a topological
entanglement of γ = log 2. (e-f) Non-local order parameter shown
for a string tension of t = 0.83 with identity as boundary operator
(X = 1 shown in Eq. (4) ) as a function of the length of the segment
n calculated for the four MES for cylinders of different circumfer-
ence L. On decays exponentially with L and we have rescaled the
quantity in the plot.
4b). Thus the quasiparticles again carry projective represen-
tations. Again we can make use of the TPS description of the
state with a bond dimension χ = 3 as shown in Ref. 37 and
the calculations of the non-local order parameters can be per-
formed analogously. We first obtain the TEE of each of the
four MESs that tend to log 2 for large L as shown in Fig. 4c –
as expected for aZ2 phase. The projective representations Uag
are the same as result in the previous example. The non-local
order parameter vanishes in e− and f−MES and tends to a
constant in 1− and m−MES as shown in Fig. 4d. From the
TEE and non-local parameter, we can conclude that the RVB
state is in the same phase as the AKLT string model.
Conclusions. In this paper, we have introduced two sim-
ple methods to detect SET. The first approach is achieved by
the Schmidt states of minimally entangled state (MES) on a
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FIG. 4. (a) The RVB state on the kagome lattice is given by an equal
weighted superposition of nearest-neighbor singlet coverings. The
red ellipsoids represent spin 1/2 singlets. (b) A pair of spinon ex-
citations carrying a spin 1/2 each. (c) All MES have a topological
entanglement of γ = log 2. (d) Non-local order parameter for each
MES.
cylinder. We can measure the symmetry representations of
quasiparticle type a at the end of cylinder. Thus it is a very
convenient method if we use exact diagonalization (see Ap-
pendix E), density matrix renormalization group [38], or ten-
sor product state based [34] techniques. The second approach
is to do a segment of measurements on the real spins. The
selection rules obtain a characterization of SET. This way is
more physical, and can be used by other methods, e.g., quan-
tum Monte Carlo methods or potentially measured experimen-
tally. We demonstrated the usefulness of this approach by con-
sidering first a AKLT string model and the RVB state on the
kagome lattice and find that they are in the same SET phase.
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Appendix A: Projective Representation
Matrices u(g) form a projective representation of symmetry
group G if
u(g1)u(g2) = ω(g1, g2)u(g1g2), g1, g2 ∈ G. (A1)
Here ω(g1, g2)’s are U(1) phase factors, which is called the
factor system of the projective representation. The factor sys-
tem satisfies
ω(g2, g3)ω(g1, g2g3) = ω(g1, g2)ω(g1g2, g3), (A2)
for all g1, g2, g3 ∈ G. If ω(g1, g2) = 1, this reduces to the
usual linear representation of G.
A different choice of pre-factor for the representation ma-
trices u′(g) = β(g)u(g) will lead to a different factor system
ω′(g1, g2):
ω′(g1, g2) =
β(g1g2)
β(g1)β(g2)
ω(g1, g2). (A3)
We regard u′(g) and u(g) that differ only by a prefactor as
equivalent projective representations and the corresponding
factor systems ω′(g1, g2) and ω(g1, g2) as belonging to the
same class ω.
Suppose that we have one projective representation u1(g)
with factor system ω1(g1, g2) of class ω1 and another
u2(g) with factor system ω2(g1, g2) of class ω2, obviously
u1(g) ⊗ u2(g) is a projective presentation with factor group
ω1(g1, g2)ω2(g1, g2). The corresponding class ω can be writ-
ten as a sum ω1+ω2. Under such an addition rule, the equiva-
lence classes of factor systems form an Abelian group, which
is called the second cohomology group of G and denoted as
H2[G,U(1)]. The identity element 1 ∈ H2[G,U(1)] is the
class that corresponds to the linear representation of the group.
Appendix B: Hamiltonian for the AKLT string model
In this section, we describe a Hamiltonian which has the
spin-1 boson wave function – an equal weighted superposi-
tion of AKLT loops – as its ground state. The Hamiltonian
contains a vertex term and a plaquette term.
H =
∑
v
hv +
∑
p
hp (B1)
Each hv acts on four vertices on the hexagonal lattice, with
one vertex in the center and three neighboring vertices around
it. First hv projects onto the following subspace: if the center
vertex is in the vacuum sector, then all three neighboring ver-
tices are in the vacuum sector; if the center vertex is in the one
boson sector, then two of the neighboring vertices are also in
the one boson sector while the other one is in the vacuum sec-
tor, as shown in Fig 5. Moreover, the vertex term contains a
FIG. 5. Vertex configuration allowed by the hv term. Empty circle
represents the vacuum sector while solid circle represents the spin-1
boson sector.
coupling term ~Si · ~Sj + 13
(
~Si · ~Sj
)2
between the spin-1 at the
center and each of the two spin-1’s at the neighboring sites.
6The low energy space of all the vertex terms is then composed
of loop configurations of AKLT chains. The plaquette term hp
then allows the AKLT loop configurations to fluctuation from
one to another. More specifically, if a plaquette does not have
a loop initially, the plaquette operator would attach an AKLT
loop to it, as shown in Fig.6. If a loop overlaps with part of
the plaquette, then the plaquette term would flip the loop to
be on the other side of the plaquette. Note that a segment of
an AKLT chain has four low energy states associated with the
two edge spin 1/2’s. When mapping the segment from one
side of the plaquette to another side, we need to match the
state of the edge spin.
FIG. 6. Plaquette operator allows Haldane loops to fluctuate. Small
spins on the side indicate edge spins of the Haldane chain segment.
Appendix C: Tensor product states for the AKLT string model
and the RVB state
In this appendix, we explain the AKLT string model on the
honeycomb lattice and the RVB state on the kagome lattice in
TPS formalism.
1. TPS representation of the AKLT string model
Let us first recall the toric code model [30] for which the
ground state is the fixed point of a Z2 topologically ordered
phase. The model is defined on the honeycomb lattice where
each link is occupied by an Ising spin. The Hamiltonian is
given by the spins around each vertex v, −∑v∏i∈v Zi and
plaquette p of the lattice, −∑p∏i∈pXi. Here, X and Z are
Pauli operators. If we define that the state | ↑〉 of spin corre-
sponds to a string on a link, the ground state wave function is
an equal weighted superposition of all closed loop configura-
tions |ΨZ2〉 =
∑ |D〉 on the lattice.
Now we start from a state, |Ds〉, which is a tensor product
of singlets | ↑↓〉 − | ↓↑〉 between two connected sites in the
loop covering |D〉. The state |Ds〉 can be regarded as a cov-
ering of the honeycomb lattice with 1D S = 1 AKLT chains.
Each site is occupied by either two spin 1/2 (that have a to-
tal spin S = 1) or a vacuum state (no string crosses this site).
The equal weighted superposition of all AKLT loop coverings,
|Ψ〉 = ∑ |Ds〉, on the honeycomb lattice forms the “AKLT
string” model state. This state has Z2 topological order and is
a simple example of an SET (as described in the main text).
To obtain a TPS representation of the AKLT string model,
we can place the entangled state |ω〉 = 1√
2
(|01〉−|10〉)+ |22〉
along all edges of the lattice. Each physical site has three
virtual particles on the honeycomb lattice, and each of virtual
particles can be regarded as spin 1/2⊕ 0. The virtual indices
“0,1” provide the spin 1/2 degrees of freedom which holds
singlet along the edge. The third index “2” that belong spin
0 subspace is used to indicate there is no singlet along the
edge. At each physical site, if two of the virtual particles stay
in spin 1/2 subspace and the other one stays in spin 0, these
three virtual particles would be mapped to a physical spin-1
boson (S = 1, 0,−1). If all of the virtual particles stay in
spin 0, it forms a physical vacuum state, ∅. The following
projector realizes the spin-1 boson on the honeycomb lattice,
P =t|1〉(〈002|+ 〈020|+ 〈200|)+ (C1)
t|0〉(〈012|+ 〈120|+ 〈201|+ 〈021|+ 〈210|+ 〈102|)+
t| − 1〉(〈112|+ 〈121|+ 〈211|)+
|∅〉〈222|,
here, t is a string tension. Each projector P on site with t = 1
represents an equal weighted superposition of all AKLT loop
coverings. By contracting the virtual particles with projectors
P , we can obtain the TPS representations directly.
2. TPS representation of the RVB state
The tensor representation of the RVB state also can be ob-
tained by using χ = 3 entangled state. In Ref. [35], a 3-
particle entangled state, |〉 = ∑2i,j,k=0 εijk|ijk〉+ |222〉 was
used, and placed on a triangle of kagome lattice. The ε is
the Levi-Civita symbol with ε012 = ε120 = ε201 = 1 and
ε021 = ε210 = ε102 = −1. Applying the projector
P =| ↑〉(〈02|+ 〈02|) + | ↓〉(〈12|+ 〈21|) (C2)
to each vertex yields the desired RVB state.
Appendix D: Details on how to obtain the projective
representations of the anyons in the Z2 model from a TPS
In this appendix, we show the details of how to obtain the
projective representations Uag of the anyons from TPS repre-
sentations. The main procedure is now as follows: we firstly
obtain TPS representations of the anyons from a complete set
of the ground state. We then map a 2D TPS to an effective
1D matrix product state (MPS) representation A˜, and find the
canonical form of the matrix A˜. Finally, we can obtain the
projective representations Uag of the anyons from the symme-
try transformations.
Let us consider a wave function, |Ψ〉, of an N1 × N2 spin
lattice in a cylindrical geometry. It can be expressed in terms
of a TPS as
|ψ〉 =
∑
s1,1,s1,2,...,sN1,N2
tTr(T s1,1T s1,2 . . . T sN1,N2 ) (D1)
|s1,1s1,2 . . . sN1,N2〉,
where the physical spin si,j = 1, ..., ds, and T si,j ’s are rank-
five tensors for a square lattice. In the AKLT string model we
considered, the honeycomb lattice also can be mapped onto
an effective square lattice (see Fig.7a).
Our proposed method is implemented as follows.
71. Find the TPS representations of MESs:
We reiterate how the TPS representation of the mini-
mally entangled states corresponding to the anyons [35]
can be obtained. InZ2 topologically ordered phases, the
TPS representations of four anyons can be obtained di-
rectly from the complete set of ground states. Suppose
that we have the ground states of a Z2 topologically or-
dered phase in TPS corresponding to Eq. (D1). The
MESs of quasiparticles 1 and e, which are related to the
±1 eigenspaces of W ya , can be obtained from the TPS
for the ground state with even and odd parity number
of the boundaries of a cylinder. The parity number is
defined by counting the number of singlets that cross a
vertical line of the cylinder. These two MESs can be
written as simple TPS representations.
We also can insert a string operator Z¯ ⊗ Z¯.... ⊗ Z¯ (as
the blue line shown in Fig. 3c ) to TPSs for 1− and
e−MES to create magnetic fluxes. The representation
of the operator Z¯ is given by
Z¯ =
 1 0 00 1 0
0 0 −1
 . (D2)
Again, we can obtain TPS representations for m− and
f−MES with string operator.
2. Map 2D TPS to 1D MPS:
We consider a MES corresponding to quasiparticle a in
TPS Eq. (D1) (here the index of the anyon is omitted).
Following Refs. [34, 35], we block all spins that are in
the first k columns to form a ring, and define a new
tensor,
A˜k,Skαˆk,γˆk =
∑
β1,k,...,δN1,k
T s1,kT s2,k ...T sN1,k , (D3)
as shown in Fig. 7b. Here, Sk denotes the combi-
nation of all physical indices s1,k, s2,k, ..., sN1,k, and
αˆk and γˆk denote the combination of all inner in-
dices α1,k, α2,k, ..., αN1,k and γ1,k, γ2,k, ..., γN1,k re-
spectively. In terms of those tensors A˜’s, the MES can
be expressed as
|ψ〉 =
∑
S1S2...SN2
Tr(A˜1,S1A˜2,S2 ...A˜N2,SN2 ) (D4)
|S1S2...SN2〉,
where Si is a physical index of a new tensor which in-
cludes all physical indices around a ring. A 2D TPS
thus can be mapped to an effective 1D MPS with large
physical and inner dimensions shown in Fig. 7c.
3. Determine the canonical form:
Now, we have an effective 1D MPS and need to deter-
mine the canonical form [39] of the same state. The
procedure is covered in detail. First, we form a positive
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FIG. 7. (a) Tensors are denoted as boxes with one physical index s
and four virtual indices α, β, γ, δ. (b) meet all of spins as a ring and
form a new tensor A˜. (c) The effective MPS can be obtained by re-
placing the tensors around a ring with a new tensor A˜ and contracting
the virtual indexes along the horizontal direction.
double tensor E by merging two layers of tensor A˜ and
A˜∗ with the physical indices contracted, namely,
Eαˆαˆ′,βˆβˆ′ =
∑
S
A˜∗S
αˆ′,βˆ′A˜
S
αˆ,βˆ
. (D5)
Find the VR that is the dominant right eigenvector of
double tensor E with eigenvalue η (see the Fig. 8a). We
prepare an initial vector Vi and apply the double tensors
N times. By using power method, in the limitN →∞,
(Eαˆαˆ′,βˆβˆ′)
N (Vi)βˆβˆ′ will converge to the dominant right
eigenvector of E. Here, we normalize VR such that
VRV
†
R = 1 and ignore a constant phase factor which
results from the right end. Then, decompose the ma-
trix (VR)αˆαˆ′ , which is Hermitian and non-negative, as
VR = W
√
λ
√
λW † = XX†. Finally, we arrange the
tensors A˜ and X into a new tensor
A˜
′S
αˆ,βˆ
=
∑
γˆ,δˆ
X−1αˆ,γˆA˜
S
γˆ,δˆ
Xδˆ,βˆ . (D6)
The tensor A˜′ is thus in the canonical form that defined
by the right eigenvector of E as shown in Fig. 8b.
4. Determine projective representations:
To obtain the projective representations of symmetries,
we need to insert symmetry operators R’s to the mea-
sured state. The generalized transfer matrix G is given
by
Gαˆαˆ′,βˆβˆ′ =
∑
SS′
A˜∗S
αˆ′,βˆ′R
SS′A˜S
′
αˆ,βˆ
, (D7)
where the operator RSS
′
are applied to the tensors. As
R is a symmetry operator, the generalized transfer ma-
trix G has a largest eigenvalue η of modulo 1 as shown
in Fig. 8c. Again we apply the generalized transfer
matrix many times to an initial state, and the dominant
state is related to a projective representations Uag .
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FIG. 8. (a) Diagrammatic representation of the right-hand side vec-
tor. (b) Condition of a MPS to be a canonical form. The transfer
matrix have the identity as eigenvectors with eigenvalue 1. (c) Insert
operators to a TPS to find the projective representation.
Appendix E: Extracting the projective representations from
exact diagonalization
In this section, we will show how to obtain the projective
representation via exact diagonalization. For simplicity, we
demonstrate this here only for SPTs. First of all, we consider
open boundary conditions for a Hamiltonian with 2N+1 sites,
and obtain the ground state wave function |Ψ〉 by using exact
diagonalization. Then, we want to determine the MPS repre-
sentation of the middle site from |Ψ〉. However, the degener-
ate ground states are likely to lead to ambiguities.
In particular, a 1D SPT phase has generically degeneracies
due to the edge modes at the ends of the chain. For example,
the S = 1 antiferromagnetic chain in the Haldane phase has
spin 1/2 edge states which lead to the degeneracy of ground
state. We can add a small symmetry breaking field at the
boundaries to split the edge state degeneracy and obtain an
unique ground state |Ψ〉.
The procedure is covered in detail as follows. We do a
Schmidt decomposition of the bipartite splitting: {1 . . . N −
1|N . . . 2N + 1} of ground state |Ψ〉, so that
|Ψ〉 =
χ∑
i=1
λi|α[1...N−1]i 〉L|α[N...2N+1]i 〉R, (E1)
where |α[1...N−1]i 〉L and |α[N...2N+1]i 〉R form an orthogonal
basis. Again we give a Schmidt decomposition of |Ψ〉 accord-
ing to [1 . . . N ] : [N + 1 . . . 2N + 1],
|Ψ〉 =
χ∑
i=1
λ˜i|β[1...N ]i 〉L|β[N+1...2N+1]i 〉R. (E2)
After the above decompositions, the ground state can be ex-
pressed as
|Ψ〉 =
χ∑
i=1
AsNαi,βi |α
[1...N−1]
i 〉L|sN 〉|β[N+1...2N+1]i 〉R, (E3)
where sN = 1, . . . , ds with ds denoting the physical dimen-
sion and χ is the number of the Schmidt values. We then arrive
at the standard representation of the MPS. To have a true trans-
lationally invariant MPS, we have a fix the phase ambiguity of
the virtual indices. For inversion symmetric systems, this can
be done by expressing for example the left Schmidt states as
the inverted right ones. It is easy to obtain the projective rep-
resentation of the matrix Asα,β by following the procedures of
Appendix D.
