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Answering conjunctive queries (CQs) has been recognized as an important task for the
widening use of Description Logics (DLs) in a number of applications. The problem has
been studied by many authors, who developed a number of different techniques for its
solution. We present a novel approach to CQ answering that is based on knots, which are
schematic trees of depth at most one that can be used to represent the terminological
information represented in a TBox. They allow us to obtain an algorithm for the DL SH
that has some advantages with respect to previous approaches, proceeding as follows.
We build a compilation of an input knowledge base using knots, and then use this
compilation to answer CQs in two stages. In the ﬁrst stage we employ knots to rewrite
the input query into a set of queries (a union of CQs, short UCQ) that incorporate the
terminological constraints. In the next stage we answer the query over the full knowledge
base, by answering the constructed UCQ over a set of relational structures that are obtained
by enriching the assertional part of the knowledge base. Since in the ﬁrst stage we process
the query and the taxonomy, and the assertional part of the knowledge base is only
processed in the second stage, parts of the computation can be reused; in particular,
answering a query over changing assertional data amounts to re-executing the last step.
Notably, the algorithm handles CQs with distinguished (i.e., output) variables in a direct
manner and scales down nicely: while double exponential in general, it runs in single
exponential time under various restrictions on transitive roles in queries, including the case
of CQ answering in the DL ALCH. This is worst-case optimal, given that CQ answering is
2ExpTime-complete for SH and ExpTime-complete already for the core expressive DL ALC.
Furthermore, the last step is amenable to a realization in disjunctive Datalog, which yields
a worst-case optimal implementation under data complexity.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
In the last years, Description Logics (DLs) have received growing attention as a tool for representing and reasoning about
domain models in various application areas. Among these areas are for instance data and information integration [8,33],
reasoning about UML and ER conceptual models [1,5], reasoning about actions and planning [2,3,35,41], peer-to-peer data
management [52], ontology-based data access [49], and most prominently the Semantic Web, where the Web Ontology
Language (OWL) standard, [47,48], which is based on strong DL foundations [27,14], plays an important role. The widen-
ing use of DLs also raised the need for reasoning services beyond traditional services like satisﬁability testing, determining
subsumption relationships, and instance checking. In particular, answering conjunctive queries (CQs) over knowledge bases
✩ Some results of this paper have appeared, in preliminary form, in conference papers in Proc. AAAI’08 [46] and Proc. DL’08 [45]. This work was partially
funded by the Austrian Science Fund (FWF) project P21840 and by the European Commission project ONTORULE (IST 231875).
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database query languages like SQL; for example, if a relation emp(e,d) stores data about employees e that work in depart-
ments d, and a relation dept(d,a) stores data about departments d and their addresses a, then the CQ emp(x, y),dept(y, z)
joins the information in the relations and yields for each employee x her work address z. Thus, supporting CQs over DL
knowledge bases is, for instance, important for the use of DLs as a formalism for rich data models, cf. [6–8].
Driven by this need, the problem has been studied in many papers, including [44,30,23,24,45,36,13,12,9,32,43,51], and a
number of results have been derived for a range of DLs. To design CQ answering algorithms for expressive DLs that extend
the core ALC , various approaches have been used; they range from incorporating the query into the knowledge base [13,
55,23,24] (using, for example, the “rolling up” [55] or “tuple graph” [7] technique) over adapting tableaux procedures [34,
44,43,51] and applying resolution-based techniques [30] to automata-based algorithms [9,32]. In this paper, we consider
a different method, which is based on the knot technique. Knots are schematic trees of depth at most one that occur
in the forest-shaped models of a DL knowledge base. They have been introduced in the context of non-monotonic logic
programming for FDNC programs [21] and can be seen as a special instance of mosaics in modal logic [20,17].
The main result of this paper is a novel algorithm for answering CQs over knowledge bases formulated in DL SH, which
extends ALCH with transitive roles. The algorithm is an extension of a similar algorithm proposed in [46] to establish an
ExpTime upper bound for ALCH (this result was established independently in [37]). The most remarkable feature of our
technique is to strictly separate reasoning about the terminology and reasoning about the data, in such a way that the query
answering process can be modularized. This arguably useful feature is not present in previous approaches. Furthermore, our
technique allows us to make a ﬁne grained analysis of the complexity of query answering, and has other positive features.
We achieve the following speciﬁc contributions:
• We show that CQ answering is feasible in ExpTime not only in ALCH, but also for a large class of queries over
SH knowledge bases. Indeed, the algorithm runs in at most double exponential time for arbitrary CQs over SH but,
as we show, it is only single exponential for CQs with restricted occurrences of transitive roles in the query atoms.
The restriction is rather liberal for practical concerns and subsumes CQs whose atoms involve only few (bounded by
a constant many) non-simple roles; in particular, it subsumes CQ answering over ALCH knowledge bases. By the
complexity results in [18,54], our algorithm is worst-case optimal in both the general and the restricted case, and thus
scales down nicely. This contrasts with several other algorithms for CQ answering in SH which either do not have a
double exponential upper bound, or need double exponential time already for fragments like ALCH (see Section 8 for
more details).
• The algorithm provides a modular knowledge compilation technique which allows for the reuse of intermediate results.
We ﬁrst construct a compilation of the DL knowledge base, which can also be constructed for a ﬁxed terminology (TBox)
independently of the extensional data (ABox). Then we use this compilation for answering queries over the knowledge
base in three steps. First, a special table is constructed to store all relevant information with respect to the query and
the terminology. In a second step, the query is rewritten into a set of queries using this table. In the third and ﬁnal step,
the rewritten queries are evaluated over a set of ﬁnite relational structures that are constructed from the data part of
the knowledge base. For varying data part and static terminology and query, only the third step needs to be repeated.
New queries of small size (bounded by a constant) can be incorporated into the table and rewritten in polynomial time
in the size of the compilation, and evaluating the resulting set of queries is feasible in coNP (viewed as a decision
problem); for a ﬁxed ABox, the latter is feasible in polynomial time. This is particularly useful for evaluating many such
queries over a knowledge base with a rather static terminology.
• Different from most previous algorithms, our technique handles CQs with answer variables (alias distinguished or output
variables) in a direct manner, rather than reducing such queries to ground (Boolean) CQs. In our example above, the
variables x and z, which intuitively return an employee with her work address, are answer variables. Reducing the query
to ground CQs is achieved by binding x and z to all possible employees and addresses, which might be rather ineﬃcient
(e.g., if it appears that each employee has a unique work address). In fact, the query answering tables for step three
involve variables like the original query.
• For a ﬁxed query and a DL knowledge base where the terminological component (the TBox) is ﬁxed but the ABox may
change, i.e., in the data complexity setting, the algorithm reduces to evaluating a ﬁxed set of CQs over a set of easily con-
structed relational structures whose size is linear in the ABox. This can be done in non-deterministic polynomial time,
hence the algorithm is worst-case optimal under data complexity, as answering CQs is known to be coNP-complete for
a wide range of DLs from AL to SHIQ (cf. [12,26,43]). Furthermore, the algorithm seems to ﬁt this setting better
than some previous approaches which may give optimal data complexity bounds, but do not really aim at optimizing
the reasoning process with respect to the data. This applies, for example, for tableaux-based algorithms like the ones in
[34,44], which start the computation from scratch for each input ABox, as well as for all previous algorithms which do
not handle answer variables directly, but instead start with a grounding step depending on the ABox.
• Last but not least, step three of the algorithm can be expressed as a disjunctive Datalog program (alternatively, a Datalog
program with unstratiﬁed negation), which is evaluated over the input ABox. Thanks to the direct handling of answer
variables in the algorithm, the program can be designed to evaluate also non-ground queries, i.e., with answer variables
naturally. A Datalog encoding may make the algorithm more amenable for eﬃcient implementation than some of the
T. Eiter et al. / Journal of Computer and System Sciences 78 (2012) 47–85 49Fig. 1. Semantics of SH concepts.
previous automata- or tableaux-based approaches, given that eﬃcient engines for disjunctive/unstratiﬁed Datalog are
available (e.g. DLV,1 smodels,2 or clasp3).
The rest of this paper is organized as follows. The next section provides basic concepts and notation, and after that,
we consider in Section 3 forest-shaped models on which we can concentrate for our purposes. Sections 4 and 5 focus on
the compilation of knowledge bases using knots and their construction. The query answering algorithm that uses these
compilations is presented in Section 6. In Section 7 we address complexity issues and restricted cases, including bounded
occurrences of non-simple roles. In the ﬁnal Section 8, we ﬁrst discuss related work and possible extensions of the approach,
and then conclude with some open issues.
2. Preliminaries
In this section we introduce the DL SH and deﬁne the conjunctive query answering problem.
2.1. Description logic SH
We brieﬂy recall the syntax and semantics of SH. We assume countably inﬁnite sets C, R and I of concept names, roles,
and individuals respectively. Furthermore, we assume an inﬁnite set R+ ⊆ R of transitive roles.
Concepts (in SH) are inductively deﬁned as follows:
(a) , ⊥ and every concept name A ∈ C is a concept, and
(b) if C , D are concepts and R ∈ R is a role, then C  D , C unionsq D , ¬C , ∀R.C , ∃R.C are concepts.
Let C, D be concepts, R, S be roles and a,b be individuals. Then an expression C  D is called a general concept inclusion
axiom (GCI), and an expression R  S is a role inclusion axiom (RI); expressions a : C and 〈a,b〉 : R are assertions.
An SH knowledge base (KB) is a pair K = 〈T ,A〉, where T is a ﬁnite set of GCIs and RIs (called terminology or TBox) and
A is a ﬁnite set of assertions (called ABox). W.l.o.g. we assume that A = ∅ and that all the concept names and roles occurring
in A also occur in T . We denote by C(T ) and R(T ) the sets of all concept names and roles occurring T , respectively.
Furthermore, we let R+(T ) = R+ ∩R(T ) and we denote by ∗T the reﬂexive transitive closure of {(S, R) | S  R ∈ T }. A role
R is simple (in a TBox T ), if no T ∈ R+(T ) exists such that T ∗T R . Finally, let I(A) denote the set of individuals occurring
in an ABox A.
An interpretation I = (I , ·I) for a KB K = 〈T ,A〉 consists of a non-empty domain I and a valuation function ·I
that maps each individual c ∈ I(A) to an element cI ∈ I , each concept name C ∈ C(T ) to a set CI ⊆ I , and each role
R ∈ R(T ) to a set RI ⊆ I × I . The function ·I is extended to all concepts via the equations in Fig. 1. An interpretation
I is a model of K (in symbols, I |K), if (i) for each GCI C  D ∈ T , CI ⊆ DI ; (ii) for each RI R  S ∈ T , RI ⊆ SI ; (iii) for
each R ∈ R+(T ), RI = (RI)+ , i.e. RI is transitively closed; (iv) for each assertion a : C in A, aI ∈ CI ; and (v) for each
assertion 〈a,b〉 : R in A, 〈aI ,bI〉 ∈ RI . The set of all models of K is denoted by M(K). A knowledge base K is satisﬁable,
if M(K) = ∅, i.e. if K has some model.
A concept C is in negation normal form (NNF), if negation occurs only in front of the atomic concepts . As well known,
each concept C can be transformed into an equivalent concept in NNF in linear time. We assume that concepts in TBoxes
are always in NNF. As usual, ∼C denotes the NNF of ¬C . The notion of subconcept is deﬁned by decomposing the concept
structure. Given a concept E , the set sub(E) of subconcepts of E is the smallest set such that: (i) E ∈ sub(E); (ii) if ¬C ∈
sub(E), then C ∈ sub(E); (iii) if C unionsq D ∈ sub(E) or C  D ∈ sub(E), then {C, D} ⊆ sub(E); (iv) if ∃R.C ∈ sub(E) or ∀R.C ∈
sub(E), then C ∈ sub(E). By clos(T ) we will denote the concept closure of T , which is the smallest set such that: (a) C, D ∈
clos(T ) for each C  D ∈ T ; (b) if D is a subconcept of C ∈ clos(T ), then D ∈ clos(T ); (c) if C ∈ clos(T ), then ∼C ∈ clos(T );
and (d) if ∀R.C ∈ clos(T ), T ∗T R and T ∈ R+(T ), then ∀T .C ∈ clos(T ).
1 http://www.dbai.tuwien.ac.at/proj/dlv/.
2 http://www.tcs.hut.ﬁ/Software/smodels/.
3 http://www.cs.uni-potsdam.de/clasp/.
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2.2. Conjunctive query answering
Let V be a countably inﬁnite set of variables. A conjunctive query (CQ, or query) q over a KB K = 〈T ,A〉 is a ﬁnite set of
atoms of the form A(x) or R(x, y), where A ∈ C(T ), R ∈ R(T ) and x, y ∈ V. It has an associated tuple x= 〈x1, . . . , xn〉, n 0,
of answer variables from the set V(q) of variables occurring in q. The query is Boolean, if n = 0.
A match for q in an interpretation I for K is a mapping π : V(q) → I such that (i) π(x) ∈ AI for each A(x) ∈ q, and
(ii) 〈π(x),π(y)〉 ∈ RI for each R(x, y) ∈ q. A tuple c = 〈c1, . . . , cn〉 of individuals from I(A) (of the same arity as x) is an
answer of q over I , if 〈cI1 , . . . , cIn 〉 = 〈π(x1), . . . ,π(xn)〉 for some match π for q in I; ans(q,I) denotes the set of all answers
of q over I . Then the answer of q over K is ans(q,K) = {c ∈ I(A)n | c ∈ ans(q,I) for every I ∈ M(K)}, i.e. the set of all
n-tuples c of individuals in K that occur in the answer of q for every model I of K. A union of conjunctive queries (UCQ) is
a collection Q of conjunctive queries sharing the same tuple of answer variables. Then the answer to Q overK is deﬁned as
ans(Q ,K) = {c ∈ I(A)n | c ∈ ans(Q ,I) for all I ∈M(K)}, where ans(Q ,I) =⋃q∈Q ans(q,I).
Note that we do not allow for individuals or complex concepts in queries. This is no restriction: if q is a query with
individuals, we can use for each individual a a new concept name Ca , replace a in q by a new variable y, and add Ca(y)
to q and a : Ca to A. Similarly, atoms D(x), where D is complex, can be simulated by adding a GCI D  CD to K for some
fresh concept name CD , and by replacing in the query D(x) by CD(x).
The query graph of a query q is the directed graph G = (V , E) with nodes V = V(q) and arcs E = {x → y | R(x, y) ∈ q}.
We say q is connected, if its query graph G is connected.
From now on, we make the Unique Name Assumption (UNA), i.e. in models I of K, for each pair of individuals a = b from
K we have aI = bI . This is not a limitation: as easily seen, UNA does not affect the set of query answers in the case of SH
KBs.
Example 1. We use as a running example the knowledge bases K1 = 〈A1,T1〉, and K2 = 〈A2,T1〉, where R= {R, S, T1, T2},
R+ = {T1, T2} and
A1 =
{
a : A2, 〈a,b〉 : T1,b : B
}
, A2 = {a : D},
T1 =
⎧⎪⎨
⎪⎩
T1  R,
T2  R,
A1  ∃T1.B  ∃T2.B,
A1  ∀T1.A2,
A2  ∃T2.A1,
B  A1 unionsq A2,
C1  ∃T2.(C2 unionsq ∃R.C2)
D  ∃T2.C1
⎫⎪⎬
⎪⎭ .
Note that, as T1 ∗T1 R and T2 ∗T1 R , the only simple role in R(T1) is S .
We consider the following three queries q1, q2 and q3, with answer variables 〈x1〉, 〈y2〉 and 〈z2〉, respectively:
q1 =
{
T2(x1, x2), R(x2, x3),C2(x3)
}
,
q2 =
{
A1(y1), A2(y2), B(y3), R(y1, y3), R(y2, y3)
}
,
q3 =
{
A1(z1), A2(z2), B(z3), A2(z3), R(z1, z3), R(z2, z3)
}
.
Note that (apart from the variable names), the only difference between q2 and q3 is that in the latter query the third
variable (z3) must satisfy also A2. The query graphs of the queries are depicted in Fig. 2. We will see below that
for K1, ans(q1,K1) = ∅, ans(q2,K1) = {〈a〉}, and ans(q3,K1) = ∅, and for K2, ans(q1,K2) = {〈a〉}, ans(q2,K2) = ∅, and
ans(q3,K2) = ∅.
3. Forest models
It is well known that for query answering in many DLs, it is suﬃcient to consider a certain class of models, called
forest-shaped models. To discuss this, we adopt some notation and naming from [26].
Let N∗ be the set of ﬁnite words over the set N of natural numbers. A set T ⊆ N∗ is a tree, if it is preﬁx-closed, i.e. for
each word w · e ∈ T , where w ∈ N∗ and e ∈ N, we have w ∈ T . The empty word  is the root of T . A node w ′ ∈ T is a child
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Furthermore, for every node w ∈ T , we let (w) = |w| be the level (or depth) of w .
Let {Ti}i∈I be a set of trees indexed by a set I . Then the set F =⋃i∈I {(i,w) | w ∈ Ti} is called a forest (with index set I).
The notion of children is generalized to forests: (i′,w ′) ∈ F is a child of (i,w) ∈ F , if i = i′ and w ′ = w · e for some e ∈ N.
Similarly, each node (i, ) is a root in F , and for every node (i,w) ∈ F , ((i,w)) = |w| is its level.
An interpretation I = (I , ·I) for a KB K = 〈T ,A〉 is forest-shaped, if
(a) the domain I is a forest with index set I(A),
(b) for each a ∈ I(A), aI = (a, ),
(c) for each d, e ∈ I and role R such that (d, e) ∈ RI , either e is a child of d, or both d and e are root nodes, and
(d) for each node d ∈ I , the number of its children d1, . . . ,dn is bounded by |clos(T )|, and for each 1 i < j  n, there
exists either some C ∈ clos(T ) such that di ∈ CI iff d j /∈ CI , or some R ∈ R(T ) such that (d,di) ∈ RI iff (d,d j) /∈ RI .
We denote by roots(I) the set of roots of I and use children(I, e) to denote the set of children of an element e ∈ I .
A forest-shaped interpretation I is tree-shaped, if |roots(I)| = 1; we denote the unique root of such an I by root(I).
To ease presentation, any interpretation that is isomorphic to I is also considered to be tree-shaped; the two functions
children(·,·), root(·) and (·) are extended accordingly. We will further use I|e to denote the tree-shaped interpretation
obtained by restricting a forest-shaped I to e ∈ I and its descendants, i.e. I|e is the subtree of I rooted at e.
Strictly speaking, an SH KB does not have forest-shaped models in general. In particular, by (c) in the deﬁnition of
forest-shaped interpretations, if an element w ′ is descendant of w but not a child of w , then w and w ′ cannot be related
by any role. For this reason, transitivity of roles cannot be respected in tree-shaped interpretations. As easily seen, an SH
knowledge base K = 〈{A  ∃T .A}, {a : A}〉 where T is transitive has no tree-shaped model. In order to provide a complete
query answering algorithm, we impose additional constraints on forest-shaped models.
Deﬁnition 1 (Forest-base and closure). A forest-base for a KB K = 〈T ,A〉 is any forest-shaped interpretation I for K such
that:
(a) for each GCI C  D ∈ T , CI ⊆ DI ;
(b) for each RI R  S ∈ T , RI ⊆ SI ;
(c) for each assertion a : A (resp., 〈a,b〉 : R) in A, aI ∈ AI (resp., 〈aI ,bI〉 ∈ RI );
(d) if e ∈ (∀R.C)I , then for all T ∈ R+(T ) with T ∗T R we also have e ∈ (∀T .(∀T .C))I .
The closure of I is the interpretation J = 〈J , ·J 〉 that is identical to I except that, for each role R ,
RJ = RI ∪
⋃
T∗T R∧T∈R+(T )
(
T I
)+
.
By F(K) we denote the set of all forest-bases of K.
Forest-bases of K satisfy all the axioms and assertions of K (conditions (a)–(c)). However, they are not necessarily
models of K since the transitivity requirements may be violated. To deal with this, we require (d) which emulates the
effect of transitive roles on a model. The closure, which is obtained by closing a forest-base under transitivity and the role
hierarchy, leads us to a model of a KB.
We can now state the following important proposition, which is a minor modiﬁcation of a result in [26].
Proposition 1. If J is the closure of a forest-base I for a KBK, then J is a model ofK. Moreover, given a KBK, a query q and a tuple
c of individuals, if c /∈ ans(q,K), then there exists some forest-base I for K such that c /∈ ans(q,J ), where J is the closure of I .
Example 2. The initial parts of two (inﬁnite) forest bases I1 and I2 for K1 are depicted in Fig. 3. Each node (c,w) has either
one child (c,w · 1), or two children of which the leftmost is (c,w · 1) and the rightmost is (c,w · 2); the names appear
in the ﬁgure only for the roots and the ﬁrst level nodes. For the individuals a and b, we respectively have aIi = (a, ) and
bIi = (b, ) in Ii , i ∈ {1,2}. Each node e is labeled with the concept names {A ∈ C(T ) | eIi ∈ AIi }. A solid arrow from a node
e1 to a node e2 means that (e1, e2) ∈ TIi1 and (e1, e2) ∈ RIi , while a dashed arrow from e1 to e2 means that (e1, e2) ∈ TIi2
and (e1, e2) ∈ RIi . Nodes with the same label have similar successor nodes. We assume that in the rest of I1 and I2 each
node labeled A2, B has one child labeled A1, and each node labeled A1 or A1, B has two children labeled A2, B . We can
obtain graphical representations of the respective completions by adding solid or dashed arcs between any pair of nodes
that are connected by a directed solid or dashed path, respectively, until no more arcs can be added. For example, to obtain
the initial part of the completion J1 of I1, we would add a solid arrow from (a, ) to (b,1), and we would add dashed
arrows from (a, ) to (a,12), from (a, ) to (a,121), from (a,1) to (a,121), from (b, ) to (b,22), from (b, ) to (b,222),
and from (b,2) to (b,222).
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The proposition above implies that we can safely concentrate on closures of forest-bases for answering CQs. In fact, we
will look for query mappings in forest-bases instead of their closures. This will not be a limitation, as we just need a slightly
relaxed version of matches.
Deﬁnition 2 (R-successor, pre-matches). Given a forest-shaped interpretation I for a KB K = 〈T ,A〉 and a pair d,d′ ∈ I of
domain elements, we call d′ an R-successor of d (in I), if there is some T ∗T R and a sequence d = d1,d2, . . . ,dk = d′ such
that (di,di+1) ∈ TI for each 1 i < k, and k > 2 implies T ∈ R+(T ). A query q with answer variables x = 〈x1, . . . , xn〉 has a
pre-match in I , if there is a mapping π : V(q) → I such that:
(PM1) A(x) ∈ q implies π(x) ∈ AI , and
(PM2) R(x, y) ∈ q implies π(y) is an R-successor of π(x) in I .
By ansp(q,I) we denote the set of all tuples c = 〈c1, . . . , cn〉 of individuals in I(A) such that cIi = π(xi), 1  i  n,
for some pre-match π for q in I . For a set F of forest-shaped interpretations for K, we let ansp(q, F ) = {c ∈ I(A)n | c ∈
ansp(q,I) for all I ∈ F }.
The following is then a direct consequence of Proposition 1 and Deﬁnition 2 above.
Proposition 2. Given a KBK and a query q, we have ans(q,K) = ansp(q,F(K)).
Proof. Let I ∈ F(K) be an arbitrary forest base for K, and let J be its closure. We ﬁrst observe that there is a one-to-one
correspondence between pre-matches for q in I and matches for q in J , hence (∗) c ∈ ansp(q,I) iff c ∈ ans(q,J ) for
every tuple c = 〈c1, . . . , cn〉 of individuals in I(A). This follows easily from the deﬁnition of pre-match and the fact that for
every pair e, e′ of domain elements, (e, e′) ∈ RJ iff e′ is an R-successor of e in I . The if direction is trivial. For the only
if direction, note that by the deﬁnition of forest-closure each tuple (e, e′) in RJ is either a tuple in RI or a tuple in the
transitive closure of some T ∗T R , where T is transitive (in other words, if two ‘distant’ elements are related by a role R in
the closure, then there exists at least one transitive subrole T of R that holds for each arc between them).
Now, to prove the claimed result, let c = 〈c1, . . . , cn〉 be an arbitrary tuple of individuals in I(A).
(⊆) Assume c ∈ ans(q,K). Let I ∈ F(K) be an arbitrary forest base for K, and let J be its closure. By Proposition 1, J
is a model of K thus c ∈ ans(q,J ); hence by (∗) above c ∈ ansp(q,I). As I was arbitrary, we have c ∈ ansp(q,F(K)). This
proves ans(q,K) ⊆ ansp(q,F(K)).
(⊇) Assume that c /∈ ans(q,K). By Proposition 1 there exists some I ∈ F(K) such that c /∈ ans(q,J ), where J is the
closure of I . From (∗) we have c /∈ ansp(q,I); it follows c /∈ ans(q,K). This proves ans(q,K) ⊇ ansp(q,F(K)). 
By this proposition, for query answering it suﬃces to look at pre-matches in forest-bases.
Example 3. The query q1 has no pre-match in the forest bases depicted in Fig. 3; hence ans(q1,K1) = ∅. Note that the
models of K1 need not have any node that satisﬁes C2. On the other hand, q1 does have a pre-match in the forest bases of
K2: (a, ) always has a T2-successor (a, i) that satisﬁes C1, which in turn has a T2-successor (a, i · j) that either satisﬁes C2,
or that has an R-successor (a, i · j ·k) that satisﬁes C2. To obtain a pre-match in the former case, we can set π11 (x1) = (a, ),
π11 (x2) = (a, i) and π11 (x3) = (a, i · j), while in the latter case we can set π21 (x1) = (a, ), π21 (x2) = (a, i · j) and π21 (x3) =
(a, i · j · k). Hence 〈a〉 ∈ ans(q1,K2), and as a is the only individual occurring in K2, ans(q1,K2) = {〈a〉}.
The query q2 has a pre-match in every forest base of K1, and there is always a pre-match that maps y2 to (a, ), hence
〈a〉 ∈ ans(q2,K1). For example, in both I1 and I2, we can set π12 (y1) = (a,1), π12 (y2) = (a, ) and π12 (y3) = (a,12) to obtain
a pre-match. In contrast, 〈b〉 /∈ ans(q2,K1). As (b, ) /∈ A2I1 , there is clearly no match π for q1 in I1 with π(y2) = (b, ).
Hence ans(q2,K1) = 〈a〉. Note also that ans(q3,K1) = ∅, as q3 has a pre-match in some but not in every model of K1. It has
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Concept type τ ⊆ clos(T ) for an SH TBox T .
if C  D ∈ T , then ∼C unionsq D ∈ τ
if C ∈ clos(T ), then C ∈ τ iff ∼C /∈ τ
if C  D ∈ clos(T ), then C  D ∈ τ implies {C, D} ⊆ τ
if C unionsq D ∈ clos(T ), then C unionsq D ∈ τ implies {C, D} ∩ τ = ∅
a pre-match π13 (z1) = (a,1), π13 (z2) = (a, ) and π13 (z3) = (a,12) in I1, but no pre-match in I2, since there is no node inI2 whose label contains A2, B and that is an R-successor of a node labeled A2. Finally, it is easy to see that there exist
forest bases for K2 where no node satisﬁes any of the concepts A1, A2, or B , and since neither q2 nor q3 have pre-matches
in such models, ans(q2,K2) = ∅ and ans(q3,K2) = ∅.
4. Model representation via knots
We deal here with ﬁnite representation of models, which will be the basis of our query answering algorithm. In partic-
ular, we provide a method to ﬁnitely represent the possibly inﬁnite forest-bases of an SH KB that are suﬃcient for query
answering. For the rest of this section, we assume a ﬁxed SH terminology T , and assume that all ABoxes are over the
signature of T , i.e. concepts and roles occurring in an ABox also occur in T .
Before dealing with full forest-bases, we present knots, which are special labeled trees of depth  1 that we use to
represent the tree parts of forest-bases. They depend only on the terminology T , and thus can be used for all knowledge
bases K = 〈T ,A〉, for an arbitrary A over the signature of T .
Deﬁnition 3 (Concept and role types, knots). A concept type (for T ) is a set τ ⊆ clos(T ) of concepts that satisﬁes the rules in
Table 1. A role-type (for T ) is a set α ⊆ R(T ) such that, for each R  R ′ ∈ T , R ∈ α implies R ′ ∈ α.
A knot (for T ) is a pair k = (r, S), where (i) r is a concept type for T called the root of k and (ii) S is a set of children
which are pairs (α, τ ) of a role type α and a concept type τ , such that the following hold:
(a) if ∀R.C ∈ r, then for each (α, τ ) ∈ S with R ∈ α, we have C ∈ τ ;
(b) if ∀R.C ∈ r, then for each T ∗T R with T ∈ R+(T ) and each (α, τ ) ∈ S with T ∈ α, we have ∀T .C ∈ τ ;
(c) if ∃R.C ∈ r, then there exists some (α, τ ) ∈ S with R ∈ α and C ∈ τ ;
(d) |S| |clos(T )|.
A knot k′ = (r′, S ′) is a possible successor for a child (α, τ ) of k, if τ = r′ .
We note that concept types can be seen a special kind of Hintikka sets. Knots are self-contained model building blocks
for forest-bases: a knot (r, S) can be viewed as an abstract element of a forest-base which satisﬁes the concepts in r and has
for each (α, τ ) ∈ S a successor that is linked by roles in α and satisﬁes the concepts in τ . It encodes a possible combination
of immediate successors for a node of type r in a forest-base.
Example 4. Apart from the concept names A1, A2, B , C1, C2, D and their negations, clos(T1) also contains A1 unionsq A2, ∃T1.B 
∃T2.B , ∃T1.B , ∃T2.B , ∃T2.A1, ∀T1.A2, ∃T2.(C2 unionsq ∃R.C2), C2 unionsq ∃R.C2, ∃R.C2, ∃T2.C1 and their negations. In the examples, we
assume that concept types are closed under the rules of Table 1, and only mention the concepts from A1, A2, B , C1, C2,
D , ∃T1.B , ∃T2.A1, ∀T1.A2, ∃T2.(C2 unionsq ∃R.C2), ∃R.C2, and ∃T2.C1 that occur positively in them (that is, the negation of the
mentioned concepts, their conjunctions and their disjunctions are omitted). Consider the following concept types and role
types for T1:
τA1 = {A1,∃T1.B,∃T2.B,∀T1.A2}, α1 = {T1, R},
τA1,B = {A1, B,∃T1.B,∃T2.B,∀T1.A2}, α2 = {T2, R},
τA2 = {A2,∃T2.A1,∀T1.A2}, α3 = {R},
τA2,B = {A2, B,∃T2.A1,∀T1.A2}, α4 = {S},
τC1 =
{
C1,∃T2.(C2 unionsq ∃R.C2)
}
,
τ∃R.C2 = {∃R.C2},
τC2 = {C2}.
A set K1 = {k1, . . . ,k5} of knots for T1 is depicted in Fig. 4. Graphically, we represent a knot ki = (r, S) as a tree of depth
at most one. The root is labeled r and it has a child labeled τ for each (α, τ ) ∈ S . In the knots k1 to k7 we use thin solid
arrows for α1 and dashed arrows for α2; the dotted arrow in k8 stands for α3.
54 T. Eiter et al. / Journal of Computer and System Sciences 78 (2012) 47–85Fig. 4. A set of knots K1 for T1.
In the knots k1 to k4, the only possible successor of (α1, τA2,B) is k5, and similarly for (α2, τA2,B) in k2 and k4. For
(α1, τA1,B) in k1 and k3, there are two possible successors: k3 and k4. The possible successors of the only child (α1, τA1 )
of k5 are k1 and k2. The children of k6 and k8 have k9 as possible successor. Finally, the child (α2, τ∃R.C2 ) of k7 has k8 as
possible successor.
Sets of distinct knots are always ﬁnite, because there are only ﬁnitely many knots for T (in fact, there are at most
exponentially many; see Section 7).
Intuitively, a (possibly inﬁnite) tree-shaped part of a forest-shaped model can be obtained as the result of putting to-
gether, starting from some knot, (copies of) knots inductively, by adding for each child of a knot a possible successor knot.
Formally, we deﬁne the tree-shaped interpretations induced from a set of knots as follows.
Deﬁnition 4 (Induced k-trees and τ -trees). Let K be a set of knots for T . A tree-shaped interpretation I is induced from K,
if there is a function ϕ : I → K such that, for each element e ∈ I , the knot ϕ(e) = (τ , S) satisﬁes:
(a) τ = {C ∈ clos(T ) | e ∈ CI}, and
(b) there exists a bijection be : S → children(I, e) such that for each s = (α, τ ′) in S , we have:
(i) α = {R ∈ R(T ) | (e,be(s)) ∈ RI} and
(ii) τ ′ = {C ∈ clos(T ) | be(s) ∈ CI}.
Let k be a knot and let τ be a concept type for T . Then I is a k-tree if ϕ(root(I)) = k, and I is a τ -tree if ϕ(root(I)) is a
knot with root type τ . The set of all k-trees is denoted by TK(k) and the set of all τ -trees by TK(τ ).
Let k = (r, S). For a k-tree I and a child s ∈ S , we call I|e the s-subtree of I , and denote it by Is , where e is the unique
element in children(I, root(I)) such that broot(I)(s) = e.
Note that the function ϕ inducing I must assign to each child e′ of a node e, a knot ϕ(e′) that is a possible successor
of the corresponding child of ϕ(e) (i.e. of the child s of ϕ(e) such that be(s) = e′). Hence the construction only succeeds if
suitable possible successors exist. Intuitively, each tree interpretation I induced from a set K of knots for T , satisﬁes every
condition to be a forest base, except for the ABox assertions (i.e. it satisﬁes items (a), (b) and (d) in Deﬁnition 1). Hence we
can view it as a forest-base for K = 〈T , {a : }〉, or as a subtree of some forest-base for K = 〈T ,A〉 for some ABox A.
Example 5. Fig. 5 depicts (the initial parts of) three trees induced from K1. The inﬁnite one on the left-hand side is actually
the subtree I1|(a,1) of I1 in Example 2. It is induced by the mapping ϕ1((a,1)) = k2, ϕ1((a,11)) = k5, ϕ1((a,12)) = k5,
ϕ1((a,111)) = k2, ϕ1((a,112)) = k2, and then continues with k5 for all leaves, followed by k2 for each leaf, etc. Note that
this tree is it is a k2-tree and a τA1 -tree. The second tree is induced by the mapping ϕ2((a,1)) = k6 and ϕ2((a,11)) = k9. It is
a k6-tree and a τC1 -tree. The third tree is induced by the mapping ϕ3((a,1)) = k7, ϕ3((a,11)) = k8 and ϕ3((a,111)) = k9.
It is a k7-tree and a τC1 -tree.
To build full forest-bases for K = 〈T ,A〉, apart from trees induced from knot sets we also need ABox completions. Each
completion Ac of an ABox A corresponds to a way of making the constraints given by the terminology explicit. We may
introduce additional auxiliary individuals to make sure that the individuals of A satisfy the existential restrictions, but we
do not require the auxiliary individuals to satisfy the existential restrictions themselves.
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Fig. 6. Two completions Ac1 and Ac
′
1 of A1 for T1, and a completion Ac2 of A2 for T1.
Deﬁnition 5 (ABox completions). Given a knowledge base K = 〈T ,A〉, for each a ∈ I(A) we let I′(a) = {a′1, . . . ,a′n} be a
set of fresh individuals (called auxiliary individuals), where n = |clos(T )|, such that for each distinct b, c ∈ I(A) we have
I′(b)∩ I′(c) = ∅ and I′(b)∩ I(A) = ∅.
Let Ac be an ABox with I(Ac) ⊆ I(A)∪⋃a∈I(A) I′(a). Then Ac is a completion of A, if the following hold:
(a) A⊆Ac ;
(b) for every a ∈ I(Ac), the set {C | a : C ∈Ac} is a concept type for T ;
(c) for every pair of individuals a,b ∈ I(Ac) with {R | 〈a,b〉 : R ∈ Ac} = ∅, we have a ∈ I(A), b ∈ I(A) ∪ I′(a), and the set
{R | 〈a,b〉 : R ∈ Ac} is a role type for T (this ensures that there are only arcs between pairs of original individuals, or
between original individuals a and the corresponding auxiliary individuals a′i);
(d) for every pair of auxiliary individuals a′i,a
′
j ∈ I′(a), there exists either some C ∈ clos(T ) such that a′i : C ∈Ac iff a′j : C /∈
Ac , or some R ∈ R(T ) such that 〈a,a′i〉 : R ∈Ac iff 〈a,a′j〉 : R /∈Ac ;
(e) if a ∈ I(A) and a : ∃R.C ∈Ac , then there exists some b ∈ I(A)∪ I′(a) such that 〈a,b〉 : R ∈Ac and b : C ∈Ac ;
(f) if a : ∀R.C ∈Ac and 〈a,b〉 : R ∈Ac , then b : C ∈Ac ; and
(g) if a : ∀R.C ∈Ac and T ∗T R with T ∈ R+(T ), then b : ∀T .C ∈Ac for each individual b such that 〈a,b〉 : T ∈Ac .
The set of completions of A is denoted by comp(A). Given a completion Ac of some ABox A and an individual a ∈ I(Ac),
we let typeAc (a) = {C | a : C ∈Ac} (note that by (b) above, typeAc (a) is a type for T ).
Example 6. The following ABoxes Ac1 and Ac
′
1 are completions of A1 for T1. In addition to the types from the previous
example, we let τ ′A2 = {A2,∃T2.A1,∃T1.B} and τ ′′A2 = {A2,∃T2.A1,∃T1.B,∀T1.A2}. In abuse of notation, we write a : τ as a
shorthand for the set of assertions {a : C | C ∈ τ }.
Ac1 =
⎧⎪⎨
⎪⎩
a : τ ′A2 , a′1 : τA, b : τA1,B , b1 : τA2,B , b2 : τA1,B
〈a,b〉 : T1, 〈a,a′1〉 : T2, 〈b,b1〉 : T1, 〈b,b2〉 : T2
〈a,b〉 : R, 〈a,a′1〉 : R, 〈b,b1〉 : R, 〈b,b2〉 : R
⎫⎪⎬
⎪⎭ , A
c′
1 =
⎧⎪⎨
⎪⎩
a : τ ′′A2 , a′1 : τA, b : τA2,B , b1 : τA1
〈a,b〉 : T1, 〈a,a′1〉 : T2, 〈b,b1〉 : T2
〈a,b〉 : R, 〈a,a′1〉 : R, 〈b,b1〉 : R
⎫⎪⎬
⎪⎭
Ac2 =
{
a : τD , a′1 : τC1 ,
〈
a,a′1
〉 : T2, 〈a,a′1〉 : R}
The auxiliary individuals are: for Ac1, a′1, b1 and b2; for Ac
′
1 , a
′
1 and b1; and for Ac2, a′1. The completions are graphically
represented in Fig. 6, where the nodes are the individuals in I(Aci ). Each node c is labeled with the type {C | c : C ∈ Aci }.
A solid arrow from c to c′ indicates that {R ′ | 〈c, c′〉 : R ′ ∈ Aci } = {T1, R} and a dashed arrow that {R ′ | 〈c, c′〉 : R ′ ∈ Aci } ={T2, R}.
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To obtain a forest-base for K = 〈T ,A〉, we only need to take some (interpretation that coincides with an) ABox comple-
tion Ac of A, and expand it with a typeAc (a′i)-tree for each auxiliary individual a′i in Ac .
Deﬁnition 6 (Induced forest-bases). Let A be an ABox and K be a set of knots. An interpretation I = (I , ·I) is induced by
Ac ∈ comp(A) and K, if I is a forest with index set I(A) and ·I is such that:
(a) aI = (a, ) for each a ∈ I(A), and a′iI = (a, i) for each a′i ∈ I(Ac)∩ I′(a).
(b) For each a,b ∈ I(Ac), we have {C | aI ∈ CI} = {C | a : C ∈Ac} and {R | (aI ,bI) ∈ RI} = {R | 〈a,b〉 : R ∈Ac}.
(c) For each auxiliary individual a′i ∈ I(Ac) \ I(A), the interpretation I|(a,i) is a typeAc (a′i)-tree induced from K.
We denote by F(Ac,K) the set of all I induced by Ac and K. For a set A ⊆ comp(A) of completions, we let F(A,K) =⋃
Ac∈A F(Ac,K).
Note that if I ∈ F(A,K), then I ∈ F(A′,K′) for every A′ ⊇A and every K′ ⊇ K.
Example 7. The forest-base I1 is induced by Ac1 and K1. As seen in Example 5, I1|(a,1) is a τA1 -tree induced from K1. The
subtrees I1|(b,1) and I1|(b,2) are also induced from K1, using the mapping ϕ1((b,1)) = k5, ϕ1((b,2)) = k3, ϕ1((b,21)) = k5,
ϕ1((b,22)) = k3, ϕ1((b,221)) = k5, ϕ1((b,222)) = k4, ϕ1((b,2221)) = ϕ1((b,2222)) = k5, and then all branches continue by
alternating k2 and k5 as in I1|(a,1) .
Similarly, I2 is induced by Ac′1 and K1. The subtrees I2|(a,1) and I2|(b,1) are induced from k1 by the mapping ϕ′1((a,1)) =
k1, ϕ′1((a,11)) = k5, ϕ′1((a,12)) = k3, ϕ′1((b,1)) = k1, ϕ′1((b,11)) = k5, ϕ′1((b,12)) = k3, etc. So I1 ∈ F(Ac1,K1) and I2 ∈
F(Ac′1 ,K1), and hence {I1,I2} ∈ F(comp(A1),K1).
We can also induce two forest-bases for {I3,I4} ∈ F(comp(A2),K1) for K2, depicted in Fig. 7, using the completion Ac2
and the trees from the previous example. Note that we can ﬁnd the following pre-matches π11 for q1 in I3 and π21 for q1
in I4:
π11 (x1) = (a, ), π21 (x1) = (a, ),
π11 (x2) = (a,1), π21 (x2) = (a,11),
π11 (x3) = (a,11), π21 (x3) = (a,111).
The following is a direct consequence of the above deﬁnitions.
Proposition 3. Given an arbitrary ABoxA and a set K of knots for T , every I ∈ F(comp(A),K) is a forest-base for the KBK = 〈T ,A〉.
Proof. Consider an arbitrary I ∈ F(comp(A),K), and let Ac be the completion of A such that I ∈ F(Ac,K). To see that I
is a forest shaped interpretation, it suﬃces to see that by construction of I: (i) item (c) in Deﬁnition 5 ensures that each
node (a, ) is only connected to other roots (b, ) and to its children (a, i); (ii) each (a, ) has at most |clos(T )| children
(a, i) (since I′(a) contains at most |clos(T )| auxiliary individuals); and (iii) by item (d) in the deﬁnition of completion, each
pair of children (a, i) and (a, j) of the same root (a, ) differ in the interpretation of at least one concept or role. The rest
of I is composed of subtrees induced from K, where every node has at most |clos(T )| children because |S| < |clos(T )|
in each knot (τ , S), and every distinct children of the same node differ in some concept or role, because S is a set that
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Deﬁnition 1, and is hence a forest base for K. To this aim, we ﬁrst observe that, by the deﬁnition of I , the following hold
for the domain elements of the form (a, ):
(i) a : C ∈Ac implies (a, ) ∈ CI for every concept C , and
(ii) 〈a,b〉 : R ∈Ac implies 〈(a, ), (b, )〉 ∈ RI for every role R .
Each remaining domain element e (i.e. each e = (a,w) ∈ I with w = ) is a domain element of some tree interpretation I ′ ,
which is a tree induced from K using a function ϕ . Hence e satisﬁes the following:
(iii) ϕ(e) = (τ , S) implies eI ′ ∈ CI ′ for every C ∈ τ .
(iv) If ϕ(e) = (τ , S) and e′ is the child of e such that be((α, τ ′)) = e′ , (α, τ ′) ∈ S , then 〈e, e′〉 ∈ RI ′ for every R ∈ α.
Now we can show items (a) to (d). First, to show that (a) CI ⊆ DI for a GCI C  D , consider e ∈ I . Suppose e = (a, ) for
some individual a. By item (b) in Deﬁnition 5 and the deﬁnition of concept types, a : ∼C unionsq D ∈Ac for each C  D ∈ T ; hence
(i) above implies e ∈ ∼C unionsq DI . Otherwise, i.e., e = (a,w) where w =  , C  D ∈ T implies ∼C unionsq D ∈ τ for the type τ such
that ϕ(e) = (τ , S). Hence (iii) above implies e ∈ ∼C unionsq DI . This shows that I ⊆ ∼C unionsq DI , and thus CI ⊆ DI . Similarly,
item (b) follows from the deﬁnition of role types, which enforces the satisfaction of the RIs, together with (ii) and (iv). Next,
item (c) holds because A ⊆ Ac by item (a) in Deﬁnition 5, and thus by (i) and (ii), I satisﬁes all assertions in A. Finally,
(d) follows for the elements of the form (a, ) from (i) together with (g) in Deﬁnition 5, while for the remaining elements
it follows from (iii) and item (b) in the deﬁnition of knots. 
By this proposition, every forest-shaped interpretation I that is constructible from a completion of an ABox and instan-
tiated knots for the terminology must be a forest-base for the knowledge base. Hence we can view a set of completions of
A and a set of knots for T as a means to represent a set of forest-bases of a knowledge base 〈T ,A〉 (this set is empty if
no forest base is induced). Furthermore, for a ﬁxed TBox T , we use a ﬁxed knot set K and a function that assigns to each
input ABox A some of its completions, as a means to represent forest-bases of the knowledge base 〈T ,A〉 for varying A.
Deﬁnition 7 (Knot compilation). A set K of knots for T is consistent, if for each (r, S) ∈ K and each (α, τ ′) ∈ S there exists
some possible successor knot in K. Let q be a CQ with answer variables x = 〈x1, . . . , xn〉. For a given KB K = 〈T ,A〉, a knot
compilation of K is a pair 〈A,K〉 where A⊆ comp(A) is a set of completions for A and K is a consistent set of knots for T .
We say that 〈A,K〉 is suﬃcient for q if, for every c ∈ I(A)n , c /∈ ans(q,K) implies that there is some I ∈ F(A,K) such that
c /∈ ansp(q,I).
For a given TBox T , a knot compilation of T is a pair 〈C,K〉 where K is a consistent set of knots for T and C is a function
that maps each ABox A to a set of completions C(A) ⊆ comp(A). We say that 〈C,K〉 is suﬃcient for q if, for all ABoxes A,
〈C(A),K〉 is a knot compilation that is suﬃcient for q.
Example 8. The knot set K1 in Fig. 4 is consistent, as all children of knots in K1 have a possible successor (see Example 4).
For i ∈ {1,2}, the knot compilation 〈comp(Ai),K1〉, is suﬃcient for the query q j , j ∈ {1,2,3}. Indeed, the forest-bases dis-
cussed in the previous example are in F(comp(Ai),K1), and witness that for each c ∈ I(Ai) such that 〈c〉 /∈ ans(q j, 〈T ,Ai〉)
some I ∈ F(comp(Ai),K1) exists that admits no pre-match for q j yielding 〈c〉 as an answer. The compilations 〈{Ac2},K1〉
and 〈{Ac2}, {k6, . . . ,k9}〉 of K2 are also suﬃcient for each q j .
We can see a compilation 〈A,K〉 as a compact representation for the set of forest-bases F(A,K). If the compilation is
suﬃcient for q, then F(A,K) contains a forest-base that admits no pre-match for q for each candidate tuple c that is not in
ans(q,K). Hence, we can answer q by considering only the models represented by 〈A,K〉.
Proposition 4.
(i) If 〈A,K〉 is a knot compilation of a KB K that is suﬃcient for a query q, then
ans(q,K) = ansp(q,F(A,K)).
(ii) If 〈C,K〉 is a knot compilation of a terminology T that is suﬃcient for a query q, then for every ABoxA,
ans
(
q, 〈T ,A〉)= ansp(q,F(C(A),K)).
Proof. We consider (i); the proof of (ii) is analogous.
(⊆) follows from the deﬁnition of suﬃcient compilation: if 〈A,K〉 is a knot compilation of a KB K that is suﬃcient for
a query q, then by deﬁnition, for every c ∈ I(A)n such that c /∈ ans(q,K), there exists some I ∈ F(A,K) with c /∈ ansp(q,I);
hence c /∈ ans(q,K) implies c /∈ ansp(q,F(A,K)). This shows ansp(q,F(A,K)) ⊆ ans(q,K).
58 T. Eiter et al. / Journal of Computer and System Sciences 78 (2012) 47–85(⊇) follows from Propositions 2 and 3: for each if I ∈ F(A,K) then I ∈ F(K) by Proposition 3. Hence ansp(q,F(K)) ⊆
ansp(q,F(A,K)). By Proposition 2, we then have ans(q,K) ⊆ ansp(q,F(A,K)). 
Note that there exist in general multiple compilations for a given knowledge base or terminology that are suﬃcient for
a given query or for all queries. In the next section we consider particular such compilations, which always exist and can
be effectively constructed.
5. Obtaining suﬃcient knot compilations
We have seen in Proposition 4 that to answer a query over a knowledge base it suﬃces to consider the forest-bases that
are represented by a suitable knot compilation, and, in particular, by a compilation that satisﬁes the suﬃciency conditions
(see Deﬁnition 7). It is not hard to see that we can constructively build a compilation of any given knowledge base K that
is suﬃcient for a given query q, and in fact even for all queries over K; we call such a compilation universal. We can also
build a similar universal compilation of any given terminology T .
Deﬁnition 8 (Completeness, relevant types, universal knot compilation). Let K be a consistent set of knots for a terminology T ,
and let T be a set of types for T . For every type τ ∈ T, let K|τ ⊆ K be the smallest set such that
1. (r, S) ∈ K|τ for each (r, S) ∈ K with r = τ , and
2. if (r, S) ∈ K|τ , (α, τ ′) ∈ S and (r′, S ′) ∈ K is such that τ ′ = r′ , then (r′, S ′) ∈ K|τ , i.e. K|τ is closed under the possible
successors in K.
We say that K is T-complete, if for each τ ∈ T and each consistent set K′ of knots for T we have K′|τ ⊆ K.
A given type τ for T is relevant for an ABox A for T , if there exists some completion Ac ∈ comp(A) and an auxiliary
individual ai ∈ I(Ac) \ I(A) with typeAc (ai) = τ . By relTypes(A) we denote the set of all types relevant for A.
A knot compilation 〈A,K〉 of a KB K = 〈T ,A〉 is universal, if A = comp(A) and K is relTypes(A)-complete. Similarly,
a knot compilation 〈C,K〉 of a terminology T is universal, if for every ABox A, 〈C(A),K〉 is a universal knot compilation of
K = 〈T ,A〉.
To understand the above deﬁnition, assume K is a consistent set of knots for a terminology T . Intuitively, the set K|τ
contains all the knots in K that can occur in a τ -tree induced by K. It is the restriction of K to the knots with root τ and
all knots that are reachable from them via the possible successor relation. As a T-complete knot set contains K|τ for each
τ ∈ T, it contains all knots that occur in all induced τ -trees for all types τ in T. Hence, assuming an ABox A, a knot set K
that is relTypes(A)-complete contains all knots that occur in the tree parts of forest-bases of the KB K = 〈T ,A〉. As from
such a K and the completions in comp(A) we can induce all forest-bases in F(K), we can see 〈comp(A),K〉 as a way to
compile K = 〈T ,A〉 into a data structure that can be used for answering varying queries.
Example 9. Let T1 = {τA1 , τA1,B , τA2 , τA2,B , τC1 , τ∃R.C2 , τC2 }. We have K1|τA1 = K1|τA1,B = K1|τA2,B = {k1, . . . ,k5}, while
K1|τC1 = {k6, . . . ,k9}, K1|τ∃R.C2 = {k8,k9}, and K1|τC2 = {k9}, hence K1 ⊆ K′ for every T1-complete knot set K′ . However,
K1 is not T1-complete (there are other knots not included in the example in some T1-complete K′) and hence the compila-
tions 〈comp(Ai),K1〉 of the respective KBs 〈T1,Ai〉 discussed in Example 8 are not universal (nonetheless they are suﬃcient
for every query).
Proposition 5. If 〈A,K〉 is a universal knot compilation of a KBK, then 〈A,K〉 is suﬃcient for every query q.
Proof. Assume 〈A,K〉 is a universal knot compilation of a KB K = 〈T ,A〉, i.e. A = comp(A) and K is a consistent set of
knots for T that is relTypes(A)-complete. We show that 〈A,K〉 is suﬃcient for every query q. Let x = 〈x1, . . . , xn〉 be the
answer variables of q and assume that 〈c1, . . . , cn〉 /∈ ans(q,K). By Proposition 2, there exists a forest-base I for K such that
c /∈ ansp(q,I). It is suﬃcient to show that I ∈ F(A,K) to prove the result. To this end, we decompose I into a completion
of A and knots.
Let I = I(A) ∪ {ai | (a, i) ∈ I , i ∈ N}, and let ξ : I → I be the function such that ξ(a) = (a, ) if a ∈ I(A) and ξ(ai) =
(a, i) if a ∈ I \ I(A). Then we let Ac be the ABox with I(Ac) = I such that:
– for each a ∈ I(Ac), {a : C ∈Ac} = {C ∈ clos(T ) | ξ(a) ∈ CI },
– for each a,b ∈ I(Ac), {〈a,b〉 : R ∈Ac} = {R ∈ R(T ) | (ξ(a), ξ(b)) ∈ RI}.
It is easy to see that Ac satisﬁes the conditions of Deﬁnition 5 and is thus a completion of A. We now decompose
the trees rooted at the nodes (a, i) into knots. For each (a, i) ∈ I , i ∈ N, let ϕ(a,i) be a mapping that assigns to each
(a,w) ∈ I|(a,i) the knot ϕ(a,i)((a,w)) = (r, S), where
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Input: a terminology T , a set T of types for T
Output: a T-complete knot set K
begin
Build the set K of all knots (r, S) for T such that r ∈ T;
Close K under the following rule:
if (r, S) ∈ K and (α, τ ′) ∈ S , then add to K each knot (r′, S ′) for T such that τ ′ = r′ .
repeat
Let K′ := K;
if (r, S) ∈ K and (α, τ ′) ∈ S but there exists no knot (r′, S ′) ∈ K s.t. τ ′ = r′ then
K := K \ {(r, S)};
until K′ = K;
return K
end
Fig. 8. Constructing a T-complete knot set.
(a) r = {C ∈ clos(T ) | (a,w) ∈ CI}, and
(b) S =⋃(a,w·i)∈I ,i∈N{(αi, τ ′i )}, where αi = {R ∈ R(T ) | 〈(a,w), (a,w · i)〉 ∈ RI} and τ ′i = {C ∈ clos(T ) | (a,w · i) ∈ CI}.
The above mapping assigns to each (a,w) ∈ I|(a,i) a knot extracted from I itself, which satisﬁes the conditions in Deﬁni-
tion 3. Let K(a,i) = {ϕ(a,i)(a,w) | (a,w) ∈ I|(a,i)}, and let K =⋃(a,i)∈I ,i∈N K(a,i) . It is easy to see that for each (a, i) ∈ I ,
i ∈ N, the interpretation I|(a,i) is a typeAc (a′i)-tree induced from K(a,i) , and hence induced from K. Then by the deﬁnition of
induced forest-bases (Deﬁnition 6), we have I ∈ F(Ac,K), and since Ac ∈ A, I ∈ F(A,K) as desired. 
From Deﬁnition 8 and Proposition 5 we easily obtain the following:
Corollary 1. If 〈C,K〉 is a universal knot compilation of a terminology T , then 〈C,K〉 is suﬃcient for any query.
By the above, given a knowledge base K = 〈T ,A〉, a universal knot compilation of K can be obtained by building
the set of completions comp(A) and computing a relTypes(A)-complete knot set K. The former is straightforward as all
completions of A are ﬁnite structures whose size is polynomially bounded by the size of A and thus can obtained by
simple enumeration. The latter can be done using an algorithm inspired by type-elimination [50], which we present in
Fig. 8. The algorithm takes as input an arbitrary set of types T, and starts by computing the set K of all knots for T that
have root τ ∈ T. In the second stage, its closes K under the possible successor knots. Finally, it removes from K one by one
the knots that have a child for which K does not provide at least one successor knot. As easily seen, the algorithm returns
a desired knot set. Indeed, for any type τ ∈ T and a consistent knot set K, the algorithm will include K|τ , and none of the
knots from K|τ will be deleted in the inner cycle which ensures consistency. We note that a T-complete knot set can be
obtained in single exponential time in the size of T (we elaborate on this in Section 7).
A universal knot compilation 〈C,K〉 for a terminology T can also be easily obtained. Indeed, C is simply the function
that maps each ABox A to comp(A). As the knot set K we can simply take a types(T )-complete knot set, where types(T )
is the set of all concept types for T (note that a types(T )-complete knot set is actually unique).
To see that these compilations are effective, it is worth considering what happens in the extremal case of an inconsistent
knowledge base K = 〈T ,A〉. If the terminology T is inconsistent (i.e. the knowledge base 〈T , {a : }〉 is unsatisﬁable), then
the only possible consistent set of knots for T is K= ∅; hence, we can only have compilations of the form 〈A,∅〉 or 〈C,∅〉.
If T is consistent but 〈T ,A〉 is not, then the (unique) types(T )-complete knot set is nonempty, but every compilation 〈A,K〉
for 〈T ,A〉 is such that F(〈A,K〉) = ∅. This may be because A has no completion, and hence A is empty, or because in every
completion Ac ∈ A of A there is some auxiliary individual a′i for which K contains no knot of the form (typeAc (a′i), S), and
hence no typeAc (a′i)-tree can be induced from K.
6. Query answering with knots
We have seen in Section 4 that to answer a query q over a KB K = 〈T ,A〉, we may obtain a knot compilation 〈A,K〉
of K that is suﬃcient for q, and then search for pre-matches for q only in a restricted set of structures, namely in the
forest-bases of F(A,K). We also deﬁned a compilation of a terminology T , which can bee seen as a function that assigns
each knowledge base 〈T ,A〉 a compilation. We then have shown in Section 5 a way to construct some knot compilation (of
a knowledge base or a terminology) that is suﬃcient for a query (in fact, for all queries).
In this section, we ﬁnalize our query answering algorithm by providing a method to decide the existence of pre-matches
in the forest-bases of F(A,K). We proceed in tree stages, which are roughly as follows.
– (Reasoning about knots and the query.) We show how a consistent set K of knots and query q can be compiled into a
complete type-query table (tq-table) TQ, which intuitively is a table containing all the relevant information with respect
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to the existence of pre-matches for subqueries of q in the trees with different root types that can be built from knots
in K.
– (Query rewriting.) In the second step, we use the complete tq-table TQ to rewrite q into a UCQ RewTQ(q). Intuitively,
this step incorporates the information about possible pre-matches in tree parts of forest-bases into a set of queries.
– (Query answering.) We show that computing ansp(q,F(A,K)) is feasible by evaluating RewTQ(q) over a set of ﬁnite
relational structures obtained from the ABoxes in A. Intuitively, the structures are simply ABoxes of A closed under
transitivity and role hierarchy, and additionally contain some information from the tq-table TQ.
Note that the ﬁrst and the second step depend only on the knot set K and the query q. Thus for different ABoxes, the
ﬁrst two steps need to be done only once. Obtaining the table TQ in the ﬁrst step is technically involved, but once the table
has been derived the second and third steps are rather simple.
Throughout this section, we ﬁx a query q and a set of knots K, and let types(K) = {τ | (τ , S) ∈ K}.
6.1. Subqueries and rooted pre-matches
We start by introducing a special notion of subquery adorned with some additional information, and a notion of match
for it. They capture all relevant information with respect to the existence of parts of regular pre-matches of q in the trees
induced by K.
A subquery is obtained by restricting a query q to a set X ⊆ V(q) of its variables. As we are interested in subqueries for
which a match in some tree-shaped interpretation may exist, we can restrict to sets X that satisfy certain conditions.
Deﬁnition 9 (Forward-closed variable set and subquery). For a query q and a set X ⊆ V(q), we denote by q|X the subquery
obtained by restricting q to the atoms whose variables are contained in X .
A set of variables X ⊆ V(q) is forward-closed, if it satisﬁes the following conditions:
(a) If R(x, y) ∈ q and x ∈ X , then y ∈ X .
(b) If R(x, y) ∈ q and R ′(x′, y) ∈ q are two atoms where R, R ′ are simple, and x ∈ X , then we also have x′ ∈ X .
(c) The query graph of q|X is connected and acyclic.
The subquery q|X is then called a forward-closed subquery of q.
In the ﬁrst part of the algorithm we restrict our attention to forward closed subqueries, as every connected subquery
of q that has a match in a tree-shaped interpretation is forward closed. We consider only connected subqueries since,
for deciding the existence of query matches, we can always treat disconnected query parts as different subqueries. To
understand the deﬁnition of forward-closed subqueries, consider an arbitrary tree-shaped I an assume that q has a pre-
match π in I . Consider a non-root node e ∈ I , and let Xe ⊆ V(q) be the set of variables x of q that are matched to a node
in I|e , i.e. such that π(x) is a descendant of e. Then it is easy to see that each maximal subset of Xe inducing a connected
query is forward closed.
Example 10. To illustrate forward-closed subqueries, we consider the query
q = A2(x1), T (x1, x2), R1(x2, x3), R2(x3, x4), A1(x4), A2(x4), R3(x1, x6), B(x5), R2(x5, x6), R1(x6, x7), A2(x7)
where, in the ﬁxed given TBox T , R+(T ) = {T } and T ∗T R2. That is, R1 and R3 are simple, while T and R2 are not. The
graph of q is depicted in the left upper part of Fig. 9. As q is acyclic, every set X ⊆ V(q) of variables satisfying the following
conditions is forward-closed: (i) if x ∈ X , then all the nodes reachable from x in the query graph are in X , and (ii) if x ∈ X
and some node that reaches x is in X , then all the nodes that have a simple arc to x are in X . For example, if we take the
variable x5, we must include its successors x6 and x7. But then we must also include x1, as it reaches x6 via the simple
role R3, and all nodes reachable from x1. Hence the only forward-closed set of variables containing x5 is V(q). By taking x1
and its successors, we obtain the forward-closed set X1 = {x1, x2, x3, x4, x6, x7} and the forward-closed subquery depicted
in the right upper part of Fig. 9. Other forward-closed sets of variables are {x2, x3, x4}, {x3, x4}, {x4}, {x6, x7} and {x7}. The
graphs of the corresponding forward-closed subqueries are depicted in the lower part of Fig. 9.
T. Eiter et al. / Journal of Computer and System Sciences 78 (2012) 47–85 61Table 2
f-Subqueries F i, jk of the queries q1, q2 and q3.
Fq1 Fq2 Fq3
F 1,11 = ({x3},Σ11 (x3) = { })
F 1,21 = ({x3},Σ21 (x3) = {T1})
F 1,31 = ({x3},Σ31 (x3) = {T2})
F 1,41 = ({x3},Σ41 (x3) = {T1, T2})
F 2,11 = ({x2, x3},Σ(x2) = { })
F 2,21 = ({x2, x3},Σ(x2) = {T2})
F 3,01 = ({x1, x2, x3},∅)
F 1,12 = ({y3},Σ12 (y3) = { })
F 1,22 = ({y3},Σ22 (y3) = {T1})
F 1,32 = ({y3},Σ32 (y3) = {T2})
F 1,42 = ({y3},Σ42 (y3) = {T1, T2})
F 2,12 = ({y1, y3},Σ12 (y3) = { })
F 2,22 = ({y1, y3},Σ22 (y3) = {T1})
F 2,32 = ({y1, y3},Σ32 (y3) = {T2})
F 2,42 = ({y1, y3},Σ42 (y3) = {T1, T2})
F 3,12 = ({y2, y3},Σ12 (y3) = { })
F 3,22 = ({y2, y3},Σ22 (y3) = {T1})
F 3,32 = ({y2, y3},Σ32 (y3) = {T2})
F 3,42 = ({y2, y3},Σ42 (y3) = {T1, T2})
F 4,02 = ({y1, y2, y3},∅)
F 1,13 = ({z3},Σ12 (z3) = { })
F 1,23 = ({z3},Σ22 (z3) = {T1})
F 1,33 = ({z3},Σ32 (z3) = {T2})
F 1,43 = ({z3},Σ42 (z3) = {T1, T2})
F 2,13 = ({z1, z3},Σ12 (z3) = { })
F 2,23 = ({z1, z3},Σ22 (z3) = {T1})
F 2,33 = ({z1, z3},Σ32 (z3) = {T2})
F 2,43 = ({z1, z3},Σ42 (z3) = {T1, T2})
F 3,13 = ({z2, z3},Σ12 (z3) = { })
F 3,23 = ({z2, z3},Σ22 (z3) = {T1})
F 3,33 = ({z2, z3},Σ32 (z3) = {T2})
F 3,43 = ({z2, z3},Σ42 (z3) = {T1, T2})
F 4,03 = ({z1, z2, z3},∅)
Example 11. In our running example, the query q1 has three forward-closed sets of variables: X11 = {x3}, X21 = {x2, x3}
and X31 = {x1, x2, x3}. The query q2 has four forward-closed sets of variables: X12 = {y3}, X22 = {y1, y3}, X32 = {y2, y3}, and
X42 = {y1, y2, y3}, and the forward-closed sets of q3 are analogous.
We want to decide the existence of pre-matches π for forward-closed subqueries in tree-shaped interpretations, such
that π can be a part of a full pre-match in a forest base. Hence we need to pay special attention to the variables y ∈ Xe
(for Xe as above) such that R(x, y) ∈ q and x /∈ Xe , which we call open variables. They can be of two kinds: (i) there is some
R(x, y) ∈ q with R a simple role, or (ii) all R with R(x, y) ∈ q are non-simple. If a pre-match π for q|Xe is part of a full
pre-match for q, π(y) = e must hold for each y of type (i). If y is of type (ii) we may have π(y) = e, but then for each
R(x, y) ∈ q there must be some transitive subrole T of R such that π(y) is a T -successor of e. We call the variables of
type (ii) free and consider f-subqueries adorned with a set of transitive roles T for each free variable.
Deﬁnition 10 (T -adornment; (disjunctive) f-subquery). Given X ⊆ V(q) and y ∈ X , let back(X, y) = {R | R(x, y) ∈ q ∧ x /∈ X}.
Then y is open in X , if back(X, y) = ∅, and y is free in X , if back(X, y) = ∅ and contains no simple role.
An adorned forward-closed subquery of q (w.r.t. T ) is a pair (q|X ,Σ) of a forward-closed subquery of q and a mapping Σ ,
called T -adornment, that assigns to every free variable y in X some (possibly empty) set
Σ(y) ⊆ {T ∈ R+(T ) ∣∣ T ∗T R, R ∈ back(X, y)}.
We identify (q|X ,Σ) with (X,Σ) if q is understood and, in slight abuse of terminology, refer to it as an f-subquery. The set
of f-subqueries of q is denoted by Fq . Any set ρ ⊆ Fq of f-subqueries is called a disjunctive f-subquery of q.
Example 12. The open variables of the forward-closed subqueries in Fig. 9 are represented by empty circles. Trivially V(q)
has no open variables, so (V(q),∅) is an f-subquery. In the set X1 = {x1, x2, x3, x4, x6, x7}, the variable x6 is open and
back(X1, x6) = {R2}. Furthermore, as R2 is not simple, x6 is free (thus, q|X1 must be adorned with either Σ(x6) = { }
or Σ(x6) = {T1} in every f-subquery). The variables x2 and x4 are free in {x2, x3, x4} and {x4}, respectively (note that
back({x2, x3, x4}, x2) = {T } and back({x4}, x4) = {R2}), while the other sets have no free variables and thus form f-subqueries
with the empty adornment.
Example 13. For the query q1 of our running example, X31 = {x1, x2, x3} has no free variables, while x2 is free in X21 = {x2, x3}
and x3 is free in X11 = {x3}. The adornments for q1|{x2.x3} are Σ(x2) = { } and Σ(x2) = {T2}, and the adornments for q1|{x3}
are Σ11 (x2) = { }, Σ21 (x2) = {T1}, Σ31 (x2) = {T2}, and Σ41 (x2) = {T1, T2}. Hence q1 has four subqueries of the form F 1,i1 =
({x3},Σ i1(x3)), 1 i  4, as well as F 2,11 = ({x2, x3},Σ(x3) = { }), F 2,21 = ({x2, x3},Σ(x3) = {T2}), and F 3,01 = ({x1, x2, x3},∅).
For q2, the variable y3 is free in X12 = {y3}, X22 = {y1, y3}, and X32 = {y2, y3}, while X42 = {y1, y2, y3} has no open variables.
For each q2|Xi2 , 1 i  3, the possible adornments are Σ
1
2 (y3) = { }, Σ22 (y3) = {T1}, Σ32 (y3) = {T2}, and Σ42 (y3) = {T1, T2}.
Hence q3 has 13 f-subqueries: F
i, j
2 = (Xi2,Σ j2) for each 1  i  3 and 1  j  4, and F 4,02 = (X42,∅). The query q3 has f-
subqueries F i, j3 and F
4,0
3 analogous to F
i, j
2 and F
4,0
2 , respectively. For easier reference, all subqueries F
i, j
k are summarized in
Table 2.
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q|Xe (as above, Xe is the set of variables of q that are matched to a node in I|e) satisﬁes some additional ‘rootedness’
conditions. We deﬁne a notion of pre-match in a tree-shaped I|e for an f-subquery F = (Xe,Σ) of q, which rules out some
pre-matches that cannot be obtained this way. In a rooted pre-match, for every open variable y that is not free, π(y) must
be the root of I , and for each free variable y, π(y) must be reachable from the root via all roles in Σ(y). Formally, we
have:
Deﬁnition 11 (Rooted pre-match, entailment at knots and types). Given (X,Σ) ∈ Fq and a tree-shaped interpretation I , a rooted
pre-match for (X,Σ) in I is a mapping π : X → I such that:
(RP1) If x ∈ X and A(x) ∈ q, then π(x) ∈ AI .
(RP2) If x, y ∈ X and R(x, y) ∈ q, then π(y) is an R-successor of π(x) in I .
(RP3) If y is open but not free in X , then π(y) = root(I).
(RP4) If y is free in X , then π(y) is a T -successor of root(I) for every T ∈ Σ(y), and either:
(a) π(y) = root(I), or
(b) for each R ∈ back(X, y), there is some T ∈ Σ(y) such that T ∗T R .
We write I | (X,Σ) if there exists a rooted pre-match π for (X,Σ) in I , and I |d (X,Σ) if additionally (π(y)) d
for every variable y ∈ X , i.e. if there exists a pre-match in I within depth d. Furthermore, for a disjunctive f-subquery
ρ ⊆ Fq , we write I | ρ (resp., I |d ρ) if for some (X,Σ) ∈ ρ we have I | (X,Σ) (resp., I |d (X,Σ)).
For ρ ⊆ Fq , k ∈ K and τ ∈ types(K), we write:
k |K ρ, if I | ρ for each I ∈ TK(k),
k |dK ρ, if I |d ρ for each I ∈ TK(k),
τ |K ρ, if I | ρ for each I ∈ TK(τ ), and
τ |dK ρ, if I |d ρ for each I ∈ TK(τ ).
We often omit the subscript K if it is clear from the context. The relations k |dK ρ and τ |dK ρ capture the relevant
information about the existence of rooted pre-matches for f-subqueries of q in the k-trees and τ -trees induced by K, and
they play a central role in the compilation of q and K into the complete tq-table that our algorithm builds on.
Example 14. Recall from Example 7 the pre-matches π11 for q1 in I3 and π21 for q1 in I4 and from Example 3 the pre-match
π12 for q2 in I1. If we restrict π11 to the domain of I3|(a,1) , we obtain a rooted pre-match for F 2,11 = ({x2, x3},Σ(x2) = { }),
depicted in the center of Fig. 10. As x2 is free and Σ(x2) = { }, x2 must be mapped to the root. The interpretation I3|(a,1)
admits also a rooted pre-match π31 for F
1,3
1 = ({x3},Σ(x3) = {T2}), given by π31 (x3) = (a,11) (π31 (x3) is a T2-successor of
the root). However, π31 is neither a rooted pre-match for F
1,1
1 (as π
3
1 (x3) is not the root of the tree), nor for F
1,2
1 or F
1,4
1
(as π31 (x3) is not a T1-successor of the root). We also observe that π
1
1 and π
3
1 are within depth 1 (because (a,1) = 0 and
(a,11) = 1), hence I3|(a,1) |dK1 F
2,1
1 and I3|(a,1) |dK1 F
1,3
1 for every d 1.
Similarly, if we restrict π21 to the domain of I4|(a,1) , we obtain the rooted pre-match for F 2,21 = ({x2, x3},Σ(x2) = {T2})
depicted on the right part of Fig. 10. I4|(a,1) admits also a rooted pre-match π41 for F 3,01 = ({x1, x2, x3},∅) with π41 (x1) =
(a,1), π41 (x2) = (a,11), and π41 (x3) = (a,111). As these pre-matches have depth 2 (i.e. ((a,111)) = 2 and (a,111) is the
deepest node in the image of the pre-matches), I4|(a,1) |dK1 F
2,2
1 and I4|(a,1) |dK1 F
3,0
1 for every d 2.
A rooted pre-match witnessing I3|(a,1) |dK1 F
2,1
1 like π
1
1 exists in every k6-tree induced from K1 (indeed, π
1
1 maps
variables only to the root and the child of k6), hence k6 |dK1 F
1,3
1 for every d 1. Similarly, a rooted pre-match for F
2,1
1 like
π21 above exists in every k7-tree (in fact, I4 is the only k7-tree), hence k7 |dK1 F
2,2
1 for every d  2. Since every τC1 -tree
induced from K1 is either a k6-tree or a k7-tree, the disjunction of F
1,3
1 and F
2,2
1 is entailed by τC1 , i.e. τC1 |dK1 {F
1,3
1 , F
2,2
1 }
for every d 2. We can infer similarly that τC1 |dK1 {F
1,3
1 , F
3,0
1 }, τC1 |dK1 {F
2,1
1 , F
2,2
1 } and τC1 |dK1 {F
2,1
1 , F
3,0
1 } for every d 2.
Finally, the left part of Fig. 10 depicts the rooted pre-match for F 2,32 = ({y1, y3},Σ32 (y3) = {T2}) obtained by restricting
π12 to I1|(a,1) , which shows that I1|(a,1) |dK1 F
2,3
2 for every d 1.
6.2. Deriving a complete tq-table for K and q
Now we focus on deciding the entailment of disjunctive f-subqueries in τ -trees and k-trees induced from K, and we use
type-query and knot-query tables, respectively, to store pairs of f-queries for which the entailment holds.
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2,1
1 and F
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1 in I1|(a,1) , I3|(a,1) and I4|(a,1) .
Table 3
tq-tables TQd1 ⊆ types(K)× 2Fq1 for q1, TQd2 ⊆ types(K)× 2Fq2 for q2, and TQd3 ⊆ types(K)× 2Fq3 for q3.
TQ01
τC2 {F 1,11 }
TQ11
τ∃R.C2 {F 2,11 }
TQ21
τC1 {F 1,31 , F 2,21 }
τC1 {F 1,31 , F 3,01 }
τC1 {F 2,11 , F 2,21 }
τC1 {F 2,11 , F 3,01 }
TQ02
τA1,B {F 1,12 } τA2,B {F 1,12 }
TQ12
τA1 {F 1,22 } τA1,B {F 1,22 }
τA1 {F 1,32 } τA1,B {F 1,32 }
τA1 {F 2,22 } τA1,B {F 2,22 }
τA1 {F 2,32 } τA1,B {F 2,32 }
TQ22
τA2,B {F 4,02 }
TQ32
τA1 {F 4,02 } τA1,B {F 4,02 }
TQ03
τA2,B {F 1,13 }
TQ13
τA1 {F 1,23 } τA1,B {F 1,23 }
τA1 {F 2,23 } τA1,B {F 2,23 }
Deﬁnition 12 (kq-table and tq-table). A knot-query table (kq-table) (for K and q) is a relation KQ ⊆ K× 2Fq such that k |K ρ
for each (k,ρ) ∈ KQ. We call KQ (d-)complete if (k,ρ) ∈ KQ whenever k |(d)K ρ and there is no ρ ′ ⊂ ρ with k |(d)K ρ ′ .
Similarly, a type-query table (tq-table) (for K and q) is a relation TQ ⊆ types(K)× 2Fq such that τ |K ρ for all (τ ,ρ) ∈ TQ.
We call TQ (d-)complete if (τ ,ρ) ∈ TQ whenever τ |(d)K ρ and there is no ρ ′ ⊂ ρ with τ |(d)K ρ ′ .
Example 15. Some tq-tables for the queries q1, q2 and q3 are shown in Table 3, and some kq-tables in Table 4. For all
pairs in TQdi ⊆ types(K1) × 2Fqi and in KQdi ⊆ K1 × 2Fqi , the entailment relation holds. For example, the tables contains
the pairs discussed in Example 14: KQ11 for q1 includes (k6, {F 2,11 }) and (k6, {F 1,31 }), while KQ21 for q1 includes (k7, {F 2,21 })
and (k7, {F 3,01 }), and TQ21 for q1 includes (τC1 , {F 1,31 , F 2,21 }), (τC1 , {F 1,31 , F 3,01 }), (τC1 , {F 2,11 , F 2,21 }), and (τC1 , {F 2,11 , F 3,01 }). Each
table TQdi contains all the pairs (τ ,ρ) such that τ |d ρ and τ |d−1 ρ , and similarly for KQdi . Hence the tables
TQdi =
⋃
0 jd
TQ ji and KQ
d
i =
⋃
0 jd
KQ ji
are d-complete. Most of the pairs in the tables are explained below, where we describe an algorithm to obtain them.
The main goal of this section is to obtain a complete tq-table for K and q. We achieve it using two constructions:
(I) we show how to compute a d-complete tq-table TQd from a given d-complete kq-table KQd , and
(II) we show how to compute a d+1-complete kq-table KQd+1 from a given d-complete tq-table TQd .
Provided that we have a 0-complete tq-table TQ0, by iteratively applying the two steps above we can compute a d-complete
tq-table for every d 0 and, as we show below, also a tq-table that is complete for every d 0.
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kq-tables KQd1 for q1, KQd2 for q2, and KQd3 for q3.
KQ01
k9 {F 1,11 }
KQ11
k6 {F 1,31 }
k6 {F 2,11 }
k8 {F 2,11 }
KQ21
k7 {F 2,21 }
k7 {F 3,01 }
KQ02
k3 {F 1,12 } k4 {F 1,12 } k5 {F 1,12 }
KQ12
k1 {F 1,22 } k2 {F 1,22 } k3 {F 1,22 } k4 {F 1,22 }
k1 {F 1,32 } k2 {F 1,32 } k3 {F 1,32 } k4 {F 1,32 }
k1 {F 2,22 } k2 {F 2,22 } k3 {F 2,22 } k4 {F 2,22 }
k1 {F 2,32 } k2 {F 2,32 } k3 {F 2,32 } k4 {F 2,32 }
KQ22
k5 {F 4,02 }
KQ32
k1 {F 4,02 } k2 {F 4,02 } k3 {F 4,02 } k4 {F 4,02 }
KQ03
k5 {F 1,13 }
KQ13
k1 {F 1,23 } k2 {F 1,23 } k3 {F 1,23 } k4 {F 1,23 }
k2 {F 1,33 } k4 {F 1,33 }
k1 {F 2,23 } k2 {F 2,23 } k3 {F 2,23 } k4 {F 2,23 }
k2 {F 2,33 } k4 {F 2,33 }
Algorithm 2: TQ_Zero
Output: a 0-complete tq-table TQ0
begin
TQ := ∅;
forall τ ∈ types(K) do
forall x ∈ V(q) do
if {R | R(x, y) ∈ q} = ∅ and {A | A(x) ∈ q} ⊆ τ then
if x is free in {x} then
TQ := TQ ∪ {(τ , {({x},Σ(x) = ∅)})};
else
TQ := TQ ∪ {(τ , {({x},∅)})};
return TQ
end
Fig. 11. Constructing a 0-complete tq-table (for knot set K and query q).
Furthermore, constructing an initial 0-complete tq-table TQ0 is easy. First, we observe that an f-subquery (X,Σ) ∈ Fq
can have a match within depth 0 in a tree-shaped interpretation I (i.e. a match where π(x) = root(I) for each x ∈ X ) only if
X is a singleton set, and Σ(x) = ∅ if x is free in X . Moreover, such an ({x},Σ) has a match in I iff I is a τ -tree and A ∈ τ
for each A(x) ∈ q. Hence, to obtain TQ0, it is suﬃcient to take the pairs of a type τ and a singleton disjunctive f-subquery
{({x},Σ)} of the mentioned form, whenever τ contains all concepts required to match x. That is, to build TQ0 we simply
take each pair (τ , {F }) where τ ∈ types(K) and F = ({x},Σ) is such that x ∈ V(q) has no successors in q (i.e. there are no
atoms R(x, y) in q), A ∈ τ for each A(x) in q, and if x is free in X , then Σ assigns to x the empty set. This procedure is
shown in Fig. 11; like the other algorithms in this section, the algorithm uses the ﬁxed knot set K and query q as global
parameters.
Example 16. The tq-tables TQ01 , TQ
0
2 , and TQ
0
3 in Example 15 are 0-complete. The only f-subquery of q1 that can have
a match within depth 0 is F 1,11 = ({x3},Σ11 (x3) = { }), and x3 can be matched at any node that satisﬁes C2. Since τC1 is the
only type in types(K1) that contains C2, the only pair in TQ01 is (τC1 , {F 1,11 }). The query q2 also has only one f-subquery that
can be entailed at depth 0, F 1,12 = ({y3},Σ12 (y3) = { }), and y3 can be matched at any node that satisﬁes B . Since there
are two types in types(K1) that contain B , there are two pairs in TQ02: (τA1,B , {F 1,12 }), and (τA2,B , {F 1,12 }). Finally, the only
f-subquery of q3 that can be entailed at depth 0 is F
1,1
3 = ({z3},Σ13 (z3) = { }), and as z3 needs A2 and B to be matched,
the only pair in TQ02 is (τA2,B , {F 1,13 }).
The central notion for the computation is that of minimal hitting sets.
Deﬁnition 13 (Minimal hitting sets and k/τ -hits). Let k ∈ K. Then a set h ⊆ Fq is called a k-hit of a kq-table KQ, if h is a
⊆-minimal set such that h ∩ ρ = ∅ for each (k′,ρ) ∈ KQ with k′ = k.
Analogously, let τ ∈ types(K). Then h ⊆ Fq is called a τ -hit of a tq-table TQ, if h is a ⊆-minimal set such that h ∩ ρ = ∅
for each (τ ′,ρ) ∈ TQ with τ ′ = τ .
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Input: a d-complete kq-table KQ
Output: a d-complete tq-table TQ
begin
TQ := ∅;
forall types(K) do
Compute the set H = {h ⊆ Fq | k ∈ K has root τ and h is a k-hit of KQ};
forall ρ ⊆ Fq do
if for each h ∈ H we have h ∩ ρ = ∅ then
TQ := TQ ∪ {(τ ,ρ)};
return TQ
end
Fig. 12. From knot-query tables to type-query tables (for knot set K and query q).
The following property of minimal hitting sets is important.
Lemma 1. Suppose h is a k-hit (resp., a τ -hit) of a d-complete kq-table KQ (resp., of a d-complete tq-table TQ). Then there exists some
I ∈ TK(k) (resp., I ∈ TK(τ )) such that for every F ∈ Fq, I |d F iff F ∈ h.
Proof. We only consider the case of k-hits, the proof for τ -hits is analogous.
Consider a k-hit h as above and consider ρ = Fq \ h. Since ρ ∩ h = ∅, we have (k,ρ) /∈ KQ. By completeness of KQ
and monotonicity of |d , it follows k |d ρ , i.e. there exists some I ∈ TK(k) such that I |d F for each F ∈ ρ . It remains
to show that I |d F for all F ∈ h. This is vacuously true if ρ = ∅. Otherwise, consider an arbitrary F ∈ h. As easily seen,
by minimality of h there exists some (k,ρF ) ∈ KQ such that ρF ∩ h = {F } (if not, h \ {F } would be a smaller hitting set).
We know that I |d F ′ for each F ′ ∈ ρF \ {F }. Since k |d ρF , we obtain I |d F . 
Example 17. The set {F 1,31 , F 2,11 } is a k6-hit of KQ11 because it contains one f-subquery from each row for k6, and is in fact
the only k6-hit. Since KQ11 is 1-complete, Lemma 1 implies that there exists a k6 tree that has a rooted pre-match within
depth 1 for F 1,31 and F
2,1
1 , and for no other f-subquery of q1. As discussed in Example 14, I3|(a,1) is such a tree. Similarly,
{F 2,21 , F 3,01 } is the only k7-hit of KQ21 , and I4|(a,1) entails exactly these f-subqueries within depth 2. The 2-complete tq-
table TQ21 has two τC1 -hits: {F 1,31 , F 2,11 } and {F 2,21 , F 3,01 }, and for each of them there is a τC1 -tree that entails exactly those
subqueries: I3|(a,1) for the former, and I4|(a,1) for the latter.
Based on the lemma, we can show the following theorem that allows us to deal with step (I) above, viz. computing a
d-complete tq-table TQd from a given d-complete kq-table KQd .
Theorem 1. Let types(K), let ρ ⊆ Fq be a disjunctive f-subquery, and let KQ be a d-complete kq-table, d 0. Then τ |d ρ iff for each
knot k ∈ K with root τ and each k-hit h of KQ, we have h ∩ ρ = ∅.
Proof. (→) Suppose τ |d ρ but there exists a knot k ∈ K with root τ and a k-hit h of KQ such that h∩ρ = ∅. By Lemma 1
above, some I ∈ TK(k) exists such that I |d F for each F ∈ Fq \h, hence I |d F for every F ∈ ρ . As τ |d ρ implies I |d ρ ,
we have I |d F for some F ∈ ρ; this is a contradiction.
(←) Suppose τ |d ρ but for each knot k ∈ K with root τ and each k-hit h of KQ, we have h ∩ ρ = ∅. As τ |d ρ , there
exists some I ∈ TK(τ ) such that I |d F for each F ∈ ρ . Let k be the knot at the root of I and consider the collection
C = {ρ ′ \ ρ | (k,ρ ′) ∈ KQ}. A simple consequence of the d-completeness of KQ is that ∅ /∈ C . Hence, some minimal hitting
set h of C exist. Take any such set h. Clearly, h ∩ ρ = ∅ and h is a k-hit of KQ. Contradiction. 
Using Theorem 1, we can compute a d-complete tq-table TQd out of a d-complete kq-table KQd . The respective procedure
is presented in Fig. 12.
Example 18. KQ11 has one k6-hit {F 1,31 , F 2,11 } and one k8-hit {F 2,11 }. Since the only knot with root type τ∃R.C2 in K1 is k8
and every k8-hit contains {F 2,11 }, given that KQ11 is 1-complete, τ∃R.C2 |1 {F 2,11 } and (τ∃R.C2 , {F 2,11 }) ∈ TQ11. This is the only
new entry in TQ11, as k6 and k7 have the same root type and the single k7-hit of KQ
1
1 is h = ∅.
We have that h1 = {F 1,31 , F 2,11 } is the only k6-hit of KQ21 and h2 = {F 2,21 , F 3,01 } is the only k7-hit of KQ21 . Since k6 and
k7 are all the knots having τC1 as root, each disjunctive f-subquery ρ containing one f-subquery from h1 and one f-subquery
from h2 is entailed by τC1 . This explains the four pairs in TQ2.1
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as root, τA1 entails each f-subquery in h. For i ∈ {3,4}, there is one ki-hit h ∪ {F 1,12 }, so τA1,B also entails each f-subquery
in h. Hence there are eight pairs in TQ31: τA1 with each F ∈ h, and τA1,B with each F ∈ h. KQ22 has one k5-hit {F 1,12 , F 4,02 },
and as k5 is the only knot with root τA2,B , (τA2,B , {F 4,02 }) ∈ TQ22. KQ32 has one ki-hit h∪ {F 4,02 } for i ∈ {1,2}, which leads to
(τA1 , {F 4,02 }) ∈ TQ32, and one ki-hit h ∪ {F 1,12 , F 4,02 } for i ∈ {3,4}, which leads to (τA1,B , {F 4,02 }) ∈ TQ32.
Finally, in KQ13 we have that h′ = {F 1,23 , F 1,33 , F 2,23 , F 2,33 } is the unique hit of k2 and k4, while k1 and k3 have
h′′ = {F 1,23 , F 2,23 } as unique hit. As τA1 is the root type of k1 and k2, it follows that τA1 entails only {F 1,23 }, {F 2,23 } and
other disjunctive f-subqueries ρ that contain them. The case of τA1,B this analogous. Hence there are four pairs in TQ13:
(τA1 , {F 1,23 }), (τA1 , {F 2,23 }), (τA1,B , {F 1,23 }), and (τA1,B , {F 2,23 }).
We now show how to obtain KQd+1 from TQd . Intuitively, to make the step from d to d+1, we must verify how each
knot (τ , S) in K can ‘extend’ the mappings at its children S , or more precisely, the mappings that exist in the τs-trees of
each (αs, τs) ∈ S . This extension relies on the mappings for each τs-tree captured by the minimal hitting sets of TQd , and is
formalized in the following notion.
Deﬁnition 14 (Assignment, ρ-fulﬁllment). Let k = (r, S) ∈ K and ρ ⊆ Fq . An (f-subquery) assignment for k is a function g : S →
2Fq . We say that g is ρ-fulﬁlling, if there exist some (X,Σ) ∈ ρ and a mapping φ : X → {r} ∪ S satisfying the following
conditions:
(M1) For each x ∈ X with φ(x) = r, we have {A|A(x) ∈ q} ⊆ r.
(M2) If R(x, y) ∈ q is an atom with φ(x) = r, then φ(y) = (αs, τs) ∈ S , and R ∈ αs .
(M3) If y is open but not free in X , then φ(y) = r.
(M4) If y is a free variable in X , then either:
(a) φ(y) = r and Σ(y) = ∅, or
(b) φ(y) = (αs, τs), Σ(y) ⊆ αs , and for each R ∈ back(X, y), there exists some T ∈ Σ(y) with T ∗T R .
(M5) For each s = (αs, τs) in S , there exist F 1s , , . . . , Fms ∈ g(s), m 0, F is = (Xis,Σ is), such that:
(a) X1s , . . . , X
m
s is a partitioning of {x ∈ X | φ(x) = s}, i.e. i = j implies Xis ∩ X js = ∅, and
⋃m
i=1 Xis = {x ∈ X | φ(x) = s},
(b) for every i and every y free in X , Σ is(y) = ∅ implies Σ(y) ⊆ Σ is(y).
Note that if g is ρ-fulﬁlling, then every assignment g′ that contains g , i.e., such that g′(s) ⊇ g(s) for all s ∈ S , is ρ ′-
fulﬁlling for every ρ ′ ⊇ ρ .
An ρ-fulﬁlling assignment g ensures the existence of a rooted pre-match for (X,Σ) ∈ ρ in an arbitrary k-tree I , assum-
ing that each f-subquery F is assigned to a child s has a rooted pre-match πs in the respective τs-tree. Intuitively, k preserves
all πs , and possibly allows to extend them by mapping some additional query variables to the root r, i.e. φ witnesses that
there is a rooted pre-match π such that π(x) = root(I) for each x with φ(x) = r and for every other variable in X , π
coincides with the respective πs . The condition (M5.a) simply ensures that each x ∈ X either has φ(x) = r, or it is in Xis for
some i and some s. That is, it ensures that the f-subquery F precisely extends the F is by mapping some variables x to the
root. Let us ﬁrst provisionally assume that there are only simple roles in q. Then the conditions (M1), (M2) and (M3) ensure
the satisfaction of (RP1), (RP2), and (RP3) for the atoms involving the variables x with π(x) = r ((RP4) is void in this case).
If non-simple roles occur in q, we need besides (M2) also (M5.b) to show (RP2) for atoms R(x, y) such that π(x) = r and y
is free in Xis , while (M4) and (M5.b) are needed to ensure (RP4). Note that if y is free in X
i
s and πs(y) is not the root of
the respective τs-tree, to satisfy (RP4) we must ensure that some transitive subrole T of R that was in Σ is(y) is also in αs ,
and if y remains free in X , then such a T remains ‘stored’ in Σ(y); this is ensured by (M4.b) and (M5.b). This will be made
more precise in the proof of Lemma 2 below.
Example 19. We consider ﬁrst q1, and recall that F
1,1
1 = ({x3},Σ11 (x3) = { }), F 1,31 = ({x3},Σ31 (x3) = {T2}), F 2,11 =
({x2, x3},Σ(x2) = { }), F 2,21 = ({x2, x3},Σ(x2) = {T2}), and F 3,01 = ({x1, x2, x3},∅). The assignment g(α2, τC2 ) = {F 1,11 } for k6
(which intuitively indicates that F 1,11 has a match in every τC2 -tree) is both {F 2,11 }- and {F 1,31 }-fulﬁlling. To see the former,
consider the mapping φ11(x2) = τC1 and φ11(x3) = (α2, τC2 ), and to see the latter, consider the mapping φ31(x3) = (α2, τC2 ).
They clearly satisfy the conditions of Deﬁnition 14. Note that these matches witness the existence of rooted pre-matches like
π11 and π
3
1 from Example 14, which in fact exist in every k6-tree. For the knot k8, g(α3, τC2 ) = {F 1,11 } is {F 2,11 }-fulﬁlling:
take φ(x2) = τ∃R.C2 and φ(x3) = (α3, τC2 ). This mapping witnesses the existence of the rooted pre-match π21 restricted
to I4|(a,11) , and of a similar pre-match in every k8-tree. The existence of a rooted pre-match like π21 in every k7-tree,
and in particular in I4|(a,1) , is witnessed by the fact that the assignment g(α2, τ∃R.C2 ) = {F 2,11 } for the knot k7 is {F 2,21 }-
fulﬁlling: take φ(x2) = φ(x3) = (α2, τ∃R.C2 ). The assignment g(α2, τ∃R.C2 ) = {F 2,11 } is also {F 3,01 }-fulﬁlling: take φ(x1) = τC1 ,
φ(x2) = φ(x3) = (α2, τ∃R.C2 ) for the latter; compare with the rooted pre-match π4.1
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see that all assignments mapping both children of k1, k2, k3 and k4, respectively, to F
1,1
2 = ({y3},Σ12 (y3) = { }) are ρ-
fulﬁlling for the following disjunctive f-subqueries ρ: (i) {F 1,22 = ({y3},Σ22 (y3) = {T1})}, (ii) {F 2,22 = ({y1, y3},Σ22 (y3) =
{T1})}, (iii) {F 1,32 = ({y3},Σ32 (y3) = {T2})}, and (iv) {F 2,32 = ({y1, y3},Σ32 (y3) = {T2})}. To witness (i) and (ii), we can set
φ(y3) to be the child with α1 (as it contains T1), and to witness (iii) and (iv), we can set φ(y3) to be the child with
α2. For k3 and k4, such assignments are also {F 1,12 }-fulﬁlling; set φ(y3) = τA1,B . For the query q3, each assignment with
g(α1, τA2,B) = {F 1,13 = ({z3},Σ13 (z3) = { })} for k2 and k4 is ρ-fulﬁlling for the following ρ: (i) {F 1,23 = ({z3},Σ23 (z3) = {T1})},
(ii) {F 2,23 = ({z1, z3},Σ23 (z3) = {T1})}, (iii) {F 1,33 = ({z3},Σ33 (z3) = {T2})}, and (iv) {F 2,33 = ({z1, z3},Σ33 (z3) = {T2})}. However,
k1 and k3 do not have a child (α, τA2,B) with T2 ∈ α, hence such assignments are {F 1,23 }- and {F 2,23 }-fulﬁlling, but not
{F 1,33 }- or {F 2,33 }-fulﬁlling.
Finally, we note that despite the fact that k1 and k3 have the type τA1,B in their children and k5 the type τA1 , and that
all τA1,B - and τA1 -trees admit rooted pre-matches of depth 1 for F
1,2
3 and F
2,2
3 , the pre-matches do not extend to deeper
rooted pre-matches in the k1-, k3-, and k5-trees induced from K1. Intuitively, this is because farther down in such trees,
every node that satisﬁes A2 and B is preceded by a T2 arc followed by a T1 arc, and is not an R-successor of the root.
Indeed, every assignment for k1 or for k3 such that g(α2, τA1,B) = {F 1,23 , F 2,23 } is not ρ-fulﬁlling, for every ρ ⊆ Fq3 : the
types τA1 and τA1,B do not occur with a role type containing T1; as T1 is the only role in Σ
2
3 (z3), (M4) cannot be satisﬁed.
Similarly the assignment g(α2, τA1 ) = {F 1,23 , F 2,23 } for k5 is not ρ-fulﬁlling, for each ρ ⊆ Fq3 .
For a knot k = (r, S) from K, a ρ-fulﬁlling assignment g witnesses the existence of a rooted pre-match for ρ within
depth d + 1 in an arbitrary I ∈ TK(k), provided that, for each s ∈ S , the f-subqueries in g(s) have rooted pre-matches in the
s-subtree Is of I . Conversely, if I |d+1 ρ , then assigning to each s ∈ S the set of f-subqueries that are entailed at Is yields
a ρ-fulﬁlling g . More precisely, we have:
Lemma 2. Let k = (r, S) be a knot in K, let ρ ⊆ Fq. Furthermore, let I ∈ TK(k) and let g be an assignment such that g(s) = {F ∈ Fq |
Is |d F } for all s ∈ S, where d 0. Then I |d+1 ρ iff g is ρ-fulﬁlling.
Proof. Let d0 = root(I). Since I ∈ TK(k), it is induced by a function ϕ : I → K with ϕ(d0) = k and there is a bijection bd0 :
S → children(I,d0) as in Deﬁnition 4. For each s ∈ S , let ds be the unique element in children(I,d0) such that bd0 (s) = ds .
Recall that Is denotes I|ds .
(←) If g is ρ-fulﬁlling, by assumption there exist some F = (X,Σ) ∈ ρ and some mapping φ that satisfy (M1) to (M5)
above. In particular, for each s ∈ S , there exist F is = (Xis,Σ is) ∈ g(s), 1 i m, as in (M5) above. Observe that for each x with
φ(x) = s, there is exactly one F is = (Xis,Σ is) such that x ∈ Xis . For each of these F is , Is |d F is holds, so there exists a rooted
pre-match π is for F
i
s in Is within depth d. We now construct a rooted pre-match π : X → I for ρ in I by combining φ
and the π is ’s as follows:
π(x) =
{
root(I) if φ(x) = r,
π is(x) if x ∈ Xis.
Since {x ∈ X | φ(x) = s} =⋃mi=1 Xis , by (M5.a) π is well deﬁned and total. It remains to show that π is a rooted pre-match
for F in I .
1. Consider any A(x) ∈ q. If x ∈ Xis for some s and i, then π is(x) ∈ AI because π is is a rooted pre-match, and hence
π(x) ∈ AI . Otherwise, φ(x) = r and then (M1) implies A ∈ r and root(I) ∈ AI . Hence (RP1) holds.
2. To show (RP2), consider a pair {x, y} ⊆ X such that R(x, y) ∈ q. The following (distinct) cases are possible:
• x ∈ Xis for some s. Then y ∈ Xis (because Xis is forward-closed). Since π is is a rooted pre-match, π is(y) is an R-successor
of π is(x) in Is , and hence π(y) is an R-successor of π(x) in I .• φ(x) = r. Then by (M2) we have φ(y) = s for some s = (αs, τs) ∈ S . Also, by (M5.a), y ∈ Xis for some i, and as x /∈ Xis ,
y is open in Xis and R ∈ back(Xis, y). We further distinguish the following cases:
– y is not free in Xis or Σ
i
s(y) = ∅. In this case, π is(y) is the root of Is , and as R ∈ αs by (M2), π(y) is an R-successor
of π(x) in I .
– Σ is(y) = ∅ (thus y is free in Σ is). Then, by (M4.b), there exists some transitive T ∈ Σ(y) ⊆ αs such that T ∗T R .
As Σ(y) ⊆ Σ is(y) by (M5.b), T ∈ Σ is(y). As πs is a rooted pre-match, by (RP4.b) π is(y) is a T -successor of root(Is).
As T is transitive, it follows that π is(y) is an R-successor of π(x) as desired.
3. (RP3) follows directly from (M3).
4. To show (RP4), consider any y that is free in X . We have two possible cases:
(a) (M4.a) holds, i.e. φ(y) = r and Σ(y) = ∅. Then π(y) = root(I), hence (RP4) trivially holds via (RP4.a).
(b) (M4.b) holds, i.e. (i) φ(y) = (αs, τs), (ii) Σ(y) ⊆ αs , and (iii) for each R ∈ back(X, y), there exists some T ∈ Σ(y)
with T ∗ R . Then (iii) implies (RP4.b), and it remains to show that π(y) is a T -successor of root(I) for everyT
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back(Xis, y) = ∅. We distinguish two cases:
• Σ is(y) = ∅. As back(Xis, y) = ∅ and π is(y) is a rooted pre-match, (RP4) implies that π is(y) = root(Is) = ds . Further-
more, T ∈ Σ(y) ⊆ αs implies that π(y) = ds is a T -successor of root(I).
• Σ is(y) = ∅. Then, by (M5.c), Σ(y) ⊆ Σ is(y). Hence, T ∈ Σ is(y) and as π is is a rooted pre-match, (RP4.b) implies
that π(y) is a T -successor of root(Is) = ds . As T ∈ Σ(y) ⊆ αs , ds is a T -successor of root(I). Since T ∈ R+(T ), it
follows that π(y) is a T -successor of root(I).
This shows that π is a rooted pre-match for F and hence I | ρ . Furthermore, for each x ∈ X we have (π(x)) = 0 if
φ(x) = r and (π(x)) = (π is(x))+ 1 d + 1 as the depth of π is is bounded by d. This proves that I |d+1 ρ .
(→) Suppose I |d+1 ρ and consider an assignment g such that, for each F ∈ Fq and s ∈ S , F ∈ g(s) iff Is |d F . We show
that g is ρ-fulﬁlling. As I |d+1 ρ , there exists an F = (X,Σ) ∈ ρ that has a rooted pre-match π in I within depth d + 1.
For each s ∈ S , let Xs = {x ∈ X | π(x) ∈ Is }, and partition Xs into X1s , . . . , Xms such that each q|Xis is a maximal connected
subquery of q. We deﬁne an assignment Σ is(y) of a set of transitive roles to each free y ∈ Xis by
Σ is(y) =
{
T ∈ R+(T ) ∣∣ T ∗T R, R ∈ back(Xis, y), and π(y) is a T -successor of root(Is)}.
Clearly, each Xis is forward-closed, and Σ
i
s(y) is an adornment for each q|Xis ; hence each F is = (Xis,Σ is) is an f-subquery.
Furthermore, for each s and i, the restriction of π to Xis is a rooted pre-match for (X
i
s,Σ
i
s) in Is within depth d. Hence
Is |d (Xis,Σ is) and, by construction (Xis,Σ is) ∈ g(s).
Now we deﬁne a mapping φ : X → {r} ∪ S witnessing that g is ρ-fulﬁlling as follows:
φ(x) =
{
r if π(x) = root(I),
s if x ∈ Xs.
It is straightforward to verify that φ satisﬁes (M1) to (M3) in Deﬁnition 14. To see (M4), we ﬁrst observe that by (RP4)
in the deﬁnition of pre-match, π(y) = root(I) implies Σ(y) = ∅ (as a node cannot be a T -successor of itself). Hence,
if π(y) = r then (M4) holds. Otherwise, π(y) = s = (αs, τs), and π(y) = root(I). Suppose that y is free in X . By (RP4), for
every T ∈ Σ(y) we have that π(y) is a T -successor of root(I), which implies T ∈ αs; hence, Σ(y) ⊆ αs . Furthermore, by
(RP4.b) for each R ∈ back(X, y) there exists some T ∈ Σ(y) such that T ∗T R . Thus (M4) holds. Finally, consider (M5). For
each s ∈ S , we can use the f-subqueries F is = (Xis,Σ is), 1  i m from above, which are all in g(s). Then item (M5.a) is
trivial; item (M5.b), that for every i and y free in Xis , Σ
i
s(y) = ∅ implies Σ(y) ⊆ Σ is(y), is shown as follows. Suppose y is
free in X . If Σ is(y) = ∅, then y must be free in Xis as well. Recall that the restriction π is of π to Xis is a rooted pre-match
for (Xis,Σ
i
s). Item (RP4) for π
i
s implies that π(y) = ds must hold (as for every T ′ ∈ Σ is(y), π is(y) = π(y) has to be a T ′-
successor of ds , and ds cannot be its own T ′-successor). Now consider T ∈ Σ(y). By (RP4) for π , π(y) is a T -successor of
root(I); as π(y) = ds , π(y) = π is(y) is also a T -successor of ds . As back(X, y) ⊆ back(Xis, y), the deﬁnition of Σ is(y) implies
that T ∈ Σ is(y). Consequently, Σ(y) ⊆ Σ is(y). 
The step from TQd to KQd+1 computes the f-subqueries ρ for which the τ -hits of TQd are ρ-fulﬁlling.
Theorem 2. Suppose TQ is a d-complete tq-table, ρ ⊆ Fq is a disjunctive f-subquery, and k = (r, S) is a knot in K. Then k |d+1 ρ iff
every assignment g that maps each (αs, τs) ∈ S to a τs-hit of TQ is ρ-fulﬁlling.
Proof. Let G denote the set of all assignments g for k such that, for each s = (αs, τs) ∈ S , g(s) is a τs-hit of TQ.
(→) Suppose k |d+1 ρ and consider an arbitrary g ∈ G . By Lemma 1, for each s = (αs, τs) ∈ S , there is a tree I(s) ∈
TK(τs) that satisﬁes exactly the f-subqueries in g(s). Recall Is from Deﬁnition 4, and let I ∈ TK(k) be the tree such that for
each s ∈ S , Is = I(s) . As I |d+1 ρ , by Lemma 2 g is ρ-fulﬁlling.
(←) Assume that each g ∈ G is ρ-fulﬁlling, and consider an arbitrary I ∈ TK(k). For each s = (αs, τs) ∈ S , let FQ(s)
be the set of all f-subqueries F such that Is |d F , and let g′ be the assignment such that g′(s) = FQ(s) for all s ∈ S .
Then, FQ(s) ∩ ρ = ∅ must hold for each (τ ,ρ) ∈ TQ such that τ = τs; hence, there exists some τs-hit hs of TQ such that
hs ⊆ FQ(s). By deﬁnition of G , there exists some g ∈ G such that g(s) = hs for all s ∈ S . As g is ρ-fulﬁlling and g′ includes
g , i.e. g′(s) ⊇ g(s) for all s, also g′ is ρ-fulﬁlling. Thus by Lemma 2, I |d+1 ρ . Hence, k |d+1 ρ . 
An algorithm KQ_from_TQ for computing KQd+1 from TQd that emerges from Theorem 2 is shown in Fig. 13.
Example 20. We consider the computation of KQd+1i from TQ
d
i in our running example, starting with KQ
1
1 . Note that
in the step from TQ0 to KQ1 we obtain the pairs in KQ0 and KQ1. For d > 0, the step from TQd to KQd+1 only addsi i i i i i
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Input: a d-complete tq-table TQ
Output: a d+1-complete kq-table KQ
begin
KQ := ∅;
forall k ∈ K do
G := ∅;
Add to G each g : S → 2Fq such that for each s = (α, τ ′) ∈ S , g(s) is a τ ′-hit of TQ;
forall ρ ⊆ Fq do
if each g ∈ G is ρ-fulﬁlling then
KQ := KQ ∪ {(k,ρ)};
return KQ
end
Fig. 13. From type-query tables to knot-query tables (for knot set K and query q).
the pairs in KQd+1i . First, since k9 has no children, we can take the empty assignment, which is {F 1,11 }-fulﬁlling (consider
φ(x3) = r) and see that (k9, {F 1,11 }) ∈ KQ01. To see that (k6, {F 1,31 }), (k6, {F 2,11 }) ∈ KQ11, we ﬁrst observe that TQ01 has one
τC2 -hit {F 1,11 }, hence the only assignment g that maps the single child (α2, τC2 ) of k6 to a τC2 -hit is g(α2, τC2 ) = {F 1,11 }.
As discussed in Example 19, this assignment is both {F 1,31 }- and {F 2,11 }-fulﬁlling. Also for k8, the only assignment of children
to suitable τ -hits is g(α3, τC2 ) = {F 1,11 }, which is {F 2,11 }-fulﬁlling. Thus we have (k8, {F 2,11 }) ∈ KQ11. As for KQ21 , to see that
(k7, {F 2,21 }), (k7, {F 3,01 }) ∈ KQ21, we observe that {F 2,11 } is the only τ∃R.C2 -hit of TQ11 , and that the assignment g(α2, τ∃R.C2 ) =
{F 2,11 } is {F 2,21 }-fulﬁlling and {F 3,01 }-fulﬁlling. As for KQ31 , note that TQ21 has in addition to the τC2 - and τ∃R.C2 -hits of
TQ11 two τC1 -hits, viz. {F 1,31 , F 2,11 } and {F 2,21 , F 3,01 }. However, no knot has children with concept type τC1 , and hence these
hits do not lead to pairs in KQ31. No other pair (ki,ρ) with minimal ρ can be added to KQ31, as ki ∈ K1 has no ρ-fulﬁlling
assignment that maps all children to suitable τ -hits of TQ21 ; hence, KQ31 is empty. Consequently, KQ
2
1 is d-complete for
every d 2.
Next, we consider KQd2 . For k5, the assignment g(α2, τA1 ) = ∅ is trivially {F 1,12 }-fulﬁlling, hence (k5, {F 1,12 }) ∈ KQ02. Recall
from Example 19 that for each 1 i  4, the assignment g such that g(s) = {F 1,12 } for each child s of ki is {F j, j
′
2 }-fulﬁlling,
for each 1 j  2 and 2 j′  3, and that for k3 and k4, the same assignment is {F 1,12 }-fulﬁlling. These assignments yield
the three pairs in KQ02 and the sixteen pairs in KQ12. As there are no other assignments to empty hits that are ρ-fulﬁlling
for some ρ (other than {F 1,12 } for k5), and as {F 1,12 } is the single τA1,B -hit and τA2,B -hit of TQ02 , KQ12 is 1-complete.
As for KQ22 , TQ
1
2 has the single τA2,B -hit {F 1,12 }, the single τA1,B -hit {F 1,11 , F 1,22 , F 1,32 , F 2,22 , F 2,32 }, and the single τA1 -
hit {F 1,22 , F 1,32 , F 2,22 , F 2,32 }. However, for each 1  i  4 the resulting assignments g in C of KQ_from_TQ are ρ-fulﬁlling
only for ρ such that (ki,ρ ′) is already in KQ12 and ρ ′ ⊆ ρ . Hence no new pair (ki,ρ) is added to KQ22. For k5, the
single possible assignment g(α2, τA1 ) = {F 1,22 , F 1,32 , F 2,22 , F 2,32 } is {F 4,02 }-fulﬁlling, which results in the pair (k5, {F 4,02 }) for
KQ22. Regarding KQ
3
2 , the new τA2,B -hit {F 1,12 ,F 4,02 } of TQ22 generates for each 1  i  4 a new assignment g for ki
with g(α1, τA2,B) = {F 1,12 ,F 4,02 }; they are all {F 4,02 }-fulﬁlling, hence (ki, {F 4,02 }) ∈ KQ32 for 1 i  4. As for KQ41 , TQ32 has
compared TQ22 the τA1 -hit {F 4,02 , F 1,22 , F 1,32 , F 2,22 , F 2,32 } and the τA1,B -hit {F 4,02 , F 1,11 , F 1,22 , F 1,32 , F 2,22 , F 2,32 }, but it can be
veriﬁed that no assignments that are ρ-fulﬁlling for new subset-minimal ρ are generated. Thus KQ42 is empty and KQ
3
2 is
d-complete for every d 3.
Finally, we consider KQd3 . As for KQ
1
3 , the assignment g(α2, τA1 ) = ∅ for k5 is trivially {F 1,13 }-fulﬁlling, hence
(k5, {F 1,13 }) ∈ KQ03. We recall from Example 19 that for every 1 i  4 any assignment g to ki with g(α1, τA2,B) = {F 1,13 } is
{F 1,23 }- and {F 2,23 }-fulﬁlling; hence (ki, {F 1,23 }), (ki, {F 2,23 }) are in KQ13 for 1 i  4. Similarly, for k2 and k4 any assignment
g with g(α2, τA1,B) = {F 1,13 } is {F 1,23 }- and {F 2,23 }-fulﬁlling; this yields the other four pairs in KQ13. Regarding KQ23 , TQ13
has compared to TQ03 the τA1 - and τA1,B -hit {F 1,22 , F 2,22 }, but as discussed above, the hit-assignments g ∈ G for k1 and
k3 (which have g(α2, τA1,B) = {F 1,22 , F 2,22 }) and for k5 (which have g(α2, τA1 ) = {F 1,22 , F 2,22 }) are not ρ-fulﬁlling, for every
ρ ⊆ Fq3 . Consequently, KQ23 is empty and KQ13 is d-complete for every d 1.
Finally, our algorithm for computing a complete tq-table, compute_TQ, is shown in Fig. 14. Using the algorithms shown
previously, it computes d-complete tq-tables TQd for increasing d 0, until TQd = TQd+1. The table TQd allows us to decide
bounded entailment τ |d ρ effectively. Importantly, unbounded entailment τ | ρ materializes within bounded depth d.
Proposition 6. For each type τ , if τ | ρ , then there exists some d 0 such that τ |d ρ .
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Output: a complete tq-table TQ
begin
Construct a 0-complete tq-table TQ0 for K and q;
d = 0;
repeat
KQd+1 := KQ_from_TQ(TQd);
TQd+1 := TQ_from_KQ(KQd+1);
d := d + 1;
until TQd−1 = TQd ;
return TQd
end
Fig. 14. Computing a complete type-query table (for knot set K and query q).
Proof. To obtain a bound d, we construct a tree of interpretations which captures parts of trees in TK(τ ) that are relevant
for the mappings of ρ .4 For a tree-shaped interpretation I and n 0, let I↑n be the restriction of I up to depth n. Deﬁne a
tree T = (V , E) where (i) the vertex set is V = {I↑n | I ∈ TK(τ )∧n 0}, and (ii) the child relation is E = {〈I↑n,I↑n+1〉 | I ∈
TK(τ )∧n 0}. Intuitively, each pair in E represents an expansion of the levels 0, 1,. . . , n−1 of I by another level using the
knots in K. Hence each path in T corresponds to an interpretation in TK(τ ). Observe that T is ﬁnitely branching. Consider
now the set P of all nodes I↑n ∈ V such that I↑n | ρ and I↑n−1 | ρ (the latter in case where n > 0). As τ | ρ , by
construction of T each path in it contains some node from P . Let T ′ result from T by removing all successors of nodes in P .
Since T ′ does not have inﬁnite branches and is ﬁnitely branching, by König’s lemma T ′ is ﬁnite. Hence for each I ∈ TK(τ )
the match for ρ occurs within ﬁnite depth d, where d is the length of the longest branch in T ′ . 
Since clearly τ |d ρ implies τ |d+1 ρ , we obtain:
Corollary 2. For K and q, there exists d  0 such that for every type τ ∈ types(K) and every ρ ⊆ Fq, τ | ρ iff τ |d ρ . Furthermore,
if a tq-table TQ is complete, then it is d-complete for some d 0.
For our algorithm compute_TQ, this means that it terminates after ﬁnitely many iterations and outputs a tq-table TQd
which is complete. The complexity analysis in Section 7 will actually reveal that the number of iterations is polynomially
bounded in the size of K and Fq .
6.3. Query answering over full KBs
We now show how to use a compilation 〈C,K〉 of a TBox T that is suﬃcient for a query q, and a complete tq-table TQ
for K and q, in order to answer q over 〈T ,A〉 for any input ABox A. The basic idea is to use TQ to rewrite q into a set
Q of CQs and to transform the completions C(A) of A into a set R of relational structures such that answering q over
〈T ,A〉 reduces to answering Q (seen as a UCQ) over each structure in R and to take the intersection of the results (i.e., to
computing certain answers of Q ). We will see in the next section that one can even go further: evaluating the UCQ Q over
the transformed completions of A can be reduced to evaluating a single disjunctive Datalog program.
First we deﬁne augmented ABoxes, called expansions, over which we will evaluate the rewritings of q. Roughly, they
are completions Ac of an input ABox A, with further assertions that associate auxiliary individuals a′i to typeAc (a′i)-hits.
As query answering should be feasible by simple mappings ψ as above, expansions must suitably take transitive roles into
account.
In the following, for each ρ ⊆ Fq let Aρ be a fresh concept.
Deﬁnition 15 (Hit assignment; ABox expansion). Let TQ be a complete tq-table and let Ac be a completion of an ABox A. A hit
assignment (for TQ and Ac) is a function f : I(Ac) \ I(A) → Fq that maps each auxiliary individual a′i to a typeAc (a′i)-hit
f (a′i) of TQ. The TQ-expansion of Ac , denoted abox(Ac, f ), is the smallest ABox A′ such that
(1) Ac ⊆A′ ,
(2) a′i : A f (a′i) ∈A′ for each a′i , and
(3) A′ is closed under the following rules:
(a) if T ∈ R+(T ), 〈a,b〉 : T ∈A′ and 〈b, c〉 : T ∈A′ , then 〈a, c〉 : T ∈A′ , and
(b) if R ′ ∗T R and 〈a,b〉 : R ′ ∈A′ then 〈a,b〉 : R ∈A′ .
For every set A of completions of A, we denote by expTQ(A) the set of all TQ-expansions of all Ac ∈ A.
4 Here we use the term tree in the standard graph-theoretic sense, and it does not refer to a set of words as deﬁned in Section 3.
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3 expansion abox(Ac
′
1 , f
′
1) of Ac
′
1 (center), and two TQ
2
1 expansions abox(Ac2, f2) and
abox(Ac2, f ′2) of Ac2 (right).
Intuitively, an expansion of a completion Ac represents the set of forest bases in F(A,K) induced using Ac and such
that I|(a,i) | F for every F ∈ f (a′i) for each auxiliary individual a′i . Hence each A′ ∈ expTQ(A) represents some forest base
in F(A,K) (it may represent more than one). Furthermore, as the proof of the main result will reveal, expTQ(A) = ∅ iff
F(A,K) = ∅ iff 〈A,K〉 is a compilation of an unsatisﬁable knowledge base.
We now deﬁne query answers over ABox expansions, which are viewed as relational structures:
Deﬁnition 16. Let q be a CQ and let A′ be a TQ-expansion of some ABox A. By ans(q,A′) we denote the set of tuples
〈a1, . . . ,an〉 of individuals in I(A) such that there exists a mapping ψ : V(q) → I(A) that satisﬁes:
(Ψ 1) ψ(xi) = ai for each answer variable xi .
(Ψ 2) For each x ∈ V(q), {A | A(x) ∈ q} ⊆ {A | ψ(x) : A ∈A}.
(Ψ 3) For each x, y ∈ V(q), {R | R(x, y) ∈ q} ⊆ {R | 〈ψ(x),ψ(y)〉 : R ∈A}.
Given a UCQ Q , we let ans(Q ,A′) =⋃q∈Q ans(q,A′).
Example 21. Recall the tq-tables TQ21 for q1 and TQ
1
3 from q3 from Example 15, which are both complete. We use the
following names for the τ -hits that occur in them:
h11 =
{
F 1,11
}
, h21 =
{
F 2,11
}
, h31 =
{
F 1,31 , F
2,1
1
}
, h41 =
{
F 2,21 , F
3,0
1
}
, h13 =
{
F 1,13
}
, h23 =
{
F 1,23 , F
2,2
3
}
.
Recall also the completion Ac1 from Example 6, where typeAc1 (a′1) = τA1 , typeAc1 (b′1) = τA2,B , and typeAc1 (b′2) = τA1,B . In
TQ13 , h13 is a τA2,B -hit, and h23 is a τA1 - and a τA1,B -hit. Hence we can use the assignment f1(a′1) = h23, f1(b′1) = h13 and
f1(b′2) = h23 for Ac1 to obtain the following expansion of Ac1:
abox(Ac1, f1) =Ac1 ∪
{
a′1 : Ah23 , b
′
1 : Ah13 , b
′
2 : Ah23
}∪ {〈a,b′1〉 : T1, 〈a,b′1〉 : R}
(see Fig. 15, left).5 Note that we have to add 〈a,b′1〉 : T1 and 〈a,b′1〉 : R to satisfy item (3) in Deﬁnition 15. Similarly,
the completion Ac′1 from Example 6 has typeAc′1 (a
′
1) = τA1 , and typeAc′1 (b
′
1) = τA1 , and using the assignment f ′1(a′1) = h23,
f ′1(b′1) = h23 we obtain the expansion
abox(Ac′1 , f ′1) =Ac
′
1 ∪
{
a′1 : Ah23 , b
′
1 : Ah23
}
(see Fig. 15, center). Finally, we describe two TQ21 expansions of Ac2 obtained by assigning the τC1 -hits h31 and h41 of TQ21 ,
respectively, to the single auxiliary individual a′1. We let f2(a′1) = h31 and f ′2(a′1) = h41, and obtain
abox
(Ac2, f2)=Ac2 ∪ {a′1 : Ah31
}
, abox
(Ac2, f ′2)=Ac2 ∪ {a′1 : Ah41
}
(see Fig. 15, right). There are no more TQ21 expansions of Ac2, so expTQ
2
1 (Ac2) = {abox(Ac2, f2),abox(Ac2, f ′2)}.
Now we show how to rewrite a query q into a UCQ RewTQ(q) that can be posed over the expansions. The central idea
is that if a knot compilation 〈C,K〉 of T is suﬃcient for q, and if TQ is a complete tq-table for K and q, the answers
of RewTQ(q) over all structures in expTQ(C(A)) coincide with the answers of q over 〈T ,A〉, for every input ABox A.
Intuitively, we can associate to each expansion A′ = abox(Ac, f ) of a completion Ac in C(A) the set F(A′) of all forest
bases I induced using Ac and K such that I|(a,i) | F for every F ∈ f (a′i), for each auxiliary individual a′i . If q has a pre-
match in every such I , then we can remove the parts (i.e. f-subqueries) of q in f (a′i), which have a rooted pre-match in
the subtree I|(a,i) , and replace them by an atom A f (a′i)(x) for a fresh x. The resulting query q′ is then mappable to A′ itself.
5 Nodes c are labeled with the sets of concepts C such that c : C is in the expansion, and as usual, a solid arrow from c to c′ indicates that {R ′ | 〈c, c′〉 :
R ′ ∈ A′i} = {T1, R} and a dashed arrow that {R ′ | 〈c, c′〉 : R ′ ∈ A} = {T2, R}.
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for q. However removal of parts containing some free variable y needs special care, as we must ensure that every mapping
of q′ into A′ uses the same roles Σ(y) as the rooted pre-matches for the removed f-subquery containing y.
Deﬁnition 17 (Partition, query rewriting). Let TQ be a tq-table. A partition (for q in TQ) is a pair P = (ρ, ξ) of a set ρ ⊆ Fq
of f-subqueries and a function ξ : ρ → 2Fq such that:
(P1) for every (X,Σ) = (X ′,Σ) ∈ ρ , X ∩ X ′ = ∅, and
(P2) ξ(F ) is a τ -hit of TQ and F ∈ ξ(F ) for every F ∈ ρ .
A P -rewriting q′ of q is a CQ obtained from q by applying, for each F = (X,Σ) ∈ ρ , the following transformations:
1. remove all query atoms in q|X from q,
2. add Ah(xF ) to the query, where h = ξ(F ), and xF ∈ V \ V(q) is a fresh variable not occurring in q, and
3. replace each atom R(x, y) ∈ q such that y is free in X , Σ(y) = ∅ and x /∈ X , with T (x, y) for some T ∈ Σ(y).
We denote by RewP (q) the set of all P -rewritings of q and by RewTQ(q) the union of RewP (q) for all partitions P for q
in TQ.
Note that the order of the transformation steps is irrelevant. Different choices of T in the third step yield different
rewritings; a partition P = (ρ, ξ) yields a single rewriting q′ whenever Σ(y) contains at most one T ∗T R for each R ∈
back(X, y), for every (X,Σ) ∈ ρ . If ρ = {F } where F = (V(q),Σ), q has the single P -rewriting q′ = {Aξ(F )(xF )}. Intuitively,
this means that there is some τ -tree that entails the full query q, and if some auxiliary individual a′i is associated to (the hit
representing) such a τ -tree in A′ , then there is a trivial mapping ψ(xF ) = a′i for q′ in A′ , which witnesses that the whole
query q has a pre-match in I|(a,i) for each I in the forest-bases F(A′).
Example 22. We recall that F 2,11 = ({x2, x3},Σ(x2) = { }), F 2,21 = ({x2, x3},Σ(x2) = {T2}), F 1,31 = ({x3},Σ31 (x3) = {T2}), and
F 3,01 = ({x1, x2, x3},∅). We list below all the partitions P i1 for q1 in TQ21 . Note that all partitions (ρ, ξ) for q1 have sin-
gleton ρ , because q1 does not have f-subqueries with disjoint variable sets. This may not be the case in general; see, for
example, the query q from Example 12. We also list the single P i1-rewriting q
i
1 of q1, for each partition P
i
1 (each Σ
i, j
1 (y) for
free y contains at most one role):
P11 =
(
ρ11 , ξ
1
1
)
, where ρ11 =
{
F 2,11
}
and ξ11
(
F 2,11
)= h31; q11 = {T2(x1, x2), Ah31(xF 2,11 )
}
,
P21 =
(
ρ21 , ξ
2
1
)
, where ρ21 =
{
F 2,21
}
and ξ21
(
F 2,21
)= h41; q21 = {T2(x1, x2), Ah41(xF 2,21 )
}
,
P31 =
(
ρ31 , ξ
3
1
)
, where ρ31 =
{
F 1,31
}
and ξ31
(
F 1,31
)= h31; q31 = {T2(x1, x2), T2(x2, x3), Ah31(xF 1,31 )
}
,
P41 =
(
ρ41 , ξ
4
1
)
, where ρ41 =
{
F 3,01
}
and ξ41
(
F 3,01
)= h41; q41 = {Ah41(xF 3,01 )
}
,
P51 =
(
ρ51 , ξ
5
1
)
, where ρ51 =
{
F 1,11
}
and ξ51
(
F 1,11
)= h11; q51 = {T2(x1, x2), R(x2, x3), Ah11(xF 1,11 )
}
,
P61 =
(
ρ61 , ξ
6
1
)
, where ρ61 =
{
F 1,31
}
and ξ61
(
F 1,31
)= h31; q61 = {T2(x1, x2), T2(x2, x3), Ah31(xF 1,31 )
}
,
P71 =
(
ρ71 , ξ
7
1
)
, where ρ71 =
{
F 2,11
}
and ξ71
(
F 2,11
)= h21; q71 = {T2(x1, x2), Ah21(xF 2,11 )
}
.
We have RewTQ
2
1 (q1) = {q11, . . . ,q71}. Since 〈a〉 ∈ ans(q11,abox(Ac2, f2)) and 〈a〉 ∈ ans(q21,abox(Ac2, f ′2)), we have 〈a〉 ∈
ans(RewTQ
2
1 (q1),A′) for every A′ ∈ expTQ
2
2 (Ac2). Indeed, the mapping ψ11 (x1) = a and ψ11 (x2) = ψ11 (xF 2,11 ) = a
′
1 shows
that 〈a〉 ∈ ans(q11,abox(Ac2, f2)) (cf. Fig. 15). Intuitively, this witnesses that there is a match for q1 with π(x1) = (a, ),
and hence 〈a〉 ∈ ans(q1,I), for every forest base I ∈ F(Ac2,K1) in which I|(a,1) | F 2,11 ; this applies, for example, to I3
from Example 7 (see Fig. 7 for I3, and Fig. 10 for a rooted pre-match for F 2,11 in I3|(a,1)). Similarly, ψ21 (x1) = a and
ψ21 (x2) = ψ21 (xF 2,21 ) = a
′
1 shows that 〈a〉 ∈ ans(q21,abox(Ac2, f ′2)), which captures that 〈a〉 ∈ ans(q1,I) for every I induced
from A2 in which I|(a,1) | F 2,21 . In particular, 〈a〉 ∈ ans(q1,I4) (cf. Fig. 10 for I4 again).
Finally, we note that if there exists a mapping ψ31 of q
3
1 into some expansion A′ = abox(Ac, f ), then f (a′i) = h31 for some
auxiliary individual a′i . This means that in every forest base I ∈ F(A′,K1), there is a rooted pre-match π31 in I|(a,i) for the
query xF 2,11
, and ψ31 and π
3
1 can be ‘composed’ together into a full match π for q in I . Note that if we had not replaced
the atom R(x2, x3) by T2(x2, x3), we would not be able to ensure the existence of π . We would know that (a, i) is an
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is an R-successor of π(x2). This will be more precise in the proof of the next theorem.
Now we can formally state the main result of this section, which shows that if 〈C,K〉 is a knot compilation of T that is
suﬃcient for q and if TQ is a complete tq-table for K and q, then the answers of RewTQ(q) over the relational structures in
expTQ(C(A)) coincide with the answers of q over 〈T ,A〉, for every input ABox A.
Theorem 3 (Main result). Let 〈C,K〉 be a knot compilation of a TBox T , and let TQ be a complete tq-table for K and q. Then for every
tuple a = 〈a1, . . . ,an〉 of individuals and for every ABox A such that 〈C(A),K〉 is suﬃcient for q, a ∈ ans(q, 〈T ,A〉) iff a ∈ I(A)n and
a ∈ ans(RewTQ(q),A′) for all A′ ∈ expTQ(C(A)).
Proof. Consider an arbitrary ABox A, and let K = 〈T ,A〉.
(→) Assume a = 〈a1, . . . ,an〉 ∈ ans(q,K). By deﬁnition of ans(q,K), a is a tuple of individuals in A. We now consider an
arbitrary A′ = abox(Ac, f ) ∈ expTQ(C(A)), and show that there is a q′ ∈ RewTQ(q) such that a ∈ ans(q′,A′).
First we note that, by deﬁnition of A′ , f (a′i) is a typeAc (a′i)-hit of TQ for each a′i ∈ I(Ac)\ I(A). Moreover, TQ is complete.
Hence, by Lemma 1 and Corollary 2, there exists some I f (a′i) ∈ T(typeAc (a′i)) such that f (a′i) = {F ∈ Fq | I f (a′i) | F }. Consider
a forest base I ′ ∈ F(Ac,K) whose subtree rooted at (the interpretation) of each a′i coincides with I f (a′i) . That is, I ′ ∈
F(Ac,K) is such that I ′|(a,i) is induced by the same function ϕa′i : I
′ → K as I f (a′i) , and hence {F | I ′|(a,i) | F } = {F |
I f (a′i) | F } = f (a′i) for each a′i . Since I ′ ∈ F(Ac,K) and a = 〈a1, . . . ,an〉 ∈ ans(q,K), by Proposition 4 there exists a pre-
match π ′ for q in I ′ such that π ′(xi) = ai , 0 i  n. We use π ′ to show that a rewriting q′ of q and a mapping ψ from
q′ to A′ satisfying (Ψ 1)–(Ψ 3) exists. We deﬁne for each auxiliary individual a′i a set F(a′i) of f-queries, which intuitively
contains each f-subquery F = (X,Σ) such that π ′ restricted to X , is a rooted pre-match for F in I ′|(a,i) . Formally, let F(a′i)
be the set of all F = (X,Σ) such that:
• q|X is a maximal connected subquery of q|X(a′i) , where X(a′i) = {x ∈ V(q) | π ′(x) = (a, i · w) for some w ∈ N∗}.• For each y that is free in X :
– If π ′(y) = (a, i), then Σ(y) = { }.
– Otherwise, Σ(y) contains for each atom R(x, y) ∈ q some role TR(x,y) ∗T R for which d1, . . . ,dn ∈ I
′
exist such that
d1 = π ′(x), dn = π ′(y), and (di,di+1) ∈ TR(x,y) for each 1 i < n.
By construction, I ′|(a,i) | F for each F ∈ F(a′i), hence F(a′i) ⊆ f (a′i). Let F( f ) be the union of the F(a′i) for all a′i in the
domain of f . Then we deﬁne P f = (F( f ), ξ f ), where ξ f maps each F ∈ F(a′i) to f (a′i). Note that P f is well deﬁned: the
(X,Σ) ∈ F( f ) are clearly pairwise disjoint, and ξ(F ) = f (a′i) is a typeAc (a′i)-hit of TQ and F ∈ F(a′i) ⊆ f (a′i) = ξ(F ). Let q′
be the rewriting of q obtained from P f as in Deﬁnition 17, using TR(x,y) in the third step (that is, replacing R(x, y) by
TR(x,y)(x, y)). Observe that V(q′) = {x ∈ V(q) | x /∈ X for each (X,Σ) ∈ F( f )} ∪ {xF | F ∈ F( f )}, and for each x ∈ V(q) ∩ V(q′),
π ′(x) = (a, ) for some a ∈ I(A). Hence we can deﬁne ψ as follows:
ψ(x) =
{
a, if π ′(x) = (a, ) for some a ∈ I(A),
a′i, if x= xF for some F ∈ F(a′i).
It remains to verify that ψ satisﬁes (Ψ 1)–(Ψ 3) and thus witnesses that a ∈ ans(q′,A′). (Ψ 1) holds trivially, because
π ′(x) = aI ′ implies ψ(x) = a for each variable x. To verify (Ψ 2) and (Ψ 3), we distinguish the different kinds of atoms in q′ .
Note that, by deﬁnition of q′ , for each R(x, y) ∈ q, there are the following scenarios: (i) if x ∈ X for some (X,Σ) ∈ F( f ),
then y ∈ X as well because X is forward closed by deﬁnition, hence R(x, y) ∈ q|X and R(x, y) /∈ q′; (ii) if x, y /∈ X for every
(X,Σ) ∈ F( f ), then R(x, y) is in q; (iii) if x /∈ X and y ∈ X for some (X,Σ) ∈ F( f ), then y is open in X , and there are
two cases: if y is not free in X or Σ(y) = ∅, then R(x, y) ∈ q′; or if y is free in X and Σ(y) = ∅, then R(x, y) /∈ q′ and
TR(x,y)(x, y) ∈ q′ . Hence for the atoms in q′ we distinguish the following cases:
• Atoms of the form A(x) ∈ q, such that x /∈ X for each (X,Σ) ∈ F. For these atoms, π(x) = (a, ) and ψ(x) = a, so (PM1)
in Deﬁnition 2 implies (Ψ 2).
• Atoms of the form A f (a′i)(xF ) where F ∈ F(a′i). By deﬁnition, a′i : A f (a′i) ∈A′ , hence (Ψ 2) is trivial.• Atoms of the form R(x, y) from q, such that y /∈ X for each (X,Σ) ∈ F. For these atoms, π(x) = (a, ) and π(y) = (b, )
ψ(x) = a and ψ(x) = b. Hence (PM2) in Deﬁnition 2 implies that there is a sequence b1, . . . ,bn and a T ∗T R such that
b1 = a, bn = b, 〈bi,bi+1〉 : T for each 1 i < n, and if n > 2 then T ∈ R+(T ). Hence, since A′ is closed under the rule
from item (3) in Deﬁnition 15, 〈a,b〉 : R ∈A′ and (Ψ 3) holds.
• Atoms of the form R(x, y) such that y is open in X for some (X,Σ) ∈ F, and either y is not free in X , or Σ(y) = ∅.
This case is very similar to the previous. We have π ′(x) = (a, ) and π ′(y) = (b, i) for some a,b, thus ψ(x) = a and
ψ(y) = b′i . Item (PM2) in Deﬁnition 2 implies that there is a sequence b1, . . . ,bn and a T ∗T R such that b1 = a,
bn = b′i , 〈bi,bi+1〉 : T for each 1  i < n, and if n > 2 then T ∈ R+(T ). Hence, since A′ is closed under the rule from
item (3) in Deﬁnition 15, 〈a,b′〉 : R ∈A′ and (Ψ 3) holds.i
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Input: KB K = 〈T ,A〉, CQ q with answer variables x= 〈x1, . . . , xn〉
Output: ans(q,K)
begin
(S1) Compute a compilation 〈A,K〉 of K that is suﬃcient for q;
(S2) Using compute_TQ compute a complete tq-table TQ for q from K;
(S3) Compute the UCQ RewTQ(q);
(S4) Compute the set expTQ(A) of TQ-expansions;
(S5) Compute the set Ans of all c ∈ I(A)n such that c ∈ ans(RewTQ(q),A′) for all A′ ∈ expTQ(A);
return Ans
end
Fig. 16. Computing the answers to the query q over the KB K.
• Atoms of the form TR(x,y)(x, y) for some TR(x,y) such that y is free in X for some (X,Σ) ∈ F(a′i). In this case, π ′(x) =
(b, ) for some b, ψ(x) = b and ψ(y) = a′i . By the conditions on TR(x,y) above, it is easy to see that there is a sequence
b1, . . . ,bn such that b1 = b, bn = a′i , and 〈bi,bi+1〉 : T for each 1 i < n. Since A′ is closed under the rule from item (3)
in Deﬁnition 15, 〈a,b〉 : TR(x,y) ∈A′ and (Ψ 3) holds.
This ﬁnishes one direction of the proof.
(←) Assume that a = 〈a1, . . . ,an〉 is a tuple of individuals from A such that a ∈ ans(RewTQ(q),A′) for every A′ ∈
expTQ(C(A)). We show that a ∈ ans(q,K). Given that 〈C(A),K〉 is suﬃcient for q, by Proposition 4 it suﬃces to show for
every Ac ∈ C(A) and I ∈ F(Ac,K) that a ∈ ansp(q,I).
To this aim, for each auxiliary individual a′i ∈ I(Ac) \ I(A), let τ (a′i) = typeAc (a′i), and let F (a′i) = {F ∈ Fq | I|(a,i) | F }.
Since TQ is a tq-table and I|(a,i) is a τ (a′i)-tree, ρ ∩ F (a′i) = ∅ for every (τ (a′i),ρ) ∈ TQ. Hence there exists some τ (a′i)-hit
ha′i of TQ such that ha′i ⊆ F (a′i), and we can deﬁne a function f : I(Ac) \ I(A) → 2Fq that maps each a′i to f (a′i) = ha′i . Now
consider an expansion A′ = abox(Ac, f ) ∈ expTQ(C(A)). Since a ∈ ans(RewTQ(q),A′), there is some partition P = (ρ, ξ) in
TQ and some P -rewriting q′ of q such that a ∈ ans(q′,A′), and there exists some mapping ψ from q′ to A′ satisfying
(Ψ 1)–(Ψ 3). Note that for each x ∈ V(q) \ V(q′) there exists one F = (X,Σ) ∈ ρ such that x ∈ X . By construction of q′ , for
each F = (X,Σ) ∈ ρ the atom Aξ(F )(xF ) is in q′ . Let F(a′i) be the set of all F = (X,Σ) ∈ ρ such that ψ(xF ) = a′i . For each
F ∈ F(a′i), (Ψ 2) implies that a′i : Aξ(F ) , and by construction of A′ , ξ(F ) = ha′i . Since F ∈ ξ(F ) by deﬁnition of partition, F ∈ ha′i
and I|(a,i) | F . Hence there exists a rooted pre-match πF in I|(a,i) for each F ∈ F(a′i). We can use ψ and these πF to
deﬁne a pre-match π for q in I: simply set π(x) = πF (x) for each x ∈ V(q) such that x ∈ X for some F = (X,Σ) ∈ ρ , and
π(x) = ψ(x)I for the remaining variables. It is readily veriﬁed that π is a pre-match for q in I . The only interesting case are
atoms R(x, y) ∈ q such that π(x) = ψ(x)I = (a, ) and π(y) = πF (y) = (b, i · w) for some F = (X,Σ) ∈ ρ and some w = ;
that is, x /∈ X , y is free in X and πF (y) is not the root of I|(b,i) . Then Σ(y) = ∅, and by construction of q′ there exists some
T (x, y) ∈ q′ such that T ∗T R and T ∈ Σ(y). Then (Ψ 3) implies that 〈ψ(x),ψ(y)〉 : T ∈ A′ , hence (b, i) is a T -successor of
π(x) in I . As T ∈ Σ(y) and πF is a rooted pre-match, (PM4) implies that π(y) is a T -successor of (b, i). Hence π(y) is a
T -successor of π(x) and, as T ∗T R , π(y) is an R-successor of π(x) as desired. As the pre-match π preserves the bindings
of answer variables to individuals, we have π(xi) = aiI for each 0 i  n. Hence I | q(a), and a ∈ ansp(q,I). 
We can now summarize our method for answering CQs over SH KBs. In the ﬁrst step (S1), we compute a knot com-
pilation 〈A,K〉 of the input knowledge base K that is suﬃcient to answer the input query q (see Deﬁnition 7). For this
step, we can use, but are not restricted to, a universal compilation that can be obtained as described in Section 5. In the
next step (S2), using the algorithm compute_TQ in Fig. 5, we compute the complete type-query table TQ from K and q (see
Deﬁnition 12). In step (S3) we use TQ to compute the rewriting RewTQ(q) of the input query (see Deﬁnition 17) and in
step (S4) we use A to obtain a set of expansions of the input ABox (see Deﬁnition 15). Finally, in step (S5) we collect the
answers to q over K by answering RewTQ(q) over the computed set of expansions. The algorithm computeAnswers, which
follows these steps, is presented in Fig. 16.
Example 23. For the knowledge base K2 and the query q1, the algorithm works as follows. In the ﬁrst step (S1), we compute
a knot compilation of K2 that is suﬃcient for q1, say 〈{Ac2},K1〉 (one could also take a universal compilation built as in
Section 5). In the next step (S2), we use the algorithm compute_TQ in Fig. 5 to compute the complete type-query table TQ21
from K1 and q1. In step (S3) we compute the rewriting RewTQ
2
1 (q1) = {q11, . . . ,q71} (Example 22). In step (S4) we obtain the
set expTQ
2
1 (Ac2) = {abox(Ac2, f2),abox(Ac2, f ′2)} that contains all the TQ21 expansions of Ac2. Finally, to obtain the query
answers, we verify for 〈a〉 (the only unary tuple of individuals from I(A2)) whether it is in the answer of RewTQ
2
1 (q1) over
each expansion in expTQ
2
1 (Ac2). The answer is yes, because 〈a〉 ∈ ans(q11,abox(Ac2, f2)) and 〈a〉 ∈ ans(q21,abox(Ac2, f ′2)) (see
Example 22). Hence the set Ans returned by the algorithm is {〈a〉}, which is the correct answer ans(q1,K2), see Example 1.
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We now analyze the complexity of our query answering method. To this aim, we must consider query answering as a
decision problem, which is the Query Output Tuple Problem formally deﬁned as follows:
(QOT) Given a KB K, a CQ q, and a tuple c of individuals, decide whether c ∈ ans(q,K).
To solve QOT, we use the algorithm decideAnswer(c) obtained from computeAnswers (Fig. 16) by replacing step (S5) with
the following step (S5′):
(S5′) forall A′ ∈ expTQ(A) do
if c /∈ ans(RewTQ(q),A′) then
return false ;
return true ;
We show that decideAnswer(c) is a worst-case optimal algorithm for problem QOT if K is in SH, and, in fact, also if
it is in ALCH. In order to see this, we ﬁrst state the following theorem. We use ‖O‖ to denote the size of the string
representation of the object O .
Theorem 4. Let K be a consistent set of knots for a terminology T and let q be a query. Then, obtaining a complete tq-table TQ for T
and q is feasible in time polynomial in ‖T ‖ · ‖q‖ · ‖K‖ · 2b · 2‖Fq‖ , where b = max({|S| | (r, S) ∈ K}).
Proof. We employ Algorithm compute_TQ (Fig. 14) to compute TQ, and observe that it runs in time polynomial in ‖T ‖ ·
‖q‖ · ‖K‖ · 2b · 2‖Fq‖ . This follows from the next observations:
(i) At each iteration, by construction, the algorithm computes a (d+1)-complete tq-table TQd+1 (via a (d+1)-complete kq-
table KQd+1) from a d-complete tq-table TQd . Furthermore, the computed tables are “full” in the sense that all entailed
disjunctive f-subqueries queries are included in the tables, that is, for each d, we have (τ ,ρ) ∈ TQd iff τ |d ρ .6 Since
τ |d ρ implies τ |d+1 ρ , we have TQd ⊆ TQd+1.
(ii) Recall that types(K) contains the root types of knots in K. Due to consistency of K, types(K) is also the set of all types
that occur in K. Observe that |types(K)| is polynomial in ‖T ‖ · ‖K‖ because each knot in K has at most |clos(T )| + 1
distinct types. The largest possible tq-table for T and q is types(K)× 2Fq . Given the monotonicity TQ0 ⊆ TQ1 ⊆ · · · , the
number of iterations that the algorithm makes is polynomial in ‖T ‖ · ‖K‖ · 2‖Fq‖ .
(iii) Each iteration, which consists of a call to KQ_from_TQ and then a call to TQ_from_KQ, takes time at most polynomial
time in ‖T ‖ · ‖K‖·2b · 2‖Fq‖ . For the call to KQ_from_TQ, pairs (k,ρ) of knots k and disjunctive f-subqueries ρ are
traversed. The number of such pairs is polynomial in ‖K‖ · 2‖Fq‖ . Furthermore, for each pair (k,ρ) its inclusion in the
resulting table is decided by checking the conditions prescribed in Theorem 2, and this takes time at most polynomial in
2b · 2‖Fq‖ . Indeed, k has at most b children and thus the number of candidate assignments as described in Deﬁnition 14
is bounded by (2‖Fq‖)b . The call to TQ_from_KQ is similar: there are at most polynomially many in ‖T ‖ · ‖K‖ · 2‖Fq‖
pairs (τ ,ρ) of types and disjunctive f-subqueries, and the inclusion test via the conditions in Theorem 1 is feasible in
time polynomial in ‖T ‖ · ‖K‖ · 2‖Fq‖ . 
By the above theorem, in case the knot set K is of small size (polynomial in ‖T ‖), and the branching degree of knots in
K and the query size is bounded by a constant, then TQ can be obtained in polynomial time.
Theorem 5. If the KB K = 〈T ,A〉 is given by a compilation 〈A,K〉 of K that is suﬃcient for the query q, and q is given by a complete
tq-table TQ for T and q, then Problem QOT is solvable in time polynomial in ‖T ‖ · ‖A‖ · ‖TQ‖ · 2‖q‖·‖Fq‖·|I(A)|2 .
Proof. We analyze the steps (S3)–(S4), (S5′) of decideAnswer assuming that the compilation 〈A,K〉 of K and a complete
tq-table for K and q are part of the input.
(S3) Each rewritten query q′ ∈ RewTQ(q) has at most 2|V(q)| variables and is of size polynomial in ‖q‖ · ‖Fq‖, while
RewTQ(q) can constructed in time polynomial in s3 = ‖T ‖ · ‖TQ‖ · 2‖Fq‖·‖q‖ .
(S4) For building expTQ(A), recall that building an expansion A′ ∈ expTQ(A) involves two steps. First, choosing a comple-
tion Ac ∈ A and choosing for each auxiliary individual a a τ -hit ha ⊆ Fq of TQ, where τ is the type of a in the
completed Ac . Note that the number of auxiliary individuals in Ac is bounded by |I(A)|2. Thus the number of such
6 In fact, only the subset minimal subqueries would need to be stored. However, the worst case complexity remains unchanged.
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(3b) in Deﬁnition 15, which is feasible in polynomial time the combined size of the candidate ABox and ‖T ‖. Thus
overall expTQ(A) can be computed in time polynomial in s4 = ‖A‖ · ‖T ‖ · 2‖Fq‖·|I(A)|2 .
(S5′) Finally, to check c ∈ ans(q,K) we must traverse all A′ ∈ expTQ(A), and for each such A′ ﬁnd a query q′ ∈ RewTQ(q)
that has the required match in A′ . Due to the fact that each q′ ∈ RewTQ(q) has at most 2|V(q)| variables, the ﬁnal step
is feasible in polynomial time in s3 · s4 · 2‖q‖ , which is polynomial in ‖T ‖ · ‖A‖ · ‖TQ‖ · 2‖q‖·‖Fq‖·|I(A)|2 . 
It remains to analyze the complexity of obtaining a knot compilation that is suﬃcient for the given query.
Theorem 6. Given an SH KB K = 〈T ,A〉, obtaining a knot compilation of K that is suﬃcient for every query q is feasible in time
single exponential in the size of K.
Proof. By Theorem 5, it suﬃces to show that a universal knot compilation of K can be obtained in time single exponential
in the size of K. Recall that a universal compilation of K is a pair 〈A,K〉, where A = comp(A) and K is a relTypes(A)-
complete knot set for T . Since each completion of A is of size polynomial in the size of A and clos(T ), there are
exponentially many completions, and since the conditions in Deﬁnition 5 can be veriﬁed in time polynomial in the size
of a candidate ABox, A can be computed in time exponential in the size of K. Using Algorithm computeKnots (Fig. 8) we
can also compute a relTypes(A)-complete knot set K in time exponential in the size of K. To see this, let c := |clos(T )|,
and observe that the number of distinct types τ for T is bounded by tm := 2c , while the number of distinct knots for T
is bounded by km := 2c · (2c · 2c)c = 2c+2c2 . Hence, the number of distinct types resp. knots is single exponential in the size
of K. Thus constructing the initial set K in the ﬁrst step of computeKnots is feasible in time exponential in the size of T .
In the subsequent “ﬁll-up” stage that closes K, the procedure may add only exponentially many knots, while in the ﬁnal
“clean-up” stage each removed knot cannot be introduced again. 
We can now easily infer the upper bound for the query answering problem in SH. Indeed, for a given CQ q, the
cardinality of the set Fq of f-forward subqueries of q is trivially bounded by 2|V(q)|·(1+|V(q)|) , which is exponential in the size
of q. On the other hand, by the above Theorem 6 a compilation that is suﬃcient for q can be obtained in exponential time
in the size of an input knowledge base. By Theorem 5, we get that the procedure can be run in time double exponential
in the size of the input KB K and the query q. This is worst-case optimal due to the 2ExpTime-hardness of the problem,
which was shown in [18]. Note that in case the number of f-forward subqueries of q is polynomial in the size of q, then
the procedure runs only in single exponential time.
Theorem 7. For SH, problem QOT is 2ExpTime-complete. Furthermore, if |Fq| is polynomial in the size of q, then the problem is in
ExpTime (and also complete for this class).
Finally, we note that computing ans(K,q) for an SH KB K and a query q is feasible in time double exponential in
|K| + |q| (and single exponential if |Fq| is polynomial in q) using Algorithm computeAnswers; the number of candidate
answer tuples c is only exponential in the size of K.
7.1. Syntactic restrictions
We discuss here some syntactic restrictions to obtain classes of CQs for which query answering is feasible in single
exponential time. To this end, it is suﬃcient to ensure that a query can be decomposed into only polynomially many
f-subqueries; the complexity drop follows then from Theorem 7.
We assume an arbitrary SH KB K, and deﬁne next some notions to measure the structural complexity a query (w.r.t. K).
Deﬁnition 18 (Fork degree, non-trivial forks). For any query q, we deﬁne
Rq+(x) =
{
xn
∣∣ R1(x, x1) ∈ q, R2(x1, x2) ∈ q, . . . , Rn(xn−1, xn) ∈ q ∧ n 1},
i.e. Rq+(x) denotes the set of variables reachable from x in the query graph of q in one or more steps. Furthermore, let
Rq∗(x) = {x} ∪ Rq+(x) and, for any set X of variables, let Rq+(X) =
⋃
x∈X R
q
+(x) and R
q∗(X) =⋃x∈X Rq∗(x).
A set X ⊆ V(q) is called a fork set (of q) if the following are true:
(a) for each x = y ∈ X , it holds that y /∈ Rq+(x) and x /∈ Rq+(y);
(b) the query q|Rq∗(X) , i.e. the restriction of q to the closure of X under reachable variables, is connected and acyclic.
Then the fork degree of q, denoted fd(q), is deﬁned as the size of the largest fork set of q.
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The number of non-trivial forks in a query q is the number of variables x ∈ V(q) such that:
(1) there exist two atoms R(z, x) ∈ q and R ′(z′, x) ∈ q such that z = z′ and R ′ is not simple in K,
(2) there exists no y ∈ V(q) such that y ∈ Rq+(x) and y ∈ Rq+(y).
Note that for fork sets X of size larger than one, each variable x ∈ X has a common successor with some other variable
y ∈ X , and no variable reaches another variable in the set.
Example 24. For the query q in Example 10, X = {x1, x5} is the only fork set of q which contains more than one variable;
any other non-singleton subset of V(q) either contains a variable that is reachable from another, or induces disconnected
subqueries. Hence, fd(q) = 2. The query q1 only has singleton fork sets, because all variables either reach the rest or are
reachable from there. The queries q2 and q3 have fd(q2) = fd(q3) = 2, because {y1, y2} and {z1, z2} are their largest fork sets,
respectively. For a more interesting example, consider the query q4 in Fig. 17, which is similar to q3 but contains instead of
two pairs n pairs of atoms of the form Ai(zi), R(zi, zn+1), 1 i  n. Any subset of {z1, . . . , zn} is a fork set, hence fd(q4) = n.
Intuitively, the fork degree of q tells us how many “incomparable” variables we can pick so that they induce a forward-
closed subquery of q. The number of non-trivial forks plays a role in the number of free variables y of a forward-closed
subquery. If this number and the one of transitive subroles that may be stored in Σ for y is bounded, then the number of
adornments Σ is bounded and we can formulate a syntactic condition ensuring lower complexity of query answering.
Theorem 8. Let K = 〈T ,A〉 be an SH KB. If Q is a class of CQs and c is a constant such that for any q ∈Q:
(a) the number of non-trivial forks in q is bounded by c,
(b) fd(q) is bounded by c, and
(c) for each pair x, y ∈ V(q), |{T ∈ R+(T ) | T ∗T R ∧ R(x, y) ∈ q}| c,
then the set Fq of f-subqueries of q is polynomial in |q|. Hence, problem QOT for q ∈Q is ExpTime-complete.
Proof. Consider an arbitrary f-subquery (X,Σ) of q ∈ Q. By deﬁnition, q|X is a connected acyclic subquery of q. Let MX
be the set of all x ∈ X that have no predecessor in X , i.e. for which there exists no R(z, x) ∈ q with z ∈ X . Clearly, MX is a
fork set of q, and hence by (b) |MX | c. We get that the number of different Mx over all possible X is bounded by |V(q)|c ,
which is polynomial in |q|. It is not hard to see that for two f-subqueries (X1,Σ1) and (X2,Σ2) of q with Mx1 = Mx2 , we
also have X1 = X2. Hence, the number of distinct X that can be chosen is bounded by |V(q)|c , which is polynomial in |q|.
We consider the possibilities of choosing Σ . Observe that Σ is deﬁned only each free variable y of X . The number
of such y is bounded by 2 · c because of the bounded number of non-trivial forks in q (condition (a)), and |{T ∈ R+(T ) |
T ∗T R ∧ R(x, y) ∈ q for some x }|  d for some constant d because of the conditions (a) and (c). Hence, the number of
choices for Σ(y) is polynomial in |q|.
The second part of the claim follows then from Theorem 7. 
Note that when computing the fork degree of a query, we do not ignore forks R(x, y), R ′(x′, y) where x = x′ and R, R ′
are simple; the variables x and x′ in this case are treated as incomparable. However, such forks are simple in the sense that
they do not increase the number of distinct f-subqueries because (b) of Deﬁnition 9 enforces that either both x and x′ or
neither x nor x′ belong to a f-subquery. To deal with this, we eliminate such forks from the query.
Deﬁnition 19 (Fork rewriting [37]). For a CQ q, a fork rewriting of q is a query obtained from q by exhaustively applying the
following rule: if the query contains a pair of atoms R(x, y) and R ′(x′, y) where x = x′ and R , R ′ are simple, then replace
every occurrence of x with x′ . By fw(q) we denote an arbitrary fork rewriting of q.
Example 25. The query q in Fig. 9 and the running queries q1, q2 and q3 are not changed by fork rewriting. The only forks
they contain are R3(x1, x6), R2(x5, x6) in q, R(y1, y3), R(y2, y3) in q2 and R(z1, z3), R(z2, z3) in q3; as the roles R2 and R
are not simple, no fork qualiﬁes for rewriting.
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which diminish the impact of simple forks to the fork degree.
Theorem 9. Let K = 〈T ,A〉 be an SH KB. If Q is a class of CQs and c is a constant such that for any q ∈Q:
(a) the number of non-trivial forks in fw(q) is bounded by c,
(b) fd(fw(q)) is bounded by c, and
(c) for each pair x, y ∈ V(q), |{T ∈ R+(T ) | T ∗T R ∧ R(x, y) ∈ q}| c.
Then problem QOT for q ∈Q is ExpTime-complete.
Proof. To prove the upper bound, by Theorem 7, it suﬃces to show that the number of f-subqueries of q is polynomial
in |q|. As argued in the proof of Theorem 8, the conditions (a) and (c) ensure that the number of ways to choose an
adornment Σ for a forward-closed subquery q|X of q is polynomial in |q|.
The number of choices for X is also polynomial in |q|. To see this, for any conjunctive query q′ deﬁne Xq′ = {X |
〈X,Σ〉 is an f-subquery of q′}, and observe that (i) |Xfw(q)| is polynomial in |q|, and (ii) |Xq| = |Xfw(q)|. The former follows
from (b) and Theorem 8 (as |fw(q)| |q|). For the latter, note that a rewrite step in fork rewriting preserves the number of
variable sets satisfying (b) of Deﬁnition 9. More precisely, if q′′ is obtained from q′ by the rewrite rule in Deﬁnition 19, then
|Xq′ | = |Xq′′ | (as easily seen by establishing a bijection from Xq′ to Xq′′ ).
The lower bound easily follows from the ExpTime-hardness of satisﬁability testing in ALC [54]. 
Based on the above theorem, we can obtain further query classes of lower computational complexity. In particular, the
conditions (a)–(c) of Theorem 9 are satisﬁed for the class of queries that allow only for simple roles. Indeed, given such a
query q, (a) and (c) are trivially satisﬁed. For (b), observe that for any variable x of fw(q) there are two possibilities. The
variable x occurs in a cycle in the query graph of fw(q), and hence x is not included in any fork set and does not contribute
to the fork degree. Alternatively, x and its successors induce a subquery of fw(q) whose graph is a tree. In this case, {x} is
the single fork set where x may occur. Therefore, fw(q) = 1.
Importantly, the above can be generalized to the case where only a bounded number of atoms R(x, y) with non-simple
R occur in the query. This is a consequence of the next result, for which we use a more reﬁned query complexity measure.
Deﬁnition 20 (Counting transitive arcs). For any query q, let t(q) denote the number of all pairs of variables x, y ∈ V(q) such
that:
(1) q contains some atom R(x, y) where R is not simple in K,
(2) q contains no atom R ′(x, y) where R ′ is simple in K,
(3) y does not reach a cycle in the query graph of q, i.e., no z ∈ Rq∗(y) exists such that z ∈ Rq+(z), and
(4) some variable z ∈ Rq∗(y) has more than one predecessor in q, i.e., |{u | R(u, z) ∈ q}| > 1.
Note that (3) eliminates pairs of variables that do not matter for the fork degree due to cyclicity (see (b) in Deﬁnition 18).
Condition (4) reﬁnes this, by further eliminating cases where Rq∗(y) induces a query subgraph of q that is tree-shaped and
disconnected to the remainder of the query graph of q. We remark that t(q) can be easily computed.
Proposition 7. For each CQ q it holds that fd(fw(q)) t(fw(q))+ 1 t(q)+ 1.
The proof of this proposition, which does not give particular insight into the techniques of this section, is given in
Appendix A.
Assume a query q and observe that the number of non-trivial forks in fw(q) is  t(q). Indeed, due to the rewrite rule, for
each variable y of fw(q) there exists at most one variable x such that {R | R(x, y) ∈ q} contains a simple role. In other words,
for each other variable z = x, all roles in {R | R(z, y) ∈ q} must be non-simple. This means that if x is a variable counted as a
non-trivial fork (i.e. satisﬁes the conditions in Deﬁnition 18), then for x there exists at least one z such that the pair z, x is
counted in t(q) (i.e. z, x satisfy the conditions in Deﬁnition 20). Hence, and given Proposition 7, we reformulate Theorem 9
as follows.
Theorem 10. Let K = 〈T ,A〉 be an SH TBox. If Q is a class of CQs and c is a constant such that for any q ∈Q:
(a) t(q) c, and
(b) for each pair x, y ∈ V(q), |{T ∈ R+(T ) | T ∗T R ∧ R(x, y) ∈ q}| c,
then problem QOT for q ∈Q is ExpTime-complete.
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From the ExpTime-hardness of KB satisﬁability testing in ALC [54], it follows that the presented query answering pro-
cedure is also worst-case optimal for ALCH.
7.2. Data complexity and encoding into Datalog
The query answering procedure presented here can be easily adjusted to be worst-case optimal in the data complexity.
We analyze next the complexity of verifying c ∈ ans(q, 〈T ,A〉) when the terminology T and the query q are ﬁxed, and
only the ABox A with assertions over roles and atomic concepts is considered as an input. The coNP-completeness of the
problem is well known (see, e.g., [12] for more details), and we argue here that the method provides a tight coNP upper
bound.
Proposition 8. Algorithm decideAnswer(c), adapted to a nondeterministic version, runs in coNP data complexity.
Proof. Fix a terminology T and a query q. As argued already, a universal compilation 〈C,K〉 for T can be obtained by
taking the function C that assigns to each ABox A the set of its completions comp(A), and a types(T )-complete knot set
K obtained via the algorithm in Fig. 8. From K and q, we then compute the complete tq-table TQ and the resulting UCQ
RewTQ(q). Since T and q are ﬁxed, obtaining RewTQ(q) requires constant time.
Given TQ and RewTQ(q), the result follows from the fact that deciding c /∈ ans(q, 〈T ,A〉) is feasible in nondeterministic
polynomial time in the size of an input ABox A. Indeed, this can be done in two steps as follows:
• Build nondeterministically an expansion A′ ∈ expTQ(A). This can be done in two stages. First, by guessing an ABox
completion Ac and then adding assertions required by the conditions in Deﬁnition 15. Since T and q are ﬁxed, every
such expansion A′ has polynomial size and can be computed in time polynomial in |A|.
• Check c /∈ ans(RewTQ(q),A′). Since T and q are ﬁxed, the number of queries in RewTQ(q) is bounded by a constant.
Recall the query rewriting might add one variable for each original variable. Thus for each q′ ∈ RewTQ(q), there are
at most |I(A′)|2|V(q)| different candidate query mappings π for A′ . As |V(q)| is ﬁxed and |I(A′)| is linear in the size
of A, the number of such candidates is polynomial in the size of A. Testing whether π witnesses c ∈ ans(q,A′) is also
polynomial in the size of A. Hence, the second step is feasible in time polynomial in the size A. 
We get an analogous coNP result for answering varying CQs of small size (bounded by a constant) over a knowledge
base K with static (ﬁxed) TBox, if a knot set K that is complete w.r.t. all types of the terminology is available; this may
be due to off-line pre-compilation, or to caching K after the ﬁrst query. In this setting, the tq-table TQ is constructible in
polynomial time (only constantly many subqueries exist), and deciding whether c /∈ ans(q, 〈T ,A〉) is still feasible in NP.
In fact, if also the ABox is ﬁxed, the last step is feasible in polynomial time (only constantly many expansions A′ of A and
candidate mappings of V(q) into each A′ exist, which can be easily traversed).
The guess-and-check procedure in the proof of Proposition 8 can easily be simulated in a disjunctive Datalog pro-
gram [15]. We recall that a disjunctive Datalog program P consists of a nonempty set of rules of the form
H1 ∨ · · · ∨ Hm ← B1, . . . , Bn, m+ n > 0 (1)
where the Hi and B j are function-free ﬁrst-order atoms and each variable occurring in Hi also occurs in some B j . In case
m = 0, the rule is called a constraint, and in case n = 0, the rule is called a (disjunctive) fact. The semantics of P is given by
the ⊆-minimal sets of ground (variable-free) atoms that are closed under the rules of P (called minimal models or answer
sets); a ground atom H is a cautious consequence of P , if H occurs in all minimal models of P .
Using disjunctive rules, it is possible to generate the expansions A′ ∈ expTQ(A) of an input ABox A in the answer sets
of a program P (A), such that ans(q, 〈T ,A〉) corresponds to the answers of the UCQ RewTQ(q). Recall that expansions
(Deﬁnition 15) are built from completions of A (Deﬁnition 5).
We build P (A,TQ) next, and start with rules to generate completions of A and then turn to additional rules to obtain
expansions. We view each concept C ∈ clos(T ) as a unary predicate name, and each role R as a binary predicate name.
Then by using individual names as constants for the program, we can view a concept assertion a : C as a ground atom C(a),
and a role assertion 〈a,b〉 : R as a ground atom R(a,b). Thus in the ﬁrst step, we represent the ABox A as a set of database
facts. In particular, we have
– the fact C(a) ← for each concept assertion a : C in A, and
– the fact R(a,b) ← for each role assertion 〈a,b〉 : R in A.
The next step deals with the auxiliary individuals. Recall that a completion Ac of A is built using the original individuals
in I(A) and additional individuals from ⋃a∈I(A) I′(a). We use a fresh unary predicate name I to identify the individuals
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⋃
a∈I(A) I′(a) that are used (resp.,
omitted) in a candidate completion. Furthermore, we use a fresh unary predicate name I ′ for the set of all individuals
occurring in the candidate completion. This is achieved by adding to P (A,TQ) the following rules:
– for each a ∈ I(A), the fact I(a) ←;
– for each a ∈⋃b∈I(A) I′(b), the fact Iaux(a)∨ I¯aux(a) ←;
– the rules I ′(X) ← I(X) and I ′(X) ← Iaux(X);
The next step is to ensure that each individual participating in a completion is associated to a type τ ⊆ clos(T ) (see
Table 1). This is done using the following rules:
– for each C ∈ clos(T ), the rules C(X)∨ ∼C(X) ← I ′(X);
– for each axiom C  D in T , the constraint ← I ′(X),C(X),∼D(X);
– for each C  D ∈ clos(T ), the constraints ← (C  D)(X),∼C(X) and ← (C  D)(X),∼D(X);
– for each C unionsq D ∈ clos(T ), the constraint ← (C unionsq D)(X),∼C(X),∼D(X).
For each role R ∈ R(T ), let R¯ be a fresh binary predicate. We add the following rules, which guess participation of
individuals in roles:
– R(X, Y )∨ R¯(X, Y ) ← I(X), I(Y ), and
– for each a ∈ I(A) and a′i ∈ I′(a), R(a,a′i)∨ R¯(a,a′i) ← Iaux(a′i).
We next deal with the condition (e) of Deﬁnition 5, i.e. we ensure that for an individual a ∈ I(A) assigned with a concept
∃R.C ∈ clos(T ), there exists an individual b such that the assertions 〈a,b〉 : R and b : C are in the completion. Recall also
that b must be an individual from A or from I′(a). To this end, for each ∃R.C ∈ clos(T ) and each individual a ∈ I(A) we
add the rules
– RC (a,b1)∨ · · · ∨ RC (a,bn) ← (∃R.C)(a), where {b1, . . . ,bn} = I(A)∪ I′(a) and RC is a fresh binary predicate,
– ← RC (X, Y ),∼C(Y ) and ← RC (X, Y ), R¯(X, Y ).
The condition (f) of Deﬁnition 5, i.e. the semantics of universal restrictions ∀R.C ∈ clos(T ), is easily captured by adding to
P (A,TQ) for each such ∀R.C the constraint
– ← (∀R.C)(X), R(X, Y ),∼C(Y ).
We ignore the condition (g) in Deﬁnition 5 for now, and move to rules that account for the two conditions in Deﬁni-
tion 15 and augment a completion to an expansion. The ﬁrst step is to assign to each auxiliary individual a′ a τ -hit of TQ,
where τ is the type of a′ in a model of P (A,TQ). To this end, we use fresh unary predicate Ah for each τ -hit h of TQ, and
add for each type τ ⊆ clos(T ), the rule
Ah1(X) ∨ · · · ∨ Ahn(X) ← C1(X), . . . ,Ck(X), Iaux(X),
where {h1, . . . ,hn} is the set of τ -hits of TQ, and {C1, . . . ,Ck} = τ . For example, the program P (A,TQ21 ) for the type-
query table TQ21 in Example 15 contains among others the rule Ah31(X) ∨ Ah41(X) ← D1(X), . . . , Dk(X), Iaux(X), where
{D1, . . . , Dk} = τC1 , and h31,h41 are names for the two possible τC1 -hits of TQ21 (see Example 21).
The remaining conditions (3a) and (3b) in Deﬁnition 15 require the closure of roles under transitivity and role hierarchy.
This is achieved by adding the following:
(R1) for each T ∈ R+(T ), the rule T (X, Z) ← T (X, Y ), T (Y , Z), and
(R2) for each R ′ ∗T R , the rule R(X, Y ) ← R ′(X, Y ).
This concludes the construction of the intended P (A,TQ), which generates the expansions in expTQ(A). It remains to
represent the UCQ RewTQ(q) as an additional set of rules. Let x = 〈x1, . . . , xn〉 be the tuple of answer variables of q, and let
Q be a fresh n-ary predicate. We deﬁne P (q,TQ) as the program consisting of the rules Q (x) ← q′ for all q′ ∈ RewTQ(q).
From the above discussion of P (A,TQ), we then easily obtain the desired result.
Proposition 9. For every n-tuple c of individuals inA, c ∈ ans(q, 〈T ,A〉) iff Q (c) is a cautious consequence of P (A,TQ)∪ P (q,TQ).
Proof. We just show that the minimal models of P (A,TQ) correspond to the expansions in expTQ(A). To see this, ﬁrst let
M be a minimal model of P (A,TQ). Take the ABox AM =A1 ∪A2, where
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– A2 = {〈a,b〉 : R | R(a,b) ∈ M ∧ R ∈ R(T )}.
It is easy to check that AM is an expansion of A, i.e. AM ∈ expTQ(A). We note that even without adding rules to ensure
(g) in Deﬁnition 5, the satisfaction of the condition is implied by the rules (R1) and (R2). We let expP (A,TQ) = {AM |
M is a minimal model of P (A,TQ)}. Conversely, given an expansion A′ ∈ expTQ(A), we can easily build a minimal model
M of P (A,TQ) with AM =A′ . Simply take M = M1 ∪ M2 ∪ M3 ∪ M4, where
– M1 = {C(a) | a : C ∈A′} ∪ {R(a,b) | 〈a,b〉 : R ∈A′},
– M2 = {I(a), I ′(a) | a ∈ I(A)} ∪ {Iaux(a), I ′(a) | a ∈ I(A′) \ I(A)} ∪ { I¯aux(a) | a ∈ (⋃b∈I(A) I′(b)) \ I(A′)},
– M3 = {R¯(a,b) | 〈a,b〉 : R /∈A′ ∧ R ∈ R(T )∧ a ∈ I(A)∧ b ∈ I(A)∪ I′(a)}, and
– M4 is a smallest set such that for each assertion a : ∃R.C ∈A′ there exists b ∈ I(A)∪ I′(a) such that RC (a,b) ∈ M4.
Thus by construction we have expP (A,TQ) = expTQ(A). In other words, expansions of A and the minimal models of
P (A,TQ) correspond up to the original signature of 〈T ,A〉. 
Example 26. One possible minimal model of P (A,TQ21 ), which corresponds to the expansion abox(Ac2, f2) in Example 21,
is the interpretation I that consists of the following atoms:
(a) I(a), I ′(a), Iaux(a′1), I ′(a′1) and I¯aux(a′2) . . . I¯aux(a′n), where n = |I′(a)|;
(b) C(a) for all C ∈ τD , and C(a′1) for all C ∈ τC1 ;
(c) R¯(a,a), T¯1(a,a) and T¯2(a,a);
(d) R(a,a′1), T¯1(a,a′1), T2(a,a′1), and T
C1
2 (a,a
′
1);
(e) Ah31
(a′1).
The second expansion abox(Ac2, f ′2) in Example 21 is represented by the minimal model I ′ that is obtained from I by
replacing Ah31
(a′1) with Ah41(a
′
1).
Overall, the program P (A,TQ) ∪ P (q,TQ) is constructible in polynomial time from A, and since cautious inference
from disjunctive Datalog programs with a bounded number of variables is coNP-complete, this reduction is also worst-case
optimal. We ﬁnally note that instead of disjunction, also (unstratiﬁed) negation may be used for the guessing clauses as
usual. Thus, a range of reasoning engines for disjunctive/unstratiﬁed Datalog (e.g., DLV, smodels, clasp) can be used for
implementation.
8. Discussion and conclusion
The novel algorithm for CQ answering over knowledge bases in SH which we presented above has some nice features.
It is worst case optimal for SH in general but also for important fragments including ALC and ALCH, both with respect
to the size of K plus q (the combined complexity) and the size of the ABox of K (the data complexity). Noticeably, the
algorithm handles CQs with distinguished (output) variables directly and makes a customary grounding step unnecessary,
in which an input query is reduced to (possibly exponentially many) Boolean queries, one for each possible output tuple c.
The underlying knot technique is different from previous query answering approaches yet not completely unrelated.
8.1. Related work
Our knot technique can be seen as a special instance of the well-known mosaic method in Modal Logic (cf. [42,40]) and
is related to type elimination [50]. Mosaics and types are small “blocks” for building models that involve a bounded number
of elements, and possibly inﬁnite models are represented by ﬁnite sets of such blocks. The mosaic and type techniques have
been applied in various contexts, including in DLs, cf. [38,39,53]. However, these works targeted deciding satisﬁability of a
knowledge base, i.e., existence of some model. We instead have applied and extended the mosaic technique to the more
involved problem of CQ answering, which implicitly requires considering all models, or to ﬁnd a suitable countermodel of
the query.
Many different approaches for CQ answering have been developed that adapt known techniques for standard reasoning,
including reduction to concept satisﬁability (e.g., rolling up [28,23,26]), resolution-based techniques [29], modiﬁed tableaux
[34,44], and tree-automata based algorithms [9,10].
The resolution-based method by Hustadt et al. [30] is perhaps most closely related to ours. Similar as in our approach,
their method ﬁrst “compiles” the knowledge base and the query into a special form, and then exploits the possibility
to answer the query by means of a disjunctive Datalog program. However, this works only for restricted queries (atomic
queries and conjunctions/disjunctions of ground atomic queries) and is done on different grounds: the knot technique is
model-theoretic in nature, while Hustadt et al.’s method is proof-theoretic, cleverly exploiting resolution and superposition
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the problem much more complicated.
The tableaux method for satisﬁability testing has been extended to CQ answering in [34,44], with the aim to prove
K | q by showing that there is no countermodel to the query, i.e. no model of K in which q is false. To this end, the
tableaux blocking conditions are generalized to take the query q into account and depend on its size. A major drawback
of the tableaux method is that, like for the resolution-based approach, handling transitive roles in the query seems to be
diﬃcult. It is not clear how to adapt the algorithms in [44], which work for queries with non-transitive roles in the DLs
SHIQ, SHOQ, and SHOI . Furthermore, the algorithms have nondeterministic triple exponential time complexity in
general, which is far from worst-case optimal.
The tree-automata based approach to CQ answering [9,10] exploits the tree- resp. forest-shaped model property of suit-
able DLs to solve the problem by combining automata for subproblems. It has been used to show that CQ answering for
expressive DLs beyond SHIQ is feasible in double exponential time. To this end, forest-shaped interpretations of K are
encoded into trees, and automata for recognizing models of K and of q are combined using intersection and complemen-
tation operations. Like the knots approach, tree-automata operate on small local parts of a model. However, while knots
preserve the relational structure of these parts and can be extended to the needs of query answering, in tree-automata—
which operate merely on strings—this structure is lost, and coding to the automata alphabet and state set is necessary. This
in particular makes it hard to single out the impact of different components of K and q in the overall complexity, e.g. to
derive results on data complexity. Furthermore, the algorithms in [9,10] do not run in single exponential time for ALCH.
In the rolling up technique [28,23,26], CQ answering is reduced to deciding concept satisﬁability by compiling the query
into the knowledge base, using ideas of [13]. Roughly, in order to show K | q, one considers all possible ways in which a
CQ q can be mapped to a canonical model of K, i.e. all homomorphisms π of q into a tree- resp. forest-shaped model. Each
such tree/forest mapping π is represented as a DL concept Cπ , possibly in an extension L′ of the DL L considered. Finally,
one checks whether K′ = K ∪ {Cπ  ⊥ | π} is satisﬁable. The number of different mappings π plays a central role in the
complexity of rolling-up algorithms, analogously to the number of f-subqueries that occur in tq-tables in our approach. In
general, the existence of (exponentially) many different mappings π results in a KB K′ that is exponentially larger than K.
In this way, worst-case optimal double exponential time algorithms for the DLs SHIQ [23,26] and SHOQ [24,25] have
been obtained. However, these algorithms do not appear to easily yield a single exponential upper bound for ALCH, and
such a bound using rolling up has only been shown to follow from a specially tailored algorithm for ALCHQ by Lutz
[36,37]. Another advantage of our approach over the rolling up technique, arguably more signiﬁcant than this down-scaling
behavior, is that it allows to take the terminological information into account to avoid an exponential blow-up in some
cases. In the rolling up approach, the possible mappings π and the resulting concepts Cπ are computed independently from
the knowledge base and prior to the satisﬁability check. A similar point can be made about other algorithms, including
tableaux- [34,44] and automata-based algorithms [9,10]; in the former the blocking conditions are independent of the
knowledge base while in the latter the structure of the knowledge base is lost when it is compiled into the states of the
automaton. In contrast, in our approach f-subqueries can be built on-the-ﬂy during the computation of tq-tables by taking
the knots into account, thus avoiding the generation of a large number of irrelevant f-subqueries. For example, for the
query q4 in Example 24, the existing rolling-up algorithms generate, among others, a concept Cπ for each way to order the
variables z1, . . . , zn along one path in a tree-shaped interpretation; hence they generate exponentially many concepts for
any knowledge base K. In contrast, for K1 and q4, our algorithm behaves like for q3 (see Table 3): when computing a 0-
complete tq-table, it generates an f-subquery with variable set {zn+1}; when computing a 1-complete tq-table, it generates
an additional f-subquery with variable set {zn+1, z1}. No additional f-subqueries are generated in the subsequent steps,
because the TBox T1 does not enforce the existence of nodes whose types contain different combinations of Ai-concepts
and that have a node with A2, B in its type as R-successor. Thus, for a large class of queries, our approach can avoid an
exponential blow-up in the size of the input query.
Another important property is the strict separation of the reasoning about the terminology and the ABox, not present in
the algorithms based on tableaux, automata, or rolling-up. Since the ABox is the part of the KB that is most likely to change
frequently, it is desirable that the algorithm deals with a fresh ABox without the costly reasoning about the terminology.
To wit that our algorithm is suitable in this regard, we also note that the knot technique allows to deal with answer
variables directly, without a translation into Boolean queries. The transformation into Boolean queries, which is used in the
aforementioned approaches, depends on the particular ABox.
We believe that these features of our algorithm are promising, and that optimized versions of it combined with tech-
niques to obtain small knot compilations when possible, may lead to practical algorithms for query answering that behave
well on average cases and reasonably scale to larger and frequently changing data sets.
Furthermore, in the light of the results in this and other papers, it appears that the knot approach is a useful tool to
analyze CQ answering in DLs and obtain sharp complexity characterizations, both for general and data complexity. Indeed,
query answering algorithms for different DLs which are also optimal in both settings, based on variations of the knot
technique, are discussed in [17] and [16]. The approach in [17] is in a sense dual to the approach considered here. There,
knots are associated with sets of subqueries and an elimination algorithm similar to the one in Fig. 8 is used to test the
existence of a model which falsiﬁes each subquery at each knot. This is in contrast to the algorithm here, where the entailed
disjunctions of subqueries are computed for each knot. While the dual approach is more compact, it seems to be less suited
to handle CQs with answer variables x by encodings to languages like disjunctive Datalog. Intuitively, this is because one
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counterexample to the query can be found. A technique using dominoes, which can be seen as a variation of knots, has also
been fruitfully applied for CQ answering in the DL Horn-SHIQ [16]. For further comparison and discussion, see [20,17].
8.2. Extensions, open issues and future work
The knot method presented in this paper can be readily extended to the DL SHQ that adds qualiﬁed number restrictions
to SH. This is because the tree-shaped model property described in Section 3 carries over to SHQ with minor modiﬁca-
tions. In particular, the branching degree of forest-shaped interpretations needs to be increased, but still remains polynomial
in the size of the knowledge base, assuming unary encoding of numbers. Additionally, since number restrictions require rea-
soning with equalities, distinct ABox individuals may need to be interpreted as one element. Knot-based representation of
forest-models of SHQ KBs, and the subsequent reasoning about subqueries, does not require major modiﬁcations. We have
not considered number restrictions because this extension does not add major insights w.r.t. the SH case. Adding inverse
roles, with or without number restrictions, seems more complicated. Since these logic are regarded as having forest-shaped
models it should be feasible, but an extension of the knot technique to SHI and SHIQ is left for future work. On the
other hand, it is unclear how to incorporate nominals into knots, since they cause the forest-shaped model property to be
lost.
Our query answering algorithm relies on knot compilation of a given TBox or knowledge base what is suﬃcient for
a given or all queries, and we have shown how to obtain universal knot compilations, which are a particular class of
compilations that are suﬃcient for all queries. While universal compilations are conceptually simple and can be easily
constructed, they have a major disadvantage: they can be of exponential size even in basic cases. This is due to the fact
that, for a knot k, completeness requires that a knot set contains all the possible successor knots for k. However, there exist
compilations for a given knowledge base or terminology that are suﬃcient for some or even for all queries, and which do
not have exponential size (for example, the ones in Example 8). In particular, ﬁnding small such compilations (provided
they exist) is certainly relevant, as this would make subsequent query answering more eﬃcient. We may obtain smaller
compilations by considering minimal Herbrand models of a knowledge base, or by constructing completions and knots with
some constructive tableaux-like rules that use lazy instantiation and other optimizations to prune the search space. Another
direction is to identify effectively veriﬁable conditions on compilations that ensure suﬃciency for sets of queries. However,
developing algorithms for obtaining small compilations is beyond the scope of this paper.
Several other issues remain for future work. One issue concerns implementation of the approach and optimization of
the algorithms, which has not been done yet. In this regard, it seems promising to employ eﬃcient (quasi-polynomial)
algorithms for generating the minimal transversals of a hypergraph and equivalent dualization problems (cf. [31] and [19])
for computing τ -hits and k-hits. Another issue is the application and extension of the knot technique to new DLs, like those
in the OWL2 family. Finally, it would be interesting to extend the current technique to more expressive queries, such as
unions of CQs and positive existential queries, or to queries with regular role expressions.
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Appendix A. Proof of Proposition 7
Proposition 7. For each CQ q it holds that fd(fw(q)) t(fw(q))+ 1 t(q)+ 1.
Proof. It is easy to verify that t(fw(q))  t(q): a fork elimination step preserves cycles in Rq∗(y) for every variable y (but
might introduce new ones). Furthermore, it cannot increase the number of different predecessors of y; hence, items (3) and
(4) of Deﬁnition 20 hold for q′ if they hold for q. The same holds for the conjunction of (1) and (2).
Let q′ result from fw(q) by removing all atoms R(x, y) where x reaches a cycle in the query graph of fw(q), i.e., some
z ∈ Rfw(q)+ (x) exists such that z ∈ Rfw(q)+ (z). Note that fd(q′) = fd(fw(q)). Without loss of generality, we assume that q′ contains
a single unary atom C(x) for each variable x ∈ V(q′).
Since q′ is acyclic, we can construct q′ along a topological sort x1 < x2 < · · · < xn of its variables, i.e., R(x j, xi) ∈ q′ implies
j < i, starting from x1 with C(x1) and adding variable xi with C(xi) and all atoms R(x j, xi) for i > 1.
We show now by induction on n 1 that
fd
(
q′
)
 t
(
q′
)+ 1. (2)
Base case. Here q′ = {C(x1)} and fd(q′) = 1; thus (2) holds for q′ .
Induction step. Suppose we join a variable xn with C(xn) and atoms R1(xn1 , xn), . . . , Rn(xnkn , xn) to q
′ of the assumed
form, which yields a query q′′ of similar form, and let A = {xn1 , . . . , xn }. We consider two cases.kn
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tion (4) is violated for the pair xn1 , xn) and fd(q′′) = fd(q′), which means that (2) holds for q′′ .
Case 2. Suppose that |A| =m > 1, i.e., y is connected to multiple distinct variables xn1 , . . . , xnm in q′′ . In this case,
t
(
q′
)+ (m− 1) t(q′′) (3)
holds, as each pair x, y in V(q′) that satisﬁes the conditions (1)–(4) for t(q′) satisﬁes them for t(q′′), and at least m−1 pairs
xn,i, xn satisfy them for t(q′′), given that fork elimination is not applicable to any R(xni , xn), R ′(xn j , xn).
Let X ⊆ V(q′′) be a fork set for q′′ such that |X | = fd(q′′). Let X = {X1, . . . , Xk} be the set of all maximal Xi ⊆ X (w.r.t.
⊆) that are fork sets for q′ . Then for Xi = X j ∈ X , the sets Rq
′
∗ (Xi) and Rq
′
∗ (X j) are disjoint and
⋃X = X . Furthermore,
k m must hold: as Xi = X j ∈ X must be connected in q′′ via y, we have Rq
′′
∗ (Xi) ∩ Rq
′′
∗ (X j) = {y}. On the other hand,
Rq
′′
∗ (Xi)∩ A = ∅ and Rq
′′
∗ (X j)∩ A = ∅. Hence, at most m different Xi exist.
Now consider for the query q′i ⊆ q′ that contains all atoms from qi on the variables Rq
′
∗ (Xi). Then Xi is a fork set for q′i ;
hence by the induction hypothesis for q′i ,
|Xi| fd
(
q′i
)
 t
(
q′i
)+ 1.
As each pair xi, x j ∈ V(q′i) satisﬁes conditions (1)–(4) for t(q′) if it satisﬁes them for t(q′i), and since the Xi are pairwise
disjoint and the queries q′i are pairwise disconnected, we conclude
|X | =
k∑
i=1
|Xi |
k∑
i=1
(
t
(
q′i
)+ 1) t(q′)+ k t(q′)+m.
Thus using (3),
fd
(
q′′
)= |X | t(q′)+m t(q′′)+ 1,
and the induction statement (2) holds for q′′; this completes the proof. 
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