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SIEVE METHODS IN RANDOM GRAPH THEORY
YU-RU LIU AND J.C. SAUNDERS
Abstract. In this paper, we apply the Tura´n sieve and the simple sieve
developed by R. Murty and the first author to study problems in random
graph theory. In particular, we obtain upper and lower bounds on the
probability of a graph on n vertices having diameter 2 (or diameter
3 in the case of bipartite graphs) with edge probability p(n) where the
edges are chosen independently . An interesting feature revealed in these
results is that the Tura´n sieve and the simple sieve “almost completely”
complement each other. As a corollary to our result, we note that the
probability of a random graph having diameter 2 approaches 1 as n →∞
for constant edge probability p(n) = 1/2.
1. Introduction
For the purpose of analyzing the random graphs in this paper, we first
introduce two sieves known as the simple sieve and the Turan sieve. These
sieves can be described in terms of a bipartite graph. Let X be a bipartite
graph with finite partite sets A and B. For a ∈ A and b ∈ B, we denote by
a ∼ b if there is an edge that joins a and b. Define
deg b = #{a ∈ A : a ∼ b} and ω(a) = #{b ∈ B : a ∼ b}.
For b1, b2 ∈ B, we define
n(b1, b2) = #{a ∈ A : a ∼ b1, a ∼ b2}.
In [3], R. Murty and the first author derived an elementary sieve method,
called the simple sieve, which states that
#{a ∈ A : ω(a) = 0} ≥ |A| −
∑
b∈B
deg b.
In the same paper, they also adopted Tura´n’s proof about the normal order
of distinct prime factors of a natural number [4] to prove that
#{a ∈ A : ω(a) = 0} ≤ |A|2 ·
∑
b1,b2∈B
n(b1, b2)
(
∑
b∈B deg b)
2
− |A|.
The above result is called the Tura´n sieve.
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In this paper, we apply both the simple sieve and the Tura´n sieve to
study problems about random graph theory. First, we need the following
definition.
Definition 1.1. The diameter of a graph G is defined as the maximum
number of edges in G that are needed to traverse from one vertex to another
in G where we exclude paths that backtrack, detour, and loop.
We obtain upper and lower bounds on the probability of a random simple
graph on n vertices with indepdendent edge selection having diameter 2. We
also study analogous questions for random k-partite graphs having diameter
2 with k ≥ 3, and bipartite graphs having diameter 3. We will prove the
following theorem.
Theorem 1.2. Let G(n) denote the set of all simple graphs on n vertices
where each edge is chosen independently with probability p(n). Also, let
P (G(n), p(n)) be the probability of a graph from G(n) having diameter 2.
Then
P (G(n), p(n)) ≥ 1−
n2(1− p(n)2)n−2(1− p(n))
2
and
P (G(n), p(n)) ≤
2
(n− 1)2(1− p(n)2)n(1− p(n))
+
8
n
(
1 +
p(n)3
(1− p(n))2
)n
.
Corollary 1.3. Let P (G(n), p(n)) be defined as in Theorem 1.2. If p(n) = 1
2
,
then we have
P (G(n), 1/2) ≥ 1−
4n2(3/4)n
9
.
In the case p(n) = 1
2
, Gilbert [2] showed that ‘almost all’ graphs are
connected. Since a graph with diameter 2 is connected, the above result can
be viewed as an improvement of Gilbert’s result.
In the situation where the edge probability p(n)→ 0 as n →∞, we will
show that
Proposition 1.4. Let P (G(n), p(n)) be defined as in Theorem 1.2. Let
limn→∞ p(n) = 0. We have
(1.1) P (G(n), p(n)) ≥ 1− (1 + o(1))
n2
2
e−np(n)
2
and
(1.2) P (G(n), p(n)) ≤ (1 + o(1))
(
2
n2
enp(n)
2
)(
1 + 4nenp(n)
2(p(n)2−1)
)
.
Suppose further that
lim
n→∞
(2 logn− np(n)2 − log 2) = c
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for some c ∈ R\{0}.
1) If c > 0, we have
P (G(n), p(n)) ≤ (1 + o(1))e−c.
2) If c < 0, we have
P (G(n), p(n)) ≥ (1 + o(1))(1− ec).
We will also study analogous problems for a random directed graph, and
a random k-partite graph having diameter 2 with k ≥ 3, or diameter 3 in
the case of bipartite graphs. As we noted in Proposition 1.4, the bounded
we obtained through the Tua´n sieve works effectively for c > 0, while the
lower bound we obtained through the simple sieve gives a non-trivial result
for c < 0. It is interesting to see that the Tura´n sieve and the simple sieve
“almost completely” complement each other in this way.
2. Graphs with Diameter 2 with the Sieves
In this section, we use the Tura´n sieve and the simple sieve to prove
Theorem 1.2.
Proof. For a fixed n ∈ N, let G(n) denote the set of all graphs on n vertices
with edge probability p(n), and let P (G(n), p(n)) be the probability of a
graph from G(n) having diameter 2. Consider the function gn : [0, 1]→ [0, 1]
defined as gn(x) := P (G
(n), x). There are 2
n(n−1)
2 graphs in total in G(n). Let
us say M of these have diameter 2 and label these as G1, G2,. . . ,GM . For
1 ≤ i ≤ M , let ki denote the number of edges in Gi. Then the probability
of selecting the graph Gi from G
(n) according to the edge probability x is
xki(1− x)
n(n−1)
2
−ki . Therefore,
gn(x) = x
k1(1−x)
n(n−1)
2
−k1 +xk2(1−x)
n(n−1)
2
−k2 + · · ·+xkM (1−x)
n(n−1)
2
−kM .
Thus, for each n ∈ N the function gn is continuous. Therefore, we may
assume that p(n) ∈ Q ∩ (0, 1) since Q ∩ (0, 1) is dense in [0, 1].
Let p(n) = r
s
where r = r(n), s = s(n) ∈ N. We let A be the set of all
graphs in G(n), allowing for a number of duplicates of each possible graph
to accommodate the edge probability p(n). We accomplish this by letting
there be r(
n
2) copies of the complete graph, r(
n
2)
(
s
r
− 1
)
copies of each graph
with
(
n
2
)
− 1 edges, r(
n
2)
(
s
r
− 1
)2
copies of each graph with
(
n
2
)
− 2 edges,
and so on. By the binomial theorem we have
|A| =
(n2)∑
k=0
((n
2
)
k
)
rk(s− r)(
n
2)−k = s(
n
2).
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We let B be all pairs of vertices so |B| =
(
n
2
)
. For a graph a ∈ A and a pair
of vertices b ∈ B, we say a ∼ b if the pair of vertices b in a do not share a
common neighbouring vertex and are not neighbours themselves. Thus, we
will have ω(a) = 0 if and only if a is connected with diameter at most 2.
Pick a pair of vertices b ∈ B and call them v1 and v2. To calculate
deg b, we need to calculate the number of graphs in A such that the pair of
vertices do not have a common neighbouring vertex and are not neighbours
themselves. For each of the potential (n−2) neighbouring vertices, we need
to consider two edges, making sure at least one of them is not in the graph.
Since each potential edge contributes a factor of r or (s− r) depending on
whether it is in a specified graph, we have
D(r, s, n) := deg b = ((s− r)2 + 2r(s− r))n−2(s− r)(s(
n
2)−2(n−2)−1)
= (s2 − r2)n−2(s− r)s(
n
2)−2(n−2)−1.
It follows that
∑
b∈B
deg b =
s(
n
2)n(n− 1)(1− p(n)2)n−2(1− p(n))
2
.
By the simple sieve, we obtain
P (G(n), p(n)) ≥ 1−
n(n− 1)(1− p(n)2)n−2(1− p(n))
2
> 1−
n2(1− p(n)2)n−2(1− p(n))
2
.(2.1)
We now try to get an upper bound for P (G(n), p(n)), in which we need to
estimate
∑
b1,b2∈B
n(b1, b2). In the following, we calculate n(b1, b2), depend-
ing on how many vertices b1 and b2 have in common.
Case 1. Suppose that b1 and b2 are two pairs of vertices that have no
vertices in common, i.e., b1 and b2 consist of 4 distinct vertices. For each
of b1 and b2, the probability that the pair of vertices in question are not
connected by an edge nor have any common neighbouring vertices is
D(r, s, n)
s(
n
2)
.
As is the case for calculating deg b, for each of the pair of vertices b1 and b2,
we need to consider pairs of edges for each potential neighbouring vertex. If
the potential neighbouring vertex is among the remaining n−4 vertices, then
the pair of edges to consider with respect to b1 will be disjoint from the pair
of edges to consider with respect to b2. The only real problem to consider
is when the potential neighbouring vertex is among the pair of vertices b1
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and b2 where we have four possible edges to consider. These observations
give rise to
n(b1, b2) =
D(r, s, n)2
s(
n
2)
·
s4((s− r)4 + 4r(s− r)3 + 2r2(s− r)2)
(s2 − r2)4
,
and thus ∑
b1,b2∈B, 4 vertices
n(b1, b2)
<
(
n
2
)2
D(r, s, n)2
s(
n
2)
·
p(n)−4((p(n)−1 − 1)4 + 4(p(n)−1 − 1)3 + 2(p(n)−1 − 1)2)
(p(n)−2 − 1)4
<
(
n
2
)2
D(r, s, n)2
s(
n
2)
·
(
1 +
4p(n)3
(1− p(n))2
)
.
Case 2. Take two pairs of vertices b1 and b2 that have exactly one vertex
in common, i.e., b1 and b2 consist of 3 distinct vertices. We can do a similar
kind of analysis of edge selection as in Case 1 to calculate∑
b1,b2∈B, 3 vertices
n(b1, b2)
=
D(r, s, n)2n(n− 1)(n− 2)
s(
n
2)
(
1 +
1
p(n)−3 + p(n)−2 − p(n)−1 − 1
)n−3
≤
D(r, s, n)2n(n− 1)(n− 2)
s(
n
2)
(
1 +
p(n)3
(1− p(n))
)n−3
.
Case 3. Suppose b1 and b2 have two vertices in common. Then the two
pairs are identical, and we have
n(b1, b2) = deg b.
It follows that∑
b1,b2∈B, 2 vertices
n(b1, b2) =
∑
b∈B
deg b =
s(
n
2)n(n− 1)(1− p(n)2)n−2(1− p(n))
2
.
Combining Cases 1− 3, we get∑
b1,b2∈B
n(b1, b2) <
(
n
2
)2
D(r, s, n)2
s(
n
2)
·
(
1 +
4p(n)3
(1− p(n))2
)
+
D(r, s, n)2n(n− 1)(n− 2)
s(
n
2)
(
1 +
p(n)3
(1− p(n))
)n−3
+
sn1n2n(n− 1)(1− p(n)2)n−2(1− p(n))
2
.
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By the Tura´n sieve, we deduce
P (G(n), p(n))
≤
2
n(n− 1)(1− p(n)2)n−2(1− p(n))
+
4
n
(
1 +
p(n)3
(1− p(n))
)n−3
+
4p(n)3
(1− p(n))2
.
Notice that
p(n)3
(1− p(n))2
<
1
n
(
1 + n
p(n)3
(1− p(n))2
)
<
1
n
(
1 +
p(n)3
(1− p(n))2
)n
.
It follows that
P (G(n), p(n)) ≤
2
(n− 1)2(1− p(n)2)n(1− p(n))
+
8
n
(
1 +
p(n)3
(1− p(n))2
)n
.
(2.2)
By (2.1) and (2.2) Theorem 1.2 follows. 
We now prove Proposition 1.4.
Proof. By Theorem 1.2 we have
P (G(n), p(n)) > 1−
n2 (1− p(n)2)
p(n)−2·np(n)2
(1− p(n)2)
−2
(1− p(n))
2
.
Since p(n)−2 ≥ 1, we have
(2.3) e−np(n)
2 (
1− p(n)2
)np(n)2
<
(
1− p(n)2
)p(n)−2np(n)2
< e−np(n)
2
.
Since limn→∞ p(n) = 0, we have that
lim
n→∞
(
1− p(n)2
)−2
= 1 and lim
n→∞
(1− p(n)) = 1,
from which we get
(2.4) P (G(n), p(n)) ≥ 1−
n2
2
e−np(n)
2
(1 + o(1)).
For the upper bound, first note that
8
n
(
1 +
p(n)3
(1− p(n))2
)n
<
2enp(n)
2
n2
· 4ne
(
np(n)3
(1−p(n))2
−np(n)2
)
.
Combining this with Equations (2.2) and (2.3), we get
P (G(n), p(n)) <
2enp(n)
2
(n− 1)2 (1− p(n)2)np(n)
2
(1− p(n))
+
2enp(n)
2
n2
· 4ne
(
np(n)3
(1−p(n))2
−np(n)2
)
.
Note that for n ∈ N with 2
n2
enp(n)
2
≥ 1, we have
(2.5)
(
2
n2
enp(n)
2
)(
1 + 4nenp(n)
2(p(n)−1)
)
> 1.
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In particular for those n, the bound in Theorem 1.2 is trivial. Thus, it
suffices to consider n ∈ N such that
2
n2
enp(n)
2
< 1.
Label all such n ∈ N as n1, n2, . . . , nj, . . . such that n1 < n2 < · · · If there
are only finitely many, then for sufficiently large n, we will have Equation
(2.5) and so the bound in Theorem 1.2 is trivial. Thus, we may assume that
n1, n2, ..., nj, ... is an infinite list. Then for all j ∈ N, we have
njp(nj)
2 < 2 lognj − log 2,
and so
lim
j→∞
njp(nj)
3 = lim
j→∞
(njp(nj)
2)3/2n
−1/2
j = 0.
We also have
(2.6) lim
j→∞
njp(nj)
4 = 0 and lim
j→∞
p(nj)
2 = 0.
Note that if 0 ≤ x ≤ 1 and y ≥ 1, then (1 − x)y ≥ 1 − xy. Thus, if
njp(nj)
2 ≥ 1, then (
1− p(nj)
2
)njp(nj)2 ≥ 1− njp(nj)4.
Suppose that njp(nj)
2 < 1. Then we have(
1− p(nj)
2
)njp(nj)2 ≥ 1− p(nj)2.
Thus, by Equation (2.6), we have
lim
j→∞
(
1− p(nj)
2
)njp(nj)2 = 1
and
lim
j→∞
njp(nj)
3
(
1−
1
(1− p(nj))
2
)
= 0.
Also, notice that
njp(nj)
3
(
1−
1
(1− p(nj))
2
)
= njp(nj)
2 (p(nj)− 1)−
(
njp(nj)
3
(1− p(nj))2
− njp(nj)
2
)
.
We thus obtain
(2.7) P (G(n), p(n)) ≤ (1 + o(1))
(
2
n2
enp(n)
2
)(
1 + 4nenp(n)
2(p(n)−1)
)
.
Now we suppose further that
(2.8) lim
n→∞
(2 logn− np(n)2 − log 2) = c
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for some c ∈ R\{0}. Then we have
lim
n→∞
(
log n−
np(n)2
2
)
= c˜
for some c˜ ∈ R. Since limn→∞ p(n) = 0, it follows that
lim
n→∞
(
logn + np(n)3 − np(n)2
)
= lim
n→∞
((
logn−
np(n)2
2
)
+
(
np(n)2 −
np(n)2
2
))
= −∞.
Thus, we have
(2.9) nenp(n)
2(p(n)2−1) = o(1).
Also, by Equation (2.8), we have
(2.10)
2
n2
enp(n)
2
= e−c(1 + o(1))
and
(2.11)
n2
2
e−np(n)
2
= ec(1 + o(1)).
By Equations (2.4) and (2.11), we obtain
P (G(n), p(n)) ≥ 1− (1 + o(1))ec.
Also, by Equations (2.7), (2.9), and (2.10), we obtain
P (G(n), p(n)) ≤ (1 + o(1))e−c.
This finishes the proof of Proposition 1.4. 
Remark 2.1. Assume that n ≥ 200 and p(n) ≤ 1/2. The o(1) in (1.1) can
be made explicit as 4p(n)2 and the o(1) in (1.2) can be made explicit as
4(logn)2+2
n
+ p(n) + 3e
8(2 logn)3/2
n1/2
.
Remark 2.2. Using the above methods, we can obtain similar results about
the probability of a random directed graph on n vertices having diameter
2 where each directed edge is chosen independently with probability p(n).
Furthermore, for any two vertices, say v1 and v2, the existence of the edge
from v1 to v2 has probability p(n), while the existence of the edge from v2
to v1 also occurs with probability p(n), and these two edges occur inde-
pendently. More precisely, in Theorem 1.2, Corollary 1.3, and Proposition
1.4, we multiply the second term of the lowerbound by 2, divide the upper-
bound by 2, and we add log 2 to our expressions for c. Everything else is
left unchanged.
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3. Analysis of k-partite graphs
Here we apply our analysis to k-partite graph sets for k ≥ 3. First, we
present a definition.
Definition 3.1. Let k ≥ 2. A simple k-partite graph is an undirected
graph whose vertices can be divided into k sets, such that there are no
edges between two vertices in the same set.
We exclude the bipartite case (k = 2) because the only bipartite graph
that has diameter 2 is the complete bipartite graph; we analyze that case
by itself in the next section.
Convention 3.2. For each k-partite graph, we label the k partite sets of
the graph in a non-decreasing order in terms of the number of vertices each
set contains. Thus, the ith set is a set containing ni vertices.
Theorem 3.3. Fix k ≥ 3 and for each n ∈ N, n ≥ k+2, pick n1, n2, ..., nk ∈
N such that n1 ≤ n2 ≤ . . . ≤ nk, nk−1 ≥ 2, and n1 + n2 + · · ·+ nk = n. Let
k = (n1, n2, . . . , nk) and let G
(n),k denote the set of all k-partite graphs with
the partite sets having n1, n2, . . . , nk vertices respectively where each edge is
chosen independently with probability p(n). Also, let P (G(n),k, p(n)) be the
probability of a graph from G(n),k having diameter 2. Then
P (G(n),k, p(n))
≥ 1−
n2k(1− p(n)
2)n−nk
2
·
(
1 +
2nk−1(1− p(n)
2)−nk−1
nk
+
7k2n2k−1(1− p(n)
2)nk−nk−1−nk−2
3n2k
)
and
P (G(n),k, p(n))
≤
2
nk(nk − 1)(1− p(n)2)n−nk
(
1 +
2nk−1(1− p(n)
2)−nk−1(1− p(n))
(nk − 1)
)−1
+
3k3
(
1 + p(n)
3
(1−p(n))
)n−nk
(1− p(n)2)−2
(nk−1 − 1)
.
Proof. As in the proof of Theorem 1.2, we may assume that p(n) ∈ Q∩(0, 1)
for all n ∈ N.
Let p(n) = r
s
where r, s ∈ N. As in the proof of Theorem 1.2, we let
A be the set of all graphs in G(n),k, allowing for a number of duplicates of
each possible graph to accommodate the edge probability p(n). Since the
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complete k-partite graph has t :=
∑
1≤i<j≤k ninj edges, we have r
t copies of
the complete bipartite graph and |A| = st.
We let B be all pairs of vertices. Thus, |B| = n(n−1)
2
. For a graph a ∈ A
and a pair of vertices b ∈ B, we say a ∼ b if the pair of vertices b in a do
not share a common neighbouring vertex and are not connected by a single
edge. Thus, we will have ω(a) = 0 if and only if a is connected with diameter
at most 2. For each pair of vertices b ∈ B that are in the ith partite set for
some 1 ≤ i ≤ k, we will have
D(r, s, n, ni) := deg b
= ((s− r)2 + 2r(s− r))n−ni((s− r) + r)t−2n+2ni
= (1− p(n)2)n−nist.
For each pair of vertices b ∈ B with one vertex being in the ith partite set
and the other in the jth partite set where i < j, we have
D(r, s, n, ni, nj)
:= deg b
= ((s− r)2 + 2r(s− r))n−ni−nj((s− r) + r)t−2n+2ni+2nj (1− p(n))
= (1− p(n)2)n−ni−nj (1− p(n))st.
It follows that∑
b∈B
deg b
= st
k∑
i=1
(
ni
2
)
(1− p(n)2)n−ni + st
∑
1≤i<j≤k
ninj(1− p(n)
2)n−ni−nj(1− p(n)).
By the simple sieve, we obtain
P (G(n),k, p(n))
≥ 1−
n2k(1− p(n)
2)n−nk
2
·
(
1 +
2nk−1(1− p(n)
2)−nk−1
nk
+
7k2n2k−1(1− p(n)
2)nk−nk−1−nk−2
3n2k
)
.
To get an upper bound for P (G(n),k, p(n)), we need to estimate
∑
b1,b2∈B
n(b1, b2).
Similar to the proof of Theorem 1.2, by calculating n(b1, b2) based on the
number of vertices b1 and b2 have in common, we can get
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∑
b1,b2∈B
n(b1, b2)
≤
(∑
b∈B deg b
)2
sn1n2
(
1 +
4p(n)3
(1− p(n))2)2
)
+
n3D(r, s, n, nk, nk−1)D(r, s, n, nk, nk−2)
st(1− p(n)2)2
(
1 +
p(n)3
(1− p(n))
)n−nk−nk−1−nk−2
+
(
k
2
)
n2knk−1D(r, s, n, nk, nk−1)
2
st
(
1 +
p(n)3
(1− p(n))
)n−nk−nk−1
+
k2
(
nk
2
)
nk−1D(r, s, n, nk)D(r, s, n, nk, nk−1)
st(1− p(n)2)
(
1 +
p(n)3
(1− p(n))
)n−nk−nk−1
+
kn3kD(r, s, n, nk)
2
st
(
1 +
p(n)3
(1− p(n))
)n−nk
.
Then, by the Tura´n sieve, we get
P (G(n),k, p(n)) <
2
nk(nk − 1)(1− p(n)2)n−nk
·
(
1 +
2nk−1(1− p(n)
2)−nk−1(1− p(n))
(nk − 1)
)−1
+
3k3
(
1 + p(n)
3
(1−p(n))
)n−nk
(1− p(n)2)−2
(nk−1 − 1)
.
This completes the proof of Theorem 3.3. 
By substituting p(n) = 1
2
, we deduce from Theorem 3.3 the following.
Corollary 3.4. Let P (G(n),k, p(n)) be defined as in Theorem 3.3. If p(n) =
1
2
, then we have
P (G(n),k, 1/2)
≥ 1−
n2k(3/4)
n−nk
2
(
1 +
2nk−1(3/4)
−nk−1
nk
+
7k2n2k−1(3/4)
nk−nk−1−nk−2
3n2k
)
.
In the case when p(n)→ 0 as n →∞, we have the following.
Proposition 3.5. Let P (G(n),k, p(n)) be defined as in Theorem 3.3. Let
limn→∞ p(n)
4(n− nk) = 0. We have
P (G(n),k, p(n)) ≥ 1−
n2ke
−p(n)2(n−nk)
2
·
(
1 +
2nk−1
nk
ep(n)
2nk−1
(
1 +
7k2nk−1e
−p(n)2(nk−nk−2)
6nk
))
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and
P (G(n),k, p(n))
(3.1)
≤ (1 + o(1))
2ep(n)
2(n−nk)
n2k
(
1 +
2nk−1
nk
ep(n)
2nk−1
)−1
·
(
1 +
3k3n2ke
(p(n)3−p(n)2)(n−nk)
2(nk−1 − 1)
+
3k3nknk−1e
(p(n)3−p(n)2)(n−nk)+p(n)2nk−1
(nk−1 − 1)
)
.
Suppose further that
(3.2) lim
n→∞
(
log nk−1 − logn− p(n)
2nk−1
)
= −∞,
(3.3) lim
n→∞
(
2 logn+ (p(n)3 − p(n)2)(n− nk)− log nk−1
)
= −∞,
(3.4) lim
n→∞
((
p(n)3 − p(n)2
)
(n− nk) + p(n)
2nk−1 + logn
)
= −∞,
and that
lim
n→∞
(
2 lognk − p(n)
2(n− nk)− log 2 + log
(
1 +
2nk−1
nk
ep(n)
2nk−1
))
= c
for some c ∈ R.
1) If c < 0, we have
P (G(n),k, p(n)) ≥ 1− (1 + o(1))ec.
2) If c > 0, we have
P (G(n),k, p(n)) ≤ (1 + o(1))e−c.
Proof. Since limn→∞ p(n)
4(n − nk) = 0 and p(n)
−2 ≥ 1, for n → ∞, by
similar reasoning as in the proof of Theorem 1.2, we have
e−p(n)
2(n−nk) >
(
1− p(n)2
)p(n)−2·p(n)2(n−nk) > e−p(n)2(n−nk) (1− p(n)2)p(n)2(n−nk)
= e−p(n)
2(n−nk)(1 + o(1))
and
ep(n)
2nk−1 <
(
1− p(n)2
)−p(n)−2·p(n)2nk−1 < ep(n)2nk−1 (1− p(n)2)−p(n)2nk−1
= ep(n)
2nk−1(1 + o(1)).
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Thus the first term in the upper bound of P (G(n),k, p(n)) in Theorem 3.3
becomes
2
nk(nk − 1) (1− p(n)2)
p(n)−2·p(n)2(n−nk)
(3.5)
·
(
1 +
2nk−1 (1− p(n)
2)
−n
np(n)2
·p(n)2nk−1 (1− p(n))
(nk − 1)
)−1
= (1 + o(1))
2ep(n)
2(n−nk)
n2k
(
1 +
2nk−1
nk
ep(n)
2nk−1
)−1
.(3.6)
For the second term, first note that since limn→∞ p(n)
4(n−nk) = 0, we have
lim
n→∞
(n− nk)p(n)
2
(
p(n)
(1− p(n))
− 1
)
− (n− nk)p(n)
2 (p(n)− 1) = 0.
Thus the second term in the upper bound of P (G(n),k, p(n)) in Theorem 3.3
becomes
(3.7)
3k3e
p(n)3(n−nk)
1−p(n) (1− p(n)2)−2
nk−1 − 1
=
3k3ep(n)
3(n−nk)
nk−1 − 1
(1 + o(1)).
Combining Equations (3.6) and (3.7), the upper bound of Proposition 3.5
follows. Also, by Equations (3.2), (3.3), and (3.4), Statements (1) and (2)
follow as in the proof of Proposition 1.4. 
Remark 3.6. Similar to Remark 2.1, all o(1) terms in Proposition 3.5 can
be made explicit.
We consider one more application of the sieves to random k-partite
graphs.
Definition 3.7. The k-partite Tura´n graph (named after the same Pa´l
Tura´n) on n vertices is defined as the k-paritite graph on n vertices such
that the partitioned sets are as equal as possible. In other words, for each
1 ≤ i ≤ k, we have ni = ⌊
n
k
⌋ or ni = ⌈
n
k
⌉.
In the case of k-partite Tura´n graphs, we can calculate
∑
b∈B deg b a lot
more precisely, using the above methods. Then we can prove the following.
Theorem 3.8. Let G(n),k,t denote the set of all Tura´n k-partite graphs
where each edge is chosen independently with probability p(n). Also, let
P (G(n),k,t, p(n)) be the probability of a graph from G(n),k,t having diameter
2. For n > 2k, we have
P (G(n),k,t, p(n))
≥ 1−
n2(1− p(n)2)n(1−1/k)−1
2k
(1 + (k − 1)(1− p(n)2)−n/k−1)
(
1 +
k
n
)
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and
P (G(n),k,t, p(n))
≤
2k
n2(1− p(n)2)n(1−1/k)+1
(
1 + (k − 1)(1− p(n)2)1−n/k(1− p(n))
)−1(
1−
2k
n
)−1
+
4k3
(
1 + p(n)
3
(1−p(n))
)n(1−1/k)+1
(1− p(n)2)−2
n(k − 1)
(
1−
2k
n
)−4
.
Corollary 3.9. Let G(n),k,t be defined as in Theorem 3.8. If p(n) = 1
2
, we
have
P (G(n),k,t, 1/2) ≥ 1−
4n2(3/4)n(1−1/k)
6k
(
1 + (k − 1)(4/3)n/k+1
)(
1 +
k
n
)
.
In the case when p(n)→ 0 as n →∞, we can prove the following.
Proposition 3.10. Let G(n),k,t be as in Theorem 3.8. Let limn→∞ p(n)
4n =
0. As n→∞, we have
P (G(n),k,t, p(n)) ≥ 1− (1 + o(1))
n2e−np(n)
2(1− 1k)
2k
(
1 + (k − 1)e
np(n)2
k
)
and
P (G(n),k,t, p(n))
(3.8)
≤ (1 + o(1))
2kenp(n)
2(1− 1k)
n2
(
1 + (k − 1)e
np(n)2
k
)−1
·
(
1 +
2k2ne(np(n)
3−np(n)2)(1−1/k)
(k − 1)
+ 2k2ne(np(n)
3−np(n)2)(1−1/k)+np(n)
2
k
)
as n →∞. Suppose further that
lim
n→∞
(
2 logn− log k − np(n)2
(
1−
1
k
)
− log 2 + log
(
1 + (k − 1)e
np(n)2
k
))
= c
for some c ∈ R\{0}.
1) If c < 0, we have
P (G(n),k,t, p(n)) ≥ 1− (1 + o(1))ec.
2) If c > 0, we have
P (G(n),k,t, p(n)) ≤ (1 + o(1))e−c.
Remark 3.11. Similar to Remark 2.1, all o(1) terms in Proposition 3.10
can be made explicit.
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Remark 3.12. We can similarly derive all of the above results for directed
k-partite graphs on n vertices where each directed edge is chosen indepen-
dently with probability p(n). Furthermore, for any two vertices, say v1 and
v2, occuring in different partite sets, the existence of the edge from v1 to v2
has probability p(n), while the existence of the edge from v2 to v1 also oc-
curs with probability p(n), and these two edges occur independently. In the
appropriate theorems, corollaries, and propositions, we multiply the second
term of the lowerbound by 2, divide the upperbound by 2, and we add log 2
to our expressions for c.. Everything else is left unchanged.
4. Bipartite Graphs with Diameter 3
Here we analyze bipartite graphs in a similar way to k-partite graphs,
but instead of considering diameter 2, we consider diameter 3 since, except
for the complete bipartite graph, all bipartite graphs have diameter at least
3.
Theorem 4.1. For each n ∈ N, n ≥ 4, pick n1, n2 ∈ N such that 2 ≤
n1 ≤ n2 and n1 + n2 = n. Let b = (n1, n2) and let G
(n),b denote the
set of all bipartite graphs with the partite sets having n1 and n2 vertices
respectively where each edge is chosen independently with probability p(n).
Also, let P (G(n),b, p(n)) be the probability of a graph from G(n),b having
diameter 3. Then
P (G(n),b, p(n)) ≥ 1−
n22(1− p(n)
2)n1
2
(
1 +
n21(1− p(n)
2)n2−n1
n22
)
and
P (G(n),b, p(n))
≤

 2
n2(n2 − 1)(1− p(n)2)n1
+
(
1 + p(n)
3
(1−p(n))
)n1
n2
(
8 +
8
(1− p(n))
)
·
(
1 +
n1(n1 − 1)(1− p(n)
2)n2−n1
n2(n2 − 1)
)−1
.
Proof. As in the proof of Theorem 1.2, we may assume that p(n) ∈ Q∩(0, 1)
for all n ∈ N.
Let p(n) = r
s
where r, s ∈ N. As in the proof of Theorem 1.2, we let
A be the set of all graphs in G(n),b, allowing for a number of duplicates
of each possible graph to accommodate the edge probability p(n). Since
the complete bipartite graph has n1n2 edges, we have r
n1n2 copies of the
complete bipartite graph and |A| = sn1n2.
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We let B be the set of all pairs of vertices such that both vertices of a
pair occur in the same partite set. Thus, |B| =
(
n1
2
)(
n2
2
)
. For a ∈ A and
b ∈ B, we write a ∼ b if the pair of vertices b in the graph a do not share
a common neighbouring vertex. Thus, we will have ω(a) = 0 if and only if
a is connected with diameter at most 3. For each pair of vertices b ∈ B in
the set containing n1 vertices, we have
D(r, s, n, n1) := deg b = ((s− r)
2 + 2r(s− r))n2((s− r) + r)n1n2−2n2 .
For each pair of vertices b ∈ B in the set containing n2 vertices, the n1 and
n2 are switched in the above equality. It follows that
∑
b∈B
deg b =
sn1n2n1(n1 − 1)(1− p(n)
2)n2
2
+
sn1n2n2(n2 − 1)(1− p(n)
2)n1
2
.
By the simple sieve, we obtain
P (G(n),b, p(n)) > 1−
n21(1− p(n)
2)n2
2
−
n22(1− p(n)
2)n1
2
= 1−
n22(1− p(n)
2)n1
2
(
1 +
n21(1− p(n)
2)n2−n1
n22
)
To get an upper bound for P (G(n),b, p(n)), we need to estimate
∑
b1,b2∈B
n(b1, b2).
Using the same argument as in the proof of Theorem 1.2, we can get
∑
b1,b2∈B
n(b1, b2)
=
(
n1
2
)(
n1 − 2
2
)
D(r, s, n, n2)
2
sn1n2
+
(
n2
2
)(
n2 − 2
2
)
D(r, s, n, n1)
2
sn1n2
+ 2
(
n1
2
)(
n2
2
)
D(r, s, n, n1)D(r, s, n, n2)
sn1n2
·
(
1 +
4p(n)3
(1− p(n))2
)
+
D(r, s, n, n2)
2n2(n2 − 1)(n2 − 2)
sn1n2
(
1 +
p(n)3
(1− p(n))
)n1
+
sn1n2n2(n2 − 1)(1− p(n)
2)n1
2
(
1 +
n1(n1 − 1)(1− p(n)
2)n2−n1
n2(n2 − 1)
)
.
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Then, by the Tura´n sieve, we can get
P (G(n),b, p(n)) ·
(
1 +
n1(n1 − 1)(1− p(n)
2)n2−n1
n2(n2 − 1)
)2
.
<
2
n2(n2 − 1)(1− p(n)2)n1
(
1 +
n1(n1 − 1)(1− p(n)
2)n2−n1
n2(n2 − 1)
)
+
4n31
(
1 + p(n)
3
(1−p(n))
)n2
(1− p(n)2)2n2−2n1
n42
+
4
(
1 + p(n)
3
(1−p(n))
)n1
n2
+
8n21
(
p(n)3
(1−p(n))2
)
(1− p(n)2)n2−n1
n22
.
Notice that
p(n)3
(1− p(n))
<
1
n1
(
1 + n1
p(n)3
(1− p(n))
)
<
1
n1
(
1 +
p(n)3
(1− p(n))
)n1
and (
1 +
p(n)3
(1− p(n))
)
(1− p(n)2)2 < 1.
It follows that
P (G(n),b, p(n))
(
1 +
n1(n1 − 1)(1− p(n)
2)n2−n1
n2(n2 − 1)
)
<
2
n2(n2 − 1)(1− p(n)2)n1
+
4n31
(
1 + p(n)
3
(1−p(n))
)n2
(1− p(n)2)2n2−2n1
n42
+
(
1 + p(n)
3
(1−p(n))
)n1
n2
(
4 +
8n1(1− p(n)
2)n2−n1
n2(1− p(n))
)
≤
2
n2(n2 − 1)(1− p(n)2)n1
+
(
1 + p(n)
3
(1−p(n))
)n1
n2
(
8 +
8
(1− p(n))
)
from which we obtain our upper bound. This completes the proof of Theo-
rem 4.1. 
By substituting in p(n) = 1
2
, we deduce from Theorem 4.1 the following.
Corollary 4.2. Let P (G(n),b, p(n)) be defined as in Theorem 4.1. If p(n) =
1
2
, then we have
P (G(n),b, 1/2) ≥ 1−
n22(3/4)
n1
2
(
1 +
n21(3/4)
n2−n1
n22
)
and
P (G(n),b, 1/2) ≤
(
2(4/3)n1
n2(n2 − 1)
+
24(5/4)n1
n2
)(
1 +
n1(n1 − 1)(3/4)
n2−n1
n2(n2 − 1)
)−1
.
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Remark 4.3. The upper bound given for P (G(n),b, 1/2) in Corollary 4.2
will in general only be non-trivial when n2 much larger than n1. For instance,
if n1 < min{
2 logn2−log 8
log(4/3)
, logn2−log 48
log(5/4)
}, then the upper bound will be less than
1.
In the situation where the edge probability p(n)→ 0 as n →∞, we will
show the following.
Proposition 4.4. Let P (G(n),b, p(n)) be as in Theorem 4.1. Let limn→∞ np(n)
4 =
0. We have
P (G(n), p(n)) ≥ 1−
n22e
−n1p(n)2
2
(
1 + e2 logn1−2 logn2−(n2−n1)p(n)
2
)
and
P (G(n), p(n)) ≤ (1 + o(1))
(
2
n22
en1p(n)
2
)(
1 + e2 logn1−2 logn2−(n2−n1)p(n)
2
)−1(4.1)
·
(
1 + 8n2e
n1p(n)2(p(n)−1)
)
.
Suppose further that
lim
n→∞
(
2 logn1 − 2 logn2 − (n2 − n1)p(n)
2
)
= −∞,
and
lim
n→∞
(
2 logn2 − n1p(n)
2 − log 2
)
= c
for some c ∈ R.
1) If c < 0, we have
P (G(n), p(n)) ≥ 1− (1 + o(1))ec.
2) If c > 0, we have
P (G(n), p(n)) ≤ (1 + o(1))e−c.
Proof. By the upper bound of P (G(n),b, p(n)) in Theorem 4.1, we can get
P (G(n),b, p(n))
(
1 +
n1(n1 − 1) (1− p(n)
2)
n2−n1
n2(n2 − 1)
)
<
2
n2(n2 − 1) (1− p(n)2)
n1 +
(
8 +
8
1− p(n)
) (1 + p(n)3
1−p(n)
)n1
n2
.
Since limn→∞ np(n)
4 = 0, we have limn→∞ n1p(n)
4 = 0 and so
lim
n→∞
n1p(n)
2
(
p(n)
1− p(n)
− 1
)
− n1p(n)
2 (p(n)− 1) = 0.
Also, since p(n)−2 ≥ 1, we have(
1− p(n)2
)n1 > e−n1p(n)2 (1− p(n)2)n1p(n)2 = e−n1p(n)2(1− o(1))
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and (
1 + p(n)
3
1−p(n)
)n1
n2
<
e
n1p(n)
3
1−p(n)
n2
=
en1p(n)
2
n22
· n2e
n1p(n)2( p(n)1−p(n)−1).
Also,
n21 (1− p(n)
2)
n2−n1
n22 (1− p(n)
2)
= e2 logn1−2 logn2
(
1− p(n)2
)p(n)−2·(n2−n1)p(n)2 (1− p(n)2)−1
> e2 logn1−2 logn2−(n2−n1)p(n)
2 (
1− p(n)2
)(n2−n1)p(n)2 (1− p(n)2)−1 .
Since limn→∞ np(n)
4 = 0, we have
lim
n→∞
(
1− p(n)2
)(n2−n1)p(n)2
= 1.
We thus obtain our bounds. Statements (1) and (2) follow as in the proof
of Proposition 1.4. 
Remark 4.5. Similar to Remark 2.1, all o(1) terms in Proposition 4.4 can
be made explicit.
Substituting in n1 = n2 =
n
2
or n1 =
n−1
2
and n2 =
n+1
2
can lead to
similar asymptotics for Tura´n bipartite graphs.
Theorem 4.6. Let G(n),b,t denote the set of all Tura´n bipartite graphs
where each edge is chosen independently with probability p(n). Also, let
P (G(n),b,t, p(n)) be the probability of a graph from G(n),b,t having diameter
3. For n ≥ 4, we have
P (G(n),b,t, p(n)) ≥ 1−
(n+ 1)2(1− p(n)2)(n−1)/2
8
and
P (G(n),b,t, p(n))
≤

 8
n(n− 2)(1− p(n)2)n/2
+
2
(
1 + p(n)
3
(1−p(n))
)n/2
n
(
8 +
8
(1− p(n))
)
·
(
1 +
(n− 3)(1− p(n)2)
(n + 1)
)−1
.
Substituting p(n) = 1
2
gives the following.
Corollary 4.7. Let G(n),b,t be defined as in Corollary 4.6. If p(n) = 1
2
, then
we have
P (G(n),b, 1/2) ≥ 1−
(n+ 1)2(3/4)(n−1)/2
4
.
20 Y. R. LIU AND J. C. SAUNDERS
In the situation where the edge probability p(n)→ 0 as n →∞, we have
the following.
Proposition 4.8. Let G(n),b,t be defined as in Corollary 4.6. Let limn→∞ np(n)
4 =
0. We have
P (G(n),b,t, p(n)) ≥ 1− (1 + o(1))
n2e−
np(n)2
2
4
and
P (G(n),b,t, p(n)) ≤ (1 + o(1))
(
4
n2
e
np(n)2
2
)(
1 + 8ne
np(n)2
2 (p(n)
2−1)
)
.
Suppose further that
lim
n→∞
(
2 logn− log 4−
np(n)2
2
)
= c
for some c ∈ R.
1) If c < 0, we have
P (G(n), p(n)) ≥ 1− (1 + o(1))ec.
2) If c > 0, we have
P (G(n), p(n)) ≤ (1 + o(1))e−c.
Remark 4.9. Similar to Remark 2.1, all o(1) terms in Proposition 4.8 can
be made explicit.
Remark 4.10. Again, we can give analogous results for directed bipartite
graphs on n vertices where each directed edge is chosen independently with
probability p(n). Furthermore, for any two vertices, say v1 and v2, occuring
in different partite sets, the existence of the edge from v1 to v2 has proba-
bility p(n), while the existence of the edge from v2 to v1 also occurs with
probability p(n), and these two edges occur independently. In the appropri-
ate theorems, corollaries, and propositions, we multiply the second term of
the lowerbound by 2, divide the upperbound by 2, and we add log 2 to our
expressions for c. Everything else is left unchanged.
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