a b s t r a c t SuperParent-One-Dependence Estimators (SPODEs) represent a family of semi-naive Bayesian classifiers which relax the attribute independence assumption of Naive Bayes (NB) to allow each attribute to depend on a common single attribute (superparent). SPODEs can effectively handle data with attribute dependency but still inherent NB's key advantages such as computational efficiency and robustness for high dimensional data. In reality, determining an optimal superparent for SPODEs is difficult. One common approach is to use weighted combinations of multiple SPODEs, each having a different superparent with a properly assigned weight value (i.e., a weight value is assigned to each attribute). In this paper, we propose a self-adaptive SPODEs, namely SODE, which uses immunity theory in artificial immune systems to automatically and self-adaptively select the weight for each single SPODE. SODE does not need to know the importance of individual SPODE nor the relevance among SPODEs, and can flexibly and efficiently search optimal weight values for each SPODE during the learning process. Extensive experiments and comparisons on 56 benchmark data sets, and validations on image and text classification, demonstrate that SODE outperforms state-of-the-art weighted SPODE algorithms and is suitable for a wide range of learning tasks. Results also confirm that SODE provides an appropriate balance between runtime efficiency and accuracy.
Introduction
Naive Bayes (NB) [13] is a simple, efficient, and effective learning algorithm which uses a simplified Bayesian network, as shown in Fig. 1(a) , with conditional attribute independence assumption for classification [18] . Despite of the strong independence assumption, NB has demonstrated very good classification accuracy, compared to many sophisticated learning methods [51] . Meanwhile, some efforts also exist to improve NB by relaxing its attribute interdependence but also retaining its simplicity and efficiency [26, 47, 48, 53, 54] . In this paper, we refer to this type of approaches as semi-naive Bayesian methods.
In order to relax the conditional independence assumption in naive Bayes and allow interdependency between attributes, seminaive Bayesian techniques commonly employ simple wrapper heuristics to minimize learning errors on training data [54] . For example, One-Dependence Estimator (ODE), as an alternative to NB, allows each attribute to depend on at most one other attribute in addition to the class label, as shown in Fig. 1(b) . Existing analysis and empirical studies [47] have shown that ODE can indeed outperform simple NB when the attribute independence assumption is violated.
SuperParent-One-Dependence Estimator (SPODE), as shown in Fig. 1(c) , is a subcategory of ODE which allows all attributes to depend on one superparent (i.e., one attribute) in addition to the class label [49] . The employment of a superparent allows SPODE to retain same training efficiency as NB but with a higher classification accuracy. Due to the fact that superparent plays a major role in SPODE but finding a global optimal superparent is a challenging task, many existing SPODE methods employ an ensemble based approach by using each single attribute as a superparent to build an SPODE and combining multiple SPODEs for prediction. For example, Averaged One-Dependence Estimators (AODE) [40] combines all SPODEs that satisfy a minimum support constraint and estimate class conditional probabilities using averaging strategy (i.e., each attribute is treated equally). This approach has demonstrated good classification accuracy with very little extra computational cost. In reality, attributes play different roles in learning tasks. A natural way to extend AODE is to assign attributes different weight values, which is referred to as weighted SPODEs (WSPODE/WAODE) [22] .
In order to discover proper weight values for weighted SPODEs, many useful methods have been proposed to evaluate the importance of attributes. Examples include gain ratio [52] , correlation-based algorithm [16] , mutual information [24] , and ReliefF attribute ranking algorithm [34] . Although existing attribute weighting SPODEs methods have achieved good performance to solve domain specific problems, all these methods rely on external criteria, such as gain ratio, to determine weight values of the attributes. In this case, attribute weighting and SPODE learning objective are separated without being considered simultaneously for maximum accuracy gain. To this end, we propose in this paper a new approach to automatically calculate optimal attribute weight values for SPODEs, by directly targeting SPODEs's objective function. To achieve the goal, we propose to assign proper weight values for weighted SPODEs classification based on immunity theory in artificial immune systems (AIS) [55] . Immune theory has been successfully used to self-adaptively calculate the weight for weighted naive Bayes in previous work [44] . In [45] , an immune theory based self-adaptive probability estimation method has also been proposed to select terms and parameters for probability estimation. Therefore, it is appealing to the pattern recognition community to study an optimization framework with selfadaptively determined weight values for different learning tasks.
In this paper, we propose to use immune principle to design an automated searching strategy to find optimal attribute weight for each SPODE. The unique immune evolutionary computation processes, including initialization, clone, mutation, and selection, ensure that our method can adapt to the unique distributions of the underlying data. In contrast to conventional statistical probabilistic evaluation in SPODEs, the proposed immune based SPODEs (SODE) is a self-learning algorithm with immunological properties, such as memory property and clonal selection. To the best of our knowledge, this is the first work to introduce immune principle to SPODE based classification. The niche of SODE stem from the following three aspects:
(1) SODE is a data-driven self-adaptive method. It does not require explicit specification of functional or distributional form for the underlying learning models or tasks. (2) SODE is a nonlinear model capable of modeling complex realworld relationships. (3) SODE inherits the memory property of human immune systems and can recognize the same or similar antigen quickly at different times.
Our experiments and comparisons on 56 UCI benchmark data sets and validations on image and text classification demonstrate that SODE consistently outperforms other state-of-the-art weighted SPODEs algorithms in terms of classification accuracy and variance (i.e., the standard deviation). The runtime comparisons further confirm that SODE provides an appropriate trades-off between learning efficiency and accuracy effectiveness.
The remainder of the paper is structured as follows. Preliminary concepts are addressed in Section 2. Section 3 presents an overview of attribute weighting approaches for SPODE classifiers, followed by a brief review of immune principle in artificial immune systems. Section 4 introduces the proposed algorithm, followed by experiments in Section 5. We conclude the paper in Section 6.
Preliminaries
In this section, we introduce important notations and definitions used in the paper.
A training set D ¼ fðx 1 ; y 1 Þ⋯; ðx N ; y N Þg has N instances, each of which contains n attribute values and a class label y i . We use x i ¼ fx i;1 ; ⋯x i; j ; ⋯x i;n g to denote the ith instance in the data set D, with x i; j denoting the jth attribute value and each instance is paired with a class label y i . The class space Y ¼ fc 1 ; …; c k ; …; c L g denotes the set of labels each instance belonging to (i.e. y i A Y ¼ fc 1 ; …; c k ; …; c L g) and c k is the kth label of the class space. The attribute space of the data is denoted by A ¼ fA 1 ; …; A j ; …; A n g, where A j denotes the jth attribute. Each attribute can be a discrete random variable (with a number of discrete values) or a continuous random variable. In this paper, we only focus on categorical (or nominal) attributes, and for any attribute A j , we use a τ j ; τ ¼ 1; …; j A j j to denote the τth attribute value of A j , and j A j j denotes the total number of distinct values of A j . For each instance x i , its value satisfies x i; j A A j .
SPODE-based classifiers: For an instance ðx i ; y i Þ in the training set D, its class label satisfies y i A Y, whereas a test instance x t only contains attribute values and its class label y t needs to be predicted by the classification model.
A Maxim A Posteriori (MAP) classifier aims to determine the class label of a test instance x t by maximizing the posteriori probability as follows:
Because P ðc k j x t Þ ¼ P ðc k ; x t Þ=P ðx t Þ and P ðx t Þ is invariant across different class labels, one only needs to calculate P ðc k ; x t Þ to determine the final class label. In reality, when the number of training samples is limited, the estimation of joint distribution P ðc k ; x t Þ is usually unreliable. Therefore, approximating P ðc k ; x t Þ becomes the key challenge of deriving Bayesian learning models [23] .
Naive Bayes
In reality, because joint probability P ðc k ; x t Þ ¼ P ðx t j c k Þ Â P ðc k Þ, a straightforward approach to simplify the joint probability estimation is to simply ignore dependency relationships between attributes and assume all attributes are conditionally independent, given the class label c k . By doing so, the probability of observing the conjunction of all attributes is simplified as the product of the conditional probabilities of each individual attributes, which Fig. 1 . A conceptual view of (a) Naive Bayes (NB), (b) One-Dependence Estimator (ODE), and (c) SuperParent-One-Dependence Estimator (SPODE). Each circle represents an attribute (e.g., class label Y or attribute A i : 1 r ir 4). An arrow points from a parent to a child, who only depends on its parents. NB assumes that attributes (A i ) are independent of each other given the class label Y. ODE allows each attribute to depend on at most one other attribute (i.e., parent) in addition to the class. By contrast, SPODE assumes that each attribute depends on a common attribute (e.g., the superparent A 2 ).
results in the core concept of naive Bayes (NB) as follows:
In naive Bayes, each attribute node only has a class node as its parent, making the learning highly efficient. However, such settings may also reduce the classification accuracy due to the ignorance of attribute interdependency.
SuperParent-one-dependance estimators
To improve NB classification, semi-naive Bayesian approaches are proposed to exploit attribute dependencies at a moderate degree. For example, k-dependence estimator (k-DE) [37] allows each attribute to have the class Y and a maximum of k other attributes as its parents (i.e. a naive Bayes (NB) classier is a 0-dependence estimator). Among all existing semi-naive Bayesian approaches, One-Dependence Estimator (ODE, e.g., Tree Augmented Naive Bayes (TAN) [15] ) based methods have achieved good trade-off between classification efficiency and effectiveness [47] . For ODEs, each attribute is allowed to depend on at most one other attribute in addition to the class label.
SuperParent-One-Dependence Estimators (SPODEs) are a special type of ODEs which require all attributes to depend on the same attribute, i.e., the superparent [49] , as shown in Fig. 1(c) . Indeed, SPODEs offer a good combination of training efficiency, classification efficiency, and accuracy [40, 22, 48, 49] . A SPODE with superparent A q will estimate the probability of each class label c k given an instance x t as follows (where x t; q denotes the value of attribute A q in instance x t ):
Averaged one-dependence estimators
The first approach to use SPODEs for learning is Averaged OneDependence Estimators (AODE) [40] , which uses an average ensemble of all SPODEs. In [40] , this simple selection criterion has shown good performance in prediction accuracy and runtime efficiency, compared to TAN [15] , as
On the other hand, there are also some subsequent SPODE ensemble strategies, such as MAPLMG [8] scheme (maximum a posteriori linear mixture of generative distributions) and BMA (Bayesian model averaging) [19] . Moreover, Yang et al. [47] proposed a forward sequential addition strategy to iteratively add the SPODEs based on hill-climbing search method.
Attribute weighted SPODE
In AODE, each single SPODE is treated equally, implying attributes are equally important. In real-world applications, attributes play different roles in classification. A natural way to extend AODE is to assign different weight values to attributes, which is the design of the WSPODE [22] 
where w q is the weight of the SPODE for attribute A q . By proposing to use immune principle to search optimal weight values for attribute weighted SPODE, our method is related to attribute weighting in machine learning and immune evolutionary computation.
Related work

Attribute weighted methods
In real-world applications, attributes often play different roles. Assigning different weight values to attributes is potentially helpful in improving the classification accuracy. In this subsection, we review existing work on attribute weighting by separating them into two main categories: methods considering each single attribute's correlation to the class, and methods considering multiple attributes' joint correlations to the class.
Single attribute correlation weighting
Mutual Information (MI) provides a quantitative measure to evaluate the mutual dependence of two variables. A high MI value indicates a large reduction of uncertainty of one random variable, conditioned by observing another random variable, and therefore suggests a strong correlations between two random variables. A zero MI value between two random variables means the variables are independent. Mutual information has a long history of being used for measuring correlations between attributes and the class variable in classification. For instance, Jiang et al. [24] applied this method to improve the accuracy for AODE.
Gain Ratio (GR) is used to solve the drawback by dividing each attribute's IG (Information Gain) score by the information encoded in each single attribute. It has been commonly used to evaluate the correlation of attributes to the class for decision tree learning. A notable drawback of IG is that the resulting score is biased to attributes with a large number of distinct values, and common solutions are to divide IG scores by the entropy of each attribute, resulting in Information Gain Ratio measure. In [52] , Zhang and Sheng proposed to assign a higher weigh value to attributes with a larger gain ratio value in weighted naive Bayes (WNB).
Multiple attribute correlation weighting
Correlation-based Feature Selection (CFS) for attribute weighing uses a correlation-based heuristic evaluation function as an attribute quality measure to calculate the weight value of each attribute. It uses best-first search to traverse the feature space. CFS starts from an empty set and generates all possible single feature expansions. The subset with the highest evaluation is selected and expanded in the same manner by adding new features. If expanding a subset results in no improvement, the search drops back to the next best unexpanded subset and continues from there. The best subset found is returned after the search terminates. The core of CFS is the heuristic process that evaluates the worth or "merit" of a feature subset. Hall [16] employed this method to evaluate the importance of attributes according to the heuristic "merit" value.
Relief-F is a feature selection method based on attribute estimation [34] . Relief-F assigns a grade of relevance to each feature by examining the change of the feature values with respect to instances within the same class (i.e., the nearest hit) and instances between classes (i.e., the nearest miss). If a feature's values remain relatively stable for instances within the same class, the feature will receive a higher weight value. Wu et al. [44] applied Relief-F attribute weighted approach to calculate the attribute for WNB.
Attribute Correlation-based Weighting explicitly considers the correlation of each attribute to all other attributes to calculate attributes' weight values [16] . A large weight value will be assigned to the attributes with strong dependencies on other attributes. In order to estimate each attribute's dependence, an unpruned decision tree is constructed from the training instances with a minimum depth, which restricts the depth for testing the tree. The weight assigned to each attribute is inversely proportional to the minimum depth at which they were first tested in an unpruned decision tree. Attributes not appearing in the tree receive a zero weight value. In [43] , this type of approach has been proposed as a state-of-art weighting to enhance the performance of AODE.
Maximum a Posteriori Linear Mixture of Discriminative Distributions (MAPLMD) is proposed to improve the performance of the Bayesian Model Averaging (BMA) [19, 12, 30] , a well used coherent framework for the purpose of integrating learning models to solve the uncertainty problem when using a single model. BMA has been successfully applied to weighted SPODEs in [8] , but was proved inferior to AODE most of the times for probability distribution estimation [48, 49] . In order to carry out the exact BMA prediction, a straightforward solution is to use MarKov Chain Monte Carlo (MCMC) for the approximation. However, such designs are subject to expensive computational costs. Accordingly, MAPLMD first constructs a linear mixture of discriminative distribution model, and then determines the weight by using Expectation-Maximization (EM) method for Maximum A Posteriori (MAP) estimation.
Maximum a Posteriori Linear Mixture of Generative Distributions (MAPLMG) finds the best weight for an ensemble of generative distribution model by maximizing the supervised posterior probability. The maximization problem in a linear mixture of generative distribution model is a constrained nonlinear optimization issue, which can be solved by adopting the augmented (or penalized) Lagrangian approach [1] . By adjusting the penalization provided by not fulfilling the constraints, the constrained nonlinear optimization issue can be transformed into a sequence of unconstrained optimization problems (i.e., a sequence of unconstrained maximizations) [8] , each of which is solvable by the well known Newton-like procedure, Broyden-Fletcher-GoldfarbShanno (BFGS) [29] .
Immune principle
The immune principle in Artificial Immune Systems (AIS) consists of three major components, including representation, recognition, and clone selection, as shown in Fig. 2 . The representation, known as shape-shape problem, focuses on the modeling of antibodies and antigens. When an immune system is attacked by antigens (i.e. foreign substances), antibodies try to neutralize the infection by binding to the antigen through a recognition process. Binding strength, also regarded as affinity, is used as a threshold for the immune system to respond to the antigen. The clone selection is corresponding to an affinity maturation process, which means that immune individuals with low affinity will gradually increase during clone and mutation process. Meanwhile, some immune individuals will polarize into memory individuals, which are propagated to future iterations.
Similar to the AIS, evolutionary algorithms (EAs) [31] , such as Genetic Algorithms (GA) [36] , Evolution Strategies (ES) [3] and Differential evolution (DE) [38] are all designed based on biological evolution to control and optimize artificial systems. An immune system has a mechanism of memorizing past events to continually improve the learning for any new encounters. AIS is highly distributed, highly adaptive, and self-organizing. In addition, AIS is also a general framework for distributed systems, which can be easily applied to many domains. Because of its selforganizing nature, AIS typically requires very few learning parameters.
Evolutionary computation and AIS share striking similarities in many key concepts, such as populations and proliferation of individuals mostly fit to the environment. Some previous works have pointed out the similarities and the differences between immune principle in AIS and other heuristics [55, 32, 7] . From the intuition perspective, EAs are inspired by natural evolution, whereas AIS is inspired by the natural immune system, with the clonal principle as a basic and important mechanism. The mutation in evolution is random, whereas the hypermutation process of clonal selection in AIS is controlled and directly proportional to the receptors affinity with the triggering antigen. In [7] , the authors suggested that works on EAs can be leveraged by AIS, which indicates that research on selection operations (e.g., tournament, roulette, and wheel) may be exploited. AIS can reach a diverse set of local optima solutions, while EAs tend to bias the whole population of individuals toward the best candidate solution. Essentially, their encoding schemes and evaluation functions are similar, but their evolutionary search processes differ from many key aspects, such as inspiration, vocabulary, and sequence of steps. Fig. 2 . A conceptual view of immune principle: A B-cell contains the antibody (the middle rings on the left) that allows it to recognize the antigen (triangle), which denotes pathogenic materials invading to the system. The binding between B-cell and antigen can be evaluated by using certain affinity (i.e., degree of binding). In a learning system, this resembles to the assessment of how good a solution (i.e., antibody) recognize/resolve the training data (i.e., antigen). After recognition, the system will respond and result in proliferation, differentiation and maturation process of the B-cell as secondary antibodies. The secondary antibodies with high affinity becomes a memory cell, and others become plasma cells. The memory cells are retrained in the system to allow faster response to the same (or similar) attacks in the future (if the body is re-infected by the same pathogenic materials).
In summary, evolutionary algorithms utilize a vocabulary borrowed from natural genetics and are inspired by the Darwinian evolution. In comparison, AIS algorithms adopt the shape-space formalism, along with immunological terminology to describe antibody and antigen interactions and cellular evolution [6] .
Immune mechanism has been used in many applications [50, 28, 42, 56, 35, 33] , including pattern recognition, clustering, and optimization. Furthermore, the immune theory has been successfully employed to calculate weight for weighted NB [44] and self-adaptive probability estimation for Bayesian learning [45] . In this paper, we propose an immune strategy based adaptive weighting method to improve weighted SPODEs. It is worth noting that some works exist to improve AIS to solve domain specific problems, such as an improved artificial immune system for seeking the Pareto front of land-use allocation problem in large areas [21] . However, in this paper the improved AIS for weighted SPODEs is not included, mainly because we aim at proposing a general self-adaptive weighting framework for weighted SPODEs which can be generalized to different AIS algorithms.
SODE: self-adaptive SPODE
Problem definition
In this paper, we aim to search optimal attribute weight values for each SPODE, with all SPODEs being combined to form an accurate classifier. Notice that although many approaches exist to determine attribute weight values for classification, our problem differs from them by using a combined objective function which unifies the search of the optimal weight values and the SPODE learning into a single learning process. Assume that each SPODE has an optimal w q value, and n SPODEs are combined to form a combined classifiers, there are n weight values w q needed to be found during the classification process. Therefore, the weighted SPODE classification can be expressed as an optimization problem as follows:
f ðx t ; wÞ s:t: 0 r w q r 1 ð6Þ
where w ¼ fw 1 ; …; w q ; …; w n g denotes the attribute weight vector for all SPODEs. f ðx t ; wÞ is calculated by (Eq. (5)).
Weight optimization for SODE
By proposing to use the immune theory in artificial immune systems to search optimal weight values for weighted SPODE classification, our method is related to attribute weighting in machine learning and immune evolutionary computation. In our solution, antigens in SODE are simulated as samples or training data which are presented to the system during the training and the testing process. The antibody as candidate, presented by attribute weight vector w which has good affinity, will experience a form of clonal expansion after being presented with input data sets (analogous to antigens). When antibodies are cloned they will undergo a mutation process, in which specific mutation function will be designed. The evolving optimization process of the immune system will help discover optimal w vector with the best classification accuracy. Before introducing algorithm details, we briefly define following key notations, which will help understand the learning of the weight values using immune principle. In Table 1 , we summarize the mapping of the symbols between immune system and SODE.
Antibodies: W represents the set of antibodies,
where L represents the size of antibodies. w i ¼ fw i;1 ; ⋯w i; j ; ⋯w i;n g represents a single antibody (i.e., attribute weight vector). So w i; j will represent the jth value of the ith antibody w i . Affinity: A measure of fitness/closeness between antibodies and
antigens. In the current implementation, this value is calculated as accuracy on given data set
Memory cell: w c represents the memory cell for the antibody which has the best affinity (i.e., best accuracy on D b Þ.
Clone rate: An integer value used to determine the number of mutated clones for a given antibody (i.e., attribute weight vector).
Mutation rate: A parameter between 0 and 1 indicating the probability that an antibody is mutated. For a given antibody, its mutation rate is calculated by using 1 minus its affinity. Therefore, an antibody with high affinity will receive low mutation probability.
The overall framework of the proposed SODE includes the following two major steps: (1) Using immune strategy to determine the optimal weight values for each single SPODE classifier (i.e., weight optimization as shown in Fig. 3 ); and (2) Classifying each test instance using SODE with the optimal weight. The detailed process is described as follows:
Initialization: For individuals in W ¼ fw 1 ; …; w L g whose population size is L, we ensure that every individual w i ¼ fw i;1 ; …w i; j ; …w i;n g in antibody population is generated through a random mechanism, by setting w i; j of w i a uniformly distributed random number within range ½0; 1. In order to evaluate the fitness of a model, we use a set of training instances D as antigens D a , and the remaining instances in D are used as D b to assess the w c (i.e., memory antibody). In our experiments, we set D a as 80% of training data set D, so D b is 20% of the training set D. L is set to 50, which is the same used in [44] .
Weight evaluation:
Calculation of affinity function: The affinity of the ith individual of the tth generation w t i is the classification accuracy that is obtained by SODE trained from D a with w t i being used to carry out the probability estimation. Calculation of affinity function can be described as and zero otherwise.
Antibody clone: The individual w t c with the best affinity will be selected as the memory antibody to be further cloned. To ensure the population size of every generation is fixed, w t c will be cloned under the clone factor c to replace the individuals in W with low affinity under the same rate c. can be generated as follows:
Among them, N(0,1) is a normally distributed random variable within the range [0,1].
, as the variation factor during the evolution process, can be adaptively obtained according to different clones [44] . f ½w t i denotes the affinity of the ith individual of the tth generation. In this case, the antibody with high affinity will have a low probability of being mutated. As a result, it will accelerate the affinity maturation.
Antibody crossover: After obtaining mutation antibodies, the crossover operation will be used between the individual w . By doing so, some new individuals with high affinity may be generated to approach to the optimal solution. The antibody crossover can be formulated as 
where randðjÞ A ½0; 1 is a uniformly distributed random number, with j denoting the index of the individual. The parameter F, which is the same used in Eq. (8), is used to determine which dimension of the individual w t i will be replaced by the variation individual v t þ 1 i . In this case, the individual with high affinity will receive a small crossover probability to maintain its good performance. In addition, randn(i) denotes a random integer between ½1; n to ensure that at least one dimension variable of the individual w will be the same, which brings no help to the evolution process. The process of the crossover operation for an n-dimensional variable is described in Fig. 4 . 
After recognition, the system will respond and select the weight vector w t c with the best affinity (a), and then clone it (b) to replace the weight vectors with low affinity (c). After that, mutation strategy is adopted to maintain the diversity of the weight vectors (d). The mutation population will further replace the old population (e) to reselect the best weight vector as the memory antibody (a). Through the evolutionary process, the search will aim to find global optimal weigh vector w n (f) to build weighted SPODE classifier-SODE. 
to w t i and obtain the new individual in the t þ 1th generation. 12: end for 13: end while 14: w n 'w c ; //Global optimal weight 15: cðx t Þ' Apply w n to instance x t to predict its class label.
Classification: An unabridged evolutionary process for the population includes Evaluation and Update, which continuously repeats until (1) the algorithm surpasses the pre-set maximum number MaxGen; or (2) the result gap obtained from two consecutive iterations is less than the threshold (i.e., T). The resulting SPODEs classier with optimal weight vector w n will be further used to predict the test sample x t . The detailed SODE is summarized in Algorithm 1.
Experiments
Experimental setting
We implement the proposed method using WEKA [41] data mining tool. Because SPODE based classifiers are designed for categorical attributes, in our experiments, we first replace all missing attribute values using unsupervised attribute filter ReplaceMissingValues in WEKA. Then, we apply unsupervised filter Discretize in WEKA to discretize numeric attributes into nominal attributes. Similar data preprocessing approaches can also be found in the previous works [44, 45] . In our experiments, the algorithm performances are evaluated in terms of classification accuracy, standard deviation, time complexity, and CPU runtime. Besides, maximum iteration MaxGen, threshold T, and the clone factor c in Algorithm 1 are set to 50, 0.001 and 0.1 respectively. All reported results are based on 10 runs of 10-fold cross validation, and all experiments are conducted on a Linux cluster node with an Interl(R) Xeon(R)@3.33 GHZ CPU and 3 GB fixed memory size.
Baseline methods
We continue by introducing baselines and their abbreviations. Because the proposed SODE is a weighted SPODE approach, so we use the existing weighted SPODEs as baselines. For other seminaive Bayesian classifiers (e.g., NB and ODE), existing research [40] has systematically validated and demonstrated that they are inferior to AODE. Therefore, we only compare the proposed algorithm with AODE, without comparing with NB or semi-naive NB, such as ODE.
AODE:
The AODE classifier by using average of multiple SPODEs [40] . 2. CODE: Weighted SPODE based on correlation-based feature selection [17] . For all above methods, the probability values P ðc k ; x t; q Þ and P ðx t; j j c k ; x t; q Þ for SPODE in Eq. (3) are estimated by using the Laplace estimate as
where j A j j is the number of distinct values (e.g., x t; j ) of attribute A j and L is the number of classes in the training data. F ðÁÞ is the frequency with which a combination of terms with N denoting the number of training samples.
Comparisons on UCI benchmark data sets
We first report the classification accuracies on the fifty-six benchmark data sets from UCI repository, 1 which includes data from a wide range of domains (the data characteristics are briefly described in Table 2 ).
In our experiments, we compare the effectiveness of SODE with AODE [40] , PODE [48] , DODE [49] , CODE [17] , GODE [52] , MODE [24], RODE [34] and TODE [43] . For all benchmark data sets, we comparatively study the performance of the proposed SODE w.r.t. other baselines, and report the results in Fig. 5 , where data points below the x ¼y diagonal line are data sets on which SODE achieves better results than the rival algorithm.
In Table 3 , we also report the detailed accuracy of all methods on the 56 benchmark data sets reported in Fig. 6(a) . For each row (i.e. a data set) in Table 3 , a field marked with and ○ mean that compared to the method showing in the corresponding column, SODE's classification accuracy is statistically and significantly better (upgradation) or worse (degradation), respectively, using two-tailed t-test with 95% confidence level. The entry w=t=l at the bottom of table means that the algorithm in the corresponding column wins in w data sets, ties in t data sets, and loses in l data sets on the 56 benchmark data sets, compared to SODE. In addition to the classification accuracy, standard deviation, i.e., the square root of the variance, describes the component of error that results from random factors, such as random variation in the training data and random processor in the learning algorithm, and therefore measures the robustness of the algorithm (i.e., sensitivity of an Statistically significant degradation via a two-tailed t-test with 95% confidence level. ○ Statistically significant upgradation via a two-tailed t-test with 95% confidence level. algorithm w.r.t. data changes). Table 4 shows the detailed standard deviations w.r.t. each data set, and the average of the stand deviations are shown in Fig. 7(a) .
Overall, the results can be summarized as follows:
1. Fig. 5 shows that majority data points fall below the diagonal line x ¼y, which indicates SODE performs better than other baseline weighted SPODE models. [48, 49] . Compared to our proposed SODE, it loses on 27 data sets, and its average accuracy 83.78% is also inferior to SODE. 6. From the standard deviation perspective, it is observed that, SODE achieves the best performance in reducing the standard deviation of the accuracy compared to other alternative approaches. This is mainly attributed to the self-adaptive adjusting strategy used in SODE, so the ensemble of the SPODEs can have less variance in their predictions and therefore be more stable.
In order to further demonstrate the algorithm performance in different data environments (e.g., number of instances or attributes), we first report the experimental results on "Iris" data set with a small number of instances (150 instances) and 5 attributes in Fig. 6(b) , followed by two other special data sets "ArtificialCharacters" (10,218 Instances, 8 Attributes) with a relatively large number of instances and "Movement-Libras" (360 Instances, 91 Attributes) for large number of attributes in Fig. 6(c) and (d) , respectively. The standard deviation estimation could also be found in Fig. 7(b)-(d) . As expected, SODE also demonstrates the best classification performance with high accuracy and low standard deviation. 
Image retrieval learning task
In image classification, an image is classified into different categories according to its visual content. An important application of image classification is image retrieval: searching through an image data set to obtain (or retrieve) those images with particular (or user provided) visual content. For example, finding pictures containing a car.
In this part of experiment, we report SODE's performance for content-based image retrieval task. In our experiments, we obtain the original color images from Corel data set [27] . For each image, four sets of visual features [20] are extracted, including color histogram, color histogram layout, color moments, and cooccurrence texture. We choose the color histogram approach in the HSV color space as color features. The HSV color space is divided into 32 subspaces (32 colors with 8 ranges of H and 4 ranges of S). After that, the value in each dimension of the color histogram represents the density of each color in the entire image, which yields 32-dimensional color histogram features. For the color histogram layout, each image is divided into 4 sub-images (one horizontal split and one vertical split), in which 4 Â 2 color histogram for each subimage is computed. In this case, we can obtain another 32-dimensional features. In addition, the color moment feature has 9 dimensions, in which one (mean, or standard deviation, or skewness) for each of H, S, and V in HSV color space. At last, for texture feature, images are converted to 16 gray- scale images, and co-occurrence in 4 directions is computed (horizontal, vertical, and two diagonal directions). The corresponding 16 texture feature values are: one for each direction, second angular moment, contrast, inverse difference moment, and entropy.
In our experiment, we use category "Cats" as the positive class, which consists of "Tiger", "Lion" and "Leopard", to form a binary learning problem (each subcategory has 100 images). To obtain negative classes, we selected 300 images randomly from the remaining classes. Some sample images from the benchmark data sets are shown in Fig. 8 . Fig. 9(a) shows the accuracy of SODE and the baselines. We can see that all weighted SPODE classifiers achieve a higher accuracy than unweighted AODE, which equally combines SPODEs for prediction. This is mainly attributed to the fact that attributes are playing different roles in each individual learning tasks, and therefore should be differentiated during the learning (and the classification) process. For CODE, GODE, MODE and RODE, they have similar performance gain but are all inferior to the TODE and DODE. On the other hand, MAPLMG/PODE which is one of the most effective approaches in the literature, has shown the best performance among the baseline weighted SPODE models. In fact, MAPLMG (Maximum a Posteriori Linear Mixture of Generative Distributions) employs a maximum a posterior principle to determine weight values for SPODEs. This resembles to the fitness principles employed in SODE which intends to find the optimal generative parameters maximally approximate to the given training data. Although MAPLMG employs unconstrained maximization to find parameters, SODE employs immune procedures to generate diversified parameters and self-adaptively search for the optimal parameter settings for classification.
Text categorization task
Our text categorization data set contains documents of free text business descriptions of Brazilian companies, categorized into a subset of 9 categories cataloged in a table called national classification of economic activities. 2 The original texts were preprocessed as follows to build our data set: (1) Initially, prepositions of the texts are removed and only letters remain for processing; (2) Secondly, words are transformed to their canonical form; and (3) each document is represented by a vector with 857 features (552 of which are binary), where the weight of each word is its frequency in the document. The categories are equally distributed, with 120 instances in each of nine categories (i.e., 1080 documents in total). Because the main purpose of this paper is to design a good weighting model for ensembling SPODEs, and our analysis on the 56 benchmark data sets has already demonstrated the performance of the proposed SODE, we use the text and image learning tasks to demonstrate the generality of the SODE for different applications. Moreover, the SPODE model (e.g., AODE) has already been improved for the highly scalable attribute problem in [10] . Also, SPODE models can be trained incrementally [5] . When dealing with high dimensional word features, a hashing correlated feature approach in [4] has been proposed to rank features. Similarly, some other feature selection/extraction methods can also be integrated to SPODEs for classification. Because this paper is not primarily targeting ultra-high dimensional data, we did not report results in this regard.
The text categorization data set is very sparse (99.22% of the matrix is filled with zeros). To alleviate the data sparsity issue, dimensionality reduction is applied to retain the top 200 words with the highest information gain score [11] . As a result, each document/instance is represented by a 200-dimensional feature vector.
The results in Fig. 9(a) show that MAPLMD/DODE's performance is inferior to unweighted AODE. This suggests that this type of attribute weighting approaches, maximizing a posteriori linear Fig. 8 . Example images used in the experiment from the COREL image categorization database. The first three rows show images in category "Cats", including "Lion" (The first row), "Tiger" (The second row) and "Leopard" (The third row), and the last three rows represent the image examples form other categories. Examples show that image retrieval is challenging and many non-cat images are also visually similar to the ones showing in the first three rows. The similar image data generation can also be found in previous work [46] . mixture of discriminative distributions, do not work well for text data, possibly because of the high data dimensionality. Meanwhile MAPLMG/PODE, which is competitive to GODE, MODE, and RODE, is inferior to the CODE which uses correlation-based weighting model. By employing self-adaptive weighting strategy, SODE demonstrates significant performance gain, compared to other attribute weighted and unweighted baselines, especially the MAPLMG/PODE (the most effective approach in literature). Prior to the evaluation of SODE model, SODE needs to build n single SPODE classifier from data set D a with N a instances, which will take OðN a Á n 2 Þ, where n is the number of attribute (each individual SPODE needs to scan the whole training set and calculates prior probabilities for all classes and conditional probabilities for all n attributes). For the weight population W in each generation, the calculation of affinity function for each weight individual w A W is similar to testing all SPODE classifiers on a test set D b with N b instances, which will take Oðc Á N b Á n 2 Á LÞ, where L is the size of the weight populations (i.e., the number of weight vectors). The rest four operations (e.g., selection, clone, mutation, and update) are all based on weight vectors. The corresponding time complexity is OðL Á lognÞ. Assume the average number of evolution generations is M, the total time complexity U is given by
where N is the total number of training instances, Eq. (12) can be rewritten as
Eq. (13) shows that the total time complexity of SODE is mainly bounded by four important factors: (1) the total number of training instances N; (2) the number of the attributes n; (3) the size of weight pollution L; and (4) the average number of evolution generations M. In our experiments, we use a threshold T to automatically determine the termination process by following the principle that if the result gap obtained from two consecutive iterations is less than T, the algorithm will terminate. This process will further reduce the number of iterations and save the computational cost.
In Table 7 , we summarize the time complexity of other baselines for comparisons. During the training process, GODE and MODE both need to calculate the gain ratio and mutual information as attribute weights from the whole training data with OðNn 2 Þ complexity. In the subsequent SPODE model training, the total training overhead is OðNn 2 þ Nn 2 Þ rOðNn 2 Þ. For CODE, it needs to build a CFS model, with OðN ððn 2 À nÞ=2ÞÞ computational complexity. Therefore, the corresponding overall complexity is OðN ððn 2 À nÞ=2ÞþNn 2 Þ r OðNn 2 Þ. For RODE, its Relief-F model is subject to the complexity OðcN 2 nÞ, therefore the total complexity is OðcN 2 n þ Nn 2 Þ r OðcN 2 n 2 Þ. TODE requires to build a C4.5 tree with OðNn 3 Þ complexity, consisting of building a tree OðNn log nÞ and subtree replacement and pruning Oðnðlog nÞ 2 . As a result, the training time complexity of TODE will be OðNn 3 þ Nn 2 Þ r OðNn 3 Þ.
For DODE with MAPLMD, it first trains a supervised posterior probability model with OðcNn 2 Þ complexity, followed by an EM algorithm with a large fixed number K that bounds the number of iterations which attributes to OðcKNnÞ complexity. Therefore, DODE will cost OðcNn 2 þ ckNnÞ. In GODE with MAPLMG, it also first trains a posterior probability model as in DODE with OðcNn 2 Þ complexity. The difference is that GODE uses BFGS minimization algorithm with k iteration convergence. In our experiments, the parameters in PODE and DODE are set the same as the ones used in [48, 49] . Testing time complexity: For the testing time complexity, all algorithms are subject to Oðcn 2 Þ costs, because after the weights are calculated from the training process, the testing can be directly carried out using obtained weight values. Notice that, according to our time complexity analysis, CODE, GODE, and MODE have the same time complexity. The similar observation can be found between PODE and DODE. However, although these methods have the same asymptotic complexity, their actual CPU runtime may vary significantly. Accordingly, in the following subsection, we further carry out CPU runtime analysis.
CPU runtime analysis
In Fig. 10(a) , we report the average CPU training time on 56 UCI benchmark data sets. The detailed results for each method, with respect to each data set, are reported in Table 5 . Overall, the results show that AODE, which does not have any weighting scheme, demonstrates the best efficiency. However, existing studies [48, 22] have also validated that AODE can not achieve better classification performance than weighted SPODE models. On the other hand, an empirical study [49] has suggested that Bayesian model averaging of "Maximum a Posteriori Linear Mixture of Generative Distributions" (MAPLMG) is one of the most effective approaches. Our results show that the proposed SODE is not only more accurate than MAPLMG/PODE, but is also more efficient in terms of CPU runtime. It is worth noting that, from the result on a general data set "Iris" with 150 instances and 5 attributes in Fig. 10(b) , SODE can obtain a competitive efficiency with AODE. Because the efficiency of SPODE family models may vary on data sets with a large number of instances or attributes, we further report the CPU runtime on a number of data sets with different characteristics. Fig. 10(c) and (d) shows the CPU training time results on "Artificial-Characters" data with 10,218 instances and 8 attributes and "Movement-Libras" data with 360 instances and 91 attributes, respectively. SODE consistently demonstrates better runtime than PODE and DODE. Table 6 also lists the details of CPU runtime for testing on 56 UCI benchmark data sets, with Fig. 11(a) reporting the average CPU testing time on all UCI data sets. In addition, we also report the result of the general "Iris" data set in Fig. 11(b) and (c) for "Artificial-Characters" data set, and Fig. 11(d) for "Movement-Libras" data set, respectively. Because weight values are only calculated during the training process, all algorithms have similar/comparable CPU testing runtime.
Convergence and learning curves
In order to investigate the convergence of the SODE algorithm, we validate the relationship between the number of iterations and the classification error rate on the "Kr-vs-kp", and "Soybean" data sets, and report the results in Fig. 12 . Each point in the curves corresponds to the mean error rate from the 10-fold cross validation under the iteration with the current optimal attribute weight values. Overall SODE demonstrates a fast convergence and a lower classification error rate than other algorithms, which implies that the impact of the parameter maximum iteration MaxGen in SODE is insignificant. For detailed investigations, we report the algorithm performance on "Kr-vs-kp" data set, which has 37 dimensions and 3196 instances. Some previous studies [25, 23] have discovered strong attribute dependencies in this data set. Our result in Fig. 12(a) shows that SODE achieves a low classification error 0.06 after 20th iteration, which demonstrates the convergence speed of SODE. Moreover, there is no noticeable change after the 20th iteration, although SODE still does not converge yet. In this case, the parameter T in SODE can help early terminate the algorithm, which will further reduce the number of iterations and reduce the computational cost. Similar runtime improvement can also be observed from other data sets (Table 7 ).
Effectiveness of SODE clone strategy
The clone strategy plays an important role in SODE, as it helps generate diversified weight candidates. In order to study the impact of the clone factor parameter c used in SODE, we report the learning curves with respect to different c values. In Fig. 13 , we report the convergence curves with c values varying from 0%, 5%, 10%, 30%, to 60% on "Energy-y1" Fig. 13(a) , and "Robot-24" Fig. 13(b) , respectively. Notice that, when c value is set to zero, there is no clone strategy involved in this version, i.e., a general evolutionary algorithm. The results from Fig. 13 show that clone factor c has a significant impact on the algorithm performance, and SODE without clone scheme almost has the worst effectiveness (as shown in Fig. 13(b) ). On the other hand, having too many clones also deteriorates the classification accuracy, mainly because clones severely reduce the diversity in the weight population. For both Fig. 13(a) and (b) , a clone factor c ¼ 60% results in the worst performance. By contrast, SODE with clone factor c between 5$ 10% is significantly superior to the one without clone. This observation demonstrates that SODE with effective clone strategy outperforms the ones using a general evolutionary strategy.
Conclusions and further work
In this paper, we proposed to use immune principle to selfadaptively determine the optimal attribute weight values for SPODEs. Different from existing attribute weighting approaches, which typically assess/rank attributes based on predefined measures, our proposed method, namely SODE, intends to combine attribute weighting and the derivation of the learning model into a unified objective function. To this end, we use immunity theory to search optimal weight values for SPODE, so the determined weight values can automatically adapt to the underlying data distributions to ensure the algorithm performance. Experiments and comparisons on 56 UCI data sets and validations on image and text classification tasks show that SODE outperforms state-of-the-art attribute weighted SPODE approaches in terms of classification accuracy and standard deviation. Experiments and analysis on time complexity and CPU runtime performance further demonstrate SODE provides effective trade-off between runtime efficiency and accuracy effectiveness.
It is worth noting that our text and image classification tasks are used for validating the generality of SODE for different domain applications, so we did not compare SODE's performance with existing advanced image classification and text mining methods. When handling high dimensional image data (e.g., 1 M dimensional FV [2] and 4096 dimensional ConvNets [9] which are not categorical), SPODEs methods will pre-discretize attributes with continuous variables into categorical. Although discretization may introduce information loss, the classification errors of probabilistic approaches can, in fact, be reduced by applying discretized data to statistical learning methods [39] . In addition, we can also apply existing GAODE and HAODE methods [14] to directly deal with continuous variables. Research in this direction is beyond the scope of this paper, and will be studied in our future work.
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