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Abstract
New upper bounds for the number of independent sets in graphs are obtained.
c© 2006 Published by Elsevier Ltd
1. Definitions and the statement of results
All graphs under consideration are finite, undirected, and simple. The vertices are considered
as numbered. Denote the degree of a vertex v by σ(v). G is called an (n, k, θ)-graph if it has
n vertices and k ≤ σ(v) ≤ k + θ for any vertex v. Everywhere we assume that n and k are
sufficiently large and θ = o(k) as k → ∞.
A subset of vertices of a graph G is called independent if the subgraph of G induced by A
does not contain an edge. The family of all independent sets of G will be denoted by I(G). We
put I (G) = |I(G)|. Let G = (V ; E) be a graph with the vertex set V and the edge set E , and
v ∈ V . We call the set ∂v = {u : (u, v) ∈ E} the boundary of v. It is clear that σ(v) = |∂v|.
The boundary of A ⊆ V in a graph G = (V ; E) is the set ∂ A = (⋃v∈A ∂v) \ A. Suppose
0 ≤  < 1. Suppose l ≤ k − θ ≤ k + θ ≤ m. A graph on n vertices with minimal degree l and
maximal degree m, with ∆ as the fraction of vertices with degree more than k + θ and with δ as
the fraction of vertices with degree less than k − θ , will be called a (n, l, k, m, δ,∆, θ)-graph.
Such a graph is called quasi-regular if θ  k and k → ∞ when k → ∞. Here, we give a brief
survey on the topic and prove the following theorems.
Theorem 1. Let G = (V , E) be a (n, l, k, m, δ,∆, θ)-graph. Then
I (G) ≤ 2 n2
(
1+δ(1−l/k)+∆(m/k−1)+O((θ+√k log k)/k))
. (1)
Denote by Iβ(G) the family of sets A ∈ I(G) with ||A| − n/4| ≥ βn/4 and Iβ(G) = |Iβ(G)|.
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Theorem 2. Let G be an (n, l, k, m, δ,∆, θ)-graph, and γ = δ(1−l/k)+∆(m/k−1)+O((θ+√
k log k)/k). Then for large enough n and k
Iβ(G) ≤ 2 n2
(
1−(β−γ )2/(2(1+γ ) ln2)). (2)
These assertions extend the author’s results [5] on the number of independent sets in (n, k, θ)-
graphs to (n, l, k, m, δ,∆, θ)-graphs. They can be used in solving enumeration problems
concerning codes, antichains in posets, sum-free sets, and some others objects. See for
example [7]. They are especially useful when the enumeration problem is reduced to estimating
the number of independent sets in non-regular graphs.
2. Survey of some results
We give a brief survey of results on the topic restricting ourselves to results closely connected
with those we prove here. More complete reviews are given in [3] and [6]. For regular and almost
regular graphs, the following facts are known. Alon in [1] proved the following
Theorem 3. For any k-regular graph Γ on n vertices
I (Γ ) ≤ 2n(1/2+O(k−0.1)). (3)
The upper bound (3) is achieved by the graph Hn,k , which is the union of n/2k disjoint complete
bipartite graphs of degree k on 2k vertices. For this graph
I (Hn,k) = (2k+1 − 1)n/2k = 2n(1/2+O(k−1)). (4)
This example gives the best known lower bound of the form O(k−1) for error term. Alon
conjectured in [1] that the graph Hn,k has the maximal number of independent sets among
k-regular graphs on n vertices. This conjecture was partly proved by Kahn [2]:
Theorem 4. For any k-regular bipartite graph Γ of degree k on n vertices
I (Γ ) ≤ 2(n/2k) log(2k+1−1). (5)
Note that for arbitrary (non-bipartite) regular graphs Alon’s conjecture is not yet proved.
Let Bn be the n-cube, which is an n-regular graph on N = 2n vertices. A.D. Korshunov,
A.A. Sapozhenko proved the following
Theorem 5.
I (Bn) ∼ 2√e22n−1 = 2√e2N/2. (6)
Denote by σ(v) the degree of a vertex v. Sapozhenko [5] proved the following three theorems.
Theorem 6. For any (n, k, θ)-graph Γ
I (Γ ) ≤ 2 n2
(
1+O(θ/k+√(log k)/k))
. (7)
This improved the error terms in (3) and extended them to almost regular graphs.
1208 A.A. Sapozhenko / European Journal of Combinatorics 27 (2006) 1206–1210
Theorem 7. For any (n, k, θ)-graph Γ = (V ; E) and 0 ≤ β < 1
Iβ(Γ ) ≤ 2
n
2
(
1− β22 ln 2 +O( θk +
√
log k
k )
)
. (8)
The results on bipartite graphs that Alon proved in [1] include the following upper bound.
Theorem 8. Let Γ be a bipartite graph on n vertices. Suppose that |σ(v) − k| ≤ k5/8 for any
vertex v. Then
I (Γ ) ≤ 2n(1/2+O(k−0.1)). (9)
A bipartite graph Γ = (X, Z; E) with parts of vertices X and Z will be called a bipartite
(, δ)-expander if |A| ≤ |∂ A|(1 − δ) for all A ⊆ X such that |A| ≤ |X | for all A ⊆ Z such that
|A| ≤ |Z |. In [4] the following result is obtained.
Theorem 9. Let the (n, k, θ)-graph Γ = (X, Z; E) be a bipartite (, δ)-expander, and n and k
be large enough. Denote by z the maximum of the solutions for the equation x = log(2ex/cδ).
Then
2|X | + 2|Z | − 1 ≤ I (Γ ) ≤
(
2|X | + 2|Z |
)(
1 + 2−kδ/z+O
(√
k log k+θ
))
. (10)
3. Proof of theorems
Proof of Theorem 1. A family B is called a covering for a graph G = (V , E) if for
any independent set A of G there exists B ∈ B such that A ⊆ B . We prove that for
any (n, l, k, m, δ,∆, θ)-graph G there exists a covering family B having the following two
properties:
(1) for any B ∈ B
|B| ≤ n k + δ(k − l) + (m − k) + θ
2k −√k log k ; (11)
(2) for large enough n
|B| ≤ 2n
√
log k
k . (12)
For an arbitrary independent set A of a graph G define the set T with the help of the following
step-by-step procedure.
Step 1. Choose a vertex u1 ∈ A and set T1 = {u1}. Let m steps be done and the set
Tm = {u1, . . . , um} be constructed.
Step m + 1. If there exists a vertex u ∈ A with |∂u \ ∂Tm | ≥ λ, then choose such a vertex
um+1 and set Tm+1 = Tm ∪ {um+1}. Otherwise, the procedure is completed and we set T = Tm .
For T ⊆ V define the set
D = D(T ) = {v ∈ V \ ∂T : |∂v \ ∂T | < λ}.
For T ⊆ A obtained as above the following two conditions hold:
(1) A ⊆ D(T ).
(2) |T | ≤ |∂ A|/λ ≤ n/λ.
It is clear that Bλ = {D(T ) : T ⊆ V , |T | ≤ n/λ} is a covering family for G. Let us estimate
|D(T )| above. Denote by D1 the set of vertices v ∈ D(T ) such that |∂v ∩ ∂T | ≥ k − θ − λ and
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denote by D2 the set of vertices v ∈ ∂T such that |∂v| > k + θ . Consider the induced bipartite
subgraph of G with the parts of vertices D = D(T ) and ∂T . The degree of each vertex from D1
is at least (k − λ− θ) and the degree of each vertex from ∂T \ D2 does not exceed k + θ . Hence,
|D1|(k − θ − λ) + |D \ D1|(l − λ) ≤ (|∂T | − |D2|)(k + θ) + |D2|m.
Since |D| − δn ≤ |D1|, |∂T | ≤ n − |D|, and |D2| ≤ 	n, one has
|D| ≤ n k + θ + δ(k − θ − l) + 	(m − k − θ)
2k − λ . (13)
For brevity, we put λˆ = √k log k. On choosing λ = λˆ, we get (11). The inequality (12) follows
from the fact that the number of sets T for λ = λˆ and large enough n does not exceed
∑
i≤n/λˆ
(n
i
)
≤ 2n
√
log k
k .
From above, we obtain
I (G) ≤
∑
T ⊆V ,|T |≤λˆ
2|D(T )| ≤ 2 n2
(
1+δ(1−l/k)+	(m/k−1)+O((θ+√k log k)/k))
. (14)
Now Theorem 1 follows. 
Proof of Theorem 2. For T ⊆ V , put Iβ(G, T ) = {A ∈ I(G, T ) : ||A| − n/4| ≥ βn/4}. The
set D = D(T ) is defined by T as in Theorem 1.
We divide Iβ(G, T ) into two subfamilies I1,β(G, T ) = {A ∈ Iβ(G, T ) : |D| > n/2} and
I2,β(G, T ) = Iβ(G, T )\ I 1,β(G, T ). Set d = |D|. Estimating |I1,β(G, T )| under ϕ =
√
k log k,
we use the fact that d ≤ (n/2)(1 + γ ) in view of (13). Thus from ||A| − n/4| ≥ βn/4, it follows
that either |A| ≤ d(1 − β)/2 or |A| ≥ (1 + β)d/(2(1 + γ )). By the large deviation inequality
(see, for example, [8]), we have
I1,β(G, T ) ≤
∑
i≤d(1−β)/2
(
d
i
)
+
∑
i≥d(1+β)/(2(1+γ ))
(
d
i
)
≤ 2d(1−β2/2 ln 2) + 2d(1−(β−γ )2/(2(1+γ )2 ln 2))
≤ 2 · 2 n2
(
1−(β−γ )2/(2(1+γ ) ln2)). (15)
Now use the estimate |I2,β(G, T )|. By the large deviation inequality and taking into account
the inequality d < n/2, we obtain
|I2,β(G, T )| ≤
∑
|i−n/4|≥βn/4
(
d
i
)
≤
∑
|i−n/4|≥βn/4
(
n/2
i
)
≤ 2 · 2 n2 (1− β
2
2 ln 2 ). (16)
From (15) and (16) it follows that
|Iβ(G, T )| ≤ 2 n2
(
1−(β−γ )2/(2(1+γ ) ln2)). (17)
Summing (17) over T similarly to (1), we get (2). 
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