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ABSTRACT 
Regression problems in which predictors are measured with error have been stud-
ied by statisticians and researchers for many years. Measurement error in predictors 
creates biases in estimated regression coefficients, and hence models that address 
this are extremely important. These models are especially important in perinatal 
research sInce errors in gestational age can have serious effects. 
The presence of measurement error in gestational age can lead to poor esti-
mation of fetal growth and risk of mortality and morbidity, and can compromise 
statistical analyses [32, 39]. Since various obstetric choices are made based on birth 
weight distributions by gestational age, it is important to obtain plausible birth-
weight-gestational-age combinations. 
Berry et al. [3] propose a Bayesian approach to modeling a flexible regression 
function in the presence of measurement error, where the regression function is mod-
eled using smoothing splines and regression P-splines. These methods are applied to 
population-based data from U.S. birth certificates, which results in realistic birth-
weight-gestational age combinations. 
III 
ABRÉGÉ 
Des problèmes de régression dans lesquels des facteurs prédictifs sont mesurés 
avec l'erreur ont été étudiés par des statisticiens et des chercheurs pendant plusieurs 
d'années. L'erreur de mesure dans les facteurs prédictifs cause des polarisations dans 
les coefficients estimés de régression, et par conséquent, les modèles qui adressent ceci 
sont extrêmement importants. Ces modèles sont particulièrement importants dans 
la recherche périnatale puisque les erreurs dans l'âge gestationnel peuvent avoir des 
effets graves. 
La présence de l'erreur de mesure dans l'âge gestationnel peut mener à l'évaluation 
faible de la croissance fœtale et au risque de mortalité et de morbidité, et peut com-
promettre des analyses statistiques [32, 39]. Puisque de divers choix obstétriques 
sont faits basé surIes distributions de poids de naissance par âge gestationnel, il est 
important d'obtenir des combinaisons plausibles pour le poids de naissance et l'âge 
gestationnel. 
Berry et al. [3] proposent une approche bayésienne pour modeler une fonction 
flexible de régression en présence de l'erreur de mesure, où la fonction de régression 
est employer modelé lissant des cannelures et des P-cannelures de régression. Ces 
méthodes sont appliquées aux données basées sur la population à partir des actes de 
naissance des États-Unis, qui ont comme conséquence des combinaisons réalistes de 
poids de naissance et d'âge gestationnel. 
IV 
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CHAPTER 1 
Introd uction 
Regression problems in which predictors are measured with error have been stud-
ied by statisticians and researchers for many years. Measurement error in predictors 
causes biases in estimated regression coefficients, and hence models that address this 
are extremely important. These models are especially important in perinatal re-
search since errors in gestational age can have grave effects. Gestational age is an 
important variable for estimating fetal growth and risk of mortality and morbidity 
[32, 31, 27, 13]. Generally, gestational age is measured from the date of the last men-
st ruaI period, as reported by the mother. However, in this case, errors in gestational 
age are frequent due to imprecision in recall, unusual bleeding after conception or 
early or delayed ovulation. These errors can cause significant problems in analyses. 
For instance, the mis classification of term births as pre-term gives unrealistically 
high survival rates at low gestationalages. AIso, low birth weights post-term may 
create the false impression that fetuses fail to gain weight post-term and this cou Id 
lead to unnecessary induction of labour. 
Berry et al. [3] propose a Bayesian approach to modeling a flexible regression 
function in the presence of measurement error, where the regression function is mod-
eled using smoothing splines and regression P-splines. We apply these methods to 
population-based data from U.S. birth certificates to determine plausible gestational-
age-birth-weight combinat ions. 
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In Chapter 2, some general background theory is provided. In Chapter 3, the 
two methods described by Berry et al., namely the Iterative Conditional Modes 
algorithm and the fully Bayesian approach, are presented, as well as the results 
from a simulation study. In Chapter 4, the gestational age application is discussed 
in detail, and the results are presented. Finally, in Chapter 5, a discussion of the 
results is proviçled. 
2 
CHAPTER 2 
Literature Review 
To thoroughly understand the methods proposed by Berry et al., some back-
ground information is required. Since one of the methods is Bayesian in nature, 
a brief introduction to Bayesian statistics is provided foIlowing the book Bayesian 
Data Analysis by Gelman et al. [19] . In addition, since the methods involve the use 
of splines, a brief description of B-splines, and frequentist and Bayesian approaches 
to smoothing splines and regression P-splines is presented. Furthermore, a discus-
sion of measurement error problems is given, as weIl as three general ways of dealing 
with these problems: parametric, bayesian and nonparametric approaches. FinaIly, a 
description of the measurement error problem as it applies to gestational age is pro-
vided, as weIl as methods used to determine plausible gestational-age-birth-weight 
combinations. 
2.1 Introduction to Bayesian Statistics 
In Bayesian inference, it is of interest to make inference about a population 
parameter e, conditional on the observed data y, where aIl forms of uncertainty 
are made in terms of probability statements. Before any inference can be made on 
p( ely), referred to as the posterior density, a prior distribution, denoted by p( e), 
must be specified. This distribution represents beliefs about the distribution of e 
before seeing the data. These beliefs are then updated using the likelihood, denoted 
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by p(yIO), using Bayes' Theorem: 
(01 ) = p(O)p(yIO) p y p(y) , (2.1) 
where p(y) = I:op(O)p(yIO) in the discrete case, and p(y) = J p(O)p(YIO)dO in 'the 
continuo us case. However, since p(y) does not depend on 0, equation (2.1) can be 
rewritten as 
p(Oly) ex: p(O)p(yIO). (2.2) 
Once the data have been observed, it is possible to obtain the posterior pre-
dictive distribution of a new observation fj conditional on the observed y. Due to 
the conditional independence of y and fj on 0, the posterior predictive distribution 
is given by 
p(f}ly) J p(f}, °ly)dO 
J p(f}IO, y)p(Oly)dO 
- J p(fjIO)p(Oly)dO. (2.3) 
An informative prior distribution typically conveys specifie information about, 
a model parameter. It can be thought of as representing a population of possible 
parameter values from which 0 has been drawn. An important and useful informa-
tive prior is called a conjugate prior distribution. Conjugacy is the property that 
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the posterior distribution is of the same parametric form as the prior distribution. 
Formally, there exists the following definition: 
Definition [19] If F is a class of sampling distributions p(yje), and P is a class of 
prior distributions for e, then the class P is conjugate for F if 
p(ejy) E P for aIlp(·je) E F and p(.) E P. 
Conjugate prior distributions are useful since it is relatively easy to understand the 
results, and they simplify computations. Probability distributions belonging to an 
exponential family have natural conjugate prior distributions, meaning that they 
have the same form as the likelihood. 
A noninformative prior distribution typically conveys nonspecific information 
about a model parameter. These kinds of prior distributions are useful in situations 
where the prior distribution should not largely influence the posterior distribution. 
In this group of prior distributions, there exist what are referred to as proper and 
improper prior distributions. A proper prior density does not depend on the data 
and integrates to 1, or sorne positive finite value (inwhich case, it is simply an 
unnormalized density). Hence, an improper prior density is one which has an infinite 
integral. Proper prior densities will always result in a proper posterior density, 
however improper prior densities can result in a proper or improper posterior density. 
Note that a posterior density is said to be proper if J p(ejy)de is finite for aIl y. 
Often the parameters in the prior distribution are referred to as the hyperpa-
rameters. A hierarchical Bayesian model is one in which the hyperparameters are 
assigned prior distributions, called the hyperprior distribution. 
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Since the posterior distribution contains information about B, the parameter of 
interest, it is desirable to be able to describe the distribution with various numerical 
summaries. GeneraUy, the mean, median and mode are used as measures of the 
center of the distribution, while the variance, interquartile range and other quantile 
intervals are used as measures of the spread of the distribution. In order to calculate 
these, simulations from the posterior distribution are often necessary. 
Markov chain simulation (or Markov chain Monte Carlo, MCMC) is a common 
method of obtaining draws from the posterior distribution when it is not feasible to 
sample B directly. The idea is to sam pIe iteratively from an approximate distribution 
so that at each step, the distribution becomes closer and closer to the actual posterior 
distribution p(Bly). As stated by Gelman et al. [19], "the key to Markov chain 
simulation is to create a Markov process whose stationary distribution is the specified 
p( Bly) and run the simulation long enough that the distribution of the current draws 
is close enough to this stationary distribution." There are three methods to generate 
samples from the posterior: Gibbs sampling, Metropolis sampling and Metropolis-
Hastings sampling. 
Suppose that e has been divided into d subvectors, e = (el, ... , ed). For each 
iteration t of the Gibbs sampler, an ordering of the d subvectors of e is selected, and 
each ej is drawn from p( Bj le:-:?, y), the condition al distribution given aU the other 
components of e. Note that e:-/ represents aU the components of e, except for ej , at 
their current values, which are the values at iteration t for those components already 
updated, and the values at iteration t - 1 for aU others: 
et-l (et et et-l et-l) 
-j - 1'· .. , j-l' j+l'···' d . 
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Gibbs sampling requires knowledge of the full condition al distributions of the pa-
rameters, denoted by p(ei lei - 1 , y), and the draws obtained from the posterior will be 
dependent, but aIl proposed moves will be accepted. 
For the Metropolis algorithm, a starting point ()o is drawn from a starting dis-
tribution po(()) for which p(()Oly) > O. Then, for each iteration t, a proposaI e* is 
sampled from a jumping distribution at time t, Jt(e*let- 1), the ratio of the densities 
is calculated 
and, finally, set 
R = p(e*ly) 
p((;It-lly) 
()t = e* with probability min(R, 1) 
()t ()t-l otherwise. 
Note that for the Metropolis algorithm, the jumping distribution must be symmetric, 
conditional distributions is not necessary and not aIl proposaIs will be accepted. 
The Gibbs sampler and the Metropolis algorithm are considered special cases of 
the Metropolis-Hastings algorithm. The Metropolis-Hastings algorithm is performed 
in the same way the Metropolis al go rit hm is performed with two slight modifications. 
Here, the jumping distributions are not restricted to be symmetric, so that Jt ( ()a I()b) =1= 
Jt(eblea ) necessarily. In order to correct for this asymmetry, the ratio of densities is 
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now given by 
R = p( 0* Iy) / Jt(o* lot-1) p( ot-1Iy)/ Jt( ot-110*) 
p( 0* ly)Jt(ot-1IO*) 
p( Ot-1Iy) Jt( 0* lot-1) . 
The Metropolis-Hastings algorithm allows for any jumping distribution and, as in 
the Metropolisalgorithm, the draws from the posterior are dependent. 
2.2 Smoothing 
Many data sets are not weIl suited to be modeled using parametric modeling 
techniques. Therefore, an important nonparametric technique for smoothing data 
is to use splines. There are three common varieties of splines, namely B-splines, 
smoothing splines, and regression splines, and each is described below. 
2.2.1 B-splines 
As described by Eilers and Marx [15], aB-spline consists of polynomial pieces 
joined together at certain values of x, referred to as the knots. A B-spline of degree 
q consists of q + 1 polynomial pieces, each of degree q, where the pieces join at q 
inner knots. At these joining points, derivatives up to or der q - 1 are continuous. 
It is also useful to note that the H-spline is positive on a domain spanned by q + 2 
knots, however it is zero everywhere else. Hence, at a given x, q + 1 B-splines are 
nonzero. Finally, the B-spline overlaps with 2q polynomial pie ces of its neighbors, 
except at the boundaries [15, 12]. 
B-splines are a useful choice of basis fun ct ions for representing the splines for a 
given set of knots in nonparametric regression [22, 8]. 
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2.2.2 Smoothing Splines 
Consider a regression model of the form 
(2.4) 
where the error term Ei has mean zero and constant variance 0";. It is of interest to 
obtain an estimate of f for x in the interval [a, b]. The function f that minimizes 
the penalized residual sum of squares 
t {Yi - f(Xi)}2 + Œ lb {f"(t)}2 dt 
i=l .a 
(2.5) 
is called a cubic smoothing spline (or simply, smoothing spline), where Œ is a fixed 
constant, and a ::; Xl ::; ... ::; X n ::; b [22] . A cubic spline consists of piecewise 
third-order polynomials which pass through a set of "knots", or endpoints of the 
intervals, with continuous first and second order derivatives at the knots [24J. The 
solution will not be unique without further restrictions on the mode!. 
The unique minimizer of (2.5) is a natural cubic spline with knots at the unique 
values of Xi' A natural cubic spline is a cubic spline .where the second derivative of 
each polynomial is set to zero at the endpoints of the interval [22]. 
The first term of (2.5) measures the goodness of fit of the model to the data, the 
second term penalizes curvature in the estimated functions, and Œ is the smoothing 
parameter which establishes a trade-off between fit and function curvature. Large 
values of Œ result in smoother curves, while small values of Œ result in rougher (or 
"wigglier") curves. 
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As illustrated by Hastie and Tibshirani [22], the minimizing function jean be 
represented in terms of a basis. Let f = {f(X1), .. . ,f(xn )}, let b1, .. . ,bn represent 
a basis for the set of natural splines of order 4 with knots at t l , ... ,tn and define 
N = {bj (ti)h,j=l, ... ,n [17J. Define n to be 
nij = 11 {b~(t)bj(t)}2 dt. 
Then, equation (2.5) can be rewritten as 
(2.6) 
where K = N-TnN-I. Therefore, the smoothing spline that minimizes (2.6) is 
given by 
A Bayesian approach to smoothing splines assigns f a prior density proportional 
to 
the "partially improper" Gaussian process. Since fTKf = J: {f"(t) F dt, this prior 
does not depend on the knot locations, despite the fact that both K and f depend on 
the knot locations. If the data are independent and normally distributed with mean 
f(Xi) and variance Œ;, then the posterior distribution for f is multivariate normal 
with me an f = (1 + ÀK)-ly and covariance matrix 0';(1 + ÀK)-l [3]. 
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2.2.3 Regression P-Splines 
Consider again the regression model of equation (2.4). In or der to estimate J, 
a regression spline model is used: 
K 
J(x; f3) = /30 + /3l X + ... + /3pxP + L /3p+k(x - lî:k)~, 
k=l 
where p ~ 1 is an integer, K is the number of knots, f3 = (/30, ... ,/3p, /3p+1, ... , /3p+K V 
is a vector of regression coefficients, and lî:1 < ... < lî:K are fixed knots [34J. 
As with smoothing splines, a roughness penalty is assigned to /3p+1, ... ,/3p+K, the 
sizes of the jumps in the pth derivative of J(x; f3). Then, let (3(a) be the minimizer 
of 
n K L (Yi - J(x; f3))2 + L a/3;+k' (2.7) 
i=l k=l 
Note that a is not restricted to be the same for aIl knots. It may be the case that 
there is a penalty function, instead [34J. 
Let B(x) = {l, X, x2, ... , xP, (x - lî:1)~,.'" (x - lî:K)~V denote the spline basis. 
Then, J(x;f3) can be expressed as J(x) = B(xVf3. Lettin~ D be a fixed, positive 
semi-definite N x N diagonal matrix with p + 1 O's foIlowed by K l's along the 
diagonal, equation (2.7) can be rewritten as 
n L (Yi - B(Xiff3) 2 + af3T Df3. (2.8) 
i=l 
Then, the penalized least squares estimator that minimizes (2.8) is given by 
(2.9) 
where B is an n x N matrix with ith row equal to B(Xi)T [3J. 
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Ruppertand Carroll [34] found that once a minimum number of knots is reached, 
subsequent increases in the number of knots do not typically cause a noticeable 
change in the fit given by a P-spline. This is due to the fact that smoothness 
is controlled by a roughness penalty [34]. They found that using between 5 and 
40 knots works weIl, however, more complex problems, such as spatial variability 
problems, may require more knots. 
For the Bayesian approach to P-splines, f3 is partitioned into two parts: f3T = 
(f3f, f3§), where f3f = ({Jo, ... ,(Jp) represents the polynomial coefficients, and f3~ = 
{(Jp+df=l' 
If f3 1 is assigned an improper uniform prior density on ~p+l and f32 is assigned 
a proper prior density proportional to 
where 7 2 = cr;/a, then the mean of the resulting posterior distribution of f3 is the 
penalized least squares estimator [3]. 
Conditional on cr; and a, the posterior distribution of f3 is 
where /!J(a) is as defined in (2.9). Conditionalon (a, cr;), the posterior distribution 
of f = Bf3 is 
which is the same result obtained for smoothing splines [3]. 
12 
It is often the case that D is singular, but 8 T 8 + aD is nonsingular, resulting 
in an improper prior, but a proper posterior distribution [3J. 
Since smoothing splines use the same number of knots as observations,they are 
more cumbersome as the number of observations increase. Hence, a better approach 
to spline fitting is to use regression P-splines, which do not suffer from the same 
disadvantage [3J. 
2.3 Measurement Error 
Let Y represent the response variable, let Z represent the predictors that are 
measured without error, and let X represent the predictors which cannot be observed 
directly for aIl subjects. 
A measurement error problem is one in which the variable W, which is related 
to X, is observed instead of observing X. This complicates the statistical analysis 
of the observed data when the goal is inference about a model defined in terms of 
X [38J. The term "measurement error models" refers to the statistical models and 
methods for analyzing this type of data [38J. 
A good example of a measurement error problem is given by Carroll et al. [5J. A 
large cohort study follows individuals for the development of coronary heart disease, 
where the main predictor of interest is systolic blood pressure. A patient's blood 
pressure W (measured during a clinic visit) is different from a patient's long-term 
average systolic blood pressure X due to major daily and seasonal variation, as weIl 
as reader and instrument error. 
As outlined by Carroll et al. [8J, measurement error in covariates causes bias in 
parameter estimation for statistical models, leads to a loss of power for identifying 
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relationships among variables, and masks important features of the data, thereby 
making data analysis challenging [8]. 
There are two general ways of modeling the measurement error problem: 
• Error models, in which the condition al distribution of W given (Z, X) is mod-
eled, and 
• Regression Calibration models (also known as controlled-variable or Berkson 
error models), in which the conditional distribution of X given (Z, W) is 
modeled. 
Determining which model is most appropriate generally depends on the available 
data [5]. 
Error models are most useful wh en an attempt is made to determine X di-
rectly, but errors in measurement make this impossible. In this case, the relationship 
between X and W can be modeled as an unbiased additive error model: 
W=X+u, 
where U is a vector of error terms with mean O. Note that the error structure of U 
could be homoscedastic or heteroscedastic [5]. 
The relationship between X and W can also be modeled using a regression 
relationship, which allows for systematic biases: 
W = 1'0 +l'fX + l'~Z + U, 
with E(UIX; Z) = O. This is often referred to as an error calibration model [5]. 
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Similarly, for a regression calibration model, the true response X is modeled as 
a fun ct ion of W: 
with E(U*IZ, W) = 0 [5]. 
There are two types of measurement error: differential and nondifferential. Mea-
surement error is defined to be nondifferential if the conditional distribution of Y 
given (X, Z, W) depends only on (X, Z). In this case, W is referred to as a surrogate. 
Otherwise, measurement error is differential [8]. 
2.3.1 Parametric Approaches 
To examine the effects of measurement error in linear regression, consider first 
the simple linear regression model with one independent variable 
y = /30 + /3x X + E, 
where X has mean f.1x and variance cr;, and E has mean zero, variance cr;, and is 
independent of X. Suppose that W = X + U, where U has me an zero, variance cr;, 
and is independent of X [5]. 
A least squares regression of Y on W is a consistent estimate of /3x* = À/3x, 
where 
and is referred to as the reliability ratio [18, 5]. 
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Hence, when (T~ > 0, a least squares regression of Y on W yields an estimator 
that is biased toward zero [18J. In fact, as stated by Carroll et al. [5], "the effect 
of measurement error depends upon the model under consideration and on the joint 
distribution of the measurement error and the other variables." 
If the reliability ratio were known, an unbiased estimate of f3x cou Id be obtained 
by dividing the least squares slope, /3x by the reliability ratio [8J. However, this is 
rarely the case. A consistent estimator of the reliability ratio is given by 
where Ô"; is the sample variance of the W's and Ô"~ is an estimate of the measurement 
error variance. Unfortunately, the estimate obtained, /3x*/).. can be highly skewed in 
small samples [8J. Fuller [18J proposes a modified version of the method-of-moments 
estimator. He defines 
where Ô";w is the sample covariance between Y and W, and Ô"; is the sample variance 
of Y. Then~ the new estimator is given by 
Ô"; + aÔ"~/(n - 1)' 
where a > 0 is sorne fixed constant, and Ô"~ is defined to be 
if A; 2: 1 + 1/ (n - 1) 
Ô"; - Ô"~(A; - l/(n - 1)) otherwise. 
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Note that this new estimator is nearly unbiased for /3x [18]. 
The methods-of-moments estimator can also be used in the case when W is 
biased for X (as in the error calibration model), W = '{'o + '{'xX + D, say. In this 
case, the above estimators are calculated using 
where 1'0 and i'x are estimates of '{'o and '{'x, respectively [8]. 
Another method for eliminating bias for linear regression is orthogonal regres-
sion. The orthogonal regression estimator minimizes 
n L ((Yi - /30 - /3X X i)2 + rJ(Wi - Xi)2) 
i=l 
in the unknown parameters (/30, /3x, XI, ... ,xn), where rJ = cr; / cr~. Henee, this esti-
mator minimizes the orthogonal distance of (Y, W) to the line /30 + /3xX, weighted 
by rJ. In the same way that the methods-of moments estimator requires the measure-
ment error variance, cr~, to be known or estimated, orthogonal regression requires 
that rJ be known or estimated [8, 18]. However, use of this method with an incorrect 
specification of rJ generally results in a large overcorrection for the bias caused by 
measurement error [8]. 
Regression calibration is one approach to measurement error analysis. As de-
scribed by Carroll et al. [8], this approach involves first estimating the regression 
of X on (Z, W), denoted by mx(Z, W, '{'), where'{' is estimated by 1'. This is not 
always straightforward, as X is not directly observable. There are several methods 
avaiIabIe for this estimation. If internaI validation data are availabIe, the simplest 
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approach is ta regress X on the other covariates (Z, W) in the validation data and 
use missing data techniques. If an unbiased instrument, T, is available for sorne sub-
set of subjects, simply regress T on (Z, W) for the corresponding subset of subjects. 
This is sensible since in this case, the regression of T on (Z, W) is identical to the 
regression of X on (Z, W). 
In the case of the additive error model where the errors have mean zero and 
constant covariance matrix I:uu conditional on (Z, X), there exists an algorithm 
derived by Carroll and Stefanski [9J that results in a linear approximation to the 
regression calibration function, provided I:uu is estimated by external data or internaI 
replicates. Assuming there are ki replicate measurements of Xi, W il ,.· ., W iko I:uu 
can be estimated using the following: 
(2.10) 
where 
The best linear approximationto X given (Z, W) is given by 
where /-Lx, /-Lw and /-Lz denote the means of X, W and Z, respectively, and I:xx , I:zx , 
I:xz , I:uu , and I:zz denote the covariance matrices of X, Z and X, X and Z, U, and 
18 
Z, respectively. The estimated calibration function is given by 
where 
f:zz 
= 
l/ 
Z. 
"n - - t L-i=l (Zi - Z.)(Zi - Z.) 
n-l 
2::1 ki(Wi. - {tw)(Zi - Zf 
l/ = f: zx 
(2:~=1 ki(Wi. - {tw)(Wi. - {tw)t) - (n - l)f:uu 
n "n k 2 
"k. _ L-i=l i 
L...t t "n k-. 
i=l L-i=l t 
l/ 
In the case where there are no replicates, regression calibration pro duces estimates 
identical to the classical method-of-moments estimates. Also, regression calibration 
yields consistent estimates in linear regression wh en the number of replicates is not 
constant. 
In the case where there is no Z present, if O"~ is unknown and each observation 
hask replicates, then the James-Stein estimate can be used to estimate E(XIW): 
- ( n - 1 n(k - 1) (y~/k) - -
W .. + 1 - n _ 3 n(k _ 1) + 2 (y~ (Wi . - W .. ), (2.12) 
where (y~ is defined as in (2.10) and (y~ is the sample variance of the W i .. In general, 
the estimates produced by (2.11) and (2.12) are almost identical. 
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Rence, regression calibration works best for problems where E(XIW) can be 
weIl estimated. 
The nèxt step in the regression calibration approach is to replace X by its 
estimate mx(Z, W, i), and perform the usual analysis to obtain estimates of the 
parameters. In order to account for the estimation of "l, the standard errors obtained 
need to be adjusted, which can be done using the bootstrap or sandwich method. 
Note that the regression calibration model is a working model for the observed data, 
and this may be different from the true model for the observed data. 
Cook and Stefanski [I1J propose a simulation-based method of inference for 
parametric measurement error models, known as simulation extrapolation (SIMEX). 
It is applicable when the measurement error variance isknown or weIl estimated, 
and the measurement error is addtive. "The key idea underlying underlying SIMEX 
is the fact that the effect of measurement error on an estimator can be determined 
experimentally via simulation" [8J. 
The SIMEX procedure begins with the simulation step. This involves generating 
additional independent measurement errors with variance ((7~ and adding them to 
the original W data. This creates B additional data sets each with increasingly larger 
measurement error variances. Let Wb,i(() = Wi+vÇUb,i' i = 1, ... , n, b = 1, ... , E, 
denote the new measurements of the W i, where the Ub,i are referred to as pseudo 
errors. Note that var(WiIXi) = (7~ and var(Wb,i(()IXi) = (1 + ()(7~. Rence, the 
created data set would has error variance that is inflated by a factor of (1 + () [8J. 
The next step of the procedure is to obtain estimates from each of the generated 
data sets. Let ê b(() denote the estimator of the bth data set, and let ê(O denote 
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their average: 
B 
ê(() = B- l L êb((). (2.13) 
i=l 
Renee, as described by Carroll et al. [8], "ê(() represents the average of the es-
timates obtained from a large number of experiments with the same amount of 
measurement error" . 
These two steps are repeated a large number oftimes, and the points ((m, ê((m)), 
m = 1, ... , M, are plotted. 
If for each fixed b, the sequence of pseudo errors (Ufj,i)i=l has mean zero, pop-
ulation variance O"~ and its sample correlations with (Yi, Zi, W i )1 are aIl zero, the 
pseudo errors Ub,i are referredto as non-iid pseudo errors [8J. 
The extrapolation step involves first modeling each of the components of ê(() 
as functions of (, where ( 2: o. There are two popular extrapolant functions used: 
the rational linear extrapolant 
"12 
"Il + "13 + ( 
"11"/3 + "12 + "Il ( 
= 
"13 + ( 
and the quadratic extrapolant 
where r = ("Il, "12, "13) t. Often, the quadratic extrapolant is numerically more stable 
than the rational linear extrapolant. The second part of the extrapolation step 
involves extrapolating the fitted models back to the case when the error variance in 
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the measurements is zero, i.e. wh en ( = -1, using either linear or nonlinear least 
squares. Note that there is a separate extrapolation step for each of the components 
of ê((). The vector of extrapolated values yields the SIMEX estimator, denoted by 
êsimex. 
As stated by Cook and Stefanski [11], the simulation-extrapolation estimator is 
an unbiased and approximately consistent estimator of f3x, the parameter of interest, 
where they define an estimator to be approximately consistent if it converges in 
probability to sorne constant that is approximately equal to the estimand. 
2.3.2 Bayesian Approaches 
A typical Bayesian approach to measurement error problems involves treating 
X as missing data. As described by Carroll et al. [8], there are five steps in this 
approach. The first step is to select the likelihood model as if X were observed. 
The second step involves choosing an appropriate error model and specifying the 
distribution of X given Z. The third step in the Bayesian approach is to form the 
likelihood of aIl the data, including W, as if X were observed. This likelihood for a 
single observation is given by 
!(Y, W, XIZ, 0) = !y/z,x(YIZ, X, B)!w/z,x(WIZ, X, (1)!X/z(XIZ, (2), 
whereO is the collection of aIl unknown parameters, B represents the parameters 
to be estimated, !w/z,x(WIZ, X, (1) denotes the density function of the error model 
and !x/z(XIZ, (2) denotes the density functior: of X given Z. The fourth step 
is to assign prior distributions to aIl parameters in the model. Let 0 have prior 
22 
distribution 1r(0). Then, the likelihood becomes 
n 
1r(0) 11 f(Y i , W i , XilZi , 0) = 1r(O)f(Y, W, XIZ, 0). 
i=l 
The last step is to compute the complete conditional distributions (the posterior dis-
tribution of the parameters given an the observed data), often using MCMC methods. 
The posterior distribution of 0 is given by 
f(OIY, W, Z) = 7r(0) J f~Y,_W, xJZ, O)dx 
J 7r(w)f(Y, W, xIZ,w)dxdw (2.14) 
Since the denominator in (2.14) is often difficult to compute, the Gibbs sam-
pler can be used to obtain draws from the posterior distribution of O. Using sorne 
initial value of 0, this is done by first drawing a sample of X's from their posterior 
distribution 
then generating a new value of 0 from its posterior distribution given the observed 
data and newly generated X 's, 
f(OIY, W, Z, X) = 1r(O)f(",!,~, ~I~, 0) . 
J 7r(w)f(Y, W, XIZ, w)dw (2.15) 
By repeating these two steps a large number of times, posterior quantities such as 
the mean and various quantiles can be obtained [8J. 
When the prior distribution of 0 is conjugate, the integral in the denominator 
of (2.15) does not have to be explicitly calculated. However, if this is not the case, 
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obtaining draws from the full conditional distribution in (2.15) is difficult. Hence, a 
Metropolis-Hastings algorithm can be used[8]. 
As described ab ove , a candidate value of 0, denoted by Ocand, is generated and 
will either be accepted or rejected as the new value. If it is rejected, 0 stays at the 
current value, denoted by Ocurr. Let q(OcandIOcurr) den ote the candidate density. 
As demonstrated by Carroll et al. [8], the candidate value Ocand is generated from 
q('IOcurr) and is accepted with probability 
R - . (1 f(Ocand)q(OcurrIOcand)) -min , . f(Ocurr )q(OcandIOcurr) 
Note that if the jumping rule is symmetric, Ocand becomes Ocurr with probability 
. ( f(Ocand)) 
R = mm 1, f(Ocurr) . 
A Metropolis-Hastings step can be incorporated into the Gibbs sampler at those 
steps where it is difficult to sample from the full conditional distribution. 
2.3.3 Nonparametric Approaches 
The goal of nonparametric regression is to estimate the mean of Y as a function 
of X, E(YIX = xo) = my(xo), where my is not required to belong to a parametric 
family of functions [8]. Local-polynomial, kernel-weighted regression and spline esti-
mators are often used in the estimation of my. As spline estimators were discussed 
above, only the former will be discussed here. 
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As described by Carroll et al. [8], when X is observable, the solution for (30 to 
the weighted least squares problem minimizing 
where h is the bandwidth, K is a kernel function, and Kh(U) = h-1 K(u/h), is the 
local, order-p polynomial estimator, denoted by lJo(x). Then, the localleast squares 
estimator of my(x) is given by 
my(x, h) = lJo(x). (2.16) 
However, as in parametric regression, inconsistent estimates of my (x) will be 
obtained if measurement error is ignored. Hence, the regression calibration and 
SIMEX methods described above can be used to obtain consistent estimators in the 
case of additive measurement error, however SIMEX appears to be the preferred 
method [8]. 
In order to use SIMEX in nonparametric regression, the measurement error 
model must be additive, where U is independent of X with variance CT~. As described 
by Carroll et al., the first step in the procedure is to fix values of À E A = (0 < À 1 < 
... < ÀM ). Then, for b = 1, ... , B, define Wib(À) = W i + CTuÀ1/2Eib, where Eib denote 
the non-iid pseudoerrors. For b = 1, ... ,B and À E A, the nonparametric regression 
estimate displayed in (2.16) is obtained by regressing Yi on Wib(À), which will be 
denoted by j(x, b, À). Then, letting j(x, À) denote the sample mean of the j(x, b, À), 
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for each x, the values of Î(x, À), as a function of À, cau be extrapolated back to 
À = -1, which results in the SIMEX estimator of Î(x) [8J. 
According to Carroll et al. [8], the most promising nonparametric approach 
for measurement error problems is a Bayesian method using .splines and MCMC 
proposed by Berry et al. [3] in 2002. This approach is discussed in Chapter 3. 
2.4 Gestational Age Application 
Gestational age is defined to be the age of the fetus measured in completed weeks 
from the time of conception to the date of delivery. It is an important variable for 
estimating fetal growth and risk of mortality and morbidity [32, 31, 27, 13J. Generally, 
gestational age is measured from the date of the last menstrual period, as reported by 
the mother. However, gestational age can also be determined using a clinical estimate 
or by ultrasound. In the case where gestational age is measured from the date of 
the last menstrual period, errors are frequent due to imprecision in recall, unusual 
bleeding after conception or early or delayed ovulation. MiscIassification of pre-term, 
term, and post-term births can strongly effect the birth weight distributions observed 
at various gestational ages, and can compromise statistical analyses, especially when 
even a small number of term births are classified as pre-term or post-term, since 
there are so few of these births. [39, 32J In addition, since term births have a greater 
chance for survival than pre-term births, the mortality at pre-term gestational ag~s 
is underestimated [32J. 
To date, there are at least three general procedures to determine plausible birth-
weight-gestational-age combinations. The first approach is to introduce high and 
low eut-off points for eaeh gestational age. In this case, observed birth weights that 
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faIl outside of these eut-off points are considered implausible and are consequently 
removed from the data set. One limitation in using these types of approaches is 
that the resulting distributions are unrealistic. In addition, these cutoffs are dataset-
dependent, and hence a eut off that works weIl in one sample may not work weIl in 
others. For example, Alexander et al. [1] propose using gestational age values of ±2.5 
standard deviations from the mean as initial eut-off values, and then modifying them 
by a week or more as necessary. Similarly, Kallen's approaeh [28] eonsists of first 
eonstructing growth eurves based on the mode birth weight value for each gestational 
age and assuming the coefficient of variation, estimated using a gestational age of 
40 weeks, is fixed for aIl gestational ages. Implausible birth-weight-gestational-age 
eombinations are determined based on these growth eurves. 
Arbuckle et al. [2] propose using a method suggested by Tukey [40] for detect-
ing extreme outliers. This method consists <?f first calculating the 25th and 75th per-
centiles for each gestation al age, and denoting the multiples above the 75th pereentile 
and below the 25th percentile by p75 and p25, respectively. For each gestational age, 
the parameter L is then defined to be 
L = 
BW -p75 
p75 - p25 
BW -p25 
p75 - p25 
o 
if BW is greater than the 75th percentile 
if BW is less than the 25th percentile 
if BW is between the 25th and 75th percentiles, 
where BW is the birth weight. Then, those births with an absolute value for L 
greater than 2 are considered extreme outliers, and consequently, are removed from 
the analysis [2]. Since outliers can distort the quartiles to the point where outliers lie 
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in the plausible range, this method is not always useful. Therefore, as discussed by 
Platt et al. [32], this method is suit able for detecting only rare outliers. Similarly, 
Zhang and Bowes [43] suggest replacing suspicious gestational ages with the clinical 
estimates using normal probability plots. First, the frequency of birth weight at each 
gestational age is depicted in a normal probability plot, where the y-axis represents 
the z-score, the x-axis represents the birth weight. A straight, diagonal line in 
the plot indicates a normal distribution in birth weight. eut-off points of birth 
weight are selected when a plot of the current data begins to deviate systematically 
from the straight line, indicating a departure from normality. The gestational ages 
of infants with a birth weight greater than the cut-off value at given gestational 
ages are replaced by the clinical estimates. Skjaerven et al. [37] assume that the 
distribution of birth weights at each gestational age should be approximately normal. 
The mean birth weight and corresponding standard deviation for each gestational age 
was calculated, and removed those births not consistent with a normal distribution. 
The second approach is to model the errors in gestational age using a mixture 
model and develop revised birth weight distributions for gestational ages. Oja et al. 
[30] model the logarithm of the birth weights as normally distributed, and assume 
constant variance over aIl true .gestational ages. Because sorne women experience 
slight bleeding at the beginning of pregnancy, which is can be mistaken for a men-
st ruaI period, Oja et al. assume an error of one menstrual cycle, and hence the true 
gestational age is the observed gestational age or differs from the observed gestational 
age by ±4 weeks. The expectation-maximization (EM) algorithm was employed to 
estimate the parameters in the proposed model. Their model produced reasonable 
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estimates of the mean and standard deviation for birth weight at each gestational 
age [30, 32]. Platt et al. [32] modified Oja et al. 's model by assuming that the birth 
weights are normally distributed given the correct gestational age, and that the true 
gestation al age is either the observed gestational age or 40 weeks. Platt et al. es-
timate the parameters of the mixture model using the EM algorithm. Their model 
yields more plausible distributions of birth weight and mortality at given gestational 
ages as compared to the models proposed by Oja et al. [30], Alexander et al. [1] and 
Arbuckle et al. [2]. Similarly, Tentoni et al. [39] fit a mixture model of two normal 
distributions to the birth weight distributions using the maximum likelihood method, 
where the parameter estimates were obtained using the expectation maximization 
algorithm. The data were then clustered according to the posterior probabilities of 
group membership. Dunson and Weinberg [14] used a similar method in a different 
context. They develop a fertility model that accounts for measurement error in the 
day of ovulation. They use a mixture model that allows the day to be misspecified 
and assume that the measurement errors are independent and identically distributed 
across menstrual cycles. Finally, a beta mixture model is used to account for hetero-
geneity among couples. Markov chain Monte Carlo techniques are used for Bayesian . 
estimation. 
The final approach involves the use of reference centile curves. Reference inter-
vals (RIs) "represent the interval between a pair of symmetrically placed extreme 
centiles" [36]. Reference centile curves display "the distribution of a me as ure ment 
as it changes according to sorne covariate, often age" and are useful in identifying 
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unusual individuals [10]. Henee, another approach to determine plausible birth-
weight-gestational-age combinations is to create reference centile curves using the 
LMS method proposed by Cole and Green [10]. Their method involves obtaining 
three curves representing the median, coefficient of variation and skewness (expressed 
as a Box-Cox power). This is done by considering a transformation of the variable of 
interest, y, where y has median /-l and yÀ (or log (y) if À = 0) is normally distributed, 
for À the Box-Cox power, based on the Box-Cox transformation [4]: 
x 
(yi /-l)À - 1 
À 
= log (~) 
for À =1= 0 
for À = O. 
The optimal value of À is the one that minimizes the standard devation of x, denoted 
by cr [36, 10]. The Z-score of x is given by 
x 
z= - = 
cr 
(yi /-l)À - 1 
Àcr 
log(y /-l) 
for À =1= 0 
for À = 0, 
where z is assumed to have a standard normal distribution [36, 10]. If it is assumed 
that the distribution of y varies with gestational age, denoted by t, and that À, /-l 
and cr at tare obtained from the smooth curves L(t), M(t) and S(t), then 
( ) L(t) 
-dfu -1 
for L(t) =1= 0 z L(t)S(t) 
log (-dfu) 
for L(t) = O. (2.17) S(t) 
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As demonstrated by Cole and Green [10], rearranging (2.17) shows that if the 
L, M, and S curves are smooth, then the centile curves will also be smooth, where 
the centile 100a of y at t is given by 
ClOOo M(t)(l + L(t)S(t)zo)l/L(t) for L(t) -=1= 0 
- M(t) exp(S(t)zo) for L(t) = o. 
The L(t), M(t), and S(t) curves are estimated by maximizing the penalized 
likelihood 
(2.18) 
where a>., ail' and aD" are smoothing parameters, and C denotes the log-likelihood 
function derived from (2.17) and is given by 
The integrals in equation (2.18) are roughness penalties, where the extent of the 
smoothing is controlled by the three smoothing parameters, or by equivalent degrees 
of freedom [36, 10]. 
The method proposed by Sherer et al. [35] involves regression modelling of both 
the mean and standard deviation across gestational age. The main assumption of 
the method is that at each gestational age, the measurement of interest, which in our 
case is birth weight, has a Normal distribution with mean and standard deviation 
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varying smoothly with gestational age. The centile curve at any given gestational 
age is give by 
centileGA = meanGA + K x SDGA , (2.19) 
where meanGA and SDGA are the mean and standard deviation at the specified 
gestational age, and K is the appropriate normal equivalent deviate (NED) [36J. The 
goal of the method is to find functions that reasonably represent how the me an and 
standard deviationehange with gestational age, thereby facilitating the calculation of 
centile curves using the appropriate K. The mean is modeled by fitting a polynomial 
curve to the raw data using least squares regression analysis [36J. Residuals from the 
fitted mean model are then calculated and plotted against gestational age in order to 
examine how variability changes with gestational age. Note that the residuals should 
be normally distributed, following from the original assumption. The z-scores are 
also calculated in order to assess model fit. Finally, once a model has been selected, 
centile curves for desired reference intervals can be calculated by substituting the 
expressions for the mean and standard deviation into equation (2.19) [36J. 
Since sorne size measurements tend to follow a skewed normal distribution at 
any given gestational age, a log transformation of the data is sometimes appropriate. 
Fractional polynomials can also be used for modeling the mean to obtain the best 
possible fit to the data. 
Healy et al. [25J describe a method of producing centile curves based on empirical 
centile estimates, but make no assumption about the distribution of measurements 
at each gestational age. The method involves calculating centile curves at windows 
of gestational ages instead of at individual gestational ages. By assuming that each 
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centile curve can be approximated by a degree p polynomial, where each coefficient 
of that polynomial is modeled as a polynomial in its respective NED, the centile 
curves are smoothed by combining these polynomials, resuIting in a linear model for 
centile values, which can be fitted by least squares regression [36J. 
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CHAPTER 3 
Methods and Simulation Results 
We present a description of the models presented in "Bayesian Smoothing and 
Regression Splines for Measurement Error Problems" by Berry et al. is given and 
investigate the effect of the smoothing parameter, in the case of the leM approach, 
and the effect of the choice of prior distribution for the smoothing parameter, in the 
case of the Bayesian approach, on the results. 
3.1 Methods 
Consider the following measurement error model 
(3.1) 
for i = 1, ... ,n, where the fi are independent and normally distributed error terms 
with mean 0 and variance 0";. In the presence of measurement error, the X's are 
latent variables, and it is the W's that are actually observed: 
(3.2) 
for i = 1, ... , n, j = 1, ... , mi, where the Uij are independent and normally dis-
tributed error terms with me an 0 and variance O"~. 
The mean function m is estimated as a P-spline with smoothing parameter a, 
which is denoted by g. Before 9 can be estimated, XI, . .. , X n must first be generated 
from the posterior density. Let () = (g, X, u;, u;, a). Then, the posterior density is 
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given by 
[OjY, W] oc [Yjg, x, lT;][WjX, lT~][gjQ][lT~][lT;][X][Q], (3.3) 
where [A] and [AjB] represent prior and condition al densities, respectively, foHowing 
the notation of Berry et al. [3]. 
As presented by Berry et al. [3], estimation of g will be performed using two 
approaches. The first is an iterative approach, and the second is a fully Bayesian 
approach. Both are described below. 
3.1.1 Iterative Conditional Modes Algorithm 
The iterative conditional modes (rCM) algorithm is an iterative method of es-
timating 9 in the presence of measurement error by approximating the mode of the 
posterior density as given in (3.3). The first step is to estimate the three variance 
components a;, a~ and CY. These estimates are then held fixed for the duration of 
the procedure. Let s; denote the sample variance of Will . .. , W imi . Then, a~ is 
estimated using 
~2 _ ~ (mi - l)s~ 
au - ~ "n ( ) . 
i=l wi=l mi - 1 
If mi = 1 for aH i = 1, ... ,n, then an estimate for a~ must be given. 
The initial estimate for the X parameter is X(O) = (W 1, ... , W n), where 
Then, a naive smoothing spline, g(O), is estimated by assuming X = X(O) and fitting 
a standard (nonmeasurement error) smoothing spline. Cross-validE!-tion is used to 
estimate the smoothing parameter for the naive estimator eX. Then, a; is estimated 
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using 
A2 n (Yi - g(O) (XP)))2 
fJ€ = 8 trace(I - A(â)) , (3.4) 
where A(â) = B(BTB + aD)-lBT. 
A normal prior distribution is assigned to each Xi with mean /-lx and variance 
fJ;. The mean and standard deviations of the W's are used for /-lx and fJ;. 
The posterior distribution is proportional to 
d 't' 1 A 2 A 2 d A con 1 lOna on fJ€, fJu , an a. 
The second step of the algorithm is to find the vector X that maximizes the 
posterior distribution in (3.5), condition al on g(i-l), which is denoted by X(i). 
The third step is to find the vector g(i) that maximizes the posterior distribution 
in (3.5), conditional on X(i). 
The second and third steps of the algorithm are repeated until the estimate g(i) 
converges. 
One disadvantage of the lCM approach is that it does not always yield consistent 
estimates of the regression function. 
3.1.2 Fully Bayesian Approach 
In the fully bayesian approach, prior distributions are placed on aIl parameters 
and the joint posterior distribution is calculated. One of the advantages of using this 
approach over the ICM approach is that observations of the smoothing spline are 
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generated from the posterior, hence the entire posterior distribution of gis estimated, 
and not Just its mode. 
In this method, al CY; is replaced by "(. The prior distributions for CY;, CY~ and "( 
are given as follows: 
CY~ IG(Au, Bu) 
"( Gamma(A1" B1')' 
where IG denotes an inverse-gamma distribution. 
Since the prior distribution for the X's can change from application to applica-
tion, the choice of prior for X will depend on the application. In the Berry et al. [3J 
paper, a normal distribution is used: 
X ""' N(JJ,x, CY;) 
/-lx ""' N(dx , t;) 
CY; IG(Ax, Bx). 
Note that aIl hyperparameters remain fixed once assigned. 
Then, the joint posterior distribution is proportional to: 
exp 
x 
x 
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The complete conditional distributions for the parameters are given by: 
glX, 'Y, (J;, Y, W 
The algorithm begins by using the estimates Ô";, Ô"~, i, X(oo), and g(1) from the 
leM approach as starting values. Observations from each of the complete condi-
tionals given above are drawn iteratively in the order presented, with a Metropolis-
Hastings step to sample the Xi's. 
3.2 Simulation Results 
Berry et al. [3J lack details about their choice for smoothing parameter and 
prior distributions, as weIl as their influence on the results. Hence, to investigate the 
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sensitivity of the results to the choice of smoothing parameter and prior distributions, 
the results from the Berry et al. paper were replicated. However, in order to replicate 
these results, a few assumptions needed to be made. First, to create the B matrix, 
it was àssumed that the basis used was B(x) = {l, X, x2 , (x - Kl)!, ... , (x - KK)!V. 
lt was also assumed that 30 knots were used at the corresponding quantiles of W. 
The simulated data set used by Berry et al. [3] consisted of 100 X's generated 
from a standard normal distribution. From these, two vectors of Wi/s were generated 
from a normal distribution with mean Xi and standard deviation 0.8. The responses, 
Y, were generated from a normal distribution with mean function given by 
sin(1fxj2) 
m(x) = 1 + 2x2 (sign(x) + 1) 
and standard deviation 0.3. 
First, in order to assess the performance of the algorithms, a less variable data 
set was first created. AU variables were generated in the same way as the Berry et 
al. [3] data set, except that in this data set, the Wi/s had a standard deviation 
of 0.3 and the Y's had a standard deviation of 0.1. In addition, three different 
values for the smoothing parameter, a, were used in the ICM approach, and three 
different prior distributions for 'Y were used in the Bayesian approach to examine 
the sensitivity of the results. For the ICM approach, 100 iterations were performed, 
while 1000 iterations were performed for the Bayesian Approach. The following prior 
distributions were assigned to the remaining hyperparameters: 
0"; f"V IG(l, l) 
O"~ IG(I, 1) 
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/-lx N(O, 100) 
0"; '" IG(l, 1). 
As outlined by Berry et al. [3], these priors were selected because they are relatively 
uninformative and flexible. 
Figures (3-1) and (3-2) show the resulting curves using this less variable data 
set. The (X, Y) pairs with solid orange points and the (W, Y) observations with 
open black points. The true regression function m( x) is shown with the red solid 
line. 
The leM algorithm was especiaIly sensitive to changes in CY. The resulting leM 
spline was closest to the true curve when CY = 0.1 was used, as shown in figure (3-
1) by the solid blue line. Wh en CY was increased to 30, the resulting leM spline 
was too smooth due to the high penalty for roughness. This is shown by the solid 
black line in figure (3-1). FinaIly, when CY was decreased to 0.0001, as shown by 
the solid purple line, the resulting leM spline was much too rough to approximate 
the true regression function weIl. In general, when CY = 0.1 was used as the choice 
for the smoothing parameter, the resulting spline approximated the true curve weIl. 
The leM algorithm was also very sensitive to changes in the initial values of W, as 
would be expected. 
The Bayesian approach also worked very weIl in general, but was somewhat 
sensitive to changes in the prior distribution for ,. Figure (3-2) displays the true 
curve, as weIl as the resulting mean of the posterior of the regression function using 
three different prior distributions for ,. The blue curve represents an inverse-gamma 
prior distribution for gamma with shape parameter 3 and scale parameter 1000. This 
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is the prior distribution suggestcd by Berry et al. [3J. As can be seen from figure 
(3-2), the resulting spline approximates the true regression function very weIl. The 
purple curve represents an i;nverse-gamma prior distribution for gamma with shape 
parameter 3 and scale parameter 1/1000. As can be seen from the figure, this curve 
is almost a straight line. Obviously, this curve is a very poor approximation of the 
true regression function. FinaIly, the black curve represents an inverse-gamma prior 
distribution for gamma with shape parameter 0 and scale parameter 0.1. As can be 
seen from the figure, this curve better represents the true curve than the previous 
curve, but not nearly as weIl as the blue curve. It is important to note that the 
results were insensitive moderate changes in the shape and scale parameters of the 
prior distributions for the other hyperparameters. 
Therefore, the results are quite sensitive to the choice of smoothing parameter 
and prior distribution for T In their paper, Berry et al. [3J understate the sensitivity 
of the results. 
Figures (3-3) and (3-4) show the resulting curves using the more variable data 
set used by Berry et al. [3J. The (X, Y) pairs with solid orange points and the 
(W, Y) observations with open black points. The true regression function m(x) is 
shown with the red solid line. 
Figure (3-3) displays the leM spline using a = 0.1 with the blue line. As can 
be seen from the plot, this curve approximates the true regression function resonably 
weIl. The le ft end of the curve is considerably steeper than the true curve, and it 
does not approximate the peak and valley of the curve weIl. 
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Figure (3-4)displays the resulting spline using the Bayesian approach with 
an inverse-gamma prior distribution for gamma with shape parameter 3 and scale 
parameter 1000 by the solid blue line. As can be se en from the plot, this curve 
provides an excellent approximation to the true regression function. 
In the case of the less variable data, if the best fitting curves in figures (3-1) 
and (3-2) are compared, it can be seen that both the leM curve and the curve using 
the Bayesian approach approximate the true regression function weIl. However, if 
the curves in figures (3-3) and (3-4) from the more variable data set are compared, 
we see that the resulting curve from the Bayesian approach better approximates the 
true curve than the resulting leM spline. This is expected due to the fiexibility of 
the Bayesian approach. 
In addition, the ability of each method to approximate the true regression func-
tion was examined quantitatively, using the mean squared error (MSE). For each 
method, one hundred simulated data sets were generated as described above using 
a = 0.1 in the leM approach and 'Y rv IG(3, 1000) in the Bayesian approach. The 
results are presented in Table (3-1). As can be se en from the table, the MSE for the 
Bayesian approach is 0.56, which is much smaller than the MSE for the leM approach 
(2.93). Henee, the Bayesian approach better approximates the true curve than the 
resulting leM spline, confirming the conclusion found from visual inspection. 
Table 3-1: MSE for the Simulation Study 
MSE 
leM Approach 2.9289 
Bayesian Approach 0.5634 
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Figure 3-1: The (X, Y) pairs are displayed with solid orange points and the (W, Y) 
observations are displayed with open black points. The true lCM spline, and the 
lCM splines using Ct = 0.1, Ct = 30 and Ct = 0.0001 are also displayed. 
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Figure 3-2: The (X, Y) pairs are displayed with solid orange points and the (W, Y) 
observations are displayed with open black points. The true spline, and the splines 
using 'Y ,...., IG(3, 1000), 'Y ,...., IG(3, 1/1000) and 'Y ,...., IG(O, 0.1) are also displayed. 
44 
Figure 3-3: The (X, Y) pairs are displayed with solid orange points and the (W, Y) 
observations are displayed with open black points. The true lCM spline (shown in 
red) and the lCM splines using a = 0.1 (shown in blue) are displayed. 
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Figure 3-4: The (X, Y) pairs are displayed with solid orange points and the (W, Y) 
observations are displayed with open black points. The true spline (shown in red) 
and the spline using "Y rv IG(3, 1000) (shown in blue) are displayed. 
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CHAPTER 4 
Application to Gestational Age Data 
4.1 Description of the Data Set 
The data consist of a random sample of 30,000 births from a total of 1,996,355 
births from the V.S. National Center for Health Statistics (NCHS) birth cohort with 
linked infant deaths from 1995, where only male singleton live births with non-
missing values for gestational age and birth weight were considered. For each infant, 
the gestational age measured from the last menstrual period (LMP), the clinidan's 
best estimate of gestational age, and the birth weight were recorded. 
Infants with a clinical gestational age less than 22 weeks or greater than 43 
weeks were removed from the sample, leaving 29,987 births. 
4.2 Exploratory Data Analysis 
From table (4-1), for both the clinical and LMP-based gestational age, most of 
the infants are recorded as having a gestational age between 37 and 41 weeks. From 
table (4-2), we see that approximately 91% of infants have a clinical gestational 
age between 37 and 41 weeks, and approximately 82% of infants have a LMP-based 
gestational age between 37 and 41 weeks. From this table, we also notice that 
approximately 1% of infants have a gestational age, either clinical or LMP-based, 
between 22 and 30 weeks. 
Table (4-3) shows the mean and standard deviation of birth weights (measured 
in grams) for each gestational age. From this table, we can see that, generally, the 
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mean birth weight increases as the gestational age increases. We notice that the 
standard deviation of the birth weights tend to be quite different at each gestational 
age. Renee, it is difficult to make the assumption of equal variances of birth weight 
at each gestational age. We also notice that the standard deviations of birth weights 
for gestational ages between 37 and 41 weeks tend to be smaller than for gestational 
ages smaller than 37 weeks. This is perhaps an indication that term births have been 
misclassified as pre-term births, hence increasing their standard deviations. 
4.3 Methods 
The methods used are those proposed by Berry et al. [3] with slight modifica-
tions. Both the leM and the Bayesian approaches were be applied to the clinical 
and the LMP-based gestational ages. 
Recall that in this approach, a regression spline model is used: 
4 
f(x; {3) = /31 + /32 X + /33x2 + L /33+k(X - /1;k)~, 
k=l 
where {3 = (/30, /31, /32, ... ,/36f is a vector ofregression coefficients, and /1;1 < ... < /1;4 
are fixed knots. Because of the nature of the data, evenly spaced knots, or knots 
placed at specified quantiles of the data would not have been useful. Knots were 
initially placed throughout the range of gestational ages, however since there are so 
few infants with gestational ages sm aller than 37 weeks, this created problems in 
estimation. Renee, 4 knots were placed, one at 35, 37, 39, and 41 weeks gestatation, 
since most of the data is contained between 37 and 41 weeks gestation. The mÎnimizer 
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Table 4-1: Number of infants for each gestational age as measured clinically and by 
last menstrual period. 
Clinical Gestational Age LMP-based Gestational Age 
22 Weeks 17 14 
23 Weeks 10 14 
24 Weeks 18 23 
25 Weeks 27 26 
26 Weeks 33 45 
27 Weeks 33 44 
28 Weeks 47 54 
29 Weeks 41 54 
30 Weeks 62 73 
31 Weeks 60 100 
32 Weeks 118 149 
33 Weeks 110 200 
34 Weeks 241 339 
35 Weeks 403 622 
36 Weeks 858 1072 
37 Weeks 1823 2054 
38 Weeks 4185 4324 
39 Weeks 6893 7086 
40 Weeks 10893 7193 
41 Weeks 3418 4092 
42 Weeks 673 1401 
43 Weeks 24 636 
44 Weeks 0 372 
of 
4 
2:~1 (Yi - f(x; (3))2 + L a/3;+k 
k=l 
2:~=1 (Yi - B(Xil (3)2 + a{3T, letting f(x; (3) = B(x)T {3 
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Table 4-2: Number (percentages) of infants for gestational age intervals. 
22 - 30 Weeks 
31- 36 Weeks 
37 - 41 Weeks 
42+ Weeks 
Clinical Gestational Age 
288 (0.96%) 
1790 (5.97%) 
27212 (90.75%) 
697 (2.32%) 
LMP-based Gestational Age 
347 (1.15%) 
2482 (8.28%) 
24749 (82.53%) 
2409 (8.03%) 
is referred to as the penalized least squares estimator and· is given by 
where B(x) = {1,x,x2 , (x - ~l)~, (x - ~2)~, (x - ~3)~, (x - ~4)~V, Bis a 7 x 7 
matrix with ith row equal to B(Xif, D is a 7 x 7 diagonal matrix with three O's 
followed by four 1 's along the diagonal. 
In our approach, Y represents the natural log of the birth weights and W 
represents the gestational ages measured with error, centered about their mean. In 
the ICM approach, the procedure was identical to that described by Berry et al. [3], 
except for the estimation of O'~, 0';, and 0:'. Since there are no repeated measurements 
for the gestational ages, an estimate for O'~ had to be provided. In addition, since 
there is such a large number of observations in the data set, an estimate for 0'; could 
not be obtained using equation (3.4). Instead, an estimate was provided based on the 
variance of the natural log of the observed birth weights. The choice of smoothing 
parameter was selected based on results from a simulation study. 
In the Bayesian approach, the prior distributions for the parameters are as 
follows: 
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Table 4-3: Mean and standard deviation of birth weights for each gestational age. 
Clinical Gestational Age LMP-based Gestational Age 
Mean Standard Deviation Mean Standard Deviation 
22 Weeks 510.06 66.64 677.14 297.73 
23 Weeks 544.40 82.04 758.71 301.13 
24 Weeks 720.56 274.20 754.87 392.12 
25 Weeks 851.48 448.12 990.38 627.19 
26 Weeks 835.76 178.14 1070.51 591.86 
27 Weeks 926.06 204.53 1232.73 670.48 
28 Weeks 1236.34 606.31 1690.44 998.19 
29 Weeks 1391.68 554.12 1765.43 821.75 
30 Weeks 1695.81 737.26 1958.60 788.81 
31 Weeks 1665.38 536.97 2229.41 843.94 
32 Weeks 1854.41 461.96 2253.54 767.49 
33 Weeks 2034.64 476.44 2460.44 696.37 
34 Weeks 2260.75 451.21 2669.55 628.56 
35 Weeks 2545.10 482.84 2802.88 594.11 
36 Weeks 2749.44 454.74 2939.25 523.76 
37 Weeks 2970.29 462.15 3058.96 508.45 
38 Weeks 3181.47 446.53 3225.03 452.08 
39 Weeks 3336.49 424.54 3356.39 449.49 
40 Weeks 3450.96 443.98 3448.78 442.22 
41 Weeks 3573.87 433.65 3513.03 448.05 
42 Weeks 3592.82 433.90 3462.36 463.79 
43 Weeks 3545.50 479.76 3419.41 485.01 
44 Weeks 3423.27 492.09 
(J"2 
'" 
IG(Au , Bu) u 
'Y Gamma(A-y, B-y) 
X N (/-Lx, (J";) 
/-Lx N(dx,t;) 
(J"2 
x IG(Ax, Bx). 
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The complete conditional distributions for f3 is given by: 
The complete conditional distributions for aIl other parameters are identical to those 
provided in Section 3.1.2. Note that the complete conditional distributions of the 
parameters remain unchanged des pite the log transformation of Y. 
Of the methods used to date to determine plausible birth-weight-gestational-
age combinations, our method most closely resembles the second type of approach. 
While we are not modeling the errors in gestational age using mixture models, we 
are fitting smooth curves to the data. In addition, we do not make any assumptions 
as to the source of the erroneous gestational ages as Oja et al. and Platt et al. do. 
As we do not define specifie eut-off points or use reference centile curves, our method 
cannot be categorized into the first or third approach. 
4.4 Results 
The smoothing parameter a was chosen to be 120, and the initial estimate for 
O"~ was chosen to be 1 for both the clinical and LMP-based gestational ages. For 
the leM approach, five iterations of the algorithl? were performed. The results for 
the clinical and LMP-baesd gestational ages are displayed in figures (4-1) and (4-2), 
respectively. In both cases, it can be seen that the curve fits weIl for gestational ages 
smaller than 35 weeks, but after that, it does not fit weIl at aIl. This can most likely 
be attributed to the smaIl number of iterations performed, and the high sensitivity 
of the leM approach to the choice of smoothing parameter, as demonstrated in the 
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simulation study. The leM approach is used primarily to obtain starting values for 
the Bayesian approach. 
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Figure 4-1: The fitted curve using the 
leM approach as applied to the clinical 
gestational ages. 
Figure 4-2: The fitted curve using the 
leM approach as applied to the LMP-
based gestational ages. 
For the Bayesian approach, 1500 iterations were performed for both the clinical 
and LMP-based gestational ages, where the first 500 iterations were allowed for 
burn-in. The following prior distributions were placed on the parameters: 
(J2 
f !G(1, 5) 
(J2 
'" 
!G(l, l) u 
'Y '" Gamma(3, 1000) 
/-lx N(O, 100) 
(J2 
x !G(l, 1). 
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The results are shown in figures (4-3) and (4-4). We can see that in both casès, 
the fitted curves provide more reasonable birth-weight-gestational-age combinat ions 
. 
than the leM approach. However, we notice that the curve drops sharply at approx-
imately 41 we.eks. Although this trend was seen in the observed data (as shown in 
table (4-3)), clinical experts do not believe that birth weight declines after 40 weeks 
gestational age [32J. This decline is likely based on poor distributional assumptions 
for gestational age. 
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Figure 4-3: The fitted curve using the 
Bayesian approach as applied to the clini-
cal gestational ages. 
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Figure 4-4: The fitted curve using the 
Bayesian approach as applied to the LMP-
based gestational ages. 
Figures (4-5) and (4-6) display the fitted curve plotted on the original observed 
clinical and LMP-based gestational ages, respectively. In comparing figures (4-3) 
with (4-5) and (4-4) with (4-6), we see that there is less variability in birth weights 
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at each gestational age, and there are fewer infants with gestational ages smaller 
than 30 weeks. 
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Figure 4-5: The fitted curve using the 
Bayesian approach using the clinical ges-
tational ages, plotted against the original 
observed gestational ages. 
Figure 4-6: The fitted curve using the 
Bayesian approach using the LMP-based 
gestational, plotted against the original 
observed gestational ages. 
Figures (4-7), (4-9), (4-11), (4-13) and (4-15) display the convergence plots for 
Œ;, Œ~, 'Y, (32 and (36, respectively, using the clinical gestational ages, while figures 
(4-8), (4-10), (4-12), (4-14) and (4-16) display the convergence plots for Œ;, Œ~, 'Y, 
(32 and (36, respectively, using the LMP-based gestational ages. From these plots, we 
see that Œ; and Œ~ move around quite a bit during the first 800 iterations, but seem 
somewhat constant after that. We notice that the initial value for 'Y is extremely 
different from the final value in figure (4-11), and does not seem to have converged 
after 1000 iterations. In figure (4-12), while the initial and final values for 'Y are 
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similar, it does not seem to have converged after 1000 iterations. Both /32 and /36 
tend to change dramatically throughout the 1500 iterations, and do not seem to have 
converged after 1000 iterations. OveraIl, we have very little faith in the numerical 
results due to the large amount of posterior autocorrelation and posterior correlation, 
as weIl as due to the small number of iterations. Due to the slow nature of the code 
and the large amount of data, only 1500 iterations were able to be run. Therefore, R 
was not the optimal platform choice in the analysis of this data set. In addition, the 
small number of iterations may be the reason that we notice sharp drop after 41 weeks 
in figures (4-3) and (4-4). IdeaIly, 10,000 iterations would have been performed. 
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Figure 4-7: The convergence plot for CJ; 
using the clinical gestational ages. 
Figure 4-8: The convergence plot for CJ; 
using the LMP-based gestational ages. 
Figures (4-17), (4-19), (4-21), (4-23) and (4-25) display the posterior densi-
ties of CJ;, CJ~, 'Y, /32 and /36, respectively, using the clinical gestational ages. From 
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Figure 4-9: The convergence plot for O"~ 
using the clinical gestational ages. 
Figure 4-10: The convergence plot for 0"; 
using the LMP-based gestational ages. 
these plots, we see that the posterior density of 0"; does look like an inverse-gamma 
distribution, while the posterior density of 0"; seems to be skewed to the left, even 
though both should have inverse-gamma distributions. The posterior density of "( 
resembles a gamma distribution, as it should. The posterior densities of (32 and (36 
both resemble a Normal distribution, as they should, despite small bumps in the 
curve. 
Similarly, figures (4-18), (4-20), (4-22), (4-24) and (4-26) display the posterior 
densities of 0";, O"~, "(, (32 and (36, respectively, using the LMP-based gestational ages. 
In this case, the posterior density of 0"; resembles a Normal distribution more closely 
than an inverse-gamma distribution. However, now the posterior density of O"~ does 
resemble an inverse-gamma distribution. As with the clinical gestational ages, the 
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Figure 4-11: The convergence plot for , 
using the clinical gestational ages. 
Figure 4-12: The convergence plot for, 
using the LMP-based gestational ages. 
posterior density of, resembles a gamma distribution, and the posterior densities of 
/32 and /36 both resemble a Normal distribution, despite small bumps in the curve. 
Tables (4-5) and (4-6) show the posterior mean, posterior variance, posterior 
median and the 95% credible interval for a;, a;, " Px and a; using the clinical and 
LMP-based gestational ages, respectively. Comparing the values in these tables, we 
see that the values for a;, ji,x and a; are comparable, while the values for a; and, 
are quite different. We notice that a; is much larger for the LMP-based gestational 
ages than the clinical gestational ages, which is exactly what would be expected. 
We also notice that the posterior mean and posterior variance are much larger for 
the clinical gestational ages than the LMP-based gestational ages. Note that the 
error variance, a;, is on the log scale. Renee, Œ;,T was included in the table for ease 
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Figure 4-13: The convergence plot for /32 
using the clinical gestational ages. 
Figure 4-14: The convergence plot for /32 
using the LMP-based gestational ages. 
of interpretation since it can be used to determine the conditional variance on the 
original birth weight scale at a specifie gestational age by multiplying CT;,T by the 
exponential of the mean birth weight at that gestational age. 
CT;,T is a multiplier of the exponential of the mean birth weight at each gestational 
age. Therefore, the conditional variance on the original birth weight scale at a specifie 
gestational age can be found by multiplying CT;,T by the exponential of the mean 
birth weight at that gestational age. Rence, CT;,T was included in the table for ease 
of interpretation. 
Table (4-7) displays the number of infants for each gestational age in completed 
weeks, for both the clinical and LMP-based gestational ages after reclassification. 
Wc notice that 39 wecks gestation has the highest number of infants. We aIs a notice 
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Figure 4-15: The convergence plot for f36 
using the clinical gestational ages. 
Figure 4-16: The convergence plot for f36 
using the LMP-based gestational ages. 
that approximately 92% of the infants have gestational ages between 37 and 41 
weeks. Comparing tables (4-7) and (4-1), we see that the infants are tending to be 
moved towards their mean (39.04 for the clinical gestational ages and 39.03 for the 
LMP-based gestational ages). 
Table (4-8) displays the mean birth weights at each gestational age, as weIl as the 
standard deviation, after reclassification. We notice that the me an birth weight tends 
to increase as the gestational age increases, except after 41 weeks where the mean 
drops slightly. Comparing the means in tables (4-8) and (4-3), we notice that the 
mean birth weights tend to be slightly lower after reclassification for gestational ages 
smaller than 38 weeks. We also notice that the standard deviation of the birth weights 
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Figure 4-17: The posterior density for Œ; 
using the clinical gestational ages. 
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Figure 4-18: The posterior density for Œ; 
using the LMP-based gestational ages. 
lS more constant throughout the gestational ages, unlike before reclassification, as 
shown in table(4-3). 
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Figure 4-19: The posterior density for O'~ 
using the clinical gestational ages. 
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Figure 4-21: The posterior density for 'Y 
using the clinical gestational ages. 
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Figure 4-20: The posterior density for O'~ 
using the LMP-based gestational ages. 
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Figure 4-22: The posterior density for 'Y 
using the LMP-based gestational ages. 
Table 4-4: Mean and standard deviation of the natural log of birth weights for each 
gestational age. 
Clinical Gestational Age LMP-based Gestational Age 
Mean Standard Deviation Mean Standard Deviation 
22 Weeks 6.23 0.13 6.41 0.45 
23 Weeks 6.29 0.16 6.57 0.34 
24 Weeks 6.53 0.32 6.54 0.39 
25 Weeks 6.68 0.33 6.77 0.46 
26 Weeks 6.71 0.22 6.87 0.43 
27 Weeks 6.81 0.22 7.01 0.45 
28 Weeks 7.04 0.38 7.27 0.58 
29 Weeks 7.19 0.30 7.38 0.44 
30 Weeks 7.37 0.36 7.50 0.38 
31 Weeks 7.38 0.27 7.63 0.40 
32 Weeks 7.50 0.23 7.66 0.34 
33 Weeks 7.59 0.24 7.77 0.29 
34 Weeks. 7.70 0.20 7.86 0.24 
35 Weeks 7.82 0.20 7.91 0.23 
36 Weeks 7.91 0.17 7.97 0.19 
37 Weeks 7.98 0.16 8.01 0.17 
38 Weeks 8.06 0.14 8.07 0.14 
39 Weeks 8.10 0.13 8.11 0.14 
40 Weeks 8.14 0.13 8.14 0.13 
41 Weeks 8.17 0.12 8.16 0.13 
42 Weeks 8.18 0.12 8.14 0.14 
43 Weeks 8.16 0.14 8.13 0.14 
44 Weeks 8.13 0.15 
Table 4-5: Posterior Quantities for (7;, (7;, 'Y, Mx and (7; using the clinical gestational 
ages 
Mean Variance Median 95% Credible Interval 
(7€ 0.0112 5.37e 0.0112 (0.0107, 0.0117) 
2 
(7€,T 0.1075 1.41e-6 0.1074 (0.1052, 0.1098) 
(72 
u 1.7442 7.68e-4 1.7468 (1.6899, 1.7985) 
'Y 155.6412 1002.4290 152.1137 (93.5854, 217.6971) 
Mx 39.0404 5.64e-5 39.0407 (39.0258, 39.0552) 
(72 
x 2.1984 0.0011 2.1951 (2.1320, 2.2648) 
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Figure 4-23: The posterior density for /32 
using the clinical gestational ages. 
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Figure 4-25: The posterior density for 136 
using the clinical gestational ages. 
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Figure 4-24: The posterior density for /32 
using the LMP-based gestational ages. 
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Figure 4-26: The posterior density for f36 
using the LMP-based gestational ages. 
Table 4-6: Posterior Quantities for a;, a~, '"'l, /Lx and a; using the LMP-based ges-
tational ages 
Mean Variance Median 95% Credible Interval 
al 0.01269 5.32e 0.01268 (0.01224, 0.01314) 
2 
aE,T 0.1145 1.15e-6 0.1144 (0.1124, 0.1166) 
a 2 u 2.9723 0.0025 2.9695 (2.8742, 3.0705) 
'"'1 133.7011 253.0773 132.1211 (102.5206, 164.8816) 
/Lx 39.0353 7.82e-5 39.0356 (39.0468, 39.0477) 
a 2 x 2.5972 0.0050 2.6029 (2.4592, 2.7351) 
Table 4-7: Number of infants for each gestational age after reclassification. 
Clinical Gestational Age LMP-based Gestational Age 
22 Weeks 0 0 
23 Weeks 0 0 
24 Weeks 0 0 
25 Weeks 0 0 
26 Weeks 0 0 
27 Weeks 1 0 
28 Weeks 6 2 
29 Weeks 23 4 
30 Weeks 28 24 
31 Weeks 58 29 
32 Weeks 52 59 
33 Weeks 110 99 
34 Weeks 203 232 
35 Weeks 446 655 
36 Weeks 1266 1681 
37 Weeks 3721 4236 
38 Weeks 7515 7029 
39 Weeks 8935 7770 
40 Weeks 5621 5441 
41 Weeks 1742 2100 
42 Weeks 241 535 
43 Weeks 19 84 
44 Weeks a 7 
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Table 4-8: Mean and standard deviation of birth weights for each gestational age 
after reclassification. 
Clinical Gestational Age LMP-based Gestational Age 
Mean Standard Deviation Mean Standard Deviation 
22 Weeks 0 0 0 0 
23 Weeks 0 0 0 0 
24 Weeks 0 0 0 0 
25 Weeks 0 0 0 0 
26 Weeks 0 0 0 0 
27 Weeks 397 0 0 0 
28 Weeks 455 41.05 439.5 60.10 
29 Weeks 527.04 52.27 477 40.28 
30 Weeks 641.43 88.62 520.17 66.61 
31 Weeks 793.75 103.54 642.38 84.49 
32 Weeks 1006.19 112.12 807.98 120.71 
33 Weeks 1252.76 162.43 1089.41 152.13 
34 Weeks 1624.18 204.16 1540.24 235.72 
35 Weeks 2112.12 358.74 2181.14 315.74 
36 Weeks 2579.04 311.57 2703.59 334.88 
37 Weeks 2933.26 325.33 3023.59 344.56 
38 Weeks 3214.30 348.89 3276.76 375.83 
39 Weeks 3454.87 379.28 3509.15 404.74 
40 Weeks 3671.40 403.26 3633.13 413.82 
41 Weeks 3797.78 411.37 3594.88 409.63 
42 Weeks 3304.75 403.56 3131.20 408.73 
43 Weeks 2295.95 352.47 2487.52 332.43 
44 Weeks 0 0 1499.86 339.65 
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CHAPTER 5 
Conclusions and Future Work 
The presence of measurement error in gestational age can lead to poor estimation 
of fetal growth and risk of mortality and morbidity, and can compromise statistical 
analyses [32, 39]. It is important to obtain plausible birth-weight-gestational-age 
combinations, since various obstetric choices are made based on birth weight distri-
butions by gestational age, and for use of these data in epidemiologic investigations. 
The methods proposed by Berry et al. were applied to a random sample of 30, 
000 births from the U.S. National Center for Health Statistics (NCHS) birth cohort 
with linked infant deaths from 1995, where only male singleton live births with non-
missing values for gestational age and birth weight were considered. The results 
from the lCM approach were used as starting values for the Bayesian approach, 
which resulted in realistic birth-weight-gestational-age combinations. 
However, despite the promising results, there are three major difficulties with 
this approach. The first is the issue of non-constant variances of the birth weight at 
each gestational age. Table (4-4) shows that the log transform of the data does seem 
to satisfy the assumption of equal variances, however other methods were tried in 
order to deal with this issue. A piecewise-constant function for Œ~ was tried, however 
this caused serious problems in the estimation and resulted in extremely non-realistic 
posterior distributions for the true gestational age. More sophisticated methods are 
necessary to incorporate a vector for Œ~. 
67 
The second issue is that the Normal distribution that is assumed for the mea-
surement errors does not correspond to the beliefs of the clinicians. As outlined by 
Oja et al., Platt et al. and Tentoni et al., the clinicians believe that the distribution 
of the measurement errors is a mixture of two Normal distributions. Hence, this may 
render our model as not believable. 
The final issue is that the model that has been used for the true gestational 
ages is not correct. This can be se en in comparing figures (4-3) with (4-5) and 
(4-4) with (4-6). The data are being shrunk towards the center due to the non-
identifiability between 0";, 0"; and 0";. Hence, a different model for the true gestation al 
ages should be used. A st ronger prior on 0"; that causes 0"; to be more concentrated 
less than 1 may help to keep infants from moving so much towards the center, however 
determining how much information to put in the prior is difficult. 
From this problem, we notice the importance of correctly assigning prior distri-
butions to the parameters, as they highly influence the results. Clinical experience 
dictates strong prior beliefs about the distribution of measurement error; there are 
probably two distinct types of error that may best be accounted for by a mixture 
of Normal distributions. Despite these difficulties, the methods used to analyze ges-
tational ages measured with error seem reasonable, provided sorne modifications be 
made. 
Combining the clinical and LMP-based gestational ages into a single analysis 
and incorporating maternaI covariate information into the model are two possible 
extensions to the methods presented to analyze gestational ages. 
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CHAPTER 6 
Appendix: R code 
6.1 ICM Approach for Simulated Data Set 
#Truncated p-th power function 
tpower<-function(X,tvec,p,n) { 
Tmat<-matrix(rep(tvec,length(X»,ncol=length(tvec),byrow=TRUE) 
bigX<-matrix(rep(X,length(tvec»,ncol=length(tvec» 
((bigX-Tmat)-p)*(bigX>Tmat) 
} 
log.post<-function(X,mu,v,w1,w2,y,g,sigma.n) { 
return((-1/(2*sigma.e»*((y-g)-2)-(1/(2*sigma.n»*((w1-X)-2+(w2-X)-2) 
-(1/(2*v»*((X-mu)-2» 
} 
n<-100 
eye<-matrix(O,nrow=n,ncol=n) 
diag(eye)<-1 
x<-rnorm(n,O,1) 
y<-rnorm(n, sin(pi*x/2) / (1 +2* (x-2) * (sign(x)+1) ,0.3) 
w1<-rnorm(n,x,O.8) 
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w2<-rnorm(n,x,0.8) 
#y<-rnorm(100,sin(pi*x/2)/(1+2*(x-2)*(sign(x)+1»,0.1) 
#w1<-rnorm(100,x,0.3) 
#w2<-rnorm(100,x,O.3) 
W<-cbind(w1,w2) 
n<-length(w1) 
m<-rep(dim(W)[2],n) 
iter<-100 
sigma.n<-sum(((m-1)*sd(t(W»)/sum(m-1» 
#set up matrix X with first row = X-CO) 
X<-matrix(O,ncol=n,nrow=iter+1) 
forCi in l:n) { 
X[l,i]<-mean(W[i,]) 
} 
p<-2 
knot<-quantile(X[1,],prob=seq(O,1,length=30),type=1) 
B<-cbind(rep(1,n),X[1,],X[1,]-2~tpower(X[1,],knot,p,n)) 
D<-diag(x=c(rep(O,p+1),rep(1,length(knot»» 
alpha<-O.l 
#alpha<-30 
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#alpha<-O.OOOl 
temp<-solve(t(B)%*%B + alpha*D) 
togetbeta<-temp%*%t(B) 
A.alpha<-B%*%togetbeta 
#inital estimate for naive spline g~(O) 
betahat<-togetbeta%*%y 
g<-B%*%betahat 
sigma.e<-sum((y-g)~2)/sum(diag(eye-A.alpha)) 
#to get g~ (1) 
mu<-mean(X [1,]) 
v<-var(X[l,]) 
for(j in l:n) { 
X[2,j]<-optimize(log.post,c(-5,5),maximum=TRUE,mu=mu,v=v,wl=W[j,l], 
w2=W[j,2], y=y[j], g=g[j],sigma.n=sigma.n)$maximum 
} 
B<-cbind(rep(1,n),X[2,] ,X[2,]~2,tpower(X[2,],knot,p,n)) 
temp<-solve(t(B)%*%B + alpha*D) 
A.alpha<-B%*%temp%*%t(B) 
gl<-A.alpha%*%y 
#to get the next one 
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for(j in l:n) { 
X[3,j]<-optimize(log.post,c(-5,5),maximum=TRUE,mu=mu,v=v,wl=W[j,l] , 
w2=W[j,2] , y=y[j], g=gl[j], sigma.n=sigma.n)$maximum 
} 
B<-cbind(rep(1,n),X[3,] ,X[3,]-2,tpower(X[3,],knot,p,n)) 
temp<-solve(t(B)%*%B + alpha*D) 
A.alpha<-B%*%temp%*%t(B) 
g<-A.alpha%*%y 
forCi in 3:iter) { 
for(j in l:n) { 
X[i+l,j]<-optimize(log.post,c(-5,5) ,maximum=TRUE ,mu=mu , v=v,wl=W[j,l] , 
w2=W[j,2],y=y[j],g=g[j], sigma.n=sigma.n)$maximum 
} 
B<-matrix(-999 , nrow=n, ncol=length(knot)+(p+l)) 
B<-cbind(rep(l,n),X[i+l,] ,X[i+l,]-2,tpower(X[i+l,] ,kno t,p,n)) 
temp<-solve(t(B)%*%B + alpha*D) 
A.alpha<-B%*%temp%*%t(B) 
g<-A.alpha%*%y 
} 
betas<-temp%*%t(B)%*%y 
icm.betas<-betas 
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xseq<-seq(-3,2,length=100) 
plot(X[1,J ,y, main=IIICM spline",ylim=c(-1.6,1.6), xlim=c(-3,2.1) , 
xlab=1I Il, ylab=" Il) 
plotting.X<-cbind(rep(1,length(xseq», xseq, xseq-2,tpower(xseq, 
knot, p,n» 
plotting.g<-plotting.X %*% icm.betas 
lines(xseq, sin(pi*xseq/2)/(1+2*(xseq-2)*(sign(xseq)+1», 
col=lI red ll , lwd=2) 
lines(xseq, plotting.g, lwd=2, col=lIblue ll ) 
points(c(w1,w2) ,c(y,y) ,pch=18,col=lIorange") 
#lines(xseq, plotting.g, lwd=2, col="black ll ) #for alpha=30 
lines(xseq, plotting.g, lwd=2, col="purple") 
legend(0.5,-0.75,legend=c("True Curvell,expression(paste(alpha, 
11=0.1"»,expression(paste(alpha, 11=30 11 »,expression(pas te(alpha,II=0.0001"»), 
col=c(lI red ll , IIblue", IIblack ll , IIpurple"), lty=U 
#legend(0.75,-1,legend=c(IITrue Curve",expression(paste(alpha,II=0.1"») , 
col=c(lI red", IIblue ll ), lty=U #for more variable data set 
sigma.e.icm<-sigma.e 
sigma.u.icm<-sigma.n 
6.2 Bayesian Code for Sirnulated Data Set 
library(mvtnorm) 
73 
#use values from rCM as starting values 
sigma.e<-sigma.e.icm 
sigma.u<-sigma.u.icm 
mygamma<-O.l/sigma.e 
#mygamma<-O.OOOOl 
mu.x<-rnorm(1,O,10) 
sigma.x<-l/(rgamma(l,l,l» 
iter<-1000 
#set up new X matrix 
Xnew<-matrix(O,ncol=n,nrow=iter+l) 
Xnew[l,]<-X[nrow(X),] #last row of rCM X is first row of new X 
g<-gl 
#hyperparameters 
#sigma.e 
sigma.e<-rep(sigma.e,iter+l) 
A.e<-l 
B.e<-l 
#sigma.u 
sigma.u<-rep(sigma.u,iter+l) 
A.u<-l 
B.u<-l 
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#gamma 
mygamma<-rep(mygamma,iter+1) 
A.gam<-3 
B.gam<-1000 
#A.gam<-3 
#B.gam<-1/1000 
#A.gam<-O 
#B.gam<-O.1 
#mu.x 
mu.x<-rep(mu.x, iter+1) 
d.x<-O 
t.x<-10 #standard devation 
#sigma.x 
sigma.x<-rep(sigma.x, iter+1) 
A.x<-1 
B.x<-1 
i<-1 
p<-2 
knot<-quantile(X[1,J,prob=seq(O.01,O.99,length=30),type=4) 
B<-cbind(rep(1,n),Xnew[1,J,Xnew[1,J-2,tpower(Xnew[1,J ,knot,p)) 
D<-diag(x=c(rep(O,p+1),rep(1,length(knot)))) 
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temp<-solve(t(B)%*%B + (sigma.e[i]*mygamma[i])*D) 
A.siggam<-B%*%temp%*%t(B) 
betas<-matrix(O,nrow=iter+l,ncol=ncol(temp» 
propvar<-l 
no.accept.atstepi<-rep(O,n) 
for (i in l:iter) { 
#first sample from full conditionals 
temp<-solve(t(B)%*%B + (sigma.e[i]*mygamma[i])*D) 
betas[i+l,]<-as.vector(rmvnorm(l, temp%*%t(B)%*%y, sigma.e[i]*temp 
%*%t(B)%*%B%*%t(temp») 
g<-B %*% betas[i+l,] 
#make proposals for Xnew 
propX<-rnorm(n,Xnew[i,], (2*sqrt(sigma.u[i])*propvar)/sqrt(m» 
propB<-cbind(rep(1,n),propX,propX~2,tpower(propX,knot,p» 
propg<-propB %*% betas[i+l,] 
#calculate vector of acceptance ratios 
lnumer<-(-1/(2*sigma.u[i]»*((wl-propX)~2+(w2-propX)~2)+ 
(-1/(2*sigma.e[i]»*((y~propg)~2)+(-1/(2*sigma.x[i]»* 
((propX-mu.x[i])~2) 
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Idenom<-(-1/(2*sigma.u[i]))*«wl-Xnew[i,])-2+(w2-Xnew[i,])-2)+ 
(-1/(2*sigma.e[i]))*«y-g)-2)+(-1/(2*sigma.x[i]))* 
(Xnew[i,]-mu.x[i])-2 
accept_ratio<-exp(lnumer-ldenom) 
#Create vector of uniforms for acceptance 
myunifs<-runif(n) 
Xnew[i+l,]<- propX * (myunifs <= accept_ratio) + Xnew[i,]* 
(myunifs > accept_ratio) 
no.accept.atstepi<-no.accept.atstepi+ (myunifs <= accept_ratio) 
B<-cbind(rep(1,n),Xnew[i+l,],Xnew[i+l,]-2,tpower(Xnew[i+l,] ,knot,p» 
sigma.e[i+l]<-«1/B.e)+(1/2)*sum«y-g)-2»/rgamma(1, A.e+n/2,1) 
sigma.u[i+l]<-«1/B.u)+(1/2)*sum«wl-Xnew[i+l,])-2+(w2-Xnew[i+l,])-2») 
/rgamma(l, A.u+(1/2)*sum(m),1) 
mygamma[i+l] <-rgamma(l, A.gam+«n-2)/2), scale=(1/(B.gam)+(1/2)* 
(t(betas[i+l,])%*%D%*%betas[i+l,])) 
mu.x[i+l] <-rnorm(l, (n*mean(Xnew[i+l,])*t.x+d.x*sigma.x[i])/(n*(t.x-2)+ 
sigma.x[i]), (sigma.x[i]*(t.x-2))/(n*(t.x-2)+sigma.x[i])) 
sigma.x[i+l]<-«1/B.x)+(1/2)*sum«Xnew[i+l,]-mu.x[i+l])-2))/(rgamma 
(1, A.x+(n/2), 1)) 
} 
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xseq<-seq(-3,2,length=100) 
plot(apply(Xnew,2,median),y, main="Bayesian Approach spline", 
ylim=c(-1.6,1.6), xlim=c(-3,2.1), xlab=" Il ylab=" ") 
plotting.X<-cbind(rep(l,length(xseq)), xseq, xseq-2,tpower(xseq, 
knot, p)) 
burnin<-100 
points(c(wl,w2),c(y,y),pch=18,col=lorange") 
lines(xseq, sin(pi*xseq/2)/(1+2*(xseq-2)*(sign(xseq)+1)), 
col="red", lwd=2) 
lines(xseq, apply(plotting.X %*% t(betas[-c(l:burnin),]),l,mean), 
lwd=2,col=lblue" ,1ty=1) 
#lines(xseq, apply(plotting.X %*% t(betas[-c(l:burnin),]),l,mean), 
lwd=2,col=lpurple",lty=1) #for B.gam=1/1000 
#lines(xseq, apply(plotting.X %*% t(betas[-c(l:burnin),]),l,mean), 
lwd=2,col=lblack",lty=1) #for A.gam=O, B.gam=O.l 
legend(O.5,-O.75,c("True Curve", expression(paste(gamma,1I 
-IG(3,1000)")), expression(paste(gamma,"-IG(3,l/1000)1I)) , 
expression(paste(gamma,II-IG(O,O.l)"))), col=c("red", "blue", 
IIpurplell, IIblack ll ), Ity=l) 
#legendCO.7,-1,legend=cC"True Curve",expressionCpasteCgamma," 
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-IG(3,1000)"))), col=c("red", "blue"), Ity=Ü 
6.3 leM Approach for Gestational Age Application 
library(mvtnorm) 
library(MASS) 
#read data 
birth.data<-read.table(lplattdata.csvl,header=T,sep=",") 
#get sample 
samp<-sample(c(1:310851), 30000,replace=FALSE) 
birth.samp<-birth.data[samp,] 
newbirth<-matrix(data=as.matrix(birth.samp), nrow=length(samp), 
ncol=5, byrow=FALSE) 
newbirth<-newbirth[(newbirth[,5]>21) & (newbirth[,5]<44),] 
newbirth<-as.data.frame(newbirth) 
GESTAGE<-newbirth[,l] 
BWT<-newbirth[,2] 
MORT<-newbirth[,3] 
proberror<-newbirth[,4] 
clingest<-newbirth[,5] 
sigma.u<-l 
sigma. e<-sum(table(clingest)/sum(table(clingest))*unlist ( lapply( 
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split (log(BWT) ,clingest) ,var))) 
#sigma.e<-sum(table(GESTAGE)/sum(table(GESTAGE))*unlist( 
lapply(split(log(BWT) ,GESTAGE) ,var))) 
#Truncated p-th power function 
tpower<-function(X,tvec,p,n) { 
Tmat<-matrix(rep(tvec,length(X)) ,ncol=length(tvec) ,byr ow=TRUE) 
bigX<-matrix(rep(X,length(tvec)),ncol=length(tvec)) 
«bigX-Tmat)-p)*(bigX>Tmat) 
} 
log.post<-function(X,mu,v,W,y,g,sigma.u, sigma.e, icm.beta) { 
prop.X<-cbind(1,X,X-2,tpower(X,knot,p,n)) 
#sigtemp<-GA.func(X) 
prop.g<-prop.X%*%icm.beta 
return«-1/(2*sigma.e))*«y-prop.g)-2)-(1/(2*sigma.u))*«W-X)-2)-
(1/(2*v))*«X-mu)-2)) 
} 
iter<-5 
n<-nrow(newbirth) 
eye<-rep(l, n) 
y<-log(BWT) 
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W<-clingest-mean(clingest) 
m<-rep(1,n) 
#set up matrix X with first row = X-CO) 
X<-matrix(0,ncol=n,nrow=iter+1) 
X[1,J<-W 
p<-2 
knot<-c(35,37,39,41)-mean(clingest) 
B<-cbind(rep(1,n),X[1,J ,X[1,J-2,tpower(X[1,J ,knot,p,n)) 
D<-diag(x=c(rep (0 ,p+O ,rep(1, length(knot)))) 
alpha<-120 
#inital estimate for naive spline g-(O) 
temp<-solve(t(B * sqrt(1/sigma.e)) %*% (B*sqrt(1/sigma.e))+alpha*D) 
temp2<-t(B)%*%(y*1/sigma.e) 
icm.beta<-temp%*%temp2 
g<-B%*%temp%*%temp2 
#to get g- (0 
mu<-mean (X [1, J ) 
v<-var(X[1,J) 
for(j in 1:n) { 
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X[2,j]<-optimize(log.post,c(22,43)-mean(clingest),maximum=TRUE,mu=mu, 
v=v,W=W[j], y=y[j], g=g[j] ,sigma.u=sigma.u, sigma.e=sigma.e, icm.beta= 
icm.beta)$maximum 
#X[2,j]<-optimize(log.post,c(22,44)-mean(GESTAGE),maximum=TRUE, 
mu=mu,v=v,W=W[j], y=y[j], g=g[j] ,sigma.u=sigma.u, sigma.e=sigma.e, 
icm.beta=icm.beta)$maximum 
} 
B<-cbind(rep(1,n),X[2,],X[2,]-2,tpower(~[2,],knot,p,n)) 
temp<-solve(t(B * sqrt(l/sigma.e)) %*% (B*sqrt(l/sigma.e)) + alpha*D) 
temp2<-t(B)%*%(y*1/sigma.e) 
icm.beta<-temp%*%temp2 
gl<-B%*%temp%*%temp2 
#to get the next one 
for(j in l:n) { 
X[3,j]<-optimize(log.post,c(22,43)-mean(clingest),maximum=TRUE, 
mu=mu,v=v,W=W[j], y=y[j], g=gl[j], sigma.u=sigma.u, sigma.e=sigma.e, 
icm.beta=icm.beta)$maximum 
#X[3,j]<-optimize(log.post,c(22,44)-mean(GESTAGE),maximum=TRUE, 
mu=mu,v=v,W=W[j], y=y[j], g=gl[j], sigma.u=sigma.u, sigma.e=sigma.e, 
icm.beta=icm.beta)$maximum 
} 
B<-cbind(rep(1,n),X[3,J ,X[3,J-2,tpower(X[3,J ,knot,p,n)) 
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temp<-solve(t(B * sqrt(l/sigma.e)) %*% (B*sqrt(l/sigma.e))+alpha*D) 
temp2<-t(B)%*%(y*1/sigma.e) 
icm.beta<-temp%*%temp2 
g<-B%*%temp%*%temp2 
forCi in 3:iter) { 
for(j in l:n) { 
X[i+l,j]<-optimize(log.post,c(22,43)-mean(clingest),maximum=TRUE, 
mu=mu,v=v,W=W[j],y=y[j] ,g=g[j], sigma.u=sigma.u, sigma.e=sigma.e, 
icm.beta=icm.beta)$maximum 
#X[i+l,j]<-optimize(log.post,c(22,44)-mean(GESTAGE),maximum=TRUE, 
mu=mu,v=v,W=W[j],y=y[j] ,g=g[j], sigma.u=sigma.u, sigma.e=sigma.e, 
icm.beta=icm.beta)$maximum 
if«j%%1000)==O) print(j) 
} 
B<-cbind(rep(1,n),X[i+l,],X[i+l,]-2,tpower(X[i+l,] ,knot,p,n)) 
temp<-solve(t(B * sqrt(l/sigma.e)) %*% (B*sqrt(l/sigma.e))+alpha*D) 
temp2<-t(B)%*%(y*1/sigma.e) 
icm.beta<-temp%*%temp2 
g<-B%*%temp%*%temp2 
print(i) 
} 
betas<-temp%*%t(B)%*%(y*l/sigma.e) 
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icm.beta<-betas 
xseq<-seq(22-mean(clingest),43-mean(clingest),length=n) 
#xseq<-seq(22-mean(GESTAGE),44-mean(GESTAGE),length=n) 
plotting.X<-cbind(rep(1,length(xseq)), xseq, xseq-2,tpower(xseq, 
knot, p,n)) 
plotting.g<-plotting.X %*% icm.beta 
plot(X[1,]+mean(clingest),exp(y), main="ICM spline", xlab=" Il 
ylab=" ",xlim=c(23,44)) 
lines(xseq+mean(clingest), exp(plotting.g), lwd=2, col="blue") 
#plot(X[1,]+mean(GESTAGE),exp(y), main="ICM spline Il , xlab=" Il 
ylab=" ",xlim=c(23,44)) 
#lines(xseq+mean(GESTAGE), exp(plotting.g), lwd=2, col="blue") 
sigma.e.icm<-sigma.e 
sigma.u.icm<-sigma.u 
6.4 Bayesian Approach for Gestational Age Application 
iter<-1500 
mygamma.init<-alpha/sigma.e 
mu.x.init<-mean(W) 
sigma.x.init<-var(W) 
#set up new X matrix 
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Xnew<-X [1,] 
g<-gl 
#hyperparameters 
#sigma.e 
sigma.e<-rep(sigma.e.icm[l],iter+l) 
A.e<-l 
#B.e<-O.2 
B.e<-1/0.2 
#sigma.u 
sigma.u<-rep(sigma.u.icm,iter+l) 
A.u<-l 
B.u<-l 
#gamma 
mygamma<-rep(mygamma.init,iter+l) 
A.gam<-3 
B.gam<-1000 
#mu.x 
mu.x<-rep(mu.x.init, iter+l) 
d.x<-O 
t.x<-10 #standard devation 
#sigma.x 
sigma.x<-rep(sigma.x.init, iter+l) 
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A.x<-1 
B.x<-1 
i<-1 
p<-2 
B<-cbind(rep(1,n),Xnew,Xnew-2,tpower(Xnew,knot,p)) 
D<-diag(x=c(rep(O,p+1),rep(1,length(knot)))) 
betas<-matrix(O,nrow=iter+1,ncol=ncol(temp)) 
propvar<-1 
no.accept.atstepi<-rep(O,n) 
for (i in 1:iter) { 
#first sample from full conditionals 
temp<-solve(t(B * sqrt(1/sigma.e[i])) %*% (B*sqrt(1/sigma.e[i])) 
+«sigma.e[i])*mygamma[i])*D) 
betas[i+1,]<-as.vector(rmvnorm(1, temp%*%(t(B)%*%(y*1/sigma.e[i])), 
temp)) 
g<-B %*% betas[i+1,] 
#make proposaIs for Xnew 
propX<-rnorm(n,Xnew, (2*sqrt(sigma.u[i])*propvar)/sqrt(m)) 
propB<-cbind(rep(1,n),propX,propX-2,tpower(propX,knot,p,n)) 
propg<-propB %*% betas[i+l,J 
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#calculate vector of acceptance ratios 
Inumer<-(-1/(2*sigma.u[i]))*((W-propX)~2)+(-1/(2*sigma.e[i]))* 
((y-propg)~2)+(-1/(2*sigma.x[i]))*((propX-mu.x[i])~2) 
Idenom<-(-1/(2*sigma.u[i]))*((W-Xnew)~2)+(-1/(2*sigma.e[i]))* 
((y-g)~2)+(-1/(2*sigma.x[i]))*(Xnew-mu.x[i])~2 
accept_ratio<-exp(lnumer-ldenom) 
#Create vector of uniforms for acceptance 
myunifs<-runif(n) 
Xnew<- propX * (myunifs <=accept_ratio) + Xnew*(myunifs > accept_ratio) 
g<-propg * (myunifs <= accept_ratio) + g*(myunifs > accept_ratio) 
no.accept.atstepi<-no.accept.atstepi+ (myunifs <= accept_ratio) 
B<-cbind(rep(1,n),Xnew,Xnew~2,tpower(Xnew,knot,p,n)) 
sigma.e[i+l]<-((1/B.e)+(1/2)*sum((y-g)~2))/rgamma(1, A.e+n/2,1) 
sigma.u[i+l]<-((1/B.u)+(1/2)*sum((W-Xnew)~2))/rgamma(1, A.u+ 
(1/2)*sum(m),1) 
mygamma[i+l] <-rgamma(l, A.gam+((n-2)/2), scale=(l/(B.gam)+ 
(1/2)*(t(betas[i+l,])%*%D%*%betas[i+l,]))) 
mu.x[i+l]<-rnorm(l, (n*mean(Xnew)*t.x~2+d.x*sigma.x[i])/(n*(t.x~2)+ 
sigma.x[i]), (sigma.x[i]*(t.x~2))/(n*(t.x~2)+sigma.x[i])) 
sigma.x[i+l]<-((1/B.x)+(1/2)*sum((Xnew-mu.x[i+l])-2»/(rgamma(l, 
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A. x+(n/2), 1)) 
if«i%%100)==0) print(i) 
} 
plotting.X<-cbind(rep(l,length(xseq)), xseq, xseq~2,tpower(xseq, 
knot, p)) 
plot(Xnew+mean(clingest),exp(y), main="Bayesian Approach spline", 
xlab=" ", ylab=" ",xlim=c(22,43)) 
lines(xseq+mean(clingest), exp(apply(plotting.X %*% t(betas 
[-c (1: 500) ,]) ,1 ,median)) ,lwd=2, col="blue" ,1ty=1) 
#plot(Xnew+mean(GESTAGE),exp(y), main="Bayesian Approach spline", 
xlab=" ", ylab=" ",xlim=c(22,44)) 
#lines(xseq+mean(GESTAGE), exp(apply(plotting.X %*% t(betas 
[-c (1: 500) ,]) ,1 ,median)) ,lwd=2, col="blue" ,1ty=1) 
plot(clingest,exp(y),main="Bayesian Approach spline",xlab=" " 
ylab=" ",xlim=c(22,43)) 
lines(xseq+mean(clingest), exp(apply(plotting.X %*% t(betas 
[-cCl: 500) ,]) ,1 ,median)) ,lwd=2, col="blue" ,lty=1) 
#plot(GESTAGE,exp(y),main="Bayesian Approach spline",xlab=" " 
ylab=" ",xlim=c(22,43)) 
#lines(xseq+mean(GESTAGE), exp(apply(plotting.X %*% t(betas 
[-c (1: 500) ,]) ,1 ,median)) ,lwd=2, col="blue" ,1ty=1) 
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#sigma.e convergence plot 
plot(sigma.e[-c(1:500)], type="l", main=quote(IIConvergence Plot for Il 
*sigma[epsilon]-2), ylab=expression(sigma[epsilon]-2)) 
#sigma.e density plot 
plot(density(sigma.e[-c(1:500)]), main=quote(IIPosterior Density of Il 
*sigma[epsilon]-2), ylab=expression(sigma[epsilon]-2)) 
#sigma.u convergence plot 
plot(sigma.u[-c(1:500)], type="l", main=quote("Convergence Plot for Il 
*sigma[u]-2), ylab=expression(sigma[u]-2)) 
#sigma.u density plot 
plot (densit y(sigma.u[-c(1:500)]) , main=quote("Posterior Density of Il 
*sigma[u]-2), ylab=expression(sigma[u]-2)) 
#mygamma convergence plot 
plot(mygamma[-c(1:500)], type="l", main=quote("Convergence Plot for Il 
*gamma) , ylab=expression(gamma)) 
#mygamma density plot 
plot (densit y(mygamma[-c(1:500)]) , main=quote(IIPosterior Density of Il 
*gamma) , ylab=expression(gamma)) 
#betas[,2] convergence plot 
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plot (betas [-c(1:500) ,2] , type="l", main=quote("Convergence Plot for Il 
*beta[2]), ylab=expression(beta[2])) 
#betas[,2] density plot 
plot(density(betas[-c(1:500),2]), main=quote(IIPosterior Density of Il 
*beta[2]), ylab=expression(beta[2])) 
#betas[,6] convergence plot 
plot(betas[-c(1:500),6], type="l", main=quote("Convergence Plot for Il 
*beta[6]), ylab=expression(beta[6])) 
#betas[,6] density plot 
plot(density(betas[-c(1:500),6]), main=quote(IIPosterior Density of Il 
*beta[6]), ylab=expression(beta[6])) 
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