Abstract-Numerical analyses of Machine Induced Background in the LHCb experiment have been performed for early and nominal operation of the LHC. In order to have a comprehensive view of the Machine Background in the experiment all of its sources, ranging from collimators' cleaning inefficiency to distant and local beam-gas interactions need to be estimated; particles showering from the losses are then to be transported all the way to the experimental setup and the response of the detector evaluated. Each step in the chain is simulated with software specific to the task and provides input to the subsequent step. We will describe the methodology used for the studies and give some examples of the results obtained. Further, we will discuss in detail the various steps in the chain together with the advantages such a modular method allows in evaluating operational conditions where scaling of the initial sources can be applied.
I. INTRODUCTION
A N accelerator environment contains particles not originating from beam collisions in the interaction point (IP) which will reach the detectors and giving rise to a certain amount of background. It is important to evaluate the amount and characteristics of this background, not only in the design of an experiment but also during operation in order to minimize its potential impact.
Particles originating from proton beam interactions with the gas residue in the vacuum chamber or with the aperture material of the accelerator on either side of the interaction points and reaching the experimental areas from the machine tunnel constitute the Machine Induced Background (MIB). The rate of this type of background is generally proportional to the machine beam current and depends on a given operating H. Burkhardt is with CERN, CH-1211 Genève, Switzerland (telephone: +41-22-767-5464, e-mail: Helmut.Burkhardt@cern.ch).
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II. LHC AND LHCB
The Large Hadron Collider (LHC) [1] at CERN started operation at the end of 2009 and, after a short period at 450 GeV/beam, has been operating at an energy of 3.5 TeV/beam. A planned upgrade will bring LHC to the nominal 7 TeV/beam within the next years. The layout of the machine is shown in Fig. 1 . The ring is divided in eight sectors each comprising a Long Straight Section (LSS) of about 600 m length where the beam orbit is straight. These straight sections are surrounded by dispersion suppression regions and arcs where the beams are bent in their circular paths around the machine. The interaction points where the experiments are located are in the middle of four LSS with the LHCb detector installed at IP8. Cleaning insertion regions for betatron and momentum cleaning are found in two of the remaining sectors, IR7 and IR3 respectively.
Operation at the design luminosity of the LHC is expected to result in roughly 10 proton-proton collisions per bunch crossing. The LHCb experiment [2] is designed to investigate the possibility of new physics beyond the standard model by performing precision measurements in the beauty and charm sector. In order to perform such precision measurements LHCb intends to operate at an average rate of a few proton-proton interactions per bunch crossing; once the experiment optimal instantaneous luminosity is reached it will request luminosity leveling to limit the pile-up from multiple collisions, which will result in an increase of the relative MIB to collisions ratio.
The detector, shown in Fig. 2 is a single arm spectrometer in the direction of the clockwise beam (beam 1), and as a result is more sensitive to MIB coming from this beam than the beam going in the counterclockwise direction.
III. SIMULATION OVERVIEW
A complete chain of simulations has been put in place in order to obtain a comprehensive view of machine induced background in the LHCb experiment. Dedicated software is used for each aspect of the problem:
• The evaluation of the rates of the different sources of background.
• The simulation of the proton beam interactions with gas or machine aperture restrictions (known as beam losses).
• The transport of the shower to the LHCb cavern.
• The transport of the surviving particles in the detector itself. Each step in the chain provides the input for the next, allowing to fully evaluate the effect of each background component on the detector, the trigger and reconstruction in the experiment. The modular method adopted allows to combine the different sources to provide the overall view of the MIB in a given operation condition and to evaluate a variety of operational conditions when scaling of the initial sources is applicable.
In the following sections the various steps in the simulation chain are discussed in detail and examples of the results obtained are provided.
IV. SOURCES OF MACHINE INDUCED BACKGROUND
The total rate of the machine induced background depends on the contribution to the particle flux from secondary cascades originating from the different sources. Secondary particles, produced in any of the sources, have different probability to reach LHCb depending on where they originate with respect to the interaction point (IP8). This can be inferred from Fig. 1 where LHCb is indicated in the LHC layout.
The following MIB sources are relevant for the LHCb experiment:
1 Inelastic and elastic interactions of the beams with residual gas nuclei in the Long Straight Sections close to LHCb 2 Elastic and diffractive beam-gas interactions in the whole LHC. 3 Betatron cleaning inefficiency at IR7 which results in beam halo protons out-scattered and not absorbed in the collimation system in this region. 4 Momentum cleaning inefficiency at IR3, where an offmomentum beam halo is produced. 5 Collisions in the ATLAS experiment (IP1), where a fraction of elastic and diffractive interactions may reach LHCb. The first source is local to LHCb and gives a direct background to the experiment. All other sources result in halo buildup where beam protons, due to various processes, are spread in transverse and longitudinal phase space and will impact the aperture restrictions they will encounter around the machine. In the LSS on both sides of LHCb the smallest apertures are given by tertiary collimators (TCTs) designed to protect the quadrupoles triplets and, as a result, the experiment itself. Showers originating from any of these sources hitting the TCTs will give an indirect background to the experiment.
Estimation of proton beam losses are performed individually for the various sources listed above. The first step in the simulation chain for all but the local beam gas source is to evaluate the distribution of the beam losses in the aperture restrictions along the ring and in particular for LHCb losses in the nearby TCT collimators.
V. DISTANT MIB SOURCES
Distant machine induced background sources are defined as background components which originate further away than the straight section where the interaction point is located. Therefore the distant MIB sources include the tertiary halo, the elastic or long range beam-gas interactions and the cross talk between the experiments.
The accelerator beam will have a limited lifetime, which will generally depend on the beam size (emittance), the number of transversal oscillations it performs per turn (tune), alignment and stability of magnet positions, impedance and so forth. The particles in the beam will as a result drift slowly outwards to higher transversal amplitudes, known as halo growth. This halo is removed with a three level collimation system [3] .
The third level of collimators, the tertiary collimators, are placed about 70-120 metres away from each interaction point. The protons which hit these collimators will produce a certain amount of background flux to each experiment. The proton loss rate on the tertiary collimators is estimated by the collimation group [3] , [4] .
From the interactions between the beam and the rest gas in the beam pipe one can have elastic or diffractive interactions where the proton gets a small angular kick but emerges essentially with no energy loss. The proton can then stay in the beam for many turns, causing a contribution to the slow halo growth.
The LHC consists of four interaction points, where the beams collide. A fraction of the residues from these collisions will travel with the beam and part of them can impinge on some aperture restriction of another interaction point, producing background to this experiment. The amount of this depend on the number of collisions in the originating interaction point, and will never exceed the collision rate. As a result, this background component will become a concern for LHCb once it reaches its optimal luminosity while that in the high luminosity interaction points (ATLAS and CMS) will continue to increase.
There are two main parameters which are important when studying these long range interactions. The first is the precision in the particle trajectory and the second is the speed of the simulation. Whereas the shower simulations are running over a region of a few hundred meters, these tracking simulations are going over a few hundred turns of 27 kilometres each. The symplectic six-dimensional tracking code called SixTrack and developed for long term tracking studies at CERN and elsewhere [5] , [6] has been used. An extra module was added to this tracking code which allows to read information on the collimators positions and material [7] , [8] , and to include elastic physics for protons in matter [9] . An alternative approach is described in [10] .
A. Tertiary Halo
The rate of proton loss on a given collimator has been calculated for nominal optics and collimator layout and settings. The machine parameters used can be found in the LHC design report [31] . An initial transverse halo distribution, either in the vertical or horizontal plane, is tracked for several hundred turns with a complete model of the beam pipe aperture and collimator positions. Re-scattering of protons occurs on the collimator jaws, with elastically interacting protons allowed to continue tracking until they interact inelastically with a collimator jaw or intersect the beam pipe.
The resulting distribution of lost protons around the ring is localized on the primary and secondary collimators in LSS7 but losses are also seen on all tertiary collimators, with a different loss pattern for beam 1 and beam 2 determined by the proximity and the phase advance to the betatron cleaning, and (to a lesser extent) the momentum cleaning section [31] . The fraction of total lost protons at a given collimator is termed the cleaning inefficiency, η. Table I shows the cleaning fractions for a SixTrack calculation of 5 × 10 6 protons with nominal optics at 7 TeV/beam [4] and a LHCb β * of 10 m. The tertiary collimators are set to 8.3 σ, which is equivalent to 1.35 mm half-gap for the vertical collimator close to LHCb.
The asymmetry between beam 1 and beam 2 of the losses arises because the tertiary halo is dominantly produced in the betatron cleaning section, which is adjacent to IP8 for beam 1 and very far around the LHC ring for beam 2. As discussed in the previous section, the halo type refers to the initial halo distribution in the SixTrack calculation, with a pure vertical or horizontal halo referring to the possible extremes of the true halo distribution. The cleaning fractions can be normalized to a proton loss rate through the total beam lifetime. The rate of proton loss on a tertiary collimator is related to the beam lifetime τ byṗ
where p beam is the number of protons in the beam. In this work the betatron halo beam lifetime is assumed to be 30 hours and the total number of proton in the LHC is assumed to be 3 × 10 14 , giving an initial total loss rate (integrated around the machine) of 2.78 × 10 9 protons per second. This can be combined to give the proton loss rate at a given collimator, which is shown in Table II for the LHCb tertiary collimators for the cleaning fractions in Table I for beam 1.
B. Long Range Beam-Gas
For the studies of the beam-gas component that survives for longer distances, an addition to SixTrack has been developed which reads an ASCII formatted list of proton-gas collision events and distribute them around the ring according to the gas pressure distribution [11] , [12] . The beam gas interaction in simulated using the DPMJET-III event generator [13] . The direction and energy of the incoming proton is taken into account and the gas particle taken at rest.
The tracking simulation is usually done over a maximum of 100 turns, with the most significant losses within the first three turns after an interaction took place, as can be seen in Fig. 3 . The tracking of a proton stops as soon as it has hit the beam pipe or when it has made an inelastic collision with a collimator jaw.
The simulation of long range beam-gas is done with parameters very close to the machine configuration in 2010. A beam energy of 3.5 TeV, no external crossing angle, and a simulated Fig. 3 . The fraction of protons from elastic, single diffractive, and double diffractive interactions that are still in the beam x turns after the collision with the rest gas took place. In total, on the order of 10 % of the protons survives more than 100 turns, contributing to the slow halo growth.
static pressure map for an early unscrubbed machine, with a rescaled dynamic contribution to the pressure in the arcs coming from synchrotron radiation. An average H 2 molecule density around the ring of 3.49 × 10
11 H 2 /m 3 was used in the simulation [14] . The focussing in LHCb is set to a β * of 3 m instead of 3.5 m, which means that the tertiary collimators are set slightly closer in the simulation compared to how they are set in the machine. In the later part of 2010 the LHC was run with external crossing angle, something that is not considered in the simulation. The difference is not expected to be of large significance to beam-gas studies. The simulated maps has to be scaled to a given beam current. With the assumption of 368 bunches/beam and 1.1 × 10 11 protons/bunch the results obtained are given in Table III. 
C. Output
All information about the particles are then written to an ASCII file to be used in the shower simulations in the long straight sections. This information includes position, energy, and direction of each particle, in addition to information of where in the ring the interaction took place and what type of gas it came from. The latter makes it possible to rescale for pressure changes.
These simulations are simultaneously providing input to all experiments around the ring, in form of loss maps on aperture and collimator hits. It would also be usable for e.g. machine protection studies at other locations. An example of the loss distribution from collisions on hydrogen can be seen in Fig. 4 .
Aperture losses Collimator losses Fig. 4 . The loss map produced from both inelastic and elastic collisions between protons in the beam and hydrogen atom at rest. This example shows the result of a simulation of 3.5 TeV beam energy for beam 1, with a simulated pressure map. This is further explained in [12] .
VI. SHOWER FORMATION IN THE STRAIGHT SECTIONS OF THE LHC
The interaction of protons in the LHC beam with elements of the machine, collimators or residual gas molecules in the vacuum chamber result in a variety of processes and distribution of final state particles. The proton interactions in collimators generally result in inelastic processes and the formation of secondary particle showers composed of particles like pions and muons. For the case of showers induced in collimators around LHCb, the relevant collimators for normal operation are tungsten tertiary collimators (TCTs) located 74 m and 118 m from the experimental interaction point. The interaction of a proton with a gas nucleus can be elastic or inelastic, producing quasi-elastic intact protons or initiating a secondary electromagnetic (EM) and hadronic particle shower. The collision of a high energy proton with a stationery atomic nucleus is a collision system strongly boosted in the forward direction and results in peaked secondary particle showers in the beam direction.
For the case of collimation-induced backgrounds, the EM and hadronic showers themselves are initiated in the tungsten insert block of the tertiary collimators. The LHC tracking calculation gives the distribution of inelastic proton-nucleus events in the tungsten block, and so the cascade was initiated with a proton-Tungsten nuclear interaction at the relevant location. This interaction itself can be calculated with an explicit DPMJET-III [13] calculation and an appropriate boost to the frame of the collimator, or implicitly in the FLUKA source routine. Both methods give the same results. For the case of beam-gas interactions, the vacuum pressure map in the straight region around the LHCb experiment is sampled to distribute inelastic proton-H 2 collision products. Each protonnuclear event is simulated using DPMJET-III. The boosted reaction products are then showered towards the IP. Note that the proton-nucleus interactions produce many high energy forward pions, with the shower transverse size growing transversely as the particles move towards the experiment. An important topological difference between collimator-induced showers and beam-gas collision induced showers is produced when the dense collimator material moderates the shower development and reduces the energy of the forward pions. This results in a higher energy and more forward peaked shower from beam-gas interactions than collimator interactions as can be observed in Fig. 5 Radial The measurement of the residual gas pressure profiles in the LHC by vacuum gauges is an essential input to beam-gas calculations. The residual gas composition is a mix of species, and dominated by H 2 in cold regions of the machine and by CH 4 in warm regions of the machine, and a full pressure profile by species is needed for complete MIB calculations. However, the measurements are often formulated by terms of H 2 -equivalent species, where the pressure of non-H 2 species is replaced by an equivalent number of H 2 molecules according to the ratio of the proton-nucleus interaction cross section. This equivalent H 2 profile can give a feeling for total MIB rates but, due to differing interaction kinematics, does not fully describe the MIB produced from separated-species pressure profiles. In this work, H 2 -equivalent profiles are used, and the impact on MIB rates and distributions is under study. However, to allow re-weighting of secondary particle distortions, the location and parent atom atomic number of proton-nucleus collisions is recorded and passed down the secondary particle showers and stored in the secondary particle data arrays.
A. The simulation model of the Long Straight Sections close to LHCb
The hadronic and EM showers initiated by the protonnucleus inelastic interactions are calculated using the shower Monte Carlo FLUKA [15] , [16] . A geometrical model of the LHC straight section around LHCb was constructed, comprising of tunnel, beam pipe, all accelerator elements and the tunnel shielding. This model is described in detail in [17] and summarised here.
The model is divided into separate pieces for the left side and the right side of the IP (LSS8-left and LSS8-right respectively) for computational simplicity and because of the presence of the LHCb detector in the middle. The model consists of the long straight section from ± 280 m from the IP to the interface plane between the machine and experiment at -2.1 m for beam 1 (LSS8-left) and +19.9 m for beam 2 (LSS8-right). Taken together, the two halves of the model provide a complete picture of LSS8, with a gap in the middle for the detector. The LHC layout database [18] and optics webpage [19] was used to produce the layout, and engineering drawings were taken from the CERN drawing database [20] .
The description of the final triplet magnets were adapted from the existing final triplet model for LSS1 [21] . The magnetic field in the final triplet is modelled with an explicit field map in the quadrupoles in the final focusing triplet (known as Q1, Q2 and Q3). The model for the normal conducting separating dipole (D1) was adapted from the superconducting separating dipole (D2) in the LSS1 FLUKA model [21] already mentioned, and the remaining quadrupoles are models of the standard LHC components [21] . In the separation dipoles and the remaining quadrupoles, the field are ideal fields and localized to the vacuum chamber. For LSS8, new models were made of the corrector magnets around the experiment, which are part of the LHCb inner crossing angle bump. The fields for these elements are ideal. The reference orbit for an incoming and outgoing nominal proton was checked against the LHC reference optics and agreement achieved.
The collimators in the LSS of IR8 which are not injectionrelated are the tertiary halo collimators (TCTs). These are designed to intercept the tertiary beam halo before it hits the superconducting final triplet magnets and also provide protection in the event of anomalous beam dump events. They are located on the incoming beams, with one collimator with vertical jaws and one collimator with horizontal jaws, with a tungsten jaw inset for proton collimation. The horizontally collimating TCTH is derived from a standard LHC TCS onebeam collimator [21], [22] and is located around 118 m from the IP.
The TCTVB is a two-beam vertical collimator located around 74 m from the LHCb interaction point on the incoming beams. The close proximity of the two beams at the collimator location means the collimator is a two-beam type, consisting of a large aperture to accommodate both beams and a shaped collimator block with a tungsten insert, designed to ensure only the incoming beam impacts the tungsten and is collimated. The model of the TCTVB is a specific two-beam collimator model, adapted from the one-beam TCS standard collimator. The collimators are aligned with the incoming beams, and the jaw position set by the optics and beam energy.
The interaction region of LHCb is the injection region for beam 2, and there are injection-related elements in the model of the long straight section around LHCb.
Beam 2 is injected in the right-side of the IP from the outside of the accelerator ring. Lambertson type septum magnets (MSI) deflect the beam in the horizontal plane by 12 mrad onto the horizontal orbit. The MSI also has an aperture for the circulating beam 1, and a new model of the elements was introduced. The beam orbit is kicked horizontally by the four kicker modules of the MKI, the injection kicker. The kicker is currently modeled in a simple way. The LSS8-right model also contains injection-related collimators for injection protection. For further details on the description of these elements see [17] .
The tunnel shielding of LHCb is modeled in terms of blocks of iron and concrete in the tunnels. The role of the shielding is to screen the LHCb detector from the MIB particle fluxes, and is expected to be most effective for the charged hadron contribution. On the left-hand side of the IP (RB84), the shielding is grouped in three regions, 80 cm of concrete closest to the IP, 80 cm of iron and 120 cm of concrete in the tunnel, and then 80 cm of iron and 120 cm of concrete forming a tunnel chicane.
An overview of the FLUKA geometrical model as it is has been implemented of LSS-left is shown in Fig. 6 .
The EM and hadronic showers were propagated with a 20 MeV cut on kinetic energy of all charged hadrons, electromagnetic particles and muons, whilst allowing neutrons down to thermal energies. The multiplicity of the EM cascade was controlled with a leading particle bias on the cascade below 1 GeV. The choice of cut or bias was checked not to impact the LHCb background fluxes scored above 20 MeV. The secondary particle products from the showers are scored at -2.1 m from the IP for beam 1 and 19.9 m from the IP for beam 2 [23] . An exchange file format has been defined which contains all the information needed in order to import the particles into the next step of the simulation, that of the LHCb detector. All particle species are recorded, with energy, weight (to account for the use of biasing in the cascades), phase space coordinates, arrival time (with t=0 corresponding to the loss on the collimator and with respect to the reference particle), the longitudinal position of the original loss location and the species of the parent interaction atom.
VII. SIMULATION OF MACHINE INDUCED BACKGROUND PARTICLES IN THE LHCB DETECTOR
In order to ascertain the impact of various MIB sources on LHCb, these particles must be imported and simulated in the standard software of the LHCb experiment.
The simulation application Gauss [24] , [25] mimics what happens in the detector. Like all LHCb data processing software it is based on a framework named Gaudi [26] , [27] and as such it follows it architectural design with a clear separation between data and algorithms and with well defined component interfaces. The Gauss simulation specific code is encapsulated in specific Algorithms and Tools (smaller pieces of code) callable and controllable from the framework.
As indicated in Fig. 7 , after the simulated data is generated and transported through the LHCb detector description by Gauss, the data is then processed by Boole that simulate the detector response and transform it into a DAQ equivalent format. This, as well as real data, is reconstructed into standard track and particle candidates in Brunel. Finally data analysis is predominantly performed using the DaVinci application.
Gauss is divided into two phases, generation of the initial particles and simulation of their transport through the LHCb detector making use of the Geant4 toolkit [28] . For the generation phase various generator algorithms exist, each dedicated to represent a specific particle source. Most notably various type of events, as specific physics signals or soft-QCD minimum bias produced in proton-proton collisions at the IP are generated using libraries developed in the HEP community (e.g. PYTHIA [29] ). Following this scheme a dedicated MIB algorithm has been implemented, able to import and sample the MIB estimates.
A. File exchange format
In order to simplify the task of importing MIB estimates into the LHCb simulation system it is essential that the data is presented in a consistent way. A text based file format has been created in order to provide a well defined interface for the exchange of particle information. In addition to assuring consistency between the various background sources it simplifies the analysis process as standardized tools can be created.
Whenever possible a file should represent only one background type. For example in the case of beam-gas interactions, having one file for each type of gas atom simplifies the task of re-scaling the sources with different gas densities. Furthermore, this allows them to be studied separately as well as to combine them with appropriate scaling factors in the simulation stage.
The particle information of the estimate files is given at a vertical interface plane at a certain distance from the LHCb IP. In order to make sure all relevant detector components are inside the simulated area, the preferred interface planes are at z = -2.1 m for beam 1 and at z = 19.9 m for beam 2, where z = 0 is the IP location.
The estimate files are flat text files where the particle entries are separated by line-breaks. Each line represents a particle where the various values are space-separated, representing the variables listed in Table IV. As can be seen from the Table, there are two main type of properties, Loss and Particle. The loss information is related to the proton interaction from which the particle has originated. Thus several particles can contain the same loss information. In effect the MIB event originates from this proton loss and contains the particles associated to this loss through the LossID element. The reason for this system is to keep the correlations between the individual particles, so that particles that are members of the same shower can be re-generated as such.
The variable LossW is a special weighting parameter requiring further explanation. The value of this variable is a relative likelihood of the associated MIB event with respect to the sum of the weights of all events in the estimate file as shown in (2) .
Similarly the PartW parameter is the probability that the particle will be generated if the associated event is selected.
The rest of the elements are used either for scaling purposes or, in the case of the particles kinematic variables, for continued propagation of the particles.
As the estimate files are potentially very large, it is not possible to contain all information in memory. However, fast and easy access to the data is needed as random sampling procedures are utilized in the generation algorithms. For this purpose the reading and parsing of flat text files is too time consuming and a binary file format is needed. For this purpose the ROOT [30] software is used. This is convenient as the LHCb software suite is already ROOT-compatible and the resulting data format is both platform and architecture independent. The event and particle data are saved in two separate tuples (or specifically TTrees). The association between the two is preserved through the use of reference indices.
The translation from the flat estimate files to the ROOT file format is done through the application of a simple python script. This script also allows for the addition of header information. This header contains global information relevant for the re-generation of the particles, ranging from estimate scaling to beam direction and interface plane position.
The ROOT file can be analyzed directly, which already allows for an in-depth understanding of the MIB sources. As an example Fig. 8 shows the distance from the IP of the primary proton loss for beam-gas in the LSS at 450 GeV. 
B. MIB generator algorithm
The MIB algorithm is designed to produce MIB events and pass these to the Gauss application. This algorithm can run stand-alone or in conjunction with other particle generators to create a mixed sample. In order to enable several MIB sources to be evaluated in the same event, the actual particle sampling is not performed in the algorithm itself, but rather delegated to a set of generator tools. Each tool instance is set up to represent a given MIB source defined by its settings and the ROOT file to which it has access. The software can be controlled through user-configuable options, giving information about, amongst others, which source, rate and production point should be used.
Whenever Gauss calls the MIB generator algorithm, the call is passed on to the MIB tools instances. In each of them the number of MIB events created are randomly determined in a way consistent with the related MIB source. These events are randomly selected from the associated estimate ROOT file. In order to take the weight, and thus the probability, of the events into account one can not simply randomly select the events. For this the LossW parameter must be used.
Each event gets a parameter SumW assigned which is equal to the sum of the LossW parameter for the current event and all events listed before it. For the random selection, a number between 0 and LossW is chosen. The event where SumW is larger than or equal to the random number and that of the preceding event was smaller is the event to be selected.
In order to reduce the amount of file access requests required during the event search, every Nth event (where N is a usersettable parameter) is stored in memory. The search is then first conducted on these envelopes in order to find the approximate location of the event in the file. The search in the file is thus limited to a subset of N events.
When the events have been selected, the associated particles are generated with a probability equal to the parameter PartW. The particles are created using the particle ID and kinematic parameters and handed over to the simulation step of Gauss.
The MIB algorithm combines the particles and events (if any) arriving from the MIB tools, and passes these on to Gauss in order to ascertain their impact on the LHCb experiment. Particles from other generators are also added at this point.
In particular MIB events generated together with standard proton-proton interactions can aid in providing a complete view of the environment in which the LHCb detector collects data.
VIII. SIMULATION RESULTS
By utilizing the applications and algorithms described in the previous sections, MIB simulation files are produced. These can be compared to the simulations of proton-proton (minimum bias) interactions as well as real data in order to ascertain the viability of our estimates and ultimately to explain various features of the data. When a populated bunch from one beam crosses an empty bunch from the other, no proton-proton interaction is possible, thus the resulting signal only contains MIB and beam-gas from within the experiment. This is referred to as a beam-empty (BE) event as opposed to a beam-beam (BB) event, where both bunches are filled. One should note that BE events can contain a small amount of actual proton-proton collisions, from debunched beam or mismatch with the injectors, which to some extent will fill the empty buckets. This is particularly true for empty buckets close to filled buckets.
A good understanding of the MIB signal characteristics is needed to discriminate and understand its contributions. This section shows a few examples of MIB characteristics as obtained with the simulation chain described and indicating what criteria can be used in order to separate the various components.
Machine induced background typically arrives on time with the originating proton bunch, making it hard to distinguish between the MIB particles and the products of the protonproton interactions at the IP. However this is only true for particles traveling away from the IP. As the bunch travels towards the IP it is only accompanied by MIB.
The LHC has a nominal bunch separation of 25 ns, corresponding to about 7.5 m. This means that the bunches meet each other at every 3.75 m. When MIB from the two beams arrive at these locations they are undistinguishable from each other. In other regions between these locations the timing of the detectors signals can allow the discrimination of the MIB originating from the two beams.
An example of such a region is shown in Fig. 9 for one of the trackers located at about 9.5 m from the IP. One can clearly see that the signal from beam 1 MIB is on-time with the proton-proton signal, while beam 2 MIB is separated by about 10 ns. Due to the single arm design of LHCb the visibility of beam 2 MIB by the spectrometer is highly reduced. The addition of a special background sensor called the Beam Loss Scintillator allows the detection of un-diluted beam 1 MIB as it is located upstream of the experiment.
Another MIB separation candidate is the particle multiplicity in the vertex locator situated around the IP. As can be seen from Fig. 10(a) , at 450 GeV the MIB events in general have a higher multiplicity than minimum bias. It can be argued that this is due to the fact that the MIB particle showers have had a longer distance to develop compared to the minimum bias events. However, at higher energies ( Fig. 10(b) ) this effect is much less pronounced.
Particle tracks that pass through the detector can be reconstructed by the Brunel application. As the MIB events arrive from outside of the experiment one can expect the related tracks to have a comparatively flat slope and to pass the nominal interaction point at a certain distance. These criteria, in addition to giving a good separation to minimum bias events, enables the distinction between MIB and beam-gas interactions in the experiment itself, as can be seen from By comparing a linear combination of these two distributions to the signal recorded from BE events, the fraction between the two can be approximated. Furthermore, cuts on these variables can be used to increase the purity of a particle source either at the trigger level or during analysis for dedicated MIB studies. At 450 GeV, the loose machine settings limits the number of MIB sources to the beam-gas in LSS. At higher energies this picture gets more complicated as the TCT sources becomes relevant.
IX. CONCLUSIONS
A full chain of simulations has been put in place for the LHCb experiment. A modular choice allows to study all sources independently from each other as well as combine them for a complete and comprehensive understanding of the background and operation conditions of the experiment in different modes of the machine. The system has allowed to quickly compare measured data at 450 GeV showing qualitative agreement. Full studies are in progress to analyze the data and compare them to the various sources at the different energies collected. Once good quantitative agreement has been proved, an in depth analysis of expected background conditions for the nominal machine will be carried out.
