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Abstract
Validation experiments are the baseline for completing numerical studies for engineering design.
Applications of the enthalpy-porosity model have expanded in research with the growth of new
technologies such as metal additive manufacturing or the renewed interest in thermal energy storage for supplementing renewable energy. A simplified experiment examining the melting behavior of lauric acid from an isothermal surface has become a common case for validating the performance of numerical models. Several studies of this rectangular experiment have been repeatedly
used as model validation in a variety of problem conditions.
The first part of this study presents experimental data for the same lauric acid experimental setup
building on previous cases by adding 180◦ and 135◦ orientations. This extends the available cases
used for validation to all the logical orientations based on previous studies.
The second part of the study presents a numerical model and attempts to validate the results based
on current practices in literature. The model does not fully match the results of the experiment
and potential reasons for this are discussed.
The final portion of the study examines different methods for modeling the density of the phase
change based on several different approaches presented in literature. These results are examined with reference to each other and the implications on the common validation process are presented. General weaknesses of the enthalpy-porosity model are identified during the literature
review and reinforced in the results of the study.
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1

Introduction

The use of numerical tools has become a predominant factor in engineering design in recent
years. Commercial software and growth of computing power has made the ability to complete
indepth numerical analysis more approachable and easier to complete. This has made the practice
of model validation of the utmost importance as under-validated results become more common
place.
This study will build upon a set of experiments used for the validation of the numerical
models that use the ”solidification & melting” module within ANSYS Fluent (ANSYS, 2020).
These experiments investigate the melting of lauric acid from an isothermal wall at several inclines from horizontal to vertical. Comparison of numerical results to this set of idealized experiments is very useful for proving model validity.
The academic name for the numerical scheme used with the ”solidification & melting” module is the enthalpy-porosity model, based on its use of the energy equation to determine the pressure drop in the mushy zone of a phase change (V. R. Voller & Prakash, 1987). Often in non-pure
substances the phase change occurs over a range rather than a point, the mushy zone refers to
nodes within this range of temperatures.
Use of the enthalpy-porosity model has increased recently, due to a resurgence in engineering problems focused on solid-liquid phase change for a multitude of different applications, from
metal additive manufacturing to thermal energy storage. Lauric acid was originally investigated
for its phase change temperature that is well suited for thermal management of electronics.
This study will expand on the previously completed experimental cases of lauric acid so that
all of the logical inclines have been studied. It will also attempt to validate a numerical model
and explore different approaches to modeling density during the solid-liquid phase change process. Completing this set of experimental data and investigating the modeling choices should
help inform modeling practices for organic phase change materials (PCM) in general.

1

2
2.1

Background
Early Studies

The study of melting and solidification has been of interest for a variety of reasons in engineering
from energy storage to thermal management. Early studies in this field pioneered the experimental and numerical methods that are still being used today. The first numerical models focused on
incorporating phase change into existing heat transfer models resulting in the enthalpy model
for multidimensional Stefan problems (Meyer, 1973) and the effective heat capacity model for
tracking one-dimensional melt fronts (Bonacina, Comini, Fasano, & Primicerio, 1973). Later,
E. M. Sparrow, Patankar, and Ramadhyani (1977), would integrated the influences of natural convection in the fluid domain into the model, finding that it is important to the melting behavior.
The first instance of experimental work utilizing photographs for observing the melt front,
Hale and Viskanta (1978) observed the melting of the paraffin n-octadecane from an isothermal wall in a rectangular container, experimental set-up can be seen in Fig. 2.1. Local Nusselt
numbers were calculated for different container aspect ratios over a duration of the experiment
and the importance of natural convection to the melting of PCMs was once again highlighted. A
follow-on work used interferometric measurements of the flow for the melting of another paraffin n-heptadecane from an isothermal wall (Buren & Viskanta, 1980). The use of interferometric methods allowed for the visualization of isotherms inside of the liquid domain. Interferometric methods rely on and interact with the optical properties of the liquid PCM, which prevented its use in future studies due to adverse interactions. The melting and freezing of paraffins
from cylindrical finned containers, seen in Fig. 2.2, was examined in multiple studies (Bathelt &
Viskanta, 1981; E. Sparrow et al., 1981). Bathelt and Viskanta (1981) investigated melting and
freezing, with multiple fin orientations. Only freezing was investigated in the study by E. Sparrow et al. (1981). They found an interesting conclusion that natural convection was only prominent when the liquid phase temperature was super heated above the melting temperature.

2

Figure 2.1: Basic experimental set-up for vertical melting in a rectangular container from an
isothermal wall.
Melting of paraffin wax from the external walls of a vertical tube was examined with direct
physical measurement of the solid contours to create melt-front images (E. Sparrow & Broadbent, 1982). A pure conduction model was compared to the resulting melt times and prior results
showing the importance of natural convection during melting were reinforced. A similar study
was completed for n-octadecane in a horizontal tube with the addition of a numerical model that
incorporated full modeling of the liquid domain (Rieger, Projahn, Bareiss, & Beer, 1983). Gau,
Viskanta, and Ho (1983) visualized melting in a horizontal rectangular container and used aluminum powder to show the complex Rayleigh-Benard cells that form from natural convection. A
set of rectangular and cylindrical experiments were performed by Bareiss and Beer (1984) and

Figure 2.2: Basic experimental set-up of Bathelt and Viskanta (1981); E. Sparrow et al. (1981).
3

Nusselt number correlations for different geometries were proposed based on the Rayleigh and
Stefan numbers. Further study on melting from an isothermal wall in a vertical rectangular container was done by Ho and Viskanta (1984), who proposed further correlations for tracking melt
progress. A similar study was conducted by Be´nard, Gobin, and Martinez (1985) who kept similar experimental conditions but set the opposing wall to be isothermal at a cold temperature rather
then adiabatic. These experimental results were checked against a numerical simulation which
showed close agreement with the melting front.
These early studies laid out the ideal forms of data reduction by highlighting melt contours
as a point of interest and using dimensionless numbers for data reduction, including the Fourier,
Rayleigh/Grashof, and Stefan numbers. Numerical methods up to this point solve the energy
equation to update the solid interface boundary around the liquid domain. V. Voller, Markatos,
and Cross (1985) reviewed existing techniques and began working on more modern techniques
to track the interface and the related pressure drop. The techniques tested included methods that
simply ”switched-off” the velocity, Darcy source terms that mimic porous media, and variable
viscosity methods. More simplistic methods that utilize linear increases in pressure drop based
on melt fraction have been tested and well validated against experimental data (Lacroix & Benmadda, 1997). The preliminary tests by V. Voller et al. (1985) found that the use of the Darcy
source method proved to be the most promising method for its simplicity, flexibility, and robustness.

2.2

Enthalpy-Porosity Model

The mushy-zone is numerically convenient as it helps eliminate discontinuities along the melt
front. To model this mushy zone in numerical formulations, a method known as the enthalpyporosity technique was proposed by V. R. Voller and Prakash (1987) as a continuation of their
earlier study, which assumes the mushy zone along the melt front acts as a porous media. The
flow in the mushy region was described through two relationships, Darcy’s Law which describes
flow in a porous media seen in Eq. 2.1 and the Carman-Kozeny equation which gives the rela4

tionship between porosity and particle size in porous media seen in Eq. 2.2 (Bear, 1988).

q=−

κ=

κ
▽p
µ

d2 n3
180 n2 − 1

(2.1)

(2.2)

In these equations, q is flux, κ is permeability, µ is dynamic viscosity, and p is pressure, d is particle diameter, and n is the porosity of the media.
As described in V. R. Voller and Prakash (1987) a manipulation of Eq. 2.1 and 2.2 can be
done to generate an additional source term that is added to the Navier-Stokes equations in the
form of Eq. 2.3.

▽p = −Amush

(1 − η)2
(η 3 + ϵ)

(2.3)

Where Amush is the mushy-zone constant, η is the liquid fraction, and ϵ is a numerical divisor to prevent division by zero.
It is worth noting that the use of the Darcy method is dependent on the Reynolds number
defined by the size of the particles in the porous media. This condition is not discussed when it
was assumed in the original enthalpy-porosity model and it is not easily checked as there is no
forced flow within the mushy zone in most problem conditions and particle diameters cannot be
easily inspected. Fundamentally, the application of this law is out of convenience, not a physical
basis. Despite this fact, the enthalpy-porosity model has continued to grow in popularity due to
the same reasons it was originally selected for further development; its simplicity, flexibility, and
robustness.
One of the first applications of the enthalpy-porosity model was completed by Brent et al.
(1988). The experimental study was the melting of gallium from an isothermal wall in a vertical
5

Figure 2.3: Comparison of numerical model from Brent et al. (1988) and experimental results
from Gau and Viskanta (1986).
container (Gau & Viskanta, 1986). The model was well validated and matched the melt front progression of the experiment well, as seen in Fig. 2.3. When discussing the mushy-zone constant
the authors make two key points: it has physicality based on another study done by Poirier (1987)
and that it requires detailed study to discover its influence. This will allow a criteria for its determination can be developed.
The referenced study by Poirier (1987) reviewed and conducted experiments of flows through
columnar-dendritic structures. Dendrites are structures that form during solidifcation of many
metals and alloys, the size and structure is highly dependent on temperature gradient and the
growth rate in the material (Hunt, 1977). The key findings of the study were that the permeability within these regions is highly dependent on the liquid fraction and multiple particles sizes,
and was best described by a variety of anisotropic equations dependent on several variables. The
enthalpy-porosity model may produce good results but the application of Darcy’s law is an over-

6

simplification of what occurs at the melt front.
The difference in porosity methods was tested in one study by Singh, Pardeshi, and Basu
(2001). The equations developed for the enthalpy-porosity method as well as the different porosity equations in the study by Poirier (1987) were tested and compared in a numerical code. The
relationship described in the Carman-Kozeny equation, Eq. 2.2, was applied using the primary
dendrite arm spacing, and an anisotropic model was tested with different porosity functions based
on melt fraction ranges. This portion of the study concluded that simple basis on the primary dendrite arms requires ”substantial modification” and is not a appropriate method.
The complicated nature of the mushy zone was addressed in another study by V. Voller,
Brent, and Prakash (1990) which investigated a non-dimensional case with different mushy zone
conditions. These mushy zone conditions of a ”Mushy Fluid” and a ”Columnar Zone” were both
investigated and modeled as an effective viscosity and a Darcy source respectively. A mixed
method that incorporate both was also investigated. A complicating variable was the addition
of the gravity term to the ”Mushy Fluid” modeling, which accounted for the forces of gravity of
the solid particles in the fluid. This had a large influence on the convection in the mushy zone in
the effective viscosity and mixed models. These models did not discuss the dependency on the
mushy-zone constant and the alternative ”Mushy Fluid” method used a solid viscosity which was
not discussed in relation to a physical dependence.
Mbaye and Bilgen (2001) continued to build on simulations of gallium, using the studies by
Brent et al. (1988) and Gau and Viskanta (1986). When explaining the enthalpy-porosity model,
the authors in this study specified that d from Eq. 2.2 was the grain size of the PCM. This is the
first use of the term grain in literature, which is related to dendrite structures but not analogous
(Stefanescu & Ruxanda, 2004). The authors state that a d of 5 x 10−5 m is used for grain size,
without a reference, for their permeability calculation. A brief literature search for standard grain
sizes was conducted, but no such thing exists due to dependence on morphology and the initial
solid formation (Callister Jr & Rethwisch, 2010). Due to this lack of details for the source and

7

determination of the grain size, it is difficult to comment or build on the concept of using grain
size for permeability without further studies.
There have been numerous experimental and numerical macro-scale studies that do limited investigation on the behavior in the melt front and instead focus on the melting behavior as a
whole, similar to the studies seen in Fig. 2.3. These studies will be reviewed later but only have a
limited benefit to the understand of the enthalpy-porosity model and mushy-zone constant.
Two studies by Yang, Raza, Bai, Zhang, and Wang (2019); Yang and Wang (2020) have
started to investigate the microstructure behaviors of mushy zone experimentally while attempting to develop connections to numerical techniques. Yang et al. (2019) used a Charge-Coupled
Device (CCD) camera with a confocal microscope lens to take instantaneous images of crystal
structures both during melting and solidification. This study utilized these images to generate fit
curves for the mushy-zone constant utilizing the Carmen-Kozeny equation, which were dependent on dynamic viscosity and liquid fraction. There is limited discussion for the applicability of
these equations but it was noted that the morphology for solidification and melting varied drastically. It would be reasonable to assume that use of the fit curves should be restricted to the same
materials and similar temperature gradients. Unfortunately, no groups have tested these equations
yet, likely due to the difficulty within common numerical tools.

2.2.1

Numerical Investigations

Numerical investigations of the influences of the mushy-zone constant are more common as they
are easier to conduct and it is the most evident problem encountered in research applications of
the model. Kheirabadi and Groulx (2015a) wrote the enthalpy-porosity model as an additional
module in Comsol, a commercial Finite Element Modeling (FEM) software, and compared the
results to ANSYS Fluent 15.0. The sensitivity of the results to the mushy-zone constant was
much larger in Fluent then for Comsol, implying some large difference in the modeling approach.
It is possible that the fluid domain is better captured in FVM over FEM. The authors also elected
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to artificially manipulate the melt temperature range, finding that the melt range changes produced contradictory results between Fluent and Comsol, leading to further questions in the differences between the two numerical methods. Two more studies were presented by the same research group with additional cases, including other inclines and containers with fins (Kabbara,
Kheirabadi, & Groulx, 2016; Kheirabadi, Kabbara, & Groulx, 2016). In both studies only Comsol was used, the mushy-zone constant was varied, and multiple sets of results were presented.
The differences between mushy-zone constants was negligible and the models could not match
the convective currents in experimental data for more complex cases. A similar study was done
for Fluent inspecting gallium within a rectangular container, finding much larger differences in
model behavior (Kumar & Krishna, 2017).
Fadl and Eames (2019b) completed a set of simulations with mushy-zone constants from
105 to 107 with vertical and horizontal inclines. These results were directly compared back to experimental data of lauric acid that allowed for good validation of the mushy-zone constants. It
was found that the even with similar domains, boundary conditions, and materials, the incline of
the container altered the appropriate mushy-zone constant from 5x105 for θ = 90◦ to 2x105 for
θ = 0◦ . Ebrahimi, Kleijn, and Richardson (2019) conducted a detailed study of the sensitivity
of the mushy-zone constant, deemed the permeability coefficient in their study, with specific application to pool melting for laser spot melting. The study noted that for isothermal melting, the
mushy-zone constant has limited influence, and as the thickness of the mushy zone increases, the
effect is greater.
Yang and Wang (2020) has a detailed discussion regarding the selection of a mushy-zone
constant, reviewing some earlier claims about use of Carman-Kozeny equation, but pointing out
that the mushy-zone constant found by using this equation is outside the recommended range for
the value when using ”solid particle” sizes from other studies (Hong, Ye, Du, & Huang, 2019).
The study continues on to cite Madison, Spowart, Rowenhorst, Fiedler, and Pollock (2008) and
Hunt (1977) as references for the use of dendrite arm spacing(DAS) for porosity calculations and
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a general relationship for this value, based on melt fraction and temperature gradient. The study
goes on to calculate a mushy-zone constant of 5x105 mkg3 s using the Carman-Kozeny equation with
a DAS of 600µm taken from a materials study by Shen, Ouyang, Zhang, and Yang (2017). While
a source is provided for the DAS, a review of the cited study shows that there is no given DAS
value, no method is provided for the determination of this value, or even any mention of dendrites. If the calculation is attempted using the provided values and equations in the study by
Yang and Wang (2020), the calculated mushy-zone constant would be 3x106 mkg3 s . As discussed
previously, attempts at using the sizing of dendrite structures with Carman-Kozeny equation have
not matched any experimental results (Singh et al., 2001) and studies that claim to use these values do not give adequate sources or explanation of their methods.

2.3

Recent Studies

In this section recent experimental and numerical studies relevant to the low temperature phase
change materials will be reviewed. The limitation to low temperatures helps restrict the review to
a manageable size and separates the study to mostly organic materials that demonstrate similar
melting behavior.
2.3.1

Experimental Investigations

Simplified engineering experiments using phase change materials have become of interest due to
renewed requirements for energy storage and thermal management of electronics. The primary
motivation for many of these experiments is to validate numerical simulations, so in some cases
a numerical model is presented with these experiments. These combined studies will also be presented in this section.
Shmueli, Ziskind, and Letan (2010) melted Rubitherm 27, a commercial PCM, within a
cylinderical container from an isothermal wall. The results were used to validate a numerical
model, that was calibrated by testing a variety of both mushy-zone constants and pressure discretization schemes. A more application focused study by Longeon, Soupart, Fourmigue, Bruch,
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and Marty (2013) tested Rubitherm 35 within an annular TES device and validated a numerical model with the results. The details of the model are only briefly discussed, but some important conclusions were made regarding the flow direction choices during operation. Heat transfer
fluid (HTF) flow that opposes gravity through the TES device helped prevent voids during discharge/solidification, which enhances heat transfer during charging/melting as voids limit conduction through the PCM.
Biwole, Eclache, and Kuznik (2013) investigated the use of PCMs for the thermal regulation of solar panels, setting up an experiment and numerical model to investigate the concept.
Despite setting up a custom experiment, the authors elected to use and test a different PCM for
the experiment then what was used during the numerical study. The numerical melt front that was
presented for validation also varied extensively from the experiment. A more general study was
completed by Shokouhmand and Kamkari (2013) used a simple experiment that resembles early
studies, melting lauric acid within a rectangular container from an isothermal wall. Lauric acid
is of interest for its use in electronics cooling because of its phase change temperature range for
43.5-48.2◦ C. This studies orientation was vertical or θ = 90◦ based on Fig. 2.4. This study investigated the melt fraction over time based on imaging techniques, measured the temperatures
within the domain, and tested the results with three different wall temperatures. This study was
expanded upon with the same experiment set-up, altering some experiment parameters. First,
with different inclination angles, where θ = 45◦ and 0◦ , with the same boundary conditions and
materials (Kamkari, Shokouhmand, & Bruno, 2014). Then with the vertical orientation with two
different sets of fins, once again with the same materials and boundary conditions (Kamkari &
Shokouhmand, 2014). It was again expanded on by Kamkari and Groulx (2018) by inspecting the
finned container at additional inclines for θ = 45◦ and 0◦ .
An experiment and numerical study of an annular finned TES design was conducted by
Arena, Casti, Gasia, Cabeza, and Cau (2017). The numerical portion was completed with Comsol, which matched the experimental results well. Three different mushy-zone constants were
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Figure 2.4: Problem domain orientation based on gravity and isothermal wall used for various
studies.
tested, that each gave identical results for the PCM temperatures, but had slightly different melt
fronts. One of the few studies using a heat flux conditions in an experiment was conducted by
Avci and Yazici (2018), specifically for applications in electronics cooling. A rectangular container with n-eicosane was tested at different inclines melting from an electric heater. The results
found that horizontal orientations perform better for maintaining a lower surface temperature.
Jiang, Liao, Li, Yu, and Xu (2019) constructed an experiment that inspected the melting of
a binary nitrate salt as a 1-D problem condition. A well insulated container with one isothermal
wall was constructed with a window for visual inspection and thermocouples along the direction
of melting. The melt-front temperature was found to be inconsistent, varying within the melting
range, additionally, the heating temperature directly influenced the size of the mushy zone.
A similar study to Longeon et al. (2013), Siyabi, Khanna, Mallick, and Sundaram (2019)
conducted an experiment using an annular container with a commercial PCM, Rubitherm 35. The
HFT conditions and incline of the container were altered to examine different influences on the
melting time. The 45◦ incline melted faster then either the 0◦ or 90◦ incline, this differs from the
melting relationship with inclined rectangular containers. The HTF fluid flow rate was found to
have less influence on the performance of the container compared to the inlet temperature, showing the importance of PCM selection for system design based on the temperature requirements in
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the HTF.
Li, Wang, Zhang, Liu, and Dong (2020) constructed an experiment melting three different
PCMs oriented in series from a single isothermal wall. A numerical model was validated using
the experimental results. Overall it was found that using multiple PCMs led to a more uniform
melt. A similar rectangular domain was tested by Motahar (2020), who melted n-octadecane in a
container with two opposing walls, one with a heater and the opposite set to a cold temperature.
The data was used to train a Artificial Neural Network (ANN) which predicted the melting behavior well within the test data conditions. These results showed the potential for use of ANN to
created focused models for predicting TES performance within set problem conditions, potentially for control systems or design applications with narrow problem conditions.

2.3.2

Numerical Investigations

The growth of commercial numerical engineering tools has made computational studies more
common place. The enthalpy-porosity model was integrated into ANSYS Fluent as the ”solidifcation & melting” module which has aided the model in becoming the most common place tool
for these problems. All numerical studies reviewed can be seen summarized in Table 2.1.
In a two-part study by Shatikian et al. the design of a PCM heat sink was examined numerically with variations in geometry, the first study using a constant temperature boundary condition
and the second using heat flux. Both studies lacked a clear process for validation and only discussed comparison to previous numerical results (Shatikian, Ziskind, & Letan, 2005, 2008). El
Omari, Kousksou, and Le Guer (2011) completed a study with a Finite Volume Method (FVM)
code which was used to examine different geometries under heat flux boundary conditions and
used a standardized validation case from a previous study (Demirdzic, Lilek, & Peric, 1992).
Darzi, Farhadi, and Sedighi (2012) modeled melting of n-eicosane in a concentric and eccentric
tube domain, similar to conditions that may be seen in a shell & tube heat exchanger. The authors elected to validate their model by comparison to results for a different PCM melting within
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a spherical container (Assis, Katsman, Ziskind, & Letan, 2007). There has been little investigation into whether this is an effective approach for validation purposes.
Hu, Li, Gao, and Yin (2014) numerically investigated the melting of n-octadecane within
rectangular containers with an angled back wall in a vertical orientation. The model was validated off using the study by Gau and Viskanta (1986), which was an experiment using Gallium in
a similar domain. It was found that containers with smaller bases were optimal because there was
less PCM near the base where convection is weaker.
An annular TES numerical model was tested by Seddegh, Wang, and Henderson (2015) and
compared against a previous experiment using paraffin wax (Rathod & Banerjee, 2013). The numerical model opted to use an idealized boundary condition with a set heat transfer coefficient
rather then model the fluid domain. This may be the reason that the model struggled to match
some elements of the experimental results when comparing between the PCM transient temperature.
Ye (2016) numerically modeled paraffin wax within aluminum containers with varied aspect
ratios, which showed that higher aspect ratios led to faster melting times. Another study by Zeng
et al. (2017) modeled the vertical experiment published by Shokouhmand and Kamkari (2013),
then numerically modeled the same experiment with different inclines from θ = 90◦ to 180◦ .
The results showed expected decrease in melt speed due to the constraint on natural convection
currents, but these angles have not been checked against experimental results.
Simulations of the lauric acid experiments published by Kamkari et al. (2014) completed by
the same research group were able to capture some of the complexities of the convective currents
using a FVM code (Kamkari & Amlashi, 2017). A novel correlation was generated using nonlinear regression based on: the angle of the incline, the Fourier number, a modified Stefan number,
and the Rayleigh number. The use of a modified Stefan number was generated to incorporate the
effects of the subcooled PCM.
A study using a heat flux condition on a container containing n-octadecane for use as solar
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panel temperature regulation (Biwole, Groulx, Souayfane, & Chiu, 2018). The container was altered to have different numbers of fins. As the number of fins increase the stability of the wall
temperature increased. Abdi, Martin, and Chiu (2019) modeled an aluminum container with lauric acid, similar to the study by Ye (2016), instead different fin designs were tested. It was found
that longer fin designs are more advantageous then adding additional fins. Karami and Kamkari
(2019) modeled two different fin configurations at three inclines (90,45,0) compared directly to
experimental data from Kamkari and Groulx (2018). Similar to the previous study by the same
group (Kamkari & Amlashi, 2017), the melt curves were well matched to the experimental data
and only produced smoother curves in some places compared to the experimental data.
Expanding on different tested problem conditions, Hong et al. (2019) simulated the melting
of paraffin wax in low gravity conditions, pointing out the limitations of the mushy-zone constant on the model capabilities. Another study with untested boundary conditions was completed
by Fadl and Eames (2019a), which simulated the lauric acid inside the same container from the
study Shokouhmand and Kamkari (2013) but modeled a heat flux boundary condition in place of
the isothermal wall. The model was validated against experimental data, but there has not been an
investigation to check if model validation for an isothermal condition will also work for heat flux
conditions.
Continuing previous investigations, Groulx, Biwole, and Bhouri (2020) built on the groups
prior study for solar panel thermal management (Biwole et al., 2018), adding additional fin configurations with relation to the container and altering the incline of the container. It was found
that fins attached to the thermally loaded surface better performed for increasing heat transfer and
a fin that spans the container is superior to short fins at all inclines. A interesting problem condition by Ghosh and Guha (2020) modeled the PCM within a symmetric container that was heated
by the base and part of the outside wall. The initial shape of the PCM in the container was examined to see how this influenced the melting rate if there is air in the container around the PCM
before it melts. Unsurprisingly, a reduction in contact with the melting surface due to a layer of
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air, reduced initial melting speed, but other factors determined overall performance, including the
initial aspect ratio of the PCM solid. These results appear to be useful for casting applications,
initial melting of PCMs, and cases where PCM may shrink away from the melting surface during
solidification.
Memon, Mishra, and Gupta (2020) studied different positions of a melting cylinder within
a rectangular container, similar to a heater or HTF pipe passing through a larger PCM container.
The cylinder was set to be isothermal and it was found that minimizing the amount PCM below
the cylinder led to faster melting times.
Mallya and Haussener (2021) conducted a numerical study of PCMs melting in different
orientations of cylinders to inform encapsulation techniques. Each of the results were compared
using nondimensional values and examined in four regimes; pure conduction, mixed conductionconvection, pure convection, and shrinking solid. The two materials, a paraffin (Rubitherm 27)
and a metal alloy (Al-12.6Si) were modeled and it was found that PCMs with low thermal conductivity are more sensitive to the mushy-zone constant in simulations.
Shete, de Bruyn Kops, and Kosanovic (2021) validated an annular TES model and varied the
dimensionless values to build relationships between the linear melt region and the problem conditions. One of the key conclusions was that selection of a ideal melting temperature was more
important then increasing thermal conductivity for TES performance. Many recent numerical
studies in 2020-2021 have focused on unique fin geometries for heat transfer enhancement, which
is out of scope for this study, a full review of these studies was completed by Eslami, Khosravi,
and Kohan (2021).
This study will expand upon the experimental results on lauric acid, examining the missing
and logical inclines based on those previously presented, investigate potential numerical methods
and partially validate a numerical model. This will include experimental results for 180◦ , 135◦
each at two wall temperatures, and numerical results for 135◦ at both tested wall temperatures.
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Study
Shatikian et al. (2005)
Shatikian et al. (2008)
Shmueli et al. (2010)
El Omari et al. (2011)
Darzi et al. (2012)
Biwole et al. (2013)
Longeon et al. (2013)
Hu et al. (2014)
Kheirabadi and Groulx (2015a)
Seddegh et al. (2015)
Ye (2016)
Kheirabadi et al. (2016)
Kabbara et al. (2016)
Zeng et al. (2017)
Kumar and Krishna (2017)
Arena et al. (2017)
Kamkari and Amlashi (2017)
Biwole et al. (2018)
Hong et al. (2019)
Abdi et al. (2019)
Fadl and Eames (2019a)
Fadl and Eames (2019b)
Karami and Kamkari (2019)
Siyabi et al. (2019)
Ghosh and Guha (2020)
Groulx et al. (2020)
Li et al. (2020)
Memon et al. (2020)
Mallya and Haussener (2021)
Shete et al. (2021)

Boundary Condition
Isothermal
Heat Flux
Isothermal
Heat Flux
Isothermal
Isothermal
Isothermal
Isothermal
Convective
Isothermal
Isothermal
Isothermal
Isothermal
Isothermal
Conjugate
Isothermal
Isothermal
Isothermal (2)
Isothermal
Heat Flux
Isothermal
Isothermal
Convective
Isothermal (2)
Heat Flux/Convection (2)
Isothermal
Isothermal
Isothermal
Conjugate
PCM
Rubitherm 27
Paraffin wax
n-eicosane
Rubitherm 25
Rubitherm 35
n-octadecane
Lauric Acid
Paraffin wax
Paraffin wax
Lauric acid
Lauric acid
Lauric acid
Gallium
Rubitherm 35
Lauric acid
Octadecane
Paraffin wax
Lauric acid
Lauric acid
Lauric acid
Lauric acid
Rubitherm 35
Rubitherm 27
Rubitherm 25
3 Diff. Paraffin Waxes
Lauric acid
Rubitherm 27
Rubitherm 35

Validation
Shmueli et al. (2010)
Demirdzic et al. (1992)
Assis et al. (2007)
Biwole et al. (2013)
Longeon et al. (2013)
Gau and Viskanta (1986)
Shokouhmand and Kamkari (2013)
Rathod and Banerjee (2013)
Lacroix and Benmadda (1997)
Kamkari et al. (2014)
Kamkari et al. (2014)
Kamkari et al. (2014)
Gau and Viskanta (1986)
Arena et al. (2017)
Kamkari et al. (2014)
Shokouhmand and Kamkari (2013)
Arıcı, Tütüncü, Kan, and Karabay (2017)
Kamkari et al. (2014)
Kamkari et al. (2014)
Kamkari et al. (2014)
Kamkari and Groulx (2018)
Siyabi et al. (2019)
Ghosh and Guha (2018)
Biwole et al. (2018)
Li et al. (2020)
Kamkari et al. (2014)
Kheirabadi and Groulx (2015b)
Longeon et al. (2013)

Geometry
Rectangular/Finned
Rectangular/Finned
Cylinderical
Varied
Shell & Tube
Rectangular/Finned
Annular
Rectangular
Rectangular
Annular
Rectangular
Rectangular
Rectangular
Rectangular
Rectangular
Annular/Finned
Rectangular
Rectangular/Finned
Rectangular
Rectangular/Finned
Rectangular
Rectangular
Rectangular/Finned
Annular
Rectangular
Rectangular/Finned
Rectangular
Rectangular/Center Cylinder
Horizontal/Vertical Cylinder
Annular

Table 2.1: Characteristics of numerical studies discussed in recent studies section
Amush
105
105
108
1.6x106
105
105
105
Varied
105
105
Varied
Varied
106
Varied
Varied
5x106
105
Varied
106
5x105
Varied
5x106
105
105
105
106
105
105
105

Num. Tool/Scheme
Fluent 6.0
Fluent 6.0
Fluent 6.2
FVM
Fluent 6.3
FEM
Fluent
Fluent 6.3
FEM/Fluent 15.0
Fluent 15.0
FVM
Comsol
Comsol
Fluent
Fluent 16.0
Comsol
FVM
Comsol
Fluent 6.3
Fluent 17.0
Fluent 18.2
Fluent 18.2
FVM
Comsol
Fluent 16.2
Comsol
Fluent
Fluent 19.2
Fluent
Fluent

3

Methods

The experiment in this study used 99% purity lauric acid, purchased from Acros Organics. During experiment set-up, a beaker of the PCM is melted in an oven at 70◦ C then poured into the
acrylic container until it is filled. Filling the container with the lauric acid while it is liquid helps
prevents leakage. This method ensures that the container will be full when the PCM takes up the
largest volume. To provide an isothermal boundary condition, the PCM container is attached
to an aluminum heat spreader. This assembly can be seen in Fig. 3.1. The container is made of
acrylic, which provides insulation from the ambient conditions and is sealed with a chemicalresistant o-ring that prevents leakage during the experiment.

Figure 3.1: Acrylic container shown connected to aluminum heat spreader used for experiments.
Dimensions in millimeters, outlines denote external dimensions.
The container shown in Fig. 3.1 is used in the experiment setup shown in Fig. 3.2. The Chemyz A-40 constant temperature bath provides water at a set point with a stability of ±0.01◦ C to
the heat spreader. The heat spreader was designed to provide an isothermal temperature equal to
the fluid across the surface. This was verified through a separate test. Five E-type thermocouples
calibrated to ±1◦ C were attached to the heat spreader surface and insulated while the bath was
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running. Additionally, the heat spreader was shown to be isothermal, with a 0.22◦ C standard deviation between the thermocouples over the duration of the test.

Figure 3.2: Experimental setup with constant temperature bath, PCM container, and camera data
acquisition system.
Before each experiment is conducted, the PCM is fully melted within the experiment apparatus, set at the 0◦ orientation then allowed to solidify. This ensures that the solid PCM is in full
thermal contact with the heat spreader for the experiment and allows for a consistent shape of the
solid PCM at the beginning of each experiment. Two different temperature settings were tested in
this study, 60◦ C and 70◦ C. In previous studies, three temperatures were tested, including 55◦ C but
at this lower temperature, it was found that experiments for the tested orientations took multiple
days to complete or in some cases reached steady-state with the surroundings.
An experiment apparatus was constructed using 80/20 aluminum framing and 51-mm-thick
insulation to support the container and isolate it from the ambient conditions. The experiment
apparatus had an adjustable incline with an accuracy of ±1◦ that allowed for different orientations to be tested, verified using a digital angle gauge. The inclines tested in this study include
θ = 135◦ and 180◦ with reference to Fig. 2.4. A mount for the camera was constructed as part
of the apparatus that held the camera at a consistent position, limiting variation in image quality
between runs. The camera used was a Canon EOS Rebel T6, which was manually focused for
each run to ensure that no variation in image appearance due to auto-focus occurred during the
runs. The images taken had a resolution of 5184 x 3456 pixels and were taken automatically at
5 minute intervals using provided Canon software. It was found that the 5 minute intervals were
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too frequent for the speed of melting during the 180◦ experiment, so the sample period for those
experiments was reduced to 15 minute intervals to limit data size.

3.1

Experimental Data Processing

The images taken during the experiments were post-processed using MATLAB R2019A image
batch processor. The overview of the process steps can be seen in Fig. 3.3, the numbered steps
referenced can be seen in this figure. For each experiment, a sample of images (3-5) within the
data set are imported into MATLAB. These images are cropped (step 1), then a black & white
threshold filter is applied to differentiate the solid and liquid phases (step 2). Each of these images undergoes this process and is checked to ensure that the output image matches the melt front
seen in the image and that there is no variation of image lighting or position within the data set.

Figure 3.3: Major image processing steps in MATLAB
The final step involves averaging the pixels within the image. This generates the final percentage of liquid (step 3) and the operation can be seen in Eq. 3.1. This process is then repeated
for the entirety of the data set after the test images are inspected.
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N0 (t)
Ntot (t)

ηl (t) =

(3.1)

Here, N0 (t) is the number of liquid pixels as a function of time, and Ntot (t) is the total number of
pixels as a function of time. In some prior studies, volume expansion is taken into account (Shokouhmand & Kamkari, 2013) using Eq. 3.2.

ηexp (t) =

ηl (1 + β)
1 + βηl

(3.2)

In this equation, η1 is the liquid fraction as defined by Eq. 3.1, β is the thermal expansion
coefficient, and ηexp is liquid fraction with the expansion taken into account.
The effect of this can be seen in Fig. 3.4, which shows experimental data with and without
the process used in Eq. 3.2. It can be seen that the effect of the thermal expansion on the final
results is essentially negligible in the final trends.

Figure 3.4: Comparison of experimental data with and without thermal expansion adjustment.
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3.2

Material Properties

To maintain consistency with previous experimental and numerical studies, it is appropriate to
use material properties that have been previously applied for pure lauric acid studies. The properties applied in this investigation can be seen in Table 3.1.
Table 3.1: Lauric acid material properties (Karami & Kamkari, 2019)
hsl
Tsolidus /Tliquidus
cps /cpl
ks /kl
ρs /ρl
µs /µl
ν
β

3.3

187,210 J/kg
316.65/321.35 K
2180/2390 J/kg-K
0.16/0.14 W/m-K
940/885 kg/m3
0.0063/0.0057 kg/m-s
6.7 x 10−6 m2 /s
Kamkari and Amlashi (2017)
0.0008 1/K
Kheirabadi et al. (2016)

Dimensionless Numbers

Analysis of the results will be compared using common dimensionless numbers used in previous
studies. The applicable values include the Rayleigh, Stefan, and Fourier numbers, found using the
equations seen respectively in Eq. 3.3, 3.4, and 3.5.

Ra =

gβ(Tw − Tm )L3 cos(θ)
να

(3.3)

cpl (Tw − Tm )
hsl

(3.4)

αt
L2

(3.5)

Ste =

Fo =

In Eq. 3.3, g is gravity, β is the thermal expansion coefficient, Tw is the set temperature of
the isothermal wall, Tm is the average temperature of the lauric acid melt range, θ is the angle
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from the horizontal, as seen in Fig. 2.4, L is the length of the isothermal wall, ν is the kinematic
viscosity, and α is the thermal diffusivity. In Eq. 3.4, cpl as the specific heat of the liquid lauric
acid and hsl is the latent heat capacity. In Eq. 3.5, t is time.

3.4

Numerical Model

The advantage of the presented experiment is the simplified problem conditions, which includes
the interior domain of the container where three walls are adiabatic and one is isothermal seen
in Fig. 3.5. The initial temperature of the domain is 23◦ C and the orientation in the numerical
model is set by adjusting the direction of the gravity vector. The material properties are set using
values from previous studies seen in Table 3.1, where variable properties are set using temperature dependent piece-wise functions dependent on the phase-change temperatures.

Figure 3.5: Numerical domain
The domain was meshed as a structured grid using Pointwise. Three mesh refinements were
tested with 15,360, 24,000, and 37,500 nodes. The model was run with each mesh and the melt
fraction at the same time-step for each mesh was compared. There was less then 1% variance
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between the results for each case. The 24,000 node grid was used for the results presented in the
remainder of the numerical investigation.
The model was run using ANSYS FLUENT 19.2, a commercial FVM software, which solves
conservation of mass, momentum, and energy in the general forms of Eqs. 3.6 - 3.9. There are
two equations for conservation of momentum, one without (Eq. 3.7) and one with (Eq. 3.8) the
Boussinesq approximation. Different methods of modeling the density change during melting
will be inspected so the appropriate form is applied for each cases. The melting phase change that
occurs in the problem is modeled using the enthalpy-porosity model, developed by V. R. Voller
and Prakash (1987). To account for the latent heat during phase change the enthalpy is defined
using Eq. 3.10, based on the sensible heat and a term denoted here as latent heat content. Latent
heat content is a fraction of the total latent heat based on the liquid fraction seen in Eq. 3.13. This
factors in the energy required for latent heat during the phase change through a temperature dependent piece-wise function.
The key advantage of the model is that it allows for a continuous mesh within the problem
domain by treating the melt front as a mushy zone dependent on temperature. This eliminates the
need for any melt front tracking within the numerical scheme. The solid phase and melt front are
accounted for in the governing equations by a source term that behaves as porous media. This
source term is defined by Eq. 3.11 which is dependent on the liquid fraction, where the lower the
liquid fraction, the larger the pressure drop. This in turn forces the velocities in the solid region
to zero and limits liquid flow near the melt front. The magnitude of this source term is scaled by
the mushy-zone constant, a numerical value that currently is found by calibrating the model to
similar experimental results.

∂ρ
+ ▽ · ( ρ⃗v ) = 0
∂t
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(3.6)

∂
⃗
( ρ⃗v ) + ▽ · ( ρ⃗v⃗v ) = − ▽ p + ▽ · ( τ ) + ρ⃗g + S
∂t

(3.7)

∂
⃗
( ρr⃗v ) + ▽ · ( ρr⃗v⃗v ) = − ▽ p + ▽ · ( τ ) − ρr⃗g β( T − To ) + S
∂t

(3.8)

∂
( ρH) + ▽ · ( ρ⃗v H) = ▽ · ( k ▽ T )
∂t

(3.9)

H =h+J

(3.10)

2
⃗ = ( 1 − η) Amush ( ⃗v )
S
( η 3 + ϵ)

(3.11)

In Eq. 3.6, ρ is density and ⃗v is the velocity vector. In Eq. 3.7, p is pressure, τ is the stress
⃗ is the porous source term. In Eq. 3.8, ρr is the reference density selected for the Boussitensor, S
nesq case. In Eq. 3.9, H is the enthalpy, k is thermal conductivity, T is the temperature. In Eq.
3.11, η is the liquid fraction, ϵ is a numerical divisor, Amush is the mushy-zone constant. In Eq.
3.10, h is sensible enthalpy, J is the latent heat content,which represents the progress of melting.

J = ηhsl

(3.12)

In Eq. 3.12 defines the J the latent heat content based on the melt fraction. The melt fraction
is defined as

η=




0





if T < Tsolidus
T −Tsolidus

Tliquidus −Tsolidus






1

if Tsolidus < T < Tliquidus
if T > Tliquidus

25

(3.13)

In Eq. 3.13, Tliquidus is the temperature that the PCM is fully liquid, Tsolidus is the temperature that the PCM begins to melt.
Numerical schemes selected for each portion of the Finite Volume Code within Fluent were
select as follows: The SIMPLE scheme was used for pressure-velocity coupling, for spatial discretization; the gradient uses least squares cell based, PRESTO! for pressure, and second order
upwind for momentum and energy. First order upwind was used for the transient formulation.
The under-relaxation factors were set to 0.3 for pressure, 1 for density, 1 for body forces, 0.7 for
momentum, 0.9 for liquid fraction, and 1 for energy. The residuals for the convergence criteria
was set to 1 × 10−4 for continuity, 1 × 10−5 for velocity, and 1 × 10−9 for energy. A time-step
study ensured that the model was time-step independent. Time steps of 0.1, 0.05, and 0.02 seconds were evaluated. The melt fraction at equivalent time steps for each model were compared
and the variance was found to be less than 1%, the 0.05-second time step was selected.
Validation was attempted by directly comparing to the experimental results. Both the melt
curves and the melt fraction over time will be compared in the analysis section, but initial model
validity was checked by inspecting the melt fraction trends. The key variable that has not been
set for the model yet is the mushy-zone constant. The Fluent User’s Guide recommends values
between 104 and 107 and most studies for low-temperature PCM utilize 105 , seen in Table 2.1, so
this value was used for the initial cases. This value matched well for the 60◦ C but was very far
off for the 70◦ C case. To account for this error, a calibration study for the mushy-zone constant
was completed. The different test cases with various mushy-zone constants that were tested can
be seen in Fig. 3.6.
It is obvious that only the initial portion of the melt curve matches well between numerical
and experimental results. Potential reasons for this discrepancy will be discussed further in the
analysis. The final melt fraction for the calibrated cases can be seen in Fig. 3.7.
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Figure 3.6: Mushy-zone constant investigation for 70◦ C at 135◦ orientation

3.5

Density Methods

There is several different methods for modeling density present in literature. Early studies noted
that the fluid movement of the PCM is important to modeling the melting behavior and natural convection from density changes is the driving force. In the original method presented by
V. R. Voller and Prakash (1987), the Boussinesq approximation was applied. Many modern studies follow this approach, but this ignores the large change in density from phase change. Other
studies choose to apply a piece-wise function between the solid and liquid densities (Fadl &
Eames, 2019a, 2019b). This method accounts for the large density change but ignores the influence of the liquid expansion. This could be accounted for using the Boussinesq approximation,
but Fluent prevents both a piece-wise function from defining density while using the Boussinesq
approximation. Many other studies take this approach, either through custom codes or commercial software with more programmable interfaces such as Comsol (Biwole et al., 2018). In place
of this approach, a piece-wise function that applies thermal expansion for the liquid density based
on the Bousinesq approximation was created. This should better reflect reality than a combination of both, due to the change in density being applied through all equations of motion.
To compare to the methods present in literature, four methods are tested. The standard den-
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Figure 3.7: Experimental and numerical melt fraction at 135◦ orientation
sity method, standard density with thermal expansion, and two methods that use the Bousinessq
method with different reference densities. One uses the solid density as the reference, based on
Siyabi et al. (2019) and the other uses liquid density as reference (Abdi et al., 2019). Other studies used the average density but these two methods should approximate any differences between
reference density choice.

3.5.1

Standard Density

The method primarily used for the models during this study is referred to as the Standard Density.
This uses the liquid and solid density then linear interpolates between the two within the melting
range. This is described by the piece-wise linear function seen in Eq. 3.14.

ρ=





ρs





if T < Tsolidus

T −Tsolidus
(ρs − ρl ) Tliquidus
+ ρl
−Tsolidus






ρ l
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if Tliquidus > T > Tsolidus
if T > Tliquidus

(3.14)

3.5.2

Standard Density with Thermal Expansion

To better capture the fluid expansion caused by the additional heating past the melt temperature,
the Boussinesq assumption is factored into the Standard Density method. This is done by making the liquid density dependent on temperature and using thermal expansion to create a linear
function for density within the liquid region, seen in Eq. 3.15. This is similar to how the density
would be handled with the Boussinesq approximation but the density change is applied within all
elements of the governing equations, rather then just the conservation of momentum.

ρ=

3.5.3





ρs





if T < Tsolidus

T −Tsolidus
+ ρl
(ρs − ρl ) Tliquidus
−Tsolidus






ρl − ρl β(T − Tliquidus )

if Tliquidus > T > Tsolidus

(3.15)

if T > Tliquidus

Boussinesq Approximation

The Boussinesq approximation is a common tool used in many numerical studies of natural convection, primarily because it simplifies the governing equations and makes modeling the density change within the fluid very straight forward. This approximation uses the definition of the
thermal expansion coefficient to replace ρg body force in the conservation of momentum, which
takes the form previously introduced in Eq. 3.8. To examining different base densities, two cases
are tested. One case with the reference density set to the solid density and the other with liquid
density.
A graphical depiction of all these methods can be seen in Fig. 3.8, showing the effective
densities of the fluid based on the different methods and how they compare to each other of the
temperature range of the problem conditions.
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Figure 3.8: Variation of effective density over the relevant temperature range for the density study

4
4.1

Results
Melting at 180◦ Incline

Previous research has shown repeatedly that the natural convection and liquid movement in the
PCM are important to the melting behavior. In this orientation the liquid phase is restrained due
to the heated surface’s position above the PCM. The results of this experiment reinforce these
conclusions. The melt curves over time can be seen for both temperature set points in Fig. 4.1.
The difference in melting speed between the two temperatures is prevalent, with 70◦ C melting
much faster than 60◦ C. The melt curves are also very different than the melt front in most PCM
experiments, with an absence of complex curves from the lack of Rayleigh-Bernard convection
currents due to the orientation. The only melt feature that is obvious other then the flat surface
parallel to the heat spreader is a slight curve at the walls of the container. This slightly faster
melting along the wall could potentially be due to slow heating of the container from the contact to the isothermal surface. Further experiments could measure the temperature of the acrylic
container to investigate this melting behavior.
The melt fraction versus time, seen in Fig. 4.2, reflects similar conclusions as the melt curve
comparison. The melting time in the 70◦ C cases is about a third of the 60◦ C case. Previous stud30
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Figure 4.1: Melt curve images of 180◦ incline experiment
ies have shown that 0◦ is the fastest angle for melting in rectangular containers, the same geometry and temperature took approximately 90 minutes to fully melt (Kamkari et al., 2014) compared
to the 945 minutes to melt at the 180◦ incline. There is a general trend of the melt speed slowing as the melt progresses, likely due to the increasing liquid layer of PCM, which has a lower
thermal conductivity, increasing thermal resistance as the liquid fraction increases. These results
show why it is important to limit PCM melting below heating surfaces when prioritizing charging
speed for thermal energy storage design.

4.2

Melting at 135◦ Incline

As shown in the method validation, the numerical model was only found to partially match the
experimental results. The initial trend of melting was matched well after calibrating the mushyzone constant but after the transition point the numerical model fails to predict the melting rate.
The point that the transition does occur was well predicted so it is possible there is a single reason that is causing the the melting rate to not match after the transition point. To attempt to discern the physical connection behind the change in melting rate, the experimental data was inspected using dimensionless numbers.
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Figure 4.2: Experiment melt fraction over time for 180◦ incline
By applying the dimensionless combination of SteF oRa0.25 , Fig. 4.3 was generated, based
on the procedure applied in Ho and Viskanta (1984). This combinations accounts for the thermal
transport, natural convection, and phase change problem characteristics, The two experimental
cases closely matched each other in this form. The time that the melt speed transitioned was examined in the experiment images. This showed that when the PCM fully melts away from the
heat spreader or the final corner separates, the melt speed decreases. This is denoted in the figure as the corner separation point. The final separation in from the isothermal surface causing a
decrease in melt speed is due to the effectiveness of direct conduction into the solid melting the
PCM faster than the convective currents of the liquid PCM. Once the PCM is no longer in contact, the melting rate is entirely dependent on the natural convection of PCM within the container.
With the importance of the separation point identified, inspection of the numerical results
shows why the numerical model fails to match the experimental results. A comparison of the experiment melt front, the numerical melt front with liquid streamlines, and the temperature contours can be seen for the 60◦ C experiment in Fig. 4.4 and for the 70◦ C experiment in Fig. 4.5.
The most obvious deviation between numerical and experimental shown in these figures in the
difference in the melt curves. In previous studies, the differences in melt front were often due to
the presence of complex convection currents creating inherently random melt fronts. The varia32

Figure 4.3: Generalized melt fraction of 135◦ incline experiments, vertical line corresponds to
SteF oRa0.25 = 1.29
tion between melt curves shown for this orientation appear to be due to the model not fully capturing the melting in the upper left corner of the container. It can be seen that the melt front of
PCM pulls entirely away from the heated surface but in the numerical model the solid PCM remains within the left corner of the container.
Some of the potential regions that the this may have to do with the assumptions made for
the domain. Although the acrylic container is effective insulation, it is still in contact with the
heat spreader. This makes it possible that slow heating of the acrylic wall is increasing the melt
speed along those areas. The adiabatic condition would not capture this slight heating that could
occur. A conjugate model that included the acrylic container would be required to capture this
behavior. Another potential reason could be that the mushy zone is preventing fluid circulation
from reaching the PCM within the corner region, so it is melting at a significantly reduced rate.
The change in melt speed can be explained due to the difference in the melt fronts. The experiment melt front is parallel to the heated surface, which allows for a greater surface to induce
buoyant effects. When compared to the melt front of the model, the amount of solid surface that
is opposing the heat spreader is less. This reduction leads to less convective currents forming between cold solid surface and the heat spreader, reducing the overall melt speed.
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A difference between experimental and numerical melt fronts for PCMs is not uncommon
in literature. Often at the 0◦ orientation the Rayleigh-Bernard cells will cause considerable discrepancies between numerical and experimental results and 45◦ also has trouble matching due
to the influence of these cells on the final melt front. The 90◦ orientation also fails to follow the
melt front close to the walls, similar to the problem with the corner melting present in this model.
In these original experiments wall heating could potentially occurring on a reduced scale. The
influence of wall heating on the experiments in this study could be more significant due to the
duration of the experiments. Previous experiments typically take less then 2 hours to complete,
whereas the experiments presented here, due to the restricted melting at these inclines, took between 7 hours to 2 days to complete.
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Figure 4.4: Experimental and numerical comparison of 135◦ incline melting at 60◦ C
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Figure 4.5: Experimental and numerical comparison of 135◦ incline melting at 70◦ C
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4.3

Influence of Density Methods

The four density methods previously discussed were implemented into the previously validated
model for the 70◦ C at 135◦ incline case. The melt fraction comparison between these four cases
and the experiment can be seen in Fig. 4.6. The standard method matches the best as it has been
calibrated through the mushy-zone constant. When the thermal expansion is integrated into the
standard method, there is additional buoyant force in the natural convection causing the melting
to occur at a faster rate. Both Boussinesq approximation methods under-predicted the melting
rate when run with the same model settings. There is only a small difference between the two reference density methods when comparing the melt fractions, as expected because the convective
forces is primarily dependent on the magnitude of the expansion, which is constant between the
methods. An important point to consider with relation to these results is the potential to simply
alter the mushy-zone constant so that the melt fraction results would match the experiment, as
was originally done to calibrate the model in Fig. 3.6.
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Figure 4.6: Influence of the density methods on the melt rate at 70◦ C at 135◦ incline
To examine the variation in the behavior of the convection currents, velocity vectors were
added to temperature contours at two different time-steps for each method. The first set was taken
at the 60 minutes step, which can be seen in Fig. 4.7. This point is well within the first melting
regime before the transition point. Fig. 4.7(a) shows the standard density approach. There is a
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much larger variation in temperature throughout the liquid domain and one large circulation of
fluid throughout the domain. This circulation is driven by the density change at the melt front,
where the liquid cools and sinks towards the lowest point of the container, causing a larger circulation through the entrainment of the fluid above it. This movement brings the cooled fluid in
contact with the heat spreader, forcing the fluid to rise, continuing to drive the larger circulation.
The methods that account for thermal expansion in the fluid, Fig. 4.7(b-d) show a different
temperature distribution and circulation behavior. The bulk of the fully melted region’s temperature is uniformly equal to the wall temperature, likely due to enhanced fluid movement. There
is similar behavior along the melt interface where PCM is cooling and sinking down towards the
isothermal wall, but the heating creates a smaller circulation that is tightly grouped along the surface of the melt front. In the fluid domain there is a larger circulation driven by the isothermal
wall and the colder region where the melt front circulation is present. These two circulations oppose each other, creating complex changes in fluid direction at the interface between the liquid
region and the mushy region.
The second time step is taken at 180 minutes after the transition point in the melting rate.
The standard density methods, seen in Fig. 4.8(a), continues to show a large variation in temperature in the fluid domain. Additionally, with the larger fluid region and smaller solid surface to induce fluid movement, there are several points of re-circulation that form. The upper portion of the
container circulates up and away from the solid PCM as well as a small pocket at the lower right
corner of the melt front, opposite of the isothermal wall. This recirculation of fluid away from the
melt front could potentially explain the reduced melting rate of the standard density method after
the transition point, as this fluid movement is not contributing to further melting.
In the standard method with thermal expansion, Fig. 4.8(b), the fluid movement is now primarily a single circulation through the fluid domain then across the melt front. A small amount
of opposing circulation can still be seen within the mushy zone. This circulation appears to be
warmer fluid in the major current cooling and encountering the wall of the container, becoming
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Figure 4.7: Temperature contour diagrams with velocity vectors at 60 minutes for each density
method, black line is melt front; (a) Standard density, (b) Standard density with thermal expansion, (c) Liquid-based boussinesq, (d) Solid-based boussinesq
a back-flow. This creates a small circulation along the melt front and the lower wall of the container that can be seen turning back into the larger current in the upper right corner. This larger
current along the melt surface is where the basic Boussinesq methods, Fig. 4.8(c-d) differ from
the standard method with thermal expansion. While there is a small current that travels from the
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melt front along the lower wall of the container in both methods, this circulation is not as present
in the mushy zone in the Boussinesq methods. This is likely due to the weaker bouyant forces in
those regions from the smaller magnitude in density change.

Figure 4.8: Temperature contour diagrams with velocity vectors at 180 minutes for each density
method, black line is melt front; (a) Standard density, (b) Standard density with thermal expansion, (c) Liquid-based boussinesq, (d) Solid-based boussinesq
It is obvious that the choice for modeling density has important influence on the melting
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behavior of PCMs in this orientation. This investigation can be further extended to include testing
additional mushy-zone constant values or other orientations. It would also be advantageous if
experimental data with temperature data or velocity data could be gathered to allow for testing
of other potential validation methods. Proper selection of a density method from those presented
here will have to depend on the availability of material properties and the numerical tool in use.
The most important variable appears to be the thermal expansion coefficient, as the proper fluid
behavior cannot be modeled without it.

5

Conclusion

The experimental and numerical results presented here show the restriction on melting speed that
occurs when the heated surface is positioned above the PCM. This orientation obstructs strong
convection currents from forming that are essential to fast melting. Results from the numerical
models were not able to fully match the experimental results, and weaknesses in the current validation technique were discussed. Small differences in modeling techniques or material properties can be overlooked and accounted for simply by adjusting one value when using the common
method of melt fraction over time comparison. Additionally, the same value is not known to be
universal for single materials or problem conditions, so simply reusing another studies value is
not appropriate for detailed investigations but is common practice in literature.
The next steps for this study are two-fold. The specific numerical model tested here can be
further refined and examined. Testing the interactions of the various density methods with the
mushy-zone constant should further inform the best density model and how the mushy zone affects the melting behavior. Adding the container as a conjugate domain to the model may also
resolve the melt front deviation. A larger investigation that uses experimental and numerical
data from many materials and problem conditions should be completed to attempt to resolve the
problems presented by the enthalpy-porosity model. This study would be done to understand the
interactions and any physical basis for the mushy-zone constant or to identify if a new method
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needs to be developed that better reflects behavior in the mushy zone.
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