This study examines the calendar effects in 55 Stock market exchange indices around the globe. The effects which are examined are the turn of the Month effect, day of the Week effect, Month of the Year effect and semi Month effect. The methodology followed is the test hypothesis with bootstrap simulated t statistics. A seasonality test is to investigate if there is more certain seasonality on expected returns or in volatility. The conclusion is that we reject all calendar effects in a global level, except from the turn of the Month effect, which is presented in 36 stock indices. Moreover there is higher seasonality in volatility rather on expected returns, concerning the day of the week and the month of the year effects.
We examine if there are calendar effects modelsand then we would like to examine if there is substantially higher number of statistically significant calendar effects in volatility rather than in expected returns. We apply testing hypothesis using bootstrapping proposed by Tsiakas (2005) . We test the following one sided hypotheses: H 0 : θ 1 = θ 2 H 1 : θ 1 < θ 2 (1) And H 0 : θ 1 = θ 2 H 1 : θ 1 > θ 2 (2)
First we construct the t statistic
and we reject the null hypothesis for T < k. The standard error is defined as: 
,where N 1 and N 2 are two unequal sample sizes and σ 1 and σ 2 are respectively two different population variances. The critical value k is selected so that k=q α, where q α is the quantile of the year effect, where we expect to find higher average returns in January or April. The last effect we examine is the semi month effect, which the first fortnight is defined as the interval [1, 15] and the second fortnight as the interval [16, 31] . For the turn of the month the first sample in hypotheses (1) and (2) includes stock returns in the interval [ 1, +3] , while the second sample, which is the complement includes stock returns in the intervals [ 10, 2] and [+4, +10] and the opposite. So we expect to get significant positive average returns when we estimate the TOM effect, so the first sample includes the observations in the interval [ 1, +3] and when we estimate the NTOM effect we expect significant negative returns, where the first sample contains the observations in the intervals [ 10, 2] and [+4, +10] . Similarly for the day of the week effect, when we examine the Monday effect, the first sample includes the average stock returns on Mondays, while the second sample, which is the complement of Monday effect, contains the average returns of all the other trading weekdays, except from Monday returns and similarly for the other days and the other calendar effects. So for example if we examine Tuesdays, the first sample includes all the stock average returns on Tuesdays and he second sample the stock average returns of all the other days except from Tuesday returns. So if we reject the null hypothesis of relation (1) we conclude that average returns on Tuesday are statistically significant positive or higher than all the other days of the week.
On the other hand if we reject the null hypothesis of the relation (2), then we conclude the opposite, that statistically significant negative average returns or lower returns than the other trading weekdays. We test two cases the seasonality in expected returns and in volatility. In the first case we take the stock returns at they are , while in the second case we take the absolute returns.
The data are daily and have been obtained from various websites. The analysis is conducted in terms of daily returns which is defined as r = log(P t /P t 1 ). More specifically we present the countries ,the indices symbols and the sources websites where we found the data. The final period is 31 October 2008 for all series except from the starting period, where we show it in table 1 and Zambia, in which the end sample is 31 st December of 2007.
In table 2 we present the bootstrapping results for the seasonality in expected returns and we observe that there is the turn of the -Month effect in 36 indices out of 55 we examine, where in all these cases where we reject the null hypothesis of relation (1), so we accept that there are higher average returns in the interval [ 1, +3] , simultaneously we reject the null hypothesis of relation (2), so we conclude that the average returns in the intervals [ 10, 2] and [+4, +10] are lower than those in the interval [ 1, +3] .
For the day of the week effect and specifically the Monday effect we observe that only in 15 stock indices there are lower average returns on Monday than the other weekdays and only in three other stock indices there is the reverse Monday effect, where the average returns on Monday are higher than the other trading days of the week. In the remaining 37 stock indices the difference average returns between Monday and the other week days are statistically insignificant. So we conclude that we reject the Monday effect, which might present in local or in national level, but we can't claim that is a global calendar effect. Tuesday average returns are statistically lower than the other days of the week, in only 5 cases, where in all the remained stock indices the difference between Tuesday and the other trading days are statistically insignificant from zero. For Wednesday we accept that there are statistically significant positive or higher average returns in 7 stock indices, negative or lower returns in 3 stock indices and statistically insignificant from zero in the remaining 45 stock indices. In the case of Thursday there are significant higher returns in 6 indices, lower returns in 2 indices and statistically insignificant in the remaining 47 stock indices. Finally we observe that in 15 stock indices Friday presents statistically significant higher average returns than the other trading week days, in 2 indices present lower returns and in the 38 remaining stock indices the difference in the average stock returns between Friday and the other weekdays is statistically insignificant from zero. In a few words we conclude that we reject the day of the week effect in global level, or any other day effect as reverse Monday effect, where there aren't persistent anomalies in the international financial markets. Also in the cases of Kuwait and Jordan neither Sunday or Saturday present significant lower or higher average returns than the other trading days of the week.
The next calendar effect we estimate is the month of the year effect, where we expect to find positive or higher average returns in January or in April. For January we accept this assumption only in 7 stock indices, while in 2 we find the reverse January effect and in the remaining 46 tock indices we found statistically insignificant estimations. For February we find significant higher returns in 4 stock indices and insignificant differences in all the other remained cases, while for March we found significant higher and lower average returns in 3 and 1 stock indices respectively.
April presents significant higher average returns only in 6 stock indices, while in all the other cases the results are statistically insignificant, indicating that our results don't confirm the initial assumption, that January or April present higher returns than the other trading months, in a global financial market level .We found significant higher and lower average returns in May for 3 and 2 stock indices respectively, while for June higher and lower average returns are significant only in 2 and 1 stock indices respectively. For July we find statistically significant higher and lower average returns than the other trading months in Latvia in Estonia respectively. For August we find in 5 stock indices significant higher returns and in 2 cases lower returns. September seems to be the strongest calendar anomaly for the month of the year effect, while presents the most frequent seasonality anomaly, where in 19 stock indices there are significant lower average returns on this month than the other trading months and in 4 stock indices there are higher average returns.
October presents significant higher returns in 4 cases and lower returns in 3 stock indices, while November average returns are higher and negative in 7 and 1 stock indices respectively. December is the month with the most frequent seasonality followed by September, where in 12 there is significant higher average return than the other trading months. Generally we reject this calendar effect too, while we can't claim international level that exists a particularly persistent anomaly on a specific month.
The last calendar effect we examine is the semi month effect, where in 7 and 2 cases we accept for both fortnights that there are significant lower and higher respectively returns, while in an additional case we accept only the hypothesis that there are significant lower returns in the second fortnight in India and higher returns in the first fortnight for Canadian stock index.
In the case of the seasonality in volatility and the turn of the month effect we find only in 2 stock indices, in Yugoslavia and Sweden there are lower and higher absolute returns in TOM and NTOM interval, while we observe the opposite situation in other 2 indices in France and Ireland.
Finally in the case of Pakistan higher returns are resented in the TOM interval. The main conclusion is that we reject the seasonality in volatility and so there is no need to estimate with Periodic GARCH proposed by Bollerslev and Ghysels (1996) or the periodic stochastic volatility model (Tsiakas , 2004) , while previously we accepted the seasonality in expected returns.
In the day of the week effect the seasonality in volatility is present in much more cases, concerning Monday Tuesday and Friday, than the seasonality in expected returns. Specifically Monday presents significant higher and lower absolute returns in 24 and 3 stock indices respectively, Tuesday presents higher and lower absolute returns n 4 and 12 stock indices respectively, while Friday present the respective returns in 2 and 17 cases. So the Periodic GARCH or the periodic stochastic volatility model might be appropriate to examine these days. For the remaining days, Wednesday and Thursday the seasonality in volatility is not presented persistently in global level, while higher and lower absolute returns are presented in 3 and 5 stock indices respectively for Wednesday and in 2 and 3 stock indices for Thursday. Furthermore in the cases of Jordan and Kuwait, only Sunday in Jordan presents statistically significant absolute returns.
In the case of the month of the year effect we conclude that there is a strong evidence of seasonality in volatility rather in expected returns. Specifically the month presenting the most frequent cases of seasonality in volatility is October, where there are significant higher and lower average returns, than the other trading months, in 5 and 36 cases, so in total of 41 stock indices.
Then June and December follow with significant differences in absolute returns in 27 cases, where in June there are higher and lower average returns in 3 and 24 stock indices respectively and in 2 and 25 cases respectively for December. Then September follows, where in all 23 cases there are higher absolute returns, and then May and April follow, where in the most cases there are lower absolute returns in the specific months and more particularly for May 21 and 4 cases present statistically significant higher and lower respectively average returns and in 18 and 4 cases for April. Generally as in the case of the seasonality in volatility for the day of the week effect Periodic GARCH model or the periodic stochastic volatility model might be appropriate.
Finally for the last calendar effect we examine, the semi month effect, only in 5 cases there are higher absolute returns and in 1 index lower absolute returns.
The general conclusion is that the calendar effects we examined can't be found in our analysis, except from the turn of the month effect, which have been fond in 36 out of 55 stock indices and seems to be the strongest and statistically the most significant calendar anomaly among them we examine. Specifically we didn't find Monday effect, where there are negative returns on Monday, while is reported in a few cases. On the contrary, we do not find a reverse Monday effect in the majority of the cases. Abraham and Ikenberry (1994) suggest that individuals are more aggressive sellers in the early of the trading week and that individuals postpone their sell related decisions to the weekend and so there is a sell oriented order flow early in the trading week. On the other hand institutional investors use Mondays to pan strategy, so the investment orders are reduced. The first studies in the day of the week effect as Lakonishok and Smidt (1988) , Jaffe and Westerfield (1985) , and others studies, report significant negative average returns on Monday. But more recent studies found a shift in the weekday pattern, where average returns on Monday were not longer negative, but researchers found significant higher average returns on Monday than for other days. The day of the week effect as other calendar effects arise from data mining ,as Sullivan, Timmermann, and White (2001) argue in their paper that calendar effects results from data mining problem and they conclude that the y reject calendar effects for the data they examine. So generally we reject the day of the week effect or any other daily seasonality persistence as negative returns on Tuesdays or positive and highest returns on Fridays. An explanation we reject the day of the week effect can be the methodology that is followed. Specifically more studies in the past used OLS , parametric and non parametric tests, as the t statistic, the F statistics, Kruskal Wallis and others, while we used bootstrapping simulation method. For the day of the week effect Marquering et al. (2006) found that the Monday effect still exists, but it has diminished substantially. However , Monday effect has disappeared recently according to Marquering et al. (2006) . For the month of the year effect Marquering et al. (2006) found that the average January returns are not higher than the market's average returns. Marquering et al. (2006) found that after the publication of Rozeff and Kinney (1976) , the strength of the effect dropped dramatically. For the semi month effect Marquering et al. (2006) found that there is evidence that the trend of this seasonal anomaly is substantially diminished, while this anomaly has started to decline earlier than the year when the article was published by Ariel (1987) . Finally for the last effect we examine, the turn of the month effect, which is the only significant calendar anomaly we found, Marquering et al. (2006) found that there is a downward sloping in the trend line of the specific anomaly, but generally they found that this anomaly hasn't disappeared. One reason might explain the persistence of turn of the month effect that Marquering et al. (2006) suggest in their paper is the transaction cost, which are too high for the investors to profit from this calendar anomaly, as the investors cannot exploit the pattern.
Generally, we must mention that various methodologies were applied among the studies and researchers , who examined calendar anomalies in stock returns. Most of them apply descriptive statistics and OLS, while few of them examine the calendar effects with GARCH estimations and bootstrapping approach. We rejected all calendar anomalies we examined, except from the turn of the month effect and we confirm the results of Marquering et al. (2006) , who found that these calendar anomalies have diminished or disappeared , after the date that they were published, except from the turn of the month which is still persistent.
But in the case of the seasonality in volatility we reject once again the cases of the turn of the month and semi month effect, while we don't in the cases of the day of the week and the month of the year effect, where we concluded that Periodic GARCH model or the periodic stochastic volatility model might be appropriate, suitable and capable of fining efficiently the persistence in seasonality than other regression models do. (20) and (21) (20) 
