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Radio-frequency based wireless communications have revolutionized our society. Thanks to
the important wireless communication technologies Wi-Fi, LTE, and so on, people can now enjoy
high data rate and perversive connection while surfing the Internet. However, new problems and
demands are rising in today’s wireless networks. Increasing capacity demands are requiring more
bandwidth and various wireless radio technologies are exacerbating the spectrum problem. Now
technologies and paradigms are needed to meet these needs. In this thesis, I investigate two
technologies towards this direction: Visible Light Communication (VLC) and Device-to-Device
(D2D) communication.
Although more and more researchers are becoming interested in VLC, the lacking of an open-
source platform for VLC research is perverting the fast investigations of VLC. To solve this prob-
lem, I design, implement, and evaluate the first open-source platform OpenVLC for embedded
VLC research. OpenVLC employs cost-efficient and off-the-shelf optical components and elec-
tronics to provide a research platform. The software solutions are developed as a Linux driver
and can easily connect to the TCP/IP layers. This allows for the adoption of various Linux diag-
nostic tools to evaluate the VLC’s properties and performance. Based on OpenVLC, I propose a
new MAC protocol that enable the intra-frame bidirectional transmissions in networks of visible
LEDs. The method adopts only a single LED at each node for both transmission and reception.
Through this technology, the system’s throughput can be improved a lot and the hidden-node
problem can be alleviated greatly. Motivated by the envision of the Internet of lights, I study how
to provide stable visible light links in VLC. I identify the limitations and tradeoff of two different
types of optical receivers photodiode and LED, and design and implement a new optical data link
layer that was resilient to dynamic environments.
On the other hands, to meet the increasing demands, small cells are proposed and deployed
in latest cellular networks. As a result, the number of users served by each cell is decreasing.
As the opportunistic gain increases as a concave function of active users, in small cells and when
dynamic traffic load are considered, the opportunistic gain will lost. To recoup the opportunis-
tic gain, I propose a base-station transparent method based on D2D communication to dispatch
traffic among devices. Dynamic programming is used to find the optimal dispatching policy. The
results show this method can improve the average packet transfer delay greatly. To increase the
opportunistic gain by a further step, I propose a base-station initiated policy to solve the same
XI
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problem. An algorithm is therefore designed and implemented, and its performance shows that it
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Chapter 1
Introduction
Wireless communications based on Radio-Frequency (RF) spectrum has revolutionized the
way our societies work. Recent deployments of advanced wireless technologies have been able
to either provide high data rate (e.g., IEEE 802.11ad), or support high mobility together well high
data rate (e.g., LTE), or can operate at a cost of very low energy consumption (e.g., Bluetooth low
energy). The so-well understood of the RF communication can also allow to embed tiny wireless
transceivers on any ‘thing’, that enable us to build the so-called Internet of Things (IoT).
Nevertheless, new problems and demands in wireless networks are rising. Although nowa-
days’ cellular network LTE can already provide high data rate, new data intensive applications are
emerging in the daily routines of mobile users, that make telecom operators struggle to accom-
modate the increasing demands of mobile traffic. Cellular networks are going to occupy wider
bands, exacerbating the ‘spectrum crunch’ problem.
Therefore, researchers in wireless communication society are seeking for new paradigms to
revolutionize the traditional wireless communication methods. New technologies are under in-
vestigated, such as the deep understanding of using 60GHz in wireless communication, new cod-
ing/decoding schemes, new type of communication adopting visible light as the transmission
medium, device-to-device communication, WiFi-Direct or wireless power communication.
This thesis focuses on two of the new technologies: Visible Light Communication (VLC) and
device-to-device communication.
1.1. Visible Light Communication System
Wireless communication with visible light is an idea that dates back to the 19th century. This
old concept is having a strong come back due to two reasons. First, thanks to advancements in
VLC, LED lights can now be modulated at high speeds (Kb/s and Mb/s) making them competitive
alternatives to wireless communication. Second, due to the high energy efficiency of LEDs, any
device that emits light nowadays is likely to be LED-based: car lights, city lights, billboards,
toys, wearables and home appliances are already LED-based, just to name a few. Thus, in the
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future we could have a new type of pervasive infrastructure waiting to be networked, an Internet
of Lights (IoL) [1]. IoL will integrate communication, sensors and light, and create new pervasive
smart environments for connected devices and objects, all centered around the light as a medium
of communication. Exploiting the visible light spectrum could provide equally disruptive effects.
VLC also represents an appealing alternative to RF for networked embedded devices, for instance
in the IoT, wearable computing[ref], indoor localization [ref] and vehicular networks [2–4]. In
addition, the adoption of VLC would reduce the health hazards caused by overexposure to RF.
VLC experimental research in networked embedded systems (Networked VLC) has yet to
gain momentum due to the lack of a low-cost reference platform. The drawbacks of existing
experimental work on VLC platforms include its lack of openness, its failure to provide broad
support for common networking protocols, and its focus on high-end platforms [5–7]. Besides,
the directionality of “optical antenna” of VLC nodes, i.e., the Field Of View (FOV) of LEDs,
varies greatly from device to device. An infrastructure, e.g., a light bulb on the ceiling, normally
emits light with a wide-FOV. In contrast, mobile devices may have various FOVs, according to
the space and power constraints. This variety of light wave propagation calls for networking
approaches that are robust to the specific optical antenna. The design opportunities can take
advantage of fundamental differences with respect to RF communication.
This thesis takes the first steps to design an open-source, general-purpose platform for embed-
ded research on VLC. Beyond this, this thesis also study the bidirectional transmissions in VLC
and analyzes the complexity of visible-light links from a networking perspective. It exposes some
of the challenges faced by visible light links and propose initial solutions to overcome them.
The structure and contributions of the part “VLC system” enclosed in this thesis are:
Design, implementation, and evaluation of an open-source platform that can enable
VLC research in the filed of networked embedded system [Section II];
Proposal of a scheme that can achieve intra-frame bi-directional transmissions in a
network of LEDs. The scheme can also alleviate the hidden-node problem greatly [Section
III];
Investigation of achieving a reliable link for the Internet of Lights [Section IV].
1.2. D2D Communication in Small Cells
To meet the increasing demands on wireless traffic, researchers are seeking for new paradigms
to revolutionize the traditional communication methods of cellular networks. D2D communica-
tion is one of such paradigms that appears to be a promising component in next generation cel-
lular technologies. D2D communication in cellular networks is traditionally defined as the direct
communication between two mobile users without traversing the BS and core network. D2D
communication can occur on the cellular spectrum (i.e., inband) or unlicensed spectrum (i.e.,
outband).
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Figure 1.1: Representative use-cases of D2D communications in cellular networks.
In academia, D2D communication was first proposed in [8] to enable multihop relays in cel-
lular networks. Later the works in [9–13] investigated the potential of D2D communications for
improving spectral efficiency of cellular networks. Soon after, other potential D2D use-cases
were introduced in the literature such as multicasting [14, 15], peer-to-peer communication [16],
video dissemination [10, 17–19], machine-to-machine (M2M) communication [20], cellular of-
floading [21], and so on. The most popular use-cases of D2D communications are shown in
Fig. 1.1.
This thesis studies how to use D2D communication to increase the opportunistic gain in small
cells. Opportunistic scheduling [22, 23] was proposed for multiuser wireless communication
networks to exploit fluctuating channel conditions, aiming to improve performance. In cellular
networks, opportunistic schedulers use knowledge of the channels between Base Station (BS)
and users to schedule those with favorable channel states, thus improving overall throughput. As
cell sizes in future wireless networks shrink in response to increasing demands for capacity [24–
26], the average number of users served a BS will decrease. Since opportunistic gain scales as a
concave function of the user population [27], presently used scheduling algorithms are prone to
losing effectiveness in small cells, especially with dynamic traffic load.
The contributions of this part enclosed in this thesis are as follows:
Proposal of a BS transparent D2D communication scheme that improve the oppor-
tunistic gain in small cells [Section V].
Proposal of a BS driven D2D communication scheme to improve the opportunistic
gain in small cells [Section VI].
1.3. Publications Associated with this Thesis
Publications on VLC system:
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1. Q. Wang and D. Giustiniano. “Intra-Frame Bidirectional Transmission in Networks of
Visible LEDs”. IEEE/ACM Transactions on Networking, accepted on Feb. 12, 2016.
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As a spectrum-rich alternative to RF, VLC is attracting the interests of both researchers and
engineers. It also represents an appealing alternative to RF for networked embedded devices,
for instance in the Internet of Things, wearable computing, indoor localization and vehicular
networks [2–4]. However, due to the lack of a low-cost reference platform, the researches on VLC
are still lagging a lot. The drawbacks of the existing experimental work on VLC platforms include
its lack of openness, its failure to provide broad support for common networking protocols, and
its focus on high-end platforms [5–7].
Similarly to how the introduction of the Berkeley motes spearheaded networked embedded
systems research a decade ago, it is very likely that a general-purpose, low-cost, open VLC plat-
form would pave the way to novel networking research directions. This chapter takes an ini-
tial step toward the adoption of VLC in networked embedded systems and introduces Open-
VLC, an open-source software-defined networking platform for fast prototyping. OpenVLC
runs on a cost-effective yet powerful embedded board, with a unit cost of approximately sixty
dollars. The source codes and instructions of OpenVLC are available at the following URL:
www.openvlc.org.
This chapter presents the design and evaluation of the open-source OpenVLC research plat-
form. OpenVLC interface an LED-based front-end to an embedded Linux platform and provides
a set of software-based primitives, such as signal sampling, symbol detection, coding/decoding,
carrier sensing, and communication with the TCP/IP layers of the Linux operating system. This
chapter further design and implement a basic Medium Access Protocol (MAC) protocol running
in software and illustrate its performance evaluation. The objective of this first step toward Net-
worked VLC is to provide a functional research platform that can be easily extended according to
the directions of interest.
In its present form, OpenVLC relies on simple off-the-shelf electronic components and only
uses a basic Physical Layer (PHY), which can be scaled to use more advanced PHYs. Cur-
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rently, OpenVLC can achieve a MAC layer throughput in the order of the basic rate of IEEE
802.15.7 [28], and UDP throughput of 12.5 kb/s, operating at distances up to 4 m.
The rest of this chapter is organized as follows. Related work are summarized in Sec. 2.2.
The system design and implementation of OpenVLC are presented in Sec. 2.3, followed by the
evaluation at MAC layer and at system level given in Sec. 2.4. Techniques that could improve
the performance of OpenVLC and several research directions that can benefit from OpenVLC are
discussed in Sec. 2.5. Closing remarks are presented in Sec. 2.6.
2.2. Related Work
Some initial efforts in the embedded systems community have underscored the potential of
VLC, such as the investigations on point-to-point communication using smartphones [29? , 30],
cars [4, 30, 31], and toys [32]. It is also receiving strong attention from the designers of the next
generation of cellular networks [33]. VLC’s potential usages, challenges of implementation and
commercialization, and market conditions are discussed in [34].
The IEEE has developed the 802.15.7 standard [28] for short-range communication using
visible light. This standard specifies three PHY layers, which support data rate varying from
11.67 kb/s to 96 Mb/s. It also supports dimming and light flicker prevention. The work in [35]
shows an implementation of 802.15.7 protocol using a standard software-defined radio platform
from Ettus Research. The implementation cost of the solution is however of at least one magnitude
higher than our target platform. In addition, OpenVLC targets the implementation of a platform
for networked VLC.
While photodiodes are normally used as receivers, in [36] a reverse-biased LED (rather than a
photodiode) is used as a receiver to implement a bidirectional LED-to-LED communication. This
principle has been exploited by [37] to introduce a LED-to-LED communication network. The
authors study fundamental issues of the design of a low-complexity embedded solution, such as
efficient collision detection MAC protocol and light flicker elimination. They show that their pro-
totype can achieve a data rate up to 900 b/s and the communication distance is up to 0.9 m. The
work is further developed in [38]. Both [37] and [38] operate on microcontrollers and do not sup-
port TCP/IP stack and the wide range of networking protocols available in Linux systems. Their
design also has the drawback of being sensitive to noise, since it operates with small unamplified
currents.
None of the above works is intended to be open to the research community.
2.3. OpenVLC System Design
OpenVLC is a general-purpose software-defined platform for networked VLC. The prototype
of OpenVLC is shown in Figure 2.1. It is built around the BeagleBone Black (BBB) board1, a
1http://beagleboard.org/Products/BeagleBone+Black
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Figure 2.1: The current prototype of OpenVLC: the front-end transceiver of an OpenVLC node
is shown on the left, and an example of inter-node communication is shown on the right.
cost-effective, user-friendly, versatile single-board computer with a small form factor. OpenVLC
consists of a BBB board, a VLC front-end transceiver and a software-defined system implemen-
tation. The front-end transceiver adopts a single LED together with a few basic electronic com-
ponents for both transmission and reception. OpenVLC’s software components are implemented
as a Linux driver that communicates directly with the LED front-end and the Linux networking
stack. As a result of this design choice, the VLC communication interface can take advantage of
the vast range of Linux tools. The communication between two OpenVLC nodes is illustrated in
Figure 2.1.
2.3.1. Bidirectional Communication
The current version of OpenVLC front-end transceiver reuses the same LED for both trans-
mitting and receiving light signals. Using LEDs as receivers can reduce the design complexity
and increases the resilience to ambient noise (e.g., sunlight and indoor illumination [37]) with no
need for additional optical filters [39]. The current design can be extended to use photodiodes as
receivers, as will be discussed in Sec. 2.5.
The block diagram of the transceiver is shown in the right part of Figure 2.2. It includes a
TransConductance Amplifier (TCA) for transmission, a TransImpedance Amplifier (TIA) and an
Analog-to-Digital Converter (ADC) for reception, a tristate-output buffer and ancillary circuitry
for transmission and reception. A software-defined Transmitter (TX)/Receiver (RX) switch is
used to change the LED operation mode between TX and RX through the GPIO pins:
In TX mode, the tristate buffer is enabled and encoded signals are first amplified by
the TCA and then fed to the forward-biased LED.
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Preamble. The PHY layer transmits each frame with a fixed-length preamble, consisting of
an alternate sequence of HIGH and LOW starting with a HIGH symbol. The numbers of HIGH
and LOW symbols in the preamble are the same. To convert symbols into binary data, an adaptive
symbol detection threshold is adopted because the received light intensity is greatly affected by
the free path loss attenuation of light transmitted from the TX to the RX. This detection threshold
is obtained on a per-frame basis by averaging out the digital samples of the preamble sequence.
A Special Frame Delimiter (SFD) field is appended to the end of the preamble.
2.3.3. Software-Defined MAC Layer
OpenVLC defines two types of MAC frame: DATA and Acknowledgement (ACK). The frame
format is shown in Figure 2.3. If the frame has no payload (Length=0), it is inferred to be an ACK.
Otherwise, it is a DATA frame. Each frame can carry a payload from 0 to MAX (a predefined
value) bytes. The destination and source addresses follow the Length field and each occupies
2 bytes. The 2-byte field Protocol identifies the upper layer protocol encapsulated in the frame
payload. Fields from the Length to the Protocol form the MAC header. A two-byte Cyclic
Redundancy Check (CRC) over the MAC header and payload is appended after the payload. The
Reed-Solomon (RS) error correcting code over the MAC header, payload, and CRC is appended
to the end of each frame.
Carrier sensing. Wireless MAC protocols usually employ carrier sensing to reduce colli-
sions. In the OpenVLC platform, it provides two types of carrier sensing: basic sensing and fast
sensing. Both are implemented in the PHY layer and can be invoked by the MAC layer. In basic
sensing, the platform reads a certain number of continuous symbols. The channel is assessed to
be busy if one or more symbols are detected as HIGH symbols; otherwise it is assessed to be
clear. Unlike basic sensing, fast sensing operates on per-symbol basis. The channel is assessed to
be clear if the symbol is detected as LOW and is assessed to be busy otherwise.
MAC access protocol. OpenVLC implements a MAC layer protocol based on the primitives
discussed above. It employs a contention-based Carrier Sensing Multiple Access/Collision Detec-
tion (CSMA/CD) MAC protocol to ensure fair channel access among all VLC nodes and reduce
the impact of collisions [37]. When a frame is ready for transmission, the MAC first calls the ba-
sic sensing block of the PHY layer. The frame is transmitted immediately if the PHY layer reports
the channel is clear. If the channel is assessed to be busy, the MAC starts a backoff counter. The
counter is initialized with an integer value randomly drawn from a uniform distribution within
the range (0, CW-1]. The contention window CW is initialized as CWmin, where CWmin is the
smallest size of the contention window. The PHY layer keeps sensing the channel and each time
the channel is assessed to be clear, the counter is decremented. The frame is transmitted when the
counter reaches zero.
Upon frame transmission, the transmitter can engage in fast sensing. This occurs when the
transmitter sends a LOW symbol of the Manchester code, as it powers down the LED and is
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the UDP throughput of RX1 and RX2 are around 6 kb/s. In the uplink scenario, two nodes (TX1
and TX2) compete for the shared medium to send data to the third one. The median values of the
achieved throughput are also around 6 kb/s, which shows a fair access to the medium.
2.5. Performance Enhancements and Future Research Directions of
OpenVLC
Currently, OpenVLC is designed using basic commercial off-the-shelf components to imple-
ment communication network among LEDs. The achieved data rate is already comparable to
the lowest one specified in the IEEE 802.15.7 standard, which specifies a PHY rate of at least
11.67 kb/s [28]. In its present form, OpenVLC already offers a flexible starter kit for VLC re-
search.
While most of the VLC efforts so far have targeted point-to-point systems between resource-
rich high-end nodes, to date, resource-poor low-end nodes are instead an unexplored research
area. Exploring networked systems of resource-poor low-end nodes would be instrumental to the
adoption of networked VLC and would require a fundamental redesign of the communication
stack. The performance of OpenVLC can be improved to reach out other domains of research
investigations, using more powerful hardware and by customizing the software implementation
to the application scenarios of choice. This section discusses a set of possible enhancements for
OpenVLC as well as future research directions based on it.
2.5.1. Performance Enhancements of OpenVLC
This subsection continues to reviews a list of points that could be implemented to boost Open-
VLC’s performance.
Matched filtering and timing error recovery have not yet been implemented in OpenVLC. A
matched filter serves to maximize the signal-to-noise ratio and minimize the symbol error proba-
bility. Timing error recovery is very useful when the transmitter and the receiver are unsynchro-
nized. To support matched filtering, the front-end transceiver hardware needs to be upgraded. To
implement timing error recovery, the software-defined PHY layer of OpenVLC needs to be en-
hanced to detect the timing error and recover from it. The implementation of the matched filtering
as well as the timing error recovery on OpenVLC would also help to increase the communication
range as well as the overall system stability for higher rate communication.
The coverage of an OpenVLC node is currently limited by the output power and FOV of
its LEDs. The output power can be increased by using high brightness white LEDs as optical
front-end. For scenarios where one OpenVLC node acts as an access point, hardware should be
extended to support Multiple Input Multiple Output (MIMO) LED communication, with modu-
lations such as optical GSSK [40]. This direction exploits the fact that multiple LEDs are usually
required for illumination due to the limited brightness of an individual LED. The software would
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also need to support the selection and use of different LED-to-LED links.
The current prototype adopts the basic OOK modulation, but advanced modulation schemes
can also be used by adding a Digital-to-Analog Converter (DAC) or by exploiting the Pulse-Width
Modulation (PWM) pins of the BBB. In this way, the disadvantage of OOK in terms of inefficient
bandwidth usage can be circumvented. For OpenVLC, the current bottleneck of the achievable
date rate is the speed at which the BBB reads symbols from the ADC (the Linux system fails
to provide accurate timing past a certain speed [41]). In turn, the BBB can write symbols to
the LED at a much faster speed. To eliminate the current bottleneck, Field-Programmable Gate
Arrays (FPGAs) (as the one used in [42] that can be interfaced with the BBB) or micro-controllers
(MCUs) could be employed for the PHY layer implementation. Using such solutions, however,
would increase the cost of OpenVLC. A cheaper alternative is to use the Programmable Real-
time Unit (PRUs) of the BBB for dedicated implementation of time-critical functionalities. The
ARM CPU of the BBB has two PRUs and each PRU is a low-latency 32-bit micro-controller.
To improve the performance of OpenVLC, the PRUs can be used to implement time-sensitive
sampling. Because the PRUs can operate at 200 MHz, the performance gain from using them
would be significant.
Table 2.2: Summary of possible performance enhancements and research directions of OpenVLC.
Performance Enhancements




















Advanced modulation scheme -Throughput No/Yes Yes Medium
FPGA for the PHY -Throughput Yes Yes Hard
MCU for the PHY -Throughput Yes Yes Medium
PRUs for the PHY (kernel space) -Throughput No Yes Hard
PRUs for the PHY (user space) -Throughput No Yes Medium
LED-to-photodiode
communication
-To be verified Yes Yes Easy














2.5.2. Future Research Directions Based on OpenVLC
This subsection discusses a number of promising research directions that can be pursued based
on the OpenVLC.
LED-to-Photodiode communication: extending OpenVLC to support LED-to-
Photodiode communication is straightforward. It would be very valuable to compare the
performance of LED-to-LED and LED-to-Photodiode communications, in terms of trans-
mission range, maximal achievable throughput, resilience ability to ambient light, etc.
OpenVLC as an app: recent research has explored the feasibility of implementing the
PHY and MAC layers of ZigBee and WiFi as downloadable pieces of software (such as
apps for smartphones) [43]. This approach would streamline the testing and deployment of
modifications to existing protocols and, in principle, new protocols as well. With the PRUs
of the BBB, it is possible to develop a software on the MAC/PHY protocols of OpenVLC
within the user space of Linux without sacrificing the achievable data rate.
Enabling intra-frame bidirectional transmissions: a basic choice for the PHY layer
of a VLC system is the OOK modulation with the Manchester Run-Length Limited (RLL)
line code. RLL line codes are used to prevent flickering. With the OOK modulation and
RLL line codes, a transmitter normally does not need to emit light when it transmits a
LOW symbol. As presented in Sec. 2.3.3, the transmitter can then switch the LED to RX
mode to receive a symbol. Furthermore, if the receiver has detected a HIGH symbol in
current symbol slot and the HIGH symbol is the first part of a modulated bit, then the
receiver can switch the LED to TX mode to transmit a symbol during the next symbol slot.
Therefore, the receiver can embed data into the current frame it is receiving. This technique
enables intra-frame bidirectional transmissions that can increase the system throughput to a
significant extent. This has been successfully implemented this technique using OpenVLC
and the details can be found in Chapter 3.
Integration with RF communication: In order to provide backward compatibility with
previous embedded systems, one may think of designing hybrid communication networks
that are built on top of both visible light and RF communication. This may allow to exploit
the advantage of both technologies, and use them in the most appropriate channel and
network conditions.
A summary of these research directions together with the performance enhancements of
OpenVLC is given in Table 2.2.
2.6. Summary
This chapter presented the design, implementation, and performance evaluation of OpenVLC,
an open source platform designed to enable VLC research in the field of networked embedded
18 OpenVLC Research Platform
systems. OpenVLC’s paramount goal is to demystify VLC and lower the barriers to entry to VLC
research for embedded systems researchers. Much like the Berkeley motes demystified low-power
wireless a decade ago and paved the way to a decade’s worth of rich and active research in wireless
sensor networks, it is believed that an open reference platform may open up the unexplored area of
networked VLC for embedded devices. OpenVLC leverages the recent diffusion of powerful but
cost-effective embedded Linux platforms to provide a reference platform that can be used jointly
with a vast array of Linux tools. OpenVLC also shows how a handful of commercial off-the-shelf
components can suffice as a starter kit for VLC research. Going forward, OpenVLC is expected to
serve as a bridge between the VLC community and the wireless embedded systems community.
It can be envisioned that research groups in embedded systems with no prior VLC experience
can use OpenVLC to explore the realm of visible light, while research groups with a solid VLC
background can easily expand OpenVLC and enrich its set of functionalities, for instance with





VLC is emerging as a complementary technology to mainstream research on RF communi-
cation. VLC utilizes visible light from LED to convey digital information between devices. A
network of visible LEDs could be enabled by connecting various devices such as ceiling bulbs,
lamps, light emitters embedded into cars and mobile devices and perhaps, in the future, LED
TVs. However, the directionality of the “optical antenna” of VLC, i.e., the Field Of View (FOV)
of LEDs, varies greatly from device to device. An infrastructure, e.g., a light bulb on the ceil-
ing, normally emits light with a wide-FOV. In contrast, mobile devices may have various FOVs,
according to the space and power constraints.
This variety of light wave propagation calls for networking approaches that are robust to
the specific optical antenna. The design opportunities can take advantage of two fundamental
differences with respect to RF communication.
First, VLC often adopts the On-Off Keying (OOK) modulation or the Variable Pulse
Position Modulation (VPPM), thus a transmitter can be “idle” (doest not need to emit light)
when transmitting an “OFF” signal. This implies that other communications could be estab-
lished during these short times without light emission. These concurrent communications
may improve the system performance, such as increasing the throughput and so on.
Second, while photodiodes are normally used as receivers, a LED has been proved
to work as a receiver in LED-to-LED communications [36, 37]. Thus, a network of LEDs
would only require one LED as optical antenna at each transceiver. The challenge is then
how to create a network of LEDs with different FOVs and without additional optical com-
ponents.
As illustrated in Figure 3.1, these differences i) bring opportunities to design new Medium
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3.2. Related Work
VLC has received strong attention from designers of next generation cellular networks [33,
45], the point-to-point communication using smartphone [29, 46] and cars [4, 31]. Using visible
light to enable indoor localization [3, 47, 48], light-to-camera [3, 29, 46, 47, 49] and screen-to-
camera [46, 50, 51] communications are also well investigated. Besides, the IEEE has developed
the 802.15.7 standard [28] for short-range communication with visible light.
Single antenna VLC. While photodiodes are normally used as receivers, a reverse-biased
LED instead of a photodiode was used in [36] as a receiver to implement a bidirectional commu-
nication network. This principle had been exploited by [37] to introduce a low-power LED-to-
LED communication network. This work operated on microcontrollers and was implemented as
embedded software in the environment of non-operating system. Connecting it with various net-
working protocols is not straightforward. In contrast,last chapter has designed and implemented
OpenVLC [52], an open-source software-defined platform for VLC networks. OpenVLC is built
around a low-cost embedded Linux platform. Its software-defined solution is implemented as a
Linux driver and thus it appears as a normal network interface that could easily interoperate with
Internet protocols. Recently, authors in [39] investigated the feasibility of adopting a commercial
high-power LED as a transceiver. They demonstrated a system that achieves a PHY layer rate of
15 Mb/s with the OOK modulation.
Full-duplex RF/VLC communication. In-band full-duplex RF communication was pro-
posed in [53] and further implemented as a prototype in [54]. The key technique is a device that
uses the inverse of its transmitted signals to cancel the self-interference to its received signal.
Compared to our proposed technique, both of them can achieve in-band bidirectional transmis-
sion. A different is that [53, 54] used two antennas for both transmitting and receiving, while in
our technique, a single LED is used for that purpose. Recently, a method combining analog and
digital cancellation is proposed in [44]. This method enables the full duplex communication with
a single antenna. For full-duplex VLC, some authors propose to use visible and infrared lights or
LEDs operating on different wavelengths for full-duplex transmission, as in [55]. Furthermore,
the authors in [56] propose to use an isolator between the LED and photodiode at each node
for full-duplex VLC, and they claim the mutual interference between the bidirectional LED-to-
photodiode links is negligible. Compared to these work, here only a single LED is needed at each
node to implement an in-band interference-free full-duplex VLC system.
3.3. System Design
This sections first briefly introduces some background information on coding and decoding
schemes adopted in this work. Then it presents the key technique at symbol level to enable intra-
frame bidirectional transmission in a network of visible LEDs, where a single LED is used as
optical antenna at each transceiver (without additional optical components). Finally this section
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proposes a MAC protocol to exploit this technique at system level.
3.3.1. Coding/Decoding schemes
This work uses intensity modulation for data transmission, which is also adopted by the IEEE
802.15.7 standard developed for short-range communication using visible light of wideband light
bulbs [28]. Binary information is mapped to the presence (symbol HIGH) or absence (symbol
LOW) of the visible light carrier. The main physical layer of the IEEE 802.15.7 standard uses
the OOK modulation with the Manchester Run-Length Limited (RLL) line code. RLL line codes
are used to avoid long runs of light on and light off that could end up in flicker effects, as well as
clock and data recovery detection problems. Therefore, in this system bit 1 is mapped to symbol
sequence LOW-HIGH, and bit 0 is mapped to HIGH-LOW. Demodulation is performed with
direct detection. Based on the received signal’s voltage, the receiving node detects the received
signal as the sequence of symbols HIGH and LOW that are then converted to binary data.
3.3.2. Key technique at symbol level
The key enabler of the intra-frame bidirectional transmission technique is that a node nor-
mally does not need to emit light when transmitting a symbol LOW. Thanks to this, nodes could
switch between being a transmitter and a receiver with symbol-level granularity during a frame
transmission.
Let us consider an example of the communication between two nodes, A and B. Assume that
node A transmits data to node B. Node A is “idle” when it transmits a symbol LOW, and it can
make use of this time to receive a data symbol. To cooperate with this, node B can start itself
to transmit a symbol if it can predict that it will receive a symbol LOW in the next symbol slot.
An example is Illustrated in Figure 3.2. For the Manchester RLL code used in this paper, the
prediction is based on:
node B receives a symbol HIGH in the current symbol slot;
the symbol HIGH is the first part of a modulated bit (i.e., bit “0”).
Just equipped with one LED, node B can switch to send data during the reception of a frame,
while node A can switch to receive data when it transmits a frame. This switching between a
transmitter and a receiver at symbol level allows for in-band bidirectional symbol transmission.
As shown in Figure 3.2, node A may expect to receive a symbol only when it transmits the
symbol LOW of bit “0”. The reason is that node B can only predict the symbol LOW of bit “0”,
but it can not predict the symbol LOW of bit “1”. In expectation, half of data from node A are
with bit “1” and the other half with bit “0”. Therefore, node B will transmit data for half of the
payload of node A.
This approach can be extended to other RLL line codes. In more general terms: the intra-
frame bidirectional transmission can be enabled for those symbols that there is a probability of
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Algorithm 1 Collision detection at the P-RX
Input: txSymb: to-be-transmitted symbol; numErr: the current amount of received invalid
sequences; maxNumErr: the threshold of numError.
Output: collision detected: true / false; rxSymb: the received symbol; numError: updated.
1: if txSymb is HIGH then
2: transmit symbol txSymb to the P-TX
3: rxSymb← LOW
4: else
5: rxSymb← receive a symbol from the P-TX
6: {If P-RX receives an invalid HIGH-HIGH sequence}
7: if rxSymb is HIGH && (++numErr) ¿ maxNumErr then
8: return true {collision detected}
9: end if
10: end if
11: return false {no collision}
Algorithm 2 Collision detection at the P-TX
Input: numLOW: the current amount of continuously received symbols LOW; maxNumLOW:2 the
threshold of numLOW.
Output: collision detected: true / false; rxSymb: the received symbol; numLOW: updated.
1: rxSymb← receive a symbol from the P-RX
2: if rxSymb is LOW then
3: if (++numLOW) ¿ maxNumLOW then





9: return false {no collision}
of ongoing primary data reception to protect the primary transmitter from hidden nodes.
CSMA/CD-HA is also useful for collision detection. Traditional collisions caused by nodes
reaching the backoff counter equal to zero are still possible. Collisions may also occur when hid-
den nodes start transmitting before the P-RX’s transmission of an embedded frame, as described
in the previous paragraph. These collisions are detectable if the P-RX receives the HIGH-HIGH
sequence (which is invalid) for a pre-defined certain times. Details of the collision detection at
P-RX is presented in Algorithm 1.1 Upon a collision detected by P-RX (lines 7-9 of Algorithm 1),
P-RX stops transmitting embedded data if the transmission of the embedded frame was ongoing,
or otherwise it does not start the transmission of an embedded frame. Consequently, this collision
can be detected by P-TX due to the absence of embedded transmission from P-RX. The detection
2The maxNumLOW is initiated based on experience, and then is updated on per-frame basis to be twice of the
maximal continuous “0” in the latest received frame.
1Note that the algorithm is only called by the P-RX when i) it receives a symbol HIGH in the previous symbol slot
and ii) it infers that the symbol HIGH is the first part of a modulated bit.
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transmissions of primary and embedded frames by the P-TX and P-RX/S-TX, respectively. The
L increases if P-RX/S-TX spends longer time for the backoff process on competing the secondary
channel.
When to send an embedded frame: an embedded frame should be transmitted after a node
receives the source address of the current primary frame. Only the intended receiver of the trans-
mission can be declared as P-RX. Other nodes may act as S-TX, as long as they are not the
intended receivers of P-RX. They start a secondary backoff process that follows the same rules as
the primary one to decide the access to the medium.
Robustness of intra-frame concurrent transmissions: the intra-frame current transmissions
should be robust to expected or unexpected events, i.e., the secondary transmission should be
disabled immediately if the primary transmission stops due to detections of collisions or hidden
nodes or other unexpected errors. The CSMA/CD-HA protocol has this ability. For example,
an underlying assumption of secondary transmissions is that the FOVs of nodes is such that the
transmission of S-TX and S-RX does not interfere with the transmission of P-TX and P-RX. If
this is not the case, the primary transmission is stopped due to detected collisions. As soon as
P-TX stops its transmission because of a detected collision, the secondary transmission of S-TX
and S-RX will be disabled for a while.
Intra-frame bidirectional transmission between S-TX and S-RX: In our current protocol de-
sign, S-RX does not predict “LOW” symbols transmitted by S-TX, to reduce complexity. There-
fore, the transmission between S-TX and S-RX is not intra-frame bidirectional, and S-TX could
not detect collisions during its transmission of an embedded frame. In principle, however, colli-
sion detection by S-TX and the intra-frame bidirectional transmission between S-TX and S-RX
are feasible assuming that S-TX adopts a similar modulation scheme (e.g., OOK + Manchester
RLL code) as P-TX does.
3.4. Throughput Analysis
This section analyzes the system performance of the CSMA/CD-HA protocol in terms of sat-
uration throughput. It first considers a simplified CSMA/CD-HA protocol to analyze the perfor-
mance improvement from embedded channels by enabling the intra-frame bidirectional transmis-
sion. After that, this section analyzes the performance of the CSMA/CD-HA protocol in common
ad-hoc scenarios.
3.4.1. Performance with embedded channels
To analyze the performance improvement from embedded channels, let us first adopt a sim-
plified CSMA/CD-HA protocol where the backoff mechanism is disabled. Consider a network
consisting of an access point (AP) equipped with wide FOV LEDs and N users with narrow FOV
LED, similar to the scenario presented in Figure 3.1(left). All the users are under the AP’s cover-
age and therefore can detect the data it transmits in the same frequency band of the visible light
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spectrum. During the AP’s transmission, the users can opportunistically send data to the AP or to
other users through the embedded channels as presented in Sec. 3.3. To simplify the derivation,
let us assume that the AP always has access to the channel and it keeps sending data to users,
and other users can only transmit data through embedded channels.
To derive the saturation throughput of this system, let us first make some notations. Let Th
denote the time to transmit the frame header, andE[Tp] be the average time for the transmission of
frame payload. The intervals of SIFS and LIFS are denoted as Ts and Tl, respectively. Moreover,
let Ta be the time to transmit an ACK and δ be the propagation delay. Assume there is no error in
the PHY layer transmission. Then the total time Tf to transmit a frame can be written as
Tf = Th + E[Tp] + δ + Ts + Ta + δ + Tl (3.1)
Let us assume the AP serves the users alternately. Let E[Lp] denote the average effective
payload of a primary frame, and Swo be the system saturation throughput without embedded
channels. Then Swo can be written as







Similarly, let E[Lem] be the average effective payload of embedded frames, and Sw denote
the saturation throughput of a system with an average number of Nem embedded channels. Then
Sw =




This work adopts the Markov chain model to analyze the performance of the CSMA/CD-HA
protocol in ad-hoc networks. It considers a system consisting of N users and all the users can
communicate with each other, i.e., there are no hidden nodes. This work assumes all nodes always
have data to transmit and aims to derive the MAC layer saturation throughput of the system.
The classic Markov Chain model to analyze the performance of the Carrier Sense Multiple
Access/Collision Avoidance (CSMA/CA) MAC protocol of IEEE 802.11 was introduced in [57],
and then extended to many other different scenarios, e.g., unsaturated traffic [58], hidden nodes
scenario [59], and so on. The author in [57] adopted a two-dimension Markov chain to describe
the 802.11 MAC operations.
This model is also used in the system presented in this work, but set a maximal retransmission
times and assume that it is equal to the maximal backoff stage. A frame will be dropped if its
retransmission times exceed the retransmission threshold. Following the derivation presented in
the appendix, it is not difficult to compute the saturation throughput of CSMA/CA, CSMA/CD
(for one single optical antenna, and presented in [37]), and the CSMA/CD-HA (with embedded
transmission) proposed in this work. Let Sca denote the saturation throughput under CSMA/CA.
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Table 3.2: Parameter settings in the analysis.
Parameter Value (unit)
N 2, 3, ..., 10
m 4
Th 168 (optical clocks)
Ts, Tl, Ta 40, 120, 200 (optical clocks)
σ 0.001 (optical clocks)
Lp 50, 100, 200, 400, 600, 800, 1000 (bytes)
Lem 1, 20, 80, 180, 280, 380, 480 (bytes)
Then Sca can be written as
Sca =
PfE[Lp]
(1− Ptr)σ + PfTf + PcT cac
(3.4)
where σ is the duration of an empty time slot. Similarly, let Scd and Scd ha be the saturation




(1− Ptr)σ + PfTf + PcT cdc
(3.5)
Scd ha =
Pf (E[Lp] + E[Lem])
(1− Ptr)σ + PfTf + PcT cdc
(3.6)
3.4.3. Numerical Results
This part presents some numerical results of our proposed protocols. The parameter settings
used in the calculation are listed in Table 3.2. The payloads of embedded frames Lem are set to
the maximal lengths that can ensure the transmissions of embedded frames finish before those of
primary frames. In addition, the Reed-Solomon (RS) error correcting code (232,200) is applied
to all the primary and embedded frames.
3.4.3.1. Performance with embedded channels
Without loss of generality, here considering the scenario illustrated in Figure 3.1(left). This
work compares the system saturation throughput under three different cases: i) without intra-
frame bidirectional transmission (i.e., no embedded channel); ii) with the intra-frame bidirec-
tional transmission between nodes A and B (i.e., one embedded channel, from node B to A); iii)
with intra-frame bidirectional transmissions between nodes A and B, and the intra-frame unidi-
rectional transmission from node C to D (i.e, two embedded channels, from node B to A, and
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Preamble SFD Length Dst Src Protocol Payload CRC
3 Bytes 1 B 2 B 2 B 2 B 2 B 0-MAX B 2 B
Figure 3.8: Frame format of DATA and ACK: Length> 0⇐⇒DATA; Length= 0⇐⇒ACK.
Through the TX/RX switch and the tri-state buffer, the LED can switch between being TX
and RX modes with low latency. This makes it possible to enable the intra-frame bidirectional
transmission presented in Sec. 3.3.2.
3.5.2. Software
The operating system running within the BBB board is the Debian Linux Distribution. Fig-
ure 3.7(right) illustrates the software stack of the implementation, where the VLC MAC and VLC
PHY are built based on the primitive functions implemented. These functions include writing
a symbol to the LED, reading a symbol from the ADC, coding/decoding, preamble detection,
TX/RX switching, and so on.
In our implementation, there are two types of frames in the MAC layer, DATA and Acknowl-
edgement (ACK). The DATA frame structure and octets each field occupies are shown in Fig-
ure 3.8. Distinguishing DATA and ACK frames is through the length of frame body (payload):
if the frame has no payload (i.e., “Length”= 0), it is an ACK frame. Otherwise, it is a DATA
frame. Each DATA frame can carry a payload from 0 to MAX (a predefined value) bytes. The
MAC destination and source addresses that follow the “Length” field each occupies 2 bytes. The
2-byte filed “Protocol” identifies the upper layer protocol encapsulated in the payload. The fields
from “Length” to “Protocol” form the MAC frame header. A two-octet Cyclic Redundancy Check
(CRC) over the frame header and payload is appended to the end of payload. The Reed-Solomon
correcting code over the MAC header, payload and CRC is added to the end of each DATA frame.
A three-octet preamble is appended to the beginning of each frame for synchronization.
3.6. Experimental Evaluation
This section evaluates the proposed protocols through experiments. The Debian Linux System
with kernel version 3.8.13 and the Xenomai patch is run within the BBB board. The electronic
devices used in our implementation are summarized in Table 3.3. The symbol period is set to 20 µs
for both LOW and HIGH symbols and the (232,200) Reed-Solomon code is adopated at each
node. Different to a primary frame, an embedded frame is coded with OOK modulation without
the Manchester code (bit “0” is mapped to symbol LOW and bit “1” to symbol HIGH). Note
that in the experiments this chapter uses multiple narrow-FOV LEDs to emulate a wider-FOV
LED when necessary. All the experiments are carried out in an indoor environment with normal
office lights on where the noise level is around 90 lux.1 The value of maxNumLOW introduced in
1 The noise floor is measured by an Android phone (Huawei MATE1).
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3.6.1. Performance with embedded channels
Point-to-point link. This subsection evaluates the MAC layer saturation throughput of a
point-to-point link without and with the intra-frame bidirectional transmissions, where the nodes
are within the FOV of each other. The saturation throughput is achieved under the setting that
nodes always have data to transmit. Throughput versus the per-primary-frame payload is shown
in Figure 3.9(a), where the payload varies from 50 to 1000 bytes. First it can be observed that
the results from the experiments and the analysis match with each other very well. As expected,
the throughputs under both protocols in consistent with the payload, e.g., with the intra-frame
bidirectional transmission, the saturation throughput is around 11 kb/s when the payload is 50
bytes, while the throughput achieves a value of 30 kb/s when the payload increases to 1000
bytes. Another observation from Figure 3.9(a) is that the performance with embedded channel
outperforms greatly the performance without embedded channel when the payload is long, e.g.,
when the payload is 1000 bytes, the throughput of the former is about 150% of that of the latter.
This achievement comes from the intra-frame bidirectional transmission. The throughputs of the
two protocols are almost the same when the payload is 50 bytes. This is because the transmission
of an effective embedded frame is nearly impossible when the payload of a primary frame is too
short. An oscilloscope snapshot of the protocol with embedded channel is shown in Figure 3.9(b),
where it can be sees clearly the interaction of nodes as well as the transmission of embedded
frames.
Three-node network. In this scenario, one node acts a base station and keeps sending data al-
ternately to the other two nodes (i.e., the base station uses the round-robin scheduling algorithm).
Again, it can be observed from Figure 3.10(a) that the result from experiments matches well with
that from analysis. As expected, it can be seen from the figure that the throughputs at the two
receivers are similar under various frame payloads. Also, the throughput gain of the protocol with
the embedded channel over the protocol without it increases with the frame payload. This gain
achieves a value of 50% when the payload is 1000 bytes. The interactions between these nodes
are illustrated by the oscilloscope snapshot in Figure 3.10(b).
Four-node network. The performance of a four-node network is also evaluated. The settings
can be referred to the left subfigure of Figure 3.1, where the four nodes A, B, C, and D act as P-
TX, P-RX, S-TX, and S-RX, respectively. The oscilloscope snapshot of the interactions between
these nodes is presented in Figure 3.11(b). It can seen clearly that three intra-frame concurrent
transmissions are obtained. The corresponding saturation throughputs of this network are pre-
sented in Figure 3.11(a). It can be observed that, for both protocols, the throughput increases with
the payload size. The protocol with embedded channels starts to outperform greatly the protocol
without embedded channels after the payload is larger than 50 bytes. The maximal throughput
gain is around 100% after the payload reaches 1000 bytes, twice as large as the gains of the point-
to-point link and three-node network. The reason for this is that, in the four-node network, an
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3.6.3. Bit scrambling
The performance of the intra-frame bidirectional transmission can be greatly weakened if:
the payload of a primary frame has two many “1”, or
the embedded frame payload has long sequences of bit “0”
In the first case, the payload of an embedded frame would be shorten significantly. In the second
case, the system would be less resilient to collisions and hidden nodes. Therefore the P-TX
may stop transmitting the ongoing primary frame. To solve these problems, this work adopts the
bit scrambling technique over the payloads of both primary and embedded frames. This work
chooses bit scrambling because it has the ability to convert any sequences into seemingly random
sequences, thus avoiding long sequences of bits of the same value [61].
Let us use a 16-bit Fibonacci Linear-Feedback Shift Register (LFSR) to implement the bit
scrambling. The feedback taps are at the 16th, 14th, 13th, and 11th bits, i.e., the feedback poly-
nomial is x16+x14+x13+x11+1. The nonzero state 0xACD1U is chosen as a start state of the
16-bit Fibonacci LFSR. The experiments are carried out on a point-to-point link. The payload of
primary frames is fixed to 800 bytes, while the percentage of bit “1” within payload varies within
the range [1/8, 1/4, ..., 3/4, 7/8]. The performances under three different cases are compared: i)
no embedded channel; ii) one embedded channel; iii) bit scrambling. In the last case, a dynamic
scrambling approach is used. The scrambler in the primary frame is enabled only if the percent-
age of bit “1” within the payload is above 50%. The idea of this approach is to dynamically take
advantage of longer set of bit “1”s to increase the system throughput. To implement this, a bit
of the SFD is used to inform the receiver whether the scrambler is enabled or not in the current
frame.
The evaluation results are shown in Figure 3.15. As previously, it can be noticed that the
experimental results match well with the analytical results. As expected, the throughput with no
embedded channel is not sensitive to the percentage of bit “1” at all. However, the throughput
with one embedded channel depends heavily on the percentage of bit “1”, e.g., when 1/8 of the
bits within the payload are “1”, the throughput can reach up to 36 kb/s; while it drops to 23 kb/s
when the percentage of bit “1” becomes 7/8. Due to the bit scrambling’s ability of converting any
sequences to seemingly random sequences, the throughput with bit scrambling can keep stable
around 30 kb/s after the percentage of bit “1” in the payload exceeds 50%.
3.7. Summary
This chapter introduced the intra-frame bidirectional transmission approach for visible light
communication networks using one “optical antenna” for transmission and reception. Based on
it, this work presented the design, analysis, implementation, and performance evaluation of the
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Chapter 4
Reliable Link for the Internet of Lights
4.1. Introduction
Wireless communication based on the radio-frequency spectrum has revolutionized the way
our societies work. After decades of research, the radio link is so-well understood that people are
now able to embed tiny wireless transceivers on any ‘thing’. These great advances are enabling us
to build the so-called Internet of Things (IoT). Exploiting the visible light spectrum could provide
equally disruptive effects. This chapter takes one of the first steps in analyzing the complexity
of visible-light links from a networking perspective. It exposes some of the challenges faced by
visible light links and propose initial solutions to overcome them.
The case for an Internet of Lights. Wireless communication with visible light is an idea
that dates back to the 19th century. This old concept is having a strong come back due to two rea-
sons. First, thanks to advancements in visible light communications (VLC), LED lights can now
be modulated at high speeds (Kb/s and Mb/s) making them competitive alternatives to wireless
communication. Second, due to the high energy efficiency of LEDs, any device that emits light
nowadays is likely to be LED-based: car lights, city lights, billboards, toys, wearables and home
appliances are already LED-based, just to name a few. Thus, in the future our society could have a
new type of pervasive infrastructure waiting to be networked, an Internet of Lights (IoL) [1]. IoL
will integrate communication, sensors and light, and create new pervasive smart environments for
connected devices and objects, all centered around the light as a medium of communication.
The challenges. Achieving the vision of an Internet of Lights requires investigating a new
network stack to exploit and adapt to the unique properties of visible light signals (compared to
radio). A first necessary step towards a new network stack is to have a reliable visible light link.
Designing such a link however is a difficult task due to three main challenges.
Challenge 1: Limited range and receiver saturation. Light has a dual nature - it exists both as
wave and as photon. As a wave, it obeys the free space path loss model, where the decay of the
signal power with the carrier frequency fc can be expressed as 20 log10 fc. As such, the path
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loss of visible light signals is 1010 (70 dB) times greater than that of micro-wave radios. This
leads to much shorter ranges for the same output power, a fundamental property that can not be
avoided. But visible light signals are also affected by its photonic nature: changes in illumination
levels (photons) will increase the noise floor, and the induced noise can have a drastic impact.
For instance, a variation from outdoor illumination in a tunnel (75µW/cm2) to outdoor sunlight
(1.80mW/cm2) causes an increase in the noise floor of up to 24 dB. The drastic changes in the
noise floor in VLC systems can saturate optical receivers, making optical links disappear.
Challenge 2: Unstable links due to directional coverage. The vision for the IoL is not to deploy
lights for the sole purpose of communication – as explained above radio is more efficient –, but
to piggyback communication on LED lights used for the purpose of illumination. While a light
source can in principle be omnidirectional, most LED lights are highly directional. Directional
sources are good for avoiding collisions and create spectrum reuse opportunities, but undesired
for discovering and maintaining links in mobile settings. Radio mm-wave communication also
faces similar problems due to directional coverage, and it is solved partially by the use of antenna
arrays than can change the direction of beams. LEDs however cannot direct beams in different
directions as in mm-wave because the wavelength of visible light is comparable to or below the
size of molecules. As such, smart antenna devices with dimensions in the order of λ/2 cannot be
constructed. In addition, the constraint of constant illumination for the human eyes refrains from
beaming in specific directions. Thus, the problem of directionality is more acute in visible light
links than in radio.
Challenge 3: Multiple types of antennas. Contrary to radio frequency systems, where all nodes
use the same transceiver, the transmitter in VLC is always an LED, but different optical receivers
can be used each with unique characteristics: photodiodes, cameras and even LEDs can operate as
photodetectors, possibly integrated in the same consumer device. Consequently, a network stack
for the Internet of Lights should consider not only the fact that light has different propagation
properties than radio (Challenges 1 and 2), but also that multiple types of optical antennas could
be available at the receiver.
Contributions. Considering the above described challenges, this work provides three main
contributions towards increasing the reliability of visible light links.
This work identifies the need for a multi-antenna receiver and provide a deep analysis
about the tradeoffs that need to be consider in its design. It shows that LEDs and Photo-
diodes have complementary properties in terms of transmission range, saturation point and
directionality when operating as photodetectors. It exploits the advantages of each type of
photodetector and consider their shortcoming using a holistic approach. This leads us to a
communication link that is more robust to mobility and more resilient to various illumina-
tion levels, from complete darkness to daylight. [Section 4.3]
Based on experimental insights, this work designs, implements and evaluates a flexi-
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ble platform and network stack, from the hardware to PHY and MAC. Our platform is built
largely enhancing the open source OpenVLC project, it can sense the surrounding level of
illuminance and switch seamlessly among different receiver configurations within the same
frame. [Section 4.4]
This work showcases the applicability of our findings on a scaled down application,
where two mobile nodes try to maintain a link under different types of paths, straight and
curves, and under different illumination conditions, day and night. In this use-case scenario,
our results show that our multi-antenna receiver is able to maintain a constant link while a
classical receiver can only offer intermittent connectivity. [Section 4.5]
4.2. Related Work
Visible light communication is a very active research area. This section focuses on works that
are the most relevant for this contribution. For a complete and recent survey of research in visible
light-based networks and sensing please refer to [? ] and [62], which capture the strong attention
that VLC is receiving from both academia and industry.
High-end platform for static scenarios. Researchers have investigated VLC for the next
generation of cellular networks [33, 45] and as part of the 802.15.7 standard [28] for short-range
communication with visible light and its amendment (currently under preparation). Most of this
research area is based on resource-rich platform, such as the USRP and WARP software-defined
radios [35, 56, 63, 64]. More recently, interest has spawn in the areas of vehicle-to-vehicle com-
munication [4, 31] and screen-to-camera communications [50, 51]. These works aim at achieving
high data rates in static point-to-point scenarios under mild lighting conditions, such as LiFi. Ef-
forts beyond these type of scenarios are still in their infancy [? ]. Furthermore, the complexity
and implementation costs of these platforms are much higher than our proposed system.
Applications for Internet of Things. Another category on VLC research is based on low-
cost solutions for IoT applications. Visible light sensing for human motions [65], mobile interac-
tion [66] and indoor localization [3, 47] have recently emerged as IoT applications using low-end
platforms. These resource-constrained platforms provide low throughputs, for example a 1 kb/s
data rate is obtained in [67] to provide a low-cost light bulb for IoT applications. In general,
low-end platforms sit at the opposite extreme of the resource-rich high-throughput systems that
initiated the investigation of VLC. Our platform is also a low-end system, but our contribution dif-
fers from previous work on the fact that their design, in particular the selection of the receiver, was
made to suit the needs of a particular application scenario. This work focuses on VLC systems
with a more flexible and reliable Data Link Layer to tackle the challenges of dynamic ambient
light and mobility conditions.
The problem of a reliable link. The motivation of this work is that, in contrast to most
radio channels, the gain of the visible light channel is highly dependent on the alignment between
transmitter and receiver, as well on the saturation of the receiver, which calls for novel methods
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and algorithms. Complementary to this work, [56] studied the problem of adapting the PHY rate
within the same frame for photodiodes, which becomes necessary in mobile scenarios with SNRs
that drastically change with small movements of the receiver. On the other hand, as pointed out in
survey [? ], using LED as a receiver has been largely ignored, except for a few works that solely
focus on low-power LED-to-LED networks [37, 68]. All of the above studies focus on a single
receiver, which are only a subset of the possible configurations of our system. None of the works
in the literature did provide evidence of the complementary features of photodiodes and LEDs in
order to achieve a stable communication link.
Research platform. The author of this thesis proposed the initial OpenVLC platform
in [52, 69], targeting low-power LED-to-LED communication. After that, the platform is ex-
tended with Photodiodes and high-power LEDs, and the problem of the saturation of the photo-
diode is reported in [? ]. This works extends the prior efforts in three main ways. First, the
sensitivity analysis of the photodiode for various values of R and the tradeoff analysis for PDs
and LEDs based on illumination and directionality (Section 4.3). Our initial work used only the
default resistor for the PD and focus only on illumination not directionality. Second, the final
implementation of the software stack, in particular the dynamic setting of the photodiode based
on the noise floor and the parallel processing of PD and LED streams (Section 4.4). Third, in the
evaluation, only Section 4.1 was presented before, Section 4.2 was redone to consider direction-
ality and Section 4.3 is new.
4.3. The question of pervasive communication with visible links
This section first provides the essential background to understand the concept of bandwidth in
VLC, and then introduces and experimentally characterize the different antenna receivers avail-
able with visible light links. Motivated by the experimental insights, this work then describes the
two macro challenges faced by visible light links: high illumination and mobility.
4.3.1. Understanding the Bandwidth in VLC
To understand some of the key phenomena affecting the performance of VLC links, there is
a need to distinguish between the optical bandwidth of the signal in the optical spectrum against
the electrical bandwidth of the baseband signal:
The optical bandwidth describes the width of the visible light signal in the optical
medium. Having LEDs as emitting technology, this optical bandwidth changes depending
on the color used, and is up to a few hundreds of THz (for white light). The optical band-
width of the photodetector can vary greatly, from very narrow for a particular color, to very
wide including not only the visible light spectrum but also infrared.
The electrical bandwidth describes the bandwidth at which the power of the optical
signal can be modulated at the transmitter (with intensity modulation, IM) or decoded at the
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optical efficiency of the visible light link can be formulated as γ =
∫∞
0 STX(λ)SRX(λ)dλ. The
maximum efficiency is achieved when the two optical bandwidths match exactly. Smaller γ is
instead due to a mismatch. This matching effect is depicted in Figure 4.1, where it can be observed
that using the LED as transmitter and receiver (right figure) has a better optical match than using
the photodiode as the receiver with the same LED as transmitter (left figure).
The final system bandwidth is determined by a number of factors, both in the electrical and
optical domain, such as sensitivity, field of view (FoV), resistance to noise, etc. In general, it is
intuitive and straightforward to transmit data using VLC, the LED ‘simply’ has to be turned on
and off rapidly. The communication problems emerge at the receiver side. There are mainly three
types of antenna receivers that are largely adopted in VLC: photodiodes (PDs) [28, 33, 47, 56, 68],
LEDs [37, 73? ] and cameras [49, 51, 70]. Table 4.1 summarizes the properties of the different
receivers. Cameras require significantly more complex hardware and software, and provide a
very low data rate, in the order of a few tens of Bp/s. The reminder of this work focuses only on
photodiodes and LEDs.
Photodiodes. These are the most widely used receivers. Their high sensitivity and bandwidth
enables them to achieve high data rates –up to Gb/s– and longer ranges than LEDs and cameras.
A photodiode in chip form also has a wide field-of-view, up to 180o (smaller in reality due to
the package and lens, and the light intensity required for decoding, 60− 75o). This field-of-view
provides a reasonable trade off between being narrow enough to avoid interference but also wide
enough to make the link relatively stable to mobility.
LEDs. This is the most power- and cost-efficient solution, that uses the same LED for trans-
mission and reception. LEDs use forward bias to emit light: current excites electrons which in
turn emit light. In reverse bias, the opposite process occurs: when an LED is off, impinging light
excites electrons and generate a current that can be used to decode information.
Each one of these receivers has its own characteristics, advantages and disadvantages, as
explained next. The forthcoming tests in this section uses a platform that will be described in
detail later. For now, it is only important to know that this platform has three optical elements:
a PD, a low power LED (LL) and a high power LED (HL), shown in Fig 4.3. The high and low
power LEDs can be used as transmitters, and the low power LED and the photodiode can be used
Table 4.1: Comparison of different VLC antennas.
PD LED Camera Ideal
Sensitivity High Low Med High
Electrical bandwidth High Med Low High
Field of view, FoV Wide Narrow Wide System dependent
Resistance to noise Low High High High
Energy efficiency High High Low High
Bidirectionality No Yes No Yes
Cost&Complexity Low Low High Low
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Figure 4.3: Various optical elements used in out platform.
as receivers.
4.3.2. The problems of high illumination
and mobility
Limitation of photodiodes: saturation. Our first goal is to quantify the fundamental limits
of a photodiode acting as a receiver. In this regard, two platforms are deployed, A and B, located
at fix positions 2m apart from each other with direct line of alignment. The HL of platform A is
turned on and both the PD and LL from platform B are used to measure the received light inten-
sity. There is no data communication during these tests. This setup in three different scenarios is
deployed: indoor, outdoor in the shadow, and outdoor in the sun.
For the indoor scenario, measurements are carried out during daytime with four different
settings: darkness (turn off all light bulbs and block all daylight), lights off (turn off light bulbs,
but some daylight is present), half lights on (turn on half of the light bulbs in the room), and all
lights on (turn on all light bulbs). In each setting, 500 data symbols are read from the LL and the
PD of platform B. The light intensity value for each symbol is measured at the ADC. Denoting
I as the output of the ADC value, the y-axis in Figure 4.2 represents log10(I). If a receiver has a
value of y = 6, it means it has reached the saturation state. At that point it would be impossible
to decode any information.
It can be observed from Figure 4.2(a) that the PD is very sensitive to light changes (dotted
line). When half or all the light bulbs in the test room are turned on, the PD reaches its satura-
tion state. The LL, however, is less sensitive to these light intensities (full line). Although the
light intensity sensed by the LL increases consistently with ambient light noise, the LL is still
unsaturated when all interfering light bulbs are on.
The light intensities sensed by the LL and PD in outdoor scenarios during different times of
the day are measured, first in the shadow and then in the sun. For each time of the day, 500
symbols are read. The results are shown in Figure 4.2(b)-(c). It can be observed that while the PD
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is saturated at all times in both scenarios, the LL only gets saturated when exposed to the extreme
case of sunlight at the middle of the day, Figure 4.2(c). Overall it can be concluded that the PD
alone is not resilient enough to provide a good visible light link.
Understanding the reason behind the saturation problem. The PD has a wide optical band-
width that indiscriminately absorbs a wide spectrum of visible light (as well as infrared frequen-
cies), up to reaching the point of saturation. This optical bandwidth is usually larger than the
one of LED transmitters, thus resulting in a low efficiency γ. In contrast, the higher resilience
of LEDs to light intensity is due to two reasons: its narrow FoV and its inherent optical filter.
The narrow FoV of LEDs acts as an spatial filter, allowing the LED to absorb energy coming
mainly from objects in its direct line-of-alignment, filtering out light sources coming from other
angles. The optical filter effect is depicted in Figure 4.1. LEDs are designed to transmit light on
a narrow optical bandwidth of the visible light spectrum (less than 30 nm – for comparison the
entire visible light spectrum covers approximately 370 nm [34]). When the same LED is used as
a receiver –as in the experiment in Figure 4.2–, LEDs have a channel impulse response similar to
its spectral emission profile [71, 72], which results in a high efficiency γ.
Limitation of the LED: directionality. As experimentally shown in the previous test, LEDs
are good at filtering optical noise for scenarios with high illuminance, both indoors and outdoors.
Their main limitation however is their strong directionality, which makes them more susceptible
to link instability due to mobility. To depict this problem the following experiment is performed.
The position of platform A (transmitter with HL) is fixed and platform B (receiver with LL) is
moved around different locations within a sector of 2m, as shown in Figure 4.4. In this setup, the
transmitter emits modulated light, i.e. the receiver can decode packets. It can be observed that the
reception range of the LED is narrow in space, around 15 cm × 200 cm. This would make LED-
only links intermittent under mobility. Adopting an array of LEDs in parallel would increase the
width of the reception coverage, but it would not be able to provide a continuous FoV comparable
to a similar arrangement of photodiodes.
Design choice: The most complete optical receiver would have a photodiode, LED as well as
a camera. But a close look at Table 4.1 shows that adding a camera would only give us a minor
improvement (decode a few bytes per second on a highly illuminated area at a wide angle) for a
very high cost (expensive, energy-hungry and complex platform).
While our main goal is to increase the robustness of the optical link, this work is also interested
in designing a system that is simple, low-cost and energy-efficient so a wider community could
benefit from this work.
4.3.3. Tradeoff Analysis
The previous section described in macro terms the problems of saturation and directionality.
But to design a robust link, a deep understanding of the tradeoffs is needed that PDs and LEDs
have in terms of their reception range, resilience to external illumination and directionality. The
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(a) The OpenVLC cape (b) Cape plugged into the BBB
Figure 4.8: The OpenVLC platform. The embedded board runs a Debian Linux and the OpenVLC
driver to interface the OpenVLC cape to the Internet. The optical antennas are: (1) low-power
LED; (2) Photodiode (PD); (3) high-power LED.
4.4.1. Redesign of OpenVLC Platform
Starting point of this work. The system is implemented as a general-purpose software-
defined platform OpenVLC. This work started from the initial platform presented in [52, 69],
originally targeting low-power LED-to-LED communication. The key approach of [52, 69] –
that retained in this work – is to develop a low-end platform that largely relies on open source
software for fast prototyping. Data is transmitted using intensity modulation, where binary infor-
mation is mapped to the presence (symbol HIGH) or absence (symbol LOW) of the visible light
carrier. The communication is performed using On-Off Keying (OOK) modulation together with
the Manchester code. Based on the received photocurrent, the receiver chain decodes the frame
with direct detection as a sequence of modulated symbols and then convert them into binary data.
There are two types of frames: DATA frame and acknowledgment (ACK) frame. Each frame
carries a payload up to a predefined MAX bytes. A two-byte Cyclic Redundancy Check (CRC)
over the MAC header and frame payload, and the (216,200) Reed-Solomon (RS) error correction
code are appended to the end of each frame.
For the implementation, the PHY and Data Link Layers are developed as a new Linux driver
that can communicate directly with the VLC hardware and the Linux networking stack. Primitives
are also implemented that can be used to develop various PHY and Data Link layer protocols.
Redesign of the platform The platform presented above is not sufficient to investigate the
challenges introduced in Section 4.1 yet. The platform is largely extended, both in hardware and
software. The system is moved from LED-only communication to a system with three optical
antennas (high-power LED, low-power LED and photodiode) and provide sufficient flexibility
for the reconfiguration. The system architecture is illustrated in Figure 4.9. OpenVLC consists
now of three parts:
1) BeagleBone Black (BBB) board 1, a low-cost platform equipped with a AM335x 1GHz CPU
1http://beagleboard.org/Products/BeagleBone+Black
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4.4.2. Core aspects in the system design
The availability of the platform described in the previous section allows us to set the require-
ments of our VLC system with the overarching goal of providing a reliable Data Link Layer for
the IoL, and then design and test a VLC system that fulfills these requirements. As will see,
exploiting visible light links requires challenging much of the know-how inherited from radio
systems to re-design the Data Link Layer.
Requirement 1: The responsibility of checking the channel is both on the transmitter and the re-
ceiver. In radio systems, the transmitter is responsible to schedule the frame and avoid collisions.
In visible light systems, scheduling data is challenged by the fact that transmission is a secondary
aspect on top of illumination and the “primary receiver” is the human eye. In addition, the di-
rectionality makes collision avoidance a second order problem [73]. As such, the receiver has
an important role to achieve a reliable communication channel. In order to reach this goal, the
receiver will need to first measure the surrounding light intensity (noise floor) and use the most
convenient configuration of the optical receiver to decode noisy data. As a consequence of the
experimental finding of Figure 4.6, three operational regions are identified:
use only the PD in the receiver for very dark environments (≤ 100− 150Lux).
use only the LL in the receiver for normal indoor illuminance and outdoor illuminance
from overcast day to full daylight (≥ 500Lux), subjected to the condition that the LL (or
any other optical receiver implemented in the platform, in a more general setup) is in the
FoV of the transmitting device.
for illumination levels in between these the two points above, turn on both the PD and
LL in the receiver.
Proposed approach. This work makes full use of the optical antennas provided by the PHY layer
and control in software the TX and the RX antennas. Two potential implementations of the re-
ceiver can be distinguished, illustrated in the block schemes in Figure 4.10. In the implementation
in Figure 4.10(a), the received signal of PD and LL are summed up symbol by symbol. Then the
framing and error handling are performed. The advantage of this approach is that it requires only
one receiver chain (a cost effective implementation according to the use case). In Figure 4.10(b)
the PD and LL can receive light signals in parallel, with one chain per antenna. The Data Link
Layer requests the PHY layer to provide the separated decoded signals (a sequence of bit infor-
mation) received by the PD and the LL. Then it performs the framing and error handling per each
receiver chain (with each chain with one antenna). The Data Link Layer will only forward the
successfully decoded frame.
Requirement 2: The Data Link Layer should be able to read both receiver chains in real time
and switch among them fast, even within the same frame. As stated in the prior guideline, there
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Figure 4.15: Route of the mobile nodes and environment setup for the application test.
wide angle renders the LL ineffective. Note that the throughput of our Data Link Layer is 2-3 Kb/s
lower for Setups A,B and C. This occurs due to the extra overhead in incurred by monitoring the
noise floor and by processing the two streams of data in parallel.
4.5.3. The challenging case:
mobile nodes, illuminated rooms, no line of alignment
Until now the resilience of proposed link has been evaluated in scenarios where the nodes do
not move. These type of scenarios are of interest because most lights are fixed, such as indoor
light in buildings or street lighting. However, other scenarios may have mobile nodes with LED
lights, for example, cars and motorbikes. This subsection will show the performance of the link
in a scaled down mobile set up.
Two nodes are used in a scenario as shown in Figure 4.15, where node A “chases” node
B. At the beginning, the two nodes are put 40 cm apart from each other, and then are moved
manually but continuously at approximately the same speed (5 cm/s). The aim is to maintain a
reliable link under different types of paths, straight and curves, and under different illumination
conditions. The route followed by the two nodes is denoted by the blue line in Figure 4.15,
marked as ‘route’. Assume node B needs to transmit data continuously to node A. A lamp is
placed at the end of the round about to act as a road light. This experiment is performed under two
illumination conditions: with all lights in the office off, except for the ‘street lamp’ (to emulate
night conditions) and with all lights on (to emulate daylight conditions). The results are shown
in Figure 4.16. Each marker ‘x’ represents the reception of one frame, and the time in the x-axis
is normalized to capture the beginning and end of the route, since the time taken to cover the
route at each run is not exactly the same. Horizontal white spaces between any two continuous
‘disconnected’ markers ‘x’ imply that the communication link is lost for that amount of time.
Different types of receivers are considered: first the experiments are performed by setting the
resistor of the photodiode to a single value (SoloPD-X), the experiments are run by using only the
LED (SoloLED), finally the experiments are run with our visible light link (M3(X)). To showcase
the adaptability of our link, the received packets based on the photodetector and configuration
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used are marked. The label M3(allPD) is the aggregated response obtained from merging the
input from the different sensitivity levels of the PD.
In Figure 4.16 it can be observed that at the highest sensitivity, the PD has a poor performance
at night when it is in the vicinity of the road lamp (SoloPD-L1 in Figure 4.16(a)), and the link is
simply non existent during the day (Figure 4.16(b)). As the sensitivity of the photodiode is de-
creased (SoloPD-L2 and -L3), the link becomes more resilient, but if longer internode distances
would have been used, the links would disappear. The SoloLED configuration performs reason-
ably well in both scenarios (day and night) except for the area close to the round about where the
line of alignment is affected.
Now let us look into the performance of the two main properties of our Data Link Layer:
the ability to adjust the resistor of the PD based on the surrounding noise floor, and the parallel
processing of streams coming from the PD and LL. The performance of the first property is
captured by the traces M3(PD-LX) and the aggregated M3(allPD). For both scenarios, day and
night, our Data Link Layer protocol is able to select the right PD sensitivity and leads to reception
rates that are the same as those as having three PDs running in parallel with different sensitivities.
The performance of the second property, merging PD and LL streams, is captured by the trace
M3(PD+LED) which is the only configuration that provides constant connectivity for this setup.
4.6. Discussion
This work investigates the initial concepts and solutions to a critical problem to bring VLC
systems into reality: how to provide a reliable visible light link. This section exposes the limi-
tations of our current work and make a step ahead and discuss the potential research directions
brought by our findings.
4.6.1. In-frame dynamic receiver selection
This work has proposed to use the two receivers PD and LL in parallel (Sec. 4.4) and evaluates
its performance (Sec. 4.5). It has been shown that this approach provides better link connectiv-
ity by adding processing overhead and sacrificing the throughput. To reduce the overhead and
recover the throughput, one solution is to always select the best receiver within the reception of
a frame. Our system already has the ability to switch the receivers on symbol-level. Therefore,
an efficient algorithm that can swiftly switch between different antennas within a frame (note
that one antenna’s - the PD’s - sensitivity has been already switched on symbol-level in current
system, as shown in Figure 4.13(a)) should be able to reduce the overhead on parallel processing
and bring a stable decoding. Even though different algorithms may cause the wrong reception of
some symbols during the symbol-level switching of different antennas, the RS error correcting
code implemented in the system can erasure these wrong symbols to some extent (depending on
the configuration of the RS code). The main problem with in-frame dynamic receiver switching is
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Table 4.3: Context information by using PD+LL as RXs (Yes/No: means the PD or LL alone
can/cannot decode data successfully )
PD LL Context and relative location information
No No TX and RX are not within the communication range
No Yes Noise floor around the RX is too high, link may rapidly change RSS
Yes No TX and RX are not aligned well to each other
Yes Yes TX and RX are in range of each other & noise floor is low
to radio. Based on these information, the Data Link Layer could provide relative locations about
the TX and RX and the context information of ambient environment around the RX without extra
overhead. The illustration of achieved content information and relative localization is provided in
Table 4.3.
4.7. Summary
Motivated by the vision of the Internet of Lights, which would enable LED-based devices to
form their own distributed networks, this chapter has investigated the challenges associated with
visible light links. It has identified the limitations and tradeoffs of two optical receivers, photodi-
odes and LEDs (working as receivers in reverse bias), and shown that they have complementary
capabilities for networking. Based on this insight, this work has designed and implemented a new
optical Data Link Layer that is resilient to dynamics caused by changes in illumination and di-
rectionality. It has evaluated the platform under key experimental setups with different dynamics,
provided evidence that visible light links outperform methods relying solely on either a photodi-
ode or an LED, and showcased the adaptability of our system in a scaled down mobile application.
Our platform has an open source (driver) code and can be used by the research community to in-
vestigate the new networking challenges arising from enabling communication on LED lights.






Opportunistic scheduling [22, 23] was proposed for multiuser wireless communication net-
works to exploit fluctuating channel conditions, aiming to improve performance. In cellular net-
works, opportunistic schedulers use knowledge of the channels between Base Station (BS) and
users to schedule those with favorable channel states, thus improving overall throughput.
The performance of opportunistic scheduling algorithms has been commonly investigated
under the assumption of a static user population with infinitely backlogged queues [23], i.e., the
BS always has data to transmit to each user. However, a more realistic setting is one with a
time-varying user population and stochastic traffic loads. In such a setting, the performance of
opportunistic scheduling algorithms can be very different [75, 76]. The impact of a time-varying
user population is small in large cells since the BS may always have a large number of users to
choose from for scheduling purposes. However, as cell sizes in future wireless networks shrink
in response to increasing demands for capacity [24–26], the average number of users served by
a BS will decrease and the burstiness will increase. Since opportunistic gain scales as a concave
function of the user population [27], presently used scheduling algorithms are prone to losing
effectiveness in small cells with dynamic traffic load.
This chapter proposes an alternate user-initiated BS-transparent (i.e., without changes at the
BS) algorithm. It focuses on the downlink case which accounts for most of the traffic in a cellular
network [77], and on http live streaming or best-effort traffic (e.g., web browsing), where mobile
devices request files (chunks of content) which are then sent to users after some fetching and
queueing delay. To spread traffic, this algorithm leverage the multiple radio interfaces (e.g. 3G,
WiFi) available in most smartphones. The algorithm keeps tracking each user’ backlogs at the BS
and balances traffic requests across users, aiming to maximize the BS’s long-term scheduling op-
tions and hence improve the delay performance. This improved performance on delay implicitly
reduces the power consumption of cellular transmission [78].
The proposed algorithm includes a dispatcher that resides on each mobile device. To illustrate
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Figure 5.1: An example of traffic spreading: (a) No traffic spreading; (b) Traffic spreading from
U2 to U1.
the traffic spreading, consider an example shown in Figure 5.1. It depicts a scenario with two
users, U1 and U2 being served by the BS. The queues, Q1 and Q2, depict the number of files
at users’ BS queues. In this scenario, the users perceive similar channel statistics and consider
below the case where they generate similar traffic loads to illustrate the spreading mechanism. In
Figure 5.1(a), since the queues at the BS are balanced, the dispatchers of the users would ideally
detect that traffic spreading is not beneficial. Thus users send their new requests to the BS directly.
In Figure 5.1(b), there are many more files in Q2 than in Q1 which is nearly empty. Under this
case, the dispatcher of U2 would ideally detect that traffic spreading is beneficial since in the near
term the risk is high that the BS has no files to send to U1 and thus losses opportunistic gain.
Thus, when a new request is generated by U2, it forwards the request to U1, who will send it to
the BS. When U1 receives the corresponding file from the BS, it forwards the file to U2 through
the user-to-user link.
The decision made by dispatchers is based on the channel statistics of all the users and their
backlogs at the BS. Note that dispatchers do not exploit current channel conditions, and can not
predict when a new request will be served or the instantaneous channel conditions at that time.
Each user keeps track of the number of files at the BS, and shares this information periodically
with other users. Users also measure their perceived channel statistics and exchange them with
other users. Moreover, users are aware of, or can easily infer the BS scheduling policy and can
track the destination of files received from the BS. Note that our proposed algorithm also applies
to the scenarios where some users do not have their own file requests. These users will act as pure
relaying nodes.
The proposed algorithm incurs additional power expenditure due to forwarding requests and
files among users. Mobile devices with scarce energy resources necessitate careful power man-
agement because excessive traffic spreading can result in unacceptably high penalties in terms of
power expenditure. Thus, the degree of spreading has to be carefully chosen, and the tradeoff
between performance improvement and additional power expenditure must be taken into account.
This chapter develops an energy-aware traffic spreading policy that can optimize the degrees of
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spreading based on desired performance-energy tradeoff. The main contributions are summarized
as follows:
1. Proposal of a novel traffic spreading policy to increase opportunistic gains by energy-aware
user cooperation.
2. Formulation of the problem of determining the optimal spreading policy under a speci-
fied tradeoff between performance and energy as a Markov decision problem, and study
properties of the corresponding optimal policy in a two-user scenario.
3. Proposal of a heuristic algorithm to reduce the computational complexity in large systems
by aggregating users and using the two-user solution as a building block.
4. Based on realistic Rayleigh fading channels, simulation results are provided demonstrating
that under our proposed policy: i) average file transfer delays be reduced by up to 20%
even in homogeneous scenarios using the proposed methodology; ii) significant gains (up
to 78%) are typically achieved at only 20% of the power expenditure of the performance-
centric case; iii) the delay performance can be improve greatly (by up to 50%) in scenarios
where the overall system performance is poor when some users locate far from the BS.
5. Extension of the proposed traffic spreading algorithm to large cells. Evaluation results show
that in a large cell, the delay performance can be improved by up to 50%, and up to 73% of
the gain can be achieved at only 18% of the maximal additional power expenditure.
The rest of this paper is organized as follows: related work is summarized in Sec. 5.2, followed
by system model and dynamic programming formulation in Sec. 5.3 and 5.4 respectively. The
properties of the optimal traffic spreading policy are described in Sec. 5.5, and a tractable heuristic
for large systems is developed in Sec. 5.6. Simulation results and evaluation of the heuristic are
presented in Sec. 5.7. Finally, the conclusions and future work are presented in Sec. 5.9.
5.2. Related Work
Many opportunistic scheduling algorithms taking into account users’ backlogs during BS
scheduling have been proposed for systems with dynamic traffic. Authors in [79–81] propose
BS schedulers that try to maximize opportunistic gain as well as balance users’ backlogs. Among
these, [79, 80] propose the throughput-optimal MaxWeight and Exponential rules, respectively,
and [81] proposes a policy named log rule to improve delay performance. All these policies re-
act to imbalance in users’ queues, sacrificing opportunistic gain in order to balance the queues.
They also necessitate changes at the BS. In contrast, the policy proposed in our work is able to
balance users’ backlogs without sacrificing opportunistic gain, by opportunistically exploiting the
BS-user and user-user channels. Moreover, our policy is BS-transparent and thus does not require
any changes at the BS.
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Some approaches are proposed to exploit both the BS-user and user-user channels, e.g., op-
portunistic relaying [82–84] and device-to-device communication [85–87]. Among these, [82]
proposes the idea of opportunistic relaying as well as an approach that chooses the best relay
maximizing the minimal quality of BS-relay and relay-user channels. In [83, 84], mobile users
themselves are used as relays, instead of particular relay nodes. In [85–87], users are divided
into clusters and in each cluster, a cluster header is responsible to communicate with the BS and
forwards traffic to other users. Compared to ours, [82, 83, 85–87] assume users have infinitely
backlogged queues. While [84] considers stochastic traffic loads as ours, none of [82–87] have
investigated the delay-energy tradeoff.
As described in Sec. 5.3, this work formulates the problem of determining the optimal traffic
spreading policy as a dispatching problem. Here discusses some related work on this topic. A
dispatching system typically consists of a dispatcher and several servers. The role of the dispatcher
is to route new jobs to a server based on dispatching policies. The dispatching problem has
received a lot of attention since the landmark work in [88]. The author considers a homogeneous
model with Poisson arrivals and exponentially distributed job size, and show that when the queue
lengths of the servers (number of jobs) are known, Join the Shortest Queue (JSQ) minimizes
the average waiting time in the queues. When queue lengths are unavailable, [89] shows that
Round Robin is optimal. In contrast to above papers, our model only has one shared server whose
service rate is affected by the dispatching policy. The model in [90] includes the case of a shared
server and is the closest to ours. However, this paper like the others makes the assumption that
the service rate is constant and does not depend on the instantaneous queue states. In our work,
the service rate depends on the channel states as well as queue states, making the problem more
complex. The emphasis in all the above papers is on performance, whereas in our case this work
additionally considers the implications of the dispatching decisions on energy cost.
5.3. System Model
This work models the system in continuous time with N users attached to a single BS, where
the set of users is denoted by I = {1, 2, ..., N}. The arrival requests of users are modeled as
Poisson processes with mean arrival rate vector λ = {λ1, λ2, ..., λN}, and are assumed to be
independent across users. The requested file sizes of users are exponentially distributed, with
mean file size vector θ = {θ1, θ2, ..., θN}.
Channel model: The wireless channel is assumed to be time-varying and the channel in-
stance between the BS and users can take values from the set S = {s1, s2, · · · , sK}. Denote by
C(t) = {Ci(t), i ∈ I, Ci(t) ∈ S}, the vector of users’ current channel states at time t and by C,
the set of all the possible channel state vectors. Further, assume the channels perceived by differ-
ent users are independent. The probability that user i perceives channel sk at any time is denoted
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other users. Assume all users are within the transmission range of each other, which is expected to
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be the case in picocell/femtocell [91? ] scenarios (the system model is also extended to large cells
in Sec. 5.8, where not all users can communicate with each other). Define a non-negative value
Rski for each channel state sk ∈ S , which denotes the data rate (rate supported by the channel) in
bits/second of user i.
Our system model consists of three main components, i.e., the BS scheduler, the queues
at the BS, and a dispatcher that models the joint behavior of all the mobile devices. The BS
maintains a separate queue corresponding to each user, and the number of files waiting to be
sent by the BS to each user at time t, i.e., the number of pending requested files, is denoted by
Q(t) ≡ (Qi(t), i ∈ I) ∈ Z
N
+ , . This work follows the convention that random variables are
denoted by capital letters (i.e., Q(·) and C(·)), while the possible values are denoted by the
corresponding small letters (i.e., q and c).
Scheduling policy: The BS scheduling policy is modeled through ξi(q, c), denoting the
probability that user i is selected to be served by the scheduler, conditional on the queues being
in state q, and channel vector being c. The average queue state-dependent service rate of user
i is denoted as µi(q). Two channel-aware scheduling policies are considered: a queue-unaware
policy where ξi(q, c) only depends on the set of non-zero elements in q, and a queue-aware policy
that have a stronger dependence on q:
5.3.0.1. Queue-unaware, greedy scheduling policy
Queue-unaware means the scheduler is unaware of the queue length, but knows whether a
queue is empty or not. At any time t, a greedy scheduler chooses a non-empty queue i to serve if
user i has the largest instantaneous data rate.
5.3.0.2. Queue-aware, log rule scheduling policy [81]
Queue-aware means the scheduler is aware of the queue length. At time t, a log rule scheduler
makes decisions based on current channel state and the logarithm of queue length, i.e., choosing












where b and aj are constants.
Dispatching policy: The dispatching policy used across all users when the local communi-
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where σij(q) denotes the probability of dispatching user j’s request to user i, conditional on the
queues being in state q. If the local communication is congested, then users will never dispatch
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their requests to other users. The set of all the possible dispatching policies is defined as
A ≡ {σ(q) :
∑
i∈I
σij(q) = 1, 0 ≤ σ
i
j(q) ≤ 1, j ∈ I} . (5.2)
The rate at which files arrive to user i’s queue at the BS is denoted by λ′i(q,σ(q)). This
rate corresponds to the rate of requests sent by user i to the BS (including forwarded requests
from other users), as shown in Figure 5.2 (a). The insight of the dispatching policy is illustrated
in Figure 5.2 (b), where it depicts a two-user scenario and the axes represent users’ BS queues.
The µ′i and µi are user i’s service rate when its queue is and is not empty, respectively. It is
straightforward that µ′i ≥ µi, i ∈ I. As opportunistic gain scales with the number of users [27],
then
∑2
i=1 µi ≥ µ
′
j , ∀j ∈ {1, 2}, namely, opportunistic gain decreases when queue state reaches
the axes. Our proposed dispatching policy dynamically controls the direction of vector λ′ to keep
as many queues being non-empty as possible, which helps scheduling policies to increase the
opportunistic gain.
Figure 5.2: Proposed dispatching policy: (a) the dispatcher; (b) the dispatching algorithm controls
the arrivals to users’ BS queues.
The proposed policy also applies to multicast. The difference in multicast is all the users
subscribing the same multicast channel have identical arrival requests. Instead of sending the
same request by all users, they can choose the one with the shortest BS queue to send a file
request. This chosen user then forwards the corresponding file to others after receiving it.
Performance metrics: The used metrics are average file transfer delay and the re-routing
cost, i.e., additional power expenditure induced by traffic spreading. Assume there is no queueing
delay for the user-to-user transfer, but each transfer certainly adds additional forwarding delay
and power expenditure. The additional delay and power expenditure incurred for a single file





ηjj (θj) = 0, φ
j
j(θj) = 0. Note that a very high φ
i
j(θj) can be used to model the case where the
large distance between users makes the communication between them infeasible. Moreover, the
average additional forwarding delay and power expenditure incurred for re-routing files of user
j are denoted by η¯ij and φ¯
i
j , i, j ∈ I, respectively. The objective function this work seeks to















where D¯ is the average BS-user delay and w = {wij , i, j ∈ I} is the N × N weight matrix
associated with the power expenditure of users that determines the tradeoff between delay and
power expenditure.
5.4. Dynamic Programming Formulation
Consider the process (Q(t), t ≥ 0) initiated in state Q(0) and evolving under a dispatching
policy σ and a scheduling policy ξ. Define the vector µ(q) ≡ (µi(q), i ∈ I) as the average
service rate of users, if the queue state is q. Clearly, µ(q) depends on the scheduling policy used











 ξi(q, c) ·Rcii . (5.4)
Assume over an epoch, each queue i ∈ I is served at constant service rate µi(q). Since
the channel varies much faster than the queue dynamics,the service rate averaged across channel
fluctuations at each queue state is used. A rigorous justification of the service rate with consid-
eration of packet or file dynamics can be found in [92]. If the process is in state q and under the




σij(q)λj , i ∈ I . (5.5)
Our objective is to find the right σ(q) ∈ A for each state q that minimizes (5.3). Using
Little’s law, (5.3) becomes















where | · | denotes the L1 norm.
Under a fixed policy σ(q), the process (Q(t), t ≥ 0) is a Markov process on ZN+ with state-
dependent (depends on both channel and queue states) transition rate. For convenience, Q(t) is
uniformed following [93]. For any q ∈ ZN+ , make the following definitions:
Diq ≡ max(0, q − ei) , Aiq ≡ q + ei , (5.7)
where ei is a 1 × N zero-valued vector except the i
th element is 1 and max is the element-wise
maximum operation. The Di in (5.7) denotes a file is successfully transmitted from the BS to user
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i, and Ai means a file arrives to Qi at the BS.
Let ϕ ≥ |λ|+maxq |µ(q)|. Let τk denote the time of the k
th transition of Q(t) and τ0 = 0.
Also, letQk = limt↓τk Q(t). Then, under policy σ(q), the processQ(t) can be viewed as having
a state-independent event transition rate of ϕ, and the transition probabilities are given by
P
(
Qk+1 = Aiq | Qk = q
)
= λ′i(q,σ(q))/ϕ , (5.8)
P
(
Qk+1 = Diq | Qk = q
)
= µi(q)/ϕ , (5.9)
P
(







































which, by ignoring the constant multiplier ϕ−1, is equal to:


















V σk (q) . (5.14)
The objective function given in (5.6) seeks to find the minimal average cost and the corresponding
optimal control, which fits the classical dynamic programming (refer to Sec. 7.4 of [93]). Under
all possible dispatching probabilities σ(q) ∈ A, the minimal average cost J∗ is well-defined,






























































where h(q) = J(q) − J(qs) is a relative cost function with qs being a reference state. The
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optimal dispatching policy σ∗(q) that minimizes (5.15) can be calculated through methods such
as the value iteration or policy iteration from the dynamic programming framework [93].
5.5. Properties of the Optimal Policy
This section presents some properties of the optimal dispatching policy σ∗(q)when the local
communication among users is not congested. The cellular link has a Rayleigh fading channel
and the Signal-to-Noise-Ratio (SNR) is assumed to be constant during a time slot. Denote the
channel bandwidth as B, and the distance between user i and the BS as di, both of which affect
users’ data rate. For the channel being in state sk ∈ S , the data rate R
sk
i is given by the Shannon
formula with a 3dB SNR loss (to model achievable data rate):
Rski = B · log2(1 + SNRi(sk)/2) . (5.16)
The settings of channel parameters, mean file size and additional power expenditure for
spreading files are presented in Sec. 5.7. Note that the properties of the optimal policy are not
sensitive to these settings.
5.5.1. Restricting the Optimal Policy Space
The following theorem guarantees that the optimal value of the objective function can be
achieved by non-randomized policies that apply deterministic rules for dispatching the arrivals
at a given system state. This reduces the computational effort required to compute an optimal
dispatching policy, and allows us to use value iteration in the sequel to study the structure of the
optimal policy.
Theorem 1. There exists an optimal dispatching policy σ∗(q) such that each element σ∗ij ∈
{0, 1}.
Proof : From Sec. 5.4, it has already been know that a dispatching policy that minimizes
(5.15) is an optimal policy. To minimize (5.15), it is sufficient to minimize the last “min” part.
Since the dispatching rule used by each user is chosen independent of the others, then only each






















where i, j ∈ I. Below consider a particular value of j. Under queue state q, denote:
αi ≡ σ
i
















Furthermore, let α = {αi, i ∈ I} denote a stochastic vector. To prove the theorem, it needs
to show that for a given β, the minimal value of α · β can be achieved when αi∗ = 1, where
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i∗ ∈ argmini∈I{βi}, augmented with a tie-breaking rule. For i
∗ and ∀i ∈ I, then
1 · βi∗ = αi∗βi∗ +
∑
i 6=i∗




Therefore when the element αi∗ of vector α is set to 1 and all the other elements of α are set
to 0, the minimal value of α · β is achieved, which proves the theorem. 
5.5.2. A Two-user System
From Theorem 1, it can be known that under the two-user model and at any queue state q,
there are three reasonable controls: i) σ(q) = [1 0; 0 1]; ii) σ(q) = [1 0; 1 0]; iii) σ(q) = [0 1; 0 1].
In the rest of this paper, these controls are referred as no re-routing, U2 → U1 and U1 → U2,
respectively. The optimal dispatching policies evaluated numerically under different scenarios
are shown in Figure 5.3. The axes correspond to the number of files in the users’ queues, and
the figure depicts the optimal dispatching strategy at each state. From this figure, the following
properties can be observed:
Existence of switching curves: As Figure 5.3 shows, the optimal policy in all the above
cases consists of a set of switching curves, i.e., the policy is transition monotone [94]. Here,
switching curves refer to the boundaries between contiguous regions where the same control is
used in each state of the region. It can be conjectured that an optimum policy can be described by
threshold values qa2 and q
b




U1 → U2, if q2 ≤ q
a
2
No re-routing, if qa2 ≤ q2 ≤ q
b
2
U2 → U1, if q2 ≥ q
b
2
For the two-user homogeneous scenario under a two-state channel model with delay-optimal
scheduling policy, the optimal policy can be proved that it indeed possesses this structure, as
shown in the following theorem:
Theorem 2. There exists an optimal dispatching policy that has switching curves (transition
monotone), under the two-user homogeneous scenarios under a two-state channel model (on/off)
with delay-optimal scheduling policy.
Introduction of some notations and the value iteration method. For the two-state channel
(on/off ), the probability that user i’s channel is on was denoted as pi, i ∈ {1, 2}. Since the
homogeneous scenario is considered, then
η · zij = η
i




j(θj), ∀i, j ∈ {1, 2},
where zij = 1 if j 6= i and z
i
j = 0 if j = i.
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where qs is a reference state. Moreover, define ∆k(q) as follows:
∆k(q) =hk(q + e1)− hk(q + e2)
=Jk(q + e1)− Jk(qs)− (Jk(q + e2)− Jk(qs))
=Jk(q + e1)− Jk(q + e2) (5.19)
The following lemma supports the proof of Theorem 2.
Lemma 1. The ∆k(q) is monotonically non-decreasing in q1 for each fixed q2, where q ≡
{q1, q2}, q1, q2 ∈ Z+.
The proof of Lemma 1 is presented in the Appendix.
Proof : [Proof of Theorem 2] Consider the optimal dispatching policy characterized by The-
orem 1. To show the optimal policy has switching curves for the two-user homogeneous scenar-
ios, it is sufficient to show that ∆k(q) is monotonically non-decreasing in qi for each fixed qj ,
i, j ∈ {1, 2} and i 6= j [93], which can be obtained from Lemma 1. 
Performance vs. Energy consumption: Choosing a weight of 0 implies that the optimal
policy is one which minimizes average file transfer delay. In the case of the homogeneous sce-
narios of Figure 5.3 (a) and (b), this corresponds to dispatching arrivals to the shortest queue, as
described in [88]. In the heterogeneous case of Figure 5.3 (c), arrivals are dispatched rather to
the queue with less backlog, taking into account the difference in average service rates. A higher
value of the weight, w, implies that delay performance is sacrificed in order to reduce the excess
power expenditure due to traffic spreading. It can be observed that the regions corresponding
to re-routing areas (U1 → U2 and U2 → U1) diminish progressively as the weight attached to
power expenditure increases. At very high values of w, traffic spreading is initiated only when
the imbalance between the user queues is very large.
Switching curve shape: It can be observed from the results in Figure 5.3 that the level of
imbalance between the queues that is required for arrival re-routing to be the optimal strategy
increases as the overall backlog increases. For instance, the threshold on the queue length of
U2 beyond which arrivals are re-routed to U1 appears to be a convex, increasing function of the
backlog in Q1. The intuition behind this is that when the backlog in both queues is large, the time
interval for a queue to empty out is likely to be long, and the shorter queue might yet see many
arrivals even without re-routing. In such a case, the gain from dispatching requests to other users
to balance the queues does not justify the associated power expenditure.
Dispatching as a function of the scheduling policy: It can be observed that the optimal
dispatching policy under the log rule scheduler (Figure 5.3(b)) consists of switching curves that
favor more re-routing, especially at larger queue-lengths. For example, the threshold qb2 prompting
re-routing is lower, and does not increase as rapidly with total queue length as under the greedy
scheduler (Figure 5.3(a)). The log rule scheduler itself reacts to imbalance in queues, sacrificing
opportunistic gain in order to balance the queues. The optimal dispatcher takes this into account,
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Algorithm 4 A Heuristic Algorithm for N-user System
// Heuristic to dispatch a new arrival at user i.
// Definitions: 1) el ≡ a 1 × N zero-valued vector except the l
th element is 1; 2) 1N ≡∑N
l=1 el.
Input: λ : a 1×N vector of arrival rates
q : a 1×N vector of queue state
µ(q): a matrix of queue-state dependent service rates
Output: dispatching decision at user i
1: j ← argminl∈I{ql/µl(el)}.
2: if j 6= i then








0, q˜1 = 0∑
l 6=j µl(1N − ej), q˜1 > 0, q˜2 = 0∑




0, q˜2 = 0
µj(ej), q˜1 = 0, q˜2 > 0
µj(1N ), q˜1 > 0, q˜2 > 0
7: while YB 6= ∅ do








10: φ˜← {φji∗(θi∗), φ
i∗
j (θj)}
11: σ ← dp(λ˜, µ˜, φ˜)
12: if σ(q˜1, q˜2) = U1 → U2 then
13: if i∗ = i then
14: return dispatch the new request to user j
15: else
16: YB ← YB \ i
∗; YS ← YS ∪ i
∗
17: end if
18: else if i∗ = i then
19: return send the new request directly to the BS
20: else
21: YB ← YB \ i





25: return send the new request directly to the BS
26: end if
user, and their queues are also treated as a single combined queue. A series of two-user dynamic
programming formulations are solved, where the two users are the combined user and the user
with least workload. In order to determine the parameters of the two-user dynamic program, the
states where the combined queue is non-empty are mapped to states where all the component
queues are non-empty in the multi-user system. The service rate of the combined queue at a state
is calculated as the sum of the service rates of the component queues in the corresponding state
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(steps 4-6).
The users are examined in sequence, and the dispatching strategy is decided in order of de-
creasing workload. The arrival rates to the combined queue reflects the dispatching decisions
made at all the users with higher workload than the one currently under consideration (step 9).
The dynamic programming solution is computed taking into account the power expenditure asso-
ciated with dispatching from the current user to the one with least workload. The state considered
in the reduced dynamic program is always one where the combined user queue length is the sum
of the queue lengths of the component queues. Arrivals to the current user are dispatched to the
user with least workload in the multi-user system if the optimal policy in the reduced scenario is
to re-route from the combined queue to the other. Note that the worst-case time-complexity of the
above heuristic to obtain the dispatching decision for a new request is O(N − 1).
5.7. Performance Evaluation
This section evaluates the proposed traffic spreading policy through simulations and demon-
strate the tradeoff between performance improvement and additional power expenditure result-
ing from the dynamic programming formulation and our multi-user heuristic. Assume the
mean file size θj=1MB, under which the additional power expenditure φ
i
j(θj) is 1 Joule for all
i 6= j, i, j ∈ I. The settings of the channel parameters are listed in Table 5.1. Ignore the user-user
delay (i.e., ηij = 0, ∀i, j ∈ I) (thus the local communication among users is uncongested) since
the data rate of user-user link would be much higher than the cellular link in reality [95]. The
average file transfer delay and additional power expenditure are estimated within a relative error
of 2%, at a confidence interval of 95%.
Table 5.1: CHANNEL PARAMETERS
Parameters Value
Bandwidth (Min bandwidth in LTE) 1.4 MHz
BS Tx power spectral density 0.1/1.4 W/MHz
Noise spectral density 10−8/1.4 W/MHz
Path loss exponent (Urban Area) 3
Slot time 10 ms
Doppler shift (ITU Pedestrian A) 5 Hz
To evaluate the proposed traffic spreading, it is compared with two dispatching policies:
5.7.0.1. No re-routing
Under this dispatching policy, when a request of user i is generated, user i sends it directly to
the BS. Thus there is no additional power expenditure.
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Algorithm 5 A lower bound of our proposed algorithm
// A modification to the original BS scheduling policy.
// Definitions: θbs: record the re-routed data at the BS.
Input: R(t) = {R
ci(t)
i , i ∈ I, ci(t) ∈ S} : a 1 × N vector of channel-state dependent service
rate at time slot t
q(t) : a 1×N vector of queue state
b(t) : a 1×N vector of the original owner of the head-of-line file of each queue at time slot t
1: j ← argmaxi∈I R
ci(t)
i .
2: if qj(t) is empty then
3: if K ≡ {i : bi(t) = j, i ∈ I} and K! = ∅ then
4: schedule a user k ∈ K
5: θbs = θbs − served data from user k’s queue
6: return
7: else if K ≡ {i : bi(t)! = i, i ∈ I} and K! = ∅ then
8: schedule a user k ∈ K
9: return
10: else if θbs < 0 then
11: k ← argmaxi∈I qi(t)
12: schedule the user k




17: return execute the original scheduling algorithm
5.7.1. The Two-user Scenario
Homogeneous scenarios: The simulation results under the greedy and log rule scheduling
policies are shown in Figure 5.5 (a)-(c) for a homogeneous scenario where both users are at
exactly the same distance from the BS and have identical traffic demands. Figure 5.5 (a) shows
that JSQ results in the lowest average delay independent of the scheduling policy, as expected.
Under performance-centric case (w = 0), traffic spreading can reduce the average delay as much
as JSQ does, independent of the scheduling policies. Both JSQ and the traffic spreading have
delay improvement up to 18% (greedy) and 14% (log rule) compared to no re-routing. Besides,
the gap between our proposed algorithm and the lower bound increases with the decrease of
weight. This is because the smaller the weight, the more re-routing at the users will occur. Thus
the BS has more opportunities to re-route a user’s own data from others’ queues to save re-routing
cost, and then is able to re-route a user’s data to other users. The results in Figure 5.5(b) show
that these strategies also correspond to the highest power expenditure. Traffic spreading re-routes
as much as JSQ does when w = 0. Under energy-sensitive cases (w > 0), increasing the weight
of re-routing cost results in the energy consumption decreasing rapidly along with increasing
average file transfer delay.
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In each cluster, the dispatching policy of users can be calculated by solving an equation similar to
(5.15), where the only difference is that the µi(q) in (5.15) is now given by (5.21).
5.8.2. Performance evaluation
Four-user heterogeneous scenario: In this scenario the cell has two clusters (I1 and I2),
and each cluster has two users (U1, U2 ∈ I1, U3, U4 ∈ I2). Figure 5.13 (a) depicts the tradeoff
between performance and additional power expenditure. The maximal delay performance gain
under traffic spreading is up to 22%, and up to 80% of the maximal gain is achieved at only 35%
of the maximal re-routing cost. The split of average re-routing rates among users is shown in
Figure 5.13 (b). It can be observed that users with worse channels (U2 and U4) also re-route files
for users with better channels (U1 and U3).
Users randomly distributed in a cell: This scenario considers instances with five users,
which are distributed uniformly in a cell at distances ranging from 50 to 200m to the BS. In each
instance, the two users with the best average channel states act as Cluster Headers (CHs). CHs
periodically broadcast their members to neighbouring users. A none-CH user chooses to join a
cluster if it can communicate with all the current members of that cluster, augmented with tie-
breaking rule. 50 random instances are considered and the average file transfer delay (as well
as the 95th and 5th percentiles) are depicted in Figure 5.13 (c). It is observed that the average
delay under no re-routing can be improved by up to 40% through the proposed traffic spreading.
Moreover, with traffic spreading, the 95th percentile of the delay under no re-routing is improved
by up to 50%, while up to 73% of the maximal gain can be achieved by at only 18% of the
maximal re-routing cost.
5.9. Summary
This chapter presented a user-initiated traffic spreading approach, that is transparent to the BS,
to improve the downlink delay performance in small cells. The problem of choosing the optimal
dispatching policy was formulated as a Markov decision process and studied its properties in a
two-user scenario. A heuristic algorithm is also proposed for multi-user scenarios. Our simulation
results showed that the proposed approach can improve the delay performance greatly and the
bulk of the performance can be achieved with a small increase in power expenditure. Moreover,
even in the future when queue-aware scheduling policies are implemented at the BS, our proposed




Opportunistic scheduling [22, 23] was proposed for multiuser wireless networks. An oppor-
tunistic scheduler exploits the time-varying channels between the base station (BS) and users, to
improve the overall system performance. As in the previous chapter, this chapter considers a set-
ting where a BS serves a set of users with stochastic traffic loads, similar to [75, 76, 79, 80, 84, 96].
In such a scenario, the BS at times has no data to transmit to some users and multi-user diversity is
reduced. This does not affect performance in large cells (with large user populations) since oppor-
tunistic gain scales as a concave function of the number of available users. However, as smaller
cells are deployed more densely to increase wireless capacity and meet increasing traffic demands
[24, 25], the average number of users in a cell will decrease significantly and a time-varying user
population may greatly affect the performance of opportunistic scheduling.
This work proposes a BS-drIven Traffic Spreading (BITS) algorithm that can increase the
opportunistic gain in small cells. It considers the downlink that accounts for most of the traffic in a
cellular network [77]. The BITS algorithm benefits applications whose performance is sensitive to
delay (distribution) of received packets. Such delay-sensitive applications include live streaming,
video-conferencing, etc. For instance, in live streaming the video frames which arrive late will be
dropped by the video player at the user, thus reducing video quality.
To exploit the user-user communication, BITS leverages the multiple radio interfaces avail-
able in most smartphones. BITS uses the cellular link (e.g., 4G) for BS-user communication and
a second interface (e.g., WiFi) for user-user communication. The criteria used by BITS are the
users’ current channel conditions and queue backlogs. Each user measures its perceived channels
to other users and shares channel information with the BS. This overhead is manageable as slow
fading channels is considered here. BITS takes into account users’ backlogs as well as the BS-
user and user-user channels, to maximize its scheduling options and hence increase opportunistic
gain.
To illustrate the traffic spreading mechanism of BITS, let us consider the example shown in
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Figure 6.1, where two users (U1 and U2) are served by a BS. The queues Q1 and Q2 depict the
number of packets waiting to be sent to each user. The users perceive similar channel statistics and
have similar traffic loads. During each time slot, BITS determines from which queue packets are
served and to which user packets are sent (i.e., when and how to spread traffic). In Figure 6.1 (a),
the queues are balanced. From Little’s law, the average packet delays of Q1 and Q2 are similar
(below/above the delay threshold of user’s player). Thus traffic spreading is not beneficial and
BITS sends packets to the corresponding users directly. In Figure 6.1 (b), there are more packets
in Q2 than in Q1 which is nearly empty. This implies the average packet delay of Q2 is higher
than that of Q1. Thus in the near future, (more and more) packets in Q2 are likely to become
useless when they arrive at the user. BITS reacts to this imbalance in queues and if the channel of
U1 is better than U2, BITS sends packets from Q2 to U1, who then forwards them to U2 through
the user-user (WiFi) link .
Figure 6.1: An example of BITS: (a) no spreading; (b) with spreading.
The proposed algorithm incurs additional energy consumption due to forwarding traffic
among users. As mobile devices have limited energy resources, excessive traffic spreading can
result in high penalties in terms of energy consumption. At the same time, balancing energy
consumption among the users is an important consideration. This proposed energy-aware BITS
algorithm optimizes the degree of spreading for a given energy constraint. The main contributions
are summarized as follows:
1. Proposal of an energy-aware scheduling policy (BITS) to increase opportunistic gain by
taking into account users’ backlogs and the BS-user and user-user channels.
2. The BITS policy is modeled with the objective to maximize delay-sensitive utility under an
energy constraint. Using stochastic Lyapunov optimization, an online algorithm is devel-
oped and its properties are studied.
3. Evaluation of the BITS using realistic Rayleigh fading channels. Simulation results show
that under BITS: i) utility is increased greatly and average packet transfer delay is reduced
by up to 70% even in homogeneous scenarios; ii) in the energy-constrained case (i.e., small
energy budget), significant gains (up to 60% of the gain) are typically achieved at only
20% of the energy consumption of performance-centric case (i.e., with a sufficiently large
energy budget); iii) excellent fairness on additional energy consumption among users can
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be achieved in heterogeneous scenarios; iv) the performance can be improved greatly in
scenarios where overall system performance under the proportionally fair scheduling policy
used in current 3G and 4G systems is very poor.
4. BITS is evaluated using realistic video traffic traces. Results are provided showing that
with BITS, the average Peak Signal-to-Noise Ratio (PSNR) of the received video can be
improved by up to 4dB and the frame loss ratio is reduced by up to 90%. Moreover, the
quality of the received video varies much more slowly with fluctuations of the wireless
channel.
The rest of this paper is organized as follows: the related work is summarized in Section 6.2,
followed by the system model and objective optimization in Sections 6.3 and 6.4, respectively.
Properties of BITS are discussed in Section 6.5. Performance evaluation in a multi-user system
and evaluation using realistic video traces are presented in Section 6.6. Finally, conclusions and
future work are provided in Section 6.7.
6.2. Related Work
Many scheduling algorithms considering both users’ backlogged queues and channel states
have been proposed [79, 80, 96]. Among these, [79, 80] propose throughput-optimal MaxWeight
and Exponential rules, respectively. Authors in [96] propose the log rule to improve delay per-
formance. All these algorithms react to imbalance in users’ queues by sacrificing opportunistic
gain in order to balance queues. In contrast, BITS can balance users’ backlogs without losing
instantaneous gain, by opportunistically exploiting the BS-user and user-user channels.
Another class of scheduling algorithms aims to maximize delay/time-sensitive utility [97, 98],
as BITS does. Among these, [98] proposes to maximize delay-sensitive utility to provide delay
QoS for each user, while [97] aims to maximize the time average utility to enforce fairness.
Compared to our work, the utilities in [97, 98] are defined as concave functions of packet queueing
delay, while the utility used in BITS (cf. Section 6.3) is a function of delay-sensitive throughput.
Wang et al. [99] propose a downlink BS-transparent dispatching policy where users spread
traffic requests among each other to balance their backlogs. This increases the BS scheduling
options and hence improves the performance. Compared to BITS, the dispatching policy is user-
initiated and on a per-file basis, while BITS is BS-driven and operates on a per-packet basis.
Further, the dynamic programming is used in [99] to determine the optimal dispatching policy
and the complexity in large systems is reduced by aggregating users. In BITS, the algorithm is
derived from Lyapunov optimization and the complexity is low even in large systems.
Another approach to exploit both the BS-user and user-user channels is opportunistic relaying
[82–84, 100]. Among these, [82] proposes the idea of opportunistic relaying and an approach of
choosing the best relay that maximizes the minimal quality of BS-relay and relay-user channels.
In [83, 84, 100] mobile users themselves, instead of particular relay nodes are used as relays.
96 BS-Driven D2D Communication
The work in [100] considers relaying traffic to areas without cellular coverage and proposes an
approach where a user with the best channel to the destination is chosen as the relay. Authors in
[83, 84] propose scheduling algorithms to improve the system capacity and fairness. Compared
to BITS, [82, 83, 100] assume users have infinitely backlogged queues, which is different from
BITS and [84] that consider stochastic traffic loads. Moreover, the delay-sensitive utility as well
as delay-energy tradeoff have not been investigated in neither [84] nor the other works discussed
above.
6.3. System Model
Consider a time-slotted system withN users attached to a BS, where the set of users is denoted
as I = {1, 2, ..., N}. The BS maintains a separate queue for each user, and denote by Q(t) ≡
(Qi(t), i ∈ I) ∈ N
N , the number of packets waiting to be sent to each user at slot t. Without loss
of generality, packet sizes are fixed. The number of packets that can be sent during a slot depends
on the modulation scheme. The arrival rates of packets to the BS are modeled through the vector
λ(t) = {λi(t), i ∈ I} where λi(t) denotes the number of packets that arrive to queue i during
slot t and λi(t) can be arbitrarily bursty. The arrival processes are assumed to be independent
across users.
Channel model: The channel is time-varying. The channel instances of the BS-user channel
at slot t are denoted as c(t) = {ci(t), i ∈ I}, where ci(t) is the maximal number of packets that
can be sent to user i if the BS chooses to serve user i. Assume the BS is aware of users’ channel
states. The set of all the possible channel instances is S = {c∗1, c
∗
2, · · · , c
∗
K}.
Scheduling policy: In each slot t, the BS scheduler decides from which queue packets are
served and to which user the packets are sent. This decision takes into account current queue




1, if serving user j with packets from queue i
0, otherwise















Assume packets in the same queue are served according to a first-come-first-served discipline




min[Qi(t), cj(t)], if σ
j
i (t) = 1
0, otherwise
(6.1)
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Finally, the queueing dynamics of the system are
Qi(t+ 1) = Qi(t)− νi(t)+λi(t), ∀i ∈ I, ∀t. (6.2)
6.3.1. Delay-sensitive utility
Let M ti (dx, dy) denote the number of packets received by user i in slot t, with packet delay




i,l, l ∈ {1, 2, ..., L}} be the delay thresholds that
determine the utility of a packet. The delay-sensitive utility of user i is defined as















where µi is the weighted average throughput, wi = {w
l
i, l ∈ {1, 2, ...L − 1}} is a weight vec-
tor. The non-decreasing and concave logarithmic utility function are used to provide fairness
among users. The delay thresholds of different applications may be different. For instance, in
live streaming packets that arrive late are dropped at the player and become useless. Under this
case, the weight vector can be modelled as wi = {1, 0}. In other interactive applications such
as gaming, the weights can be modelled by quantizing packet delay and setting the weights in a
piecewise constant manner with respect to delay.
Performance metrics: The metrics used are the delay-sensitive utility and re-routing cost,
i.e., the additional energy consumption induced by traffic spreading. Define p∗ = {p∗i , i ∈ I} as
the energy budget per slot (i.e., power) and p(t) = {pi(t), i ∈ I} as the re-routing cost in slot t,
which depends on the scheduling policy σ(t).






s.t. pi ≤ p
∗
i , ∀i ∈ I
where φ(µi) is given in (6.3) and pi is the time average of pi(t) of user i.
6.4. Stochastic Lyapunov Optimization
Stochastic Lyapunov optimization is used to solve the problem given in (6.4). Since φ(·) is a
concave function, this section first transform the above problem (with functions of time averages)
to a problem including only time averages, then uses the drift-plus-penalty framework proposed
in [101] to solve it.
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6.4.1. Problem transformation
The original problem (6.4) is transformed by adding a rectangle constraint and auxiliary vari-
ables. Define a rectangle constraint R ≡ {(µ1, ..., µN ) ∈ R
N |0 ≤ µi ≤ γ
max
i , ∀i ∈ I} where
γmaxi is a finite constant. Further, denote by φ
∗ the maximum utility of problem (6.4), augmented
with the constraint R. For each slot t, denote by γ(t) = {γi(t), i ∈ I} a vector of auxiliary vari-
ables within the rectangle constraint setR and assume γi ≤ µi, ∀i ∈ I, where γi is the average of
γi(t). According to [101], consider the following transformed problem with only time averages






s.t. pi − p
∗
i ≤ 0, ∀i ∈ I (6.6)
γi ≤ µi, ∀i ∈ I (6.7)
γ(t) ∈ R, ∀t ∈ {0, 1, 2, ...} (6.8)
where φ(·) is the time average of the utility function φ(·).
6.4.2. Lyapunov optimization
Two virtual queues Z(t) and G(t) as follows are introduced:
Zm(t+ 1) =max[Zm(t) + pm(t)− p
∗
m, 0], ∀m ∈ I (6.9)
Gs(t+ 1) =max[Gs(t) + γs(t)− µs(t), 0], ∀s ∈ I (6.10)
Assume Zm(0) = 0, Gs(0) = 0, ∀m, s ∈ I. The pm(t) and γs(t) in (6.9) and (6.10) can be
viewed as arrival rates, while p∗m and µs(t) as departure rates. If the queues Zm(t) and Gs(t) are
stable, i.e., limt→∞ E{Zm(t)}/t = 0 and limt→∞ E{Gs(t)}/t = 0, then the constraints in (6.6)
and (6.7) can be satisfied [101]. Thus, to ensure that users’ additional energy consumption ps is
below the energy budget p∗s and the auxiliary variable γm is within the rectangle constraint set



















where Θ(t) ≡ [Q(t),Z(t),G(t)]. For any non-negative constant V , define the one-slot Lya-
punov drift-plus-penalty as
∆(Θ(t))− V E{φ(γ(t))} ≡E{L(Θ(t+ 1)) (6.11)
− L(Θ(t))} − V E{φ(γ(t))}
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To solve the transformed problem (6.5)-(6.8), then need to minimize (6.11) in each slot [101].
The intuitions behind this are i) by minimizing the drift ∆(Θ(t)), the virtual queues Zm(t) and
Gs(t) will be stable and thus the constraints in (6.6) and (6.7) are satisfied; ii) similarly, (6.5)
is solved by minimizing the penalty −V E{φ(γ(t))}. This relationship is given by Theorem 3
presented in Sec. 6.4.4. For the property of the drift-plus-penalty defined in (6.11), it has the
following property:
Lemma 2. For all possible values of Θ(t) and under any scheduling policy σ(t) ∈ C, the drift-
plus-penalty has the following upper bound for all slots t:




























Proof : From the queueing dynamics (6.2), then
Qi(t+ 1)
2 −Qi(t)




















+ 2Gs(t)(γs(t)− µs(t)), ∀s ∈ I
Taking conditional expectations of the above three equations and summing over i,m, s ∈ I, a
bound on ∆(Θ(t)) is obtained. The lemma is then proved by subtracting V E{φ(γ(t))|Θ(t)}
from both sides. 
6.4.3. Proposed BITS Algorithm
The BITS algorithm seeks to minimize the upper bound of (6.12) instead of directly minimiz-
ing the drift-plus-penalty itself. As shown in Sec. 6.4.4, this does not affect the optimality of the
solution. The algorithm works as follows:
100 BS-Driven D2D Communication











s.t. 0 ≤ γs(t) ≤ γ
max
s , ∀s ∈ I (6.14)
Since the auxiliary variables γ(t) are independent, the above maximization can be decoupled as
maximizing V φ(γs(t)) − Gs(t)γs(t), ∀s ∈ I, subject to 0 ≤ γs(t) ≤ γ
max
s . The peak value of
this objective function is obtained when γs(t) = V/Gs(t) for Gs(t) > 0. Therefore, by taking









γmaxs , Gs(t) <
V
γmaxs
The value of Gs(t) directly affects the value of γs(t). If the value of Gs(t) is small, this
implies that the time average of γs(t) is very close to that of µs(t), which enforces the stability of
virtual queue Gs(t). If the value of Gs(t) is large, then a small γs(t) should be chosen to enforce
queue stability. The complexity of (6.13) is O(N).
2) Scheduling policy: Based on Q(t), d(t), G(t), Z(t) and c(t), choose σ(t) ∈ C in each











The Zm(t), Qi(t) and Gs(t) in (6.15) can be interpreted as the weights of re-routing cost,
service rate and delay-sensitive throughput, respectively. Re-routing is only beneficial if the cost
of re-routing is low. For this reason, BITS only allows re-routing if the instantaneous channel
quality between the two users is good and the forwarding incurs no additional packet queuing
delay at the users. Under a large energy budget p∗i , the value of Zm(t) is always equal to zero
according to (6.9). Thus, in each slot the scheduling policy is to balance the queues Q(t) and
G(t) among users. Under a small energy budget, the value of Zm(t) is no longer always equal to
zero. The scheduling policy starts to trade off between the opportunistic gain and the re-routing
energy cost. The complexity of this policy is O(N2) because it chooses σ(t) ∈ C to minimize
(6.15) in each slot and there are N2 different σ(t).
3) Queue updates: Update the virtual queuesZ(t) andG(t) according to (6.9) and (6.10) and
the γ(t),p(t) determined from previous two steps. The queue Q(t) is updated according to (6.2)
and the scheduling decision σ(t).
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6.4.4. Optimality analysis
To prove the optimality of BITS, thus subsection show that the difference between the utility
under BITS and the optimal utility can be made arbitrarily small:
Theorem 3. Assume initially all the queues Q(t), Z(t) and G(t) are empty. For a particular











where φ∗ is the maximal achievable utility under all possible scheduling policies σ(t) ∈ C.
Theorem 3 indicates that by increasing V , the utility under BITS can be made arbitrary close
to the optimal utility. Note that a large V also results in large average backlogs of the virtual
queues Q(t) and Z(t). The theorem can be proved by first proving the existence of a stationary
queue-state-unaware scheduling decision, followed by inserting the decision into (6.12) to remove
the dependence on Θ(t) in the expectations. After that, the theorem can be proved by applying
iteration over slots, using the property of Jensen’s inequality and then by taking the limit (similar
to the proof Theorem 5.1 in [101]).
6.5. Property of the BITS Scheduling Policy
This section studies the properties of BITS in a two-user two-channel-state system. The
channel is a Markovian channel with on and off states. Consider a homogeneous scenario where
the transition probabilities of the BS-user link are pion2on = p
i





0.2, ∀i ∈ I. The packet size is fixed to 1. Ausume one packet can be sent in a slot (1ms) if the
channel is on and zero packets is sent if the channel is off. The arrivals are according to a Poisson
process with average arrival rates λ = {0.3, 0.3} packets/ms. For each user i, the delay threshold
vector d∗i = {0, 20,+∞}ms and the weight wi = {1, 0}. The additional energy cost pi(t) is 1
mJ for re-routing one packet, ∀i ∈ I. For simplicity, here assume that the user-user link has no
forwarding delay. (In Section 6.6, however, forwarding delay is considered.)
Let hi denote the queueing delay of head-of-line packet of Qi, ∀i ∈ I. Further, define the
combined queue as follows:
Ui’s combined queue =
{





The scheduling decisions of BITS is shown in Figure 6.2 and 6.3. The axes represent the lengths
of combined queues and the figures depict scheduling decisions at each queue state (except for
Figure 6.3(d)). To help distinguish between different scheduling decisions, the diagonal where
the lengths of combined queues are equal is drawn. The following properties can be observed:
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Instantaneous gain vs. queue balancing: BITS can exploit instantaneous gain and/or bal-
ance queues based on current channel states, packet delays, actual and virtual queue states. Ex-
ploiting instantaneous gain is achieved by sending packets that contribute the most to the utility,
while balancing queues aims to reduce the future number of packets that have no contribution to
the utility. This property is presented in detail by considering different combinations of channels
states.
1) Both channels are on: There is no re-routing under this case, i.e., BITS always serves
users with their own packets. Thus there are two scheduling decisions, i.e., to serve Q1 or Q2, as
shown in Figure 6.2. It can be observed that the scheduling policies are separated by the diagonal,
which implies that BITS always balances the combined queues. This can be derived from (6.15)
where pl(σ(t)) is always equal to zero, ∀l ∈ I. It can be further observed for different values of
h1 and h2:
h1, h2 < 20ms: as shown in Figure 6.2 (a), BITS balances the combined queues,
aiming to keep in the future as many packets that contribute to the utility as possible.
h1 ≥ 20ms, h2 < 20ms: The head-of-line packet of Q1 under this case does not
contribute to the utility, thus from (6.17) it can be known that U1’s combined queue is Q1.
Again, BITS algorithm balances the combined queues, i.e., Q1 and Q2 + G2, as shown in
Figure 6.2 (b). This implies even Q2 is smaller than Q1, the policy may still serve U2 to
exploit instantaneous gain (note that G2 ≥ 0).
h1 < 20ms & h2 ≥ 20ms: similar to the previous case.
h1, h2 ≥ 20ms: The head-of-line packets of both users do not contribute to the utility,
thus BITS only balances the actual queues Q1 and Q2, as shown in Figure 6.2 (d).
2) One user’s channel is on, the other’s is off: Without loss of generality, let us focus on
the case where U1’s channel is on and U2’s is off. Note that there is re-routing from Q2 to
U1 if the energy budget permits. The scheduling decisions is depicted in Figure 6.3 where the
decisions are shown when both h1 and h2 are smaller than 20ms. Scheduling decisions under
other values are similar. It can be observed that under large energy budget (e.g., p∗i = 1W·h
(over a second),∀i ∈ I), BITS still balances the combined queues. However, when energy budget
decreases, BITS reacts less to the imbalance in combined queues. This is explained in depth
through another property of BITS.
Performance vs. energy consumption: The tradeoff between performance and energy con-
sumption can be seen clearly from Figure 6.3. The scheduling decisions are depicted when both
h1 and h2 are smaller than 20ms, U1’s channel is on and U2’s channel is off. If BITS chooses to
serve Q2, there will be re-routing from Q2 to U1. Given a large energy budget, e.g., p
∗
i = 1W·h,
BITS behaves exactly the same as in Figure 6.2 (a), i.e., balancing combined queues. The re-
routing area (Q2 → U1) diminishes progressively with the decrease of energy budget, as shown
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Assume the additional energy cost pi(t) for re-routing a packet is 1 mJ, ∀i ∈ I. The constant V
in (6.11) is set to 100. Assume during each slot, M(t) ∈ Z+ packets are transmitted, depending
on the value of instantaneous SNR. In the simulation results, the values of energy budget and
energy consumption of users are given within a second (i.e., power).
6.6.2. The two-user scenarios
Homogeneous scenarios: The simulation results are shown in Figure 6.5 (due to space limi-
tation, the results under the Type II threshold are not shown). The x-axes are energy consumption
while the y-axes are utility and average packet transfer delay, respectively. The tradeoff between
performance and energy budget under BITS can be clearly seen in both Figure 6.5 (a) and (b).
Note that the upper bound in Figure 6.5 (a) is obtained by assuming all the packets are transmit-
ted without delay. Under large energy budgets, the performance of BITS can be as good as that
under maximal re-routing. Compared to PF, the utility can be increased by 1 under both BITS
and MaxRR. The average packet transfer delay with BITS can be reduced by up to 72%. To
provide further insights into these results, in Figure 6.5 (c) the Cumulative Distribution Function
(CDF) of packet delay is plotted. It can be observed that under BITS (with a large energy budget)
and MaxRR, almost all packets are served with a delay below 15ms, while under the log rule
and PF, around 20% and 40% of the packets have delays exceeding 15ms. Moreover, the worst-
case packet delays under BITS and MaxRR are less than 45ms, while these delays under log rule
and PF are around 60ms and 75ms, respectively. Under small energy budget, the re-routing en-
ergy consumption decreases rapidly along with the decrease of utility and the increase of average
packet transfer delay, as shown in Figure 6.5 (a) and (b). Further, it can be observed that BITS
is able to achieve the same performance as MaxRR while consuming less energy (65%). This is
because BITS can optimize the degree of re-routing under a specified energy budget. An another
interesting observation is that most of the performance gain under BITS can be achieved at small
increase in energy consumption, e.g., 70% of the utility gain can be achieved at only 30% of the
maximal energy consumption under BITS.
The impact of arrival rates on the utility and delay performance under Type II threshold is
shown in Figure 6.6, where λ is scaled while keeping other parameters unchanged. As expected,
the average transfer delay increases with the increase of arrival rates, as indicated in Figure 6.6
(b). It can also be observede that when the arrival rates are low (e.g., 1.4 packets/ms), the utilities
of all the policies are almost the same. This is because almost all the packets can be served with
low queueing delay at the BS. As the packet arrival rates increase, packet queueing delays increase
and more and more packets are going to exceed the delay threshold. This is why the utilities of
all the scheduling policies first increase and then decrease with the increase of packet arrival rate.
However, since BITS and MaxRR exploit the local user-user communication to spread traffic, the
utilities under these policies decrease much slower than those under the log rule and PF. Note that
for a large energy budget, the performance of BITS is even better than MaxRR while consuming
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PSNR changes much more slowly than that under PF.
As for the average Y-PSNR, Figure 6.10 (b) shows that it can be improved by up to 4dB under
the BITS algorithm. Similar to previous scenarios, the gain decreases with, but not as fast as, the
decrease of energy budget. The frame loss ratio can be reduced greatly under BITS as shown in
Figure 6.10 (c), e.g., up to 90% when compared to both PF and the log rule.
6.7. Summary
This chapter presented a BS-driven traffic spreading policy (BITS) to increase downlink user
performance in small cells, by exploiting both BS-user and user-user communication. The prob-
lem was formulated to maximize delay-sensitive utility under a re-routing energy budget, and
solved it through stochastic Lyapunov optimization. This chapter designed the BITS algorithm,
studied its properties and then evaluated it in a range of scenarios. It found that BITS can greatly
increase the utility and reduce the average packet transfer delay, as well as balance the additional
energy consumption for traffic spreading among users. Finally, BITS was evaluated with a real-
istic video trace, and showed that it can increase the average Y-PSNR of the received video and
reduce the frame loss ratio significantly.
Chapter 7
Conclusions
This thesis studied two emerging technologies in wireless networks: VLC and D2D. In Part I,
I provided my research on low-cost VLC system, aiming to lower the barrier of entry to embedded
VLC networks and improve the MAC protocol and link stability. In part II, I provided my research
on improving the opportunistic gain in small cells through energy-aware D2D communications.
The OpenVLC platform designed, implemented, and evaluated in this thesis is the first open-
source platform for VLC embedded research. It leveraged a recent powerful but cost-efficient
embedded Linux platform to provide a research platform that can be used jointly with a vast array
of Linux tools. It demonstrated that how a handful of commercial off-the-shelf components that
could suffice as a starter kit for VLC research. Until now, OpenVLC has been used in tens of
top universities in the world for research/teaching purposes, such as ETH Zurich in the Switzer-
land, TU Delft in the Netherlands, TU Darmstadt in Germany, Rice University, University of
Wisconsin-Madison and Dartmouth College in the United States, Sungkyunkwan University in
South Korea, and so on. In total, over fifty OpenVLC nodes have been deployed in the above
research/teaching groups. It can be envisioned that OpenVLC be explored towards the realm of
visible light by groups with no prior VLC experience, and its performance and functionalities can
be improved and expanded, for instance with more sophisticated hardware and advanced PHY
designs, by research groups with solid VLC backgrounds.
Beyond the OpenVLC platform, I also proposed a new MAC protocol CSMA/CD-HA MAC
to enable the intra-frame bidirectional transmissions in networks of visible LEDs. This protocol
adopted only one optical antenna at each node for both transmission and reception. Design, analy-
sis, implementation, and performance evaluations of the protocol were presented. The evaluation
results had showed the protocol’s superior ability to detect collisions and alleviate hidden nodes,
that thus boosted the system throughput.
Furthermore, motivated by the envision of the Internet of Lights, I investigated in this thesis
the challenges associated with visible light links. I identified the limitations and tradeoff of two
different types of optical receivers: photodiode and LED. Based on these insights, I designed and
implemented a new optical data link layer that was resilient to dynamics caused by changes in
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illumination and directionality. Performance evaluations had showed the proposed link outper-
formed traditional methods relying solely on either a photodiode or an LED. These outcomes will
definitely help creating the Internet of Lights.
In the second part of this thesis, I presented the BS-transparent user-initiated traffic spreading
approach to improve the downlink delay performance in small cells. This approach leveraged the
latest D2D communication to recoup the opportunistic gain in small cells under the consideration
of dynamic traffic load. Policy to dispatch traffic among mobile users was formulated as a Markov
decision process in a two-user scenario, and heuristic algorithm was also proposed for multi-user
scenarios. Simulation results had demonstrated that the proposed approach can improve the delay
performance greatly. The analytical tool used there to find the optimal policy could also give hints
to other researchers who wish to solve similar optimization problems.
Going forward, I proposed a BS-driven traffic spreading policy (BITS) to achieve the same
goal, i.e., increasing downlink user performance in small cells, by exploiting both BS-user and
D2D communication. The BITS policy was formulated to maximize delay-sensitive utility, and
was solved through stochastic Lyapunov optimization. The BITS algorithm was designed and
implemented in a simulator. Performance evaluations with a realistic video trace had showed that
BITS could increase the quality of received video and reduce the frame loss ratio significantly.
To summarize, the research outcomes enclosed in this thesis had been published as four jour-
nal/magazine papers [52, 106–108], six conference/workshop papers [1, 69, 73, 99, 109, 110],
and three demos [111–113].
Appendices
Appendix A
Let b(t) and s(t) be the stochastic process representing the backoff window size and backoff
state for a given node at slot time t, respectively. Let bi,k = limt→∞{s(t) = i, b(t) = k}, 0 ≤ i ≤
m, 0 ≤ k ≤ Wi − 1 be the stationary distribution of the Markov chain, where m is the maximal
backoff stage and Wi is the maximal backoff window size of the ith backoff stage. Besides, let
p denote the collision probability during a frame’s transmission, and τ be the probability a node
transmits in an arbitrary time slot. Following the analysis in [57], we can get










Based on Eqs. (1), variables τ and p can be solved numerically. Note that τ and p satisfy 0 < τ <
1 and 0 < p < 1.
Saturation throughput. Let Ptr be the probability that the channel is busy (at least one node
is transmitting) in the considered slot time, then we have
Ptr = 1− (1− τ)
n (2)
The probability Pf that a frame transmission is successful is given by
Pf = nτ(1− τ)
n−1 (3)
Moreover, the probability Pc that a collision occurs during a frame’s transmission is expressed as
Pc = Ptr − Pf = 1− (1− τ)
n − nτ(1− τ)n−1 (4)
The time for a successful transmission Tf is given by
Tf = Th + E[Tp] + δ + Ts + Ta + δ + Tl (5)
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Let T cac and T
cd
c be the collision time under the CSMA/CA and CSMA/CD-HA, respectively. We
have
T cac = Th + E[Tp] + δ + Tl (6)
and
T cdc = Th + E[T
′
p] + δ + Tl (7)
Note that E[T ′p]≪ E[Tp].
Let Sca denote the saturation throughput under CSMA/CA. Then Sca can be written as
Sca =
PfE[Lp]
(1− Ptr)σ + PfTf + PcT cac
(8)
where σ is the duration of an empty time slot.
Similarly, let Scd and Scd ha be the saturation throughputs under CSMA/CD and under
CSMD/CD-HA (with embedded transmission), respectively. We have
Scd =
PfE[Lp]
(1− Ptr)σ + PfTf + PcT cdc
(9)
Scd ha =
Pf (E[Lp] + E[Lem])
(1− Ptr)σ + PfTf + PcT cdc
(10)
Appendix B
Proof of Lemma 1
To prove Lemma 1, we first derive the service rate µ(q) under the delay-optimal scheduling
policy (i.e. the Longest Connected Queue (LCQ) [114]). At any time t, a LCQ scheduler ran-
domly chooses a queue i to serve if it satisfies: i) Queue i has the largest amount of work, where
the work means the queue length divided by the service rate of the queue; ii) The achievable in-
stantaneous service rate to user i is positive at time t. Therefore, we can easily get the expression




pi, qi < qj
(pi + pj − pipj)/2, qi = qj
pi(1− pj), qi > qj
(11)
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where i, j ∈ {1, 2} and i 6= j. Then we make the following notations:
µ′1 ≡ p1, µ
′′
1 ≡ p1(1− p2) (12)
µ′2 ≡ p2(1− p1), µ
′′
2 ≡ p2 (13)
























The uniform version of the continuous problem is present in section ??, with uniform rate ϕ
and transition probabilities shown in (5.8)-(5.10). We denote w = wij , φ = φ
i
j , η = η
i
j , ∀i, j ∈ I,



























Proof : [Poof of Lemma 1] We prove this lemma using induction. First we make the following
definitions:
f1(q) ≡µ1(q + e1)Jk(q) + µ2(q + e1)Jk([q + e1 − e2]
+)
−µ1(q + e2)Jk([q − e1 + e2]



















η + wφ+ Jk(q + e1 + e2), Jk(q + 2e2)
]}
Induction basis: Since J0(q) = 0, ∀q ∈ Z
2, we know ∆0(q) is monotonically non-
decreasing in q1.
Induction step: Assume ∆k(q) is monotonically non-decreasing in q1 for each fixed q2. By
substituting (16) into (5.19), we have
ϕ∆k+1(q) =ϕ
(
Jk+1(q + e1)− Jk+1(q + e2)
)
=f1(q) + f2(q) + f3(q) (17)
In the following we show that all f1(q), f2(q) and f3(q) are monotonically non-decreasing
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in q1 for each fixed q2.
f1(q): We have to consider different queue states around the diagonal, as shown in Fig B.1.
According to different queue state, we prove this part by five different cases.
Figure B.1: Different queue states q ∈ Z2+ around the diagonal.
Case 1: If q1 + 1 < q2, according to (11)-(13) we know µ1(q + e1) = µ1(q + e2) = µ
′′
1 and
µ2(q + e1) = µ2(q + e2) = µ
′′
2 . Thus f2(q) can be written as the following:
f1(q) ≡µ
′′
1[Jk(q)− Jk([q − e1 + e2]
+)]
+ µ′′2[Jk([q + e1 − e2]
+ − Jk(q)]
=µ′′1∆k([q − e1]
+) + µ′′2∆k([q − e2]
+) (18)
which is non-decreasing in q1 from the induction.
Case 2: If q1 + 1 = q2, we have µ1(q + e1) = µ
′
1, µ1(q + e2) = µ
′′
1 and µ2(q + e1) =
µ′2, µ2(q+e2) = µ
′′
2 according to (11)-(13). Furthermore, we get Jk(q) = Jk(q+e1−e2) since
q1 + 1 = q2. Thus f2(q) can be written as:
f1(q) ≡µ
′′
1[Jk(q)− Jk([q − e1 + e2]
+)]
+ µ′′2[Jk(q + e1 − e2)− Jk(q)]
=µ′′1∆k([q − e1]
+) + µ′′2∆k(q − e2) (19)
which is non-decreasing in q1 from the induction.
Case 3: If q1 = q2, we have Jk([q − e2]
+) = Jk([q − e1]






2)/2. Thus f2(q)− f2([q − e1]
+) is
f1(q)− f1([q − e1]
+) = µ′1Jk(q) + µ
′
2Jk([q + e1 − e2]
+)









+) + Jk([q − e2]
+)
}
+ µ′′1Jk([q − 2e1 + e2]









+) ≥ −∆k(q) = 0 (20)
Case 4: The proof under this case is similar to Case 2.
Case 5: The proof under this case is similar to Case 1.
f2(q): f2(q) can be written as follows:
f2(q) = λ1
{
Jk(q + e1 + e2)− Jk(q + e1 + e2)
+ min
[

























0,∆k(q + e2)− η − wφ
]}
where ∆k(q + e1) and ∆k(q + e2) are monotonically non-decreasing in q1 for each fixed q2
from induction, resulting in min
[
0,∆k(q + e1) − η − wφ
]
and ∆k(q + e2) − η − wφ
]
are
non-decreasing in q1. Therefore, f2(q) is non-decreasing in q1 for each fixed q2.









0,∆k(q + e2) + η + wφ
]}
Therefore, this lemma is proved since all f1(q), f2(q) and f3(q) are monotonically non-
decreasing in q1 for each fixed q2. 
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