works is an emerging trend for it allows multiple senders transmit an identical packet simultaneously. Constructive inter ference based flooding can realize millisecond network flood ing latency and sub-microsecond time synchronization accuracy, require no network state information and adapt to topology changes. However, constructive interference has a precondition to function, namely, the maximum temporal displacement A of concurrent packet transmissions should be less than a given hardware constrained threshold. We disclose that constructive interference based flooding suffers the scalability problem. The illustrate that the PRR of SCIF keeps stable above 96% as the network size grows from 400 to 4000 while the PRR of Glossy is only 26% when the size of the network is 4000. We also propose to use waveform analysis to explain the root cause of constructive interference, which is mainly examined in simulations and experiments. We further derive the closed-form PRR formula and define interference gain factor (IGF) to quantitatively measure constructive interference.
transmit an identical packet simultaneously. Constructive inter ference based flooding can realize millisecond network flood ing latency and sub-microsecond time synchronization accuracy, require no network state information and adapt to topology changes. However, constructive interference has a precondition to function, namely, the maximum temporal displacement A of concurrent packet transmissions should be less than a given hardware constrained threshold. We disclose that constructive interference based flooding suffers the scalability problem. The packet reception performances of intermediate nodes degrade significantly as the density or the size of the network increases.
We theoretically show that constructive interference based flooding has a packet reception ratio (PRR) lower bound (95.4%) in the grid topology. For a general topology, we propose the spine constructive interference based flooding (SCIF) protocol. With little overhead, SCIF floods the entire network much more reliably than Glossy [1] in high density or large-scale networks. Extensive simulations illustrate that the PRR of SCIF keeps stable above 96% as the network size grows from 400 to 4000 while the PRR of Glossy is only 26% when the size of the network is 4000. We also propose to use waveform analysis to explain the root cause of constructive interference, which is mainly examined in simulations and experiments. We further derive the closed-form PRR formula and define interference gain factor (IGF) to quantitatively measure constructive interference.
I. INTRODUCTION
Network flooding is a fundamental service in wireless ad hoc networks for many purposes, such as data dissemination [2] , time synchronization [3] , the creation of data collection tree [4] , and various applications [5] [6] . The main objective of network flooding is to propagate packets reliably and as fast as possible. By leveraging link characteristics such as link correlation [7] , link dynamics [8] and link quality [9] , current approaches focus on identifying which nodes to relay packets. Those approaches suffer large overhead to maintain the network state. By exploring properties of wireless radios such as the capture effect [10] and implementing controlled concurrency, Flash [11] achieves rapid network flooding with 2s latency for 90% reliability in a network of 48 telosB motes. Glossy [1] realizes by far the fastest packet propagations across an entire network. By employing a concurrent transmission technique called constructive interference [12] , Glossy achieves a magni- Recently employed in Backcast [12] , constructive interfer ence can alleviate the ACK storm problem [13] , reduce the transmission latency of acknowledge packets, and improve the reliability of packet transmissions. Constructive interference originates from the physical layer tolerance for mUlti-path signals: when multiple senders transmit an identical packet simultaneously, rather than cause mutual interference, con current packet transmissions can improve the packet recep tion rate (PRR) of a common receiver. However, constructive interference has a precondition that requires the maximum temporal displacement � of concurrent packet transmissions should be less than a threshold duration. Here, the threshold is constrained by physical layer designs and equals to 0.5J1s for IEEE 802.15.4 compatible receivers. Fig. 1 illustrates the physical layer phenomena for IEEE 802.15.4 radio.
The phenomena of constructive interference is previously examined in simulations [1] and experiments [14] . In this paper, we explore the root cause of constructive interference with waveform analysis. We then disclose the scalability problem for constructive interference based flooding, since PRR decreases significantly when the density or the size of the network grows. With theoretical analysis, we show that a network with grid topology can efficiently resist packet collisions induced by scalable flooding with constructive interference. For a general topology, we further propose the spine constructive interference based flooding (SCIF) protocol, which first constructs the spine of a given topology, and then conducts network flooding on the spine in the same way as Glossy [1] . The key difference is that, the ordinate nodes connecting to the spine only receive the flooding packets, without retransmitting those packets. Extensive simulations show that the PRR of SCIF is much higher than that of Glossy in high density and large-scale wireless networks. It is deserved to mention that, we take IEEE 802.15.4 radio as an example in this discussion, and the analysis can be easily extended to other radios.
The major contributions of this paper can be summarized as follows.
i) We show the root cause of constructive interference with waveform analysis. Moreover, we derive the closed-form PRR formula, and define interference gain factor (IGF) to quantitatively characterize constructive interference. ii) To the best of our knowledge, we are the first to disclose the scalability problem of constructive interference based flooding. We show that constructive interference based flooding is reliable in the grid topology, and has a lower bound (95.4%) of PRR, validated by simulations. iii) We propose the SCIF protocol which is more reliable than Glossy by constructing a virtual backbone of a given topology. Simulations show that the PRR of SCIF keeps stable above 96% as the network size grows from 400 to 4000 while the PRR of Glossy is only 26% when the network size is 4000. The rest of this paper is organized as follows. Section II presents the related work, followed by waveform analysis of constructive interference for IEEE 802.15.4 radio in section III. Section IV introduces the mechanism for constructive interference based flooding, and reveals the scalability problem. The design of the SCIF protocol is described in section V. Section VI provides the simulation results. We conclude the work in Section VII.
II. RELATED WORK Exploiting concurrent transmISSIOns over interference in wireless networks is a promising trend, for its ability to decode packets from collisions, so as to increase network throughput [15] , to alleviate the broadcast storm problem of ackowledge ments [13] , to enhance packet transmission reliability, and to reduce flooding latency [11] . Prior works mainly focus on exploring wireless radio properties such as the capture effect [10] and message-in-message (MIM) [16] , both of which do not require nodes to concurrently transmit the same packet. However, techniques leveraging the capture effect or the MIM physical phenomena either require the strong signal arriving first or need special hardware support to continuously search for the stronger signal. Differing from the capture effect and MIM, constructive interference stems from the physical layer tolerance for multi-path signals. Constructive interference is experimentally discovered by Dutta et al. [14] , who explore concurrent transmissions of short acknowledgment packets au tomatically generated by the radio hardware, to alleviate the ACK implosion problem [13] .
The proposed SCIF protocol is related to prior work on network flooding, which is a fundamental service in wireless networks. Previous works like CF [7] and RBP [9] improve network flooding performance by leveraging link characteristics and identifying which nodes to relay packets. Those proto cols require nodes to maintain the working states of nearby neighbors, introducing huge overhead. Opportunistic flooding [8] can efficiently reduce flooding latency and redundancy by using links outside the energy optimal tree to forward opportunistically early packets. Those methods [7] - [9] all rely on CSMAICA protocol for MAC layer access and collision avoidance, while SCIF exploits constructive interference, a concurrent transmission mechanism. By exploring the capture effect and utilizing controlled concurrency techniques, Flash [11] can realize rapid network flooding with 2s latency for 90% reliability. Flash requires the stringent power control to guar antee PRR and its flooding performance degrades significantly as the density or the size of the network increases. SCIF can also benefit from the capture effect. By implementing elaborate designs such as the compensation of MCV irregular instructions and the disablement of irrelevant interrupts as well as hardware timers, Glossy [1] realizes precise timing to control multiple senders to transmit packets simultaneously. Therefore, Glossy employs constructive interference to achieve a magnitude of millisecond flooding latency of data (not acknowledgement). Nevertheless, as disclosed in this paper, Glossy suffers the scalability problem, namely, the PRR performance of Glossy degrades significantly as the density or the size of the network increases. The main objective of SCIF is to address this problem.
We disclose the root cause of constructive interference with waveform analysis, which was previously observed in simula tions and experiments. This work is related to the theoretical analysis of the delayed replica of a modulated signal [17] . The contribution of this paper is, we derive the closed-form PRR formula for packet transmissions with constructive interference. We also define IGF to quantitatively measure the improved per formance due to constructive interference. Theoretical analysis is validated by extensive simulations.
Our design SCIF is also related to prior work on topology control. There are a number of examples, which utilize topology control to realize efficient routing in wireless networks [18] . The most common techniques of topology control are locally constructing connected dominating set (CDS). SCIF proposes a lightweight approach to construct the spine of a network. Being approximately considered as a grid topology, the spine structure is shown to be able to efficiently resist packet collisions due to scalable flooding with constructive interference. SCIF adopts the proposed lightweight topology control method to solve the scalability problem. 
III. THEORETICAL WAVEFORM ANALYSIS

A. Concurrent Transmissions
Concurrent transmissions have been studied extensively as they can help receivers to decode packet contents from col lisions. Constructive interference originates from the scenario that multiple transmitters send an identical packet to a common receiver simultaneously. Interference is constructive if it helps the common receiver to decode the original signal. By contrast, interference is destructive if it prevents the common receiver from accurately decoding the superimposed signals. From Fig.  1 , it can be observed that constructive interference requires the same waveform being transmitted within a threshold period Te. Indeed, the period Te characterizes the physical layer tolerance for multi-path signals. If the maximum temporal displacement � exceeds the threshold period, the common receiver might not be able to decode the packet, which results in collisions. Strictly speaking, receivers might also decode packet trans missions under destructive interference. In the following PRR modeling and theoretical analysis, successful packet receptions under destructive interference are omitted for simplicity, if not particularly indicated.
B. Waveform Analysis
We first illustrate the root cause of constructive interference with waveform analysis. In [19] . Let Smsk (t) be the transmitted signal after MSK modulation, I(t) and Q(t) denote the in-phase component and quadrature-phase component respectively. Let Ole = rt/2Te represent the radial frequency of half-sine pulse shaping. The combined MSK signal can mathematically be calculated as where
(2) n Here, Cn E {O, I} represents the nth chip, and rectO function stands for the rectangle window ranging from 0 to Te. The received signal SR(t) is the superposition of the original signal and K replicas. Based on Eq. (1), the signal SR(t) equals to
where Ai and 'ti depict the amplitude and phase offset of the ith transmitted signal. After the coherent demodulation, the receiver decodes chips at critical decision time points 
i=O (6) According to [19] and Eq. (6), the bit error rate (BER) of a MSK modulation signal is given by Pe = Q( J2nR�)
where � represents the signal noise ratio of the received signals with Gaussian white noise and the Q function is the tail proba bility of the standard normal distribution [20] . Remembering that the 16 hamming mapping sequences of IEEE 802.15.4 radio can correct 8 bit errors of decoded bit streams, hence,
given BER, symbol error rate (SER) could be calculated as 3 2 Ps = LC(32,i)(I -Pe)3 2 -i p�.
(
8) i=9
For a packet with a length of I symbols, PRR could be derived from Eq. (8) PRR= I -(I -Ps) l .
We further simulate a simplified IEEE 802.15. 
. This indicates that the reception performance gain due to constructive interference is determined by relative amplitudes and phase offsets of replicas with the original signal. Further more, both of theoretical analysis and simulation results show that packets of longer length are much more easily corrupted by external interferences.
IV. SCALABILITY PROBLEM
Traditionally [7] [11], to propagate a packet across the entire network, intermediate nodes use CSMAfCA protocol to avoid potential packet collisions. However, due to carrier sense and random back-off mechanism, the protocol results in high network flooding latency, which is especially intolerable in high density and large-scale networks. Constructive interference based flooding schemes, e.g., Glossy [1] make simultaneous transmissions of packets with the same contents interfere con structively. In Glossy, intermediate nodes forward overheard packets immediately after receiving them. They trigger more nodes to receive the packets simultaneously, and the latter also start to relay the same packets concurrently. Glossy also defines a packet relay counter c and increases c by 1 before initiating a new round transmission. By taking considerable care to transmit data packets with precise timing, Glossy exploits constructive interference by quickly propagating a packet from the sink node to all the other nodes across the entire network. The time slot Ts lo t between each hop includes the durations for data reception and retransmission. The slot is determined by the packet length and thus is a network-wide constant. In this way, Glossy reaches near-optimal flooding latency.
However, it is difficult to keep precise timing for multiple concurrent transmitters in practice. We define 'te as the time uncertainty during the time slot Ts lo t in each hop. In Glossy, 'te is determined by the statistical uncertainty of the software delay 't sw , the radio processing uncertainty 'td, the clock uncertainty 'ttx due to clock frequency drifts during the packet transmission, and the propagation delay uncertainty 't p . Therefore, we can obtain 't e = 't sw + 'td + 'ttx + 'tp.
(10)
After h hops packet transmissions, the accumulated maximum time displacement f1 among concurrent transmissions to a com mon receiver is likely to exceed the threshold period Te, giving rise to collisions. Meanwhile, as the number m of concurrent transmitters grows, the probability that the maximum time displacement f1 exceeds the threshold period Te among simul taneous transmissions also rises. The above analysis shows that the increase of both hand m will bring about a reception of packet collisions, which indicates that constructive interference based flooding suffers the scalability problem. In other words, as the density or the size of a wireless network grows, the precondition f1 :::; Te might not hold, incurring packet collisions.
For an arbitrary topology Ga, we assume that the maximal degree of all the nodes is m � 2 and the largest hop number from the sink node is h � 2. For a network topology Gw of worst case, the sink node floods packets across m independent paths, each of which includes h hops. The m independent paths join again at a common receiver Rw. For any node Ra in topology Ga, if we suppose all the other conditions are the same, we can show that the statistic reception performance of Rw in topology Gw is better than that of Ra. To analyze the reception performance of Rw, we first examine the probability mass function (pmt) of time uncertainty 'te in one hop.
In Eq. (10), 'tp can be completely eliminated when accurate node localization is enabled. The software delay uncertainty 't sw represents the additional variation due to the un synchronized clocks of the MCV and the radio. Consequently, 't sw is a discrete random variable with granularity 1/ fr, where fr = 8MHz is the clock frequency of the radio. It should be noticed that 't sw can be perfectly removed with the new generation chips e.g. cc2530, integrating MCV and radio modules in one chip with synchronized clock frequency. Caused by the offset between the asynchronous radio clocks of the transmitter and the receiver, the radio processing uncertainty 'td is a random variable with uniform distribution in the interval [0, 1/ fr]. Clock uncertainty 'ttx during a packet transmission results from the clock fre quency drifts, which are due to temperature and aging effects. In [21] 
As a result, the pmf P e of the time uncertainty 'te per hop can be calculated as the convolution of the pmfs of the aforementioned independent random variables. For a path of h hops, the probability mass function (pmt) of accumulated time uncertainty 't� can be obtained by h h� Pe = P e * .. ·*Pe· (12) For m independent paths, each of which consists h hops origi nated at the sink node, the maximum temporal displacement f1 is defined as f1 � max('t�) -min('t�) . The calculation of cumulative distribution function (COF) of f1 corresponds to the problem of finding the COF of the range of m independent identically distributed (i.i.d.) random variables. This is a well known order statistics problem, and the pmf has been shown in [22] . Fig. 5 illustrates the COF of the maximum temporal displace ment f1 when the density or the size of the network of worst case varies. We choose system settings of packet length 32 and clock frequency drift variance Op = 5ppm. Since flooding a same packet many times certainly increases the reliability of correct packets receptions, we require retransmission times N = 1 for fair performance evaluation. From Fig. 5 , it can be observed that the COF with m = 5,h = 6 is only 50%, which is intolerable for system design, not to mention the size or the density of the network increases. Indeed, in practice, the PRR might be better than the above worst case analysis. Increasing retransmission times N can also alleviate packet collisions problem to some extent. However, the above analysis indicates that constructive interference based flooding sutlers the scalability problem, which should be addressed. 
V. SCALABLE FLOODING WITH CONSTRUCTIVE INTERFERENCE
A. Constructive Interference based Flooding in Grid Networks
The aforementioned theoretical analysis provides a hint that the disclosed scalability problem has intimate relationship with the network topology. To address this problem, as a special case, network flooding in the grid topology is first analyzed. To help explain the packet propagation process, the term 'slave' stands for a receiver node. Since a slave node might have multiple parent transmitter nodes, the term 'master' represents the transmitter node dispatching the packet at the earliest time, while the term 'assistant' stands for the concurrent transmission nodes improving the packet reception. To start with, we make two general assumptions. First, the very moment when a slave receives a packet is determined by its master. Second, since a slave has at most two parent transmitter nodes in a grid topology network, the possibility for either parent transmitter becomes a master is 1/2. Fig. 6 illustrates constructive interference based network flooding process in a simple 4 x 4 grid topology. At first, the sink node No broadcasts a packet to one hop slave nodes NI and N2 at layer 1. After nodes NI and N2 successfully receive the packet, they forward the packet immediately and simultaneous ly to nodes at layer 2, so on and so forth. Considering node 13, its PRR equals to the CDF of maximum temporal displacement of packet transmissions between its parent transmitter nodes Ng and N9. It is noteworthy that, throughout this paper, we do not consider successful packet receptions due to destructive interference. We also do not study packet collisions due to bursty links and node failures such as receiver queue overflow, packets duplicate suppression, task failure of operating systems, etc. Slave node Ng also has two parents N4 and Ns, each of which has 1/2 possibility to become the master of Ng.
If node Ns becomes the slave node Ng's master, nodes Ng and N9 have the same master Ns, which forms the two hops independent path Ns -+ {Ng,N9} -+ NI3. With similar analysis, we can also obtain the three hops independent path N2 -+ {N4,Ns} -+ {Ng,N9} -+ NI3 and the four hops independent path No -+ {N[ ,N2} -+ {N4,Ns} -+ {Ng,N9} -+ NI3. The three independent paths cover all the circumstances that a common ancestor node floods a packet to node N13 through its parent nodes Ng and N9. Consequently, the CDF of the maximum temporal displacement 11 � O.5Jls between Ng and N9 equals to the summation of the CDF in each independent case. Let r�(l1 � t) be the CDF of the maximum time displacement 11 of a common ancestor node propagates a packet along m concurrent paths with h hops. With the same parameter settings as in section IV, the CDF of 11 � O.5Jls between node Ng and node N9 can be acquired as:
if the length of the transmission packet is 32, Q (O.5) can be computed with theoretical analysis in section IV. The PRR 99.2% of node NI3 indicates constructive interference based flooding is approximately reliable.
The following analysis calculates the packet reception per formance for a node far way from the sink node. Without loss of generality, an unbounded grid topology is considered and a representative pair of nodes Nw and Ny is selected, as illustrated in Fig.7 .
The LI (Manhattan) distance, dr, is defined as the summation of the lengths of the projections of the line segment between the points onto the coordinate axes in 2-dimension. For any path starting from node P to node Q along the edges in a grid network, the path is named as a LI path of nodes P and Q (expressed by xdP, Q)), if the length of the path equals to Manhattan distance dr(P, Q). If two L[ paths have no intersects in between (except for the end nodes), they are called a disjoint L[ path pair. The number of LI path between nodes P and Q is defined as PL(P, Q). The number of disjoint L[ path pairs from node P to node Q and node R to node S is denoted as OL(P,R;Q,S). If node P and node R are the same nodes, OL(P ; Q, S) is defined as the number of disjoint LI path pairs belonging to node P. The following lemmas can be obtained. Proof For nodes Wand Y receiving a packet from a common ancestor node Nc at layer i + 1, which is i + 1 LI distance away, the probability 0 i+1 (C; W, Y) equals to OL(C;W,Y) /2 2 ( i+ I ). The total probability with all common nodes at layer i + 1 can be calculated as Proof For constructive interference based flooding with IEEE 802.15.4 radio, since nodes near the sink node have better PRR performance than remote nodes, we only need to analyze the PRR performance of remote nodes. For a remote node P in a grid topology, its packet reception performance can be approximated as the scenario in an unbounded grid topology. With the same parameter settings as in section IV, the CDF of the maximum temporal displacement � :::; Tc between the node's master and assistant can be similarly calculated as Eq. (13). Note that, the division of <1>/ shows the conditional probability of packet receptions from all possible common transmitters in the grid topology. Therefore, the CDF r p is given by 1 1 I 1 2 1 3 1..,4 rp = -( 2"r2 + 4 2r2 + 6"r2 + 81 i + ... ) ;::: :;: 95.4%. (17) <1>/ 2 2 2 2
• Thus, lemma 3 indicates that, for constructive interference based flooding in a grid topology, no matter how many hops a node is from the sink node, it has at least 95.4% probability of successful packet reception. The implications of the conclusion are threefold. First, common parent nodes can efficiently allevi ate the accumulation of time displacements, which can reduce possible packet collisions for constructive interference based flooding. Although the time displacements of packets from remote common ancestors might accumulate along the flooding paths, they are eliminated by common intermediate nodes after the packet reception and retransmission process. Second, nearby parent nodes play a key role in the successful reception of a flooding packet. In the grid topology, a successfully received packet is much more probable from nearby parent nodes. Although remote common ancestors have more disjoint path pairs to the destination, those disjoint path pairs have lower probability to be chosen. Therefore, the total contribution for packet reception performance from remote common ancestors is low. Third, for constructive interference based flooding, packet propagations paths should interleave each other if possible. Multiple independent propagation paths with long hops should be avoided to reduce time displacement accumulation. 
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B. SCIF pro tocol
We further propose the SCIF protocol, which could be ap plied in a general uniformly distributed topology. For simplicity, we use the unit disk graph to model the wireless network, and assume the geographical locations of all nodes are known. We first construct a spine of a given topology through an automatic spine node selection process. We then implement network flooding on the spine in the same way as Glossy. Different from Glossy, SCIF requires that the nodes only receive the packets and keep silent, without retransmitting them again, if they do not belong to the spine. To construct the grid spine, we divide the deployment area into several grid cells, and dispatch a CellID ((4,4) , e.g.) for each cell. According to its geometric location, each node in the network determines which cell it belongs to. One cell selects at most one node as the spine node. Therefore, nodes belonging to the same cell contend to become a spine node through an automatic process. In this process, a node firstly broadcasts a message to ask whether there exists a spine node in this cell. If not, the node waits for a certain amount of time and declares itself as the spine node for its cell [3] . Other nodes in the cell declare themselves as the dominatees of the spine node. To guarantee the spine nodes form a connecting graph, the length of a grid cell is assigned as 0.5 of the communication range. With the proposed spine construction method, a virtual grid backbone is constructed, on which constructive interference based flooding has been shown to be scalable as the density or the size of the network scales. A spine node only forwards packets when the CellID matches the relay counter c in the packet. In this way, SCIF ensures that overheard packets don't destroy the rhythm of the whole flooding process. After each successful packet reception, the ordinary dominatees keep silent or enter the sleep state to save energy, without forwarding the packet. The pseudocode of SCIF is illustrated in algorithm I. .. 04 � .
.:.: To evaluate the effectiveness of the proposed SCIF protocol, we run extensive simulations in large-scale uniform distribut ed networks to compare the packet reception performance with Glossy, the state-of-the-art constructive interference based flooding protocol. For the fairness of the comparison, both protocols use the same theoretical model proposed in section IV. We also assume that all nodes use omnidirectional antennas and have the same transmission range. A broadcast packet can be received by nodes that are within the communication range of the transmitter. The communication range of a transmitter is assigned as 2, and nodes are uniformly distributed in a square area, with the number Ns varying from 400 to 4000 with a step of 400. The edge length of each grid cell is I and the length of the square area is varies from 5 to 40 with a step of 5. Other system parameters include: the length of packet payload 32, the variance of clock frequency drift Op = 5ppm, the threshold time displacement Tc = 0.511S (for IEEE 802.15.4 radio) and the retransmission times N = 1. Simulation results are averaged by 100 times, and are implemented on the Matlab7.11 platform. Fig. 8 and Fig. 9 illustrate the PRR performance as the density and the size of the network vary.
From Fig. 8 and Fig. 9 , it can be observed that SCIF outperforms Glossy in terms of the PRR performance. Fig. 8 demonstrates PRR versus node number Ns with fixed deployed square area length is = 10. As Ns increases, the density of the network increases, the PRR performance of Glossy decreases significantly while that of SCIF keeps nearly constant. Particu larly, when Ns = 4000, the PRR value of Glossy is 26% while the PRR value of Glossy is 97%. Fig. 9 shows PRR versus is with fixed node number Ns = 4000. Although the reception performance of SCIF decreases as the size of the network grows, its PRR value is higher than 96% (bounded by lemma 3, 95.4%). For Glossy, the PRR performance first drops when is ::; 10 and then increases when is > 10. We conjecture that the reason is when is ::; 10, the size of the network plays a more important role in the PRR performance than the density of the network. When is > 10, the increase of is adds up the sparseness of the network, and thus improves the PRR performance.
VII. CONCLUSION
Constructive interference based flooding is a nascent trend due to its ability to realize near-optimal network flooding laten cy and sub-microsecond time synchronization accuracy. With waveform analysis, we examine the root cause of constructive interference, which is previously observed in simulations and experiments only. We derive the closed-form PRR formu la and define IGF to quantitatively characterize constructive interference. We disclose the scalability problem, and show constructive interference based flooding is scalable (PRR lower bound 95.4%) in the grid topology with theoretical analysis. We further propose the SCIF protocol, which outperforms Glossy in terms of the PRR performance when the density or the size of the network grows. Future work including the performance measurements of SCIF in the real world large scale wireless sensor networks (e.g., the CitySee [6] project in Wuxi city, China, 4000+ nodes), and the exploitation of constructive interference in remote reprogramming, is under active research.
