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Abstract
Forecasting financial time series is regarded as one of the most challenging applications
of time series prediction due to their dynamic nature. However, it is the fundamental
element of most investment activities thus attracting the attention of practitioners and
researchers for many decades.
The purpose of this research is to investigate and develop novel methods for the pre-
diction of financial time series considering their dynamic nature. The predictive per-
formance of asset prices time series themselves is exploited by applying digital signal
processing methods to their historical observations. The novelty of the research lies in
the design of predictive filters by maximising their spectrum flatness of forecast errors.
The filters are then applied to forecast linear combinations of daily open, high, low
and close prices of financial time series.
Given the assumption that there are no structural breaks or switching regimes in a
time series, the sufficient and necessary conditions that a time series can be predicted
with zero errors by linear filters are examined. It is concluded that a band-limited
time series can be predicted with zero errors by a predictive filter that has a constant
magnitude response and constant group delay over the bandwidth of the time series.
Because real world time series are not band-limited thus cannot be forecasted without
errors, statistical tests of spectrum flatness which evaluate the departure of the spec-
tral density from a constant value are introduced as measures of the predictability of
time series. Properties of a time series are then investigated in the frequency domain
i
using its spectrum flatness. A predictive filter is designed by maximising the error
spectrum flatness that is equivalent to maximise the “whiteness” of forecast errors in
the frequency domain.
The focus is then placed on forecasting real world financial time series. By applying
spectrum flatness tests, it is found that the property of the spectrum of a linear
combination of daily open, high, low and close prices, which is called target prices, is
different from that of a random walk process as there are much more low frequency
components than high frequency ones in its spectrum. Therefore, an objective function
is proposed to derive the target price time series from the historical observations of
daily open, high, low and close prices. A predictive filter is then applied to obtain
the one-step ahead forecast of the target prices, while profitable trading strategies
are designed based on the forecast of target prices series. As a result, more than
70% success ratio could be achieved in terms of one-step ahead out-of-sample forecast
of direction changes of the target price time series by taking the S&P500 index for
example.
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Statement of Originality
As far as the author is aware, Chapter 3, Chapter 4, and Chapter 5 of this thesis
contains substantial parts which are original contributions to the area of forecasting
financial time series. All material in this thesis which is not my own work has been
properly acknowledged.
The following aspects of the thesis are believed to be original, with the most significant
contributions considered to be:
1. The proposal of sufficient and necessary conditions that a time series can be
predicted with zero errors by linear filters given the assumption that there are
no structural breaks or regime switching in the time series. It is concluded that
a band-limited time series can be predicted with zero errors by a predictive
filter that has a constant amplitude response and constant group delay over the
bandwidth of the time series. (Chapter 3)
2. The design of highpass and lowpass negative group delay filters that have approx-
imately constant negative group delay and magnitude response in the passband.
These negative group delay filters can be used to forecast band-limited signals
whose bandwidths are within the passband of the filters with zero errors. (Chap-
ter 3)
3. The design of linear predictive filters which maximise the spectrum flatness of
forecast errors. Especially, the design of linear predictive filters that maximise
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the Exponentially Weighted Standard Deviation Weighted Error Spectrum Flat-
ness that can be used to forecast time series which have structural breaks in the
in-sample data set. (Chapter 4)
4. The design of adaptive filters and hybrid filters implemented as a series of suc-
cessive linear predictive filters, which can be used to forecast time series that
have structural breaks in the out-of-sample data set. (Chapter 4)
5. The proposal of a target price concept which is defined as a linear combination
of open, high, low and close prices that has maximum predictability. The most
important property of a target price time series is that there are more low fre-
quency components than high frequency ones in its spectrum. Also, an objective
function is proposed to derive the target price series from historical observations
of daily open, high, low and close prices. (Chapter 5)
6. The design of forecast procedures for forecasting real world financial time series
which take into consideration of possible structural breaks. (Chapter 5)
7. The proposal of profitable trading strategies based on the one-step ahead forecast
of target prices time series. (Chapter 5)
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Chapter 1
Introduction
1.1 Financial Time Series
A time series is a sequence of observations taken at successive times. Time series fore-
casting1 methods attempt to discover patterns in historical data series and extrapolate
these patterns into the future. Forecasting financial time series involves projection of
time series such as stock prices/returns2, interest rates, inflation, exchange rates, etc,
into the future based on their historical values. Among them, forecasting asset prices
is one of the most important and most widely discussed topics in financial economics.
Understanding and forecasting asset prices are important for asset pricing and man-
agement, portfolio selection and optimization, option pricing, and risk management,
etc. Forecast accuracy is of great importance to investors as forecast is used for deci-
sion making. However, assets prices are influenced by economical, political and even
psychological factors [2] [61], which introduce high randomness into asset prices thus
making forecasting of an asset’s
1 Forecast is a prediction or estimation of an actual value in a future time period. Forecast and
prediction are typically used interchangeably.
2 Return is defined as the profit or loss of holding an asset in a particular period
1
price a difficult task.
Financial time series, or more specifically asset price/return time series, are charac-
terised by their complex nature. Firstly, asset price series behave nearly like random-
walk processes and asset return series behaves very much like white noise processes
(Figure 1.1 shows a typical time series of stock index prices and returns; Figure 1.2
shows the magnitude response of the return series). It implies that under this con-
dition the prediction is theoretically impossible [57]. Secondly, asset prices are char-
acterised by such features as non-linearity (see [1] and [51] for non-linearity) and
high non-stationarity. Thirdly, asset price/return time series have structural insta-
bility/structural breaks3, or in other words, “regime switching”, which implies the
behaviour of the series changes associated with events such as economic and financial
crises or abrupt changes in government policy [52] [111]. More detailed reviews of
stylised facts of asset prices and returns are give in [38] and [120].
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Figure 1.1: A time series of daily prices and returns of the S&P500
Because of aforementioned complex features of financial time series, forecasting fi-
nancial time series has been regarded as one of the most challenging applications of
3 Structural break is defined in [83] as an unpredictable event in which the relationship among the
variables in a model changes, and this change cannot be predicted in any sense from past data.
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Figure 1.2: Magnitude response of daily returns of the S&P500
time series forecasting. For a long time, it was thought that asset prices could not
be predicted by any methods better than the naive approach4 from historical obser-
vations, as current asset prices already reflect all the relevant information5. Thus the
current price is the best predictor of the future price given only past prices. However,
many studies has disputed the validity of the Efficient Market Hypothesis. It has
been shown in numerous research papers that by applying suitable models can lead to
somewhat successful predictions for asset returns, for example, the articles [24], [45]
and more recently [124]. The predictability of financial time series is investigated and
forecast methodologies are proposed for better prediction of asset prices than the naive
approach in the thesis.
Most research has been focused on forecasting price levels of assets and most trading
activities rely on price levels. However, recent articles show that the direction-of-
change forecasts can be made with success [58] [101] [36] [122]. Moreover, some recent
studies have suggested that trading strategies guided by forecasting direction changes
of asset prices are more effective and may generate higher profits [73] [75] [94]. In this
thesis not only the magnitude of asset prices/returns, but also the direction changes
of the asset prices will be addressed in terms of forecasting financial time series.
4 The naive approach simply uses the asset price of today as the forecast for the price of tomorrow
5 Efficient Market Hypothesis (EMH) states that information is instantly and efficiently incorporated
into asset prices, so it is impossible to use past information to foretell future price movements. The
EMH is discussed in details in Section 2.1.1.
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1.2 Motivation, Objectives and Contributions
Forecasting financial time series is regarded as one of the most challenging and im-
portant activities in finance and economics. It is the fundamental element of most
investment activities as accurate forecast will significantly benefit investors by guiding
decision making in terms of trading, asset management and risk management, etc.,
thus attracting attentions of practitioners and researchers for many decades.
Nevertheless, perfect asset price forecasts and easy gains from trading and asset man-
agement cannot and should not be expected because of the dynamic and complicated
nature of financial time series. Two fundamental questions should be answered for any
attempts to forecast a financial time series with a specific method and to benefit from
forecasting the financial time series:
1. Under what circumstance a specific financial time series could be better pre-
dicted using a specific method than the naive approach based on its historical
observations?
2. How to make profits by trading the underlying asset in the market taking ad-
vantage of the forecasts?
These two questions define two of the most important objectives of our research that
we will be discussed in details in this thesis. To evaluate the prediction performance of
a specific method in terms of forecasting financial time series, both asset price/return
levels and direction changes of asset prices are considered. The most commonly used
and natural threshold choice for the direction change is 50% [94], which implies that the
proposed model is unable to forecast the future market directions correctly. Instead,
the direction change predictability of proposed models is compared to that of the naive
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forecast to evaluate their performance in this thesis6. If the success ratio7 of forecasting
out-of-sample direction changes of the proposed method is higher than that of the naive
forecast or other benchmark methods, the proposed method is considered to be better
than the benchmark ones.
The purpose of this research is to investigate and develop novel methods for the pre-
diction of financial time series considering their dynamic and complex nature. The
predictive performance of asset prices time series themselves is exploited by applying
digital signal processing methods to their historical observations. The novelty of the
research lies in the design of predictive filters by maximising the flatness of forecast
errors spectrum and applying the filters to forecast linear combinations of daily open,
high, low and close prices of assets.
The main contributions of the thesis are as follows:
1. The proposal of sufficient and necessary conditions that a time series can be
predicted with zero errors by linear filters given the assumption that there are
no structural breaks or regime switching in the time series. It is concluded that
a band-limited time series can be predicted with zero errors by a predictive
filter that has a constant amplitude response and constant group delay over the
bandwidth of the time series. (Chapter 3)
2. The design of highpass and lowpass negative group delay filters that have approx-
imately constant negative group delay and magnitude response in the passband.
These negative group delay filters can be used to forecast band-limited signals
whose bandwidths are within the passband of the filters with zero errors. (Chap-
ter 3)
6 For comparison, the best performing method in [94] on out-of-sample monthly data of the S&P500
from 01/1989 to 12/2006 could achieve 61% success ratio.
7 Success Ratio (SR) is defined as the proportion of times that the direction changes in a time series
is correctly predicted by its forecast. SR is discussed in details in Section 2.4.2.
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3. The design of linear predictive filters which maximise the spectrum flatness of
forecast errors. Especially, the design of linear predictive filters that maximise
the Exponentially Weighted Standard Deviation Weighted Error Spectrum Flat-
ness that can be used to forecast time series with structural breaks in the in-
sample data set. (Chapter 4)
4. The design of adaptive filters and hybrid filters implemented as a series of suc-
cessive linear predictive filters, which can be used to forecast time series that
have structural breaks in the out-of-sample data set. (Chapter 4)
5. The proposal of a target price concept which is defined as a linear combination
of open, high, low and close prices that has maximum predictability. The most
important property of a target price time series is that there are more low fre-
quency components than high frequency ones in its spectrum. Also, an objective
function is proposed to derive the target price series from historical observations
of daily open, high, low and close prices. (Chapter 5)
6. The design of forecast procedures for forecasting real world financial time series
which take into consideration of possible structural breaks. (Chapter 5)
7. The proposal of profitable trading strategies based on the one-step ahead forecast
of target prices time series. (Chapter 5)
1.3 Thesis Outline
The remaining parts of the thesis consist of five chapters, organised as follows:
Chapter 2 provides background information on predictability of asset prices, which
includes the popular efficient market hypothesis, market efficiency/random walk tests
and spectrum flatness tests, literature reviews on current time series forecasting method-
ologies and model evaluation methods.
6
The sufficient and necessary conditions that a time series can be predicted with zero
errors by linear filters are presented in Chapter 3. The predictability of a linear filter in
terms of group delay is then exploited. Moreover, the methodology to design highpass
and lowpass negative group delay filters that have approximately constant negative
group delay and magnitude response in the passband is described.
Chapter 4 provides the predictive filter theory and coefficient estimation methods.
The design of linear predictive filters by maximising the spectrum flatness of forecast
errors, including Standard Deviation Weighted Spectrum Flatness and Exponentially
Weighted Standard Deviation Weighted Spectrum Flatness are then presented, and
simulation results are also given. In addition, the design of adaptive filters and hybrid
filters is introduced for a time series that has structural breaks in the out-of-sample
data set. Furthermore, a theorem that shows whether a proposed predictive filter is
better than the naive forecast in terms of their upper bounds of forecast errors is also
presented in this chapter.
A novel concept - target price time series is proposed in Chapter 5. An objective
function is proposed to derive the target price series from historical observations of
daily open, high, low and close prices which has maximum predictability. Chapter
5 also presents forecast procedures for forecasting real world financial time series.
Furthermore, trading strategies are proposed based on the one-step ahead forecast
of target price time series and applied to the S&P500 index. Empirical results and
profitability analysis are also given.
Finally, Chapter 6 provides a summary of contributions of the thesis, as well as conclu-
sions presented throughout the thesis. Also, it presents some ideas for further research,
improvements and investigation, as a future work of the thesis.
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Chapter 2
Background
2.1 Predictability of Asset Prices
Whether an asset’s price can be predicted has been debated for decades. First defined
in [44], the weak form Efficient Market Hypothesis (EMH) states that current asset
prices already reflect all the relevant information and thus it is impossible to outper-
form the overall market by using past information. This implies that given only past
prices, the current price is the best predictor of future prices, and the price change is
expected to be zero. This is agreed with the Random Walk Hypothesis (RWH) [66],
which suggests that the movement of stock prices follows a random walk1 process.
Therefore it is impossible to predict future asset price movements using past ones.
The EMH seems not to be completely convincing for many economists. Since stock
prices clearly do not fully reflect a company’s future performance in many cases, it
is possible to make profits by predicting the short-term stock prices considering pre-
dictor variables such as the dividend yield, the price-earning ratio, or macroeconomic
variables such as inflation and interest rates [18]. Moreover, recent work has disputed
1 Here, random walk means that stock price changes are independent and identically distributed
(i.i.d) which implies that the best prediction of future stock prices is the last available one.
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the validity of EMH. Many studies analyse market efficiency by testing the stationary
of daily close prices or market values at given points of time [77]. It has been shown in
numerous research papers that applying suitable models can lead to somewhat success-
ful predictions. The early literature which gives evidences that stock prices/returns
are predictable with the help of some financial variables including, e.g. [24], [26], [46],
[45], [81] and more recently [74] and [124].
A widely used test of weak-form efficiency is to examine whether asset prices follow
a random walk - a test that can be used with individual assets or stock indices. The
RWH has two testable implications. First, asset prices are not predictable using past
price information. Second, the variance of asset returns is linearly associated with the
holding period. The former can be tested by examining the serial correlation structure
of asset returns using Portmanteau tests (Section 2.1.2), while the latter using Variance
Ratio tests (Section 2.1.3) [68].
2.1.1 Efficient Market Hypothesis
The EMH has been known as one of the cornerstones of modern financial economics.
Fama [44] first defined an efficient financial market as “one in which security prices
always fully reflect available information”. In a more general way, Jensen et al. [64]
defined market efficiency as “a market is efficient with respect to information set θt if
it is impossible to make economic profits by trading on the basis of information set θt”.
According to the EMH, information is immediately and efficiently incorporated into
asset prices so that it is impossible to use past information to forecast future price
movements. This implies that given only past prices and return data, the current
price is the best predictor of future prices, and the price change is expected to be zero.
Fama identified three levels of market efficiency [44]:
• Weak form efficiency states that prices of assets instantly and fully reflect all
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information of past prices, which implies that future price movements are deter-
mined entirely by information not contained in the price series thus following a
random walk process.
• Semi-strong form efficiency states that asset prices fully reflect all of the publicly
available information. Therefore, only investors with additional inside informa-
tion could have advantage on the market.
• The strong form efficiency states that asset prices fully reflect all of the pub-
lic and inside information available. Therefore, no one can have advantage on
the market in predicting prices since there is no data that would provide any
additional value to the investors.
Kendall [66] was the first to suggest that the movement of stocks follows a random
walk process, which led to the creation of the RWH, which is closely related to the
weak form EMH.
2.1.2 Portmanteau Test
In time series analysis, the portmanteau test is a statistic test of autocorrelation in
residuals of a forecast model. A common portmanteau test is the Box & Pierce Q
Statistic [21],
Q = n
h∑
k=1
γ2k (2.1)
where γk is the autocorrelation coefficient for lag k (Equation 2.12), h the maximum
lag being considered and n the number of observations in the series. Initially, the
Box-Pierce Q test is designed for testing residuals from a forecast model. If residuals
are white noise2, the statistic Q has a chi-square (χ2) distribution with h−m degree
2 white noise is a random signal with a flat PSD.
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of freedom where m is the number of parameters in the model which has been fitted
to the data. An alternative portmanteau test is the Ljung-Box Q? Statistic [78],
Q? = n(n+ 2)
h∑
k=1
(n− k)−1γ2k (2.2)
Q? has a distribution closer to the chi-square distribution than does the Q statistic.
The Q (or Q?) test is designed for testing whether the first h autocorrelations of a
time series (or residuals) are zero. However, when the series presents some kind of
non-linear dependence, such as conditional heteroskedasticity3, the Q (or Q?) test is
no longer valid. Therefore, in order to verify a random walk process for a non-linear
time series whose successive observations are possibly dependent even if uncorrelated,
it is necessary to consider Variance Ratio tests.
2.1.3 Variance Ratio Test
The Variance Ratio (VR) test is widely used in literature to test market efficiency.
It is based on the property that the variance of increments of a random walk process
{xn} is linear in the sampling interval4. That is, the variance of {xn − xn−2} is twice
the variance of {xn − xn−1}. According to [79], the VR is defined as the ratio of 1/k
times the variance of the k-period return of a price time series to the variance of the
one period return, should be equal to 1 for all values of k. Suppose that xn is an asset
return at time n, where n = 1, 2, ..., N . Following [133], VR, denoted as VR(k), can
be expressed as
VR(x; k) =
{
1
Nk
∑N
n=k+1(xn + xn−1 + ...+ xn−k − kµˆ)2
}
1
N
∑N
n=1(xn − µˆ)2
(2.3)
3 Heteroskedasticity means the variance of a series changes over time
4 V R = 1 is a necessary, but not a sufficient condition of random walk as time series recognised as
non-random walk by VR test are only subset of non random walk processes.
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where µˆ = 1
N
∑N
n=1 xn. The RWH requires that VR = 1. An estimated VR < 1
implies negative serial correlation (mean reversion), while VR > 1 implies positive
serial correlation (mean aversion). In the following subsections, the notation used in
[59] is adopted to formulate two conventional VR tests, i.e. Lo-MacKinlay VR test
and Chow-Denning VR test.
2.1.3.1 Lo-MacKinlay VR Test
If {xn} is independent and identically distributed (i.i.d), then under the null hypothesis
that VR(k) = 1, the test statistic
M1(x; k) = (VR(x; k)− 1)
(
2(2k − 1)(k − 1)
3kN
)− 12
(2.4)
follows the standard normal distribution asymptotically. If {xn} exhibits conditional
heteroscedasticity, under null hypothesis that VR(k) = 1, the test statistic
M2(x; k) = (VR(x; k)− 1)
k−1∑
j=1
[
2(k − j)
k
]2
δj
− 12 (2.5)
where
δj =
∑N
n=j+1(xn − µˆ)2(xn−j − µˆ)2[∑N
n=1(xn − µˆ)2
]2 (2.6)
follows the standard normal distribution asymptotically as well. By applying the test,
Lo & Mackinlay [79] rejected the random walk hypothesis for weekly stock market
returns of U.S. Extensive Monte Carlo results reported in [80] suggest that, the M2
test (Equation 2.5) performs better than the Box-Pierce test of serial correlation.
2.1.3.2 Chow-Denning VR Test
The Lo-MacKinlay test is an individual test where the null hypothesis is tested for an
individual value of k. Its weakness lies in that it ignores the joint nature of testing for
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the RWH thus the probability of incorrect rejection of the true null hypothesis can be
much larger than the chosen level of significance [59]. To avoid this problem, Chow &
Denning [35] proposed a joint test as follows.
Under the null hypothesis, VR(ki) = 1 for i = 1, ..., l against the alternative hypothesis
that VR(ki) 6= 1 for some i. The Chow-Denning test statistic is
MV1 =
√
N max
1≤i≤l
|M1(x; k)| (2.7)
where M1(x; k) is defined in Equation 2.4. Similarly, the heteroskedasticity-robust
version of the Chow-Denning test MV2 can be written as
MV2 =
√
N max
1≤i≤l
|M2(x; k)| (2.8)
whereM2(x; k) is defined in Equation 2.5. The Chow-Denning test is based on the idea
that the decision regarding the null hypothesis can be made based on the maximum
absolute value of the individual VR statistics. The null hypothesis is rejected at α
level of significance if the MV1 statistic is greater than the (1 − (α?/2))th percentile
of the standard normal distribution where α? = 1− (1− α)1/l.
2.2 Spectrum Flatness Test
The power spectrum is able to reveal repetitive patterns and correlation structures in
a signal process. According to [128, Chapter 9], the more correlated or predictable
a signal5 is, the more concentrated its power spectrum is and, conversely, the more
random or unpredictable a signal, the wider the spread of its power spectrum is.
Therefore the power spectrum of a signal can be used to exploit predictive patterns in
the signal process, thus it is crucial in time series forecasting.
5 Signal is used interchangeable with time series in the thesis.
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The spectrum flatness test is initially designed to test the departure of spectral density
of estimation errors from a constant value. According to [43], if the time series {xn} is
independent and identically distributed (i.i.d), its spectral density would be a constant,
while the converse is not true except where {xn} is a Gaussian series. Therefore the
test can be used to check for independence only in the Gaussian case while serial
uncorrelation otherwise.
Denote ϕ(θ) the power spectral density (PSD), the distance of randomness [43] is
defined as
D(ϕ) = log
 12pi
piˆ
−pi
ϕ(θ)dθ
− 12pi
piˆ
−pi
logϕ(θ)dθ (2.9)
as a measure of spectrum flatness.
In the discrete form, D(ϕ) can be represented as
D(ϕ) = log
(
1
N
N−1∑
k=0
ϕk
)
− 1
N
N−1∑
k=0
logϕk (2.10)
where ϕk is the sample power spectral density
ϕk =
N∑
n=−N
γne
− 2pii2N+1kn (2.11)
and γn is the sample autocorrelation function (ACF)
γn =
1
N − |n|
N−1∑
m=0
xmxm+n, n = 0,±1,±2, ...,± (N − 1) (2.12)
D(ϕ) has the following properties:
1. D(ϕ) > 0 for all ϕ(θ) > 0, θ ∈ [0, 2pi]
2. D(λϕ) = D(ϕ) for all λ > 0
3. D(ϕ) = 0 if and only if ϕ(θ) = c, where c is some positive constant.
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The first property is justified by Jensen’s inequality6. The third property shows that
the minimum D(ϕ) = 0 is reached if and only if the power spectral density is a positive
constant over the whole bandwidth of its spectrum, which implies white noise7.
McElroy & Holan [88] improved D(ϕ) by proposing a spectral variance of the logged
spectral density to measure a spectral density’s departure from constancy
ψ(ϕ) = 12pi
piˆ
−pi
log2 ϕ(θ)dθ −
 12pi
piˆ
−pi
logϕ(θ)dθ

2
(2.13)
ψ(ϕ) can be represented in the discrete form as
ψ(ϕ) = 1
N
N−1∑
k=0
log2 ϕk −
(
1
N
N−1∑
k=0
logϕk
)2
(2.14)
ψ(ϕ) has the same properties as D(ϕ) while an exclusive property: ψ(ϕ) = ψ( 1
ϕ
),
which has the benefit that if ϕ(θ) is the spectrum of model errors, peaks and valleys
in ϕ(θ) are equally persuasive in indicating departures from whiteness.
Taking advantage of both spectrum flatness tests, we could determine the randomness
of a time series in terms of its power spectral density’s departure from constancy and
exploit the predictability of a time series from its power spectrum.
6 if f is a convex function on [a, b], for {xn}Nn=1 ∈ [a, b], and {pn}Nn=1 with pn ≥ 0 and
∑N
n=1 pn = 1,
then f
(∑N
n=1 pnxn
)
≤ ∑Nn=1 pnf (xn) with equality iff p1 = p2 = ... = pn. The inequality is
reversed if f is concave.
7 White noise is defined as a random process with equal power at all frequencies. In practice, we
consider a band-limited noise process, with a flat spectrum covering the defined frequency band of
a white noise process.
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2.3 Time Series Forecasting Methodology
According to [87], there are two major types of forecasting models: time series and
explanatory models. Time series models treat a model as a black box and make no
attempt to discover factors affecting behavior of a time series, while explanatory models
assume that a variable to be forecasted exhibits an explanatory relationship with one
or more independent variables thus trying to discover the form of the relationship and
use it to forecast future values of the variable. In this research, we only consider time
series models by applying signal processing methods.
In the context of time series forecasting, linear time series prediction methods analyse
historical data and attempt to approximate future values of a time series as a linear
combination of historical data. Linear prediction models [126] and ARMA models
are both linear models that can be used for forecasting asset prices. Since linear
prediction model is equivalent to the autoregressive (AR) model, which is a special case
of ARMA model, we only discuss ARMA models in this section. In addition, there
are other existing models and techniques in literature that can be used for time series
forecast, such as time-varying coefficients model, artificial neural network and wavelet
transform. A selected literature review is listed in this section. A comprehensive review
of time series forecasting is given in [41]. Moreover, more than 100 related published
articles that focus on techniques applied to forecast stock markets are surveyed and
summarised in [13].
George Box famously wrote that “essentially, all models are wrong, but some are
useful” [19]. It implies that none of these models can completely represent the reality,
but some of them are useful to interpret the reality. Accordingly, the different time
series forecasting methodologies are able to explain different aspects of real world time
series, or certain types of real world time series. But none of them can be applied
universally to all the real world time series. Therefore, in reality, it is necessary to
carefully select a forecast methodology for a certain time series.
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2.3.1 ARMA Models
First proposed in [20], the Autoregressive Moving Average (ARMA) model provides
a parsimonious representation of any stationary stochastic process. Given a time
series {xn}, the ARMA model consists of two parts, an autoregressive (AR) part and
a moving average (MA) part. The model is usually referred to as the ARMA(p, q)
model where p is the order of the autoregressive part and q the order of the moving
average part.
AR(p) refers to the autoregressive model of order p.
xn =
p∑
i=1
φixn−i + en (2.15)
where φi is a constant and en white noise error. If we define an autoregressive operator
of order p by φ(B) = 1 −∑pi=1 φiBp, the AR model can be written economically as
φ(B)xn = en, where B is the backward shift operator, which is defined by Bxn = xn−1,
then Bmxn = xn−m.
MA(q) refers to the moving average model of order q:
xn =
q∑
i=1
θien−i + en (2.16)
where θi is a constant and en the error term. If we defined a moving average operator
of order q by θ(B) = 1 + ∑qi=1 θiBq, the MA model can be written economically as
xn = θ(B)en.
ARMA(p, q) refers to the model with p autoregressive terms and q moving average
terms. This model contains the AR(p) and MA(q) models,
xn =
p∑
i=1
φixn−i +
q∑
i=1
θien−i + en (2.17)
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or
φ(B)xn = θ(B)en (2.18)
Equation 2.17 can also be represented in z-domain as
(
1−
p∑
i=1
φiz
−i
)
X(z) =
(
1 +
q∑
i=1
θiz
−i
)
E(z) (2.19)
Therefore, an ARMA series is the output of filtering a white noise process {en} with
a causal linear filter H(z) with p poles and q zeros
H(z) = 1−
∑p
i=1 φiz
−i
1 +∑qi=1 θiz−i (2.20)
By allowing differencing of the time series, the ARMA model can be extended to
an Autoregressive Integrated Moving Average (ARIMA) model that is able to handle
non-stationary series with trends and seasonal components. The model is generally
referred to as an ARIMA(p, d, q) model where d refers to the order of integrated parts
of the model.
φ(B)∇dxn = θ(B)en (2.21)
where the backward differencing operator ∇ is defined as:
∇xn = xn − xn−1 = (1−B)xn (2.22)
Some well-known special cases arise naturally. For example, an ARIMA(0, 1, 0) model
is given by xn = xn−1 + en, which is a random walk process. Also, ARIMA(0, 0, 0) is
simply a white noise process. If a seasonal effect is suspected in the model, a SARIMA
(seasonal ARIMA) model in [20] can help capture the seasonality in a time series. The
general form of SARIMA model is denoted as ARIMA(p, d, q)(P,D,Q)s, where s is
the number of periods per season.
18
For order identification and model selection, Akaike’s Information Criterion (AIC)
proposed in [5] is normally employed to overcome the problem of overfitting, which
implies that the Mean Square Error (MSE) can be made smaller simply by increasing
the number of parameters in the model in the ARIMA case. Bayesian Information
Criterion (BIC) [112] and Final Prediction Error (FPE) [4] are also commonly used
for model selection (See [22] for details). The ARMA model are applied in the early
research for forecasting financial time series such as [48], [116], [25], and most recently
for forecasting emerging market stocks by [91], [33], [113] and [28], etc.
2.3.2 Time Varying Coefficients Models
Time varying coefficients model is a particular class of functional coefficient models
or more generally varying coefficients models. A selective overview on the major
methodological and theoretical development on the varying coefficient models are given
in [47]. In the simplest form, a functional coefficient autoregressive (FCAR) models
is an AR model in which AR coefficients are allowed to vary as a function of another
variable, such as lagged value of time series itself (e.g. Equation 2.24) or a variable
exogenous to the time series. The functional form is usually left unspecified and
estimated non-parametrically using kernel methods. These types of models are first
introduced in [30] and have been further investigated, for example, in [31] and [23].
The simplest time-varying coefficients can be written as
xn = αnxn−1 + n (2.23)
αn = a0 + a1αn−1 + νn (2.24)
where αn is time-varying AR coefficient, n and νn are white noise terms. One of
the advantages of time-varying coefficient model is that non-linear time series can be
represented by a deterministic time-varying coefficient model without first specifying
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the nature of the non-linearity.
The time variation in coefficients is tested in [6] in an ad-hoc way by splitting their
entire sample into different sub-periods. The authors clearly document the time vary-
ing pattern of coefficients, and find stock returns are predictable by dividend yields
and short rates at short horizons. In [40], the authors show that empirical evidence
supports the existence of time variation in regression coefficients and identified in-
sample stock return predictability but failed to unambiguously show the existence or
non-existence of out-of-sample predictability. In term of forecast, the multi-step ahead
forecasting using uni-variate and multivariate functional coefficient VFCAR model is
presented in [54]. Their empirical results indicate that the bootstrap method ap-
pears to give slightly more accurate forecast results than naive plug-in predictor and
multistage predictor. In contrast to conventional time-varying coefficient models, A
F-ARMA model is proposed in [82] and the authors argue that under very weak con-
ditions the behavior of the AR coefficient can be exactly represented by a sufficiently
long Fourier series. To forecast non-stationary process, Korale & Constantinides [70]
propose an Endomorphic model which is a multistage analysis where the parame-
ters are decomposed into successive AR processes whose coefficients are updated via
adaptive equations constrained on prediction errors.
One potential limitation of time varying coefficients models is that cumulative errors
from multistage estimations, i.e., n and νn, etc.. could be greater than errors from a
constant coefficients model because it is more difficult to specify and estimate varying
coefficients models than constant coefficients ones. Thus it is necessary to consider
the tradeoff between the gain from forecasting using the model and the difficulty of
specifying and estimating the model for a specific time series.
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2.3.3 Artificial Neural Network
Application of Artificial Neural Network (ANN) in forecasting financial time series is
dramatically increasing in recent years. The main idea of ANNs is that inputs get
filtered through one or more hidden layers each of which consists of hidden units, or
nodes, before they reach the output. The intermediate output is related to the final
output [41].
The most important advantage of an ANN is its ability to learn from data through
adaptively changing its structure based on external or internal information that flows
through the network during the learning phase and generates output variables based
on its learning. Another valuable quality is the non-linear nature of ANNs. ANNs
are non-linear statistical data modeling tools which can be used to model complex
relationships between inputs and outputs or to find patterns in data. Therefore, ANNs
can adapt to irregularities and unusual features in a time series of interest in situations
where an explicit model-based approach fails.
ANNs have been popularly applied for forecasting financial time series. A good early
survey is given in [135] and a comprehensive review of the ANNs and their applications
in various aspects in finance such as bonds, inflation, bank failures, etc., is given in [89].
Qi & Zhang [105] investigate how to best model trend using ANNs and apply ANNs
to forecast the real gross national product (GNP) series. They find that differencing
data first is the best practical approach to build an effective ANN forecasting model
for most real-world time series. ANNs are used in [97] for one-step ahead prediction
of weekly Indian rupee/US dollar exchange rate, and the authors find that ANNs
have superior in-sample forecast than linear autoregressive and random walk models
- ANNs outperform random walk by five out of six evaluation criteria and beat the
linear autoregressive model by four out of six evaluation criteria in out-of-sample
forecasting. A hybrid model combining ARIMA and ANN is used in [67] to forecast
GBP/USD exchange rate, and they find that for short-term forecasting (1 month),
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both ANN and hybrid models are much better in accuracy than the simple random
walk model. The ANN model gives a comparable performance to the ARIMA model
and the hybrid model outperforms both ARIMA and ANN models for longer time
horizons (6 and 12 month). More hybrid forecasting models using ARIMA and ANNs
have been proposed and applied to forecast financial time series with good prediction
performance, for example, [9], [96], [29], [129], etc.
A disadvantage of ANNs is that they do not allow much understanding of data be-
cause there are not explicit models. They provide a “black box” approach to forecast.
Another drawback of ANN methods is the danger of overfitting problem of in-sample
training data [72]. The ANN trained on in-sample data performs reasonably well in
terms of in-sample goodness-of-fit tests, for out-of-sample ones only if there are no
structural breaks in the out-of-sample data set. Other drawbacks that have been crit-
icised include excessive training time, and large number of parameters that must be
experimentally selected to generate good forecast [15].
2.3.4 Wavelet Transform
Wavelet analysis is capable of revealing aspects of data that other signal analysis tech-
niques miss, aspects like trends, breakdown points, discontinuities in higher deriva-
tives and self-similarity. This makes it suitable for the analysis of non-linear and
non-stationary financial time series. Moreover, the wavelet transform is able to de-
compose a time series into multiple resolution constituent time series. According to
[49], wavelet methods provide insight into the dynamics of financial time series be-
yond that of standard time series methodologies. In addition, the authors of [76]
argue that since the wavelet coefficients obtained can indicate local characteristics of
a non-stationary time series at the time-scale space, to identify system states, in prac-
tice, one often extracts features based on wavelet coefficients. According to [106], the
benefits of a wavelet approach to the analysis of economic and financial data include
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the flexibility in handling very irregular data series, time-scale decomposition of data
and a non-parametric representation of each individual time-series, and determining
whether a time series can be forecasted at corresponding forecast horizon. A selective
review on wavelet techniques is provided in [106] in these fields.
Early approaches of forecasting using wavelets are discussed in [8] and [14], respec-
tively. The main idea of [8] is to decompose a signal into its time-scale components
and then to treat each approximation at each time-scale as a separate series. Each
component is forecasted using the ARIMA method. The final forecast for the com-
plete series is obtained by adding up component forecasts. The research focuses on
three components: trend, seasonal fluctuations and noise. The major innovation of
[14] is to analyse individual time decompositions by ANNs and to base forecasts on
neural-network estimates. In [108], the original time series is divided to multiresolu-
tion ones and then forecasted separately. These forecasts are then combined to achieve
an aggregate forecast for the original time series. Very similar ideas are investigated in
[92]. They apply a discrete wavelet transform to decompose a time series and then to
forecast independently at each resolution level. The results indicate that the multires-
olution approaches outperform the traditional single resolution approach in modeling
and forecasting. There are a few other applications of wavelet transform to forecast
financial time series in recent research, for example, [60], [110], [71], etc.
The major disadvantage of decomposition with wavelet transform is that cumulative
errors from forecasts at each resolution level could be greater than those of forecasting
the original time series directly. Therefore, it is necessary to investigate under which
situation a decomposition method with wavelet transform outperform single resolution
approaches.
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2.3.5 Interval Time Series
The early research on time series forecasts has focused on single-valued time series,
i.e. series where every observation at each time point is a single value, such as daily
close price. Over recent years the modelling and forecasting interval time series (ITS)
has received considerable attention. An interval of a financial time series is defined by
its upper and lower bounds, i.e., the daily high H and low prices L, as xn = [Ln, Hn],
or equivalently by its center cn = Hn+Ln2 and radius rn =
Hn−Ln
2 , as yn = 〈cn, rn〉.
An interval time series {xn} is then a time series where the variable observed through
time is an interval variable.
One of the main advantages of interval time series forecasting is that it avoids the
major drawback of point forecast of single-value financial time series, which is the
neglection of volatility and variability information reflected by daily high, low prices.
For example, for a given asset, the historical volatility information could be used as
explanatory variable to forecast the last interval variables. The variability information
which is changes of prices in a daily session (i.e., intraday prices) would give more
information than the daily close price that neglects the intraday variability to forecast
a financial time series.
The primer approach to forecast interval time series is presented in [12]. “ITS should
be expressed in terms of their upper and lower bounds, or of their center and radius
series. Each of these series should be independently analysed using classical time
series analysis methods to find the pattern (trend, cycle and seasonality) including
possible non-linearity. Then, it should be determined which pair of series is going to
be forecasted and the forecasting method for each one; moreover, if appropriate, a
multivariate method can be applied. Then, the value of the parameters of the chosen
method should be estimated minimizing an ITS error measure in the training set.
Finally, the accuracy of the calibrated method has to be corroborated with the test
set.”
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Besides the primer approach, different approaches have been introduced to forecast
interval financial time series. The linear interval methods are proposed in [53] and
[56] to forecast annual and quarterly S&P500 index variability, and weekly GBP/USD
spot rate, respectively, and both found that the forecasting accuracy is significantly
higher than the point forecast. The uni-variate or multivariate forecasting methods
are applied in [11] using classic forecasting methods include exponential smoothing,
the k-NN algorithm and the multilayer perception to forecast the daily DJIA index
and EUR/USD spot rate, and the forecast results agree with the results obtained in
[56]. A further study of uni-variate methods can be found in [85], where ITS are
forecasted using ARIMA models, hybrid ARIMA and neural network models in [134],
and a non-linear threshold model in [109]. Additional information on multivariate
models is available in [34] and [27].
The advantages and disadvantages of aforementioned methodologies can be briefly
summarised in Table 2.1:
Advantages Disadvantages
ARMA explicit model specification cannot catch dynamics/non-linearity
effectively an IIR filter
catch dynamics/nonstationarity/non-linearity cumulative errors from the multistage estimation
TVC explicit model specification inherited disadvantages of applied models
analyse data at multistage at multistage
catch dynamics/nonstationarity/non-linearity no explicit model specification
ANN catch in-sample structural breaks overfitting
excessive training time
catch dynamics/nonstationarity/non-linearity cumulative errors from the multiresolution estimation
WT analyse data at multiresolution inherited disadvantages of applied models
at multiresolution
ITS include volatility and variability information inherited disadvantages of applied models
Table 2.1: Time series forecast methodologies
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2.4 Forecast Evaluation
2.4.1 Standard Statistical Measure
Forecasting accuracy refers to “goodness of fit”, which refers to how well the forecasting
model fit a set of observations. Forecasting accuracy is regarded as an “optimist’s
term for forecast errors” in [10]. A forecast error represents the difference between the
forecast value and the actual value. If xn is the actual observation at time n and xˆn
is the forecast for the same period, then the forecast error is defined as
en = xn − xˆn (2.25)
Usually, xˆn is the one-step ahead forecast so that en is the one-step ahead forecast
error.
According to [63], there are five categories of accuracy measures: scale-dependent mea-
sures, measures based on percentage errors, measures based on relative errors, relative
measures and scaled errors. The commonly available statistical accuracy measures are
summarised in category in Table 2.2:
Abbrev. Name Category
MSE Mean Square Error scale-dependent measures
RMSE Root Mean Square Error scale-dependent measures
MAE Mean Absolute Error scale-dependent measures
MAPE Mean Absolute Percentage Error measures based on percentage errors
MRAE Mean Relative Absolute Error measures based on relative errors
Theil’s U Theil’s U -statistic relative measures
MASE Mean Absolute Scaled Error scale error
Table 2.2: Statistical accuracy measures
The scale-dependent measures MSE, RMSE and MAE are commonly used when com-
paring different methods on the same set of data. However it is not applicable when
comparing forecast performance across different data sets. MAPE has the advantage
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of being scale-independent and thus being frequently used to compare forecast per-
formance across different data sets. However, it is infinite or undefined if xn = 0 for
any n. The relative error measure MRAE has the same drawback as percentage error
measure. Therefore, one can use relative measure Theil’s U -statistic proposed in [121]
rather than relative errors. The U -statistic essentially compares the performance of a
forecast against a naive one-step ahead forecast. The problem of relative measures is
that it can only be computed when there are several forecasts on the same series so
that it cannot be used to measure out-of-sample forecast accuracy at a single forecast
horizon [63]. To solve the problem, Hyndman & Koehler [63] proposed a scale error
model by scaling the absolute error based on the in-sample MAE from a benchmark
forecast method. Assuming the benchmark method is the random walk model, then a
scale error is defined as
qn =
en
1
N−1
∑N
i=2 |xi − xi−1|
(2.26)
which is independent of the scale of data. A scaled error is less than one if it arises from
a better forecast than the average one-step benchmark forecast computed in-sample.
Conversely, it is greater than one if the forecast is worse than the average one-step
benchmark forecast computed in-sample. The Mean Absolute Scaled Error is defined
as
Mean Absolute Scaled Error (MASE) = mean(|qn|) (2.27)
The only circumstance under which the MASE would be infinite or undefined is when
all historical observation {xi} are equal.
In addition to the standard statistical measures, the Diebold-Mariano test proposed
in [42] compares the forecast accuracy of two forecast methods based on the null
hypothesis of no difference in the accuracy of two alternative forecasts. The Diebold-
Mariano statistic is a significance test on whether a forecast method significantly
outperforms the benchmark with respect to out-of-sample prediction errors. However,
the Diebold-Mariano statistic can only be used for model selection when a forecast
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method is “significantly” better than the benchmark, thus it is not useful for method
comparison when forecasting the magnitude of a financial time series using linear
models which often have similar performance. It is found in [39] that basing the
choice of prediction models on such significance tests is problematic, as this practice
may favor the null model, usually a simple benchmark.
Considering the pros and cons of those statistical accuracy measures, MSE are chosen
for performance comparison on the same set of data and MASE for comparison across
data sets in the research.
2.4.2 Success Ratio Test
Distinct from other time series, direction changes of asset prices are of great interest.
Sometimes financial practitioners are more interested in direction changes of future
asset prices than their magnitudes as trading strategies guided by forecasting direction
changes of asset prices are more effective and may generate higher profits [73] [75] [94].
So the Success Ratio (SR) test is extremely important to measure the performance of
different forecast models. The SR test is based on the proportion of times that the
direction of change in a price time series {xn} is correctly predicted by the forecast
{xˆn}8
SR = 1
N
N∑
n=1
HS ((xn+1 − xn) · (xˆn+1 − xn)) (2.28)
where N is the length of the price time series {xn}, xˆn the prediction of xn, and HS is
the modified Heaviside function defined as:
HS(x) =

1, if x > 0
0, otherwise
(2.29)
8 The definition of SR is conservative as it does not count the case when xn+1 = xˆn+1 = xn.
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If {xn} is a return time series, SR is defined as9,
SR = 1
N
N∑
n=1
HS (xn+1 · xˆn+1) (2.30)
The ultimate goal of financial time series forecasting is to gain a significant outcome
from the viewpoint of profit maximisation rather than minimisation of statistical mea-
sures. Therefore, in the context of financial time series forecasting, the out-of-sample
sign test that is tied to profitability of one’s trading decision making is more important
than statistical measures and significance tests. The Directional Accuracy (DA) Test is
a nonparametric significance test that is proposed in [99] which focuses on the correct
prediction of direction changes in a time series. The DA Test is further improved in
[50] and [101] to exploit economic value of the forecast and deal with structural breaks
in a data sample. The DA test is a popular test on direction changes in financial time
series, e.g., see [100], [106], [104], [102], etc.
2.4.3 In-Sample vs Out-of-Sample Test
For a given forecasting method, the in-sample test which fits a model of interest using
all available historical data is likely to understate forecasting errors thus overestimating
its predictability. With in-sample test, model selection and estimation are designed to
calibrate a forecasting procedure to the historical data, whose pattern may not persist
into the future. Moreover, models selected by best in-sample fit may not best predict
out-of-sample data. Therefore, out-of-sample tests are used by forecasters to assess the
goodness-of-fit of proposed models. An out-of-sample evaluation of forecast accuracy
begins with the division of the historical data series into a fit period (in-sample data
set) and a test period (out-of-sample date set). The fit period is used to identify and
9 It is worth noticing that the naive forecast of a return time series has xˆn+1 = 0 for all n, therefore
SR = 0 according to this definition. In this thesis, SR = 1N
∑N
n=1HS (xn+1 · xn+2) are used as SR
of naive forecast
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estimate a model while the test period is reserved to assess the model’s forecasting
accuracy. A good review of out-of-sample tests for forecasting accuracy is given in
[119].
2.5 Summary
This chapter provided background information on predictability of asset prices, which
includes the popular efficient market hypothesis, market efficiency/random walk tests
and spectrum flatness tests. The literature review on current time series forecast
methodologies and model evaluation methods is also given.
The EMH states that current asset prices already reflect all the relevant information
and thus it is impossible to outperform the overall market using past information.
Therefore, forecasting financial time series makes sense only if the series is not a
random walk process. Portmanteau tests and variance ratio tests can be used to
examine whether asset prices follow a random walk process.
The power spectrum of a signal can be used to exploit predictive patterns in the signal
process. The more correlated or predictable a signal is, the more concentrated its
power spectrum is and, conversely, the more random or unpredictable a signal is, the
wider the spread of its power spectrum spreads. Therefore spectrum tests can be used
to test the predictability of a time series in its frequency domain.
The advantages and disadvantages of current time series forecasting methodologies
are summarised in Table 2.1. The proposed methodologies in the thesis will try to
overcome problems such as inablity to catch dynamics and non-linearity of a time
series, no understanding of data, etc., while taking advantage of the explicit model
specification and variability information of asset prices, etc.
The magnitude of asset prices/returns and direction changes of asset prices are both
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important in terms of guiding trading strategies by forecasting financial time series.
Therefore, MSE, RMSE and MASE are chosen for performance comparison on asset
price/return levels forecast, while SR and DA are chosen for performance evaluation of
direction changes forecast. These goodness-of-fit tests are applied to the out-of-sample
data set.
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Chapter 3
Predictability of Time Series
3.1 Predictability of a Time Series
The fundamental assumption of forecasting time series is that a pattern existing in
historical observations will continue existing in the future. It implies that there must
be no structural breaks or regime switching in the time series in order to be predicted.
Based on this assumption, we derive the sufficient and necessary conditions under
which a time series can be perfectly predicted1 without errors.
3.1.1 Necessary Condition
In the z-domain, the predictive filter output, which is the one-step ahead forecast
signal Xˆ(z), is the product of the input signal X(z), and the filter frequency response
F (z)
Xˆ(z) = F (z)X(z) (3.1)
1 The term perfectly predict or completely predict refer to the situation where a time series can be
predicted with no errors.
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The one-step ahead forecast error signal E¯(z) = zE(z) is defined as the difference
between the desired signal X¯(z) = zX(z) (i.e., {xn+1}), and the filter output Xˆ(z),
E¯(z) = zE(z) = X¯(z)− Xˆ(z) (3.2)
= (z − F (z))X(z)
= H(z) (zX(z))
= zH(z)X(z)
If there is a filter with frequency response zH(z) = z − F (z) that is able to eliminate
the forecast error signal E¯(z), i.e. E¯(z) = 0, the predictive filter output Xˆ(z) can
completely reconstruct the one-step ahead shift of the input signal X¯(z), i.e. xˆn =
xn+1. Therefore, {xn+1} can be obtained by introducing a predictive filter F (z) =
z (1−H(z)) to filter input signal {xn}. In other words, if a time series can be perfectly
forecasted, the one-step ahead forecast error E¯(z) has to be zero, i.e. E(z) has to be
zero. In order for E(z) to be zero, H(z)X(z) has to be zero. Therefore, the bandwidth
of H(z) must be complimentary to that of X(z), and both H(z) and X(z) are band-
limited, if none of them are zero.
For example, assuming that the input signal {xn} is a band-limited2 time series whose
cutoff frequency is ωc in the frequency domain. By introducing a highpass filter H(z)
whose cutoff frequency ω ≥ ωc, we can make the output signal E(z) = 0. Therefore,
we are able to apply a predictive filter F (z) = z (1−H(z)) to completely forecast
{xn} with no errors.
Also, for a bandpass signal that has energy between ω1 and ω2 (bandwidth ω2−ω1), by
introducing a bandstop filter Hp(z) with stop band between ω1 and ω2, we could apply
a predictive filter F (z) = z (1−Hp(z)) to completely forecast the bandpass signal.
2 A signal is said to be baseband band-limited if the power spectrum density goes to zero for all
frequencies beyond the threshold called the cutoff frequency. A real world signal can never be truly
band-limited as the law of Fourier transformations says that if a signal is finite in time, its spectrum
extends to infinite frequency, and if its bandwidth is finite, its duration is infinite in time.
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Generally speaking, if a time series {xn} can be perfectly forecasted by a predictive
filter F (z), where F (z) = z (1−H(z)), it has to be a band-limited signal whose power
spectrum density goes to zero at some frequencies, and H(z) has to be a filter whose
bandwidth is complimentary to the bandwidth of the signal.
3.1.2 Sufficient Condition
For a band-limited time series {xn} with frequency response X(z) and baseband band-
width ω0, if there exists a highpass filter H(z) with cutoff frequency ω ≥ ω0, we could
obtain
H(z)X(z) = 0 (3.3)
If H(z) is a FIR filter, by taking the Inverse Fourier transform of Equation 3.3 we
have
xn + a1xn−1 + a2xn−2 + · · · = 0 (3.4)
where a1, a2,... are coefficients of the highpass filter, thus xn can be represented by
xn = −a1xn−1 − a2xn−2 − · · · (3.5)
which is equivalent to z−1X¯(z) = F (z) (z−1X(z)), i.e., X¯(z) = F (z)X(z), where
F (z) = z (1−H(z)). Other generalizations of band-limited signals, for example, sig-
nals occupying multiple non-contiguous bands, can also be completely forecasted by
filter F (z) as long as H(z) is a filter whose bandwidth is complimentary to the band-
width of the signal.
Consequently, we could say that if {xn} is a band-limited time series we are able to
perfectly forecast it with a predictive filter F (z), where F (z) = z (1−H(z)) and H(z)
is a filter whose bandwidth is complimentary to the bandwidth of the signal.
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3.2 Negative Group Delay
Group delay is a useful measure of time delay of a signal passing through a filter.
Linear phase filter can guarantee that the group delay and phase delay of the filter are
constant, and all frequency components have equal time delay thus no phase distortion,
which implies the amplitude envelope of the output is exactly the same as that of the
input. Minimum phase filter, however, has the minimum group delay among filters
that have the same magnitude response.
3.2.1 Group Delay
The group delay of a filter is defined as the negative of the derivative of the phase
response with respect to the frequency. Let F (ω) be the frequency response function
of a predictive filter,
F (ω) = A(ω)ejθ(ω) (3.6)
where A(ω) is the magnitude response and θ(ω) = arg (F (ω)) the phase response
function. The group delay τ(ω) is then defined as the negative of the slope of the
phase function θ(ω) at a frequency ω [95],
τ(ω) = −dθ(ω)
dω
(3.7)
For a linear phase response, the group delay is constant.
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3.2.2 Group Delay of a Band-limited Signal
The group delay of a filter measures the time delay of an input signal through the
filter. If the input signal is band-limited between frequency band ω0 and ω0 + ωc, and
the filter has a constant magnitude response (≈ 1) and constant group delay over the
bandwidth of the signal, then the output signal will be a replica of the input signal
with time delay equaling the group delay τ(ω).
It has been proved in [131] that if the transfer function of a filter is given by Equation
3.6 and 3.7, and
1. the magnitude response of the filter is approximately constant ≈ A(ω0) over the
bandwidth of the signal, and
2. the group delay of the filter is approximately constant ≈ τ(ω0) over the band-
width of the signal,
then the output of the filter approximates a replica of the input signal, but time
delayed by τ(ω0), scaled in magnitude by A(ω0) and with a phase shift θ(ω0) .
According to [131], we assume that an input band-limited signal {xn} with the Fourier
Transform X(ω) whose energy concentrates with frequency band ω0 and ω0 +ωc (pos-
itive band) passes through a filter F (ω), the output is
Xˆ(ω) = X(ω)F (ω) (3.8)
If both the magnitude response and group delay of the filter are approximately constant
over the bandwidth of the signal, i.e.,

A(ω) ≈ A(ω0)
τ(ω) ≈ τ(ω0)
ω0 ≤ ω ≤ ω0 + ωc (3.9)
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where ω0 is the fundamental frequency, by applying the first order Taylor expansion
on the phase θ(ω), we have
θ(ω) ≈ θ(ω0) + dθ(ω)
dω
(ω − ω0) = θ(ω0)− τ(ω0) (ω − ω0) (3.10)
Therefore, the Fourier transform of the output of the filter can be written as
Xˆ(ω) = X(ω)F (ω)
= X(ω)A(ω0)ej(θ(ω0)−τ(ω0)(ω−ω0))
=
[
X(ω)e−jτ(ω0)ω
] [
A(ω0)ej(θ(ω0)+τ(ω0)ω0)
]
, ω0 ≤ ω ≤ ω0 + ωc (3.11)
The first bracket of the output xˆn is the time shift of xn, while the second one is the
magnitude scale A(ω0) and phase shift. If the input is a baseband band-limited signal
with ω0 = 0, Equation 3.11 can be represented as
Xˆ(ω) = A(ω0)X(ω)e−jτ(ω0)ω, ω0 ≤ ω ≤ ω0 + ωc (3.12)
Therefore if we could make the scale A(ω0) = 1 and the group delay τ(ω0) < 0, the
baseband band-limited time series {xn} can be perfectly forecasted.
3.2.3 Predictability of a Filter in terms of Group Delay
In the context of forecasting time series, the group delay τ(ω) of a predictive filter
measures the time delay of the original time series at frequency ω when it passes
through the filter. If the group delay at the frequency ω¯ is negative, i.e., τ(ω¯) < 0 and
the magnitude scale A(ω¯) = 1 , the filter is able to completely forecast the time series
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at the specific frequency ω¯ from its past observations. However, if the group delay of
a filter is negative at the whole frequency domain, the filter is not a causal system.
Therefore, ideally, for a band-limited signal, if we could design a filter with constant
negative group delay τ(ω) and constant magnitude response A(ω) over the bandwidth
of the signal, we could perfectly forecast3 the signal τ(ω) steps ahead according to
Equation 3.12.
For a naive forecast, group delays are always 1 sample (τ(ω) = 1) at all frequency.
Therefore, we can say that a filter is able to provide some predictability if its group
delays at the majority of frequencies where the signal concentrates are less than 1
sample. In this situation, the output signal of the filter is still 1− τ(ω) sample ahead
of the output of the naive forecast.
3.2.4 Minimum Phase Filter
A linear, time-invariant (LTI) system is said to be minimum-phase if all its zeros and
poles are inside the unit circle [95]. The distinct property of a minimum phase filter
in terms of time series forecasting is that for all causal and stable systems that have
the same magnitude response, the minimum phase filter has the minimum group delay
and minimum energy delay [95]. Therefore, it is necessary to convert the designed
linear predictive filter to a minimum phase one in order to minimise the group delay
of the filter while keeping the same magnitude response.
The naive approach to convert a linear phase filter to minimum phase one is to fac-
torise the given transfer function and replace zeros and poles that are outside the unit
circle with their reciprocal. However, factorisation is not reliable for very high degree
polynomials4 [115], especially when some zeros and poles are located on the unit circle.
3 The forecasted signal has to be adjusted accordingly with the magnitude scale.
4 A lowpass FIR filter of order 80 is referred as an example of high degree polynomials in [115] and
128 in [114].
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For high order linear phase FIR filters, a root moments based method is proposed in
[115] to convert them to minimum phase ones.
3.3 Perfect Forecast of Band-limited Signal using
Negative Group Delay Filters
A band-limited signal can be perfectly forecasted by a predictive filter that has constant
negative group delay and constant magnitude response in its passband that matches
the bandwidth of the signal.
3.3.1 Design of Negative Group Delay Filters
There are few methods available to design negative group delay filters in literature.
For example, a frequency selective FIR filter is proposed in [127]. The filter could
achieve τ(0) = −1 at the zero frequency by manipulating the zero locations to convert
a linear phase filter into a minimum phase one. However, this method can only be
used to forecast signals with very narrow bandwidth as the negative group delay is only
constant at the specified frequency. Moreover, a bandpass IIR amplifier with negative
group delay in its stopband was designed in [90]. However, the magnitude response at
the frequency region with negative group delay are not flat so that it cannot be used
to filter signal without shape distortion.
By applying the root moments method proposed in [115], we are able to design high
order filters (e.g. n = 64) with approximately constant negative group delay and
magnitude response that can be used to approximately perfectly forecast band-limited
signals.
For a linear phase FIR filter with the transfer function
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H(z) = zn + h1zn−1 + h2zn−2 + · · ·+ hn =
n∏
i=1
(z − ri) (3.13)
where ri is a root of the polynomial H(z), and can be divided in 3 categories based
on its location with respect to the unit circle:
• ri = rinj if the root ri is inside the unit circle
• ri = routj if the root ri is outside the unit circle
• ri = ronj if the root ri is on the unit circle
Therefore, the transfer function can be written as
H(z) =
∏
j
(
z − rini
) ∏
j
(
z − routi
) ∏
j
(z − roni )
 (3.14)
or
H(z) = Hmin(z)Hmax(z)Ho(z) (3.15)
where Hmin(z) is the minimum phase part of H(z), Hmax(z) the maximum phase part
of H(z), and Ho(z) contains all the roots that lie on the unit circle.
To design a filter with approximately constant negative group delay at lower band, we
design a lowpass filter H(z) first, and extract its minimum phase part Hmin(z) using
the root moments method.
For example, we design a lowpass filter using the Remez method of Matlab with the
normalised cutoff frequency at 0.9. The magnitude response and pole/zero plots are
shown in Figure 3.1
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Figure 3.1: Magnitude response and Pole/Zero plot of a lowpass filter H(z)
The magnitude response and pole/zero plots of the minimum phase part Hmin(z) are
shown in Figure 3.2
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Figure 3.2: Magnitude response and Pole/Zero plot of the minimum phase partHmin(z)
of H(z)
The group delay of the minimum phase filter Hmin(z) is then shown in Figure 3.3
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Figure 3.3: Group delay of the minimum phase filter Hmin(z)
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The negative group delay predictive filter F (z) can be derived as F (z) = z (1−Hmin(z)).
Figure 3.4 shows the magnitude response and group delay of the derived predictive
filter F (z).
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Figure 3.4: Magnitude response and group delay of the predictive filter F (z)
We can tell that the predictive filter F (z) has approximately constant negative group
delay in the low frequency band (e.g., the normalised frequency band 0 to 0.4 in Figure
3.4) and its magnitude response is smooth (approximately constant) and nearly zero.
Essentially, the predictive filter F (z) is a highpass filter with negative group delay in
its stopband. However, the magnitude response of the stopband is not exactly zero but
approximately a small constant. Therefore, we could use F (z) to forecast baseband
band-limited signals with bandwidth less than 0.4 in this example.
The methodology to design a negative group delay predictive filter F (z) with approx-
imately constant negative group delay and magnitude response in the low frequency
band using the root moments method is summarised in Table 3.1:
Step Method
1 to design a high order lowpass linear phase FIR filter (e.g. n = 64) H(z) using the Remez method (Figure 3.1)
2 to decompose H(z) to Hmin(z), Hmax(z) and Ho(z) using the root moments method
3 to extract the minimum phase filter Hmin(z) from H(z) (Figure 3.2)
4 to derive the predictive filter as F (z) = z (1−Hmin(z)) (Figure 3.4)
Table 3.1: Steps to design a negative group delay predictive filter F (z)
The negative group delay predictive filter can be implemented in Matlab using func-
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tions listed in Section C.1.
3.3.2 Forecast Band-limited Signal using Negative Group De-
lay Filters
To demonstrate that a baseband band-limited signal can be perfectly forecasted with
a negative group delay filter as discussed in Section 3.2.2, we generate a approximate
baseband band-limited signal {xn} by passing a random signal through a lowpass filter.
The input signal {xn} and its frequency response are shown in Figure 3.5
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Figure 3.5: Input low frequency band-limited signal {xn} and its magnitude response
By passing {xn} through the negative group delay predictive filter F (z), we obtain
the output signal {xˆn} as shown in Figure 3.6
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Figure 3.6: Output signal {xˆn} and input low frequency band-limited signal {xn}
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We shall notice that there are slight waveform distortion of the output signal. The
reason is that we cannot generate a truly band-limited signal {xn} in real world as a
band-limited signal extends infinitely over time.
The method shown in Section 3.3.1 can also be applied to design a lowpass filter that
has approximately constant negative group delay in the high frequency band. Also, we
could apply the quadrature mirror filter [95] method to create a lowpass filter from the
designed highpass filter Hmin(z) and convert it to a minimum phase filter H¯min(z). The
magnitude response and pole/zero plots of the lowpass filter H¯min(z) are illustrated in
Figure 3.7.
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Figure 3.7: Magnitude response and Pole/Zero plot of the lowpass filter H¯min(z)
The negative group delay predictive filter F¯ (z) can be calculated as F¯ (z) = z
(
1− H¯min(z)
)
.
Figure 3.8 shows the magnitude response and group delay of the derived predictive
filter F¯ (z).
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Group Delay of 7F (z)
Figure 3.8: Magnitude response and group delay of the predictive filter F¯ (z)
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By filtering a band-limited signal whose energy concentrates in the high frequency
band as shown in Figure 3.9, we obtain the output signal that forecasts the input
signal with slight waveform distortion (Figure 3.10).
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Figure 3.9: Input high frequency band-limited signal {xn} and its magnitude response
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Figure 3.10: Output signal {xˆn} and input high frequency band-limited signal {xn}
3.4 Conclusion
This chapter presented the sufficient and necessary conditions that a time series can
be predicted with zero errors by linear filters. It is concluded that if and only if a time
series is band-limited it can be predicted with zero errors by linear filters, given the
assumption that there are no structural breaks or regime switching in the time series.
In addition, we concluded that a band-limited time series can be predicted with zero
errors by a predictive filter that has a constant magnitude response and a constant
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group delay over the bandwidth of the signal. Generally speaking, if the group delay
at the frequency ω¯ is negative, i.e., τ(ω¯) < 0, and the magnitude response A(ω¯) = 1,
the filter is able to completely forecast the time series at the specific frequency ω¯ from
its past observations. Therefore, if we could design a filter with constant negative
group delay τ(ω) and constant magnitude response A(ω) over the bandwidth of the
signal, we could perfectly forecast a signal τ(ω) samples ahead.
A minimum phase filter has the minimum group delay for all causal and stable systems
that have the same magnitude response. Therefore, it is necessary to convert a designed
linear predictive filter to a minimum phase one in order to minimise the group delay
of the filter while not changing the same magnitude response.
We also proposed a methodology to design highpass and lowpass negative group delay
filters that have approximately constant negative group delay and magnitude response
in the passband as summarised in Table 3.1. The designed filters can be used to forecast
lowband and highband band-limited time series one-step ahead with slight waveform
distortion.
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Chapter 4
Linear Predictive Filters
As shown in Section 3.1, if a time series is band-limited it can be predicted with zero
errors by linear filters, given the assumption that there are no structural breaks or
regime switching in the time series. However, the real world time series can never
be truly band-limited, thus cannot be forecasted without errors. Therefore, a generic
predictive filter method is proposed for forecasting real world time series with white
noise errors in this chapter.
4.1 Predictive Filter Theory
Let {xn} be a non-band-limited signal that cannot be forecasted without errors, a
predictive filter is defined as a filter that takes signal {xn} as an input while outputs
its one-step ahead forecast {xˆn} .
In z-domain, the one-step ahead forecast Xˆ(z), is the product of the input signal X(z),
and the predictive filter F (z)
Xˆ(z) = F (z)X(z) (4.1)
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The one-step ahead forecast error signal E¯(z) = zE(z) is defined as the difference
between the desired one-step ahead shifted signal X¯(z) (i.e., {xn+1}) and the filter
output Xˆ(z) as
E¯(z) = zE(z) = X¯(z)− Xˆ(z) (4.2)
= (z − F (z))X(z)
= zH(z)X(z)
As shown in Section 3.1, if there is a filter with transfer function H(z) = 1− z−1F (z)
that is able to eliminate the forecast error signal E(z), i.e. E(z) = 0, the predictive
filter output Xˆ(z) can completely reconstruct the one-step ahead shifted signal X¯(z),
i.e. xˆn = xn+1, with no errors. Therefore, {xn+1} can be obtained by introducing the
predictive filter F (z) = z (1−H(z)) to filter input signal {xn}.
However, no such filter exists in reality as {xn} can never be a band-limited signal
thus cannot be forecasted without errors. The solution is then to make the one-step
ahead forecast {xˆn} as closely approaching the desired one-step ahead shifted signal
{xn+1} as possible either by minimising the forecast errors E(z) (Section 4.2.1) or by
maximising the spectrum flatness of forecast errors E(z) (Section 4.2.2).
4.1.1 Linear Predictive Filter
To show how the predictive filter theory works, it is applied to forecast linear time
series, for example, stochastic time series following AR or ARMA processes (Section
2.3.1), and deterministic time series in this section.
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4.1.1.1 AR process
If a time series {xn} follows an AR process
xn =
p∑
i=1
φixn−i + en (4.3)
where en is the error term that follows a white noise process.
It can be represented in z-domain as
(
1−
p∑
i=1
φiz
−i
)
X(z) = E(z) (4.4)
Let H(z) = 1 −∑pi=1 φiz−i, which is the transfer function of a FIR filter. {xn} can
be forecasted by xˆn =
∑p
i=1 φixn−i without errors by designing a filter with transfer
function H(z) that is able to make E(z) = 0, thus en = 0. Therefore, by introducing
a FIR predictive filter
F (z) = z
(
1−
(
1−
p∑
i=1
φiz
−i
))
=
p∑
i=1
φiz
−i+1 (4.5)
the AR process {xn} can be forecasted one-step ahead without errors.
If the error term en 6= 0, F (z) should be able to forecast one-step ahead of {xn} with
white noise errors {en}.
4.1.1.2 ARMA process
If {xn} follows an ARMA process,
xn =
p∑
i=1
φixn−i +
q∑
j=1
θjen−j + en (4.6)
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that can be represented in z-domain as
(
1−
p∑
i=1
φiz
−i
)
X(z) =
1 + q∑
j=1
θjz
−j
E(z) (4.7)
Let H(z) = 1−
∑P
i=1 φiz
−i
1+
∑Q
j=1 θjz
−j , which is the transfer function of an IIR filter. In the same
fashion as the FIR filter, {xn} can be forecasted by F (z)
F (z) = z
1− 1−∑Pi=1 φiz−i
1 +∑Qj=1 θjz−j
 = ∑Qj=1 θjz−j+1 −∑Pi=1 φiz−i+1
1 +∑Qj=1 θjz−j (4.8)
with white noise errors {en}.
4.1.1.3 Deterministic Signal
Deterministic signals are those signals whose values are completely fixed according to
specified functions for any given time. Deterministic signals carry no new information
as all the new values are predetermined thus can be forecasted completely with no
errors.
Let’s take the following simple deterministic signal for example
xn = sin (ω0n) (4.9)
{xn} is represented in z-domain as
X(z) = sinω0z
−1
1− 2 cosω0z−1 + z−2 (4.10)
Therefore the linear predictive filter F (z) can be obtained by applying Equation 4.5
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F (z) = 2 cosω0 − z−1 (4.11)
That is, {xn} can be forecasted with no errors by Xˆ(z) = F (z)X(z) as
xn+1 = 2 cosω0xn − xn−1 (4.12)
4.2 Coefficients Estimation Methods
For a real world time series {xn} that is not band-limited, one widely used method to
estimate coefficients of the predictive filters is to minimise forecast errors E(ω), and it
can be implemented by the well-known Wiener filters proposed in [132]. Alternatively,
we propose a coefficients estimation method that is to make the spectrum of the
forecast error E(ω) as flat as that of a white noise process as possible. This can be
implemented by maximising the flatness of the power spectral density (PSD) of forecast
errors E(ω).
4.2.1 Least Square Errors
The Wiener filter is designed to minimise the mean square forecast error between
desired signal {xn+1} and output signal {xˆn} which can be stated concisely as follows:
min
N−1∑
n=0
|en|2 (4.13)
It is equivalent to minimise the total energy of forecast errors
min
N−1∑
z=0
|E(ω)|2 (4.14)
51
where E(ω) = ∑N−1n=0 en · e−2ωn, ω is the normalized frequency, according to Parseval’s
theorem ∑N−1n=0 |xn|2 = 1N ∑N−1z=0 |X (ω)|2, where X(ω) is the DFT of xn, both of length
N . That is, the total energy contained in a waveform {xn} summed across all of time n
is equal to the total energy of the waveform’s Fourier Transform X(ω) summed across
all of its frequency components ω.
Therefore, the coefficient αi of the Wiener filter can be obtained by
αi = arg min
N−1∑
z=0
|E(ω)|2 (4.15)
It is worth noticing that fitting a FIR or IIR filter by min∑N−1z=0 |E(ω)|2 is equivalent
to fit an AR or ARMA model estimated by the least square method.
4.2.2 Maximum Spectrum Flatness
As discussed in Section 2.2, the power spectrum of a signal can be used to exploit
predictive patterns in a signal process. The more correlated or predictable a signal
is, the more concentrated its power spectrum is and, conversely, the more random or
unpredictable a signal, the wider its power spectrum spreads. Therefore, by designing
a filter with desired frequency response H(ω) that is able to maximise the spectrum
flatness of output error signal, i.e. E(ω), we can obtain an output signal with maximum
“whiteness”. Assuming the spectrum flatness can be quantified as FPSD, the coefficients
αi of the filter can be obtained by
αi = arg maxFPSD (4.16)
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Let ϕk denote the sample PSD
ϕk =
N∑
n=−N
γne
− 2pii2N+1kn (4.17)
where γn is the sample ACF
γn =
1
N − |n|
N−1∑
m=0
xmxm+n, n = 0,±1,±2, ...,± (N − 1) (4.18)
As shown in Section 2.2, the spectrum flatness FPSD can be measured by flatness test
statistics D(ϕ) and ψ(ϕ). In addition, the variance of the spectrum Var(ϕ) measures
the dispersion of data points of spectrum around their mean value, thus can also be
used to measure the spectrum flatness FPSD. The following subsections show that the
metrics D(ϕ), ψ(ϕ) and Var(ϕ) reach their minimum values if the PSD is constant, in
other words, the spectrum is flat.
It has been proved in Section 6.4.3 of [65] that maximising the error spectrum flat-
ness of a minimum phase predictive filter is equivalent to minimising the prediction
error power of the predictive filter, and to minimising the least square prediction er-
rors. Therefore, the coefficients of a minimum phase predictive filter estimated from
Equation 4.15 should be the same as those estimated from Equation 4.16.
4.2.2.1 D(ϕ)
In the discrete form, spectrum flatness test D(ϕ) can be represented as
D(ϕ) = log
(
1
N
N−1∑
i=0
ϕi
)
− 1
N
N−1∑
i=0
logϕi (4.19)
Taking the partial differential of D(ϕ) with respect to the PSD at kth frequency ϕk
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∂D(ϕ)
∂ϕk
= 1∑N−1
i=0 ϕi
− 1
Nϕk
(4.20)
To minimise Equation 4.19 by setting Equation 4.20 equal zero
ϕk =
1
N
N−1∑
i=0
ϕi (4.21)
Consequently, if the value of every ϕk equals the expected value of the sample power
spectral density, which is a constant, D(ϕ) reaches its minimum value.
4.2.2.2 ψ(ϕ)
For the spectrum flatness test ψ(ϕ), by taking the partial differential of ψ(ϕ) with
respect to any ϕk
ψ(ϕ) = 1
N
N−1∑
i=0
log2 ϕi −
(
1
N
N−1∑
i=0
logϕi
)2
(4.22)
We get
∂ψ(ϕ)
∂ϕk
= 2 logϕk
Nϕk
− 2
N2ϕk
N−1∑
i=1
logϕi (4.23)
To minimise Equation 4.22 by making Equation 4.23 equal zero
logϕk =
1
N
N−1∑
i=0
logϕi (4.24)
Therefore, if the value of every logϕk equals the expected log value of the sample
power spectral density, which is a constant, ψ(ϕ) reaches its minimum value.
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4.2.2.3 Var(ϕ)
In addition, the variance of ϕk can be represented as
Var(ϕ) = 1
N
N−1∑
i=0
ϕ2i −
(
1
N
N−1∑
i=0
ϕi
)2
(4.25)
By taking the partial differential of Var(ϕ) with respect to any ϕk
∂Var(ϕ)
∂ϕk
= 2ϕk
N
− 2
N2
N−1∑
i=0
ϕi (4.26)
To minimise Equation 4.25 by making Equation 4.26 equals zero
ϕk =
1
N
N−1∑
i=0
ϕi (4.27)
Accordingly, if the value of every ϕk equals the expected value of the sample power
spectral density, which is a constant, Var(ϕ) reaches its minimum value.
4.2.2.4 Minimax
Another way is to minimise the maximum magnitude of the error spectrum considering
the property of almost everywhere constancy of the power spectral density of a white
noise
min
{
max |E(ω)|2
}
(4.28)
4.3 Spectrum Flatness Evaluation Methods
In order to apply the aforementioned metrics to evaluate the spectrum flatness, it
is necessary to estimate the spectrum of time series regarding the possible structural
55
breaks in a time series. One conventional way to estimate the spectrum of a time series
is the periodogram method discussed in Section 4.3.1 which can be used to evaluate
the spectrum flatness of time series with no structural breaks with the aforementioned
metrics. For a time series that have structural breaks, two methods are proposed in
Section 4.3.2 and 4.3.3 to evaluate the spectrum and spectrum flatness. By maximising
the error spectrum flatness using these methods, coefficients of the specified model
could be derived (Equation 4.16). The three methods are applied to a simulated time
series with a structural break in the in-sample data set in Section 4.3.4.
4.3.1 Error Spectrum Flatness with Periodogram
A direct approach to estimate the PSD of an input signal {xn} is the sample peri-
odogram, which utilises the whole data set of length N .
P (ω) = 1
N
∣∣∣∣∣
N−1∑
n=0
xnwne
−jωn
∣∣∣∣∣
2
(4.29)
where wn is a window function. Alternatively, the sample periodogram is given by the
Fourier transform of the ACF γn as in Equation 4.18
P (ω) =
N−1∑
n=−(N−1)
γne
−jωn (4.30)
For an equally weighted time series, wn is effectively a rectangular window. The true
PSD of a time series is obtained when its length N goes to infinity,
S(ω) = E
[
lim
N→∞
P (ω)
]
(4.31)
In reality, it is impossible to get the true PSD but a sample one as the real world time
series is effectively truncated by a rectangular window.
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The PSD of errors {en} that is the output of the input signal {xn} passing through a
filter H(ω) is
EP (ω) = |H(ω)|2 P (ω) (4.32)
where P (ω) is the sample periodogram of the input signal {xn}, and H(ω) is the filter’s
DFT.
As shown in Section 4.2.2, the coefficient αi of the filter hn can be obtained by max-
imising the spectrum flatness of EP (ω) as shown in Equation 4.16.
The coefficient αi of the predictive filter can also be obtained by minimising the total
energy ∑N−1z=0 |E(ω)|2 as shown in Equation 4.15.
4.3.2 Standard Deviation Weighted Error Spectrum Flatness
The raw periodogram is not a good spectral estimate because it is not consistent with
high statistical variability which does not decrease as the number of samples increases
[118].
One method to solve the variance problem is known as the Bartlett’s method [16].
The idea is to divide the set of N samples into K sets of L non-overlapping samples,
compute the power spectral density of each sample using the periodogram method and
average them at the same frequency to get a smooth PSD estimation.
The Welch method [130] or weighted overlapped segment averaging (WOSA) method
uses a modified version of Bartlett’s method in which the segments of the series con-
tributing to each periodogram are allowed to overlap and be windowed prior to com-
putation of the periodogram.
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Let {xn}, n = 1, 2, ..., N be a sample of a stationary time series. Let P (ω) be the
sample power spectrum of {xn}. We take overlapping segments of length L with the
starting points of these segments D unit apart. Let {xn(1)} , n = 1, 2, ..., L be the first
segment and K the number of segments. Then
xn(1) = xn n = 0, 1, ..., L− 1
xn(2) = xn+D n = 0, 1, ..., L− 1
...
xn(K) = xn+(K−1)D n = 0, 1, ..., L− 1 (4.33)
For each segment of length L we calculate a modified periodogram. That is, we select
a data window wn, n = 0, 1, ..., L − 1, and form the sequences xn(1)wn, ..., xn(K)wn.
The periodogram of the mth segment is given by
Pm(ω) =
1
L
∣∣∣∣∣
L−1∑
n=0
xn(m)wne−j
2pink
L
∣∣∣∣∣
2
(4.34)
The Welch estimate of the PSD is given by
SW (ω) = 1
K
K−1∑
i=0
Pi(ω) (4.35)
The main drawback of the Welch method is that the use of several segments of reduced
length makes it prone to severe leakage errors. According to [7], a typical solution to
reduce the transients magnitude is to use a smooth data window, e.g. the Hanning
window, rather than the rectangular window. Another intuitive solution is to increase
overlap between adjacent segments so that transient affects get averaged out to some
extent. Conventionally, a Hanning window with 50% overlap is used for estimating
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the PSD using the Welch method. However, the half-sine window with 67% overlap
is proven to be the optimal real symmetric window that globally minimises leakage
errors in the case of stationary random noises [7].
The PSD of errors can be calculated in the same fashion as Equation 4.32
EW (ω) = |H(ω)|2 SW (ω) (4.36)
The weighted PSD of errors is calculated by considering the standard deviation of
Pm(ω) at each frequency ω, i.e., σ(ω).
σ(ω) =
√√√√ 1
K
K−1∑
i=0
(Pi(ω)− SW (ω))2 (4.37)
The normalised standard deviation is then derived as the standard deviation divided
by its mean
σN(ω) = σ(ω)
SW (ω) =
√√√√ 1
K
K−1∑
i=0
(
Pi(ω)
SW (ω) − 1
)2
(4.38)
The purpose to use normalised standard deviation is to allow the appropriate com-
parison of a variable with a large mean and correspondingly large standard deviation
with variables with smaller means and correspondingly smaller standard deviations.
The normalised standard deviation weighted error spectrum at each frequency ω is
represented as
E
′(ω) = E
W (ω)
σN(ω) (4.39)
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The coefficient αi of the filter H(ω) can be obtained by maximising the spectrum
flatness of E ′(ω) as shown in Equation 4.16. The intuition is to give more weights to
the error spectrum of certain frequencies where the estimated spectrum of the input
signal is less volatile. The reason is that the less volatile spectrum at certain frequencies
implies more confidence in the PSD estimation at these frequencies.
The coefficient αi of the predictive filter can also be obtained by minimising the total
energy ∑N−1z=0 ∣∣∣E ′(ω)∣∣∣2 as shown in Equation 4.15.
4.3.3 Exponentially Weighted Standard Deviation Weighted
Error Spectrum Flatness
In the context of time series forecasting, it is desirable to use as many historical obser-
vations as possible to estimate predictive filters in order to maximise the accuracy of
the estimation if there are no structural breaks or switching regime in historical pat-
terns. Otherwise, it is reasonable to assign more weight to the most recent observations
than the old ones for a time series that has structural breaks.
By assigning exponential weights to estimate the periodogram of each segment Pm(ω)
PEm(ω) = w(m)Pm(ω) (4.40)
where exponential weight wm = (1− λ)λK−m−1 and λ represents the degree of weight-
ing decrease, which is a constant decay factor between 0 and 1. The smaller the λ, the
faster the delay of the old observation. This approach is often referred as Exponentially
Weighted Moving Average (EWMA).
The estimated PSD for the whole sample is then
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SE(ω) =
K−1∑
i=0
w(i)Pi(ω) (4.41)
Contrary to an equally weighted model, the PSD estimation reacts faster to changes
in the spectrum as recent data carry more weight than data from the distant past.
The PSD of the errors can be calculated as
EE(ω) = |H(ω)|2 SE(ω) (4.42)
The exponentially weighted standard deviation of Pm(ω) at each frequency ω is
σE(ω) =
√√√√(1− λ)K−1∑
i=0
λK−i−1 (Pi(ω)− SE(ω))2 (4.43)
where SE(ω) is the equally weighted PSD at frequency ω as shown in Equation 4.35.
Also, the standard deviation σE(ω) changes faster with the most recent data than with
the older ones.
The normalised exponentially weighted standard deviation
σEN(ω) = σ
E(ω)
SE(ω)
√√√√(1− λ)K−1∑
i=0
λK−i−1
(
Pi(ω)
SE(ω) − 1
)2
(4.44)
The normalised exponentially weighted standard deviation weighted error spectrum at
each frequency ω is represented as
E
′′(ω) = E
E(ω)
σEN(ω) (4.45)
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The coefficient αi of the filter H(ω) can be obtained by maximising the spectrum
flatness of E ′′(ω) as shown in Equation 4.16.
The coefficient αi of the predictive filter can also be obtained by minimising the total
energy ∑N−1z=0 ∣∣∣E ′′(ω)∣∣∣2 as shown in Equation 4.15.
In summary, the periodogram method of spectrum flatness is applicable to design
a predictive filter for a time series that has no structural breaks in the in-sample
data set, while the Standard Deviation Weighted Error Spectrum Flatness (SDWESF)
and the Exponentially Weighted Standard Deviation Weighted Error Spectrum Flatness
(EWSDWESF) methods are able to deal with time series with structural breaks in the
in-sample data set. Furthermore, The EWSDWESF method adjusts the estimated
spectrum to structural breaks more quickly and effectively than the SDWESF method
as it assigns more weights to the most recent observations than the old ones.
In addition, the SDWESF and EWSDWESF methods give more weights to the error
spectrum at certain frequencies where the estimated spectrum of the input signal is less
volatile. Thus we are more confident about the PSD estimation at these frequencies
than those at the more volatile ones.
The comparison of the three proposed methods are shown in Table 4.1, and the simu-
lation results of applying the three methods to an artificial time series with structural
breaks in the in-sample data set is discussed in the next section.
Periodogram SDWESF EWSDWESF
training set for spectrum estimation whole overlapped segments overlapped segments
adjusted to structural breaks No in-sample in-sample, fast
adjusted to volatility of spectrum No Yes Yes
Table 4.1: Comparison of three error spectrum flatness evaluation methods
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4.3.4 Simulation
In order to demonstrate the effectiveness of the EWSDWESF method to forecast time
series with structural breaks, a time series (1600 observations, illustrated in Figure 4.3)
is simulated which combines a baseband band-limited time series (800 observations,
illustrated in Figure 4.1) and a band-limited time series whose energy concentrates in
higher band (800 observations, Figure 4.2) over time.
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Figure 4.1: Lowband band-limited time series and its magnitude response
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Figure 4.2: Highband band-limited time series and its magnitude response
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Figure 4.3: Combined band-limited time series and its magnitude response
The first 1000 observations are used for the in-sample model estimation, the next 300
ones for the model selection and the last 300 ones as the out-of-sample data set for
the goodness-of-fit test. 5 methods are used to forecast the out-of-sample data set:
1. the ARMA model1 estimated by minimising prediction errors;
2. the FIR filter estimated by minimising the variance of the error periodogram;
3. the FIR filter estimated by maximising the SDWESF;
4. the FIR filter estimated by maximising the EWSDWESF;
5. the naive forecast;
The implementation of the SDWESF method needs an input of segment size L, and
the EWSDWESF method needs inputs of both the segment size L and the decay factor
λ. One possible way to decide the segment size and decay factor is to use the segment
size and decay factor selected from the in-sample testing set (Figure 5.8) which has
the minimum MSE or maximum success ratio of direction change forecast.
1 The armasel function of the Matlab toolbox ARMASA
(http://www.dcsc.tudelft.nl/Research/Software/index.html)
by P.M.T. Broersen is used as a benchmark method of ARMA model in this thesis
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The out-of-sample goodness-of-fit tests of these methods are shown in Table 4.2. Note
that the ARMA (in-sample) means using the first 1300 observations as in-sample data
set for the ARMA estimation.
ARMA (in-sample) ARMA Periodogram SDWESF EWSDWESF Naive
MSE 0.4679 0.2546 0.2435 0.2528 0.0103 1.5799
MASE 0.5356 0.4014 0.3922 0.4001 0.07991 0.9975
SR 61.33% 74% 74% 74% 95.67% 26%
DA 3.9186 8.346 8.346 8.346 15.8471 1
Table 4.2: Comparison of the goodness-of-fit tests of out-of-sample forecast
It is easy to tell that the EWSDWESF method greatly outperforms ARMA (in-sample)
(97.6% better for MSE, 57.6% better for Success Ratio2) and ARMA (95.7% better
for MSE, 31.8% better for Success Ratio).
The estimated PSD for the whole sample SW (ω) of SDWESF (window size L = 64 and
filter order 1) and SE(ω) of EWSDWESF (window size L = 64, decay factor λ = 0.85
and filter order 5) are shown in Figure 4.4. The SE(ω) of EWSDWESF eliminates
effects of the lowband time series that present in the first half of the whole time series.
This is the reason that it significantly outperforms the other methods when there is a
structural break in the in-sample data set.
     






	
	



ω
     








	


ω
Figure 4.4: SW (ω) of SDWESF and SE(ω) of EWSDWESF
2 The DA test is designed to assess the performance of sign predictions. As the limiting distribution
of this test is N(0, 1), its one-sided critical values at the 1%, 5%, 10% levels are 2.33, 1.645 and
1.282, respectively.
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The out-of-sample forecast of ARMA (in-sample) and EWSDWESF method are shown
in Figure 4.5 (only show the last 100 observations).
     







	






     







	

	




Figure 4.5: Out-of-sample forecast by ARMA and LPF
In summary, the EWSDWESF method greatly improves the ARMA model estimated
by least square errors when dealing with time series that have structural breaks in the
in-sample data set.
4.4 Adaptive and Hybrid Filter Method
As shown in Section 4.3.4, the EWSDWESF method is powerful to handle time series
that have structural breaks within in-sample observations, and it fits a single global
model for all future evolutions of a time series. In other words, there are structural
breaks in its historical observations but not future ones. However, this is not true
in the context of financial time series as they are dominated by uncertainty in the
future which could cause large price movements. Therefore, an adaptive filter and a
hybrid filter method are proposed to address time series with structural breaks in the
out-of-sample data set in this section.
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4.4.1 Adaptive Filter
One major difference between adaptive filtering and ARMA models of the Box-Jenkins
methodology is that parameters of the latter are fixed, while those of adaptive filtering
are not. This enables adaptive filter to deal with non-stationary data and to adapt to
changes in the data pattern (by updating the model parameters as new data become
available) much better than fixed parameter models. The adaptive filters were applied
to forecast time series in literature such as [86], [32] and [70].
Different from conventional Recursive Least Square (RLS) or Least Mean Square (LMS)
methods that recursively update coefficients based on estimation errors of the last
iteration [55], the adaptive filter method is implemented by updating coefficients of
the predictive filters in Section 4.3.2 and 4.3.3 estimated by maximising the error
spectrum flatness within a moving rectangular window. Taking the exponentially
weighted standard deviation weighted error spectrum flatness method for example,
the error PSD of the mth moving window is represented as
EEm(ω) = |Hm(ω)|2 SEm(ω) (4.46)
where SEm(ω) is the estimated PSD for the whole time series sample within the mth
moving window, |Hm(ω)|2 is the PSD of the predictive filter whose coefficients are esti-
mated by maximising the spectrum flatness of the normalised exponentially weighted
standard deviation weighted errors at the same moving window, and is calculated as
the same fashion as Equation 4.45
E
′′
m(ω) =
EEm(ω)
σENm (ω)
(4.47)
After each solution based on the mth window is calculated, a new sample is taken,
67
the oldest sample is removed and a new solution for the (m + 1)th window is then
calculated.
4.4.2 Hybrid Filter
The proposed adaptive filter recalculates its coefficients whenever new sample are
taken into the moving window. It is suitable for time series that have a large amount
of structural breaks, and time series that have small magnitude of structural breaks.
However, for a time series which has few structural breaks, it is not necessary to
recalculate coefficients for each moving window. Consequently, a hybrid filter is pro-
posed which switches from a constant coefficients model as described in Section 4.3
to an adaptive filter in the presence of structural breaks, and keeps using the newly
estimated filter as a constant coefficients model until the next structural break.
The hybrid filter is implemented by applying the coefficient set αm−1 estimated from
the (m− 1)th moving window to observations within the mth window and derive the
out-of-sample forecast error em. If the forecast error em is less than or equal to the
forecast error em−1 of the previous window m− 1, i.e.,
|em|2 ≤ |em−1|2 (4.48)
the coefficient set αm−1 will continue being used to forecast the time series using the
observations of the mth window, i.e., αm = αm−1. Otherwise, a new coefficient set
α¯m is estimated using observations of the mth window and the out-of-sample forecast
error e¯m is calculated and compared to em. If em ≥ e¯m, the new coefficient set α¯m is
used to replace αm−1 for forecasting the mth window, or αm = α¯m .
The hybrid filter avoids recalculating the coefficients when there are no structural
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breaks or only small magnitude structural breaks. The magnitude of structural breaks3
that a hybrid filter watches or ignores can be controlled by εm which relaxes the
Equation 4.48 as
|em|2 − |em−1|2 ≤ εm (4.49)
The greater the εm, the larger magnitude of structural breaks the hybrid filter takes
into consideration, the less recalculation the hybrid filter performs to forecast a time
series. Specially, the hybrid filter turns to a fixed coefficient filter when εm →∞, and
an adaptive filter when εm → −∞.
Consequently, the hybrid filter is more flexible than the adaptive filter in terms of
controlling the magnitude of structural breaks. It is more suitable to forecast a time
series that has few but large magnitude structural breaks.
Table 4.3 shows the comparison of the adaptive filter, hybrid filter and those fixed
coefficient filters (Section 4.3) with respect to the number of coefficients calculations
for the out-of-sample forecast and structural breaks that they are suitable to deal with.
Fixed Coef Filter Adaptive Filter Hybrid Filter
coefficients calculation once available of new data depends on forecast errors
adjusted to structural breaks in-sample all samples all samples
magnitude of structural breaks large small large
frequency of structural breaks few high few
Table 4.3: Comparison of fixed coefficient model, adaptive filter and hybrid filter
4.4.3 Comparison to Time Varying Coefficients Model
The adaptive filter and hybrid filter are effectively time varying coefficients models
(Section 2.3.2) whose coefficients are series of coefficients of successive LPFs. The es-
sential difference between the proposed adaptive/hybrid filter and conventional time
3 The magnitude of structural breaks is defined in terms of the magnitude of forecast errors in
presence of a structure break. Even if the magnitude of a time series has not changed, it is possible
that the magnitude of structural breaks is large. For example, the time series shown in Figure 4.3
is said to have a large magnitude of structural break.
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varying coefficients models is that coefficients of the filter are estimated by minimis-
ing forecast errors or maximising the ESF of each moving window of the original
time series, while the latter treats each coefficient over time as an individual time
series and estimates the next coefficients using the past coefficients. Consequently,
the adaptive/hybrid filter does not have the inherited limitations of the time varying
coefficients model.
4.4.4 Simulation
The same data set as in Section 4.3.4 is used to demonstrate the feasibility of the
adaptive filter and hybrid filter to forecast a time series that has structural breaks in
the in-sample data set but not the out-of-sample one. The goodness-of-fit tests of the
out-of-sample forecast using adaptive filter and hybrid filter respectively are shown in
Table 4.4. The goodness-of-fit test results of both adaptive filter and hybrid filter are
slightly improved over that of the EWSDWESF method in Table 4.2 and much better
than those of the other methods.
EWSDWESF Adaptive Hybrid
MSE 0.0103 0.0101 0.0097
MASE 0.07991 0.0786 0.0775
SR 95.67% 97.00% 97.00%
DA 15.8471 16.3116 16.3083
Table 4.4: Goodness-of-fit tests of the out-of-sample forecast of the adaptive Filter
and the hybrid Filter
The coefficient sets over time of the adaptive filter and hybrid filter are illustrated in
Figure 4.6. We can observe that the coefficient set of the hybrid filter is constant over
time while that of the adaptive filter changes smoothly over time. This matches the
expectation as there are no structural breaks in the out-of-sample data set. In this
case the hybrid filter will be selected over the adaptive filter as it needs less calculation
of coefficients while provides equal predictability as the adaptive filter.
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Figure 4.6: Coefficients of the adaptive filter (left) and the hybrid filter (right)
Furthermore, the adaptive filter and hybrid filter methods are evaluated when a time
series has a structural break in the out-of-sample data set. The same data set as the
one in Section 4.3.4 is used but the out-of-sample data set is now 200 observations
from the 701st to the 900th which includes a structural break at the 801st observation.
The out-of-sample forecast of the adaptive filter with a moving rectangular window of
size 512 are tested with overlapping segments of length L = 64 and L = 32 as shown
in Equation 4.34. Figure 4.7 shows that the adaptive filter with L = 32 adapts to the
structural break faster than that with L = 64. The reason is that the exponentially
weighted PSD for the whole sample (Equation 4.41) adapts to changes of structure
faster with a smaller segment L. However, there is a tradeoff between the speed of
adaption and the resolution of spectrum, as the smaller the segment, the smaller the
spectrum resolution, which would lead to a worse PSD estimation. As a result, it
is necessary to choose a proper segment size for either the EWSDWESF method or
the adaptive/hybrid filter that utilises the EWSDWESF method. One possible way
to decide the size of moving window is to use the size of the moving window selected
from the in-sample testing set (Figure 5.9) which has the minimum MSE or maximum
success ratio of direction changes forecast.
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Figure 4.7: Out-of-sample forecast of the adaptive filter with overlapping segments of
length L = 64 (top) and L = 32 (bottom)
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Figure 4.8: Coefficients of the adaptive filter with overlapping segments of length
L = 64 (left) and L = 32 (right)
The Figure 4.8 illustrates the coefficient sets over time of the adaptive filters with
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overlapping segments of length L = 64 and L = 32. As expected, the coefficients of
the adaptive filter with L = 32 adapt to a structural break faster than those with
L = 64. Moreover, coefficients tend to be stable after the structural break when the
newly estimated adaptive filter starts well matching the new pattern.
The out-of-sample forecast and coefficient sets over time of a hybrid filter are shown
in Figure 4.9 and 4.10, respectively. Analogically, both the out-of-sample forecast and
coefficients of the hybrid filter with L = 32 adapt to the structural break faster than
those with L = 64.
Comparing Figure 4.10 to Figure 4.8, it is clear that the coefficients of the hybrid filter
are constant when there are no structural breaks while change gradually to another
stable state after a structural break.
The Table 4.5 compares goodness-of-fit tests of the out-of-sample forecast using adap-
tive filter and hybrid filter with overlapping segments of length L = 64 and L = 32
(shown in the parenthesis), respectively. Both the adaptive filter and hybrid filter with
L = 32 outperform those with L = 64 due to the faster adaption to the changes in
structure.
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Figure 4.10: Coefficients of the hybrid filter with overlapping segments of length L = 64
(left) and L = 32 (right)
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Figure 4.9: Out-of-sample forecast of the hybrid filter with overlapping segments of
length L = 64 (top) and L = 32 (bottom)
Adaptive (L =64) Adaptive (32) Hybrid (64) Hybrid (32)
MSE 3.9989 2.0277 5.3383 1.9322
MASE 1.1293 0.73237 1.2992 0.75736
SR 77.5% 80% 77.5% 78.5%
DA 7.7968 8.5129 7.7948 8.0788
Table 4.5: Comparison of goodness-of-fit tests of out-of-sample forecast
To conclude, both the adaptive filter and hybrid filter provide a similar performance as
the EWSDWESF method when forecasting a time series that has no structural breaks
in the out-of-sample data set, while they could provide supreme performance over the
fixed coefficient filters in the situation where a time series has structural breaks in the
out-of-sample data set, that is, structural breaks in the future evolvement of the time
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series.
The fixed coefficient filter, adaptive filter and hybrid filter can be implemented in
Matlab using functions listed in Section C.2.
4.5 Bounds of Forecast Errors
The RWH suggests that movements of asset prices follow a random walk process, which
implies that given only past prices, the current price is the best predictor of future
prices. It is necessary to study under what conditions, a sophisticated forecast model
could outperform the naive model4. Whether a forecast model could outperform the
naive model in terms of the upper bounds of forecast errors is examined in this section.
4.5.1 One-Step Ahead Forecast Error Bound
For a predictive filter with transfer function F (ω) that gives the one-step ahead in-
sample forecast xˆISn , the forecast error eISn is bounded (Section A.2 for derivation) as
∣∣∣eISn ∣∣∣ ≤ 1N
N−1∑
k=0
|Xk| (|Fk|+ 1) (4.50)
where Fk is the frequency response of the predictive filter, Xk the frequency response
of the input time series {xn}.
The MAE and MSE of the one-step ahead in-sample forecast are bounded as
MAEIS ≤ 1
N
N−1∑
k=0
|Xk| (|Fk|+ 1) (4.51)
4 We use the naive forecast, naive model and random walk model interchangeable, which all refer to
the model that use the present observation as the forecast of the future one.
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MSEIS ≤ 1
N2
N−1∑
k=0
|Xk|2
(
|Fk|2 + 1
)
(4.52)
Let a real number αn be the ratio of two successive observations, i.e. αn = xn+1xn , the
actual xn+1 can be represented using xn as
xn+1 = αnxn (4.53)
For one-step ahead out-of-sample forecast xˆOSn , the forecast error eOSn is also bounded
(see Section A.3 for derivation) as
∣∣∣eOSn ∣∣∣ ≤ 1N
N−1∑
k=0
|Xk| (|Fk|+ |αn|) (4.54)
And the MAE and MSE of the out-of-sample forecast are bounded as
MAEOS ≤ 1
N
N−1∑
k=0
|Xk| (|Fk|+ A) (4.55)
MSEOS ≤ 1
N2
N−1∑
k=0
N−1∑
j=0
|Xk|2
(
|Fj|2 +B
)
(4.56)
where A = 1
M
∑M−1
n=0 |αn| and B = 1M
∑M−1
n=0 α
2
n, and M is the length of the out-of-
sample data set.
By comparing Equation 4.50 to Equation 4.54, it is derived that if |αn| > 1 the upper
bounds the out-of-sample forecast errors is higher than that of in-sample. The greater
the |αn|, the higher the upper bounds of out-of-sample forecast errors than that of
in-sample forecast errors. For the same reason, the greater the A or B, the higher the
upper bounds of MAE or MSE of the out-of-sample forecast errors.
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4.5.2 Naive Forecast Error Bound
Particularly, if the naive model is used for forecasting, which implies the present value
is used as the forecast for the future ones, i.e., Fk = 1, the in-sample forecast errors:
∣∣∣eRWISn ∣∣∣ ≤ 2N
N−1∑
k=0
|Xk| (4.57)
while the out-of-sample forecast errors:
∣∣∣eRWOSn ∣∣∣ ≤ 1N
N−1∑
k=0
|Xk| (1 + |αn|) (4.58)
For a signal {xn} that has energy over the whole frequency bands, that is, |Xk| >
0 when k ∈ [0, N ], it is derived by comparing Equation 4.54 to 4.58 that when
1
N
∑N−1
k=0 |XkFk| < 1N
∑N−1
k=0 |Xk|, the upper bounds of out-of-sample forecast errors
by the predictive filter F (ω) are lower than those of the naive forecast. Specially for
a band-limited signal, the upper bounds of out-of-sample forecast errors by the pre-
dictive filter F (ω) are lower than those of the naive forecast when |Fk| < 1 for all
k.
4.5.3 Theorem
From the analysis in Section 4.5.2, the following theorem can be derived:
Theorem 4.1. The upper bounds of one-step ahead forecast errors using a predictive
filter F (ω) are lower than those using the naive forecast if and only if the magnitude
response 1
N
∑N−1
k=0 |XkFk| < 1N
∑N−1
k=0 |Xk|, where Xk > 0.
Proof. See Section A.4
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According to the theorem, if |Fk| < 1 for all k of a predictive filter F (ω), the upper
bounds of out-of-sample forecast errors of the filter will be lower than those of the
naive forecast. Therefore, the theorem provides a method to estimate the forecast
performance of a predictive filter over the naive forecast in terms of the upper bounds
of forecast errors, without the need to calculate forecast errors of either the filter or
the naive forecast, when |Fk| < 1 for all k.
Whether a sophisticated predictive filter outperforms the naive forecast can be decided
by comparing its magnitude response |Fk| to 1. If |Fk| < 1 for all k, the filter provides
better forecast performance than the naive forecast in terms of the upper bound of
forecast errors. However, if 1
N
∑N−1
k=0 |XkFk| > 1N
∑N−1
k=0 |Xk|, it implies that the upper
bounds of the forecast errors of the filter are higher than those of the naive forecast.
It is worth noticing that |Fk| does not provide any insight on how tight these bounds
are, nor whether a model is better than the naive forecast for a specific signal in terms
of specific goodness-of-fit metrics. It is possible that forecast errors are far less than
the upper bounds when applying a predictive filter on a specific signal. Consequently,
the goodness-of-fit metrics discussed in Section 2.4.1 should be used to evaluate the
forecast performance of a predictive filter in terms of magnitude of errors and success
ratio of direction changes, etc.
The real importance of the magnitude response |Fk| lies in the fact that it provides a
unique insight into the worst case scenario of the forecast performance of applying a
predictive filter to forecast a time series. By calculating the upper bounds of in-sample
and out-of-sample forecast errors using Equation 4.50 and 4.54, we could access to
the worst case forecast errors, as well as the worst case MAE and MSE. One of the
potential applications of the worst case forecast errors of a predictive filter is to decide
the amount of capital we should assign to a trading strategy which adopts the filter
to forecast a financial time series.
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4.6 Conclusion
This chapter presented a predictive filter theory and coefficient estimation methods.
The linear predictive filter can be applied to forecast real world time series which are
not band-limited, with forecast errors following a white noise process. The coefficients
of a predictive filter can be derived by maximising the spectrum flatness of forecast er-
rors. Three methods are proposed to estimate the spectrum flatness of forecast errors.
The periodogram method is applicable to time series with no structural breaks, while
the SDWESF method and the EWSDWESF method are able to deal with time series
with structural breaks in the in-sample data set, and the latter adjusts to structural
breaks more quickly than the former.
In addition, the adaptive filter and hybrid filter were introduced for forecasting time
series that have structural breaks not only in the in-sample data set but also out-of-
sample one. The hybrid filter is more suitable to forecast time series that have few
but large magnitude structural breaks, while the adaptive filter is more suitable for
time series that have large amount of small structural breaks.
Furthermore, a theorem that estimates the forecast performance of a predictive filter
over the naive forecast in terms of the upper bounds of forecast errors was presented.
The magnitude response of the predictive filter provides a unique insight into the worst
case scenario of the forecast performance of applying a predictive filter to forecast a
time series.
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Chapter 5
Forecasting Financial Time Series
5.1 Target Price
For a real world financial time series which is not band-limited, the methods mentioned
in Chapter 3 cannot be applied to forecast it without errors. However, forecasting
financial time series with errors can still be useful to guide decision making as long as
a greater success ratio of forecasting direction changes or a smaller magnitude errors
of price movements could be achieved by a predictive filter comparing to the naive
forecast. Therefore, the methods proposed in Chapter 4 could be applied to forecast
financial time series with errors that follow a white noise process.
In the context of financial time series, the spectrum of the first order difference of close
prices of a financial time series is close to that of a white noise process in terms of
spectrum flatness (Figure 5.1 and 5.2). That makes it difficult to forecast using linear
models. It is consistent with the EMH which states that current price already contains
all the information, so it is impossible to use past information to foretell future price
movements.
The first order difference of close prices of the S&P500 (2011-01-01→ 2011-12-30) and
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its spectrum is shown in Figure 5.1.
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Figure 5.1: The first order difference of close prices of the S&P500 and its magnitude
response
Figure 5.2 shows the spectrum of the in-sample data set of the first order difference of
open, high, low and close prices of the S&P500 (2000 observations), respectively.
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Figure 5.2: Magnitude response of the in-sample first order difference of
open/high/low/close prices of the S&P500
Many previous studies such as those mentioned in Section 2.1 and 2.3 usually focused
on close prices only. However, price data of the open, high, low, and close are all
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available for any time frame in practice. The most recent studies such as [34] and
[27], showed that daily high and low prices of some equities are predictable by using
the High-Low range as an explanatory variable. Therefore, it is necessary to consider
daily high, low, open and close prices when we study the behavior of a financial time
series.
One of the contributions of this research is that the linear combination of daily open
(or that of a certain time frame), high, low and close (OHLC) prices, which we call
target price1, is found to be able to provide more predictability than daily close prices
only. Furthermore, daily open prices are proposed to be used in a trading strategy
taking advantage of forecasting target prices.
5.2 Optimise the Price Combination
5.2.1 Open, High, Low and Close Price
The target prices of a financial time series2 could be obtained by optimising linear
weights assigned to daily open, high, low and close prices. In order for target prices
to be useful for trading purposes, a constraint which forces target prices to be within
the daily High-Low range should be considered to estimate their weights. Therefore,
it is reasonable to forecast a target price time series which is a proxy of the daily price
time series of an asset.
Let yn = αxOn +βxHn +γxLn +δxCn be a target price that is a linear combination of daily
open price xOn , high price xHn , low price xLn and close price xCn . {yn} is then the target
1 The daily target price of an asset which is a linear combination of daily open, high, low, and close
prices is considered in the thesis. However, it is applicable to any time frame as long as the data
of open, high, low and close prices are available.
2 The target price of a financial time series is used interchangeable to the target price of the underlying
asset of the time series in the thesis.
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price time series that is the linear combination of daily open, high, low and close price
time series, i.e.,
{
xOn
}
,
{
xHn
}
,
{
xLn
}
,
{
xCn
}
. Since the individual price series
{
xOn
}
,{
xHn
}
,
{
xLn
}
and
{
xCn
}
are close to random walk processes (Figure 5.2) that cannot be
predicted better than using the naive forecast, we would wish to find a target price
series {yn} which could give more predictability than each {xn} alone.
This can be done by using weights, α, β, γ and δ in this case, as unknown variables
and defining an objective function which is the spectrum flatness of the artificial time
series of weighted open, high, low and close price series. The idea is that the less flat
the spectrum of the artificial time series is, the more predictable the time series is.
Ideally we are able to perfectly predict a target price time series without errors if we
could make it band-limited by assigning proper weights to the open, high, low and
close price series.
The objective function is constructed in terms of spectrum flatness as:
max
α,β,γ,δ
(∑ |Y1(k)|
N + 1
2
−∑ |Y2(k)|2
L−N
)
(5.1)
where
Y (k) =

Y1(k) k = 0, 1, ..., N
Y2(k) k = N + 1, N + 2, ..., L
(5.2)
is the Fourier transform of yn. Y1(k) is the low frequency component between 0 and
N , which is a threshold that separates low frequency components from high frequency
ones, while Y2(k) is the high frequency component between N + 1 and L, which is the
length of frequency range of the one-side spectrum.
The target price {yn} has to be within the daily High-Low range in order to act as a
proxy of daily price to guide the trading decision making in practice. The following
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constraints are added to the optimisation program to make the target price within the
daily High-Low range:

yn ≤ xHn
yn ≥ xLn
(5.3)
Nevertheless, the objective function (Equation 5.1) is not convex so that there are
more than one yn that satisfies the constraints and the optimisation program could
end up with a local minimum3. In practice, we could accept the local minimum as
long as the target price time series is more predictable than a random walk process
and we could make profits by forecasting the target price time series.
A special case of target prices is that when α = 0 and β = γ = δ = 1/3, the target
price
yn =
xHn + xLn + xCn
3 (5.4)
is called the typical price in the conventional technical analysis4.
3 It is possible to use a global search optimisation method, for example, genetic algorithm, to find
the global minimum.
4 Refer to Calculation of Typical Price while Calculating Commodities Channel Index (CCI). Avail-
able at http://stockcharts.com/school/doku.php?id=chart_school:technical_indicators:commodity_channel_in
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Figure 5.3: Close prices, typical prices and target prices of the S&P500
The close price, typical price and target price (yn = 0.5022xOn −0.0317xHn +0.0672xLn +
0.4626xCn in this case) of the S&P500 are illustrated in Figure 5.3
Figure 5.4 shows the spectrum of the first order difference of typical prices and target
prices respectively. We can observe that the target price time series has more low
frequency components than high frequency ones. Comparing to Figure 5.2, the target
price time series has the least flat spectrum, while the spectrum of the typical price
time series is less flat than any of those open, high, low and close price series whose
spectrum are as flat as that of a random walk process.
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Figure 5.4: Magnitude response of the in-sample first order difference of typical and
target prices of the S&P500
The flatness tests of the PSD of the first order difference of the close price, typical
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price, and target price time series are shown in Table 5.1. The greater the D(ϕ) and
ψ(ϕ) tests, the less flat the spectrum of the time series. Same as we observed, the
target price time series has the least spectrum flatness, while the close price series has
the greatest one5.
Close Price Typical Price Target Price (OHLC)
D(ϕ) 0.6061 0.6605 0.9635
ψ(ϕ) 1.7963 1.8967 3.0718
Table 5.1: Flatness tests of the PSD of the first order difference of close/typical/target
prices of the S&P500
The optimisation algorithm of the price combination that derives target prices effec-
tively smooths the daily price time series, that is, it has more low frequency components
than the high frequency ones as shown in Figure 5.4. Consequently, the target price
time series derived from daily open, high, low and close prices has more predictability
than any of the individual price time series alone, and it is feasible to apply the lin-
ear predictive filter methods as discussed in Chapter 4 to forecast it, and they would
provide better performance than the naive forecast. The forecast procedures of real
world financial time series are discussed in Section 5.3.
In practice, the OHLC target price time series should be used as a proxy of daily
asset price time series for forecasting and trading, as the optimisation algorithm picks
up the best combination of weights. In addition, for comparison, we also exploit the
other combinations of daily open, high, low and close prices to derive target prices.
The flatness tests of the PSD of the first order difference of target prices of the other
combinations of daily open (O), high (H), low (L) and close (C) are shown in Table
5.2
5 For comparison, the average D(ϕ) and ψ(ϕ) test values for a random generated white noise process
are about 0.58 and 1.66, respectively. Theoretically, the D(ϕ) and ψ(ϕ) tests are both 0 for ideal
white noise.
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HLC OHC OLC OHL HL OC OH OL HC LC
D(ϕ) 0.6697 0.9736 0.9625 0.6617 0.6503 0.9691 0.6554 0.6267 0.6397 0.6171
ψ(ϕ) 1.8956 3.0121 3.0786 1.8108 1.8464 2.9969 1.9700 1.7877 1.9372 1.7625
Table 5.2: Flatness tests of the PSD of the first order difference of target prices of
other Combinations
We can tell that the combinations which include daily open and close prices give less
flat spectrum thus more predictability. This phenomenon can be explained by the
special nature of financial time series, that is, the daily close price is close in value
to the open price of the next day. Let’s consider a target price which is simply the
average of daily open and close price (OC), that is, yn = x
O
n+xCn
2 . If the daily open
price is exactly the same as the close price of the day before, i.e., xOn = xCn−1, then
yn = 12x
C
n−1 + 12x
C
n . Therefore, the daily target price time series {yn} is effectively the
daily close price series
{
xCn
}
passing through a lowpass filterH(z) = 0.5+0.5z−1(Figure
5.5).
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Figure 5.5: Effective lowpass filter
In essence, as long as the condition xOn = xCn−1 holds, {yn} can be represented as a
lowpass filtered daily close price series
{
xCn
}
by H(z), and the magnitude response of
H(z) can be shaped by assigning different parameters to the filter and further shaped
by introducing extra price information such as daily high, low, etc.
However, the daily open price is not identical to the close price of the day before due
to after-hours trading and changes in investor valuations or expectations of the asset
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occurring outside of trading hours. 6 Consequently, the target price time series we
get is not exactly band-limited but has more low frequency components than the high
frequency ones as shown in Figure 5.4. This still give us advantage to forecast the
target price time series using linear predictive filter methods.
5.2.2 Intraday Price
The concept of the target price can also be extended to the combination of intraday
prices provided the high frequency price data are available. In the similar fashion as
the weighted daily open, high, low and close prices, the broad concept of the target
price of a financial time series is defined as the linear combination of higher frequency
intraday prices, for example, intraday hourly prices or intraday 5-minute prices.
Taking the linear combination of intraday hourly prices for example, the target price
on a certain day n can be represented as
yn = w0x(0)n + w1x(1)n + · · ·+ wmx(m)n =
m∑
i=0
wix
(i)
n (5.5)
where wi denotes the weight of the ith hourly price x(i)n on day n, and m is the total
number of hourly prices within a day. x(0)n is effectively the open price on day n. In
the matrix form, the target price time series {yn} can be expressed as

y1
y2
...
ym

=

x
(0)
1 x
(1)
1 · · · x(m)1
x
(0)
2 x
(1)
2 · · · x(m)2
... ... . . . ...
x(0)n x
(1)
n · · · x(m)n


w1
w2
...
wm

(5.6)
6 Refer to the “Opening Price” explanation by Investopedia. Available at
http://www.investopedia.com/terms/o/openingprice.asp
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The weight wi can be derived by applying the similar objective function as Equation
5.1
max
w
(∑ |Y1(k)|
N + 1
2
−∑ |Y2(k)|2
L−N
)
(5.7)
where the magnitude response Y (k) of the target price time series {yn} is expressed
by Equation 5.2 and the constraints in Equation 5.3 should be satisfied when applying
the optimisation program.
It is worth noticing that the popular algorithm trading strategies Time Weighted Av-
erage Price (TWAP) and Volume Weighted Average Price (VWAP) [69] are special
cases of the intraday target price.
The target price of daily open, high, low and close prices (OHLC), hourly price (1H)
and 5-minute prices (5m) and the close price of the S&P5007 are illustrated in Figure
5.6.
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Figure 5.6: Close prices and target prices of the S&P500
Figure 5.7 shows the magnitude responses of the first order difference of close prices
7 The intraday hourly and 5-minute price data of the S&P500 are available from 2012-01-01 to 2012-
06-30. There are 125 trading days within this period. There are 8 hourly prices and 80 5-minute
prices within a day including the open prices.
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and target prices HLC, OHLC, OC, hourly prices and 5-minute prices, respectively.
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Figure 5.7: Magnitude response of the in-sample first order difference of close/target
prices of the S&P500
The flatness tests of the PSD of the first order difference of close prices and target
prices of daily open, high, low and close (OHLC), hourly prices and 5-minute prices,
are given in Table 5.3.
Close Price Target Price (OHLC) Target Price (1H) Target Price (5m)
D(ϕ) 0.4245 0.8294 0.8231 1.0784
ψ(ϕ) 1.0711 2.4483 2.6167 2.8379
Table 5.3: Flatness tests of the PSD of the first order difference of close/typical/target
prices
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For comparison, the flatness tests of the PSD of the first order difference of target
price of other combination of daily open (O), high (H), low (L) and close (C) prices
are shown in Table 5.4
HLC OHC OLC OHL HL OC OH OL HC LC
D(ϕ) 0.4940 0.8520 0.8208 0.5641 0.4961 0.8445 0.5903 0.5044 0.5498 0.4212
ψ(ϕ) 1.2054 2.5106 2.3598 1.6745 1.3169 2.4381 1.9726 1.6471 1.5833 1.1670
Table 5.4: Flatness tests of the PSD of the first order difference of target prices of
other combinations
The target price series derived from 5-minute prices has the least flat spectrum, which
implies the target price (5m) time series is the most predictable one. The close price
has the most flat spectrum as expected. Therefore it has the least predictability.
The target price series derived form 1-hour prices has similar spectrum flatness as the
OHLC target price series. Both of them are less predictable than the 5-minite target
price series but more predictable that the close price series. The daily open, high, low
and close prices are essentially the intraday prices at certain time points. Therefore,
the high frequency price information provides more flexibility and possibility to obtain
a more predictable target price time series than the low frequency ones.
From the perspective of asset price movements, the target price is effectively a price
at a certain time point in theory8 within the daily Open-Close time range, and its
magnitude is within the daily High-Low price range. In other words, the target price
of day n is yn = x(kn)n , where On ≤ kn ≤ Cn and x(L)n ≤ x(kn)n ≤ x(H)n , On and Cn
denote the open and close time of day n of the market. Normally kn is changing
over day n depending on the actual price movements within the day n. The target
price at time kn−1 of day n− 1, i.e., x(kn−1)n−1 effectively contains price information from
open time On−1 to time kn−1 and from time kn−1 to close time Cn−1, rather than
only the price information at fixed time k itself (x(k)n−1). Consequently, the extra price
information from time kn−1 to close time Cn−1 of day n − 1 that embedded in the
8 It is possible for the market never to trade at the target price in practice if it gaps for example.
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target price x(kn−1)n−1 provides more predictability to forecast the target price x(kn)n as
long as kn < Cn because the trading time interval between Cn−1 and kn is less than
one period, i.e., a day in this case. As a result, the target price time series
{
x(kn)n
}
has
more predictability than time series of prices at fixed time k (
{
x(k)n
}
), for example,
close price time series
{
xCn
}
.
In practice, if the intraday high frequency price data is not available, daily open, high,
low and close prices can be used to derive a target price time series, which could
provide similar predictability as the target price of intraday high frequency prices. It
is worth noticing that the assumption behind the target price time series derived from
daily close and open prices is that the daily open prices are identical or at least close
to the close prices of prior days. In the situation that the daily close prices are always
significantly different from the open prices of next days, alternative combinations of
intraday high frequency or high, low prices should be used to derive the target price
time series given that it has more predictability than the close prices time series.
5.3 Forecast Procedure
5.3.1 Financial Time Series Forecasting Procedure
For a real world financial time series, it is necessary to first check whether it follows a
random walk process, or equivalently, whether the first order difference, or the return
of the price time series follows a white noise process. This can be done by Variance
Ratio tests on the price time series, or Spectrum Flatness tests on the first order
difference or the return of the time series. It is reasonable to forecast a price time
series only if it does not follow a random walk process, otherwise, the naive approach
should be simply used to forecast it.
If a price time series does not follow a random walk process, a linear predictive filter
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is then applied to the in-sample observations of the first order difference of the price
time series . It is worth noticing that either fixed parameter models (Section 4.1.1),
or adaptive/hybrid filters can be used for forecasting, but both of them will need
to be updated periodically to adjust for the possible future structural breaks. The
goodness-of-fit of the out-of-sample forecast has to be examined against that of the
naive forecast. If the forecast method is better than the naive approach, it will be
used in the real world forecast. The forecast procedure is illustrated in Figure 5.8.
For a financial time series whose daily open, high, low and close prices are available,
the process to optimise the price combination to derive target prices will be added to
the forecast procedure. The rest of the procedures shown in Figure 5.8 are applied to
the target price time series. Moreover, the estimated forecast model will be applied to
the target price time series to forecast one-step ahead.
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Price of a Financial Time Series
Random Walk Process
Naive Approach is used for one-step ahead forecast
Goodness-of-Fit of forecast by LPF
is better than the Naive Approach
Apply the Linear Predictive Filter (LPF)
for one-step ahead forecast
One-step ahead forecast using the fitted LPF
Variance Ratio Test
or
Spectrum Flatness Test
Yes
No
Yes
No
Figure 5.8: Forecast procedure for a price time series
To summarise, the forecast procedures for a financial time series with open, high, low
and close prices are listed as follows:
1. To optimise the price combination of open, high, low and close prices to derive
a target price time series;
2. To apply Variance Ratio tests or Spectrum Flatness tests to the target price
series to check whether it follows a random walk process;
3. To estimate a linear predictive filter or an adaptive/hybrid filter using the in-
sample data set and apply the fitted filter to the out-of-sample data set of the
target price series only if it does not follow a random walk process, otherwise
apply the naive approach;
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4. To compare the goodness-of-fit test results of the out-of-sample forecast of the
linear predictive filter or the adaptive/hybrid filter to those of the naive approach;
5. To use the estimated filter for real world forecast of the target price time series
if the out-of-sample goodness-of-fit is better than that of the naive approach,
otherwise apply the naive approach.
5.3.2 Procedure of Applying the Linear Predictive Filter
In order to apply the linear predictive filter to the out-of-sample data set, it is necessary
to divide the whole data set into 3 distinct subsets at first, i.e., in-sample training set,
in-sample testing set, and out-of-sample validation set (Figure 5.9). The in-sample
training set is the largest set and is used by the linear predictive filter to learn the
pattern presented in data. The in-sample testing set, whose length will be set as
same as that of the out-of-sample validation set, is used to test the performance of
the estimated model from the training set. The specified order of the filter, length of
the moving window and weight for EWSDWESF that give the best performing model
will be selected as the winning model configuration, and then applied to the whole
in-sample data set to estimate the coefficients of the filter to obtain the estimated
linear predictive filter. The out-of-sample validation set is then used for out-of-sample
goodness-of-fit test of the estimated linear predictive filter.
Training Set Testing Set Validation Set
In-sample Set Out-of-sample Set
Figure 5.9: In-sample and out-of-sample data set
Once the model configuration and coefficients are obtained, we could use the estimated
linear predictive filter for one-step ahead forecast of a real world financial time series.
The linear predictive filter could be applied to the whole in-sample and out-of-sample
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data set to forecast one-step ahead directly given there are no structural breaks. Or a
new set of coefficients are estimated based on the whole in-sample and out-of-sample
data set and the new linear predictive filter is then used for one-step ahead forecast.
The procedure of applying the LPF to forecast real world time series is illustrated in
Figure 5.10.
New Observation
Window moves one-step forward
Apply the LPF to the window
One-step ahead forecast
Goodness-of-fit
Structure Break
Reset the LPF
Yes No
Figure 5.10: Real world forecast procedure of a LPF
When a new observation is available, the window whose length is the sum of the
length of the in-sample data set and that of the out-of-sample data set (Figure 5.9) is
then moved one-step forward to encompass the observation and the estimated LPF is
applied to the window to forecast one-step ahead. The one-step ahead forecast is then
added into the out-of-sample data set to derive the goodness-of-fit and compared to the
previous tests. If the goodness-of-fit tests are significantly different from the previous
ones, there are possible structural breaks in the time series. Therefore, the model
configuration is reset and new coefficients are then estimated from the current window
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using the aforementioned procedure. Figure 5.11 shows the procedure to forecast one-
step ahead for the real world financial time series when there is a structural break.
It is worth noticing that the procedure of resetting model configuration and coefficients
estimation is different from that of the adaptive filter or hybrid filter (Section 4.4).
The latter only updates coefficients of the model which has the same set of model con-
figuration with the same length of moving window. Therefore, the model configuration
also needs to be reset given significant structural breaks when applying adaptive filter
or hybrid filter for one-step ahead forecast of a real world financial time series.
Training Set Testing Set Validation Set
In-sample Set Out-of-sample Set
Validation Set
Model Configuration and Coefficients Estimation
Moving Window
Validation Set
Validation Set
One-step ahead Forecast
Validation Set is used for Goodness-of-fit Test
Training Set Testing Set Validation Set Reset given Structure Break
Validation Set
Figure 5.11: Model configuration reset and coefficients estimation if structure breaks
5.4 Trading Strategy
The one-step ahead forecast based on target prices deals with the probability of up or
down movements of asset prices which are proxied by target prices rather than close
prices. Hence it is necessary to develop trading strategies based on the target price
time series. In other words, we need path-dependent trading strategies that enable
us to make trading decision based on target prices rather than conventional technical
indicators that based on close prices.
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The proposed trading strategy is based on target prices of liquid assets, e.g., equity
indices, foreign exchange, etc. The idea is to choose the most liquid assets, such as
EUR/USD spot rate, S&P500 index, etc., which have the smallest bid/ask spreads,
with which we could minimise transaction costs if we trade in high frequency. The
other reasons include that liquid assets normally have more variable open, high, low
and close prices, relatively greater daily High-Low ranges, more active trades than the
less liquid ones, whose prices change less frequently. The target prices of a liquid asset
can easily be reached thus triggering trading signals due to the active trading during
a day. In addition, it is possible for the target price time series to have more low
frequency components due to looser High-Low range constraints.
Take the daily trade on the S&P500 index as an example, we would go long S&P500
when the target price of yesterday is higher than the open price of today and the sign
forecast shows that there is more than 50% possibility that the target price of today
would be higher than that of yesterday, while we would go short S&P500 when the
target price of yesterday is lower than the open price of today and the sign forecast
shows that there is more than 50% possibility that the target price of today would be
lower than that of yesterday. The flow chart of the strategy is shown in Figure 5.12.
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Last Target Price
More than 50% possibility that
the target price today will be 
higher than the last one
More than 50% possibility that
the target price today will be 
lower than the last one
The last target price is higher
than today’s open price
The last target price is lower
than today’s open price
Long the asset at today’s open price Short the asset at today’s open price
End
No No
Yes
Yes
Yes
Yes
No No
Figure 5.12: Target price trading strategy
This strategy ensures that the probability of upside or downside movements from
today’s open price are even more possible than estimated, which gives more certainty
of making profits.
If the MSE of the one-step ahead forecast is small (smaller than the MSE of the
naive forecast), which implies the magnitude forecast of target prices are accurate
(more accurate than that of the naive forecast), a trading strategy could be designed
by comparing the forecasted target price, instead of the target price of yesterday, to
today’s open price. If the forecasted target price is higher than today’s open price,
we would long S&P500, otherwise, we should short it. The direction forecast of the
target price can also be considered into the trading strategy to add more confidence.
In order to prevent suffering large losses resulting from extreme unfavorable price
movements, we should set up a stop loss level with every order we placed. This
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ensures that current orders would exit automatically upon predefined losses in case
that prices move to the unfavorable direction. In addition, we should also set up a take
profit limit level with each order in order to realise the profits when prices reach the
predefined levels automatically in case they will drop afterwords. The stop-limit levels
give us precise control over the exit of an open position with respect to the desired
minimum level of profit and maximum level of acceptable loss. The stop-limit levels
could be created as proportional to target prices, high-low ranges or at absolute levels
depending on backtest results. Furthermore, the trailing stop9 could be incorporated
to generate more profits given the correct direction forecast while less losses when the
price moves unfavorably. If we apply this trading strategy in a long run, statistically
we would end up with positive profits.
One problem with this trading strategy is that we could surfer unexpected losses if
the price moves to the unfavorable direction and triggers the stop loss level before
it moves to the favorable direction as expected by the sign forecast. The reason is
that the sign forecast is not path-dependent, as it only tells the possibility of the one-
step ahead forecast of target price to be higher or lower than the current target price
during a certain period but not the exact price movement path during this period.
Therefore, we should properly set up stop-limit levels in order to make profits by
applying this trading strategy. Moreover, it is reasonable to combine conventional
momentum indicators or candle charting methodologies [103] with the one-step ahead
forecast to refine the performance of the trading strategy.
9 Trailing stop orders are used to maximise and protect profit as an asset price moves to the
favorable direction and limit losses otherwise. The trailing stop price is adjusted as the
asset price fluctuates. Refer to “Trailing-Stop Techniques” by Investopedia. Available at
http://www.investopedia.com/articles/trading/03/080603.asp
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5.5 Empirical Results and Analysis
To further explain the linear predictive filter methodology and its effectivity of fore-
casting the target price of a real world financial time series, we apply the filters to some
of the real world financial time series and report out-of-sample goodness-of-fit tests
in this section. In addition, the proposed trading strategy is applied to the one-step
ahead forecast of target prices in order to test its profitability.
5.5.1 Data
The daily S&P500 index data set (2252 observations, 2003-01-24 → 2011-12-30) as
shown in Section 5.1 and 5.2 is used to demonstrate the predictability of the linear
predictive filter over the target price time series. The first 2000 observations (2003-01-
24→ 2010-12-31) are used as the in-sample data set, where the first 1748 observations
(2003-01-24 → 2009-12-31) are used as the training set and the next 252 observations
(2010-01-04 → 2010-12-31) the testing set. The last 252 observations (2011-01-01
→ 2011-12-30) are used as the out-of-sample validation set. The daily open, high,
low and close prices of 2252 trading days are extracted from Bloomberg. Two target
price time series, yn = 0.5022xOn − 0.0317xHn + 0.0672xLn + 0.4626xCn (OHLC) and
yn = 0.4010xHn + 0.4507xLn + 0.1495xCn (HLC), and the close price time series are used
as proxy price series of the S&P500. They are derived by optimising the objective
function in Section 5.2.
5.5.2 Goodness-of-fit
5.5.2.1 Methodologies and Time Series
7 methods are used for one-step ahead forecast:
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1. the ARMA model10 estimated by minimising the prediction error;
2. the FIR filter estimated by minimising the variance of error periodogram;
3. the FIR filter estimated by maximising the SDWESF;
4. the FIR filter estimated by maximising the EWSDWESF;
5. the adaptive filter;
6. the hybrid filter;
7. the naive forecast.
The naive forecast and ARMA model are used as benchmark of the out-of-sample
forecast performance. The proposed methods are then compared to the naive forecast
and ARMA model when they are applied to the financial time series.
In order to demonstrate the effectivity of each method and the predictability of target
price time series, the 7 methods are applied to 3 price time series of the S&P500:
1. the OHLC target price time series (yn = 0.5022xOn − 0.0317xHn + 0.0672xLn +
0.4626xCn )
2. the HLC target price time series (yn = 0.4010xHn + 0.4507xLn + 0.1495xCn )
3. the Close price time series (xCn )
All three price time series reject the null hypothesis of random walk at 99% confidence
level when applied the Chow-Denning VR test11. Thus none of them follow random
walk processes.
10The armasel function of the Matlab toolbox ARMASA
(http://www.dcsc.tudelft.nl/Research/Software/index.html)
by P.M.T. Broersen is used as a benchmark method of ARMA model in this thesis
11The Chow-Denning statistic is calculated by the Chow.Denning function of R package vrtest.
The MV2 statistics with holding period k = [2, 4, 8, 16, 32] for the OHLC, HLC target price and
close price time series are 8.32, 5.43, 3.46, respectively, comparing to the 1% critical value 3.08.
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The target price calculation and proposed trading strategy can be implemented in
Matlab using functions listed in Section C.3.
5.5.2.2 Goodness-of-fit Test Results and Analysis
Table 5.5 lists the goodness-of-fit test results of the out-of-sample forecast of the OHLC
target price time series. The goodness-of-fit test results are obtained by applying each
method to the out-of-sample validation set following the forecast procedure described
in Section 5.3.2.
S&P500 (OHLC) ARMA Periodogram SDWESF EWSDWESF Adaptive Hybrid Naive
MSE 92.74 93.08 91.96 93.10 94.32 93.38 151.65
MASE 0.7999 0.8004 0.7994 0.8037 0.8061 0.8024 1
SR 71.03% 70.64% 71.43% 72.62% 70.24% 71.03% 64.68%
DA 6.6836 6.5583 6.8118 7.2619 6.4302 6.6836 4.6667
Table 5.5: Out-of-sample goodness-of-fit of OHLC target prices of the S&P500
Table 5.6 shows the goodness-of-fit test results of the out-of-sample forecast of the
HLC target price time series.
S&P500 (HLC) ARMA Periodogram SDWESF EWSDWESF Adaptive Hybrid Naive
MSE 144.38 146.37 144.11 148.66 141.38 140.80 219.33
MASE 0.8093 0.8162 0.8080 0.8260 0.8050 0.8041 1
SR 64.68% 64.68% 61.11% 65.48% 64.29% 63.49% 60.71%
DA 4.6568 4.6568 3.5289 4.9300 4.5469 4.2868 3.3991
Table 5.6: Out-of-sample goodness-of-fit of HLC target prices of the S&P500
The goodness-of-fit test results of the out-of-sample forecast of daily close prices are
listed in Table 5.7.
S&P500 (Close) ARMA Periodogram SDWESF EWSDWESF Adaptive Hybrid Naive
MSE 314.78 324.55 317.13 322.02 302.87 294.14 700.77
MASE 0.6812 0.6872 0.6779 0.6779 0.6827 0.6783 1
SR 48.81% 49.21% 48.02% 52.38% 51.98% 48.81% 52.38%
DA -0.2485 -0.18137 -0.50314 0.2680 0.6705 0.63469 0.61877
Table 5.7: Out-of-sample goodness-of-fit of close prices of the S&P500
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We can tell that the predictability of the price time series of the S&P500 can be sorted
as OHLC target price series > HLC target price series > Close price series. All 7
methods applied to the OHLC target price time series outperform those applied to the
close price series in terms of the MSE, Success Ratio and DA tests.
The best SR is 72.62% when applying the linear predictive filter to the OHLC target
price time series, while 65.48% for the HLC target price time series and 52.38% for the
close price time series. Even the success ratio of the OHLC target price for the naive
forecast could reach 64.68%, which implies we could achieve 64.68% correct hit rate by
simply using the most recent observation as the one-step ahead forecast of the target
price time series without any sophisticated models. By contrast, the best success ratio
of close price forecast is only 52.38%. This is consistent with the EMH that states the
close price of an asset cannot be predicted better than the naive forecast, especially
for the highly liquid asset classes, e.g., the S&P500 index in this case.
If we consider OHLC target prices, HLC target prices and close prices as proxies
of daily S&P500 prices, the MSE of forecasting S&P500 daily prices are improved
significantly from 700.77 of the naive forecast of the close price series to 91.96 of the
linear predictive filter of the OHLC target price series. Although the MSE differences
are results of forecasting different price time series, the different prices, i.e, OHLC
target price, HLC target price and close price, are all proxies of the daily price of
the S&P500. We could actually place orders at any of these prices in the market.
Therefore, the improvement of magnitude forecast of target price time series over the
close price time series would be more helpful for trading decision making processes
than simply using close prices as the daily S&P500 prices.
5.5.2.3 Group Delay
The estimated linear predictive filter using the EWSDWESF method for the OHLC
target price of the S&P500 is yn = 0.8135yn−1−0.6574yn−2+0.5091yn−3−0.3605yn−4+
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0.2814yn−5 − 0.1579yn−6 + en and for the HLC target price is yn = 0.2291yn−1 −
0.1788yn−2 + en. Figure 5.13 and 5.14 show the magnitude responses and group delay
of the two LPFs. The group delay at some low frequency bands of both LPFs is nega-
tive, which implies the one-step ahead forecast of these low frequency components of
the target price series leads the time series itself. However, the group delay of high
frequency components of the LPF designed for the OHLC target price time series is
slightly higher than that of the naive forecast (whose Group Delay = 1). We can tell
from Figure 5.4 that the high frequency components of the target price time series
where the LPF has group delay greater than 1 is far less than the low frequency com-
ponents where the group delay of the LPF is less than 1. Consequently, the estimated
LPF is more suitable for a time series that has more low frequency components than
high frequency ones, e.g., the OHLC and HLC target price series whose magnitude
responses are shown in Figure 5.4.
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Figure 5.13: Magnitude response and group delay of the LPF for the OHLC target
price series
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Figure 5.14: Magnitude response and group delay of the LPF for the HLC target price
series
5.5.2.4 Magnitude Response |Fk|
According to the Theorem proposed in Section 4.5.3, the magnitude response of the
LPF designed for the HLC target price time series |Fk| < 1 for all k (Figure 5.14).
Therefore, the LPF provides better forecast performance than the naive approach in
terms of the upper bound of forecast errors. It is confirmed by the MSE shown in Table
5.5. However, it is difficult to tell from Figure 5.13 whether the magnitude response
of the LPF designed for the OHLC 1
N
∑N−1
k=0 |XkFk| < 1N
∑N−1
k=0 |Xk| as not |Fk| < 1 for
all k. Due to the fact that the original OHLC target price time series has much less
high frequency components where the magnitude response of the LPF is greater than
1, the actual upper bounds of forecast errors of the LPF are still less than the upper
bounds of the naive forecast.
5.5.2.5 Coefficients of the Adaptive Filter and Hybrid Filter
The coefficients over time for the adaptive filter and hybrid filter designed for the
OHLC target price time series and HLC target price time series are shown in Figure
5.16 and 5.16, respectively.
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Figure 5.15: Coefficients of the adaptive filter and the hybrid filter for OHLC target
prices of the S&P500
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Figure 5.16: Coefficients of the adaptive filter and the hybrid filter for HLC target
prices of the S&P500
We can observe from changing coefficients over time for both the adaptive filter and
the hybrid filter in Figure 5.16 that there are some structural breaks in the out-of-
sample data set of the HLC target price time series. The existence of structural breaks
explains the reason why both filters deliver better MSE than fixed parameter models
(Table 5.6). However, for the OHLC target price time series, the coefficients of the
adaptive filter only change slightly while those of the hybrid filter have no changes
(Figure 5.15). It implies that there are no structural breaks in the OHLC target price
time series thus the adaptive/hybrid filter doesn’t outperform those fixed parameter
models in this case (Table 5.5).
Furthermore, the structural breaks illustrated in Figure 5.16 are not as significant as
those in Figure 4.8 and 4.10. Therefore, we could use the same model configuration to
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update the filters for the out-of-sample forecast until there is a significant structural
break detected, when we should reset the model configuration and update coefficients
of the new model.
5.5.2.6 Forecast Errors Analysis
At the end of the forecast procedure, errors of the out-of-sample forecast is checked
against the white noise process. This can be done conventionally by the Ljung-Box
Q? Statistic12 shown in Section 2.1.2, or plotting the autocorrelation function (ACF)
and partial autocorrelation function (PACF), illustrated in Figure 5.18.
    





	



    






	




Figure 5.17: ACF and PACF of the out-of-sample data set of OHLC target prices of
the S&P500
12The Ljung-Box Q? Statistic is calculated by the lbqtest function of Matlab
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Figure 5.18: ACF and PACF of the residue of the out-of-sample forecast by ARMA
and LPF
The Ljung-Box Q? Statistic fails to reject the the null of no residual autocorrelation
for either ARMA or LPF estimated by maximising EWSDWESF. Figure 5.17 shows
that there is significant autocorrelation of the target price time series at lag 1. Figure
5.18 shows that the ACF and PACF of the residues at lag 1 are slightly higher than
the confidence bound as a result of the ARMA forecast, and significantly reduced by
applying the LPF. This also demonstrates that the LPF is better than the ARMA in
terms of lag 1 autocorrelation reduction in this case. The Ljung-Box Q? Statistic and
ACF/PACF of the residues of the ARMA and LPF forecast show that the residues
follow a white noise process thus we could not extract further information from the
residues using linear methods.
In addition, the Chow-Denning VR test13 fails to reject the null hypothesis of white
noise at 95% confidence level for forecast errors of both ARMA and LPF. It confirms
13The MV2 statistics with holding period k = [2, 4, 8, 16, 32] for the forecast errors of ARMA and
LPF are 2.05 and 1.20, respectively, comparing to the 5% critical value 2.31.
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that both forecast errors are white noise processes.
5.5.2.7 Other Financial Time Series
In addition, the 7 methods are applied to FTSE Index, Shanghai Composite Index
(SHCOMP), EUR/USD OHLC target price time series, which represent the equity
index, emerging market equity index, and exchange rate, respectively. The same
length of data sets are used as that of the S&P500. The daily prices are also provided
by Bloomberg.
FTSE ARMA Periodogram SDWESF EWSDWESF Adaptive Hybrid Naive
MSE 1613.16 1681.51 1640.93 1828.63 1902.23 1620.21 2918.22
MASE 0.7689 0.7837 0.7788 0.8075 0.8102 0.7787 1
Success Ratio 71.43% 73.02% 72.62% 73.81% 72.22% 71.43% 68.65%
DA 6.8017 7.3082 7.1826 7.5782 7.0569 6.8017 5.9259
Table 5.8: Out-of-sample goodness-of-fit of OHLC target prices of FTSE
SHCOMP ARMA Periodogram SDWESF EWSDWESF Adaptive Hybrid Naive
MSE 603.32 584.16 521.18 514.44 522.37 522.47 780.08
MASE 0.8860 0.8671 0.8299 0.8198 0.8242 0.8242 1
Success Ratio 55.95% 58.73% 59.52% 59.52% 61.11% 60.32% 59.52%
DA 1.8694 2.7640 3.0167 3.0167 3.5289 3.2839 3.0167
Table 5.9: Out-of-sample goodness-of-fit of OHLC target prices of SHCOMP
EURUSD ARMA Periodogram SDWESF EWSDWESF Adaptive Hybrid Naive
MSE(×10−5) 3.3590 3.7147 3.5570 3.5194 3.6849 3.7363 7.9163
MASE 0.7652 0.7895 0.7771 0.7736 0.7866 0.7908 1
Success Ratio 69.05% 70.24% 71.43% 69.84% 71.43% 71.03% 61.11%
DA 5.9420 6.3371 6.7569 6.1977 6.7569 6.5927 3.4016
Table 5.10: Out-of-sample goodness-of-fit of OHLC target prices of EUR/USD
In conclusion, the proposed linear predictive filter and adaptive/hybrid filter meth-
ods significantly outperform the naive approach in all cases and are better than the
benchmark ARMA method in most of the cases.
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5.5.3 Profitability of the Trading Strategy
5.5.3.1 Financial Spread Betting
The proposed trading strategy is applied to the one-step ahead forecast of the OHLC
target price time series to test its profitability in the context of financial spread bet-
ting14, where the spread is defined as the difference between the price we can buy at
(offer price) and the price we can sell at (bid price). We would buy at the offer price
if we think the market will rise, or sell at the bid price if we think it will fall.
Suppose the S&P500 Index is trading on the market at 1344 bid, and 1345 offer
(quoted 1344-1345). If we think the index price is going to go up, we might bet £1 a
point (order size) at the offer price 1345. If the price goes up to 1355-1356, we could
realise profits by closing the position at the bid price 1355. The profits are then £10
((1355 − 1345) × 1 = 10) with the spread bet. The transaction cost is effectively the
bid-offer spread, £1 (1356− 1355 = 1) in this case.
The benefits of spread betting are tax free profits and leverage trade. The latter
implies trading on margin. For example, if we place a bet worth the equivalent of
£1345 and margin rate for that product is 5%. The initial deposit you are asked to
hold with the broker is only £67.25 (1345× 0.05 = 67.25) - much less than the £1345
actual bet. However, the losses can also be amplified as well as profits by the leverage.
Therefore, proper stop loss and take profit limit levels should be set up when applying
the proposed trading strategy to financial spread betting.
5.5.3.2 P&L on the S&P500
Table 5.11 shows the profit and loss (P&L) of applying the trading strategy to the
out-of-sample data set using OHLC target price of the S&P500. The Total Net Profit
14Key features of spread betting. IG Index. http://www.igindex.co.uk/spread-betting/benefits-of-
spread-betting.html
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is calculated as TotalNetProfit = TotalProfit − TotalTrade, where the number
of Total Trade is effectively the total transaction costs (assuming spread is 1-point).
The Initial Investment is calculated as the sum of the total number of trading days
(252 trading days in 2011) multiplies spread, maximum stop loss15 for each trading
days, and 5% margin on the current asset price16. it is worth noticing that this is the
maximum initial investment that guarantee no margin calls and cover all the possible
losses in 2011. The actual initial investment could be much less than this one and could
be adjusted according to the actual price movements. The annual return is derived by
AnnualReturn = TotalNetProfit/InitialInvestment, which is the worst case annual return in
2011 as a result of the maximum initial investment. If we deposit less initial investment
with the broker and dynamically adjust it with price movements, we could achieve a
much greater annual return17.
ARMA Periodogram SDWESF EWSDWESF Adaptive Hybrid Naive
Long Profit 131.24 116.77 160.57 158.33 241.48 153.50 0
Short Profit 254.03 262.54 232.49 244.27 234.87 277.06 0
Total Profit 385.27 379.31 393.07 402.60 476.35 430.56 0
Total Trade 110 108 112 136 99 103 0
Total Net Profit 275.27 271.31 281.06 266.60 377.35 327.56 0
Initial Inv 667 667 667 667 667 667 667
Annual Return 41.27% 40.68% 42.13% 39.97% 56.57% 49.11% 0
Sharpe Ratio 3.23 3.41 3.30 3.20 3.60 3.49 0
Table 5.11: P&L of the S&P500 in 2011
It is worth noticing that the profits shown in Table 5.11 is obtained by placing level
order, which is the buy or sell order that has the same amount of order size per point.
However, we could achieve much higher profits by placing orders using certain money
management approaches, for example, dynamic adjusting the order size with respect
to the total account balance, e.g., increasing the order size if the total account balance
15Take profit and stop loss levels of this strategy are set at 5% and 0.1% of the price level of index of
the previous day, respectively.
16Initial Investment in Table 5.11 is calculated as (total number of trading days × (spread + highest
high price × maximum stop loss) + 5% × highest high price)
17The annualised Sharpe Ratio is calculated as daily Sharpe Ratio multiplies
√
252.
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goes up while decreasing the order size when the total account balance goes down.
The P&L of the proposed trading strategy (56.57% annual return, even the worst
39.97% annual return) significantly outperforms the buy&hold strategy, which achieves
0% annual return (ClosePrice2011−12−30 − OpenPrice2011−01−03 = −0.02) in 2011,
and the momentum indicator strategy18 which has total profit -135.64 (i.e., total loss
135.64) with 32 trades in 2011. Table B.2 shows the backtest results of applying 23
trading strategies on historical prices (in 2011) of the S&P500 from Bloomberg. We
can tell that none of the 23 trading strategies outperforms the proposed strategy in
terms of annual return and Sharpe ratio.
5.5.3.3 P&L on Simulated Price Paths
The backtest fails to consider the possible intraday price movements because of the
limitation to access the historical tick data in 2011. Instead, the daily high, low prices
are used to check against the stop loss and take profit limit levels to derive the P&L.
Consequently, the backtest result does not exactly reflect the profitability of the trading
strategy. To overcome the problem, we simulate price paths using the Geometric
Brownian Motion (GBM) model as described in [62], dxt = µxtdt + σxtdWt, where
xt is the price at time t, µ the mean return, σ the standard deviation of return, and
W a Wiener process or Brownian motion. The price xT at time T can be represented
as xT = x0e(µ−
σ2
2 )T+σ
√
T , where x0 is the initial price. The simulated price process
is then divided into segments, for example, 100 samples a segment, where the 100
samples represent the intraday price movements of a day. It enables us to further
exploit the profitability of the trading strategy taking into account the intraday price
18The Momentum Indicator measures the net difference in price between two points on a chart. The
Momentum line is the difference between the closing price and the closing price N (typically 10)
periods ago. A simple moving average (typically 5 periods) of the Momentum line is shown as a
second line. A buy signal is generated when the Momentum line crosses above the moving average.
A sell signal is generated when the Momentum line crosses below the moving average line. (refer
to Bloomberg)
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paths. The maximum, minimum, first and last price of the segment represent the daily
high, low, open and close price, respectively. One of the simulated price path and the
corresponding segments are shown in Figure 5.19.
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Figure 5.19: Simulated price path and corresponding daily segments
By applying the trading strategy to OHLC target prices of the simulated daily seg-
ments, we obtain the P&L shown in Table 5.12. The column High-Low Range shows
the P&L calculated from the daily high-low range using the same method as in Table
5.11, while Full Path shows the P&L calculated by considering the full intraday price
path, which is similar to the P&L of applying the trading strategy in practice. It
shows the performance of the High-Low Range and Full Path is similar in terms of
annual return. It justifies that the P&L shown in Table 5.11 can be used to represent
the actual P&L of applying the trading strategy to the full price path of the S&P500.
High-Low Range Full Path
Long Profit 740.67 738.37
Short Profit 729.71 731.92
Total Profit 1470.38 1470.29
Total Trade 175 175
Total Net Profit 1295.38 1295.29
Initial Inv 3413 3413
Annual Return 37.95% 37.95%
Table 5.12: P&L of the simulated price path
The trading strategy is significantly better than the buy&hold strategy, which gives
4.24% annual return (total profit 43.33), and the momentum indicator strategy, which
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has total profit 205.63 with 27 trades.
5.5.3.4 Limitations of the Trading Strategy
As discussed in Section 5.4, a limitation of this trading strategy is that we could suffer
unexpected losses if the price moves to the unfavorable direction and triggers the stop
loss level before it moves to the favorable direction as expected by the sign forecast.
Therefore, the performance of the trading strategy is sensitive to the stop loss and
take profit limit levels.
Theoretically, it is possible to set the stop loss and take profit limit at any level.
However, in practice, the stop loss and take profit limit levels are subject to broker’s
limitation. Some brokers have tighter stop loss and take profit limit level requirements
than others. Therefore, it is worth noticing that the actual performance of the proposed
strategy in practice is subject to brokers’ limitations, such as spread, stop loss and
take profit limit level, margin, minimum and maximum size of bet, etc. It is necessary
to choose a retail broker who would offer the tightest spread, stop loss and take profit
limit levels, least margin requirements, and widest minimum and maximum size of bet
range, if you are a personal investor, or institutional brokers in order to maximise the
profitability and minimise the transaction costs.
5.6 Summary
This chapter focused on forecasting real world financial time series using proposed
LPFs and adaptive/hybrid filters.
One of the contributions of the thesis is that the linear combination of daily open,
high, low and close (OHLC) prices, which we call target price, is found to be able to
provide more predictability than daily close prices alone. There are more low frequency
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components than high frequency ones in the spectrum of the derived target price time
series. This feature of the target price time series can be explained by the nature of
financial time series, that is, the daily open price is close to the close price of the last
day, thus a target price time series is effectively the close price time series passing
through a lowpass filter.
An objective function was proposed to derive the target price series from historical
observations of daily open, high, low and close prices, or intraday high frequency
prices of an asset. In addition, the procedures of applying a LPF to forecast a target
price time series and a trading strategy based on forecasting target price time series
were also proposed in this chapter.
The empirical results were given which were obtained by applying proposed LPFs and
adaptive/hybrid filters to forecast target price time series of the S&P500 following the
proposed forecast procedures. We could achieve better forecast performance (72.62%
accuracy in terms of success ratio of direction changes) by applying the proposed
filters to target price time series of the S&P500 than the naive forecast. Moreover, by
applying the trading strategy to the one-step ahead forecast of target price series of
the S&P500, we could achieve more than 42.13% annual return (outperform 22 of 23
trade strategies) and 2.37 annualised Sharpe Ratio.
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Chapter 6
Conclusion and Future Work
6.1 Summary and Conclusion
The purpose of this research is to investigate and forecast financial time series consid-
ering their dynamic and complex nature. The predictive performance of asset prices
time series themselves is exploited by applying digital signal processing methods to
their historical observations. The novelty of the research lies in the design of predictive
filters by maximising the spectrum flatness of forecast errors and applying the filters
to forecast target price time series which are linear combinations of daily open, high,
low and close prices of assets. Two fundamental questions raised in Section 1.2 have
been answered in this thesis in terms of forecasting financial time series with specific
methods and benefiting from the forecasts of the financial time series.
We started from analysing a band-limited time series, and concluded that the sufficient
and necessary conditions that a time series can be predicted with zero errors by linear
filters given the assumption that there are no structural breaks or regime switching
in the time series is that the time series is band-limited. We also concluded that a
band-limited time series can be predicted with zero errors by a predictive filter that
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has a constant magnitude response and a constant group delay over the bandwidth of
the signal.
However, the real world time series are not band-limited thus cannot be forecasted
without errors. To analyse and forecast the non-band-limited time series, we intro-
duced the statistical tests of spectrum flatness, which evaluate the departure of the
spectrum from a constant value, as measures of the predictability of a time series. The
properties of a time series were then investigated in the frequency domain through its
spectrum flatness.
The predictive filter theory was proposed and three linear predictive filters were de-
signed for forecasting general time series by maximising the spectrum flatness of fore-
cast errors. Among them, the LPF by maximising the ESF estimated by the peri-
odogram method is useful to forecast a time series that has no structural breaks, while
the LPF by maximising the SDWESF and EWSDWESF are powerful to forecast a
time series that has structural breaks in the in-sample data set but not the out-of-
sample data set. The latter adjusts to structural breaks more quickly than the former,
and greatly outperforms the ARMA model estimated by least square errors when deal-
ing with time series that have structural breaks in the in-sample data set. For a time
series that has structural breaks in the out-of-sample data set, the adaptive filter and
hybrid filter were proposed which utilise a series of successive LPFs. The hybrid filter
is more suitable to forecast time series that have few but large magnitude structural
breaks, while the adaptive filter is more suitable for time series that have large amount
of small structural breaks.
In addition, a theorem that estimates the forecast performance of a predictive filter
over the naive forecast in terms of upper bounds of forecast errors was presented. The
magnitude response of a predictive filter provides a unique insight into the worst case
scenario of the forecast performance of applying the predictive filter to forecast a time
series
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The focus was then placed on forecasting real world financial time series. By applying
spectrum flatness tests, we found that the spectrum of a linear combination of daily
open, high, low and close prices, which we call target prices, is significantly different
from that of a random walk process, as it has more low frequency components than
high frequency ones. This feature of the target price time series can be explained by
the nature of financial time series, that is, the daily open price is close to the close
price of the day before, thus a target price time series is effectively a close price time
series passing through a lowpass filter.
An objective function was proposed to derive the target price series from historical
observations of daily open, high, low and close prices, or intraday high frequency
prices of an asset. In addition, the procedures of applying a LPF to forecast a target
price time series and a trading strategy based on forecasting target price time series
were also proposed.
The empirical results were given which were obtained by applying proposed LPFs and
adaptive/hybrid filters to forecast target price time series of the S&P500 following
proposed forecast procedures. We have achieved better forecast performance (72.62%
accuracy in terms of success ratio of direction changes) by applying proposed filters
to target price time series of the S&P500 than the naive forecast. Moreover, by
applying the trading strategy to the one-step ahead forecast of target price series of
the S&P500, we have achieved more than 42.13% annual return (outperform 22 of 23
trade strategies) and 2.37 annualised Sharpe Ratio.
6.2 Future Work
Some research questions over the thesis that may need further work are listed as
follows:
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1. Optimisation Algorithm: the objective functions that define the spectrum
flatness for either LPF estimation or target price estimation are not convex,
thus some optimisation algorithm may end up with a local minimum. There-
fore, the convexity of these objective functions needs further investigation and
a proper global searching optimisation algorithm should be adopted for better
LPF estimation and target price estimation.
2. Segment Size and Decay Factor: the implementation of LPF using the SD-
WESF method needs an input of segment size, while that using the EWSDWESF
method requires inputs of both segment size and decay factor. The current solu-
tion to decide the segment size and decay factor is to use those selected from the
in-sample testing set which give the minimum MSE or maximum success ratio
of direction change forecast. Methods to find the best segment size and decay
factor need further investigation in order to obtain the best LPF.
3. Moving Window: the implementation of the adaptive filter and hybrid filter
needs an input of size of the moving window, which is currently selected from the
in-sample testing set which give the minimum MSE or maximum success ratio of
direction change forecast. Methods to find the best size of moving window need
further investigation in order to obtain the best adaptive filter or hybrid filter.
Besides, the following sections give a brief overview of several related future research
ideas.
6.2.1 Regime Switching Model
Structural breaks in financial time series cannot be modeled implicitly using simple
linear time series models. To overcome this problem, we proposed LPFs estimated by
maximising the EWSDWESF and adaptive/hybrid filters to accommodate the non-
linear features of financial time series. Also, the Markov switching model has been
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widely applied to solve the regime switching problem in financial time series. For
example, regime shifts in stock market returns was studied in [125] using the Markov
Switching Autoregressive (MS-AR) model. Bull and bear US stock markets used a
Markov switching model were identified in [84]. However, the classical approach treats
the number of regimes as given which is not suitable for out-of-sample forecasting, as
it does not account for new regimes occurring after the end of the estimate sample.
A Bayesian estimation and prediction procedure was proposed in [98] that allows
for the possibility of new breaks occurring over the forecast horizon by means of a
hierarchical hidden Markov chain model. The Markov switching regime model is a
useful approach to model the non-linearities in time series assuming different behavior
(structural break) in one regime to another.
The difference between our LPF and adaptive/hybrid filter method and Markov switch-
ing model is that the former considers structural breaks in terms of spectrum changes
of the original time series, while the latter considers structural breaks in the mean and
volatility of the original series.
One potential research topic is to combine the Markov switching regime model with
our LPF and adaptive/hybrid filter approach to identify major structural breaks in
the mean and volatility of the original series, and structural breaks in the spectrum of
each regime, or the other way around.
6.2.2 Higher-Order Spectra
The proposed LPFs estimated by maximising the error spectrum flatness are based
on the distribution of power among its frequency components. However, the infor-
mation contained in the power spectrum is essentially that which is presented in the
autocorrelation function. The phase relations between frequency components are sup-
pressed. Therefore, a time series {xn} is completely characterized by its spectrum only
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if it is a Gaussian process [93]. For a non-Gaussian process, the higher order spectra,
a.k.a., polyspectra, defined in terms of higher order statistics (“cumulants”) of a signal
carry more information of non-linearities in the source of the time series than power
spectrum. According to [93], the higher-order spectra1 can be used to reconstruct
non-minimum phase signals, extract information due to deviations from Gaussianity,
and detect and characterise non-linear properties in signals.
The higher-order spectra provide a powerful tool to analyse a non-linear and non-
Gaussian time series. A promising future work is to incorporate the higher-order
spectra into the optimisation problem of the predictive filters in order to give better
forecast performance to deal with the non-linearities of a financial time series and
possible non-Gaussian forecast errors.
6.2.3 Exogenous Variables
In this research, we apply the digital signal processing method to historical observa-
tions of a financial time series itself rather than considering other exogenous variables.
However, studies give evidence that stock prices/returns are predictable with the help
of some exogenous financial variables such as interest rate, dividend-price ratio, divi-
dend yield, retail sales, gold price, industrial production index, etc., for example, [24],
[26], [46], [45], and more recently [74] and [124]. In addition, historical values of daily
high-low range and mean of daily high-low are also identified to be helpful to forecast
an interval financial time series (Section 2.3.5).
It is then necessary to take into consideration these exogenous variables such as those
fundamental variables or interval time series variables when we forecast a financial time
series in the future work. It is promising to further improve the performance of the
predictive filter methods with the help of these explanatory variables. Furthermore,
1 The bispectrum is the Fourier transform of the third-order statistics, and the trispectrum is the
Fourier transform of the fourth-order statistics of a stationary signal.
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multiple variate models such as vector autoregression (VAR) model or ANNs instead
of the uni-variate autoregression can be applied to take advantage of the explanatory
power of these exogenous variables.
6.2.4 Forecast Combination
Forecast combination is another promising future work. Forecast combination is con-
sidered a simple and effective way to improve the forecasting performance over that
given by individual models. Timmermann [123] shows that simple equal-weighted av-
erage combination approach often give better performance than more sophisticated
approaches. Forecast combinations have been used successfully in empirical work in
finance and economics, for example, [37], [117], [107], [3], and [17], etc.
As a future work, the LPF and adaptive/hybrid filter could be pooled with other linear
or non-linear models and assigned proper weights to further boost the forecast per-
formance. A proper model selection mechanism should be developed to decide which
model to be pooled, and also weights of these models should be carefully calculated
and tested. Key questions to be answered in terms of weights are, for example, fixed
weights or time varying weights, correlation of performance of models, etc.
6.2.5 Financial Time Series Combination
The target price time series considered in this thesis is the linear combination of daily
high, low and close prices of a individual financial time series. Although close price can-
not be better predicted using any approaches than the naive one. The predictability of
combination of financial time series has not been exploited properly to our knowledge.
The idea to create the target price time series from a single financial time series can be
extended to multiple financial time series by examining the target price of the linear
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combination of multiple financial time series. For example, we could investigate the
predictability of the target price of the linear combination of 3 major US stock indices,
i.e., DJIA, S&P500 and NASDAQ. The linear combination could eliminate the jump
effects of events to the stock indices thus reducing structural breaks of the target price
of the combination. Other categories of financial time series could be examined to
further exploit the predictability over a single series. For example, we could examine
a stock on the same company but trading over different exchanges, e.g., BHP traded
on the UK and Australian stock exchanges.
The combination of financial time series could provide a powerful tool to make profits
by trading in different markets or across different asset classes in the form of pair
trading, basket of stocks trading and so on, and worth further research in the area of
high frequency algorithm trading.
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Appendix A
Bounds of Forecast Errors
A.1 One-Step Ahead Forecast Bound
For a filter with the transfer function F (z) that gives a one-step ahead forecast Xˆ(z) =
F (z)X(z), where Xˆ(z) is the output one-step ahead forecast ofX(z), the upper bounds
of the one-step ahead forecast value can be represented as
|xˆn| = 1
N
∣∣∣∣∣
N−1∑
k=0
XkFke
2pii
N
kn
∣∣∣∣∣
≤ 1
N
N−1∑
k=0
∣∣∣XkFke 2piiN kn∣∣∣
≤ 1
N
N−1∑
k=0
|XkFk|
∣∣∣e 2piiN kn∣∣∣
≤ 1
N
N−1∑
k=0
|Xk| |Fk| (A.1)
where Fk is the frequency response of the transfer function F (z) that we used for
prediction.
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A.2 In-Sample One-Step Ahead Forecast Bound
The one-step ahead in-sample prediction of xn+1 is
xˆn+1 =
1
N
N−1∑
k=0
XkFke
2pii
N
kn
The actual value of xn+1, n+ 1 < N − 1 can be represented as
xISn+1 =
1
N
N−1∑
k=0
Xke
2pii
N
k(n+1)
Then their difference is
xˆn − xISn+1 =
1
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kn − 1
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Fk − e 2piiN k
)
The upper bounds of their difference are then
∣∣∣|xˆn| − ∣∣∣xISn+1∣∣∣∣∣∣ ≤ ∣∣∣xˆn − xISn+1∣∣∣
= 1
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So the errors of one-step ahead in-sample forecast
|en+1| =
∣∣∣xˆn − xISn+1∣∣∣ ≤ 1N
N−1∑
k=0
|Xk| (|Fk|+ 1) (A.2)
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The upper bounds of the MAE and MSE can be represented respectively as
MAEIS = 1
M
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A.3 Out-of-Sample One-Step Ahead Forecast Bound
Let αn be the ratio of two successive observations, i.e. αn = xn+1xn , then the actual xn+1
can be represented using xn as
xn+1 = αnxn
The one-step ahead forecast of xn+1 is
xˆn =
1
N
N−1∑
k=0
XkFke
2pii
N
kn
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The actual value of xn+1 can be represented as
xOSn+1 =
αn
N
N−1∑
k=0
Xke
2pii
N
kn
Then their difference is
xˆn − xOSn+1 =
1
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The bound of their difference is then
∣∣∣|xˆn| − ∣∣∣xISn+1∣∣∣∣∣∣ ≤ ∣∣∣xˆn − xISn+1∣∣∣ ≤ 1N
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So the errors of one-step ahead out-of-sample forecast
|en+1| =
∣∣∣xˆn − xOSn+1∣∣∣ ≤ 1N
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|Xk| (|Fk|+ |αn|) (A.3)
The upper bounds of the MAE are then
MAEOS = 1
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n=0
|en+1|
≤ 1
MN
M−1∑
n=0
N−1∑
k=0
|Xk| (|Fk|+ |αn|)
= 1
N
N−1∑
k=0
|Xk| |Fk|+ 1
MN
M−1∑
n=0
N−1∑
k=0
|Xk| |αn| (A.4)
Let A = 1
M
∑M−1
n=0 |αn|, then Equation A.4 can be further represented as
MAEOS ≤ 1
N
N−1∑
k=0
|Xk| (|Fk|+ A)
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The upper bounds of the MSE
MSEOS = 1
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n=0
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Let B = 1
M
∑M−1
n=0 α
2
n, then Equation A.5 can be represented as
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A.4 Proof of Theorem
Proof. The upper bounds for in-sample and out-of-sample one-step ahead forecast
with predictive filter F (ω) are 1
M
∑M−1
k=0 |Xk| (|Fk|+ 1) and 1M
∑M−1
k=0 |Xk| (|Fk|+ |αn|),
respectively, while the upper bounds for in-sample and out-of-sample one-step ahead
naive forecast are 2
M
∑M−1
k=0 |Xk|, 1M
∑M−1
k=0 |Xk| (1 + |αn|), where M is the length of
frequency bands where the input signal Xk has energy, i.e., |Xk| > 0. For a baseband
band-limited signal, M is the bandwidth. For a signal that is not band-limited, M is
the length of the full frequency bands,
If 1
N
∑N−1
k=0 |XkFk| ≤ 1N
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k=0 |Xk| |Fk| < 1N
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k=0 |Xk|, the bound 1M
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Conversely, if 1
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1
N
∑N−1
k=0 |Xk|, given |Xk| > 0.
Therefore, 1
N
∑N−1
k=0 |XkFk| < 1N
∑N−1
k=0 |Xk| is the necessary and sufficient condition for
the upper bounds of one-step ahead forecast errors using specific methods lower than
naive forecast.
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Appendix B
Trading Strategies Backtesting on
the S&P500
The results of trading strategies backtesting on the S&P500 are extracted from Bloomberg
Terminal (the BTST function). The specification of the backtest is shown as follows:
• Security: SPX Index
• Start Date: 2011/01/01
• End Date: 2011/12/31
• Trading Approach: Long & Short
• Period: Daily
“Avg Dur” in the table is short for “Average Duration (in days)”.
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Number of Trades P&L Statistics
Strategy Long Short Total %Total Avg Dur Sharpe
Bollinger Bands (Boll) 4 4 8 52.99 41.38 2.58
KBand 11 12 23 36.48 15.65 1.76
MA Envelopes (MAE) 4 4 8 29.63 36 1.49
Stochastics (TAS) 6 7 13 18.09 26.46 0.97
RSI 1 1 2 15.76 176.5 0.83
William’s %R (Wm) 6 7 13 12.97 27.15 0.7
Trading Envelopes (TE) 3 3 6 12.43 57.67 0.68
Cmdty Channel Index (CMCI) 7 8 15 7.01 23.6 0.43
Rex Oscillator 45 45 90 -1.01 3.99 0.06
BuyAndHold 1 0 1 -1.2 360 0.06
MACD 11 10 21 -2.37 17.14 -0.01
Rate of Change (ROC) 59 59 118 -3.28 3.05 -0.04
Exponential MA (EMAvg) 10 10 20 -5.66 14.7 -0.2
MA Oscillator (MAO) 14 13 27 -8.7 13.22 -0.3
Triangular MA (TMAvg) 9 9 18 -11.28 16.33 -0.47
Fear & Greed 16 16 32 -11.9 11.03 -0.47
Accum/Distrib Osc (ADOsc) 64 65 129 -13.27 2.78 -0.5
Weighted MA (WMAvg) 11 11 22 -13.47 13.36 -0.58
Simple MA (SMAvg) 12 12 24 -15.05 12.25 -0.68
Ichimoku (GOC) 6 6 12 -18.1 24.5 -0.79
DMI 14 14 28 -21.39 11.04 -1
Variable MA (VMAvg) 21 21 42 -21.98 7.93 -0.98
Parabolic (PTPS) 13 13 26 -34.65 13.62 -1.53
Table B.2: Trading strategies backtesting on the S&P500
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Appendix C
List of Key Functions
C.1 Negative Group Delay Filter
rootMoments Calculate root moments of a given polynomial.
newtonIdentities Calculate Newton identities of roots.
tongrpdelayfilter Convert a non-minimum phase filter to a minimum phase one
using the method proposed in [115].
C.2 Linear Predictive Filter
autofitfir Automatically find a FIR LPF by maximising the forecast error spectrum
flatness. The order of the filter is selected by specified criteria.
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autofitfiroos Automatically find a FIR LPF by maximising the forecast error spec-
trum flatness. The coefficients of the LPF is estimated from the in-sample
training set, while the order of the LPF is selected by applying a specified
criteria to the in-sample testing set.
autofitfir_adaptive Fit an adaptive filter to the out-of-sample data set and output
out-of-sample forecast.
autofitfir_hybrid Fit a hybrid filter to the out-of-sample data set and output out-
of-sample forecast.
autoarmasa Automatically find the order of an ARMA model using the armasel func-
tion of the Matlab toolbox ARMASA by P.M.T. Broersen.
(http://www.dcsc.tudelft.nl/Research/Software/index.html)
fftfir Fit a FIR LPF by maximising the error spectrum flatness using the Peri-
odogram method. If the NAG toolbox is available, function fftfir_NAG
and fftfit_funct are used instead of fftfir.
fftfir_wpsd Fit a FIR LPF by maximising the error spectrum flatness using the
SDWESF or EWSDWESF method. If the NAG toolbox is available,
function fftfir_wpsd_NAG and fftfit_funct_wpsd are used instead of
fftfir_wpsd.
findbestmovwinnweight Find the best moving window and weight from the in-sample
training set and testing set by choosing the LPF with greater SR/least
BIC/least MASE.
specwstd Calculate the standardised standard deviation as weights for the SDWESF
method, or exponential weighted standard deviation as weights for the
EWSDWESF method.
tominph Convert a non-minimum phase filter to a minimum phase one.
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flatTest Calculate spectrum flatness tests D(ϕ) and ψ(ϕ)
evaluation Calculate the goodness-of-fit tests of forecast time series against the orig-
inal one, i.e., MSE, RMSE, MAPE, MASE, SR, DA, and DA p-value.
datest Calculate Pesaran Timmermann test of directional accuracy for out of
sample forecasts
C.3 Forecast Financial Time Series
getTargetPrice Calculate the linear combination of a set of prices time series to
derive the target price time series.
GBM_simulation Generate a price path using the GBM model
simCandle Simulate a candle time series (with open, high, low, close prices) using
price path generated by the GBM model.
momentumStrategy Calculate the P&L of the momentum indicator strategy
backtestPrice Calculate the P&L using the proposed trading strategy which is ap-
plied to the open, high, low and close prices.
backtestReal Calculate the P&L using the proposed trading strategy which is applied
to the intraday high frequency prices.
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