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Abstract
Local governments face complex challenges and
are increasingly pressured to find innovative
strategies to address them. Recently, they are
leveraging data analytics and a number of policy
modeling techniques to respond to those challenges.
While a lot of attention is given to smart initiatives and
data analytics endeavors in big cities, not enough
studies have looked at experiences of smaller
jurisdictions, who also have to solve difficult and often
relatively unique problems. This paper examines how
Kansas City, Missouri (KCMO) is currently using data
analytics as a means of creating useful information for
problem-solving around the city. As part of the What
Work Cities network, the city embraced data-driven
management as a new modus operandi and has been
recognized nationally as a successful case. Among the
main findings, it can be highlighted that: (1) data
analytics can be kick started by committed public
leadership, but is enabled organically by stewards
who have traditionally and iteratively responded to
information needs from a variety of local government
agencies; and (2) stakeholders and organizations that
are involved with data analytics have different
capabilities, face different challenges, and frequently
adopt incremental strategies that include data
management and governance aspects.
Keywords: Data Analytics, Data-driven
Management, Leadership, Local
Governments, Organizational Capabilities,
Policy-Making

1.

Introduction

Cities across the globe are being constantly
challenged by problems that are both difficult and
diverse. Traditional concerns such as emergency
preparedness [1] now coexist with the need to manage
and govern technologies and the data they produce as
those cities attempt to become more effective and
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overall smarter [2]. Adequate response to those
challenges often requires information sharing and
collaboration at multiple levels [3], as well as the
ability to apply technologies to problem-solving [1].
While research has consistently identified the need for
more and better research on local governments’
particularities and specific needs [4], few empirical
studies have scrutinized the many elements that are
part of smartness in government, including, for
example, the central role data play in enabling better
decisions [5]. One of the reasons is that smart city is a
multidimensional topic [6], which makes it hard to
consider all the relevant aspects when studying or
developing a smart strategy.
In more than a decade of research about smart
cities, multiple studies have asserted that technology
and governance models are critical to push smart cities
forward, but similar attention has not been given to the
role of data use and data analytics practices in creating
practical results to local government officials and the
citizens they serve [7]. In particular, little is known
about (1) how those practices take place in small and
medium cities, (2) what affects public servants' routine
in achieving their analytical goals, and (3) what
challenges they routinely face [4], [8], [9].
This paper contributes to addressing this gap by
analyzing the experience of a city that has been
engaging in the use of data analytics in a variety of
public policy fronts: Kansas City, Missouri (KCMO).
Since its acceptance into Bloomberg's What Works
Cities initiative in 2015, KCMO has become a national
leader in the use of data and analytics for innovative
problem-solving [10]. Specifically, KCMO has
achieved important milestones in the use of data, from
identifying urban factors influencing a decaying
infrastructure to establishing new standards of
excellence in problem reporting through their 311 call
center services.
Taking a lessons learned approach, this study
empirically explores data analytics practices in a local
government context. It addresses three questions: what
appears to influence data analytics use in Kansas City,
Missouri? How KCMO developed new capabilities
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through data analytics practices? What practical
lessons could be learned from this case that could be
useful to other cities with similar experiences? This
paper proposes answers to these questions by
presenting research on both micro, individual-level
aspects of data analytics, such as leadership and data
handling, and macro, organizational level aspects,
such as data governance and management. In the light
of the literature presented, we explain to what extent
the case fits in or deviates from what is known in the
current literature.
The paper is organized in seven sections, including
the foregoing introduction. Section two includes a
review of recent literature, covering topics such as data
governance and management. A conceptual model is
also presented. Section three introduces the methods
used for data collection and analysis as well as the
dimensions that guided the qualitative data analysis.
Section four introduces the KCMO case, setting the
stage for the empirical findings that are presented in
section five and discussed in section six. Section seven
provides concluding remarks, some implications of
this study, and future research directions.

collaboration and are capable of bringing members of
interdisciplinary teams to common grounds [20]. As
literature suggests, collaboration is a central part of
data analytics practices [21] by helping supporting
sustainable information creation, management, and
analysis endeavors [22].
Factor-oriented research on data analytics, one that
considers the specifics of its use and specific issues in
local governments is relatively scarce, and remains
highlighted as needed [4], [7], [11]. That need
contrasts with technological hopes that, quite often, do
not offer practical responses to information
management and data governance problems that have
been known for decades to compromise efficiency in
public organizations [23]. In realms outside of public
administration and management, research has also
been focused on identifying data analytics or
analytical capabilities [24]. The specifics of data use
in government and the factors that are known to
influence data analytics endeavors are explained in the
following sections.

2.
Data Governance, Management
and Analytics: An Overview

Ways of handling data at the analytical level are
commonly referred to as data cleaning and wrangling.
These preliminary steps are known to be critical before
running analysis, since they affect the quality of data
[25] and the insights to be derived from them [26]. The
effective use of data analytics is contingent to a
number of pre-processing practices, such as data
harvesting and aggregation [27]. This echoes
traditional challenges in government such as data
integration [28], a concern that can be specially
daunting for smart city efforts. According to Lawati
and Barbosa [29], data's richness and quality are
essential to enable intelligence practices and improve
policy decision-making. From a more subjective
perspective, value and usefulness [30] are also
important aspects of data use, particularly in attempts
to generate insights [31].
Finally, organizations dedicated to becoming more
data-driven often set out to manage data through
technologies - Big data and IoT (Internet of Things),
for example – and face additional challenges, many of
them related to their adoption and use by different
stakeholders. To Brous and colleagues [32],
challenges include limited capability in managing
technological assets and difficulties in incorporating
data into decision-making processes, which stem,
among other factors, from poor management of
expectations about outcomes. The complexity of those
challenges showcase the hurdles in institutionalizing
data management and sustaining the organizational
use of data and its necessary infrastructures [33]. Not
rarely, data management issues can also be examined

Data analytics has been generally referred to as a
set of techniques and methodologies, including
modeling and simulation [11], pattern recognition
[12], and business intelligence practices [13]. Holding
the promise of supporting insight creation and datadriven problem solving [11], not rarely those insights
are expected to come from increasing amounts of data
[9], [11] and will help managers in identifying
opportunities to drive or improve organizational
performance [14]. It has also been highlighted that
collecting and cleaning data [7] as well as combining
and integrating data from multiple sources, is a
fundamental part of the data analytics process [7],
[11], [14]. In terms of its goals, research suggests that
data analytics appears to create value in different
fields and domains, from urban design [15] to
cybersecurity [16].
Data analytics could also encompass modeling
techniques that are not only restricted to information
processing technologies, but also to collaborative
practices. According to Luna-Reyes and colleagues,
modeling approaches [17], such as group model
building [18] are known to enable problem-solving
through meeting sessions and artifacts that consider
both qualitative and quantitative approaches as valid
sources of data. Other authors shed light to
information science and management research on
boundary objects [19], artifacts that facilitate

2.1

Data Handling and Management
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through data governance lenses, particularly in interorganizational settings. In those environments, sociotechnical complexity is the norm, and having
interoperable systems [34] in place becomes both a
goal and a means of achieving data management and
data governance objectives. Important overlaps
between management and governance in creating
enabling environments for data use makes
identification of the problem difficult [35]. Conceptual
distinctions and the role of governance are discussed
next.

2.2

Data Governance in perspective

At the organizational level, data handling is
expressed in broader concerns such as the necessity of
managing data to achieve goals or govern them so
multiple instances and stakeholders can benefit from
them [36]. This field has been broadly discussed as
data or information governance [26], [36].In essence,
data governance aims to increase "the value of data
and minimize data-related costs and risks" [37]. To
Brous, Janssen, and Vilminko-Heikkinen [38], "Data
governance provides organizations with the ability to
ensure that data and information are managed
appropriately, providing the right people with the right
information at the right time". In addition, the need to
maximize positive effects of information sharing and
integration [23] and interoperable data exchanges [39]
is consistent with the paradigm that orchestration of
work is key in complex inter-organizational
environments [40].
Governance is interdisciplinary and its nature
demands research to account for structures and
mechanisms when assessing the way organizations
function [41]. Its study calls for epistemic approaches
that assume that problems are "mutually implicated"
[42]. This socio-technical complexity requires, among
many things, defining roles and responsibilities [43]
and establishing clear decision-making processes and
frameworks that "ensure effective management of IT
[44].
Research on data governance, in specific, has
explored data architectures and systems dedicated to
technical availability of data, such as data lakes [36],
fast data [45], data marts and warehouses [46], and big
data infrastructures [47], or to how stakeholders
articulate around such artifacts through proper
management and collaboration [48] and engage in coproduction practices to improve service delivery to
citizens [5]. In general, research is concerned with
enabling and enhancing decision and policy making in
fronts such as improving data science service delivery
[49] increasing transparency [11], or achieving
specific governance goals [25], [47]. According to
Priebe and Markus [50], "harmonization" of

responsibilities is central to data warehouses
implementation, and consequently, data governance
success. Similarly, Dremel, Stoeckli, and Wulf [51]
have observed that proper coordination of sociotechnical components is key to leverage the use of data
analytics solutions.
To benefit from such endeavors, such as in
fostering data science practices, authors found that
organizations should be able to examine more closely
the data and the contexts in which it is managed,
analyzed, and used. According to Passi and Jackson
[52], for example, models and existing knowledge are
as important to analytics as trust from management
that is indeed a worthy initiative, a view that is also
echoed by other researchers [36]. To Löfgren and
Webster [25], perceptions on quality and the
ownership of data are critical in conducting data
analytics, while to van den Broek and van Veenstra
[48] centralizing collaborative efforts around large
amounts of data may both reduce risk and foster
innovation.
In the context of innovative practices in the public
sector, the use of data is contingent to an ecosystem
view, in which openness, diffusion and a shared vision
are key to orchestrate data use in local governments
[40]. This ecosystem view is similar to the work of
Amini, Imteaj, and Pardalos [53], for whom data
analytics and data science practices can be leveraged
through interdependent networks through which
information gets exchanged and used. The authors
suggest that an "interdependent data analytics
framework", if successfully implemented and
developed, can optimize decision-making and
improve the quality of decision-making processes.
Ecosystems and frameworks for data governance are
also discussed in the context of stewardship, that is,
mechanisms that facilitate data access and use and
enable actions for informed decision-making [54].

2.3
A Data Management-Governance
Framework for Data Analytics Use
From different perspectives, literature suggests
that handling, management and governance are part of
the same data process. Acting in different stages, each
component is expected to be critical to drive effective
data analytics use (Figure 1). At one level or another,
the absence of one may compromise the overall
success of data analytics use. This study will analyze
KCMO experience in the light of these influencing
factors and will discuss the main findings.
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towards the analytical technologies being used and the
role of supporting infrastructure in achieving data
analytics goals. Organizational and institutional
questions asked respondents to elaborate on the
dynamics of organizational interactions and on factors
that influence the ability to conduct data analytics and
effectively use the outputs. Among other questions,
respondents elaborated on their perception of
leadership and management and the extent to which
resources were available. Lastly, the respondents were
asked about their thoughts on aspects external to their
organization, for example, how citizens' perceived
their efforts, the quality of inter-organizational
relationships and the political and economic climate.

4.
Figure 1. Data Management and Governance
as influencing factors for Data Analytics Use

3.

Research Design and Methods

This paper analyzes semi-structured interviews
conducted with fifteen members from different
agencies of the city government in Kansas City,
Missouri. The interviews were conducted in the Spring
of 2017 and most took place in offices in the City Hall
or in agencies in the vicinity. All respondents were
already familiar with data analytics practices being
conducted in their own projects or in projects they
were part of. Backgrounds were diverse and included
information technology, project management,
engineering, data science and policy, and human
resources. The interviews lasted from 15 minutes to 50
minutes and involved open-ended questions in four
areas: 1) Data and Information; 2) Technology
Infrastructure; 3) Organizational and Institutional
aspects; 4) External factors. This framework mirrors
research in digital government [55], one that focuses
on exploring socio-technical phenomena in a
comprehensive manner, without losing track of details
that can emerge from the richness of qualitative data.
This approach is especially enlightening when the
intricacies of organizational and institutional aspects
need to be uncovered and related as determinants of
complex governance arrangements [56].
Data and information questions were focused on
the use that is made of data and information in the staff
daily routine. Respondents were asked what issues
they try to address with data analytics and what
challenges they face in the process. For example,
questions such as "How do you get access to the data
you need?" and "Could you please elaborate on any
data-related challenges you encounter when
conducting data analytics practices?" were asked.
Technology questions directed the conversation

The KCMO case

In June 2016, Kansas City, Missouri, joined the What
Works Cities initiative, a program started by
Bloomberg philanthropies and dedicated to help local
governments across the country improve their use of
data. Cities that started in WWC are now part of a
nationwide network, where experiences on challenges
and lessons learned are exchanged and used as a
benchmark for other cities. Among the goals and many
outlined objectives of the program are engaging
residents with data resources and improving the
quality of decision-making by public leadership [10].
While not existing at the time interviews for this
project were conducted, a certification program is now
in place to assess successes in the realm of data use.
The program verifies the extent to which WWC are
able to understand their data and effectively use them
to make decisions [10] . Cities that complete the
assessment become eligible to receive support from
WWC and its partners and remain on the initiative's
radar to receive orientation to continue to improve.
KCMO emerged as a leader in data-driven
practices to "make decisions, set priorities, build trust,
and engage residents" [57]. As of early 2018, there
were several accomplishments such as reduction in
unemployment, residential development, and a street
car that is fostering economic activity downtown; all
of it as a result of the city leadership's commitment
with the use of facts, data, and evidence to make
decisions [58].
According to Bloomberg Cities [59], KCMO
successfully promoted a cultural shift to data-driven
management, institutionalizing the use of data to
"make decisions, measure results, and hold leaders
accountable". This institutionalization is made evident
by several mandates: 1) the KCMO's data ordinance,
an initiative that "requires the city manager to develop
and maintain an infrastructure to data reporting" [59];
2) the KCStat program, where the mayor and the city
manager would meet with department leaders to check
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if goals are being met; and 3) the establishment of the
DataKC, formerly the Office of Performance
Management, that is now formalized as the house of
City Hall's data experts [59]. It has been observed that
DataKC, in particular, evolved organically from the
City's 311 call center, responding to organizational
needs such as "process improvement" and "survey
administration" [59].
Prior to becoming DataKC, the call center
perceived itself as an organization that does "data for
the city" and "performance metrics". As leaders started
to embrace data analytics use more systematically and
the demand for their work increased, it became critical
to people involved with data analytics in KCMO that
they define their scope of action to themselves as well
as to internal stakeholders and external audiences they
serve. Such scope was mainly data related, but it is also
focused on building capabilities for other departments
through collaboration and training [59]. Partnering
with programs would occur in areas such as "customer
feedback",
"data
management",
"continuous
improvement", and "data storytelling".

5.

Main Findings

This section presents the main results of the study.
Most findings were aspects of data and information
use as well as organizational and institutional factors.
External factors were also mentioned in the
interviews, but largely connected to data and
information needs or organizational goals. The
following sections briefly describe some of them.

5.1. Collaboration for Data Collection,
Management, and Analytics
Organizations involved in data analytics use in
KCMO's had multiple and distinct goals and
objectives. For example, while the Office of Human
Resources has performance and developmental goals
for public servants, the Department of Public works is
dedicated to designing and maintaining city
infrastructure. Such a multitude of goals led to specific
data needs and distinct ways of collecting data and
managing it.
Collecting data, especially new data, required
going beyond departmental boundaries and existing
data sets. Two reasons for that were highlighted by the
interviewees. The first one was the fragmented nature
of existing datasets. Many of them were scattered
across legacy systems - some of which had not been
used and became outdated. The second reason is that
questions that started to be prioritized by the Mayor's
Office became increasingly more complex, either
requiring a more extensive survey of existing datasets

or the involvement of technological divisions, such as
the Information Technology department. Those
divisions are asked to improve or to think of systems,
devices and smart ways of collecting data - either
through sensors or by changing or updating existing
platforms for data manipulation. At the time data for
this study were collected, the OpendataKC repository
was in place, but, few interviewees said they were
using any of the resources from there, mainly because
their current information needs did not require any of
the datasets made available. When asked on whether
they foresaw its use to address such a need, the vast
majority said yes, with many mentioning that they
would eventually look into that repository.
When not relying on existing technological
infrastructure, data analytics practitioners would either
conduct the best analysis possible with available data
or think of incremental strategies to collect more data
or improve the quality of existing datasets. Data
collection processes relied on extensive collaboration
among city departments and units, even across
departments that were not directly associated with a
given goal. In some cases, however, some of the goals
of partnering organizations converged in terms of city
operations - for example, the Department of Parks and
Recreation and the Health Department collaborated to
collect data to study neighborhood demographics. One
of the opportunities for synergy was to understand to
what extent neighborhood access to parks affected
health indicators in the region. In this case, a common
goal for data analytics use was perceived to be
mutually useful, and synergy helped moving the
initiative forward.
While several organizations observed that efforts
to collaborate on data analytics were being put in
place, levels of engagement varied across agencies. At
an inter-organizational level, respondents observed
limited resources, competing priorities and the need to
deliver existing projects often slowed down interorganizational collaboration. When involved in goals
that were multidisciplinary and prioritized, multiple
agency stakeholders seemed ready to engage in
capability-building and in obtaining resources that
were needed, including data.
Almost all interviewees stated that collaboration
around data analytics practices is key to achieve
results from an organizational and an interorganizational perspective, and were willing to
support or take part in such initiatives. When asked on
what factors would prevent them from engaging in
collaboration, answers were sparse, and often
concerning operational data collection burdens, such
as getting users to input data in a certain system. There
was consensus on inter-organizational level enablers,
and that is detailed next.
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5.2. Data Analytics, Collaborative
Governance, and Leadership from the Top
and across City Agencies
Leadership and stewardship towards data analytics
practices are mainly shared by two departments: the
Office of Performance Management - now DataKC
and, coordinated by the City's Chief Data Officer; and
the Mayors' Office / City Management, led by the
Chief Innovation Officer. While both offices would
define data as being central to the activities they were
conducting in City Hall, their approach to data is
different. The team in charge of innovation at KCMO
was mostly in charge of understanding citizens' needs,
both currently and for the future. Among their
responsibilities was the need to understand how a
smart city vision can be embraced by KCMO. That
vision would come after research on particularities of
the city - citizens' concerns, demographics, urban
space and existing challenges, to name a few - and
would seek response in information and
communication technologies that could range from
implementing IoT sensors to leveraging existing ones
such as mobile phones for data collection("Data is at
the core of everything we do"). Interviewees also
revealed that the innovative initiatives around data
were sponsored and enabled by the Mayor and the City
Manager, who brought together the political and
operational climate to make it happen. This alignment
allowed KCMO leadership to champion a vision of
where KCMO needs to do to respond to present needs
and future challenges.
In addition, the Office of Performance
Management is concerned with data analytics in
practice. Leveraging both quantitative and qualitative
methods, the team would be primarily concerned with
the
question-asking
and
question-answering
dynamics, conducting the analysis with rigor and with
an orientation to creating insights. Among the
requests, city leadership asks questions such as "What
do you know about this (specific problem or policy
domain)?"or "Can you create a map for this?".
Constant exposure to data questions and datarelated demands by other teams in the City Hall made
organizational and inter-organizational challenges in
data analytics use particularly more evident to the
Office of Performance Management. According to an
interviewee, "there is no data analytics without getting
the data first", and that could be a real challenge.
According to the interviewees, cleaning data and
managing it is a central part of a process that is never
actually over, mainly because of data accuracy and
quality issues. That process would also include
accounting for biases and for contextual information,
a practice that helps the audience of data analytics
outputs understand the analysis ("What do these data

mean?" and "Where are we going?"). To interviewees,
data helps build a narrative that fosters discussions
about existing problems or programs in a "truthful"
and "transparent way".
At a more strategic level, DataKC is also
responsible for making data open, both to the public
and to City staff, an initiative that helps overcoming
red tape, and also have a faster process for formal
requests and sharing information with people who may
need it to respond to their own questions as demands
keep coming.

6.

Discussion and Implications

This section discusses some of our main findings
and proposes a revised version of a model representing
the role of data management and governance on data
analytics use. Some of the findings are consistent with
previous research that has identified similar factors as
critical to data use in general, and to data analytics, in
particular.

6.1. The Importance of Data Management
and Governance for Data Analytics
At the operational level, the role of tasks such as
cleaning data and handling data quality issues and
inaccuracies was highlighted by those directly
involved in data manipulation and management. The
challenges associated with it were considered routine
and did not appear to prevent data analytics
practitioners to move forward with their analytical
routines - rather, DataKC embraced the responsibility
to do it and lead the way so other organizations could
do it as well. This commitment with the importance of
providing support and educate stakeholders on data
practices was highlighted as coming from analytical
skills and knowledge acquired from previous
experiences such as the 311 call center. In that
experience, KCMO leveraged the internal capabilities
of an established data-driven unit so it could develop
capabilities in other departments that were less
experienced with data analytics. That suggests that
data analytics capabilities are built through knowledge
sharing efforts triggered by agency leaders and
supported by data champions across the city
government.
Data governance practices also appear to be
stewarded by DataKC, - a division that has been
sponsored by public leadership and remained
committed to use data resources to execute a smart city
vision. Interestingly, data governance did not appear
to be centered at architecture and formal procedures,
as much as it was in participative arrangements
dedicated to addressing information needs public
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leaders have. constantly in touch with public and civil
servants through KCStat meetings, both learning from
citizens and calibrating goals, expectations and the
vision on KCMO city development. Data governance,
in this case, seems to be about ensuring data analytics
outputs are accessible and transparently available for
policy-makers in collaborative meetings. In contrast
with defining protocols and technological
architectures for data delivery, data governance's
major role is supplying data analytics outputs as
boundary objects that guide collaboration around
public problems that need to be jointly understood,
revisited, and learned.
Another interesting finding has to do with the
notion of value and its association to data analytics and
data itself. As covered in the literature, value is a data
attribute, not rarely assessed subjectively. In KCMO,
while data were often referred to as an asset, value
itself was not as much in datasets but in the process of
contextualizing it and producing actionable
information from it. It appears to be very important to
create mechanisms - stewardship mechanisms - that
enrich data and enhance the value of data analytics
practices and assets more holistically. As suggested by
evidence, enriching data sets comes from asking
important questions, acknowledging limitations of
data sources and proactively collecting more data.
This finding does not necessarily downplay the
technical relevance of data warehouses or data lakes,
but appears to highlight that iterative arrangements
such as data collaboratives [21], [48] and open data
ecosystems [40] are potentially a more suitable
framework to study data analytics in local
governments.
Also, findings clearly show that capabilities in
terms of data collection and data management are not
equal across multiple organizations. Despite interest in
using data analytics, some organizations had fewer
data resources, or not enough analysts to leverage
them. Some appeared to be quite ready both in terms
of data and staff, but have just started to put processes
in place to use data more systematically. As sponsors
of incremental practices, DataKC staff seemed
attentive to those varying needs, acknowledging those
differences and the impact they may bring to the city
government's overall performance and goals.
Lastly, when designing programs that facilitate
understanding of data analytics at an interorganizational level, it appears that an incremental
approach is key, given the necessity of answering
questions from different departments while navigating
internal resource challenges such as data availability,
quality and the analytical capability to get value out of
it. It also seems clear that even for those directly
involved with data, openness not only of data, but also
towards methodologies and practices, is an enabler of

data analytics. Complementing research on
collaborative data analytics [60], these findings appear
to reveal that organizations using data analytics should
not only worry about data or drivers of their use, but
also about factors limiting their actual use.

6.2. An Adapted Model of Data Analytics Use,
Management, and Governance
Findings put in perspective the framework
presented in the literature review (Figure 1). As
evidence suggests, governance-related factors are
known to influence data analytics use directly and
indirectly (Figure 2). Indirectly, factors such as
leadership enable data stewardship, including certain
handling and management practices. Those practices
were found to be particularly effective when steered
by committed leadership from at least three levels of
the organization. More directly, governance was again
found to influence data analytics use, but, more
specifically, through incremental practices and
strategies in data use. Those incremental and
collaborative practices, as well as experiences learned
through previous successful data-related initiatives,
and frequent consultation with DataKC experts, made
access to specific data resources possible and
actionable.

Figure 2. Stewardship, Data Management, and
Incremental Approaches as Governance
mediators of Data Analytics Use
Improved decision-making and policy-making,
operationalized here as central goals of data analytics
use, appeared to be a function of how well multi-level
leadership could stimulate inter-organizational
collaboration and empower intra-organizational
champions to foster data analytics incremental
practices. Such instrumentality would allow focusing
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on data analytics outputs and learning from the
process.
It seems clear, therefore, that if local governments
are to create value from data analytics use, efforts are
not to be centered on data resources exclusively, but
also at leveraging inter-organizational capabilities both creating the initial momentum through leaders at
the top and scattered across different units in the
organization, and exploring internal knowledge in
incremental practices and strategies, which was the
case of KCMO with prior experiences, such as 311.
Acknowledging those additional elements appeared to
be critical, jump-starting data analytics use both from
the top and from within the city, an effort that appears
to be more pervasive.

7.

Conclusion

Evidence from the KCMO's experience contributes
to refinement and expansion of current understanding
about data governance and the role of leadership and
stewardship in local governments. That is because
KCMO’s leadership did not only define the way data
should be used or governed, but was also concerned
with creating a vision and leveraging internal
capabilities needed for a data analytics culture and
vision to be built and shared across the whole city
government. Leaders from across organizations
clearly played a crucial role in generating momentum,
but an existing staff of data and analytics savvy
practitioners, already experienced with incremental
practices, were instrumental in moving the initiative
forward. DataKC symbolizes the work of data
collectors, data managers, but, more fundamentally, of
data analytics stewards who reinforced the use of
evidence in decision-making and policy-making from
the top and from within.
Most factors influencing data analytics practices in
local governments outlined in the literature review
were also found in the case. The way those factors play
out in a complex inter-organizational environment
such as KCMO are revealing because how an
interdisciplinary and collaborative staff perceived data
analytics and decided to embrace it. Embracing it, in
the case, involved moving forward with practices
centered around both specific data and policy
problems that demanded flexibility to collaborate and
adapt. Future studies should look into concepts that
were found to be relevant for KCMO such as multilevel leadership, data stewardship and incremental
practices and strategies, and test to what extent they
are equally relevant in other government realities,
outside or inside of the scope of the What Works Cities
initiatives. Those concepts and dimensions did not
receive enough attention in this paper, a limitation that

could be addressed in future research. Future studies
could also divide observations by their roles, functions
and overall impact in the endeavors they were part of.
They could include frameworks that are more focused
on defining success of collaborative practices, and
dimensions beyond the ones chosen for this paper.
There are important practical lessons to be learned
in that realm and certainly a shortage of studies that
explore particularities of small and medium cities,
which, as outlined, are also finding smart ways of
governing data resources and solving problems
through data analytics. Those smart ways appear to be
endogenously created, perhaps not only as a result of
existing collaborative arrangements, but also of past
collaborative experiences, capable of leveraging
existing knowledge with data practices and applying it
to ongoing policy challenges. Observing these
dynamics may inform data analytics practitioners and
help them to have a clearer picture of their team’s
readiness for analytics.

8.
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