Let G be a non-abelian group and let ( ) × design with 3 treatments. In our example, the underlying group is the symmetric group S 3 .
In the cyclic case multiplicative characters are eigenfunctions of the convolution operator and we have n multiplicative characters, the Fourier complex exponentials, for example, see [1] for more details. The main problem with the non-abelian group, as opposed to the abelian one, is the lack of multiplicative characters. Multiplicative characters for any group G are constant on its conjugacy classes.
Definition. A finite dimensional representation of a finite group G is a group homomorphism
where ( ) , GL j C denotes the general linear group of degree j , the set of all j j × invertible matrices. We refer to j as the degree of the group representation. The field of complex numbers is denoted by C .
Definition. Two group representations ( ) ( ) ( ) ( )
Every finite dimensional group representation is equivalent to a representation by unitary matrices. For more information on group representations see [2] for example.
Definition. Let Ĝ be the set of all (equivalence classes) of irreducible representations of the group G . Let Ĝ ρ ∈ be of degree j and let Let ψ and φ be two elements in n C . We have a natural identification ψ φ * ΨΦ  understood with respect to the induced group algebra multiplication. We have a non-abelian version of the classical z transform. The action of ψ on φ through G -convolution is captured by the matrix multiplication by the G -circulant matrix
The character of a group representation ρ is the complex valued function :
is a sum of complex roots of unity. Moreover, we have ( ) ( )
A character is called irreducible if the underlying group representation is irreducible. We define an inner product on the space of class functions, functions on G that are constant its conjugacy classes 
Corollary 1.2. The Fourier transform is a unitary transformation from
For more information of non-abelian Fourier transform see the works of [5] - [11] , for example.
Main Results
Consider for a moment 
This important property makes the Fourier exponentials vital in signal analysis. The need for time shift de-correlation or spatial shift de-correlation is reflected in the cyclic group structure of G .
We extend these observations to non-abelian groups G , recall that finite abelian groups are direct sums of cyclic groups. We say that two vectors ψ , φ in ( )
We observe that even in the non-abelian case the linearly independent multiplicative characters are G-decorrelated as the following simple observation reveals ( ) ( ) ( ) ( ) ( ) 
where ( ) ( ) 
tr . In order to obtain the above G -decorrelated decomposition one does not need to know explicitly the irreducible group representations, just the irreducible characters for the group G . For any group G these (irreducible) characters are much easier to find than the corresponding irreducible group representations. This alone makes the above decomposition amicable for applications. Also note that in a case of multiplicative character j χ , the corresponding decomposition function j φ is a multiple of the (inverted) character j χ  . However, in the case of (irreducible) character j χ stemming from a higher dimensional irreducible representation, this is no longer the case. The intuitive interpretation of the function j φ then becomes more difficult.
In the cyclic case we can talk about frequencies in the context of the Fourier complex exponentials. As a result, we can design filters, that can isolate specific frequencies and block others. In the non-abelian case this becomes less clear as the concept of frequencies is lost in the irreducible characters.
We can go further and obtain a G -decorrelated decomposition of any function
that consists of n summands. Moreover, this G -decorrelated decomposition is obtained by orthogonal projections. However, the drawback is that we have to know the irreducible representations of the group G and not just the irreducible characters. 
is G -orthogonal.
Proof:
We invoke the Schur's orthogonality relations, see [12] , for example. With notation as in Theorem 2.1, we observe, using the Schur's orthogonality relations 1 ; 12 ; 13
23 ; 123 ; 132 .
The group 3 S has three conjugacy classes
We have three irreducible representations, two of which are one dimensional, 1 ρ is the identity map, 2 ρ is the map that assigns the value of 1 if the permutation is even and the value of 1 − if the permutation is odd. Finally, we have 3 ρ , the two dimensional irreducible representation of 3 S , defined by the following assignment . 
 and we obtain ( )
Applications to Crossover Designs in Clinical Trials
The application of non-abelian Fourier analysis has been studied extensively; we refer the reader to the works of [13] for example. However, we believe that the property of G -decorrelation among functions in ( ) 2 l G has to be further investigated. We have to capture a natural scenario where the underlying group structure G is relevant to the corresponding G -decorrelation. One of the places this does appears is the crossover designs in clinical trials, in particular the William's 6 3 × design with 3 treatments. During a crossover trial each patient receives more than one treatments in a pre-specified sequence. Therefore, as a result, each subject acts as his or her own control. Each treatment is administered for a pre-selected time period. A so called washout period is established between the last administration of one treatment and the first administration of the next treatment. In this manner the effect of the preceding treatment should wear off, at least in principle. Still there will be some carry-over effects in all the specified treatment sequences, clearly starting with the second treatment. For more information on crossover designs in clinical trials see [14] or [15] for example.
In our example, we record the sum of all carry-over effects of the treatments in any given treatment sequence. We will follow the William's 6 3 × design with 3 treatments A , B and C . In particular we have 6 treatment sequences ABC , ACB , BAC , BCA , CAB , CBA . For example, suppose the order of treatment administration is BCA , with B first. We decide to collect the sum of all carry-over effects of the treatments in this sequence (starting with the second one), BCA λ . We observe the sequence BCA as a permutation of the sequence ABC by the permutation ( ) It is here where we can capture the essence of G -decorrelation. We can start with some initial treatment order say ABC and then administer crossover designs involving all 6 treatment permutations, denoted by 1 φ .
Similarly, we could have started with a different initial combination of treatments, say BAC and then administer all 6 treatment permutations, denoted by 2 φ . Now it is natural to request for the data sequences 1 φ and 2
φ to be G -decorrelated, meaning that our data sequences are decorrelated even when we allow the initial treatment permutation to vary.
Let us be specific and give a hypothetical example. Suppose we obtain a carryover sequence We now wish G -decorrelate the vector λ over the group 3 S . We obtain ( ) ( )
