Motivated by the problem of finding explicit q-hypergeometric series which give rise to quantum modular forms, we define a natural generalization of Kontsevich's "strange" function. We prove that our generalized strange function can be used to produce infinite families of quantum modular forms. We do not use the theory of mock modular forms to do so. Moreover, we show how our generalized strange function relates to the generating function for ranks of strongly unimodal sequences both polynomially, and when specialized on certain open sets in C. As corollaries, we reinterpret a theorem due to FolsomOno-Rhoades on Ramanujan's radial limits of mock theta functions in terms of our generalized strange function, and establish a related Hecke-type identity.
Introduction and statement of results

Background and motivation
Quantum modular forms have been a topic of recent interest. Loosely speaking, as defined by Zagier [18] , a quantum modular form is a complex-valued function that exhibits modular-like transformation properties on the rational numbers, as opposed to the upper-half of the complex plane. To be more precise, a weight k quantum modular form satisfies a 'suitable' property of continuity or analyticity. The (γ) are appropriate complex numbers, such as those that arise naturally in the theory of half-integral weight modular forms. Here, we have modified Zagier's original definition as in [7] to allow halfintegral weights k, subgroups of SL 2 (Z), and multiplier systems (γ), in accordance with the theory of ordinary modular forms. Zagier's definition, in particular the continuity or analyticity requirement of the "error to modularity" h γ (x), is intentionally vague, so that it may encompass many diverse, interesting, examples. Among Zagier's pioneering first examples of quantum modular forms is the function φ(x) := e(x/24)F (e(x)) (e(z) := e 2πiz ), where x ∈ Q \ {0}, and the function F (q) is the "strange" function (1 − aq j ) for n ∈ N, and (a; q) 0 := 1) originally studied by Kontsevich [18] . One "strange" aspect of the function F (q) is that it converges on no open subset of C, only when q = ζ h k := e(h/k) (k ∈ N, h ∈ Z) is a root of unity. In [18] , Zagier proves that the normalized strange function φ(x) in fact possesses some beautiful analytic properties, which we paraphrase in the following theorem.
Theorem (Zagier, [18] ). For x ∈ Q \ {0}, we have that φ(x) is quantum modular form of weight 3/2 with respect to the group SL 2 (Z). In particular, h γ,φ (x) is a real analytic function.
Perhaps surprisingly, F (q) has also been connected to a certain function U (1; q) which is of independent interest for its combinatorial properties, and which was also shown in [5] to be both mock modular and quantum modular. (For more on mock modular forms and their numerous applications in recent years, we refer the interested reader to the surveys by Ono [12] and Zagier [17] .) To describe this connection more precisely, we introduce some combinatorial functions. A sequence {a j } s j=1 of integers is called a strongly unimodal sequence of size n if there exists some integer r such that 0 < a 1 < a 2 < · · · < a r > a r+1 > · · · > a s > 0, and a 1 + a 2 + · · · + a s = n. Analogous to the notion of the rank of an integer partition, one also has the notion of the rank of a strongly unimodal sequence; in terms of the definition given above, the rank of the strongly unimodal sequence {a j } s j=1 is defined to be s − 2r + 1, the number of terms after the maximal term in the sequence minus the number of terms that precede it. It is not difficult to show that the rank generating function for strongly unimodal sequences satisfies the following where u(m, n) := #{strongly unimodal sequences of size n, rank m}. The authors in [5] study this function when w = 1, in which case
where u e (n) (resp. u 0 (n)) counts the number of strongly unimodal sequences of size n and even (resp. odd) rank. The following theorem from [5] exhibits a striking relationship between Kontsevich's strange function F (q) and the unimodal rank function U (1; q).
Theorem ([5, Theorem 1.1]). If q is any root of unity, then F (q −1 ) = U (1; q).
The subject of quantum modular forms is relatively young; hence, it has been of recent interest to further explore the theory, and to find explicit examples. A number of recent papers (such as [3] [4] [5] 7, 9, 11, 13] ) have explored the connection between quantum modular forms and mock modular forms, and have offered diverse examples. Here, we are motivated not by mock modular forms, but by the problem of finding explicit q-hypergeometric series in the Habiro ring [8, 18] which give rise to quantum modular forms, analogous to Zagier's examination of Kontsevich's strange function F (q). We are also interested in whether such quantum modular forms may be related to U (w; q) at values w other than w = 1 as studied in [5] .
Indeed, we address these questions in Section 1.2, and Section 1.3. In Section 1.2 we define in (1.2) a natural two-variable generalization of Kontsevich's strange function F (w; q). We show how our strange function F (w; q) is related to the two-variable unimodal rank generating function U (w; q) both polynomially, and, when specialized to certain subsets in C, in Theorem 1.1, Theorem 1.2, and Corollary 1.3. This generalizes the aforementioned theorem [5, Theorem 1.1] stated above. Using our strange function F (w; q), in Section 1.3, we define infinite families of functions in (1.9), (1.10) and (1.11), which we show to be quantum modular in Theorem 1.8. In light of this, in Proposition 1.14, we study related asymptotic behaviors.
As a corollary, we show (Corollary 1.4) how our results allow us to reinterpret a recent theorem due to the first author, Ono and Rhoades in [7] related to Ramanujan's radial limits of mock theta functions in terms of our strange function F (w; q). In Theorem 1.5, we also establish a general Hecke-type identity for the two-variable unimodal rank generating function U (w; q), inspired by a conjecture in [5] on congruences associated to the coefficients of U (−1; q), and a theorem in [5] which gives a Hecke-type identity for U (1; q).
Proofs of the results from Section 1.2 are found in Section 2, and proofs of the results from Section 1.3 are found in Section 3.
A generalized strange function and the unimodal rank function
To this end, we make the following definition of a natural two-variable "strange" function
In particular, F (1; q) = F (q) is Kontsevich's strange function, (essentially) a quantum modular form, and F (1; q −1 ) = U (1; q) is a certain unimodal rank generating function, as described above in Section 1.1. In addition to stating Theorem 1.1, Theorem 1.2, and Corollary 1.3, in this section, we also offer a reinterpretation of a theorem from [7] in Corollary 1.4, in terms of F (w; q), and provide a two-variable Hecke-type identity for U (w; q) in Theorem 1.5. To describe our results, for k ∈ N, we define the sets
Our first result generalizes the aforementioned result [5, Theorem 1.1], and shows that when q is a primitive kth root of unity, and w is any complex number in A k ∩ B k , the two-variable unimodal function U (w; q) is equal to our two-variable strange function F (w; q −1 ). Fig. 1 below illustrates the permissible values of w in Theorem 1.1 when q is a primitive 3rd or 10th root of unity. An interesting feature of Theorem 1.1 (as depicted in Fig. 1 ) is that for a fixed root of unity q, the value w may be either inside the unit disk, outside the unit disk, or on the unit disk. When on the unit disk, we point out that w may be a complex number satisfying |w| = 1 that is not necessarily a root of unity. Phrasing this another way, if we write w = re(t), with r ∈ R + and t ∈ R, we may either have r > 1, r < 1, or r = 1, in which case t is not necessarily restricted to be a rational number, but can be any real number suitably close to a fixed rational number h/k (or any translate h/k + m, m ∈ Z). Numerical examples are given in Table 1 below. 
Our next theorem in fact removes all hypotheses on the second variable w. To describe it, we define for m ∈ N the truncated functions 
For example, when k = 3 or 4, and q = ζ 3 or −i (respectively), Theorem 1.2 shows for any w that 
We shall see in the course of the proofs of Theorem 1. 
In particular, when a = 0, b = 1, (and q is any primitive kth root of unity) we have that
We illustrate Corollary 1.3 with some numerical values in Table 2 above. Corollary 1.3 also gives us a new way to study the radial limit relationship between Dyson's rank mock theta function and the Andrews-Garvan crank modular form established in [7] . In particular, Dyson's rank function R(w; q) and the Andrews-Garvan crank function C(w; q) are defined by
where N (m, n) counts the number of partitions of n with rank m, and
where M (m, n) counts the number of partitions of n with crank m [2] . In [7 
In another direction, inspired by [5, Conjecture 1.6] on congruences associated to the coefficients of U (−1; q), and [5, Theorem 1.5], which is a Hecke-type identity for U (1; q), we establish a general Hecke-type identity for the two-variable unimodal rank generating function U (w; q). While our work in this paper does not focus on establishing congruences related to the coefficients u(m, n) of U (w; q), the following identity is suggestive; establishing such congruences would be of interest. Theorem 1.5. We have that
is an immediate corollary of Theorem 1.5 above when w is specialized to equal 1.
Quantum modularity and F (w; q)
In this section, we extend work of Zagier in [18] on Kontsevich's strange function F (q) = F (1; q), and show that our general strange function F (w; q) can be used to define infinite families of quantum modular forms. We define these forms in (1.9), (1.10), and (1.11), and establish quantum modularity in Theorem 1.8. In Proposition 1.14, we establish related asymptotic properties. To describe our results, for any positive integer b, we let b := lcm(b, 12). We define the set of rational numbers
and tuples of integers
and the functions φ a,b,c :
where χ(n) := 12 n is defined using the Kronecker symbol. 
Note that Φ a,b,c (and φ a,b,c ) are the following, the second of which is nothing but our generalized strange function F (w; e(x)) specialized at w = −1, up to a simple factor:
( 
In particular, when N = 1, a = (a), and c = (c), we have that
The functions ϑ a,b,c are defined in (3.12), and the multiplier ψ b is defined in (3.13).
Remark 1.9. Results similar to (1.12) and (1.13) hold for odd integers c, and can be deduced easily from the results in this paper. For simplicity and ease of notation, we state Theorem 1.8 in the case of even integers c only.
Remark 1.10. Theorem 1.8 does not directly apply to the original Kontsevich strange function F (q) = F (1; q) studied by Zagier, which is obtained by specializing w = ζ a b = 1 in our generalized strange function F (w; q). While F (1; q) is indeed a valid specialization of our function F (w; q), Zagier proved that the strange function F (q) is (essentially) quantum modular of weight 3/2, which is the dual weight to our families φ (N ) a,b,c (x) and φ a,b,c (x) of quantum modular forms of weight 1/2. For this reason, our proof of Theorem 1.8 does not directly apply to F (q) = F (1; q); however, our methods here are inspired by, and are similar to, Zagier's original proof given in [18] establishing the quantum modularity of F (q) = F (1; q).
An interesting feature of Theorem 1.8 is that it gives a simple closed expression in terms of either our strange function F (w; q) or the unimodal rank function U (w; q) for the integral appearing in the right hand side of (1.13), as we show in Corollary 1.11 below. For ease of notation, we define the following polynomials in roots of unity, where (a, b, c) ∈ T and h and k are such that h/k ∈ S b .
Recall that the truncated functions F m (w; q) and U m (w; q) appearing above are defined in (1.5) and (1.4). The numbers
Corollary 1.11 shows how the integrals appearing in Theorem 1.8 may be evaluated exactly and expressed simply in terms of ("strange" or "unimodal") polynomials, evaluated at roots of unity. The numbers H = H M (h, k) and K = K M (h, k) appearing below are defined in (3.20) and (3.21).
Corollary 1.11. With notation and hypotheses as above, we have that
Remark 1.12. Corollary 1.11 follows almost immediately from Theorem 1.8 and Corollary 1.3. To be precise, the fact that the strange functions F (w; q) used to define φ a,b,c reduce to the truncated functions F N ± appearing in (1.14) follows from the argument given in the proof of Theorem 1.8. The expression given in (1.15) follows using that same argument with Corollary 1.3 and Theorem 1.8. Remark 1.13. Clearly, Corollary 1.11 gives exact values for the integrals appearing on the right hand side of (1.12) as well.
We illustrate Corollary 1.11 with the following examples.
∈ Γ(24), hence H = 1, and K = 26. A direct calculation using (1.14) and (1.15) 
where
In particular, for such a and b, we have that
q-Hypergeometric series
In this section, we prove Theorem 1.1, Theorem 1.2, Corollary 1.3, and Theorem 1.5. We point out that Theorem 1.1 follows in part from Theorem 1.2.
Proof of Theorem 1.1
To prove Theorem 1.1, we establish the following results relating the two-variable unimodal rank function U (w; q) and our two-variable strange function F (w; q) to their truncated counterparts U k (w; q) and F k (w; q).
The proof of Theorem 1.1 makes use of Proposition 2.1 and Theorem 1.2, whose proofs we give below.
Proof
where we have used the fact that 1
Multiplying both sides of (2.1) by U k (w; ζ h k ), and using the fact that (xζ 
Multiplying both sides of (2.2) by
Proofs of Theorem 1.2 and Corollary 1.3
To prove Theorem 1.2 (and hence Corollary 1.3), we establish the following important lemmas. Our methods here are inspired by and are similar to methods used in [5, 6] . For all h ∈ Z and k ∈ N such that gcd(h, k) = 1, and a ∈ N 0 , we define the polynomials C k (x, w) and v a (x, w) = v a,h,k (x, w) in the variables x and w by
In what follows, for ease of notation, we may write C(x) for C k (x, w), and u a (x) for u a (x, w). In Lemma 2.2, we establish a recursive relationship satisfied by the polynomial C(x).
Lemma 2.2. Assuming the notation and hypotheses above, we have that
In Lemma 2.3, we establish a recursive relationship satisfied by the polynomial u a (x), and relate u k (x) to the polynomial C(x). Lemma 2.3. For all k ∈ N and a ∈ N 0 , assuming the notation and hypotheses above, we have that
Proof of Lemma 2.2. We have that
where we have used that
Proof of Lemma 2.3. Letting a = k in (2.4), we have that
We let a → a + 1 in (2.8) and subtract from this result equation (2.8) to obtain
x, we have that
Substituting this into equation (2.9) and dividing by (w
Proof of Theorem 1.2. Letting x = 1 in equation (2.7), we have
From (2.6), (2.10) and the fact that u 0 (1) = 0, we obtain 
which implies
Next, we use Bailey's pair with β n = 1, α 0 = 1 and
as provided in [5] . 2 We substitute α n into [5, equation (3. 2)], which yields that
Using (2.12), we see that the third term in (2.13) is −1 multiplied by the first term in (2.13). Thus, we deduce (after re-indexing the second term in (2.13)) that
. (2.14)
It is not difficult to see that
Substituting this into (2.14) (with x = w) yields
as claimed. 2
Quantum modular forms
In this section, we prove Theorem 1.8 and Proposition 1.14. We also establish the equivalence of the two expressions (1.9) and (1.10) defining our quantum modular forms φ a,b,c (x) built from our strange function F (w; q) studied in Section 2. Our methods extend and are inspired by methods used by Zagier to establish the quantum modular properties of Kontsevich's strange function F (q). Equally important to our proof are q-hypergeometric properties of our strange function F (w; q), which we establish in Section 3.1, and associated modular properties, which we establish in Section 3.2.
Strange functions
To state our results, we define two relatives F 1 (w; q) and F 2 (w; q) of our "strange" function F (w; q) by
Essential to our proof of Theorem 1.8, which establishes the quantum modularity of our strange functions φ a,b,c (x), is Proposition 3.1 below. This proposition relates the strange functions F (w; q), F 1 (w; q) and F 2 (w; q) in parts (i) and (ii), and gives a related q-series identity in part (iii). We note that part (i) is established in the case ζ = 1 and d = 0, and part (ii) is established in the case w = 1, by Zagier in [16] . (ii) The function F 1 (w; q) equals the function F 2 (w; q) as a power series in q, and also as a function of q in the unit disk.
Remark 3.2. When w = 1, part (iii) of Proposition 3.1 reduces to the well-known identity
In this case, we obtain no useful information about the strange function F 1 (1; q), and hence Kontsevich's strange function F (1; q) = F (q) by part (i) of Proposition 3.1. However, the case w = 1 is already treated in [18] , where F (1; q) = F (q) is shown to be (essentially) quantum modular of weight 3/2. Here, we are concerned with establishing the quantum modular properties of F (w; q) when w = 1.
Proof of Proposition 3.1
To prove Proposition 3.1, we first establish two auxiliary Lemmas, Lemma 3.3 and Lemma 3.4. To state Lemma 3.3, we define for N ∈ N the function In order to state Lemma 3.4, we must introduce some further notation. We define for a ∈ N and b ∈ −N the functions
where q, ρ, and ζ are as defined in Proposition 3.1 (i), and for x ∈ Z, y ∈ N 0 , the binomial coefficients are defined by
We also define A 0 (q) = B 0 (q) := 0. With hypotheses given on ρ and ζ, for fixed d ∈ Z, we may assume ρ is a kth root of unity and ζ another root of unity such that ζρ d+m = 1 for some integer m satisfying 1 ≤ m ≤ k. Using the functions A a (q) and B b (q), we define the products
We also define for integers N ≥ 2 and d ∈ −N the product 
Proof of Lemma 3.3. Lemma 3.3 is easily proved by induction on N . When N = 1, (3.1) follows by direct calculation. Assuming (3.1) holds for some N ∈ N, we have that
as desired, establishing (3.1) for all N ∈ N by induction. 2
Proof of Lemma 3.4. To prove part (i), for ∈ N, we have that 1 − ζ(ρ − q) = 1 − ζρ + qA (q). Thus, for N ∈ N and d ∈ N 0 , we have that
where the integer m is such that ζρ d+m = 1, 1 ≤ m ≤ k, as claimed. Here, we have used the fact that for 1 ≤ v ≤ y, y ∈ N,
and also the fact that ζρ
To prove part (ii), we proceed similarly, additionally using where necessary the fact that for ∈ −N and |β| < |α|,
(This well-known expansion can be deduced by multiplying [14, 4.6.7] by α a , with z = β/α, for example.) We apply (3.3) in the case α = ρ and β = −q, and note that |q| < |ρ| = 1. That is, for any term 1 − ζ(ρ − q) with ∈ N encountered in expanding the product (ζ(ρ −q) d+1 ; ρ −q) N , we proceed as above in the proof of (i). A direct calculation leads to the product Π 4 (N, q) 
The integers k and m are fixed, so for any j ∈ N 0 , there are at most finitely many n ∈ N such that n−m k
If such an n exists for a given j, then we may define for j ∈ N 0 , the number
If such an n does not exist for a given j, we define N j = N j (m, k) := 0. Thus, using (3.5) and the definitions of Π 1 (n, q) and Π 2 (n, q), we have shown that when d ∈ N 0 , the coefficient of
Making the change of variable q → ρ − q (shifting the center to q = ρ), we thus have that for
is well defined as a power series in q → ρ − q as claimed.
Similarly, when d ∈ −N, using Lemma 3.4 and the definition of F (w; q), we obtain
For any j ∈ N 0 , similar to the number N j , we define the numbers
if such an n exists for a given j; if not, we define M j = M j (m, k) := 1. Arguing as above, we have that for d ∈ −N, for any j ∈ N 0 , the coefficient of 
+1
. Hence, the power series expansion of the 
Making the change of variable q → ρ − q (shifting the center to q = ρ) proves the claim.
(iii): Zagier shows in [16] that the function
Combining this with Proposition 3.1 (ii) proves (iii). 2
Equivalence of (1.9) and (1.10)
To establish the equivalence of the two expressions (1.9) and (1.10) defining our quantum modular forms φ a,b,c (x), we first establish a recursive relationship satisfied by the function S(w) defined in (3.6).
Lemma 3.5. For k ∈ N, we have that
Proof of Lemma 3.5. We proceed by induction on k. In [18] , Zagier proves that
As such, we have that
, which is equivalent to
as desired in the case k = 1. Now assume for some k ∈ N that (3.9) holds. Using (3.10) with w → q −k w, we have that
We substitute the above equation into (3.9) and notice that
Having established Lemma 3.5, we apply it with k = b c/12, w = ζ −a b , and q = e(12x/ b ), to obtain (using the notation S(w) = S q (w))
Next, noting that S q (w) = w −1 (1 − w)F (w; q), we rewrite
Applying equation (3.11), we obtain
from which we deduce the equivalence of (1.9) and (1.10).
Modularity
Here, we establish a number of modular results, and use them together with our q-hypergeometric results from Section 3.1 to ultimately prove Theorem 1.8 and Proposition 1.14. Let b ∈ N, and let b := lcm(b, 12). We let a ∈ Z, c ∈ 2Z, with gcd(a, b) = 1, and define for τ ∈ H := {x + iy : x, y ∈ R, y > 0} the function
We show in Lemma 3.6 that ϑ a,b,c is an ordinary modular form on the congruence subgroup
with respect to the multiplier ψ b defined for matrices M = 
Next we define a "period integral" of our modular theta function ϑ a,b,c , namely, the function ϑ * a,b,c , which is defined on the lower-half of the complex plane H − := {z ∈ C | Im(z) < 0}. In order to remain consistent with our previous notation, we let τ ∈ H as usual, and define ϑ
Having established the modularity of our theta function ϑ a,b,c (τ ) and the near modularity of its period integral ϑ * a,b,c (τ ) in Lemma 3.6 and Lemma 3.7, we are nearly ready to prove Theorem 1.8. Our last needed ingredient is Lemma 3.8 below, which will allow us to study the asymptotic behavior of the period integral ϑ * a,b,c (τ ), where τ = x + iy ∈ H, as y → 0 + .
Lemma 3.8. Let τ = x + iy ∈ H (i.e. x, y ∈ R, with y > 0). With notation and hypotheses as above, we have that
Here, erfc(z) := 
Proof of Theorem 1.8. Let τ = x +iy ∈ H, with x ∈ S b and y > 0. Using Proposition 3.1 and Lemma 3.8, we find after a short calculation that the asymptotic expansions of the functions φ a,b,c (τ ) and ϑ * a,b,c (τ ) as power series in y coincide. To be more precise, using the fact that erfc(0) = 1, we see from Lemma 3.8 that, formally, letting
On the other hand, for x ∈ S b , a short calculation reveals that ζ 
Asymptotics
For a ∈ Z, and b ∈ N satisfying gcd(a, b) = 1, we define for n ∈ Z the function For ease of notation, for the remainder of this section, we will write C(n) for C a,b (n).
Lemma 3.9. With hypotheses and notation as above, the following are true.
(i) For all b ∈ N and n ∈ Z, we have that C(n + 12b) = C(n).
(ii) For all b ∈ N\{6}, we have that 
nC(n),
where we have used that B 1 (x) := x − 1/2, and also Lemma 3.9. 2
