This paper shows why the two main approaches to estimating hedonic indexes can produce quite different results. The proper measurement of inflation requires the use of hedonic indexes, rather than matched models, for product areas which have a high turnover of differentiated models. The two main approaches to hedonic indexes are hedonic imputation (HI) indexes and dummy time hedonic (DTH) indexes. HI indexes value a fixed period's basket of characteristics using both base period and current period hedonic coefficients and take the ratio of the latter to the former. HI index number formulas differ in their use of which period's characteristics are held constant for the valuation. DTH indexes estimate price change using the coefficient on a dummy variable for time in a hedonic regression which uses both base and current period's data. For DTH indexes the slope parameters are constrained to be the same for both periods to allow the intercept shift to measure quality-adjusted price change. For HI indexes the change in the parameters over time are, paradoxically, the essence of the measure.
The β k are estimates of the marginal valuations the data ascribes to each characteristic (Rosen (1974) , Griliches (1988) and Triplett (1988) , see also Diewert (2003) and Pakes (2003) ). Statistical offices use hedonic regressions for CPI measurement when a model is no longer sold and a price adjustment for quality differences is needed in order that the price of the original model can be compared with that of a noncomparable replacement model. Silver and Heravi (2001) refer to this as 'patching'. However, patching can only make use of data outside of the matched sample when a model is missing. It may be that several new models are introduced in a month when there are few, if any, models needing replacements. The likely atypical price changes of the new models will be ignored with patching, but not with hedonic indexes. The needs of quality adjustment, in dynamic markets, such as PCs, is to resample each month to cover a representative sample of what is purchased and hedonic indexes provide the required measures.
A. Hedonic imputation (HI) indexes
Hedonic imputation (hereafter-HI) indexes take a number of forms: first, as either equally-weighted or weighted indexes; second, depending on the functional form of the aggregator, say a geometric aggregator as against an arithmetic one; third, with regard to which period's characteristic set is held constant and finally, as direct comparisons between periods 0 and t, or as chained indexes, with individual links being calculated between periods 0 and 1, 1 and 2,….,t-1 and t, the results being combined by successive multiplication.
Consider the linear hedonic function 
and a hedonic Paasche index for matched and unmatched period t models by: z values are apart, say due to greater technological change, the less justifiable is the use of an individual estimate and the less faith there is in a compromise geometric mean of the two indexes-a Fisher index. use of information in both periods, are supported by economic theory and axiomatic considerations and are preferred target indexes in the forthcoming international CPI Manual (Diewert, 2004: chapters 15-18 unmatched old models present in period 0, but not in period t. Let the number of models in these respective sets be denoted
We also denote the set of matched models with common
hedonic Fisher index (a geometric mean of (2) and (3)) is given by: A generalized hedonic Walsh index is given by: 
B. Dummy time hedonic (DTH) indexes
6 Dummy time hedonic (hereafter-DTH) indexes are a second approach which, as with HI indexes, do not require a matched sample.
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The formulation is similar to equation (1) 
The exponent of the estimated coefficient * 1
δ is an estimate of the quality-adjusted price change between period 0 and period t. A weighted version of (7) (Diewert, 2002b) .
The regression equation (7) constrains each of the β k coefficients to be the same across the two months compared. In restricting the slopes to be the same, the (log of the) price change between periods 0 and t can be measured at any value of z, as illustrated by the difference between the dashed lines in Figure 1 . For convenience it is evaluated at the origin as * 1
δ . Bear in mind the HI indexes outlined above estimate the differences between price surfaces with different slopes. As such the estimates have to be conditioned on particular values of z, which gives rise to the two estimates considered in (2) and (3): the base HI using z 0 and the current period HI using z t , as shown in Figure 1 . The very core of the DTH method is to constrain the coefficients to be the same, so there is no need to condition on particular values of z. The DTH estimates implicitly and usefully make symmetric use of base and current period data. As with hedonic imputation indexes DTH indexes can take fixed and chained base forms, though they can also take a fully constrained form whereby a single constrained regression is estimated for say January to December with dummy variables for each month, though this is impractical in real time since it requires data on future observations.
II. WHY HEDONIC IMPUTATION AND DUMMY TIME HEDONIC INDEXES DIFFER
A. Algebraic differences (i) a reformulation of the hedonic indexes There has been little analytical work undertaken on the factors governing differences between the two approaches. To compare the HI approach to the DTH approach we first need to reformulate the HI indexes.
We note that the HI approach relies on two estimated hedonic equations, ( ) 
We assume that the errors in each equation are similarly distributed, then phrase the two equations as a single hedonic regression equation with dummy time intercept and slope variables: has no economic meaning. We require a meanvalue HI index evaluated at .
The Walsh and Törnqvist indexes can be evaluated at mean values and, being superlative, should closely approximate each other and the Fisher index, all of which are recommended as target indexes for consumer price indexes (Diewert, 2004, chapters 15 and 17) . The mean values that correspond to the generalized Törnqvist and Walsh HI indexes of (5) and (6) are respectively: γ , has an adjustment to allow it to be evaluated at the Törnqvist mean from (11),
Note that we do not estimate the equations using OLS, but an estimator whose weights correspond to a Törnqvist index, i.e., a WLS where the weights are those outlined after equation (7). We focus on the case of the Törnqvist HI index with similar principles applying to the Walsh HI index.
Consider now the DTH index in (7) which constrains 0 ) (
β to be zero. The DTH index in (7) corresponds to a Törnqvist (DTH) index if estimated using WLS where the weights are those outlined after equation (7) between the constrained and unconstrained regression equations (7) and (10) 
Omitted variable bias is the product of the coefficient on the omitted variable, 1 β (for k=1 in (10) i.e. the multicollinearity between the missing and included variables (Davidson and McKinnon, 1993 , is equal to 0. Thus from the right-hand side of (17), for samples with negligible change in the mean values of the characteristics, the DTH and HI will be similar irrespective of any parameter instability. Diewert (2002b) and Aizcorbe (2003) have shown that the DTH and HI indexes will be the same for matched models and this analysis gives support to their finding. However, we find first, that it is not matching per se that dictates the relationship; for unmatched models all that is required is that which may occur without matching-it simply requires the means of the characteristics not to change. Second, that even when the means change the two approaches will be equal if 0
there is parameter stability. Finally, it follows that if either of the two right-hand side expressions in (17) are large, the differences between the indexes will be compounded. (14) regression is given by: )would give it half the weight in the calculation of that of a matched observation. A Törnqvist hedonic index (5) would also give an unmatched model half the weight of a matched one. For a DTH index such as (7) an unmatched period t model would appear only once in period t in the estimation of constrained parameters, as opposed to twice for matched data. We would therefore expect superlative HI indexes, such as (4), to be closer to DTH indexes than their constituent elements, (2) and (3) because they make symmetric use of the data. Silver (2002) has shown that while HI indexes such as (2)-(6) explicitly incorporate weights, they are only implicitly incorporated in the OLS or WLS estimator used for DTH indexes in a manner that may not be fully representative of the weights used. Adverse influence and leverage effects are shown to be generated by observations with unusual characteristics and above average residuals.
But what if
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C. Observations with undue influence

D. Chaining
Chained base HI indexes are preferred to fixed base ones, especially when matched samples degrade rapidly and their use reduces the spread between Laspeyres and Paasche. However, caution is advised in the use of chained monthly series when prices may oscillate around a trend (i.e. 'bounce') and as a result, chained indexes can 'drift' (Forsyth and Fowler, 1981 and Szulc, 1983) .
III. EMPIRICAL STUDY: DESKTOP PCs
The empirical study is of the measurement of quality-adjusted monthly prices of UK desktop PCs in 1998.
The data were monthly scanner data from the bar-code readers of PC retailers. There were 7,387 observations (models in a month sold in a specialized or non-specialized PC store-type) representing a sales volume of 1.5 million models worth £1.57 billion pounds over the year. Table 1 shows that in the January to February price comparison there were 584 matched models available in both months for the price comparison. However, for the January to December price comparison only 161 matched models were available with 509 unmatched 'old' models (available in January, but unmatched in December) and 436
unmatched 'new' models (available in December but unavailable in January for matching).
13 The calculation of hedonic indices first require the estimation of hedonic regressions. To simplify the illustration only one variable was included, the speed in MHz. The regressions were for each month for the HI indexes and over January and the current month, including a dummy variable for the latter, for the DTH indexes. The estimated coefficients for speed in the hedonic regressions were statistically significant coefficients with the expected positive signs.
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The selectivity bias inherent in a matched models Törnqvist index is shown in Table 1 by the fall of 24% which understates the fall of around 50% for the two Törnqvist hedonic indexes which use all of the data.
The particular concern of this paper is that the HI and DTH Törnqvist indexes give different results: falls of 55% and 50% respectively-a difference of nearly 10%-with no immediate explanation as to which is better. Having shown the need for hedonic indices we now turn to an explanation in Table 2 of the differences between the results from the two methods. Table 2 column (1) shows the ratio of the two estimates, finding the DTH estimate to consistently fall at a slower rate. The early months have very little quality-adjusted price change compared with January and the difference between the formulas are less amenable to analysis. However, from later months it is clear that while the parameter instability ( ) (2) is an important driver of the differences between the hedonic indexes, other factors are at work. For example, in September and December the differences between the parameters were about the same, yet the differences between the HI and DTH indexes in column (1) are higher in December than September. Furthermore, in October and November the parameter instability falls compared with September, yet the differences between the indexes increase. The other factor at work and affecting the difference, as shown in equation (17), is of course ( ) Table 2 is seen to increase (in absolute values) in October, November and December. This increase explains that part of the differences in hedonic indexes unexplained by the parameter instability.
The product of the two terms in column (3) shows an overall increase in October, November and December and, indeed, the exponent of column (3) equals column (1) by equation (17).
A driver of the substantial fall in ( )
can be seem from columns (5) and (6) to be relatively large increase in
, the average speed of PCs over the two periods compared, an increase from 208 MHz for 14 the January to February comparison to 273 MHz. for the January to December comparison. Bear in mind that the indexes were estimated using Törnqvist weights as outlined following equation (7). The overall sales value weight given to December models compared with January models increased by
29% and the resulting fall in the statistic in column 9 of Table 2 is at least one of the reasons why the DTH index exceeded the HI index. Equation (18) and columns (7) to (10) of Table 2 show how * 1 λ can be decomposed, though the complexity of equation (18) makes it difficult to explain the factors that dictate its change, unless t t z z , 0 1 1 = which is clearly not the case.
IV. CHOICE BETWEEN HEDONIC INDEXES AND TIME DUMMY HEDONIC INDEXES
The question of choice between these approaches has mainly been considered 13 from a perspective of concern over parameter instability. Berndt and Rappaport (2001) quite different results and this difference is the spread. A DTH index constrains the parameters to be the same, an average of the two. There is a sense in which we have less confidence in an index based on constraining similar parameters than one based on constraining two disparate parameters. This is the (implicit) stance taken by Berndt and Rappaport (2001) in their advice to avoid DTH indexes when there is parameter instability and to use HI indexes.
But there is a second type of spread and this relates to HI indexes. This is the difference between base and current period hedonic indexes, between (2) and (3), and arises from the use of a constant 
V. CONCLUSIONS
It is recognised that extensive product differentiation with a high model turnover is an increasing feature of product markets (Triplett, 1999) . The motivation of this paper lay in the failure of the matched models method to adequately deal with price measurement in this context and the need for hedonic indexes as the most promising alternative (Schultze and Mackie, 2002) . The paper first developed in section I generalized superlative hedonic indexes, i.e. index number formulas which are generalized to deal with matched and unmatched models, use hedonic regressions to control for quality changes and are superlative in that they have a good foundations in economic theory and axiomatic considerations (Diewert, 2004) . The paper second, considered the two main approaches to hedonic index numbers, HI, and DTH indexes. Their commonalities in terms of functional form of aggregator, weighting and periodicity of comparison, makes it difficult to justify one approach against the other, yet the two approaches can yield quite different results.
This is of concern if they are to be the principle tools for dealing with quality adjustment in price measurement for product markets with high model turnover. In section II the paper provided a formal exposition of the factors underlying the difference between the two approaches. It was shown that differences between the two approaches may arise from both parameter instability and changes in the characteristics and such differences are compounded when both occur. It further showed that similarities between the two approaches resulted if there was little difference in either component. The empirical study of desktop PCs showed the superiority of hedonic indexes over matched model indexes, that DTH and HI indexes can differ, and that parameter instability need not be the main factor dictating such differences.
Consideration of the issue of choice between the two approaches was based in section IV on minimising two concepts of spread. The analysis led to the advice that (i) Either the DTH or HI index approach is acceptable if either the parameters are relatively stable or the characteristics do not change over time, otherwise (ii) DTH indexes be avoided and HI indexes used when there is evidence of parameter instability, (iii) HI indexes be avoided and DTH indexes used when there is evidence of changes in quality characteristics of the form given in the last term of (19), and (iv) that when both characteristics and parameters change substantially, an average, such as (20), of the two approaches be used. Notes all t with an adjustment for degrees of freedom (Davidson and MacKinnon, 1993: 323) . For a direct fixed base comparison the estimate reduces to a matched models one.
2. "Hedonic techniques currently offer the most promising approach for explicitly adjusting observed prices to account for changing product quality. But our analysis suggests that there are still substantial unresolved econometric, data, and other measurement issues that need further attention." (Committee on National Statistics, 2002: 6). , but it is the latter that concern us. 8. The weights used to correspond to a generalized Törnqvist index were outlined following equation (7) .
9. We are not requiring ; unconditioned estimates might be evaluated by examining omitted variable bias in (12).
The estimated coefficient on 1
x of a regression of y on 1 x and 2 x is given by:
11. Bear in mind that the indexes estimated in this paper are weighted by shares in sales values and that the fall-off in the coverage of the matched sample by sales is even more dramatic: for the January to December comparison matched models made up only 71% of the January sales value and a mere 12% of the December sales value.
12. The F-statistics for the null hypothesis of coefficients being equal to zero averaged 34.2 for HI indexes and 53.4 for DTH indexes, consistently rejecting the null at a 0.01% level and lower. The explanatory power of the estimated equations were naturally low for this specification with a single explanatory variable, especially since they did not include dummy variables on brand. Details of estimates from a fully specified model are available from the authors.
13. Diewert (2002b) points out that the main advantage of hedonic imputed indexes is that it they are more flexible; i.e., changes in tastes between periods can readily be accommodated. HI indexes are argued to have a disadvantage that two distinct estimates will be generated and it is somewhat arbitrary how these two estimates are to be averaged to form a single estimate of price change. Diewert (2002b) further identifies the main advantages of the DTH method are that it conserves degrees of freedom and is less subject to multicollinearity problems.
14. Note that statistical significance tests should not dictate whether a difference is large or small, it is also the magnitude of the differences that matters. in (17) since the statistics are weighted. The difference is that between the sum of the shares over the two periods, i.e. 2, and the sum of that share arising from observations in period t . With new models taking on an increased share of sales the statistic falls.
