Abstract. Subspaces invariant under differentiation are studied for spaces of functions analytic on domains of a many-dimensional complex space. For a wide class of domains (in particular, for arbitrary bounded convex domains), a criterion of analytic continuability is obtained for functions in arbitrary nontrivial closed principal invariant subspaces admitting spectral synthesis.
§1. Notions and notation
For the reader's convenience, here we collect the main notions used in the paper and fix the notation for them.
C n is the n-dimensional complex space. S is the sphere of radius 1 and centered at the origin. B(z, δ) is the ball centered at z = (z 1 , . . . , z n ) and of radius δ. {z k } is a sequence of points in C n . The coordinates z = (z 1 , . . . , z n ) of a vector z are denoted similarly, but the specific meaning of the symbol {z k } will be clear from the context each time.
For ς ∈ S and a ≥ 0, we denote by Φ a (ς) the set of sequences {z k } ⊂ C n with the following properties: Passing to a subsequence, on each sequence {z k } ∈ Φ a (ς) we can also impose the additional condition saying that {|z k |} is monotone decreasing. Indeed, put k 1 = 1, and for j ≥ 2 choose k j to be the minimal k with |z k | > |z k j−1 |. Clearly, {z k j } satisfies 1) and 2). By construction, 
D) is the strong conjugate of H(D) (called the space of analytic functionals on D). Throughout the paper, the symbol W is used to denote a nontrivial (W = {0}, W = H(D)) closed subspace of H(D).
W 0 is the subspace of H * (D) consisting of the functionals that vanish on all elements of W . If W is nontrivial, then W 0 is also nontrivial. A subspace W is said to be invariant if it is invariant with respect to the operators of partial differentiation, i.e., if along with any function ϕ(z) it contains the derivatives ∂ϕ/∂z 1 , . . . , ∂ϕ/∂z n .
Let ψ(z) be a plurisubharmonic function of order (at most) 1 and of finite type (at the order 1), i.e., ψ(z) ≤ b + d|z|, z ∈ C n . We denote by h ψ (z) (respectively, h ψ (z)) its upper (respectively, lower) indicator, that is, 
ψ(ty) t dσ(y),
where dσ is Lebesgue measure and σ n is the volume of the unit ball in C n = R 2n . If ψ(z) = ln |f (z)|, where f (z) is an entire function of exponential type (that is, |f (z)| ≤ C exp A|z|, z ∈ C n , for some A, C > 0), in place of h ln |f | , h ln |f | we write h f (z) and h f (z) for simplicity. For n = 1, the indicator h f (z) is a bounded convex function (consequently, it is continuous); for n > 1, the function h f (z) is plurisubharmonic but may be discontinuous (see, e.g., [33] ).
The definition of the indicators readily implies that they are positive homogeneous of degree 1 and h f (z) ≤ h f (z), z ∈ C n . If h f (z) = h f (z) for some z ∈ C n , the function f (more precisely, the plurisubharmonic function ln |f |) is said to have (completely) regular growth on the ray tz, t > 0.
It is well known (see, e.g., [1, Chapter 3, §12.7] ) that the Laplace transformation f (z) = (μ, exp z, λ ) for μ ∈ H * (D) establishes an isomorphism (algebraically and topologically) between H * (D) and a subspace P D of the space of entire functions of exponential type. This contradiction proves the claim. We say that W admits spectral synthesis if the system E(W ) is complete in W . W is called a principal invariant subspace if N (W ) is an analytic set of codimension 1, and moreover, there exists an entire function F W whose zero set coincides with N (W ) and m(λ) is the multiplicity of its zero λ ∈ N (W ). In the case of one variable, all invariant subspaces are principal. It should also be noted that F W is uniquely determined by W up to a factor that is a zero-free entire function.
Since N (W ) is a subset of zeros (with multiplicity taken into account) of entire functions of order 1 belonging to I W , this factor can be chosen in such a way that F W will have the first order of growth (and, possibly, an infinite type). In what follows, we assume that, for every principal invariant subspace W , some function F W with the above properties is chosen and fixed, and this function is of the first order of growth.
If G is a convex domain containing D, we denote by W (G) the closure of the linear span of the system E(W ) in the topology of H(G). Along with W , W (G) is a nontrivial closed subspace of H(G) invariant under differentiation, and the definition shows at once that this subspace admits spectral synthesis. If W is principal, then W (G) is also principal. §2. Introduction
In this paper, we study the problem of analytic continuation of all functions in a principal invariant subspace W ⊂ H(D) to a wider convex domain G.
An important example of an invariant subspace is the space of solutions of a homogeneous convolution equation that are analytic in D:
The operator M of convolution is well defined because every functional μ ∈ H * (D) extends to a continuous linear functional on the space of functions analytic on some compact subset of D (see, e.g., [1, Chapter 3, §14.2] ). This operator acts linearly and continuously from H(D) to the space of functions analytic in a neighborhood of the origin and commutes with the differentiation operators. Therefore, the space of solutions of equation (2.1) is closed and invariant under differentiation. The space of solutions of a system of equations such as (2.1) is also closed and invariant under differentiation. It is easily seen that the space W ⊂ H(D) of solutions of a homogeneous convolution equation is a principal invariant subspace of H(D). Moreover, for the role of F W we can take the Laplace transform of the functional μ that generates the convolution operator; then F W ∈ I W .
A principal invariant subspace may also coincide with the space of solutions of a system of homogeneous convolution equations. In this case, F W may fail to belong to I W ; moreover, it may have infinite type at order 1, and so may fail to be a function of exponential type. Another example of an invariant subspace is provided by the set of functions that expand in a series of exponentials or exponential monomials that converge uniformly on compact subsets of D:
A generalization of this example arises when we consider the closure W in H(D) of the linear span of the system {p λ (z) exp z, λ , λ ∈ N } of exponential polynomials. Here N is a subset of C n . If, for the role of N , we take a principal analytic subset in C n that is part of the zero set of some entire function f of exponential type and, for the role of the p λ (z), we take all polynomials whose degree is strictly smaller than the multiplicity m(λ) of the zero λ of f , then we again obtain a principal invariant subspace of H(D).
We list the main problems in the theory of invariant subspaces: 1) spectral synthesis, i.e., approximation of elements of an invariant subspace by exponential polynomials lying in this subspace;
2) the fundamental principle, i.e., representation of functions in an invariant subspace by a series of exponentials, integrals of exponentials, series of integrals of exponentials or exponential polynomials;
3) analytic continuation of functions belonging to an invariant subspace. The present paper is devoted to the study of the last question. Originally, this question emerged in a natural way from the problem of extension of convergence for exponential series and for their partial case, power series. The first results pertaining to this question were obtained as early as in the 19th century (see, e.g., [2, 3] ). Later, it was observed that the continuation phenomenon is intrinsic not merely for sums of exponential series, but also for more general limits of exponential polynomials. It turned out that functionals analytic in a convex domain and representable there as limits of exponential polynomials may admit analytic continuation to a wider convex domain. Since the closure of exponential polynomials is a basic example of an invariant subspace, the modern statement of the continuation problem looks like this. Under what conditions is it true that all functions in a closed invariant subspace of H(D) that admits spectral synthesis can be continued analytically to a wider convex domain (which must not depend on a particular function). Thus, the continuation problem is stated only for subspaces admitting spectral synthesis. In this connection, it should be noted that, in the case of one variable, the spectral synthesis problem was resolved completely in [4] and [5] . In the case of several variables, it is known that the space of solutions of a homogeneous convolution equation in an arbitrary convex domain admits spectral synthesis; see [6, 7] .
As to the continuation problem, it has a long history. See [8] for a detailed survey of the relevant results. Here we only remark that, in the case of one variable, the continuation problem has been studied in [9] - [24] and elsewhere. For n = 1, its complete solution was found in [25] and [26] .
In the case of several variables, the question has been treated in [27] - [31] , [7, 24, 8] and elsewhere. For n > 1, only certain conditions sufficient for continuability have been obtained. No necessary conditions have been found. Moreover, only continuation to the maximal possible convex domain has been considered. Moreover, only the particular case has been treated in which W ⊂ H(D) is the space of solutions of the homogeneous convolution equation (2.1), and D is the algebraic sum of another convex domain D and a compact set K such that the support function H K (z) coincides with the upper indicator h f (z) of the Laplace transform f (z) for the functional μ generating the convolution operator. Sufficient conditions have been stated in terms of various lower estimates for f (z). For example, the regularity of growth of the entire function f (z) of exponential type was assumed on some subset of C n (see [30] ), or some lower estimates were imposed on ln |f (z)| at the points of a surface that bounds the zero set of f (z) (this set coincides with N (W )) in the case in question) and situated at a fairly small distance from N (W ) (see [8] ). Other sorts of estimates have also occurred; see [28, 29, 31] .
In the present paper, an essentially novel method for solution of the continuation problem is developed. In distinction to earlier papers, it is based on plurisubharmonic rather than on entire functions. The passage from entire functions to "softer" objects (such as plurisubharmonic functions) has made it possible to obtain a continuability criterion for arbitrary principal invariant subspaces admitting spectral synthesis in arbitrary convex domains in C n subject to a certain natural condition when the domain is unbounded. In the case of a bounded domain, the continuation problem is solved completely. Moreover, a criterion is obtained for an arbitrary domain that contains the initial domain and is included in the maximal possible one. All results on continuation obtained earlier in the case of one variable, as well as all results for many variables and pertaining to principal invariant subspaces, are included in the result of the present paper as partial cases. This means that only the results of [24] are left apart.
We briefly describe the layout of the paper. In §3, we reduce the continuation problem to the dual problem of the theory of functions of exponential type, which may be treated as a problem of division "with residual" in the space of entire functions. On this basis, also in §3, we describe the maximal possible convex domain to which all functions in W ⊂ H(D) may happen to be continuable.
In §4, conditions sufficient for continuability are presented. They are stated in terms of lower estimates for certain plurisubharmonic functions on surfaces that bound the set N (W ).
In §5 and §6, some auxiliary results are collected (some of which are of independent interest) about the construction of special plurisubharmonic functions and the geometry of convex domains. These results will be employed to obtain necessary conditions and, eventually, the criterion of continuability.
In §7, conditions necessary for continuability are presented. Like sufficient conditions, they are stated in terms of lower estimates for plurisubharmonic functions, but the estimates are local this time.
In §8, the necessary and sufficient conditions are combined to yield a continuability criterion. Several reformulations of this criterion are presented; all of them involve estimates of plurisubharmonic functions. These statements are quite convenient for applications (in particular, for obtaining further restatements) because they impose minimal possible restrictions. However, their form is somewhat unusual and the perception of them presents some difficulties.
In this connection, in §10 we present yet another series of equivalent reformulations of the continuability criterion, which are of simple form and involve, in particular, the notion of regular growth for entire functions. This notion is used in the solution of many problems in the theory of analytic, entire, or plurisubharmonic functions and in the theory of convolution operators and invariant subspaces. A series of classical problems have been resolved up to now in terms of regular growth. Among them, we can name the representability of functions analytic in convex domains of the complex plane by series of exponentials, the fundamental principle for invariant subspaces, interpolation in spaces of entire functions, solvability of nonhomogeneous convolution equations and of systems of such equations, etc. This notion is used so widely because of the rigid relationship between the regularity of growth of an entire function and the distribution of its zeros (see [40, 37] ). Thus, resolving a problem in terms of regular growth, we obtain a solution in terms of the geometry of the zero set of the entire function.
In order to pass from plurisubharmonic to entire functions, in §9 we establish a special type of approximability of plurisubharmonic functions by logarithms of the moduli of entire functions. This result is based on Yulmukhametov's well-known theorem (see [39] ).
Finally, in §11, some general examples of invariant subspaces are presented (in particular, we treat results of forerunners as examples), and certain specific invariant subspaces are treated in the light of the continuability problem.
To finish the introduction, I find it pertinent to give a concise formulation of the problem to be resolved here. Let W ⊂ H(D) be a nontrivial closed principal invariant subspace admitting spectral synthesis. Find conditions ensuring the analytic continuability of every function in W to some domain G ⊃ D. What is the class of admissible domains G? §3. The dual problem
In this section, we state and prove a result that reduces the continuability problem to "division with residual" in the theory of entire functions. This result has been used in some form in the greater part of papers on continuability. We start with an auxiliary statement. 
Thus, 1) is equivalent to the statement that for every ν ∈ H * (G) there is a unique
Since the functionals ν and μ are continuous and the system E(W ) is complete, we may restrict ourselves to ϕ ∈ E(W ) in this relation. Let h(λ) and g(λ) be the Laplace transforms of ν and μ. By the above, we have
Thus, 1) is equivalent to the statement that for every h ∈ P G there is a unique equivalence class [g] ∈ P D /I W such that h − g vanishes at every λ ∈ N (W ) with multiplicity at least
To complete the proof, it remains to observe that if h = f + g and simultaneously h = f 1 + g 1 , then
This implies that (g − g 1 ) ∈ I W because (g − g 1 ) ∈ P D . Therefore, g and g 1 represent the same equivalence class in P D /I W .
The next result characterizes the maximal convex domain to which all functions in W may extend. As a preliminary, we observe that, since D ⊆ D(W ), we always have
On the other hand, the definition of D(W ) readily shows that
Thus, we have the identity 
Proof. By Lemma 3.2, for every h ∈ P G there exists g ∈ P D with (h − g) ∈ I W (G) . By the definition of P D , there is an index m ≥ 1 and c > 0 such that
Since h(λ) and g(λ) coincide on N (W ), it follows that
By the choice of z 0 , the function exp z 0 , λ belongs to P G . Therefore, it satisfies (3.2). On the other hand, the last inequality, the embedding K m ⊂ D, and the continuity of the function H K m (λ) imply the existence of c, δ > 0 such that
Using the definition of Δ(W ), we choose a sequence λ j ∈ N (W ), j ≥ 1, such that |λ j | → ∞ and
is homogeneous, the last inequality is true at the point λ = λ j for all sufficiently large j. This contradicts (3.2). §4. Conditions sufficient for continuability Before stating the conditions mentioned in the title of the section, we prove two auxiliary statements. By Lemma 3.3, all functions in W admit analytic continuation to a convex domain G ⊃ D only if G is a subdomain of D(W ). Moreover, by Lemma 3.2 and the remark to Lemma 3.1, in the case of a principal invariant subspace this type of continuability is equivalent to the existence of a function g ∈ P D (that depends on h ∈ P G ) such that h − g is divisible by F W . In order to prove the existence of g, we shall need a special cutoff function, which will be constructed in the next lemma. 
with the following properties:
As usual (see, e.g., [36 
where c > 0 depends only on the dimension n. Put
The function E M (z) is well defined, because every z ∈ C n belongs to at most 3 sets among the Ω k , k = 1, 2, . . . , whence we see that at most 3 factors in the product are different from 1. We show that this function satisfies the required conditions. Condition 1) for E M (z) is fulfilled because it is fulfilled for the e k (z),
Therefore, e k (z) = 1 and E M (z) = 1. This yields 2). By the definition of E M (z) and the properties of the e k (z), k = 1, 2, . . . , we shall verify condition 3) if we show that
By the estimates for the derivatives of e k and the relation e k (w) = 0, w / ∈ Ω k , we have
Consequently,
where C = 3c.
Before passing to the main result of the section, we prove another technical statement.
Lemma 4.2. Let q(z) be a positive homogeneous function of degree 1 that is continuous
Proof. We fix β > 0. Since q(z) is uniformly continuous on the sphere S, there exists δ > 0 such that for arbitrary z ∈ S and all λ, w ∈ B(z, δ) we have
Since q is homogeneous, it follows that
Now we turn to the main topic of this section: conditions sufficient for the continuability of functions in principal invariant subspaces. 
Then every function in W admits analytic continuation to G and can be approximated on G by linear combinations of elements of E(W ).
Remark. If the set Ξ ∩ S is closed (this is the case, for instance, provided D is bounded), we may restrict ourselves to V running through some countable fundamental system of neighborhoods of this set. The role of U will every time be played by the union of the cone with vertex at the origin that is generated by some of these neighborhoods, and a ball of sufficiently large radius. In this setting, there is no need to introduce the compact set X. Moreover, condition i) becomes redundant because it is fulfilled automatically (this follows from the definition of Δ(W ) and the inclusion Δ(W ) ⊂ Ξ; the latter is true by (3.1)). Condition ii) also becomes redundant. Since {K m } is an increasing sequence of compact subsets of D, conditions iii) and iv) imply the inequalities
if m is sufficiently large, the gap between these functions will be arbitrarily small on S (provided D is bounded). Therefore, conditions iii) and iv) mean that the function H D (z) − ln |F W (z)| can be approximated "from below" by functions plurisubharmonic in C n . In fact, it suffices to ensure approximation only on U [ε] \ U . This set is a "thin" one-sided neighborhood of ∂U containing the zero set N (W ).
Proof. As has already been mentioned, the claim will be proved if we show that for every h ∈ P G there exists g ∈ P D such that h − g is divisible by F W . In other words, given h, we must find a function g with smaller growth estimates that coincides with h at every z ∈ N (W ) together with all its partial derivatives up to order m(z) − 1 (inclusive). At the first stage, by using Lemma 4.1, we shall construct such a function analytic only in a special neighborhood of N (W ).
So, we fix an arbitrary function h ∈ P G . By the definition of P G , we can find a compact convex set K ⊂ G and a constant c > 0 with
Since K is compactly embedded in G, we have
The definition of the set Ξ shows that
Since H K is continuous and H D is lower semicontinuous, this inequality remains true in some neighborhood V of Ξ ∩ S. We find a compact set X ⊂ V as described in the assumptions of the theorem. The last inequality and the definition of the support function imply that for every z ∈ X there exists w(z) ∈ D such that
By continuity, this inequality extends to a neighborhood Ω(z) of z. The sets Ω(z), z ∈ X, cover X, and we can extract a finite subcovering Ω(
By (4.1) and the homogeneity of a support function, it follows that
Since K s lies in the interior of K s+1 , there exists ε > 0 such that
By the assumptions of the theorem, for the index m = s + 1 and the number ε there exists a plurisubharmonic function ψ(z) on C n , a number R > 0, an index p, and an open set U satisfying i)-iv). Let E U (z) be the function constructed in Lemma 4 for these U and ε > 0. We put ϕ(z) = E U (z)h(z). Then ϕ is infinitely differentiable, and by property 2) of the function E U (z) and condition i), the functions h and ϕ coincide in the neighborhood U of N (W ). In particular, this means that
Moreover, properties 1) and 2) of E U (z), condition ii), and inequality (4.2) imply the estimate
where c 1 is a positive constant. In order to construct the required function g ∈ P D , it remains to "correct" ϕ to obtain an entire function with due growth estimate that still satisfies (4.4). We shall do this by adding to ϕ an infinitely differentiable function that vanishes at every z ∈ N (W ) with multiplicity at least m(z). So, we seek g in the form g = ϕ + F W η, where the function η is to be determined. Since g must be entire, we should look for η among the solutions of the equation 0 = s
This solution should obey an appropriate estimate. To prove the existence of such a solution, first we must estimate the right-hand side of (4.6). To begin with, we observe that, by property 3) of E U (z), the function ϕ (and, with it, s ∂ϕ) vanishes outside U [ε]. Next, as has already been mentioned, h and ϕ coincide on U . Since h is analytic, we see that s ∂ϕ(z) = 0, z ∈ U . Now, using consecutively property 4) of E U (z), condition ii) of the theorem, and inequalities (4.2) and (4.3), for every z ∈ U [ε] we obtain
where c 2 is a positive constant. Together with iii), this implies that
Therefore, taking into account the above information about s ∂ϕ, we arrive at
This estimate means that for every τ > 0 we have
Then (see, e.g., [33, Chapter 3, §6, Theorem 3.6.2]), in the space of functions on C n with locally integrable square of the modulus, there is an element η satisfying (4.6) (as a distribution) and obeying the inequality
We put g = ϕ + F W η. By (4.6), the distributional derivatives of g by s z j , j = 1, . . . , n, vanish on C n . It is well known that then g is analytic on C n . We show that g ∈ P D . By the mean value inequality for subharmonic functions, we have
By (4.5) and the Cauchy-Bunyakovskiȋ inequality, we deduce that 
Next, again by Lemma 4.2, we obtain
where c 4 is a positive constant. Finally, condition iv) in the theorem and estimate (4.7) imply the inequality
for some B ≥ B/2. Taking (4.8)-(4.10) into account, we obtain
The last inequality follows from conditions iii) and iv) and the embeddings K j ⊂ K j+1 , j = 1, 2, . . . . Since K p lies in the interior of K p+1 , for sufficiently small τ > 0 we have
Thus, we arrive at
which means that g ∈ P D . It remains to prove that h − g is divisible by F W . For this, we recall that s ∂ϕ(z) = 0, z ∈ U . Consequently, by (4.6), the function η(z) is analytic in the neighborhood U of N (W ). Therefore,
Together with (4.4), this implies that
The last formula means that (h − g)/F W is an entire function.
§5. Construction of plurisubharmonic functions
For obtaining necessary conditions and, eventually, a continuability criterion, we need some special plurisubharmonic functions. We begin with some auxiliary results. The following three statements are refinements and generalizations of some known results about lower estimates for the modulus of an analytic function, and about division for entire functions of finite order and type.
Lemma 5.1. Let f (z) be a function nonconstant and analytic in the ball
Then for every η ∈ (0, 1/9), r ∈ (0, (1 − 9η)R), and ς ∈ S there exists τ ∈ (r, r + 9ηR) such that
Proof. First, we note that M > 0 by the maximum of the modulus principle. Fix η ∈ (0, 1/9), r ∈ (0, (1 − 9η)R), and ς ∈ S. Consider the function g(λ) = f (z 0 + λς), λ ∈ B(0, 2eR). By the lower estimate for the modulus of a function analytic in a disk (see [38, Theorem 4 .2]), we have
inside the disk |λ| ≤ R but outside some exceptional disks whose radii have a sum of 4ηR. The circular projections of the exceptional disks to the positive real semiaxis have lengths of at most 8ηR; therefore, in the annulus r < |λ| < r + 9ηR there is a circle |λ| = τ that does not intersect these disks. Thus, (5.1) is fulfilled at each point of this circle.
Lemma 5.2. Let F be an entire function of order (at most) ρ and of finite type (at the order ρ), and let ψ be a plurisubharmonic function such that ψ + ln |F | is also of order (at most) ρ and of finite type (at the order ρ), i.e.,
where ξ is an arbitrary point of S with F (ξ) = 0.
Proof. Let z ∈ C n . We choose a positive number R with |z| + 1 < R < |z| + 2. Since B(ξ, 4eR) ⊂ B(0, 4e(|z| + 3)), by (5.2) and the maximum of the modulus principle we have
, we choose ς ∈ S in such a way that the complex line ξ + λς contains z. By Lemma 5.1, there exists τ ∈ (R, 2R) such
We observe that |ξ + λς| ≤ 2(|z| + 3) whenever |λ| = τ . Therefore, by the above and (5.2), we obtain
where |λ| = τ . By the choice of R and ς, we have z = ξ + λς for some λ with |λ| < τ. The required estimate follows from the maximum principle and the preceding inequality.
Lemma 5.3. Let ϕ(z)
be an entire function of exponential type,
For every positive number δ, there exists a ≥ 0 such that for every ς ∈ S we have
Proof. We fix δ > 0, ς ∈ S, k = 1, 2, . . . , and a point ξ ∈ S at which ϕ(z) does not vanish.
By the definition of R k and r k , there exists k such that
Formula (5.5) and the definition of R k and r k show that
.
Then by (5.4) and (5.5), and since B is nonnegative, there exists k such that
Clearly, this finishes the proof of the lemma.
Three statements that follow constitute the main content of this section. In them, special plurisubharmonic functions are constructed with prescribed asymptotic behavior.
Let F be an entire function and N its zero set. We denote by Δ F the set of all limits of sequences of the form {z k /|z k |}, where 
Suppose also that f is divisible by F . Then for every ε > 0 and every compact set
Proof. First, we observe that if S 0 is the union of compact sets S 1 , . . . , S p , and for each S i , i = 1, . . . , p, we construct a plurisubharmonic function ψ i satisfying 1) and 2) for this S i in place of S 0 , then we can take the maximum of these ψ i as the required function ψ for S 0 . Therefore, we can assume that S 0 is sufficiently small. It is convenient to assume that S 0 is included in some open half-space whose boundary hyperplane contains the origin. This hyperplane includes a complex hyperplane of the form {z : g(z) = z, λ = 0}, which, by its choice, does not intersect S 0 . We may assume that λ belongs to the sphere S. Now, we pass to the construction of ψ itself. Put
By assumption, ψ is plurisubharmonic on C n . Since g(z) is analytic, for every positive δ the function
is also plurisubharmonic. After the substitution w = e iϕ w, where ϕ is an argument of g(z), we obtain the formula
Fix ε > 0. By Lemma 4.2, there exists δ ∈ (0, 1) such that
Since S 0 ⊂ S \ Δ F and Δ F is a closed set, by reducing δ if necessary we may assume that S 3δ 0 (that is, the 3δ-blowup of S 0 ) does not intersect Δ F . The balls B(ς, δ/3), ς ∈ S 0 , cover S 0 , so that we can extract a finite subcovering B(ς j , δ/3), j = 1, . . . , j 0 . We define the required neighborhood Ω of S 0 to be the union of the balls B(ς j , δ/3), j = 1, . . . , j 0 . We may also assume that α = inf z∈Ω |g(z)| > 0. Applying Lemma 5.3, we find a ≥ 0 and some sequences {z j,k } ∈ Φ δ/4 (ς j ), j = 1, . . . , j 0 , such that
As has already been mentioned, we may assume that the sequences {|z j,k |} are monotone increasing and tend to +∞. Using the definition of Φ δ (ς), we choose an index k 0 with
0 does not intersect Δ F , the definition of Δ F shows that T can be chosen in such a way that the ball B(ς, 8δ|ς|/3) does not intersect the zero set of F if |ς| ≥ T and ς/|ς| ∈ S 0 . We fix z ∈ Ω ∩ S and t ≥ T , and choose indices j, k in such a way that B(ς j , δ/3) includes the point z and
Then by (5.8) we obtain
. Moreover, by (5.9), (5.8), and the inequality |g(tz)| ≤ |tz| |λ| = t, we have
Since |z j,k | ≥ t ≥ T , it follows that the ball B(z j,k , (t + |g(tz)|)δ) does not intersect the zero set of F , and therefore the function ln |F | is pluriharmonic in this ball. We use the mean value inequality (respectively, mean value theorem) for subharmonic (respectively, harmonic) functions to obtain
By (5.7) and the assumption about ln |f |, this implies that
The homogeneity of the support function and the inequalities
where a 0 = 2(2/α) 2n (a + d 1 /T + 3b). This gives inequality 2) in the statement. On the other hand, using (5.6), the mean value inequality for subharmonic functions, the assumption about ln |f |, the homogeneity of the support function, and the inequality |g(z)| ≤ |z|, we obtain
This completes the proof of the proposition.
The next statement is a modification of the preceding one. Under the assumption of supplementary lower estimates on ln |f (z)|, an inequality sharper than 2) in Proposition 5.1 is claimed in it.
Proposition 5.2. Suppose F is an entire function and ψ 0 is a plurisubharmonic function on C n . Suppose also that
for some constant d and some compact convex set L ⊂ C n . Next, let ς ∈ S \ Δ F , and let 
Proof. Take λ ∈ S such that the complex plane g(z) = z, λ = 0 does not intersect the ball B(ς, 1). Then
Fixing ε > 0, by Lemma 4.2 we find δ ∈ (0, 1/2) with
We may assume that B(ς, 6δ) ∩ Δ F = ∅. The definition of the sets Δ F and Φ 0 (ς) shows that there exists T > |z 1 | such that the ball B(tς, 5tδ) does not intersect the zero set of
Much as in Proposition 5.1, we prove that ψ(z) is plurisubharmonic and satisfies 1). Now we show that 2) is also true. 
Therefore, using (5.11), the mean value inequality for subharmonic functions, and the embedding B (tz, |g(tz)|δ) ⊂ B(z k , (3t + |g(tz)|)δ) , we see that
By (5.14) and the mean value theorem for harmonic functions, we find
Since |g(tz)| ≤ t and also |g(tz)| ≥ t/2 by (5.12), finally we obtain 
Proof. We fix an index m. Since the compact set K m is included in the interior of K m+1 , for some α > 0 we have 
We choose a positive number ε(ς) ≤ 8 −(2n+1) α in such a way that
By (5.16) and Lemma 2.7 in [30] , for some sequence {z k } ∈ Φ 0 (ς) we have
Since the support function of a compact set is continuous and positive homogeneous, we may assume that
Therefore, the assumptions of Proposition 5.2 are satisfied. By that proposition, there exist functions ψ ς plurisubharmonic in C n and constants
where u ς = ln |F | + ψ ς , and
Therefore, taking the continuity of the support function into account and reducing δ(ς) > 0 if necessary, we may assume that
Then by the above and the choice of ε(ς), we obtain
On the other hand, (5.16) and (5.19) imply that
Thus, using (5.17) and the inclusion K m+1 ⊂ K m(ς) (which is implied by m(ς) ≥ m + 1), we finally obtain
Now, we pass to the construction of ψ. We extract a finite subcovering B(ς j , δ(ς j )), j = 1, . . . , p, from the covering B(ς, δ(ς)), ς ∈ S 0 , and put
By (5.20) and (5.21), u(z) satisfies statement 1) in the proposition; by (5.22), it also satisfies 2), and the proof is complete.
At the end of the section, we present yet another construction of a special plurisubharmonic function.
Lemma 5.4. Suppose that plurisubharmonic functions g and ψ
0 on C n , a constant d 0 > 0, and a compact convex set L ⊂ C n are such that (5.23) ψ 0 (z) + g(z) ≤ d 0 + H L (z), z ∈ C n .
Then there exists a continuous plurisubharmonic function
Proof. Put
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use The function ψ(z) is plurisubharmonic; by the mean value inequality for subharmonic functions we have ψ(z) ≥ ψ 0 (z), z ∈ C n , and
Here the last inequality follows from (5.23). By Lemma 4.2, for every β > 0 there exists δ > 0 such that sup
We choose T > 0 with T δ > 1. Then (5.24) implies that
Since the support function of a compact set is continuous, the definition of the upper indicator yields
This implies the required estimate because β > 0 is arbitrary. It remains to prove that ψ(z) is continuous. Fix z 0 ∈ C n . Since the function ψ 0 (z) is plurisubharmonic, the quantity
is finite. We choose c 2 with ψ 0 (w) ≤ c 2 for all w ∈ B(z 0 , 4). Let z ∈ B(z 0 , 1). Then
Together with (5.25), this implies that
A similar estimate holds true if we interchange z 1 and z 2 . Thus, we arrive at
§6. Geometry of convex domains
In this section we gather certain results about convex domains; they will be needed in the sequel.
Lemma 1. Let D, G be convex domains in
Proof. First, we observe that if the claim holds true for some domains D and G, then it holds true for an arbitrary shift of D and G, i.e., for the domains x + D and x + G, where x is an arbitrary vector. Indeed, if y ∈ G is the point as in the claim that corresponds to D, G, and a direction ξ, then y + x will play the same role for D + x and G + x, because this transformation results in adding Re x, ξ to the two sides of 1) and Re x, z to the two sides of 2). Thus, we may assume that D contains the origin, in which case
. Using the definition of the support function, we find w ∈ G and a positive number α such that
Next, again by the definition of the support function, we find a sequence {x k } ⊂ D with
Since D ⊂ G and G is convex, for every k = 1, 2, . . . , the interval [x k , w] is included in G. Furthermore, (6.2) and (6.3) show that for every k = 1, 2, . . . , the interval [x k , w] contains a point y k with (6.4) Re
We fix γ > 0 and prove that some of the y k can be taken for the required point y. By (6.4), for this it suffices to verify 2) with some k.
Together with (6.2) and (6.3), this implies the inequality τ k > α/(α + ε k ), k = 1, 2, . . . . We choose k in such a way that ε k |w|/(α + ε k ) < γ. Let ς ∈ S. Using (6.2) and the
Since the support function is positive homogeneous, this yields 2) with y = y k . 
Proof. Fix A > 0 and take ς ∈ S 0 . Since S ⊂ int Θ, for some τ > 0 the ball B(ς, τ ) is included in Θ. The set C n \ Θ is convex by assumption. By the separation theorem, there exists a (real) hyperplane Γ that separates B(ς, τ ) and C n \ Θ. Since the latter set is a cone with vertex at the origin, this hyperplane can be chosen so that it contains the origin. Let
Changing the sign of λ(ς) if necessary, we may assume that 
We extract a finite subcovering B(ς j , δ(ς j )), j = 1, . . . , p, from the covering of S 0 by the balls B(ς, δ(ς)), ς ∈ S 0 , and put
Clearly, the function ψ 0 (z) is convex and positive homogeneous of degree 1. The definition of ψ 0 (z) readily implies statement 3) of the lemma. Recalling also (6.5), we verify statement 1). Statement 2) follows by (6.6) and the fact that ψ 0 (z) is positive homogeneous.
Lemma 6.4. Let D, G be convex domains with D ⊂ G. Then G ⊂ G(D) and Ξ(D, G) = Ξ(D, G(D)).

Proof. Let z ∈ G. Then Re z, ξ < H
G (ξ), ξ ∈ S. Consequently, by the definition of Ξ(D, G) we obtain Re z, ξ < H G (ξ) = H D (ξ), ξ ∈ Ξ(D, G).
This shows that z ∈ G(D). Thus, G ⊂ G(D).
The last inclusion implies that
Therefore, Ξ(D, G(D)) ⊂ Ξ(D, G). Now let ξ ∈ Ξ(D, G). The definition of G(D) shows that H G(D) (ξ) ≤ H D (ξ). On the other hand, the inclusion D ⊂ G(D) implies the reverse inequality H D (ξ) ≤ H G(D) (ξ). Thus, H G(D) (ξ) = H D (ξ), i.e., ξ ∈ Ξ(D, G(D)). The lemma follows. §7. Conditions necessary for continuability
Our main goal in this section is to exhibit some conditions necessary for the analytic continuability of all functions in a principal invariant subspace W ⊂ H(D) to a convex domain G that includes D and is included in D(W ). 
Remark. The necessary conditions in Theorem 7.1 are similar to the sufficient conditions in Theorem 4.1. In the two theorems, the existence of plurisubharmonic functions with appropriate upper and lower estimates is required. The upper estimates are the same, but the lower estimates differ. In Theorem 4.1, lower estimates must be fulfilled in a neighborhood of a surface that "encompasses" the zero set N (W ). In Theorem 7.1, such estimates hold true only "locally" in a cone generated by a small neighborhood of a point ξ ∈ S \ Ξ. It should also be noted that if Ξ is not closed, a part of the surface occurring in Theorem 4.1 may lie inside Ξ; this means that, in distinction to Theorem 7.1, lower estimates must also be fulfilled on a certain subset of Ξ.
Proof. We fix an index m and a point ξ ∈ S \ Ξ. Since K m is a compact subset of D, there exists ε > 0 with
The subspace W is nontrivial; therefore I W is also nontrivial. Let ϕ 1 be a nonzero element of I W ⊂ P D . The definition of P D implies the existence of a compact convex set L 1 ⊂ D and constants d 1 , α > 0 such that
Since ϕ 1 is divisible by F W (because W admits spectral synthesis, see the remark to Lemma 3.1), by Proposition 5.1 there exists a function ψ 1 plurisubharmonic in C n , a number δ ∈ (0, 1), and two constants a 0 , T > 0 such that
Using (7.1), we choose τ ∈ (0, 1) to satisfy the conditions
Let γ > 0 be such that
Lemma 6.1 implies the existence of y ∈ G for which statements 1) and 2) of that lemma are fulfilled. Then the function h(z) = exp y, z belongs to P G . By Lemma 3.2, there exist functions ϕ 2 ∈ I W (G) and g ∈ P D with h = ϕ 2 + g. Since g ∈ P D , there exists a compact convex set L ⊂ D and a constant d > 0 with
Let L 2 be the convex hull of L ∪ {y}, and let d 2 = 1 + d . Taking the inclusion L ⊂ D and statement 2) of Lemma 6.1 into account, we obtain
Since W (G) admits spectral synthesis, we deduce (see the remark to Lemma 3.1) that the function ϕ 2 
. By (7.3), (7.8) , and (7.2) we have
where
Since the sequence {K j } of compact sets exhausts D, from the definition of the support function and the last estimates it easily follows that
for some index p. This yields statement 1) of the theorem. Since L is a compact subset of D, by statement 1) of Lemma 6.1 we have Re
. Therefore, since the support function of a compact set is continuous, there exists δ ∈ (0, δ ) and β > 0 such that
By (7.5), we also have
By (7.7) and (7.9), for some R > T we have
Together with (7.10), this implies that
Combining this with (7.4) and (7.5), we arrive at
Thus, statement 2) is also fulfilled and the theorem follows.
§8. Criteria of continuability
In this section we show that the conditions presented above that are necessary or sufficient for the analytic continuability of all functions in principal invariant subspaces are in fact equivalent. Therefore, they provide us with a continuability criterion. The conditions given in Theorems 4.1 and 7.1 will be "matched" with the help of the results of §5 and §6.
So, we state and prove a criterion for the analytic continuability of functions in principal invariant subspaces on convex domains in C n . More precisely, we present several criteria at once. 
) For every compact set S 0 ⊂ S\Ξ and every index m, there exists a plurisubharmonic function ψ on C
n , a neighborhood Ω of S 0 , and a constant T > 0 such that 
Remark. Statements b) and c) constitute the essence of Theorem 8.1. The criteria they give can be called, respectively, "local" and "global". Statement d) is a "technical" criterion. On the one hand, it is an easy consequence of b). On the other hand, it is plotted so as to ensure a most easy way from it to statement a) via Theorem 4. Let
We choose τ > 0 in such a way that the τ -blowup V τ 3 is still compactly included in V , and put X = V τ 3 . Fix ε > 0 and an index m. We must construct an open set U and a plurisubharmonic function ψ(z) on C n and choose a constant R > 0 and an index p such that i)-iv) in Theorem 4.1 are true. We start with the construction of ψ(z). Let V be a neighborhood of S∩Ξ\int Θ D as in d) that lies in V 1 . As above, we find a neighborhood V of Δ(W )\V that is included compactly in int Θ D . Then V 0 = V ∪V is also a neighborhood of Δ(W ), like V 3 . Also, clearly we may assume that V (and, with it, V 0 ) is included in V 3 .
By Lemma 6.2, the set
As has already been mentioned, S 0 is a subset of S \ Ξ; therefore, it has no points in common with Δ(W ) ∪ Θ D . By Proposition 5.3, there exists a function ψ 1 plurisubharmonic in C n , a neighborhood Ω 0 of S 0 , and a constant T 1 > 0 such that
where u 1 = ln |F W | + ψ 1 , and
which is also impossible by the definition of S 1 .
The compact set S 1 has no points in common with Δ(W ) because V 0 is a neighborhood of Δ(W ). Let f be a nonzero element of
where L is a compact convex subset of D, and d 1 is a positive constant. By Proposition 5.1, for every α > 0 there exists a plurisubharmonic function ψ 2 , a neighborhood Ω 1 of S 1 , and constants a 0 , T 2 > 0 such that
where u 2 = ln |F W |+ψ 2 . We choose a positive α such that the α-blowup L α is compactly included in D. Then the last inequality implies that
Since S 1 is a compact subset of int Θ D and C n \ Θ D is a convex set, Lemma 6.3 shows that there exists a neighborhood Ω 2 of S 1 and a plurisubharmonic function ψ 0 of order 1 and finite type with the following properties: By (8.4) , (8.5) , and the definition of Θ D , we have
where u 2 = ln |F W | + ψ 2 . Moreover, by (8.3) and (8.6) we obtain
where c is a positive constant to be chosen later. Also put Ω = Ω 0 ∪ Ω 2 and T = max{T 1 , T 2 }. Then, by (8.1) and (8.7), we have
By (8.9) and Lemma 5.4, we may assume that ψ(z) is a continuous plurisubharmonic function. Now, we pass to the construction of the open set U whose existence is required in Theorem 4.1. As has already been mentioned, V 0 is a neighborhood of Δ(W ). By the definition of Δ(W ), there exists R > 0 such that the set N (W ) \ V 0 is included in the ball B(0, R ). Here V 0 is the cone with vertex at the origin generated by V 0 ∩ S, i.e., V 0 = {z : z = tξ, ξ ∈ V 0 ∩ S, t > 0}. We put U = V 0 ∪ B(0, R ). By the choice of R , item i) in Theorem 4.1 is fulfilled for U . The definition of X and V 0 implies that for some R > R and every z ∈ U [ε] \ B(0, R) the point z/|z| belongs to X. This yields item ii). Furthermore, for all z ∈ U [ε] \ (U ∪ B(0, T )) with sufficiently large absolute value, the point z/|z| belongs to Ω. Thus, (8.10) (and, with it, item iii)) is fulfilled for such a z. In order to ensure iii) on the remaining (bounded) part of U [ε] \ U , we only need to choose c > 0 in the definition of ψ(z) appropriately. This can be done because the function ψ(z) is continuous and F W has no zeros outside U , implying that ln |F W | is continuous outside U . Finally, increasing R in (8.9) if necessary, it is easy to ensure iv) with some index p (as in the Introduction, it suffices to employ the Hartogs theorem on the upper limit for families of subharmonic functions). This finishes the proof of the theorem.
Remarks. 1. For the set S∩Ξ\int Θ D to be closed, it suffices that H D (z) be continuous on this set (this is not a necessary condition). (Indeed, let a sequence {z k } ⊂ S ∩ Ξ \ int Θ D converge to z 0 . Since H D is continuous and H G is lower semicontinuous, the inclusion
For example, this is the case if D is a bounded domain. On the complex plane, the set S ∩ Ξ \ int Θ D is always closed; see [26, Lemma 7] .
2. The proof of the implication d) ⇒ a) shows that the assumptions of Theorem 4.1 constitute yet another statement equivalent to those in Theorem 8.1. 
Corollary 8.2. Let D be a convex domain in C n , and let W be a principal invariant subspace of H(D) that admits spectral synthesis. Suppose that Θ D is an open set. Then Δ(W ) ⊂ Θ D is a necessary and sufficient condition for every function in W to be extendible up to an entire function and to be approximable on C n by linear combinations of elements of E(W ).
Proof. This follows from Lemma 3.3 and Corollary 8.1.
§9. Approximation of plurisubharmonic functions
In all preceding papers on the continuation problem, conditions of extendibility of functions belonging to an invariant subspace W were formulated in terms of the existence of a certain entire function in I W with appropriate lower asymptotic estimates (in the particular case where W is the space of solutions of a homogeneous convolution equation, the role of such a function was played by the characteristic function of the convolution operator). We shall also present some conditions in this traditional form. But before that we prove an auxiliary result about approximation of plurisubharmonic functions by the logarithm of the modulus of an entire function; it is based on Yulmukhametov's work in [39] .
Lemma 9.1. Let F be an entire function in C n of order at most 1 (and not necessarily of finite type at order 1), and let ψ be a plurisubharmonic function. Suppose we are given a number b > 0 and a compact convex set L ⊂ C n such that
where u = ln |F | + ψ. Then there exists an entire function ϕ of exponential type with the following properties:
Proof. By assumption, there exist constants A, B, C, D > 0 such that
for ρ = 1 + 1/16 and all z ∈ C n . By Lemma 5.2, we have
for some a, b > 0. Therefore, Theorem 3 in [39] applies to ψ, yielding an entire function r ϕ with the property
where E is a subset of C n that can be covered by a system of balls B(y i , r i ), i ≥ 1, such that r i ≤ |y i |/2, i ≥ 1, and
where β and c are some positive constants (the estimate r i ≤ |y i |/2 was not mentioned in the statement cited, but arose in the proof). Next, by (16) in [39] , r ϕ obeys the upper estimate
where c 1 > 0, γ = (7/5)ρ, and
here α(t) is a nonnegative infinitely differentiable function on the real line vanishing outside of (0, 1) and satisfying
where ω n is the area of the unit sphere in C n = R 2n . We put ϕ = F r ϕ. Then ϕ/F is an entire function. We show that ϕ is of exponential type. Fix z ∈ C n . By the mean value inequality for the subharmonic function q(ξ) = ln |F (z + (1 + |z|)
where dω is the standard surface measure in C n = R 2n . Combining this with (9.5), we obtain
Together with (9.3) and (9.4), this implies that
By the above and the upper estimate for u in the assumptions of the lemma, we obtain
Since 1 − ρ/5 < 1 and 2γ/3 = 14ρ/15 < 1, it follows that
where a and b are positive constants. Thus, ϕ is an entire function of exponential type, and the definition of the indicator shows that h ϕ (z) ≤ b |z|, z ∈ C n . We show that statement 2) in the lemma holds true. Suppose that
for some z 0 . Since the indicator and the support function are positive homogeneous, we may assume that z 0 ∈ S. Since the support function of a bounded set is continuous, we can choose ε, δ > 0 such that
By the definition of h ϕ , there exists a sequence {x k } convergent to z 0 and an unbounded and monotone increasing sequence {t k } of positive number with
The properties of indicators (see, e.g., [1] ) imply the existence of constants δ ∈ (0, δ ) and T > 0 such that
Clearly, we may assume that δ < 1/30. We choose k 0 such that |x k −z 0 | < δ, t k ≥ T , and t k > R 0 for all k ≥ k 0 , where R 0 > 0 satisfies the inequality β/ ln(R 0 + e) < (δ/6) 2n−1 . Fix k ≥ k 0 and denote by J k the set of all indices i for which the ball B(y i , r i ) intersects 
We show that the total area i∈J k M i of these projections is smaller than the area of the sphere S(t k x k , 3δt k ). Let i ∈ J k . Since r i ≤ |y i |/2, δ < 1/30, and the balls B(y i , r i ) and B(t k x k , 3δt k ) intersect, we have
By the choice of R 0 , for R = 2|y i | > R 0 we obtain r i ≤ δ|y i |/3. Now, on the one hand, since the intersection B(
on the other hand, denoting by w a point in common for B(y i , r i ) and
This means that the ball B(y i , r i ) lies outside of the ball B(t k x k , δt k ). Therefore, the area M i of the projection of B(y i , r i ) to the sphere S(t k x k , 3δt k ) does not exceed the surface area of the ball of radius 3r i , i.e., 
Therefore, the total area of the projections S i , i ∈ J k , is smaller than the area of the sphere S(t k x k , 3δt k ), and we can choose ς k ∈ S such that the point (
consequently, it does not intersect E. Now we show that ϕ(z) admits appropriate lower estimates at a point of this interval. To do this, we consider the function f (z) = ϕ(z)/ϕ(t k x k ). Formulas (9.8) and (9.9) show that
By Lemma 5.1, for η = 1/36 we can find
, and the homogeneity of the support function, we have
On the other hand, since w k belongs to the interval (ξ k , ξ k ) and, therefore, does not belong to E, by (9.1) and the estimate for u in the assumptions of the lemma we obtain
for k sufficiently large. This contradicts (9.12) because
Thus, (9.6) is false and statement 2) is proved. It remains to show that 3) is also true. 
c) For every compact set S 0 ⊂ S \ Ξ and every index m, there exists an index p with
Proof. a) ⇒ b). Suppose a) is fulfilled. By Theorem 8.1, for every compact set S 0 ⊂ S\Ξ and every index m, there exists a plurisubharmonic function ψ on C n , a neighborhood Ω of S 0 , and a constant T > 0 such that
The first inequality shows that
n , where d > 0 and L is a compact convex subset of D. Then Lemma 9.1 implies the existence of an entire function ϕ of exponential type satisfying 1)-3) in that lemma. Since W admits spectral synthesis, properties 1) and 2) show that ϕ ∈ I W (see the remark to Lemma 3.1). By property 3), formula (10.2), and the continuity of the support function of a compact set, for every ς ∈ S 0 there exists a sequence {z k } ∈ Φ 0 (ς) with
We show that this inequality implies (10.1). Suppose the contrary, i.e., h ϕ (ς) < H K m (ς) − 2ε for some ε > 0 and ς ∈ S 0 . Then, by Proposition 9.3 in [7] , there exists δ > 0 and a sequence {t j } ∞ j=1 such that t j → +∞ and ln |ϕ( 
Moreover, as was observed when we defined Φ 0 (ς), we may assume that the |z k | increase monotonically and tend to +∞. Therefore, for every j 0 and every j > j 0 , there exists k j > k 0 such that |z k j | ≤ t j ≤ |z k j +1 | and the points z k j , z k j +1 do not belong to B(t j ς, δt j ). Using the first inequality in (10.4), we obtain t j /|z
Taking the second inequality in (10.4) into account, we obtain
This means that z k j belongs to B(t j ς, δt j ). This contradiction completes the proof. 
Now, formula (10.1) and the definitions of ψ p and of the lower indicator imply that
c) ⇒ a). If c) is true, statement b) in Theorem 8.1 is also true. Indeed, it suffices to observe that
for every index p. Now, Theorem 8.1 implies a).
Now we consider the case of a bounded convex domain separately. In this case, simpler criteria of continuability can be given.
Let D be a bounded convex domain, and let W be a nontrivial closed subspace of H(D) that admits spectral synthesis. We introduce the functions
These functions are plurisubharmonic on C n (the verification is much as for ψ m ). Directly from the definitions we deduce that ψ 0 (z) ≤ ψ 0 (z), z ∈ C n . It is natural to ask whether equality occurs here. This question requires an additional study, which is beyond the framework of this paper. 
There exists an entire function ϕ of exponential type with the following properties:
Proof. a) ⇒ b). If a) is true, then, by c) in Theorem 8.1, there exists a function ψ plurisubharmonic on C n and a constant T > 0 such that 
Then, by the definition of the upper indicator, formula (10.12), property 1) of u, and the fact that L is a compact subset of D, we obtain
where u ς,m = ln |F W | + ψ ς,m . Next, by property 2) of u, formulas (10.11), (10.13) , and the definition of the lower indicator, we have
This completes the proof of the theorem.
In conclusion, we present yet another result about automatic analytic continuation. It says that if the functions in W ⊂ H(D) extend to a convex domain G, then they extend automatically to a certain maximal convex domain constructed by D and G (this is the so-called Ξ-envelope of D). For this, it suffices to take an arbitrary entire function of exponential type and regular growth. In this connection it should be noted that regular growth should occur practically for an arbitrary entire function of exponential type that is defined by a "finite formula" (i.e., via finitely many elementary functions), because construction of entire functions without regular growth on some subset of C n is a fairly complicated procedure (though nowadays it is very well worked out). In most cases, this procedure involves existence theorems (in particular, the solvability of the s ∂-problem with estimates).
with constant coefficients) extends analytically to D(W ). This yields the result of [28] (and even more, because no restrictions except that of being of minimal type are now imposed on f ). In a similar manner, we can obtain continuability results from other papers by predecessors. For instance, the results of [8] and [29] are easy consequences of Theorem 4.1 (and, in fact, they look much like that theorem). Now, we consider a specific example of a principal invariant subspace. Let D be a convex domain in C 2 , and let Recall that D has been chosen to be smooth. Therefore, only one support hyperplane passes through each boundary point of it (in particular, through z). We see that λ and ξ coincide, i.e., λ ∈ Δ(W ). So, Ξ ∩ S = Δ(W ). By (11.1) it follows that
Since f is of regular growth, the addition theorem for indicators yields h ϕ (λ) = h f (λ) + h g (λ), λ ∈ C 2 . Taking the above into account, we arrive at 
