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Résumé
Les écoulements impactants auto-oscillants sont sources de bruit intenses dans diverses applications.
La cavité représente une configuration privilégiée pour les étudier. L’objectif de la thèse est de
fournir une solution concrète aux problèmes d’oscillation de la couche cisaillée de l’écoulement de
cavité, en exploitant des outils issus de la communauté des automaticiens.
Un rappel des travaux menés ces dernières années est présenté ainsi que les difficultés rencontrées
pour le contrôle d’un tel dispositif. La principale source de complexité est les équations de Navier-
Stockes qui régissent son fonctionnement. Il est actuellement impossible d’exploiter directement
ce type d’équations dans la synthèse de correcteur. Outre cette difficulté, les oscillations de la
couche limite sont qualitativement induites par une instabilité non-linéaire soumise à saturation.
Par conséquent, l’identification empirique basée sur la réponse fréquentielle ne peut être appliquée,
sauf si un correcteur stabilisant le point fixe est trouvé, de manière à préserver le principe de
superposition lors de l’identification. Ainsi, comme première solution, une commande empirique
en boucle fermée est obtenue à partir de la pression retardée. Un travail sur un choix optimal
des paramètres est réalisé permettant ainsi l’élimination des oscillations de la couche cisaillée. De
plus, ce contrôle se montre robuste face aux changements de configuration de cavité. Une variante
de cette loi de commande aboutit à un signal de contrôle évanescent, induisant ainsi un gain
considérable en terme de consommation énergétique. Malheureusement, une telle loi commande ne
permet pas d’expliquer les phénomènes dynamiques associés à un tel bouclage. Par conséquent,
une approche linéaire est utilisée pour identifier les dynamiques de l’écoulement de cavité. La
méthode d’identification ERA (Eigensystem Realization Algorithm) en boucle fermée est utilisée
pour extraire cette dynamique. Les modèles identifiés nous informent sur les modes responsables
de l’apparition des oscillations de la couche cisaillée. En outre, nous avons une information précise
sur le phénomène de commutation de mode observé dans plusieurs régimes d’écoulement. Le
modèle permet d’extraire les modes instables de la dynamique linéaire de la cavité et les associer
aux oscillations du régime saturé. Pour valider la procédure linéaire, un correcteur optimal a
été synthétisé à partir du modèle identifié. Cette commande se révèle robuste aux variations
paramétriques du modèle.
Mots clés : Commande en boucle fermée - Simulateur d’écoulement de cavité - Réduction de modèle
- Commande à retard - Commande optimale.
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Introduction générale
Ce travail est le fruit d’un rapprochement entre la communauté des mécaniciens des fluides et la
communauté des automaticiens à laquelle j’appartiens. Le but est d’apporter des réponses aux
questions liées aux problèmes d’instabilité et d’amplification des oscillations dans des écoulements
fluide. Ce travail est axé principalement sur le contrôle en boucle fermée d’un écoulement incom-
pressible de cavité afin de stabiliser les oscillations auto-entretenues de la couche cisaillée.
Qu’est ce qu’une boucle fermée ?
Un système dynamique est un système dont le comportement change dans le temps, souvent en
réponse à une excitation externe ou forçage. Le terme boucle fermée désigne une interconnection
dans laquelle deux systèmes dynamiques (ou plus) interagissent, tel que chaque système influence
l’autre et leurs dynamiques sont fortement couplées.
Qu’est ce qu’un contrôle ?
Le terme contrôle ou commande, comporte des nuances de signification d’une communauté à une
autre. Ici, nous le définissons comme l’utilisation d’un algorithme (loi de contrôle) afin d’imposer
un comportement dynamique à une boucle fermée. Le principe du contrôle est de comparer la
sortie du système à celui de la consigne et établir ainsi, une action corrective via l’algorithme de
contrôle. Avec une telle procédure, un système instable peut être stabilisé.
La théorie du contrôle, établie depuis plus de cinquante ans, fournit une base riche de techniques
d’une part pour l’analyse de la stabilité et d’autre part pour l’analyse la réponse dynamique
de systèmes complexes. L’objectif de notre étude est de l’appliquer à la dynamique des fluides
pour l’établissement d’une loi de contrôle adéquate au modèle identifié. Il est donc d’emblée
nécessaire, d’établir un modèle d’état de dimension finie décrivant le comportement entrée-sortie
de la dynamique du processus étudié. Malheureusement, l’établissement d’un tel modèle à partir
des lois de la physique qui régissent l’écoulement de fluide n’est pas une tâche facile en soi. Nous
nous confrontons à un problème de grande dimension, ne permetant pas l’exploitation directe des
lois de commande. Donc établir un modèle d’ordre réduit de la dynamique de l’écoulement étu-
dié est inéluctable. La complexité du modèle dépend fortement des objectifs dynamiques du contrôle.
Ce mémoire comporte cinq chapitres ayant pour sujet :
Chapitre 1
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Ce chapitre sera dédié aux rappels de certaines notions de la mécanique des fluides, utiles à la
compréhension des phénomènes propres à l’écoulement de cavité. Nous consacrons une grande
partie de ce chapitre à exposer les travaux menés ces dix dernières années pour la synthèse de
modèles linéaires réduits exploitables par la théorie du contrôle linéaire.
Nous introduirons dans ce chapitre une première tentative d’identification linéaire basée principa-
lement sur la réponse fréquentielle en isolant le cycle limite (oscillations auto-entretenues). Ceci est
effectué par une simple soustraction du régime permanent à l’écoulement soumis à une excitation
riche fréquentiellement. Une synthèse de contrôle H∞ sera également présentée.
Chapitre 2
Cette partie sera exclusivement consacrée à l’introduction de deux méthodes d’identification
non-linéaires, basées sur la modélisation comportementale de l’enveloppe temporelle des mesures
(pression/vitesse) au niveau du coin impactant de la cavité. La première méthode exploite la
pertinence de l’oscillateur de Van der Pol à la reproduction des oscillations auto-entretenues tout
en le renforçant par deux fonctions de transfert pour coller au mieux à la mesure. Cette méthode
a déjà été validée dans les travaux de Le Pourhiet pour l’identification et le contrôle de plusieurs
systèmes aérodynamiques [LPCC03]. La deuxième méthode d’identification appliquée avec succès
pour l’identification de l’écoulement compressible de cavité [RJ05], découle de l’équation de
Ginzburg-Landau.
Chapitre 3
Il présentera deux procédures de contrôle empirique basées sur l’évolution temporelle de pression
au niveau du coin impactant aval. Dans la première, il s’agira d’un contrôle pulsé à quadrature de
phase synchronisé sur le passage de pression par deux niveaux de valeurs. Quant à la deuxième,
elle est basée sur la pondération de la pression du coin aval impactant de la cavité, retardée dans le
temps. Nous montrons que pour une valeur optimale du retard associée à une certaine amplitude
de pondération, le cycle limite est supprimé. Ce correcteur à retard se révèlera robuste face aux
changements de configuration de la cavité.
Chapitre 4
Nous le consacrerons à l’introduction de la méthode d’identification en boucle fermée ERA
(Eigensystem Realization Algorithm) [JP85]. Nous rappellerons en premier lieu son application en
boucle ouverte, puis sa généralisation en boucle fermée. Deux variantes de cette méthode seront
présentées. La première s’étend facilement au système stabilisé par une dynamique de correcteur
inconnue (non-linéaire ou linéaire) nommée OCID pour Observer/Control IDentification [JP94]. La
seconde est appliquée uniquement si la dynamique du correcteur avec laquelle nous stabilisons le
système est connue et linéaire [PJHL94].
Chapitre 5
Enfin, nous présenterons une analyse approfondie des modèles identifiés par OCID. Nous verrons
que les modes instables de la dynamique linéarisée de l’écoulement de cavité sont les fréquences
d’oscillations de l’écoulement de cavité. Mais avant d’effectuer une telle procédure d’analyse, nous
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présenterons une synthèse H2 appropriée aux modèles identifiés.

Chapitre 1
Dynamique de l’écoulement de cavité
1.1 Introduction
L’écoulement de cavité fournit une configuration académique pour étudier les oscillations auto-
entretenues d’une couche de cisaillement impactante. Ce phénomène physique intervient dans la
production du son de certains instruments à vent comme la flûte. Mais c’est aussi la principale
source de nuisances sonores dans plusieurs applications.
L’objectif de cette thèse est de concevoir des stratégies de contrôle en boucle fermée afin de supprimer
les oscillations auto-entretenues de l’écoulement de cavité. Pour accomplir cet objectif, il nous semble
important de consacrer ce chapitre à l’introduction de certaines notions de base de la mécanique
des fluides, nécessaires à la compréhension des phénomènes qui découlent de l’écoulement de cavité.
Nous présentons également les travaux de recherche qui ont été menés pour l’établissement d’un
modèle linéaire réduit capable de capter la dynamique de la cavité et exploitable pour la synthèse
d’un contrôleur.
Nous consacrons également la seconde partie de ce chapitre à l’introduction de certaines tentatives
d’identification ainsi que la synthèse robuste H∞.
1.2 Rappels de notion de mécanique des fluides
Pour décrire l’écoulement d’un fluide, il faut connaître le mouvement de chacune des particules
"élémentaires" constitutives de ce milieu (atomes, ions ou molécules). Dans la description méso-
scopique que nous adopterons, le fluide est considéré comme un milieu continu et déformable. La
”particule” fluide est définie comme un "petit" volume de fluide. Ce volume est considéré assez grand
pour contenir un très grand nombre de particules élémentaires mais petit devant le libre parcours
moyen des éléments microscopiques. Dans un intervalle de temps ∆t autour de t, nous associons à
la particule fluide une vitesse, une pression, une masse volumique, etc. Chaque particule fluide est
soumise à des forces de volume, telles que le poids, les forces d’inertie et autres forces de contact
transmises à la surface de la particule par les éléments environnants.
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1.2.1 Descriptions Eulérienne et Lagrangienne d’un fluide
En dynamique des fluides, deux descriptions peuvent être utilisées. Dans la description Lagrangienne
on s’intéresse à une particule de fluide dont on suit l’évolution au cours du temps. Cette description
est particulièrement bien adaptée dans les applications de mélange par advection chaotique, mais
présente un inconvénient : le référentiel se déplace avec le fluide. Il est donc difficile de connaître
l’état du fluide en un point donné de l’espace et du temps. A l’opposé, dans la description Eulérienne,
on s’intéresse aux différentes grandeurs qui caractérisent l’élément macroscopique de fluide qui se
trouve au point d’observation M , fixe par rapport à un référentiel d’étude à l’instant t. Le champ
de vitesse dans cette description sera décrit en donnant à tout instant t le vecteur vitesse en tout
pointM : ~u(M, t). En pratique, cette description est parfaitement adaptée à l’étude des écoulements
fluides, car nous mesurons généralement les grandeurs physiques à l’aide de capteurs placés en des
points fixes de l’écoulement.
1.2.2 Dérivée particulaire
Il s’agit de connaître l’évolution de toute grandeur physique liée à une particule fluide que l’on
suit dans son mouvement. Dans la description Eulérienne, les grandeurs sont définies en un point
géométrique M . Pour suivre la grandeur dans son mouvement, il faut attacher le point géométrique
M à la particule fluide et la suivre dans son mouvement.
Pour une grandeur scalaire G(M, t), associée à une particule fluide située au point M à l’instant t,
sa dérivée particulaire est donnée par :
dG
dt
=
∂G
∂t
+ (~u · ~∇)G = ∂G
∂t
+ ~u · ~gradG (1.1)
où ∂G∂t et (~u · ~∇)G correspondent respectivement à une variation locale (purement temporelle) due
au caractère instationnaire de l’écoulement et à une variation convective (ou de transport) due à la
non-uniformité de l’écoulement.
De la même manière, on obtient la dérivée particulaire de toute grandeur vectorielle telle que
l’accélération particulaire de la particule fluide qui se trouve à l’instant t au point M :
d~u
dt
=
∂~u
∂t
+ (~u · ~∇)~u. (1.2)
1.2.3 Conservation de la masse
La particule fluide étant définie comme la quantité de masse circonscrite à un petit volume qui se
déforme au cours du temps, sa masse doit se conserver au cours du mouvement. Cela implique que
la dérivée particulaire de la masse contenue dans un volume matériel est nulle. Cette remarque ne
peut être généralisée à la masse volumique ρ car le volume constituant la particule fluide peut très
bien varier, par exemple lorsque le volume varie.
Rappelant que :
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div ·G~u = Gdiv~u+ ~u · ~gradG, (1.3)
on obtient, à partir de la dérivée particulaire d’une grandeur scalaire (équation (1.1)) liée à une
particule fluide située en M à l’instant t et l’équation (1.3), l’équation locale de conservation de
masse :
∂ρ
∂t
+ divρ~u =
dρ
dt
+ ρdiv~u = 0. (1.4)
Si l’écoulement est incompressible, la masse volumique n’évolue pas au cours du temps, ce qui se
traduit par dρdt = 0. L’équation de conservation de la masse se réduit donc à :
div ~u = ~∇ · ~u = 0. (1.5)
Cela se produit par exemple lorsque la vitesse de référence (débitante) est très largement inférieure
à la vitesse du son dans le fluide. Il faut garder à l’esprit qu’un écoulement fluide dit incompressible
n’implique pas forcément l’incompressibilité du fluide ! Un fluide est dit incompressible lorsque son
volume demeure quasi-constant sous l’action d’une pression externe.
1.2.4 Viscosité et couche limite
Dans un écoulement fluide, la particule fluide est soumise à des forces normales de pression et des
forces tangentielles de cisaillement qui s’opposent au mouvement du fluide (forces visqueuses).
Lors d’un écoulement, la vitesse du fluide diminue près de la paroi et s’annule au contact de celle-ci
si la paroi est immobile (figure 1.1). Des forces s’appliquent ainsi sur les couches fluides glissant
les unes sur les autres lorsqu’un fluide s’écoule proche d’une paroi solide supposée fixe. En effet,
la vitesse d’un fluide est corrélée à la vitesse de la paroi proche de laquelle il s’écoule. La zone de
l’écoulement comprise entre la paroi et l’écoulement uniforme de vitesse u∞ (vitesse de l’écoulement
loin de la paroi) est appelée ”couche limite” (voir figure 1.1). Son épaisseur δ est généralement faible
devant les autres longueurs caractéristiques du problème (ex : la longueur de la paroi). La variation
de vitesse u de 0 à u∞ sur une petite distance δ conduit à un gradient de vitesse élevé. évolue
sous l’action conjuguée d’effet inertiel (processus d’advection des particules fluides) et de diffusion
visqueuse et de la condition de non-glissement à la paroi :
− les phénomènes de diffusion sont décrits par l’équation ∂u∂t = ν ∂
2u
∂y2
, où ν est la viscosité
cinématique.
− les phénomènes inertiels sont modélisées par : ∂u∂t + u∞ ∂u∂x = 0.
L’épaisseur locale de la couche limite δ(x) est de l’ordre de
√
νx
u∞
où x est la distance au bord
d’attaque, où prend naissance la couche limite visqueuse. Comme nous le verrons, l’épaisseur de
couche limite à l’aplomb de la cavité sera un paramètre de contrôle important des instabilités de la
couche cisaillée.
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Figure 1.1 – Écoulement de fluide sur une plaque plane.
1.2.5 Équation de Navier-Stokes et nombre de Reynolds
Les équations de Navier-Stokes offrent une description locale de la dynamique d’une particule fluide.
Elles découlent de l’équation fondamentale de la dynamique (seconde loi de Newton) appliquée à
une particule fluide. Pour un écoulement incompressible, les équations de Navier-Stokes s’écrivent
sous la forme :
∂~u
∂t + (~u · ~∇)~u = −1ρ ~∇p+ ν∆~u+ ~F
~∇ · ~u = 0 (1.6)
où ~∇p, ν∆~u et ~F représentent respectivement, les densités de forces de pression, de forces visqueuses
et de force de volume.
À partir des échelles de vitesse u et de longueur L caractéristiques de l’écoulement, il est possible
de construire un nombre sans dimension, appelé nombre de Reynolds :
Re =
u · L
ν
. (1.7)
Lorsque Re ≪ 1, les effets inertiels sont négligeables devant les effets visqueux et l’écoulement est
dit visqueux ou rampant. En revanche, lorsque Re≫ 1, les effets inertiels dominent et il est fréquent
d’observer un régime turbulent.
1.2.6 Épaisseur de quantité de mouvement
L’épaisseur de quantité de mouvement θ0 est une autre mesure de l’épaisseur de la couche limite.
Elle mesure la perte de quantité de mouvement dans la couche limite :
θ0 =
∫ δ
0
u
u∞
(
1− u
u∞
)
dy. (1.8)
Dans le cas d’un écoulement incompressible sur une paroi de longueur L et en régime laminaire,
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Figure 1.2 – Description schématique 2D d’un écoulement de cavité ouverte.
l’estimation de θ0 est donnée par :
θ0 ≃ 0.664 ·
√
νL
u∞
. (1.9)
1.3 Écoulement de cavité
1.3.1 Mécanisme des oscillations auto-entretenues
Depuis les années 1950, l’écoulement au dessus d’une cavité ouverte a fait l’objet de nombreuses
études [Kri55, Ros55]. La figure 1.2 illustre la configuration de la cavité que nous adopterons tout au
long de notre étude. Il s’agit d’une cavité peu profonde de rapport de forme L/D = 2, où L = 0.1m
est la longueur de cavité et D = 0.05m sa profondeur. Cette configuration présente de nombreux
intérêts à commencer par sa simplicité géométrique qui la rend accessible numériquement.
Dans notre étude, le nombre de Mach :
Ma = u∞/c est d’ordre 4× 10−3, (1.10)
où u∞ et c resprésentent repectivement la vitesse débitante du milieu (fluide) et la vitesse de
propagation du son dans ce milieu.
La couche limite amont est laminaire. Au-delà d’un seuil critique en nombre de Reynolds, une
perturbation à l’amont de la cavité est amplifiée jusqu’au coin aval, où les tourbillons de couche
cisaillée résultant impactent, provoquant l’apparition de la principale source aéroacoustique. En
régime incompressible, les variations de pression se propagent instantanément à l’amont, renforçant
ainsi l’instabilité de la couche de cisaillement [CWRA03, CSW+08]. Ce "retour d’information"
en amont, permet lorsque le seuil critique est franchi, d’entretenir les oscillations de la couche
de cisaillement à des fréquences piquées dans le spectre et communes à tout l’écoulement [Ros64,
BPL+11]. Les fréquences des oscillations auto-entretenues peuvent être décrites par la formule semi-
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Figure 1.3 – Densité spectrale de puissance de la pression au niveau du coin impactant d’un
écoulement de cavité à différents nombres de Reynolds (L = 0.1m et D = 0.05m) : (a) Re = 7 000
avec θ0 = 12.5× 10−4m où la fréquence principale f2 = 12Hz et ses harmoniques ; (b) Re = 8 000
avec θ0 = 11.7×10−4m où f2 = 14Hz et f3 = 18Hz représentent les fréquences les plus dominantes.
empirique de Rossiter [HHC71] :
St =
fmL
u∞
=
m− α
Ma+ 1κ
, m = 1, 2, 3, . . . , (1.11)
lorsque Ma → 0, avec κ = cpu∞ , où cp représente la vitesse moyenne de convection calculée sur le
profile de vitesse en entrée (cp ∼ u∞/2), fm est la fréquence d’ocillation associée au mode m. St
représente le nombre de Strouhal. Le coefficient correctif α sert à modéliser une relation de phase
mal comprise entre l’amont et l’aval. La figure 1.3 présente la densité spectrale de puissance de la
pression au niveau du coin aval d’une cavité pour deux nombres distincts de Reynolds : Re = 7000
avec θ0 = 12.5×10−4m et Re = 8000 avec θ0 = 11.7×10−4m. Pour le calcule de la densité spectrale
de puissance, nous utilisons la méthode de Welch [Wel67]. La cavité à Re = 8000 présente un spectre
plus riche, composé de deux fréquences dominantes non harmoniques à 13.89Hz et 18.16Hz et des
pics résultants de couplages non-linéaires entre ces deux fréquences. Cette signature correspond à un
phénomène de "compétition de modes", il a été observé expérimentalement en régime compressible
[GCI01] sur des simulations numériques [GBB03a, GBB03b] mais aussi en régime incompressible
[LPL08, PLF+08, BPL+11].
Les oscillations auto-entretenues sont une intense source de bruit. Elle sont par exemple responsables
des nuisances sonores des aéroports causées par les avions lors de l’atterrissage et du décollage, c’est
aussi la première source de bruit des TGV. Il peut donc être souhaitable d’atténuer l’intensité
de ces oscillations ou bien de les déplacer vers d’autres domaines de fréquences moins hostiles à
la structure (fréquence de résonance), au moindre coût énergétique. Pour remplir les objectifs du
contrôle, plusieurs stratégies ont été élaborées en boucle ouverte et en boucle fermée, tout au long
des 20 dernières années, au moyen d’actionneurs qui perturbent l’écoulement, placé soit au fond de
la cavité, soit en bordure amont, où l’écoulement est le plus sensible aux fluctuations de vitesse.
Nous décrivons les stratégies qui paraissent à nos yeux les plus intéressantes en terme d’apport au
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Figure 1.4 – Les trappes ouvertes d’un train d’atterrissage d’avion : est une source de bruit due à
la présence de cavités ouvertes.
contrôle de cavité. Plus de détails pourront être trouvés dans [CWRA03] et [CSW+08].
1.3.2 Dispositif considéré
Pour pouvoir contrôler un dispositif réel de cavité, nous disposons au LIMSI d’un banc d’essai équipé
d’un actionneur plasma à décharge à barrière diélectrique placé en amont et alimenté par une source
haute tension d’une puissance de quelques Watt. Un état de l’art sur le contrôle d’écoulement par
ce type d’actionneur ainsi que les propriétés électriques et mécanique du vent ionique produit,
sont proposés par Moreau [Mor07]. Plus de détail sur le contrôle de l’écoulement de cavity avec
l’actionneur plasma à décharge à barrière diélectrique pourront être trouvés dans [Dou14]. Cet
actionneur a la particularité d’être très fin, avec une consommation énergétique faible et facile à
intégrer de sorte qu’il ne change pas les caractéristiques de la couche limite. L’actionneur plasma
appartient à la famille des actionneurs à jet synthétique [CRDG13] : il n’y a pas d’apport de matière
dans l’écoulement. Ce banc est équipé également d’un capteur de pression placé sous le coin aval
de la cavité (voir figure 1.5). Nous désirons construire un modèle d’ordre réduit capable de saisir la
dynamique responsable de l’apparition du cycle limite (oscillations auto-entretenues). La première
démarche qui vient à l’esprit de tout automaticien est d’extraire ce modèle à partir des équations
qui régissent l’écoulement. Mais à cause de leur complexité, due à la grande dimension du problème
et aux non-linéarités, de telles équations ne permettent pas d’avoir un modèle pour exploiter les
outils de contrôle. La deuxième démarche consiste à considérer la cavité comme une boite noire et
d’essayer d’extraire sa réponse fréquentielle en introduisant des signaux d’excitation qui balaient
une large bande de fréquences. Malheureusement, nous nous confrontons à trois obstacles majeurs :
− la méconnaissance de la fonction de transfert de l’actionneur ;
− la présence de bruit environnant qui entache la qualité de la mesure ;
− la restriction sur l’allure des signaux à envoyer à l’actionneur et du coup une limitation en
bande de fréquences excitées. En effet, l’actionneur plasma ne permet d’adresser que des pulses
positifs d’une durée donnée.
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Figure 1.5 – Schéma de cavité au LIMSI équipée d’un actionneur et de capteur de pression.
Figure 1.6 – Maillage rectiligne irrégulier d’une cavité dans le plan xy : les zones sombres repré-
sentent les marches amont et aval de la cavité.
1.3.3 Simulations numériques directes et implémentation d’un actionneur
Un simulateur numérique 2D de l’écoulement de cavité permet de contourner ces obstacles. Ce si-
mulateur est basé sur la résolution des équations de Navier-Stokes incompressibles. La résolution
s’appuie sur une méthode d’éléments finis. La convergence de cette méthode, ainsi que la précision
de la solution, dépendent fortement du maillage utilisé. Généralement, cette méthode requiert un
maillage aligné avec la direction principale de l’écoulement et très fin dans les zones de forts gra-
dients. Plus le maillage est fin plus les résultats sont précis mais plus les besoins en mémoire et en
temps de simulation sont élevés.
Nous optons pour un maillage rectiligne irrégulier raffiné dans la couche de cisaillement et proches
des parois (figure 1.6). Quelques modifications ont été apportées au code OLORIN de Y. Fraigneau
pour pouvoir introduire l’effet de l’actionneur. Une force horizontale ~f a été introduite dans les
équations de Navier-Stokes, sur un petit domaine carré d’une longueur Lf = 5×10−3m. Légèrement
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Figure 1.7 – Force d’excitation sous forme de train d’impulsion.
en amont du coin amont, centré en x∗ = 55× 10−3m, y∗ = 245× 10−3m :
ρ
(
∂~u
∂t
+ (~u · ~∇)~u
)
= −~∇p+ ~f + µ∆~u+ ~F (1.12)
avec
~f =
[
fx
fy
]
≡
[
fx
0
]
(1.13)
où fx et fy représentent les composantes de la force suivant les directions x et y du plan 2D.
Cette force est interprétée comme une accélération apportée aux particules fluides au niveau de
l’actionneur.
A partir de ~f , ρ et u∞, nous introduisons le paramètre d’intensité relative de l’actionneur :
εr =
force volumique appliquée
force caractéristique
=
|~f |L
1
2ρu
2
∞
(1.14)
servant à quantifier l’intensité de la force appliquée dans l’écoulement fluide.
1.3.4 Validation de la modélisation de l’effet d’actionneur
La validation de la modélisation de l’effet de l’actionneur a été menée sur un écoulement de cavité
à Re = 9 375, θ0 = 15.3 × 10−4m. Des résultats comportementaux issus du contrôle expérimental
(banc d’essai, voir [Dou14]) en boucle ouverte de la cavité ont été observés sur une Simulation
Numérique Directe (SND) en effectuant le même protocole de contrôle. On applique des signaux en
forme de trains d’impulsions (voir figure 1.7) avec :
− une fréquence de répétition fi = 1/Ti avec fi (de 0 à 100 )HZ.
− un cycle utile, durant laquel l’actionneur est actif dti < Ti, donnée en pourcentage de la
période Ti.
− Différentes amplitudes d’impulsion Ai.
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Figure 1.8 – Réponse d’un écoulement de cavité à Re = 9 375 avec θ0 = 15.3×10−4m (L = 0.1 m et
D = 0.05 m) soumis à deux signaux d’excitation de différents trains d’impulsion avec fi = 30Hz :
(a) DSP de pression au point impactant et (b) évolution temporelle de la vitesse horizontale au
niveau du domaine de contrôle. En bleu : Ai = 4.44 et dti = 50% ; En rouge : Ai = 44.44 et
dti = 5%.
Pour des excitations de fréquence donnée fi de faible amplitude Ai et de durées dti qui respectent :
Ai1 × dti1 = Ai2 × dti2 = · · · = Aij × dtij = cst,
la densité spectrale de puissance de la pression au coin impactant demeure inchangée. Contrairement
aux séries temporelles de la vitesse horizontale u au niveau de l’actionneur qui elles varient. Cette
observation est très intéressante dans le cas où l’on souhaite réduire l’amplitude de contrôle en
boucle ouverte.
1.3.5 Comportement dynamique de l’écoulement de cavité
La cavité se comporte comme un système dynamique caractérisé par un point d’équilibre instable
(solution stationnaire des équations de Navier-Stokes), et un cycle limite stable (oscillations auto-
entretenues) [IMR11, IMR12, CWRA03, CSW+08]. L’amplitude des oscillations est alors imposée
par les non-linéarités. En régime compressible, Rowley [RWC+02] démontre que pour plusieurs
conditions d’écoulement où les oscillations sont observées, la cavité se comporte comme un système
stable faiblement amorti. Les oscillations, dans ce cas, sont des oscillations non entretenues engen-
drées par l’amplification du bruit présent dans la couche limite turbulente. Pour distinguer entre
ces deux régimes, il propose de construire la densité de probabilité [MB00] sur la sortie de la cavité
(mesure), en l’excitant par un bruit gaussien. Si la fonction de densité de probabilité en sortie est
de forme gaussienne, alors le système est stable faiblement amorti, sinon la réponse est un cycle
limite disjoint du point d’équilibre instable. Ces comportements peuvent aussi être distingués par
une simple visualisation du portrait de phase construit à partir d’une mesure ponctuelle de vitesse,
par exemple. Le portrait de phase d’un cycle limite présente une boucle fermée "bruitée" tandis que
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Figure 1.9 – Portrait de phase de la mesure de pression au point impactant aval d’un écoulement
de cavité à Re = 9375, θ0 = 12.5× 10−4m et d’un rapport de forme L/D = 2.
celui d’un système stable présente une distribution gaussienne centrée sur le point fixe.
La figure 1.9 présente le portrait de phase de la pression au niveau impactant d’une cavité en régime
établi. Le portrait de phase est construit par une méthode de retard à partir du signal de pression
au coin impactant [RT71]. Le temps de retard ∆t utilisé dans le portrait de phase correspond à un
quart de la période des oscillations. Il est clair que cette cavité, dans la configuration Re = 9375,
L/D = 2 et θ0 = 15.3× 10−4m, se comporte comme un système linéaire instable saturé par la non
linéarité. Notons qu’en régime incompressible, toutes les configurations explorées présentent cette
même dynamique, ce qui rend le défi de les contrôler plus grand.
Nous consacrons la suite de ce chapitre à l’introduction des techniques d’identification de modèle
d’ordre réduit de la cavité qui ont été proposées ces deux dernières décennies.
1.4 Principaux travaux d’identification de modèle linéaire de cavité
Rappelons que l’écoulement est un système dynamique de très grande dimension car il résulte de la
résolution numérique des équations de Navier-Stokes. Une exploitation directe des équations pour
établir une loi de commande n’est pas envisageable. La principale raison est que les techniques théo-
riques de contrôle produisent des correcteurs à l’ordre des dimensions du modèle et ne permettent
donc pas d’implémenter de tels correcteurs sur un banc d’essai, les contraintes d’échantillonnage
étant strictes sur le temps de calcul. Une solution consiste à construire un modèle d’ordre réduit
capable de capter la dynamique résultante de l’écoulement de cavité et approprié aux outils de
contrôle.
Plusieurs techniques d’identification ont été proposées ces dernières années. Ces techniques sont
basées soit sur les lois physiques de la mécanique des fluides [BSS09, SDC+07, RCM04, RWC+02],
soit sur des techniques d’identification directe empiriques [KCH02], à partir de réalisations expéri-
mentales, en traitant la cavité comme une boite noire.
Un bref aperçu de ces techniques empiriques est présenté en section 1.4.1, les modèles physiques
déduits des équations de Navier-Stokes étant présentés en section 1.4.2.
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Figure 1.10 – Identification d’un système SISO en utilisant un filtre adaptatif.
1.4.1 Techniques empiriques d’identification du modèle de cavité
Plusieurs études ont cherché un modèle de cavité empirique à partir de la réponse fréquentielle.
L’approche générale consiste à exciter la cavité via l’actionneur sur une plage de fréquences large
et de mesurer la réponse au niveau du capteur. Ainsi, une fonction de transfert est déterminée
empiriquement par analyse spectrale [MKF98, KMF02] ou par un algorithme [KCH02] pour régler
les coefficients d’un modèle en minimisant un critère. Dans la première approche, le modèle est
extrait de la réponse fréquentielle, tandis que dans la seconde, les paramètres sont calibrés itérati-
vement pour une structure de modèle fixée. Dans les travaux de [MKF98], un premier contrôleur
est utilisé pour stabiliser les oscillations avant de prélever la réponse fréquentielle. La raison en est
que l’extraction d’une telle réponse ne peut pas être appliquée en boucle ouverte pour des systèmes
instables [CWRA03, CSW+08] ou faiblement amortis [SS88].
Kegerise et al. [KCH02] ont proposé une identification adaptative du système (figure 1.10) avec
deux structures de modèle, l’une basée sur un filtre à réponse impulsionnelle finie (FIR), l’autre
sur une réponse impulsionnelle infinie (IIR). Une fois la structure du modèle choisie, un algorithme
récursif (moindres carrés) est utilisé pour régler les coefficients du filtre par minimisation de l’erreur
quadratique moyenne entre la sortie mesurée y(t), et celle du filtre yˆ(t).
Un FIR d’une longueur N est exprimé par :
yˆ(n) =
N−1∑
i=0
bi u(n− i) (1.15)
où yˆ est la sortie du filtre, u son entrée, n l’indice d’échantillon discret et bi ses coefficients. D’après
la formule (1.15), la sortie du FIR est la somme pondérée des entrées. En revanche, la sortie du IIR
se présente comme la somme pondérée des entrées et des sorties du filtre. Ainsi, la formule du IIR
est décrite par :
yˆ(n) =
N−1∑
i=0
ai yˆ(n− i) +
M−1∑
i=0
bi u(n− i) (1.16)
Kegerise et al. [KCH02] comparent le FIR au IIR. Ils soulignent que seul le IIR a été capable de
reproduire la dynamique du système. Malheureusement, la stabilité des filtres IIR n’est pas garantie
car, la structure (1.16) ne permet pas d’imposer la stabilité.
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1.4.2 Techniques d’identification du modèle basées sur les lois physiques de la
mécanique des fluides
Les techniques empiriques présentées précédemment sont des procédures d’identification qui
considèrent la cavité comme une boite noire. En observant la réponse à un signal d’excitation
(forçage), un modèle peut être identifié. Dans cette partie, nous n’abordons que les modèles issus des
techniques d’identification basées sur la physique de l’écoulement. L’avantage de telles techniques
est d’avoir une meilleur compréhension du mécanisme des oscillations présent dans la cavité
[CWRA03, CSW+08]. Purement issues des équations de Navier-Stokes, elles proposent un modèle
précis pour l’écoulement de cavité car elles gouvernent l’évolution du fluide. Malheureusement,
pour la synthèse d’un correcteur, ces équations paraissent inappropriées (équations différentielles
non linéaires de grande dimension). Pour un souci de dimension, il est préférable d’approximer
ces équations par un modèle de dimension réduite. La méthode la plus utilisée pour l’obtention
d’un tel modèle est la POD (Proper Orthogonal Decomposition), combinée avec une projection de
Galerkin (POD/Galerkin).
La méthode POD a été introduite à la communauté de la dynamique des fluides par Lumley
[Lum67] comme un outil d’extraction des "structures" énergétiquement dominantes dans un
écoulement turbulent. L’implémentation de la technique POD nécessite d’effectuer une corrélation
spatiale ou temporelle de l’ensemble des données issues de l’écoulement. Notons que les modes
POD forment une base orthogonale de l’ensemble des clichés utilisés sur laquelle on projette les
équations de Navier-Stokes, et permet d’obtenir un modèle d’ordre réduit. Corke [CGB94] utilise un
modèle POD pour guider le contrôle d’un jet symétrique expérimental. Lumley et Bossley [LB98]
utilisent la méthode pour le contrôle actif des couches limites turbulentes, afin de réduire la trainée
de paroi. Dans l’objectif de contrôle actif de l’écoulement de cavité en régime compressible, Rowley
[RCM04, RJ05] construit des correcteurs LQG (Linear Quadratic Gaussian) à partir de modèles
d’ordre réduits obtenus par POD. Samimy [SDC+07] utilise, pour le contrôle de l’écoulement de
cavité, un correcteur LQ (Linear Quadratic) en utilisant comme modèle d’estimation de l’état
de l’écoulement la méthode d’estimation stochastique quadratique. L’estimation stochastique
a été proposée et utilisée par Adrian [Adr79, AM88] comme moyen d’estimation des variables
d’écoulement en tout point du domaine spatial à partir de l’information stochastique récoltée en
quelques points seulement. Les résultats obtenus par Samimy [SDC+07] pour le contrôle en boucle
fermée montrent une atténuation significative des pics de résonance et une redistribution plus faible
en énergie sur les autres modes.
Bien que les modes POD soient efficaces pour l’approximation d’un ensemble de données, ils ne sont
pas forcément les meilleurs candidats pour décrire la dynamique, par exemple si les mécanismes
en jeu sont énergétiquement faibles. Parallèlement, l’ajout de modes POD supplémentaires peut
produire des modèles dynamiquement insignifiants [RCM04]. De tels modes sont indésirables dans
une procédure de réduction de modèle. Noack et al. [NTM04] considèrent le processus de transfert
d’énergie entre les modes retenus et ceux négligés, par l’ajout d’un terme additionnel visqueux pour
maintenir l’énergie globale équilibrée et compenser l’accumulation d’énergie induite par les modes
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tronqués. La viscosité additionnelle est obtenue par un équilibrage de l’énergie de mode. Les modes
POD sont généralement contrôlables, car la POD maximise l’énergie moyenne de la projection des
données dans le sous-espace de projection. Mais l’observabilité de ces modes n’est pas prise en
considération dans la construction du modèle réduit. En particulier, les ondes acoustiques peuvent
ne pas être capturées avec un modèle POD [RCM04].
De plus, la POD ne tient pas compte des effets de l’actionneur et de la détection (fonction de transfert
du capteur), qui peuvent être importants pour une meilleure performance. Diverses modifications
ont été apportées pour améliorer les modèles POD, on pourra consulter l’article de Siegel et al
(2008) [SSF+08] pour plus de détails sur ces techniques d’amélioration. Graham [GPT99a, GPT99b]
introduit ainsi une base POD qui tient compte de l’effet du contrôle et développe un contrôle
optimal sur l’écoulement autour d’un cylindre au moyen d’une rotation du cylindre. Caraballo
[CLD+07] et Kim [KDSS07] utilisent un compensateur pour minimiser la modulation en fréquence
de la fonction de transfert de l’actionneur qui offre une amélioration significative dans la performance
du contrôle. Noack [NAM+03] introduit les "modes de décalage" (shift mode) qui représentent la
correction entre l’écoulement de base et le champ moyen et obtient une amélioration notable sur
la dynamique transitoire de l’écoulement autour du cylindre. Luchtenburg [LGN+09] utilise les
modes de décalage pour développer des modèles POD sur une aile contrôlée périodiquement, afin de
capturer le comportement transitoire entre le régime d’écoulement sous contrôle et un écoulement
sans contrôle. Siegel [SSF+08] développe une méthode pour tenir compte du changement de la
structure spatiale des modes POD durant le transitoire et utilise une approche de type réseau de
neurones artificiels pour obtenir un modèle d’ordre réduit.
Il a été rapporté récemment dans la thèse d’Ahuja [Ahu09], que la décomposition orthogonale
propre (POD) fournit des modes énergétiquement optimaux mais les modèles résultants à la suite
d’une projection Galerkin ne captent pas forcément les propriétés de stabilité du système original ;
par exemple, les modèles obtenus à partir d’un système complètement stable peuvent être instables.
1.4.2.1 Observabilité et commandabilité
Dans le problème de réduction de modèle, la commandabilité et l’observabilité sont importantes
car la qualité d’un modèle réduit à reproduire le comportement du système original en dépend
fortement. L’utilisation d’une base qui équilibre ces deux concepts est particulièrement efficace
pour exprimer le cheminement de l’information de l’actionneur au capteur d’un système linéaire.
Cette méthode de réduction nommée équilibrée, introduite par Moore [Moo81], est restreinte à
un problème de taille modérée et exclusivement aux systèmes stables. Son extension aux systèmes
instables est menée par Zhou [ZSW99], tandis que des extensions aux problèmes non-linéaires sont
développées par [Sch93, LMG00]. Cependant, la nécessité de résoudre l’équation de Lyapunov et
celles de Sylvester, empêche l’application de la méthode aux problèmes de grande dimension. Pour
surmonter cette difficulté, un développement récent (voir [Row05]) combine la méthodologie de
calcul des modes POD avec la procédure de troncature équilibrée, et la rend adaptée à la réduction
de modèle des systèmes à grande dimension. Cette méthode, connue sous le nom de BPOD
(Blanced POD), a été utilisée pour l’obtention d’un modèle linéarisé d’un écoulement turbulent
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dans une conduite [IR08] et le contrôle des couches limites pour la réduction de la traîné [BBH09].
Barbagallo [BSS09] utilise la BPOD dans le cas d’un écoulement incompressible d’une cavité carrée
globalement instable, c’est-à-dire une cavité possédant un point d’équilibre instable saturé par les
non-linéarités qui donne naissance à un cycle limite. Il partitionne la dynamique complète dans
deux sous espaces, l’un contenant la dynamique instable basée sur les modes globaux instables,
l’autre décrivant la dynamique stable, qui est de grande dimension. Les modes globaux sont obtenus
par l’analyse de stabilité linéaire de l’écoulement de base, solution des équations de Navier-Stokes.
Pour plus de détails sur cette analyse voir [SL07] et [BSS09]. La réduction du sous-espace stable est
cruciale lorsqu’il s’agit de la synthèse d’un correcteur. Elle est effectuée par une projection de type
Petrov-Galerkin sur les modes BPOD (ou sur les modes POD). Barbagallo [BSS09] montre que les
modèles BPOD surpassent les modèles POD pour la capture du comportement entrées-sorties. Par
contre, même s’ils sont de plus grande dimension, les modèles POD se révèlent plus robustes que
les modèles BPOD. Il est à souligner également que la BPOD ne s’applique pas en configuration
expérimentale car elle nécessite de connaitre le modèle adjoint de l’écoulement. Ce dernier ne peut
être trouvé qu’à partir des simulations numériques [IMR11]. De plus, même si la BPOD reproduit
la dynamique entrées-sorties du système, elle ne garantit pas la capture des états de l’écoulement
original. En effet, la supériorité des modèles BPOD vient de leur potentiel à reproduire des états
non physiques de l’écoulement qui leurs permettent de donner un signal entrée-sortie correct
[DSRB11]. Alternativement, les modes BPOD peuvent être calculés dans le domaine fréquentiel qui
produit directement les dynamiques stables et instables sans calculer les modes globaux instables
[DSRB11, SS13].
L’approximation de la troncation équilibrée implique un post-traitement des données de simulations
qui débouche sur un calcul extrêmement coûteux. Ahuja [Ahu09] établit une équivalence de cette
méthode avec la méthode d’identification ERA (Eigensystem Realization Algorithm) proposée par
Juang [JP85]. ERA produit une réduction notable du coût de calcul et des ressources mémoire. Cette
méthode a été utilisée par Cattafesta [CGCL97], Cabell [CKCG06] et Illingworth [IMR11] pour la
synthèse de correcteurs capables de réduire le bruit généré par l’écoulement de cavité. Si le système
est stable, ERA permet d’obtenir directement un modèle réduit ; si le système est instable, il faut
pouvoir utiliser un correcteur qui maintient le système au voisinage du point d’équilibre instable.
Puis, ERA est appliquée [IMR11] pour identifier la dynamique en boucle fermée, de laquelle on
extrait la dynamique de la boucle ouverte d’une manière directe [JP94, PJHL94]. Nous avons repris
cette méthode pour extraire un modèle d’ordre réduit, comme nous le verrons dans le chapitre 5.
1.4.2.2 Modèle de type Rossiter
Rowley [RWC+02] propose un modèle de cavité basé sur le mécanisme de Rossiter. Le modèle se
présente sous la forme de blocs séparés de fonctions de transfert où chacun représente un mécanisme
physique, comme indiqué sur la figure 1.11. Le modèle de la cavité est représenté par les fonctions de
transfert de la couche de cisaillement G(s), de diffraction S(s), de propagation acoustique A(s) et de
réceptivité R(s). v0, p0, vL et pL caractérisent respectivement les vitesses et pressions en amont et
en aval de la cavité. Les dynamiques de l’actionneur et du correcteur sont décrites par les fonctions
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Figure 1.11 – Configuration du modèle de cavité [RWC+02].
de transfert V (s) et C(s). La sortie du correcteur est une tension sur le banc d’essai expérimental.
L’entrée de la cavité est une perturbation extérieure qui modélise les fluctuations de la couche limite
turbulente. Cette configuration de cavité n’est valable que lorsque la cavité se comporte comme un
système stable faiblement amorti excité en permanence par un bruit gaussien (voir 1.3.5).
Rappelons que A(s) = 1 dans le cas des écoulements incompressibles car le retour acoustique est
instantané.
Rowley [RWC+02] propose de modéliser la couche de cisaillement par un système du second ordre
retardé, ayant pour fonction de transfert :
G(s) = G0(s) exp(−sTs) = w
2
0
s2 + 2ξw0s+ w20
exp(−sTs) (1.17)
où w0 est la pulsation propre du mode de Kelvin-Helmholtz le plus énergétique et ξ le facteur
d’amortissement. Ces deux grandeurs sont liées à l’amplification maximale de la couche de
cisaillement. Ts est le temps de convection pour une perturbation qui traverse la longueur de la
cavité L, il est donné par : Ts = L/cp, où cp est la vitesse de phase moyenne.
Le schéma-bloc de propagation d’onde est donné à la figure 1.12, où Ta est le retard qui correspond
au temps de propagation de l’onde acoustique le long de la cavité. r est le coefficient de réflexion
par les bords de la cavité. Ce modèle ne fait apparaître que les modes acoustiques longitudinaux
[RWC+02] et non pas les fréquences de Rossiter qui, elles, sont prédites par l’équation semi–
empirique (1.11). Cependant, lorsque ces modes acoustiques approchent les fréquences de Rossiter,
elles favorisent la sélection de ces dernières [WFM00]. Les effets de la diffusion et de la réceptivité
qui couplent les perturbations des ondes acoustiques avec les perturbations hydrodynamiques sont
les moins connus du modèle de la cavité [RWC+02]. Dans la formule de Rossiter [HHC71], ces
effets sont traités ensemble comme un décalage de phase qui ne dépend pas de la fréquence. En
suivant le principe de cette approche, Rowley [RWC+02] a proposé de les représenter par des gains
constants. Si le gain est d’une valeur élevée, le modèle de cavité P (s) devient instable. Cependant,
pour une valeur très faible de ce gain, le modèle P (s) est fortement amorti.
Rowley [RWC+02] utilise ce modèle pour les cavités se comportant comme des systèmes stables
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Figure 1.12 – Modèle de propagation d’onde [RWC+02].
faiblement amortis. Le contrôle basé sur ce modèle induit un dédoublement du pic dominant dans
le spectre, résultant de la limite de la bande passante de l’actionneur. L’actionneur doit avoir une
bande passante au moins aussi étendue que la plus grande fréquence de Rossiter d’intérêt [KCH02].
A priori, les exigences en amplitude de l’actionneur ne sont pas connues car on ignore les niveaux
de perturbation à l’origine de la couche de cisaillement [KCH02].
Ce modèle physique a également été utilisé par Yan [YDY+06] dans le cas d’un écoulement de cavité
exhibant une unique fréquence d’oscillation. Le correcteur H∞ synthétisé sur cette configuration
est implémenté sur la configuration expérimentale. Ce correcteur excite des oscillations intenses
à d’autres fréquences de Rossiter. Même constat pour un correcteur de type prédicteur de Smith
ou pour un simple PID. Le problème est résolu en modifiant le correcteur PID en un correcteur
parallèle proportionnel avec retard, en plaçant un zéro à la fréquence correspondante aux autres
états de résonance. Ce correcteur arrive à répartitir l’énergie du mode dominant à d’autres
fréquences avec des niveaux d’énergie très faibles. En introduisant les mêmes zéros au correcteur
H∞, les autres modes de Rossiter sont supprimés.
Illingworth [IMR12] utilise la même configuration de modèle en identifiant chaque bloc de fonction
de transfert en boucle fermée pour une cavité qui se comporte dynamiquement comme un système
linéaire instable saturé par les non linéarités. L’écoulement est initialement stabilisé par un
correcteur à phase dynamique [RJ05]. L’identification des blocs s’effectue ensuite à partir d’une
analyse spectrale. Rappelons qu’en présence de bruit, l’analyse spectrale établit un modèle biaisé,
du fait de l’ignorance de la corrélation entre l’entrée et le bruit de mesure, conséquence de la boucle
de retour du correcteur [VDH98, FL99].
1.5 Modèle linéaire
En s’inspirant des travaux de Kasper [Kas12] sur la modélisation d’un écoulement autour d’un cy-
lindre, nous avons appliqué une démarche analogue sur une cavité à Re = 9375 (θ0 = 12.5×10−4m)
d’un rapport de forme L/D = 2 dont le portrait de phase est présenté sur la figure 1.9. Pour extraire
la réponse fréquentielle de la cavité, nous avons utilisé un sinus cardinal comme signal d’excitation
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Figure 1.13 – Densité spectrale de puissance de la pression au niveau impactant d’une cavité à
Re = 9 375 (θ0 = 12.5× 10−4m) et d’un rapport de forme L/D = 2.
à t = 20 s d’une durée de 6 secondes et d’amplitude du lobe principale égale 150N. Ainsi, la bande
de fréquences d’intérêt varie de 0 à 50 Hz (figure 1.14). Ce choix est conditionné par l’objectif
dynamique de la commande, qui se résume à supprimer ou atténuer les fréquences d’oscillations de
la couche de cisaillement. La densité spectrale de puissance de la pression au niveau impactant aval
de la cavité est montrée en figure 1.13. Les fréquences sélectionnées par la cavité se trouvent à 15.6
et 22 Hz. Les autres fréquences visibles sont les harmoniques de la fréquence de Rossiter la plus do-
minante ou bien une combinaison non-linéaire des deux fréquences de base présentes dans le spectre.
Notons également que nous avons privilégié cette forme d’excitation (sinus cardinal) pour éviter les
forts gradients de pression qui peuvent induire des erreurs numériques dans le code de simulation.
En premier lieu, nous avons découpé notre problème d’identification en deux sous systèmes : le
premier modélise le comportement linéaire de la cavité, qui est le transfert entre le signal d’excitation
U et la mesure sans cycle limite Y , le second représente le cycle limite Yc, c’est-à-dire l’écoulement
établi en l’absence de perturbation externe (figure 1.15).
1.5.1 Identification de la partie linaire du modèle de cavité
Après avoir enlevé le cycle limite de la pression totale Yt par une simple soustraction à l’instant
t = 20 s (début d’excitation), nous avons calculé le transfert entre le signal d’excitation U et la
mesure Y défini par :
G(ω) =
ΦY U (ω)
ΦU (ω)
(1.18)
où ΦY U (ω) et ΦU (ω) sont les densités spectrales de puissance obtenues respectivement à partir des
transformées de Fourier de l’intercorrélation et l’autocorrélation des signaux d’entrée et de sortie
d’entrée, comme suit :
ΦY U (ω) = T F [Ryu(τ)]
ΦU (ω) = T F [Ru(τ)]
(1.19)
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Figure 1.14 – Sinus cardinal : comportement temporel et fréquentiel.
Figure 1.15 – Modèle adopté de l’écoulement de cavité : cycle limite plus un modèle linéaire.
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Figure 1.16 – Réponse fréquentielle de G(w) (bleu) et de son estimation Gˆ(w) (vert).
avec :
Ryu(t) =
∫ +∞
−∞
y(t)u(t− τ)dt
Ru(t) =
∫ +∞
−∞
u(t)u(t− τ)dt
(1.20)
Cette méthode a l’avantage de séparer l’influence du bruit de la mesure.
À partir de cette réponse fréquentielle, nous avons cherché son estimé Gˆ(ω) d’une façon grossière,
décrit comme suit :
Gˆ(ω) =
n∏
i=1

1 + 2ξ0iω0i j ω + (j ω)2ω20i
1 + 2ξ1iω1i j ω +
(j ω)2
ω2
1i

 (1.21)
avec : ω = 2πf où f est la bande de fréquence d’intérêt. Les paramètres ξ0i, ξ1i, ω0i et ω1i sont
identifiés en minimisant un critère J donné par :
J =
∥∥∥log |G(ω)| − log |Gˆ(ω)|∥∥∥2
2
(1.22)
basé sur le module de G(ω). Cette minimisation est effectuée en utilisant l’algorithme du point in-
térieur [BHN99] pour résoudre les systèmes d’équations non linéaires sous-contraintes (voir fonction
fmincon sous MatLab).
Des études similaires [Bal96, Lel02] ont prouvé que le critère non linéaire J (équation (1.22)) est
plus adapté aux systèmes à modes flexibles. De plus, la minimisation du critère J a été effectuée
sous contrainte sur les amortissement (ξ0i, ξ1i) et les fréquences (ω0i, ω1i) pour épouser les réso-
nances et les anti-résonances dominantes, i.e fréquences fondamentales les plus énergétiques, avec
une dimension n de Gˆ(ω) raisonnable. Les fonctions de transfert G(ω) et Gˆ(ω) sont représentées
sur la figure 1.16). L’analyse temporelle donnée par la figure 1.17 nous informe que l’estimation de
la sortie Y ne reproduit pas parfaitement la mesure. Il faut donc prendre en compte le temps τ que
met une perturbation pour parcourir la cavité. De même pour le retour instantané R d’information
en amont de la cavité lorsque la pression fluctue en aval. En gardant le Gˆ(w) estimé précédemment,
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Figure 1.17 – Évolution temporelle de la pression sans cycle limite Y (bleu) et de son estimation
issue du modèle Gˆ (vert).
Figure 1.18 – Modèle linéaire affine.
nous cherchons à minimiser un critère JRτ déduit de la figure 1.18 et donné par :
JRτ =
∥∥∥Y ∗(t)− Gˆ ∗ [U(t)−RY (t)]∥∥∥2
2
(1.23)
où
Y ∗(t) = Y (t+ τ)
La minimisation de JRτ a été effectuée pour différents temps de retartd τ afin de chercher le retour
d’état R qui minimise le critère. Puis le choix dual (R et τ) s’est fait par minimisation globale de
JRτ . La figure 1.19 montre une légère amélioration de l’estimation de Y .
1.5.1.1 Identification du cycle limite
Á partir du spectre de pression de la dynamique libre, nous avons modélisé le comportement du
cycle limite Yc. Notre choix initial s’est porté sur un modèle non amorti constitué de deux modes
propres ω1 et ω2 qui sont respectivement égaux à 2πf1 et 2πf2 , où f1 et f2 sont les deux premières
fréquences de Rossiter. Le modèle est le suivant :
Mc1 :
{
x˙(t) = Ax(t)
Yc(t) = C x(t)
(1.24)
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Figure 1.19 – Évolution temporelle de la pression sans cycle limite Y (bleu) et de son estimation
issue du modèle linéaire affine (vert).
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Figure 1.20 – Évolution temporelle du cycle limite Yc (bleu) et de son estimation (vert) issue du
modèle Mc1.
avec :
A =


0 w1 0 0 0
−w1 0 0 0 0
0 0 0 w2 0
0 0 −w2 0 0
0 0 0 0 0

 (1.25)
Le dernier état de la matrice A sert à modéliser la composante continue de la pression Yc d’une
cavité au repos (sans perturbation externe).
En imposant une condition initiale x(t0), on cherche le vecteur C (matrice de sortie) qui minimise
le critère quadratique suivant :
J =
∥∥∥Yc(t)− C eA(t−t0)x(t0)∥∥∥2
2
(1.26)
Le résultat de la minimisation est visible sur la figure 1.20.
Nous avons cherché un modèle qui améliore les résultats obtenus jusqu’à présent. Le nouveau modèle
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Figure 1.21 – Evolution temporelle du cycle limite Yc (blue) et de son estimation (vert) issue du
modèle Mc2.
comporte une entrée Uc et a la structure suivante :
Mc2 :
{
x˙(t) = Ax(t) +BUc(t)
Yc(t) = C x(t)
(1.27)
où C et A ont été obtenus précédemment (équations (1.26),(1.25)). Le vecteur colonne B (matrice
d’entrée) est calculé en minimisant le critère suivant :
J =
∥∥∥Yc(t)− Yˆc(t)∥∥∥2
2
(1.28)
où :
Yˆc(t) = C e
A(t−t0)x(t0) + C
t∫
t0
eA(t−τ)B Uc(τ)dτ (1.29)
Le résultat de la figure 1.21 est obtenu à partir du nouveau modèle du cycle limite.
Le modèle Mc2 a été retenu pour introduire une perturbation qui excite notre modèle de bruit
(cycle limite) et tenter de compenser l’écart qui existe entre la sortie et son estimée. Notre problème
revient à chercher une perturbation Uc qui excite notre modèle de bruit tout en minimisant le critère
suivant :
JG =
∥∥∥Yt(t)− (Yc(t) + Y (t))∥∥∥2
2
(1.30)
sachant que Yc(t) est la transformée de Laplace inverse de Yc(s) donnée par :
Yc(t) = T L−1[Yc(s)] (1.31)
avec Yc(s) =Mc2(s)Uc(s), où Mc2(s) = C (sI −A)−1B.
La figure 1.22 illustre l’évolution temporelle de Uc obtenu par minimisation. On voit sur la figure
1.23 qu’il existe une corrélation entre les signaux d’entrée U et Uc à un temps t = 0 s et à t = 3 s.
À partir de ces signaux d’entrée (U et Uc) nous parvenons à estimer correctement la sortie Yt du
système (voir figure 1.24). Il est à noter que la même procédure a été effectuée pour un signal d’ex-
citation dont l’amplitude du lobe principale est égale à 100N. Nous avons vérifié qu’il n’existait pas
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Figure 1.23 – Inter-corrélation entre Uc et U .
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Figure 1.24 – Évolution temporelle de Yt (bleu) et de son estimation (vert).
de relation linéaire entre les signaux d’excitation U et Uc, en utilisant la proprièté de l’homogénièté.
Cette observation nous empêche d’établir un transfert linéaire entre le signal d’excitation U et le
signal Uc.
Ainsi, lors de l’introduction d’un signal d’excitation pour établir une description linéaire de la
cavité, le cycle limite se décale et par conséquent rend l’identification du modèle linéaire inadaptée.
Cela apparait évident lorsque nous analysons soigneusement la réponse fréquentielle du modèle
linéaire (voir figure 1.16) : les résonances à 15.6 et 22Hz sont sensées être prises en compte que
par le modèle du cycle limite (équation (1.27)). Pour cette raison nous présentons dans la suite une
tentative simplifiée pour la modélisation et le contrôle de cavité.
1.5.2 Identification linéaire simplifiée
En effectuant l’analyse spectrale entre le signal d’excitation U et le signal Yt et en la comparant
à celle calculée à partir du transfert entre U et Y , nous apercevons qu’elles sont identiques. Nous
choisissons donc de modéliser le système avec la structure donnée à la figure 1.25. L’estimation Gˆ
de G est identique à l’identification de la partie linéaire de la cavité, présentée dans la partie 1.5.1.
Pour l’identification de R , τ et Uc nous minimisons un critère JRτ,Uc donné par :
JRτ,Uc =
∥∥∥Y ∗t (t)− Gˆ[U(t) + Uc −RYt(t)]∥∥∥2
2
(1.32)
où Y ∗t est la translation temporelle de la mesure Yt. Après minimisation, nous avons obtenu un
retard τ égal à celui que l’on trouve expérimentalement, qui est égal à 2u∞/L , où u∞ et L sont
respectivement la vitesse débitante de l’écoulement et la longueur de la cavité. La figure 1.27 présente
l’évolution temporelle de la pression totale et de son estimée obtenue par ce modèle.
Nous considérons le signal Uc soit comme un bruit blanc dans le cas d’un critère H2, soit comme
une incertitude qui modélise la corrélation existante entre U et Uc, prise en compte par un critère
H∞. Nous choisissons la deuxième option pour la synthèse de correcteur. Car nous pouvons prendre
en compte la limitation du modèle identifié (sur une gamme de fréquences allant jusqu’à 50HZ)
par les gabaries fréquentiels que nous allons voir à la suite de ce chapitre. Puis, nous implémentons
ce correcteur dans les simulations numériques directes de l’écoulement pour pouvoir statuer sur la
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Figure 1.25 – Structure de modèle de la cavité.
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Figure 1.26 – Évolution temporelle de Uc obtenue par minimisation de JRτ,Uc .
validité du modèle linéaire identifié.
1.5.3 Synthèse de correcteur
Pour valider le modèle linéaire de la cavité identifié précédemment, nous effectuons la synthèse
un correcteur à partir de ce modèle et le testons sur le simulateur numérique de l’écoulement. Le
résultat du contrôle conditionnera la validité du modèle identifié. D’après la figure 1.25, le modèle
H(s) de la cavité est donné par :
H(s) = Gˆ(s)e−τs(1 +RGˆ(s)e−τs)−1 (1.33)
Rappelons que Gˆ possède un gain très faible (voir figure 1.16) de sorte que la boucle de retour
n’occasionne aucun changement sur la réponse fréquentielle de la boucle ouverte (voir figure 1.25).
Ainsi, H(s) peut être mis sous forme d’un modèle nominal fois le retard :
H(s) = H0(s)e
−τs (1.34)
avec
H0(s) = Gˆ(s)(1 +RGˆ(s)e
−τs)−1
A cause du retard visible sur l’équation (1.34), la plus grande bande passante wgc que nous pouvons
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Figure 1.27 – Évolution temporelle de Yt (bleu) et de son estimation (vert) obtenue par le modèle
linéaire adopté de 1.25.
Figure 1.28 – Commande des systèmes à retard à base du prédicteur de Smith.
atteindre quel que soit le correcteur [Ast00] ne dépasse pas wgc = π/2τ . Pour de tels systèmes à
retard, nous proposons d’utiliser le prédicteur de Smith [Smi57]. L’idée consiste à synthétiser un
correcteur sans prise en compte du retard, en quelque sorte le retard est déplacé à l’extérieur de la
boucle. Par conséquent, la synthèse d’un correcteur et l’analyse du système sont considérablement
simplifiées. Ceci est réalisé par l’introduction d’une boucle de retour locale au correcteur nominal
K0(s) en utilisant le prédicteur de Smith Z(s), voir figure 1.28. Le prédicteur de Smith est donné
par :
Z(s) = H0(s)−H0(s)e−τs (1.35)
Le signal de la boucle de retour pour le correcteur nominal K0(s) est une version prédite de la
sortie Yt. Pour cette raison le correcteur est appelé prédicteur [Zho06]. Lorsque le modèle reproduit
fidèlement le système et que la perturbation sur la commande d = 0, la boucle de retour peut être
considérée comme ouverte. Dans ce cas, le système équivalent est représenté sur la figure 1.29. Le
retard e−τs est mis à l’extérieur de la boucle et le correcteur K0(s) est obtenu seulement à partir du
modèle sans retardH0(s). Cependant, le gain du correcteur ne pourra pas être très élevé car le retard
impose une limitation supérieure sur la largeur de la bande passante à atteindre [Zho06, Ast00]. La
valeur du gain du correcteur est conditionnée par le compromis entre la robustesse et la performance
dynamique du système en boucle fermée. La synthèse du correcteur K(s) pour le système retardé
H0(s)e
−τs se déroule en deux étapes :
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Figure 1.29 – Contrôle des systèmes à retard à base du prédicteur de Smith : cas nominal avec
d = 0.
− la synthèse du correcteur K0(s) à partir de H0(s) pour assurer les spécifications du cahier des
charges, tout en prenant en considération la limitation sur la bande passante,
− l’introduction de la boucle de retour locale en utilisant le prédicteur de Smith Z(s) afin
d’obtenir le correcteur pour le système à retard. Ainsi, le correcteur K(s) est donné par :
K(s) = (I + (1− eτsK0H0(s))−1K0(s) (1.36)
Nous avons choisi le prédicteur de Smith pour sa simplicité d’implémentation, ainsi que sa conser-
vation des mêmes marges de stabilité que le correcteur minimal K0(s). Pour la synthèse de K0(s)
à partir du modèle minimal H0(s), nous avons choisi la synthèse H∞.
1.5.4 Synthèse H∞
L’objectif de la synthèse H∞ est de rejetter la perturbation ̟ ( voir figure 1.30) en considérant
le pire cas, i.e pour lequel l’effet sur ζ est le plus grand. Elle consiste à minimiser l’effet d’une
perturbation ̟ supposée d’énergie finie sur la sortie du canal de performance. Son effet est mesuré
par la norme L2 d’un vecteur coût ζ. Elle revient à chercher une loi de commande U à partir
d’observations ou bien d’une erreur de consigne ε donnée par :
U(s) = K0(s)ε(s) (1.37)
en minimisant la norme L2 de l’impact de ̟ sur ζ, d’où la norme induite H∞ à minimiser du
transfert bouclé fL(P,K0) de ̟ à ζ : où P (s) représente la fonction de transfert reliant les entrées
(̟, U) aux sorties (ε, ζ) et fL(P,K0) est obtenu par la Transformation Linéaire Fractionnelle :
min
K0
‖fL(P,K0)‖∞ (1.38)
On rappelle que la norme H∞ de fL(P,K0) entre ̟ et ζ est :
‖fL(P,K0)‖∞ = sup
̟∈L2,̟ 6=0
‖ζ‖2
‖̟‖2
(1.39)
Dans notre étude, nous avons choisi de synthétiser un correcteur en exploitant le problème de la
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Figure 1.30 – Problème H∞ standard.
sensibilité mixte illustrée sur la figure 1.31. W1(s) et W2(s) représentent les filtres de pondération.
e1(t) et e2(t) sont les signaux à surveiller : par analogie au problème H∞ standard, ils constituent
le vecteur coût ζ. Le transfert bouclé entre les signaux à surveiller e1(t), e2(t) et le signal de
perturbation r(t) (signal de consigne) est donné par :[
E1(s)
E2(s)
]
=
[
W1 S(s)
W2 T (s)
]
R(s)
= fL(P,K0)R(s)
(1.40)
où S(s) = (1+H0K0(s))−1 et T (s) = I −S(s) sont respectivement les fonctions de sensibilité et de
sensibilité complémentaire. Dans ce cas, P (s) est le système augmenté construit à partir de H0(s)
et des filtres de pondération :
P (s) =

W1(s) −W1H0(s)0 W2H0(s)
I −H0(s)

 (1.41)
obtenu à partir du problème de sensibilité mixte comme suit :

E1(s) = W1ξ(s)
E2(s) = W2Y (s)
ε(s) = R(s)− Y (s)
Y (s) = H0U(s)
⇒


E1(s) = W1R(s)−W1H0U(s)
E2(s) = W2H0U(s)
ε(s) = R(s)−H0U(s)
E1(s)E2(s)
ε(s)

 = P (s)
[
R(s)
U(s)
]
(1.42)
Le choix des fonctions de sensibilité se justifie dans la mesure où il nous permet de raisonner sur le
profil de la plus petite et la plus grande valeur singulière du transfert en boucle ouverte H0K0(s) :
σ(H0K0(jw))≫ 1 ⇒ σ¯(S(jw))≪ 1
σ¯(H0K0(jw))≪ 1 ⇒ σ¯(T (jw))≪ 1
(1.43)
Nous pouvons raisonner donc en termes de contraintes sur l’allure des fonctions σ¯(S(jw)) et
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Figure 1.31 – Problème de sensibilité mixte.
σ¯(T (jw)). Les filtres de pondération permettent d’imposer un gabarit fréquentiel sur ces fonctions :
‖W1S‖∞ < 1 ‖W2T‖∞ < 1 (1.44)
Le problème de la sensibilité mixte consiste alors à trouver un compensateur K0(s) qui assure la
stabilité interne de la boucle et qui satisfait la contrainte suivante :∥∥∥∥∥
(
W1S
W2T
)∥∥∥∥∥
∞
< 1 (1.45)
La synthèse d’un tel correcteur n’est pas triviale, aussi cherchons nous à trouver un compromis
entre les performances et les limitations de la synthèse.
1.5.5 Résolution du problème H∞
Dans cette partie, nous présentons la technique de résolution LMI (Linear Matrix Inequalities) que
nous avons adopté pour la résolution du problème H∞ (figure 1.30). Pour plus de simplicité, le
modèle augmenté P est mis sous forme standard de représentation d’état dans le cas général comme
suit : 
x˙(t)ζ(t)
ε(t)

 =

 A B1 B2C1 D11 D12
C2 D21 D22



x(t)r(t)
U(t)

 (1.46)
où x regroupe le vecteur d’état du modèle nominal H0 ainsi que ceux des filtres de pondération.
Les matrices A, Bi, Ci et Dii, avec i = 1, 2, sont extraites de la représentation d’état du modèle
H0 ainsi que les filtres de pondération W1 et W2. L’objectif de la synthèse H∞ est de trouver un
correcteur K0 donné par :
x˙c(t) = Ac xc(t) +Bc ε(t)
U(t) = Cc xc(t) +Dc ε(t)
(1.47)
qui assure la stabilité interne de P et minimise la norme H∞ du transfert fL(P,K0) entre ̟ et ζ.
La résolution de ce problème s’effectue sous l’hypothèse :
− que (A, B2) soit stabilisable et (C2, A) soit détectable.
On suppose que D22 = 0, c’est à dire le modèle ne possède pas un transfert direct. Ainsi, la
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représentation d’état du système bouclé est la suivante :

 x˙(t)xc(t)
ζ(t)

 =

 A+B2DcC2 B2Cc B1 +B2DcD21BcC2 Ac BcD21
C1 +D12DcD2 D12Cc D11 +D12DcD21



 x(t)xc(t)
r(t)


=
[
Af Bf
Cf Df
] x(t)xc(t)
r(t)


(1.48)
La condition nécessaire et suffisante pour l’existence d’un correcteur stabilisant K0D dans le cas ou
D22 = 0 qui minimise ‖fL(P,K0D)‖∞ est donnée par le lemme suivant.
Lemme 1 (Lemme borné réel)
‖fL(P,K0D)‖∞ < γ si et seulement si il existe une matrice symétrique X définie positive telle que :
A
T
f X +X Af X Bf C
T
f
BTf X −γ I DTf
Cf Df −γ I

 < 0
.
Vu que la matriceX est invariante, Gahinet et Apkarian [GA94] proposent une résolution équivalente
et plus facile du Lemme 1 car cette inégalité n’est pas affine en Ac, Bc, Cc,Dc. Cela revient à chercher
deux matrices symétriques et définies positives R et S satisfaisant les LMIs suivantes :
[
NR 0
0 I
]T AR+RA
T RC1 B1
C1R −γ I D11
BT1 D
T
11 − γ I


T [
NR 0
0 I
]
< 0
[
NS 0
0 I
]T A
T S + S A S B1 C
T
1
BT1 R −γ I DT11
CT1 D
T
11 −γ I


T [
NS 0
0 I
]
< 0 (1.49)
[
R I
I S
]
≥ 0
où NR et NS forment respectivement les bases des noyaux de [BT2 D
T
12] et [C
T
2 D
T
21]. La construc-
tion du correcteur K0D est réalisée à partir de R et S, en passant par la décomposition en valeurs
singulière de I −RS :
I −RS = ΘΛΓ =M NT
pour déduire les matrices M et N utiles à la constitution de la matrice X comme suit :
X =
[
S N
NT −M+RN
]
où M+ est la pseudo-inverse de la matrice M . L’inégalité du Lemme 1 devient alors affine en Ac,
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Bc, Cc et Dc, et le correcteur K0D est alors facilement déduit.
Dans le cas où D22 6= 0, le correcteur final K0 est obtenu à partir de K0D par :
K0(s) = K0D(s)(I −D22K0D(s))−1 (1.50)
1.5.6 Synthèse et analyse du correcteur H∞
Le choix des filtres de pondération a été fait en fonction de l’objectif de synthèse que nous avons posé
tout en tenant compte des limitations imposées par le modèle. Ces limitations sont : la restriction de
la bande de fréquences sur laquelle le modèle a été identifié et aussi le retard identifié du fait de la
non-colocalisation de l’actionneur et du capteur de pression. Rappelons que l’objectif est d’atténuer
les modes résonnant à 15.6 et 22Hz du modèle H(s) responsables des oscillations de la couche de
cisaillement avec une bande passante à 45Hz pour filtrer les harmoniques de la première dominante
de Rossiter. Compte tenu de l’identification du modèle et les performances exigées, nous avons choisi
W1(s) comme suit :
W1(s) =
(
1.7
s+ 0.0063
s+ 43.1843
)−1
tel que 1/ |W1(s)| :
− a une pulsation de coupure à 5Hz, imposant ainsi la bande passante à cette fréquence,
− un gain de 1.7 en hautes fréquences de façon à garantir une marge de module de 0.6,
− un faible gain aux très basses fréquences pour assurer le suivi de consigne et un bon rejet de
perturbations.
Le filtre W2(s) a été choisi tel que 1/ |W2(s)| forme un roll-off au-delà des 50Hz :
W2(s) =
3.5 10−3s+ 1
7.07 10−6s+ 1
assurant ainsi une faible sensibilité aux erreurs de modèle.
Remarque 1 les filtres de pondérations doivent être stables et propres.
La figure 1.32 présente la réponse fréquentielle en amplitude des filtres de pondération. La figure
1.33 montre la réponse fréquentielle de la boucle fermée T (s) = H0K0(s)(1 + H0K0(s))−1 après
minimisation de ‖fL(P,K0)‖∞. Pour prendre en compte le retard, nous avons calculé le correcteur
K(s) du modèle complet à partir de l’équation (1.36). Ce correcteur a été implémenté dans les
simulations numériques directes à partir du temps t = 20 s.
Nous voyons sur les figures 1.34 et 1.35 que la pression augmente et que la force relative délivrée par
l’actionneur est très élevée, avoisinant 7. Même si l’objectif de réduction de la fréquence de Rossiter
semble atteint (voir figure 1.36), l’amplitude elevée de la pression nous indique que le correcteur
n’est pas robuste face à une dynamique non modélisée et qu’il échoue à stabiliser la partie linéaire
de la cavité. Dans ce cas, la pression ne diverge pas en raison seulement de la nature non-linéaire
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Figure 1.32 – Réponse fréquentielle des filtres de pondération :W1(s) (à droite ) ;W2(s) (à gauche).
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Figure 1.33 – Réponse fréquentielle de la fonction de sensibilité complémentaire T (s).
de la cavité. Notons également que l’amplitude de la commande atteint une intensité qui ne peut
être physiquement réalisable.
1.6 Conclusion
Dans ce chapitre, nous avons présenté les notions nécessaires à la compréhension des phénomènes de
l’écoulement de cavité ainsi que l’objectif à atteindre. Nous avons également donné un bref aperçu
des travaux qui ont été menés jusqu’à présent pour l’identification d’un modèle linéaire simplifié de
la dynamique de l’écoulement de cavité. Une tentative d’identification en boucle ouverte suivie par
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Figure 1.34 – Évolution temporelle de la pression : prédicteur de Smith est enclenché à t = 20 s .
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Figure 1.35 – Force relative issue du correcteur K(s) en simulation numérique directe.
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Figure 1.36 – Densité spectrale de puissance de la pression au niveau impactant dans un écoulement
de cavité à Re = 9 375 après enclenchement du contrôle linéaire, où f = 9Hz représente la fréquence
dominante.
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un contrôle en boucle fermée ont été présentés. Un problème de sensibilité mixte a été utilisé pour
la synthèse de correcteur Hinf résolue par LMI. Ce dernier a été utilisé en simulation numérique
directe. Il révèle la faiblesse du modèle linéaire proposé à prédire le comportement linéaire de la
cavité.

Chapitre 2
Modélisation non-linéaire
2.1 Introduction
L’analyse spectrale fournit une idée sur l’ordre et la nature du système : bande passante, réso-
nances, gain statique, etc. . . . . Malheureusement, cette analyse est limitée aux systèmes linéaires
ou bien aux systèmes dans lesquels les non-linéarités sont faibles. Pour des systèmes à non-linéarité
forte, c’est-à-dire qui ne peuvent pas être décrits par des équations différentielles linéaires à coeffi-
cients constants, comme dans l’écoulement de cavité, l’analyse fréquentielle n’est pas suffisante pour
l’extraction d’un modèle de comportement. Ainsi, il est utile de trouver un modèle mathématique
pouvant reproduire les observations expérimentales et utilisable dans la synthèse d’une loi de com-
mande. Afin de donner une description simplifiée d’un tel système, nous nous sommes basés sur les
travaux de Le Pourhiet [LPCC03] et Rowley [RJ05].
Les travaux de Le Pourhiet ont été validés sur l’identification et le contrôle d’un système aérodyna-
mique. Il s’agit de supprimer les battements du front de l’onde de choc (buffeting) présent sur une
aile d’avion. Il propose une identification d’un modèle de type oscillateur de Van der Pol. Dans la
première partie de ce chapitre, nous donnerons les lignes directrices de cette méthode d’identification
ainsi que son application sur le contrôle de l’écoulement incompressible de cavité et les résultats
obtenus.
Nous consacrons le reste du chapitre à l’introduction d’un modèle non-linéaire simplifié proposé
par Rowley [RJ05] à partir de l’équation de Ginzburg-Landau pour l’identification de l’écoulement
compressible de cavité. Nous introduisons également le contrôleur à phase dynamique proposé pour
le contrôle de ce modèle non-linéaire [RJ05].
2.2 Modèle de type Van der Pol
L’oscillateur de Van der Pol est l’un des premiers modèles proposés pour produire des oscillations
auto-entretenues. Il est particulièrement flexible du fait que tous les paramètres du modèle peuvent
être réglés. Néanmoins, il doit être complété par des fonctions de transfert en amont et aval, afin
de le rendre le plus proche possible du système réel [LPCC03].
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2.2.1 Oscillateur de Van der Pol et analyse harmonique
L’oscillateur de Van der Pol a été proposé par Balthasar Van der Pol pour rendre compte des
oscillations de relaxation dans les premiers circuits électriques à triodes de Philips. L’équation de
Van der Pol peut s’écrire sous la forme :
y¨ − 2ξ ωny˙ + 3k y2y˙ + ω2n y = 0
y¨ − 2ξ ωn
(
1− 3k2ξ ωn y2
)
y˙ + ω2n y = 0
(2.1)
où ξ et k représentent les paramètres de Van der Pol ajustables en fonction du besoin de l’utilisateur.
L’idée de base de Van der Pol est de produire un oscillateur à amortissement négatif, afin de donner
naissance à une oscillation d’amplitude exponentiellement croissante, en partant d’un état autre que
l’équilibre. Pour prévenir d’une divergence exponentielle, un terme non-linéaire en y2 est ajouté au
terme d’amortissement (voir équation (2.1)) de sorte que lorsque ce dernier croit et devient positif,
le mouvement se stabilise dans un état oscillatoire avec une pulsation ωn et une amplitude donnée
par :
y0n =
√
8 ξ ωn
3k
. (2.2)
Afin de reproduire les phénomènes observés expérimentalement sur des systèmes oscillants et de
pouvoir utiliser des lois de commande facile à implémenter, Le Pourhiet se sert de la méthode du
premier harmonique. L’analyse du premier harmonique représente une extension de la méthode
harmonique classique effectuée pour l’étude des systèmes linéaires aux systèmes à non-linéarité
séparable. Son principe s’appuit sur une linéarisation dans le domaine fréquentiel pour permettre
une généralisation de la notion de fonction de transfert au cas non-linéaire. Cette extension ne peut
être réalisable que sous certaines conditions bien connues :
− la partie linéaire du système étudié se comporte comme un filtre passe–bas ; les harmoniques
au-delà de la fréquence d’intérêt ωn/2π sont d’amplitude négligeable,
− la partie non-linéaire du système est séparable des autres éléments linéaires.
Pour mener à terme cette analyse sur les systèmes oscillatoires, l’oscillateur de Van der Pol a été
soumis à une excitation sinusoïdale u = u0 sin(ω t) de sorte que l’équation (2.1) devient :
y¨ − 2ξωny˙ + 3ky2y˙ + ω2ny = u˙. (2.3)
L’équation (2.3) peut se mettre sous la forme d’une boucle fermée (voir figure 2.1) comprenant un
transfert direct pour le système linéaire instable L(s) :
L(s) =
s
s2 − 2ξωns+ ω2n
, (2.4)
qui se comporte comme un filtre passe–bas, et un retour comportant une non-linéarité cubique
f(y) = ky3.
Si l’on suppose également que L(s) filtre efficacement les harmoniques au-delà de la fréquence
d’excitation ω/2π, alors on peut dire que la réponse de cet élément, soumis à une excitation sinu-
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Figure 2.1 – Diagramme général d’un oscillateur.
soïdale, est sinusoïdale, de même pulsation mais d’amplitude différente et présente généralement un
déphasage par rapport à l’excitation :
y(t) ≃ y0 sin(ω t+ φ) = V0 sin(ω t) +W0 cos(ω t), (2.5)
où φ est le déphasage lié à L(s).
D’une manière générale, si l’on applique un signal sinusoïdal y(t) à l’élément non-linéaire, le signal
de sortie z(t) (nous considérons la composante continue nulle) pourra se décomposer en série de
Fourier, de la forme :
z(t) =
+∞∑
k=0
zk(y0, ω) sin((k + 1)ω t+ φ+ ψk(y0, ω)) (2.6)
où zk et ψk représentent respectivement l’amplitude et le déphasage liés à la pulstion ω et ses
harmoniques. Ces paramètres zk et ψk dépendent généralement de la fréquence d’excitation.
Grâce au filtre L(s), on se permet d’approximer l’expression du signal de sortie z(t) (voir équation
(2.6)) en ne retenant que le terme d’ordre 1 :
z(t) ≃ z0(y0, ω) sin(ω t+ φ+ ψ0(y0, ω)). (2.7)
Ainsi, on peut déduire avec aisance le gain complexe équivalent du premier harmonique N(y0, ω),
qui est le rapport entre le signal d’excitation y(t) et le signal de sortie z(t) de l’élément non-linéaire :
N(y0, ω) =
z0(y0, ω)
y0
ejψ0(y0,ω). (2.8)
Lorsque l’on fait face à une non-linéarité sans inertie, c’est-à-dire qui ne dépend pas de la pulsation
ω, alors on peut écrire :
N(y0, ω) = N(y0). (2.9)
La non-linéarité f(y) étant cubique, on peut s’acquitter du calcul de la décomposition en série de
Fourier pour extraire le gain du premier harmonique. Selon la méthode de Cypkin, le gain complexe
équivalent N(y0) pour les fonctions impaires univoques peut être retrouvé par la relation :
N(y0) =
2
3y0
(
f(y0) + f(
y0
2
)
)
. (2.10)
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Ainsi, le gain complexe équivalent pour une fonction cubique avec une excitation sinusoidale est
donné comme suit :
N(y0) =
3
4
ky20. (2.11)
Notons également qu’une fonction non-linéaire cubique renforce l’hypothèse de l’approximation du
premier harmonique, car en effectuant un développement du terme cubique :
sin3(ω t) = 0.75 sin(ω t)− 0.25 sin(3ω t),
nous voyons que l’amplitude du troisième harmonique 3ω est trois fois inférieure à celle du premier
ω. De plus, cet harmonique sera atténué par le filtre linéaire L(s). Donc, on peut se permettre
d’écrire :
sin3(ω t) ≃ 0.75 sin(ω t).
Grâce aux simplifications apportées par l’approximation en premier harmonique, l’équation (2.3)
peut se mettre sous la forme d’une fonction de transfert :
y(jω)
u(jω)
=
L(jω)
1 +N(y0)L(jω)
. (2.12)
2.2.1.1 Condition d’auto-oscillation
Si le système entre dans un régime d’oscillations auto–entretenues, en l’absence et sans présence
d’excitation u(t), alors on obtient la condition nécessaire d’auto-oscillation par annulation du déno-
minateur de la fonction de transfert (2.12) :
1 +N(y0)L(jω) = 0. (2.13)
Cette équation fournit la pulsation ωn et l’amplitude y0n de l’oscillation auto entretenue. Elle peut
être réécrite sous la forme :
L(jω) = − 1
N(y0)
, (2.14)
qui est facile à interpréter graphiquement dans le plan complexe. −1/N(y0) est appelé lieu critique
de la fonction non-linéaire f . Il représente une généralisation du point critique dans l’étude des
systèmes linéaires. L’intersection entre le lieu critique −1/N(y0) et L(jω) fournit les paramètres
caractérisant une auto-oscillation, ωn et y0n. Dans le plan de phase (y,dy/dt) cette oscillation cor-
respond à un cycle limite stable ou instable.
La figure 2.2 illustre l’analyse dans le plan complexe, lieu critique d’une fonction non-linéaire quel-
conque rencontrant le lieu de Nyquist d’un filtre linéaire L(s) en un point M(ωn, y0n). Notons
également qu’il peut exister plusieurs intersections entre le lieu critique et L(s). Cela dépendra de
la non-linéarité et du filtre linéaire L(s) utilisés. Les intersections correspondent alors à des oscilla-
tions pouvant être stables et/ou instables.
Concernant la fonction non-linéaire cubique f , le gain complexe équivalent N(y0) est réel. Le lieu
critique dans le plan de Nyquist de l’oscillateur de Van der Pol est représenté sur la figure 2.3, il se
trace alors aisément en faisant varier y0 de 0 à +∞.
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Figure 2.2 – Vue générale d’un lieu critique d’un système quelconque.
Figure 2.3 – Lieu critique d’une fonction non-linéaire cubique dans le plan de Nyquist et le tracé
du filtre L(s) issu de l’oscillateur de Van der Pol.
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2.2.1.2 Étude de la stabilité d’une auto-oscillation
Définition 1 Une auto-oscillation est dite stable si, en apportant au système une excitation courte
dans le temps, le système revient vers son état initial (même amplitude et pulsation).
Cette définition est réductrice mais elle sert de base à l’analyse de stabilité du cycle limite.
Il est nécessaire d’introduire un critère mathématique à partir de la définition pour pouvoir statuer
sur la stabilité d’une oscillation. L’équation (2.13) fournit la condition nécessaire d’auto-oscillation
et elle peut être mise sous une forme complexe utile à l’étude de la stabilité, comme suit :
X(y0n, ω) + jY (y0n, ωn) = 0, (2.15)
où X(y0n, ωn) et Y (y0n, ωn) représentent les parties réelle et imaginaire de l’équation (2.13). La
condition d’auto-oscillation devient alors :{
X(y0n, ωn)=0
Y (y0n, ωn)=0
. (2.16)
La solution de cette équation représente le point d’intersection M(y0n, ωn) (voir figure 2.3). En se
plaçant sur ce point et en l’absence d’excitation externe, la sortie du système y(t) se résume à une
oscillation sinusoïdale. En notation complexe elle s’écrit :
y(t) = y0ne
jωnt. (2.17)
Dans le cas où une petite variation (y0n+ δy, ωn+ δω) est introduite, la sortie y(t) est alors donnée
par :
y(t) = (y0n + δy)e
j(ωn+δω)te−mt, (2.18)
où δy et δω représentent respectivement la variation d’amplitude et la variation de pulsation, et m
représente l’amortissement. Pour que l’oscillation revienne à son état initial, δy et m doivent être de
même signe. Formellement, on considère que y(t) (équation(2.18)) oscille à une pulsation complexe
ωn+ δω+ jm. Donc, la condition d’auto-oscillation est satisfaite au point M(y0n, ωn) et on a alors :
X(y0n + δy, ωn + δω + j m) + jY (y0n + δy, ωn + δω + j m) = 0. (2.19)
En effectuant le développement limité au premier ordre tout en tenant compte de l’équation 2.16
on arrive à :
∂X
∂y0n
δy +
∂X
∂ωn
(δω + j m) + j
∂Y
∂y0n
δy + j
∂Y
∂ωn
(δω + j m) ≃ 0. (2.20)
En regroupant les termes réels et imaginaires, on arrive à ce système d’équations :

∂X
∂y0n
δy +
∂X
∂ωn
δω − ∂Y
∂ωn
m = 0
∂Y
∂y0n
δy +
∂Y
∂ωn
δω +
∂X
∂ωn
m = 0
(2.21)
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En effectuant quelques manipulations, on obtient la condition à satisfaire pour que l’oscillation soit
stable :
∂X
∂y0n
∂Y
∂ωn
− ∂X
∂ωn
∂Y
∂y0n
> 0. (2.22)
2.2.2 Analyse harmonique de l’oscillateur de Van der Pol forcé
Il est utile d’analyser l’oscillateur de Van der Pol forcé (voir l’équation (2.3)) afin de donner
les conditions nécessaires de stabilité des oscillations dans le cas d’une excitation sinusoïdale, à
fréquence et amplitude données. Pour effectuer cette analyse, nous devons extraire l’amplitude et la
phase des oscillations qui représentent les paramètres d’évolution de la sortie en régime permanent,
connues sous le nom de "solution particulière".
2.2.2.1 Solution particulière
Avant d’extraire la solution en régime permanent, il faut noter que :
3ky2y˙ =
df(y)
dt
=
dky3
dt
=
d
dt
(
3
4
ky30 sin(ω t+ φ) +
1
4
ky30 sin(3ω t+ φ)
)
≃ d
dt

3
4
ky20 y0 sin(ω t+ φ)︸ ︷︷ ︸
y(t)

 ≃ 3
4
ky20 y˙
(2.23)
En appliquant la transformée de fourrier sur l’équation (2.3) et en tenant compte de l’approximation
(2.23), on obtient la transformée de fourrier de la boucle fermée, notée Hv :
T F(Hv) = jω
ω2n − ω2 + j
(−2ξωnω + 34kω y20) . (2.24)
La solution particulière y(t) de l’oscillateur forcé est donnée par :
y(t) = ̥ cos(ω t+ φ1), (2.25)
avec 

̥ = |T F(Hv)|u0 = u0w√
( 3
4
kω y2
0
−2ξωnω)
2
+(ω2n−ω
2)2
φ1 = arg (T F(Hv)) = − arctan
(
−2ξωnω+
3
4
kω y2
0
ω2n−ω
2
)
À partir des équations (2.5) et (2.25), on déduit :
|̥|2 = y20, (2.26)
et
y20 =
(u0ω)
2(
3
4kω y
2
0 − 2ξωnω
)2
+ (ω2n − ω2)2
. (2.27)
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L’équation (2.27) peut se mettre sous la forme :
ρ =
A2
(ρ− 1)2 + σ2 (2.28)
où ρ, A et σ représentent des variables sans dimension utiles à l’établissement des conditions de
stabilité [LPCC03], données par :
ρ =
3k
8 ξωn
(
V 20 +W
2
0
)
=
3k
8 ξωn
y20 =
(
y0
y0n
)2
(2.29)
A2 =
3ku20
32ξ3ω3n
(2.30)
σ =
ω2 − ω2n
2ξωωn
(2.31)
L’auto-oscillation correspond alors à ρ = 1, A2 = 0 et σ = 0.
Les conditions de stabilité de l’oscillateur forcé s’écrivent alors :
(3ρ− 1)(ρ− 1) + σ2 > 0 (2.32)
ρ > 0.5 (2.33)
Pour plus de détail voir [LPCC03, LPLM70, LPP71].
On peut montrer que ρ représente une fonction croissante de A2 en dehors de l’ellipse (3ρ− 1)(ρ−
1) + σ2 = 0. L’équation (2.33) implique l’existence d’un seuil pour A2 et par conséquent pour u0,
en dessous duquel la pulsation d’excitation ω ne peut pas apparaître seule sur le spectre de sortie.
Son amplitude et sa pulsation restent confuses avec l’oscillation auto-entretenue ωn. Au-dessus de
ce seuil, la pulsation ωn est étouffée et seulement la pulsation ω apparaît. Pour une analyse plus
physique de ce battement de pulsations, voir [Car48].
Pour une pulsation d’excitation ω = ωn, le seuil de synchronisation est nul.
2.2.3 Identification du modèle de l’oscillateur à partir des résultats expérimen-
taux
Une fois les oscillations auto-entretenues modélisées, ici par un oscillateur de Van der Pol, nous
ajoutons une fonction de transfert F1(s) en entrée de l’oscillateur, une fonction de transfert F2(s)
en sortie, afin de pouvoir rendre correctement compte du transfert total entre l’entrée et la sortie
de l’écoulement de cavité (voir figure 2.4a). Ces fonctions, ainsi que les paramètres de Van der Pol
ξ et k, sont identifiés ensemble par une procédure itérative jusqu’à ce que la sortie Y (t), en réponse
à une excitation sinusoïdale E = E0 sin(ω t), corresponde à la sortie mesurée (expérimentalement)
en réponse à la même excitation. Notons que le modèle de Van der Pol ne prend pas en compte la
valeur moyenne de Y (t).
La pulsation naturelle ωn est généralement connue. Dans notre cas d’étude elle est donnée par
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ωn = 2πf2, où f2 est la fréquence d’oscillation de la cavité extraite de la formule de Rossiter (1.11).
L’identification de F1(s), F2(s) et les paramètres de l’oscilllateur de Van der Pol sont principalement
liées à l’ajustement de l’amplitude d’excitation E0, nommée seuil de synchronisation et notée E0s,
au delà duquelle la fréquence d’excitation est la plus dominante dans le spectre de la mesure. Si le
seuil de synchronisation E0s(ω) est mesuré expérimentalement, nous écrivons :
‖F1(ω)‖ = u0s(ω, ξ/k, ξ)/E0s(ω). (2.34)
Nous commençons cette procédure d’identification itérative à partir des valeurs de E0s, ξ, ξ/k et ω
données. Nous avons :
u0 = E0s ‖F1(jω)‖ . (2.35)
À partir de l’équation (2.30) nous obtenons A2, ainsi nous pouvons déduire ρ et y0 facilement des
équations (2.28), (2.2) et (2.29). Finalement, le gain d’oscillation est calculé à partir de l’équation
(2.12) :
y(t)
u(t)
=
L(jω)
1 + 0.75ky20L(jω)
≡ H(y0, jω). (2.36)
Posons E = E0s sin(ω t) le signal d’entrée et Ymes sin(ω t + φmes) le premier harmonique du signal
de sortie Y (t) mesuré. L’identité complexe :
Y (jω)
y(jω)
=
Y
E
/
(y
u
u
E
)
(2.37)
donne au final :
‖F2(jω)‖ = Ymes
E0s
1
‖H(y0, jω)‖
1
‖F1(jω)‖ , (2.38)
arg [F2(jω)] = φmes − arg [H(y0, jω)]− arg [F1(ω)] . (2.39)
Lorsque F2(s) est identifié à partir des équations (2.38) et (2.39), la relation Y0n = ‖F2(jωn)‖ y0n
et l’équation (2.2) donnent la nouvelle valeur de ξ/k :
ξ
k
=
3
8ωn
[
Y0n
‖F2(jωn)‖
]2
. (2.40)
On lance tout d’abord la procédure itérative de calcul précédemment décrite pour un ξ fixe jusqu’à ce
que le rapport ξ/k converge. Il faut alors comparer le seuil de synchronisation de ce modèle, identifié
à celui du modèle expérimental. S’ils sont différents, la procédure est alors répétée à partir d’une
nouvelle valeur de ξ. Le modèle mathématique est alors représentatif de la réalité expérimentale, et
il peut être utilisé pour établir une loi de commande.
Les résultats de cette stratégie d’identification pour l’écoulement de cavité sont présentés dans la
partie 2.2.5.
2.2.4 Synthèse d’une loi de commande
Lorsque le système est dans son régime permanent d’oscillations auto-entretenues sans excitation
(E = 0), l’objectif est de trouver un correcteur K(s) avec un retour négatif pour supprimer ces
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(a)
(b)
(c)
Figure 2.4 – Description de la procédure d’identification et de contrôle à base de l’oscillateur de
Van der Pol proposée par Le Pourhiet : (a) Modèle de Van der Pol renforcé par des fonctions de
transfert en amont et aval, (b) Modèle bouclé par un controleur K(s) et (c) Modèle équivalent.
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Figure 2.5 – Densité spectrale de puissance de la pression au niveau impactant d’une cavité à
Re = 7 500 (θ0 = 12.12 × 10−4m) et d’un rapport de forme L/D = 2 : la fréquence principale
d’oscillation f2 = 12.94Hz et ses harmoniques.
oscillations, comme illustré sur la figure 2.4b. Pour un régime sinusoïdal, le gain complexe s’écrit :
Y (jw)
E(jω)
= F1(jω)
Φ(jω)
1 +N(y0)Φ(jω)
F2(jω), (2.41)
avec
Φ(s) =
L(s)
1 +K(s)L(s)F1(s)F2(s)
(2.42)
Nous pouvons montrer que le système de la figure 2.4c est équivalent à celui de la figure 2.4b. En
introduisant le correcteur K(s), le système initial, avec transfert direct L(s) et retour non-linéaire
f(y(t)), est remplacé par un retour direct Φ(s) avec la même non-linéarité en retour.
Pour éliminer les oscillations, K(s) doit être choisi pour que le nouveau système équivalent n’oscille
plus. Plus précisément, K(s) est choisi de sorte que le tracé de Nyquist de Φ(s) ne coupe plus le lieu
critique −1/N(y0). En d’autres termes, la phase de Φ(jω) doit être différente de π, quelle que soit
la fréquence. Une condition suffisante pour que la phase de la fonction de transfert soit différente
de π, est que cette fonction soit stable (c’est-à-dire, la partie réelle de ses pôles doit être négative)
et que le dégré relatif entre le numérateur et le dénominateur n’excède pas deux. L’équation (2.42)
montre que Φ(s) est équivalent à L(s) bouclé par un retour K(s)F1(s)F2(s). Donc, pour que Φ(s)
soit stable, le tracé de Nichols de K(s)L(s)F1(s)F2(s) ne doit pas entourer le point critique (180◦,
0 dB). Les marges de gain et de phase doivent être suffisante pour assurer une meilleure sensibilité
aux incertitudes paramétriques.
2.2.5 Application à l’écoulement de cavité
Nous appliquons cette procédure de modélisation à un écoulement de cavité à Re = 7 500, avec une
épaisseur de quantité de mouvement θ0 = 12.12× 10−4m où la fréquence naturelle d’oscillation de
la pression est f2 = 12.94 Hz (voir figure 2.5). Nous appliquons en entrée de cet écoulement des
excitations sinusoïdales avec plusieurs amplitudes et fréquences. Nous avons constaté que le seuil
n’était pas évident à trouver en raison de la nature fortement non-linéaire de l’écoulement de cavité.
Nous avons pu exciter l’écoulement aux fréquences 11.5, 13, 15, 17 et 18 Hz, avec une amplitude
E0 = 2.5 mais il n’a pas été possible d’exciter à d’autres fréquences ni de choisir des amplitudes
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Figure 2.6 – Réponse d’une cavité à Re = 7500 (θ0 = 12.12 × 10−4m) à une excitation E =
2 sin(2πfet) où fe = 17Hz : (a) Évolution temporelle de pression au niveau impactant (b) Densité
spectrale où les fréquences d’oscillation les plus dominantes sont f2 et fe.
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Figure 2.7 – Spectrogramme de la pression au niveau impactant d’une cavité à Re = 7 500 (θ0 =
12.12× 10−4m) et d’un rapport de forme L/D = 2 excitée par E = 10 sin(2πfet) où fe = 10Hz.
plus élevées. La gamme de fréquence et le choix du seuil de synchronisation sont en fait restreints
car au-delà de l’amplitude e0s = 2.5 (pour certaines fréquences d’excitation), l’évolution de la
pression au niveau impactant est fortement perturbée et la cavité ne "sélectionne" durablement
aucune fréquence (voir la figure 2.7). Le critère de synchronisation repose sur la disparition de
la fréquence ωn/2π dans l’analyse spectrale. Nous avons en fait considéré que la synchronisation
était réalisée lorsque cette fréquence ωn/2π est extrêmement faible devant la fréquence d’excitation
ω/2π sur le spectre de la mesure. La figure 2.6 représente l’évolution de la pression. Sur cette
figure, le lecteur peut voir qu’il y a un battement de fréquences, c’est-à-dire lorsque l’on applique
une excitation sinusoïdale avec une amplitude E0 en dessous du seuil de synchronisation.
Le tableau 2.1, illustre l’amplitude du premier harmonique ω = 2πfe présent sur le spectre de la
pression lorsqu’une excitation E = E0s sin(ω t) est appliquée, ainsi que son déphasage par rapport
à la même excitation.
Notons que pour la plupart des excitations appliquées, le rapport d’amplitude entre le fondamental
ω (extrait de la mesure) et son premier harmonique est de l’ordre de 0.4 sauf pour fe = 18Hz, où
il est de l’ordre de 0.25. Cette observation valide l’analyse en premier harmonique.
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Fréquences fe (Hz) 11.5 13 15 17 18
Amplitude du premier Harmonique fe 0.0588 0.0724 0.0894 0.0773 0.0795
Déphasage φmes (rad) 0.4012 0.7157 1.6171 0.1138 2.2573
Table 2.1 – Amplitude du premier harmonique et son déphasage pour une excitation sinusoïdale
(E0 = 2.5) extraits du spectre de la pression au niveau impactant.
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Figure 2.8 – Diagramme de Bode de la fonction de transfert F2(s)identifié en utilisant des excita-
tions avec E0s = 2.5 : phase et amplitude extraites des équations (2.38) et (2.39) (◦) ; La réponse
fréquentielle d’un modèle F2(s) (—) identifié à partir d’une optimisation sur les phase et les gains
identifiés.
Notons que l’identification de F1(s) est théoriquement liée à l’identification du seuil de syn-
chronisation. Comme dans [LPCC03], nous avons choisi F1(s) = 1 en gardant à l’esprit que
cette simplification peut introduire des erreurs paramétriques d’identification, qui pourraient être
compensées par des marges de stabilité suffisamment larges lors de la synthèse d’un correcteur K(s).
La figure 2.8 représente les gains et les phases de la fonction de transfert F2(s) (marqués par ◦) qui
correspondent à chaque fréquence d’excitation, déduits des équations (2.38) et (2.39). A partir de
ces informations (gain et phase), nous avons proposé une représentation stable de F2(s) en utilisant
le critère (1.22), avec
F2(ω) =

1 + 2ξ0ω0 j ω + (j ω)2ω20
1 + 2ξ1ω1 j ω +
(j ω)2
ω2
1

 · 1
1 +
2ξf
ωf
j ω + (j ω)
2
ω2
f
. (2.43)
Le second ordre à droite de l’expression de F2(s) permet d’assurer le comportement passe-bas pour
les fréquences au-delà du deuxième harmonique de la fréquence d’oscillation de la cavité.
Ainsi, la réponse fréquentielle de F2(s) extraite à partir du critère d’optimisation (1.22), en nous
basant sur les gains et les phases obtenus de la procédure d’écrite dans la section2.2.3, est présentée
sur la figure 2.8. Les paramètres identifiés à partir de cette procédure sont :
ξ = 0.01, ξ/k = 0.0402.
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Figure 2.9 – Amplitude et phase de Φ(s).
Nous avons validé le modèle en comparant l’amplitude du premier harmonique du spectre de sortie
du modèle à celui de la mesure en réponse à des excitations sinusoïdales avec e0 = 2.5. Pour les
excitations 13, 15, 17 et 18Hz, leurs amplitudes sont proches de celles de la mesure. Ce n’est pas le
cas pour l’excitation 11.5Hz, qui n’est pas dominante dans le spectre de sortie du modèle. Malgré
cette légère incohérence, nous avons gardé ce modèle pour la synthèse d’un contrôleur.
Un correcteur PIDK(s) a été synthétisé afin de stabiliser ce modèle en suivant les consignes données
dans la section 2.2.4. Cette stabilisation revient à trouver un correcteur K(s) tel que la phase Φ(s)
soit différente à π pour toute fréquence. En utilisant la méthode heuristique de Ziegler–Nichols du
point critique [ZN42] qui revient à amener le système vers sa limite de stabilité, les coefficients du
correcteur K(s) ont été trouvés :
K(s) = 170 +
0.4
s
+
377s
s+ 188.5
.
La figure 2.9 représente la réponse fréquentielle de Φ(s). Il est clair que la phase n’excède jamais
180◦.
Nous voyons que ce correcteur K(s) est efficace à la stabilisation des oscillations auto-entretenues
du modèle identifié (voir figure 2.10a). Cependant, lorsque K(s) est appliqué à des simulations
numériques directes de l’écoulement, il échoue à stabiliser la cavité, comme nous pouvons l’apercevoir
sur l’évolution temporelle de la pression au niveau impactant (figure 2.10b). Cette observation
nous apprend que cette démarche d’identification échoue à extraire la dynamique responsable de la
naissance des instabilités dans la couche de cisaillement. Il est donc nécessaire de trouver une autre
méthode d’identification. Nous apercevrons dans le chapitre 5 que cet échec est principalement du
à la dynamique de cavité étudiée qui comporte deux modes instables. Le modèle de Van der Pol ne
peut par contre prendre en compte qu’une seule bifurcation de Hopf.
2.3 Modèle à phase dynamique 55
15 20 25 30
−0.06
−0.04
−0.02
0
0.02
0.04
0.06
t (s)
p
(P
a)
(a)
15 20 25 30
−0.6
−0.5
−0.4
−0.3
−0.2
−0.1
0
0.1
0.2
0.3
0.4
t (s)
p
(P
a)
(b)
Figure 2.10 – Implémentation du correcteur K(s) en boucle fermée à t = 20 s : (a) sur le modèle
identifié par la méthode proposée par Le Pourhiet (b) ainsi qu’en simulation numérique directe pour
un écoulement de cavité à Re = 7500 avec θ0 = 12.12× 10−4m.
2.3 Modèle à phase dynamique
2.3.1 Modèlisation
Dans cette partie nous présentons une démarche d’identification et de contrôle non-linéaire déve-
loppée par Rowley [RJ05] connue sous le nom de "modèle à phase dynamique". Cette démarche
est inspirée du travail de Tadmor et Noack [TND+03, TNMS04, NAM+03, NTM04]. Elle ignore
complètement les équations de Navier-Stokes et fournit un modèle d’ordre réduit qui capte la dy-
namique non–linéaire de l’écoulement.
L’équation complexe de Ginzburg-Landau cubique a été introduite par Newell et Whitehead [NW69]
comme une équation de modulation d’amplitude. Si q(x, t) est l’amplitude complexe, où x est ici
une variable d’espace pour un problème 1D, l’équation de Ginzburg-Landau peut s’écrire comme
suit :
∂q
∂t
+ cg
∂q
∂x
= (σg + jωn)q + ξ
2 ∂
2q
∂x2
− α|q|2q (2.44)
où cg, ξ2 et σg représentent respectivement la vitesse de groupe du paquet d’onde, le paramètre
complexe de diffraction et le taux d’amplification. Le terme non-linéaire −α|q|2q est le terme non–
linéaire d’ordre le plus bas qui sature la croissance q tout en respectant les symétries du système
[SSO87]. Dans la suite ,les dérivées spatiales dans l’équation (2.44) sont considérées nulles, car nous
considérons un phénomène globale qui ne dépend pas du temps. Ainsi, on obtient :
∂q
∂t
= (σg + jωn)q − α|q|2q, (2.45)
En notant q = rejφω , l’équation (2.45) devient :
r˙ + jrφ˙ω = (σg + jωn)r − αr3, (2.46)
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que l’on peut réécrire sous forme d’un système d’équations :{
r˙ = σgr − αr3
φ˙ω = ωn
. (2.47)
Ce système dynamique simple décrit les oscillations à une pulsation ωn en coordonnées polaires.
Lorsque σg ≤ 0 l’origine (r = 0, φω = 0) est globalement asymptotiquement stable. Si σg > 0
l’origine est instable via une bifurcation de Hopf qui engendre l’apparition d’un cycle limite stable
d’amplitude r =
√
σg/α. En coordonnées cartésiennes, et en posant :
(a1, a2) = (r cos(φω), r sin(φω)) . (2.48)
le système d’équations (2.47) peut s’écrire :
a˙ = A(r)a, (2.49)
où a = (a1, a2), r = |a| et
A(r) =
(
σg − αr2 −ωn
ωn σg − αr2
)
(2.50)
Remarque 2 Les paramètres σg et α sont réglés afin de reproduire la configuration expérimentale.
Ceci s’effectue en observant la croissance transitoire des oscillations (de pression) à partir d’une
condition initiale proche du point d’équilibre instable de Navier-Stokes. Pour avoir une estimation
correcte de ces paramètres, il est nécessaire d’avoir un correcteur stabilisant le point d’équilibre
instable afin de ramener l’écoulement sur l’état de base. Puis, l’action du contrôle sera suspendue
pour laisser croître les oscillations.
Le modèle (2.49) sert à décrire la dynamique prépondérante d’un écoulement de fluide où les os-
cillations auto-entretenues sont observées. Rowley ajoute au modèle un terme u(t) qui modélise la
commande. Le modèle final prend l’allure suivante :
a˙ = A(r)a+Bu, (2.51)
où la matrice de commande B est donnée par :
B =
(
b1
b2
)
.
Les paramètres de commande b1 et b2 sont identifiés à partir des simulations numériques de l’écoule-
ment soumis à une excitation sinusoïdale de faible amplitude et de pulsation proche de la pulsation
naturelle ωn.
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2.3.2 Synthèse d’une loi de commande
Après [TNMS04], Rowley [RJ05] propose un contrôle sinusoïdal à la fréquence d’oscillation de
l’écoulement avec un choix approprié de la phase et une amplitude qui varie lentement. Ce choix
de commande a été effectué afin de rester dans le domaine de validité du modèle proposé. En
coordonnées polaires, l’équation (2.51) devient :{
r˙ = (σg − αr2)r + (b1 cos(φω) + b2 sin(φω))u
φ˙ω = ωn +
1
r (b2 cos(φω)− b1 sin(φω))u
(2.52)
Choisissons u comme :
u = rc cos(φω − φc), (2.53)
où φc et rc sont les paramètres de contrôle qui doivent être choisis soigneusement.
Supposons que r varie lentement et que la commande u reste de petite amplitude, l’équation moyenne
de l’équation (2.52) sur φω ∈ [0, 2π] s’écrit :{
r˙ = (σg − αr2)r + gr
φ˙ω = ωn +
gφ
r
, (2.54)
avec {
gr =
rc
2 (b1 cos(φc) + b2 sin(φc))
gφ =
rc
2 (b2 cos(φc)− b1 sin(φc))
.
Pour de plus amples détails sur l’équation moyennée voir [RJ05, GH83].
Si r˙ et φ˙ω − ω sont petits d’ordre O(ε) (négligeable), alors la théorie de la moyenne dit que les
solutions de l’équation (2.54) sont proches à l’O(ε) des solutions de l’équation (2.52) pour un temps
t ∈ [0, 1/ε]. Alors, pour le choix suivant de φc :
cos(φc) =
b1
|b| , sin(φc) =
b2
|b| , (2.55)
on obtient :
gr = rc
b
2
, gφ = 0. (2.56)
Un choix possible pour rc est alors :
rc = −2κ r/|b|, (2.57)
pour lequel l’équation moyennée (2.54) en boucle fermée devient :{
r˙ = (σg − κ − αr2)r
φ˙ω = ωn
. (2.58)
En choisissant 0 < κ < σr, l’amplitude de l’orbite périodique décroit à
√
(σg − κ)/α. Si κ > σg,
alors l’origine devient globalement tractable, au moins pour le modèle. Cependant, pour une synthèse
d’un correcteur en configuration expérimentale nous devrons choisir soigneusement κ pour ne pas
avoir une commande de forte amplitude qui pourrait amener la cavité vers un autre régime (par
conséquent sortir de la gamme de validité du modèle).
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2.3.3 Synthèse d’un observateur
Nous avons besoin de l’estimation de la valeur de l’enveloppe des oscillations r et de l’estimation
de θ pour pouvoir implémenter la loi de commande présentée précédemment. [RJ05] propose un
estimateur linéaire en supposant que r˙ = 0 dans l’équation (2.54), il obtient un obervateur de la
forme : (
˙ˆa1
˙ˆa2
)
=
(
0 −ωn
ωn 0
)(
aˆ1
aˆ2
)
+
(
b1
b2
)
u+
(
L1
L2
)
(η − aˆ1), (2.59)
où η représente la mesure issue du capteur. Dans le cas de l’écoulement de cavité, elle représente la
mesure de la pression au point impactant. Sans présence de commande ni de correction, l’observateur
(2.59) devra estimer les oscillations de pulsation ωn.
La dynamique d’estimation est évaluée à partir de l’erreur d’estimation (e1, e2) :
e1 = a1 − aˆ1, e2 = a2 − aˆ2 (2.60)
En soustrayant (2.59) de (2.51) lors du régime permanent, nous obtenons :{
e˙1 = −ωne2 − L1e1
e˙2 = ωne1 − L2e1
(2.61)
Ainsi, nous pouvons obtenir facilement la dynamique de e1
e¨1 = −L1e˙1 − (ω2n − ωnL2)e1 (2.62)
L’idée est d’avoir une erreur d’estimation qui asymptotiquement s’annule. Cet objectif est atteint
par un choix approprié de L1 et L2 comme a été reporté dans [RJ05] :
L1 > 0, L2 = ωn − L21/2ωn
qui permet à e1 d’avoir une dynamique pseudo–périodique qui tend vers 0.
Notons que le modèle à phase dynamique ne prend pas en compte la valeur moyenne de la mesure.
Pour cette raison nous suggérons qu’en configuration expérimentale, la valeur moyenne de la mesure
doit être soustraite, soit par un filtre passe–haut, soit par la soustraction de la valeur moyenne
estimée à partir d’un filtre à moyenne mobile.
La figure 2.11 schématise la procédure de contrôle proposée dans [RJ05]. Malheureusement cette
procédure n’a pu être appliquée dans le contrôle de l’écoulement incompressible de fluide au dessus
d’une cavité ouverte. La raison est la méconnaissance des paramètres constituants l’équation de
Stuart-Landau dans notre cas d’étude, à moins qu’un contrôleur soit connu d’emblée pour avoir une
meilleur estimation de ces paramètres.
2.4 Conclusion
Dans ce chapitre, nous avons présenté deux procédures d’identification d’un modèle simple non-
linéaire de l’écoulement de cavité, ainsi que les procédures de synthèse d’une loi de commande
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Figure 2.11 – schéma de la démarche de contrôle basée sur un modèle à phase dynamique
dédiée. Nous avons montré que le modèle basé sur l’oscillateur de Van der Pol peut prétendre à
la modélisation des systèmes qui présentent des oscillations auto-entretenues. Malheureusement ce
dernier a échoué dans notre cas d’étude.
Nous avons également pu faire la lumière sur le modèle à phase dynamique qui a eu un succès
considérable pour l’identification et le contrôle des oscillations dans l’écoulement compressible de
cavité. Néanmoins, cette procédure n’a pas pu être menée à bout dans notre étude en raison de
la méconnaissance d’un contrôleur stabilisant le point fixe instable, nécessaire à l’identification des
paramètres de l’équation de Ginzburg-Landau.

Chapitre 3
Contrôle empirique
3.1 Introduction
Tout au long des chapitres précédents, nous avons vu que l’obtention d’un modèle réduit pour décrire
la dynamique responsable de l’apparition des oscillations de la couche cisaillée de la cavité n’est pas
une tâche facile. Pour cette raison, nous avons également envisagé des tentatives heuristiques pour
tenter de stabiliser la couche cisaillée.
Deux procédures de contrôle empirique seront proposées dans ce chapitre. La première procédure
nous a été inspirée par les travaux de Rowley [RJ05]. Elle consiste à introduire une force volumique
dont le sens de variation l’oppose à chaque instant à la vitesse locale de la couche cisaillée. En
revanche, notre procédure est basée sur un contrôle pulsé que nous allons présenter dans la première
partie de ce chapitre. Ce choix s’inspire du fonctionnement de l’actionneur plasma.
Une partie du chapitre sera consacrée aux contrôles par commande à retard. Nous présenterons les
différents résultats obtenus par des tests sur des cavités issus des simulations numériques directes.
Nous présenterons également une loi de commande évanescente basée sur le contrôle à retard. Ce
contrôle sera également appliqué au modèle de Rössler afin d’apporter une justification concrète
au succès de ce type de contrôle. Il s’apparente aux travaux de Pyragas pour le contrôle du chaos
dans les systèmes dynamiques. La commande Pyragas fera l’objet d’un rappel ainsi que son essai
sur l’écoulement de cavité.
3.2 Commande pulsée à quadrature de phase
Cette loi de commande est basée sur l’évolution temporelle de la pression au niveau du point
impactant. Elle est calibrée en fonction du passage de la pression par deux niveaux de valeur (voir
figure 3.1). Ces niveaux Niv1 et Niv2 sont calculés en fonction d’une moyenne mobile de pression
p¯(t), de la valeur maximum pmax et de la valeur minimum pmin de la pression de la période actuelle
comme suit :
Niv1 = [pmax − p¯(t)]× 30%
Niv2 = [pmin − p¯(t)]× 30%
(3.1)
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Figure 3.1 – Description schématique de la commande empirique à quadrature de phase pulsée,
calibrée en fonction du passage de la pression (point impactant) entre les niveaux Niv1 et Niv2.
où p¯(t) est donnée par :
p¯(t) =
1
m
m∑
N=1
(pmax(N) + pmin(N))
2
pmax(i) et pmin(i) représentent réspectivement le maximum et le minimum de la pression des i
périodes précédentes. Dans notre étude, nous avons choisi m = 2.
Le signe de la commande ainsi que son temps d’application dépendent du passage de pression
entre les deux niveaux Niv1 et Niv2. Cette commande prend deux valeurs distinctes suivant le sens
d’évolution de la pression comme suit :
fx =


a(pmax − p¯(t)) si l’on est sur le front descendant et si : Niv2 < p(t) ≤ Niv1
a(pmin − p¯(t)) si l’on est sur le front montant et si : Niv2 ≤ p(t) < Niv1
0 si : p(t) > Niv1, p(t) < Niv2
(3.2)
où a représente un gain conditionnant l’intensité du contrôle.
En implémentant cette loi de commande heuristique en simulation numérique directe et en faisant
varier le gain a, on parvient à réduire d’environ 45% l’amplitude du cycle limite. Ceci est illustré sur
la figure 3.2. Nous obtenons par tests la valeur optimale de a = 30 procurant la meilleure réduction.
La figure 3.3 représente l’évolution temporelle de la commande pulsée ainsi que les niveaux Niv1
et Niv2 pour un gain a = 30. On aperçoit que cette commande ne parvient pas à supprimer le
cycle limite, mais permet cependant de déplacer la fréquence d’oscillation de la couche cisaillée
vers d’autres fréquences d’oscillation comme on peut le voir en comparant les figures 3.4 et 2.5.
La fréquence dominante a été deplacée de 12Hz à 14Hz. On aperçoit également que la commande
pulsée avec a = 30 attenue nettement l’intensité des fréquences d’oscillations de la couche cisaillée
(voir figure 3.5).
Notons qu’une redéfinition de p¯(t) comme :
p¯(t) =
1
T
∫ T
0
p(t) dt (3.3)
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Figure 3.2 – Rapport entre l’amplitude de la pression du régime forcé établi (commande pulsée) et
de la pression du régime permanent (sans présence de contrôle) : (a) Rapport entre les amplitudes
maximales et (b) Rapport entre les amplitudes minimales.
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Figure 3.3 – Évolution temporelle de la commande pulsée heuristique à quadrature de phase
implémentée à temps t = 20 s (–) (normalisée par son gain a = 30) en fonction de l’évolution
temporelle de pression (–). Les bordures (–) représentent les niveaux Niv1 et Niv2 donnés par
l’équation (3.1).
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Figure 3.4 – Densité spectrale de puissance de la pression au niveau du point impactant en régime
établi d’une cavité à Re = 7 500 (θ = 12.12×10−4m) et d’un rapport de forme L/D = 2, lorsqu’elle
est soumise à une loi de commande pulsée à quadrature de phase : la fréquence principale d’oscillation
f2 = 14.16Hz et ses harmoniques.
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Figure 3.5 – Intensité des trois premiers harmoniques de l’oscillation de la pression lorsque la cavité
est soumise à une loi de commande pulsée à quadrature de phase.
avec T = T2 où T2 = 1/f2 (voir équation (1.11)), n’apporte aucune modification notable sur le
résultat. Pour supprimer complètement les oscillations, on doit s’orienter vers d’autres procédures
de contrôle.
3.3 Contrôle à retard
3.3.1 Contrôle à retard sur l’écoulement de cavité
La stratégie de contrôle en opposition de phase est une procédure naturelle pour les systèmes
oscillatoires. Par contre, on doit prendre en compte le temps nécessaire à une perturbation, née en
amont, pour atteindre l’aval de la cavité. Nous proposons de concevoir une loi de commande basée
sur la mesure de la pression retardée sur le coin aval de la cavité, pondérée par un gain a. La loi de
commande s’écrit :
fx = a p(t− τ). (3.4)
Le gain a > 0 détermine l’intensité du contrôle, il doit être choisi soigneusement pour ne pas
déplacer la cavité vers un autre régime d’écoulement indésirable. La pression p est mesurée au point
impactant aval de la cavité et τ est le temps de retard.
Comme il n’existe pas une signification directe de la réponse en phase pour un système non-linéaire,
le retard et le gain sont trouvés par essais jusqu’à la suppression des oscillations de la couche
cisaillée. La valeur optimale de τ qui élimine le cycle limite est τ = T2/6, où f2 = 1/T2 est la
fréquence dominante du régime auto-oscillant de la cavité et associée à un gain a = 10. La figure
3.6 illustre l’efficacité de cette loi de contrôle empirique. Le contrôle est actionné à t = 20 s, quand
la cavité atteint son régime établi (cycle limite).
En appliquant la même loi de contrôle à d’autres écoulements de cavité à Re = 7000 et 8000 avec un
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τ estimé à partir de la fréquence d’oscillation de la couche cisaillée, comme décrit précédemment,
cette loi de commande stabilise systématiquement un point d’équilibre.
Nous avons également effectué une étude de robustesse a posteriori de la commande à retard dans son
régime établi ayant pour configuration un Re = 7500 et θ0 = 12.1× 10−4m. En changeant θ0 ainsi
que le nombre de Reynolds de 7500 à 7000 et 8000, nous avons observé que cette loi de commande
reste insensible, bien que la fréquence d’oscillation de la cavité change légèrement et respectivement
de 13Hz à 12Hz et 14Hz. Ceci est clairement illustré sur la figure 3.7. Sur ces spectrogrammes, nous
notons qu’aucune fréquence d’oscillation (en régime permanent) n’est présente après introduction à
l’instant t = 20 s de la commande à retard.
Par contre, le signal de commande tend vers une valeur asymptotique non nulle (voir figure 3.6).
Pour obtenir une commande évanescente, c’est à dire asymptotiquement nulle, il suffit de soustraire
à la pression retardée la valeur finale asymptotique de celle-ci. Pour rendre un tel contrôle réalisable,
i.e. sans avoir à connaître a priori cette valeur asymptotique, nous avons légèrement modifié la loi
de commande (3.4), en soustrayant la valeur moyenne pavg(t) mobile de la pression :
fx = a (p(t− τ)− pavg(t)) (3.5)
La pression moyenne pavg est calculée par un filtre à moyenne glissante avec une fenêtre temporelle
d’une longueur Tmean :



x1(k + 1)
x2(k + 1)
x3(k + 1)
...
xn(k + 1)


=


0 0 · · · 0 0
1 0 · · · 0 0
0 1 · · · 0 0
...
...
. . .
...
...
0 0 · · · 1 0




x1(k)
x2(k)
x3(k)
...
xn(k)


+


1
0
0
...
0


p(k)
pavg(k) =
1
n
[
1 1 1 · · · 1
]


x1(k)
x2(k)
x3(k)
...
xn(k)


(3.6)
où k est l’indice de l’échantillon, x est le vecteur d’état du filtre et n est la longueur du filtre, calculé
en fonction de la durée de la fenêtre temporelle Tmean du filtre :
n =
Tmean
δt
(3.7)
où δt est le pas de temps de la simulation dynamique.
Pour avoir une estimation satisfaisante de la pression moyenne, nous choisissons Tmean = T2. Avec
un tel choix, les oscillations ont été supprimées avec une commande qui tend vers une valeur quasi-
nulle, comme nous pouvons le vérifier sur la figure 3.8. Avec une telle loi de commande à retard
en boucle fermée, facile à implémenter, notre objectif de stabiliser la cavité est atteint. Toutefois
afin d’extraire la dynamique responsable de l’apparition des instabilités dans la couche cisaillée
et d’imposer la robustesse a priori, nous devons aller plus loin que cette simple loi de commande.
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Figure 3.6 – Contrôle en boucle fermée avec fx = a p(t − τ) pour une cavité à Re=7500 avec
θ0 = 12.1× 10−4m. Pression au point impactant (en haut) et commande appliquée (en bas).
L’objectif est à présent d’identifier la dynamique linéaire instable. Notons que du fait de l’instabilité
de l’état de base l’identification ne sera possible qu’en boucle fermée.
3.3.2 Contrôle à retard sur Rössler
Nous utilisons le modèle Rössler (système chaotique) comme moyen permettant de justifier le
contrôle à retard en boucle fermée abordé précédemment.
Les équations définissant le système de Rössler sont données par :

x˙ = −y − z
y˙ = x+ a y
z˙ = b+ z (x− µ)
(3.8)
où a = 0.432, µ = 4 et b = 2. Avec ces paramètres et sans aucune perturbation externe, l’attracteur
du système de Rössler est présenté sur la figure 3.9. Ce système possède deux points fixes A+ et
A−. Les coordonnées de ces points fixes sont obtenues en mettant x˙, y˙ et z˙ = 0 de (3.8) :
A± =


x± =
µ±
√
µ2 − 4ab
2
y± = −µ±
√
µ2 − 4ab
2a
z± =
µ±
√
µ2 − 4ab
2a
(3.9)
A− se trouve au centre de l’attracteur de Rössler. Ce point entraine la divergence spirale dans le
plan (x, y). Tandis que A+ se trouve éloigné du centre. Il guide la rétraction de l’attracteur sur lui
même.
Un terme additif F (t, y) est ajouté aux dynamiques du modèle de Rössler à la variable y (sortie
observable) afin de contrôler la dynamique complète de ce système. Ainsi le système d’équations
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Figure 3.7 – Étude de robustesse a posteriori du contrôle en boucle fermée avec fx = a p(t − τ).
Spectrogramme de la pression au point impactant de la cavité à Re = 7 000 avec θ = 12.5× 10−4 m
(a), (b) Re = 8 000 avec θ = 11.7× 10−4 m et (c) Re = 7 500 avec θ = 11.9× 10−4 m.
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Figure 3.8 – Contrôle en boucle fermée avec fx = a (p(t− τ)− pavg(t)) pour une cavité à Re=7500
avec θ0 = 12.1 × 10−4m. La pression au point impactant (en haut) et la commande appliquée (en
bas).
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Figure 3.9 – Attracteur de Rössler.
(3.8) devient : 

x˙ = −y − z
y˙ = x+ a y + F (t, y)
z˙ = b+ z (x− µ)
(3.10)
avec
F (t, y) = κ[y(t− τ)− yavg(t)] (3.11)
où yavg(t) est la valeur moyenne mobile de y, calculée par un filtre à moyenne glissante (voir équation
(3.6)), soustraite pour avoir une commande évanescente. Le retard τ , associé à un κ optimal, est
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réglé pour que F (t, y) agisse en opposition de phase au comportement linéarisé de Rössler :{
x˙ = −y
y˙ = x+ a y
(3.12)
En stabilisant la dynamique linéaire instable, il est clair que le contrôle du point fixe est atteint
(voir figure 3.10) avec un signal de commande évanescent, et peu importe la condition initiale.
Nous pouvons conclure que la loi de commande à retard, développée pour le contrôle de l’écoule-
ment de cavité, agit effectivement sur la dynamique linéaire instable de l’écoulement de cavité, par
conséquent la dynamique globale de l’écoulement.
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Figure 3.10 – Point fixe de l’attracteur de Rössler (à gauche) stabilisé par un contrôle à retard de
type F (t, y) = κ[y(t− τ)− yavg(t)] (à droite).
3.4 Commande Pyragas
L’approche Pyragas est largement utilisée par les expérimentalistes pour le contrôle des systèmes à
comportement oscillatoire (ex : Rössler) [BJS05]. Cette approche s’appuie sur un contrôle en boucle
fermée proportionnelle à la différence entre l’état courant du système et son état à un instant
précédent. Considérons un système dynamique décrit par les équations différentielles de premier
ordre :
dX
dt
≡ X˙ = f(X, t) (3.13)
où X ∈ Rn est le vecteur d’état, f : R+ × Rn → Rn est une application non-linéaire de X et
de t. En absence d’une excitation externe, la dynamique d’un tel système évolue dans un espace
appeler ”attracteur”. Le contrôle type Pyragas est habituellement utilisé pour stabiliser une orbite
périodique instable (OPI) se trouvant dans un attracteur chaotique. Cela est effectué par l’ajout
d’un terme F (t,X) à l’équation (3.13) :
X˙ = f(X, t) + F (t,X) (3.14)
avec
F (t,X) = κ[X(t− τ)−X(t)] (3.15)
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Figure 3.11 – Point fixe de l’attracteur de Rössler stabilisé par la commande type Pyragas.
où τ est supposé être la période de l’orbite périodique instable ciblée et κ le gain du contrôle. Il y a
une plage finie de valeur de κ pour laquelle l’objectif est atteint. En utilisant l’analyse de stabilité
de Floquet (voir [Piv13]), cette plage est trouvée telle que la partie réelle de l’exposant de Floquet
est négative. Pour plus de détail voir [BJS05, Piv13]. Pour stabiliser le point fixe, nous choisissons
des paramètres appropriés : τ est fixé égal à la demi-période de l’orbite la plus instable avec un
κ approprié. Cette méthode de contrôle est pratique pour une implémentation expérimentale car
nous n’avons pas besoin de connaître l’orbite cible. Cette loi de commande fournit un signal de
commande nul lorsque l’orbite cible est stabilisé.
Nous reprenons le modèle de Rössler (voir équation (3.10)) pour illustrer l’efficacité de la loi de
commande type Pyragas. À partir de la figure 3.11, il est clair que cette commande stabilise le point
fixe. Par contre, appliquée sur un écoulement de cavité à Re = 7500 (θ = 12.12 × 10−4m) avec
τ = T2/2 pour différentes valeurs de κ, échoue à stabiliser la couche cisaillée (voir figure 3.12).
Il est nécessaire de noter que cette loi de commande ne peut être généralisée à tout système oscil-
latoire.
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Figure 3.12 – Pression au niveau du point impactant d’un écoulement de cavité à Re=7500 (θ =
12.12× 10−4m) soumis à un contrôle de type Pyragas (F (t, p) = 10× [p(t− T2/2)− p(t)]).
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3.5 Conclusion
Nous avons présenté tout au long de ce chapitre des méthodes empiriques de contrôle en boucle
fermée sans la moindre connaissance de la dynamique qui donne naissance à l’instabilité de la
couche cisaillée. La première méthode, que nous avons appliqué, est basée sur le principe d’une
commande à quadrature de phase pulsée, calée sur l’évolution temporelle de la pression au niveau
du point impactant. Cette loi de commande parvient à réduire l’intensité en énergie des fréquences
d’oscillation de la cavité, également à déplacer légèrement ces fréquences vers les hautes fréquences.
Malheureusement, ce genre de contrôle n’ouvre pas la voix vers une possible identification en boucle
fermée, car le cycle limite n’est pas totalement supprimé.
Une commande à retard en boucle fermée, basée sur la pondération de la pression retardée, nous
permet de stabiliser les oscillations de la cavité. L’idée de base était de faire une simple loi de
commande en opposition de phase. Mais à cause de la non-colocalisation de l’actionneur et du
capteur de pression ainsi que la nature non-linéaire de notre système, nous nous sommes orientés
vers un contrôle à retard avec des paramètres ajustés jusqu’à suppression des oscillations. Nous
avons également constaté que ce contrôle à retard se révèle robuste au changement de configuration
d’écoulement. Une légère modification de cette loi de contrôle à retard permet également d’obtenir
une commande évanescente, ce qui est intéressant en terme de consommation énergétique si ce
genre de contrôle est amené à être appliqué sur un banc expérimental.
Nous avons vu également que ce type de contrôle peut être considéré comme une variante de la
commande Pyragas au contrôle du chaos présent dans les systèmes dynamiques. Néanmoins, cette
commande Pyragas n’arrive pas à stabiliser l’écoulement de cavité.
Grâce à ce contrôle à retard, l’identification en boucle fermée pour l’extraction de la dynamique
linéaire instable de la cavité est à présent possible, à condition de trouver la bonne méthode
d’identification pour notre cas d’étude. Nous avons opté pour l’identification ERA en boucle fermée
(Eigensystem Realization Algorithm). Cette méthode fera l’objet du prochain chapitre.

Chapitre 4
Eigensystem Realization Algorithm
4.1 Introduction
L’identification d’un modèle linéaire de l’écoulement de cavité reste un défi à relever. Plusieurs
tentatives ont été menées durant notre étude, notamment celles décrites dans les chapitres 1 et 2.
Malheureusement, aucune d’elles n’a abouti. Ceci nous a poussé à nous orienter vers des méthodes
de contrôles empiriques (décrites au chapitre 3), appliquées aux simulations numériques directes de
l’écoulement, basées essentiellement sur la connaissance de l’évolution temporelle de la pression au
coin aval de la cavité. Une méthode de contrôle à retard en boucle fermée trouvée par essai nous a
permis de stabiliser l’état de base stationnaire (voir section 3.3). Cela permet d’appliquer à présent
des méthodes d’identification en boucle fermée.
Trois principales approches d’identification en boucle fermée ont été introduites ces 30 dernières
années en automatique : i) les approches directes, ii) les approches indirectes, iii) les approches
entrées/sorties communes. Chacune d’elles comporte des avantages et des inconvénients, pour plus
de détail voir [SS88]. Le choix de l’une de ces approches pour l’écoulement de cavité doit être étudié
en fonction des contraintes imposées par la nature de la dynamique d’un tel système. Notons aussi
que l’application d’une méthode non-paramétrique avec de telles approches est déconseillée. En ef-
fet, l’analyse spectrale en boucle fermée est une tâche facile à mettre en œuvre, mais en présence
de bruit de mesure, cette analyse fournit un modèle biaisé. Ceci, à cause de la méconnaissance de
la corrélation entre l’entrée du système en boucle ouverte et du bruit de mesure, due à la boucle de
retour du correcteur [VDH98, FL99].
En raison de la présence des retards de convection et de propagation présents dans la dynamique
intrinsèque de l’écoulement de cavité, nous avons choisi d’effectuer une identification ERA (Egein-
system Realization Algorithme) en boucle fermée. Cette méthode permet de produire d’une part
un modèle d’ordre réduit tout en équilibrant commandabilité et observabilité et d’autre part l’ap-
proximation d’un retard que l’on sait très bien est d’ordre infinie. ERA en boucle fermée a déjà été
appliquée en écoulement compressible de cavité avec succès dans un régime instable [IMR11, IMR12].
Dans ce chapitre, nous introduisons ERA en boucle ouverte afin de comprendre le concept de la
troncature équilibrée. Cette méthode a été introduite par Juang [JP85] et a été étendue à l’identi-
fication des systèmes instables [JP94, PJHL94].
Nous allons présenter également dans ce chapitre les deux extensions de ERA en boucle fermée. Nous
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introduirons ERA avec une dynamique de correcteur connue nommée OCID (Observer/Controller
Identification), suivi de ERA avec une dynamique de correcteur inconnue. Nous clôturerons ce
chapitre par de simples exemples d’application de cette méthode d’identification en boucle fermée.
4.2 ERA en boucle ouverte
ERA a été introduite dans [JP85] pour extraire une représentation en variables d’état d’un système
stable à partir de ses entrées et de ses sorties. Cette technique d’identification est basée sur l’histo-
rique de la réponse impulsionnelle connue sous le nom de paramètres de Markov.
Le modèle est écrit sous une forme discrète, invariant dans le temps :{
x(k + 1) = Ax(k) +B u(k)
y(k) = C x(k) +Du(k)
(4.1)
où x ∈ Rn , u ∈ Rj , et y ∈ Rq. k représente l’indice du temps. A, B, C et D sont respectivement les
matrices d’état, de sortie, d’entrée et d’action directe. Pour un système stable, A est une matrice
de Schur, c’est à dire que ses valeurs propres appartiennent au cercle unité. Cette caractéristique
du système discret stable est équivalente au système continu stable avec une matrice d’état dite
Hurwitz.
Nous rappelons ici les concepts de commandabilité et d’observabilité sur lesquels repose l’identifi-
cation ERA.
4.2.1 Commandabilité
Le système est dit commandable s’il existe une commande u(k), appliquée sur un intervalle de temps
fini 0 ≤ k ≤ s, qui fait évoluer le système de son état initial x(0) à un état x(s). En d’autre termes,
il s’agit de ramener toutes les variables d’état vers le point d’équilibre, quel que soit l’état initial du
système.
Cette définition de la commandabilité, dans le cas du système (4.1), est équivalente à un critère
algébrique. Il n’introduit que les matrices d’état du système.
Le système est dit commandable si la matrice de commandabilité G, donnée par :
G ∆=
[
B AB A2B · · · An−1B
]
∈ Rn×n j (4.2)
est de rang n, où n représente la dimension du système.
Remarque 3 Notons que la notion de commandabilité ne fait intervenir que les matrices A et B
(voir équation (4.2)). On dit alors que la paire (A,B) est commandable.
Un autre critère algébrique permet de statuer plus finement sur la commandabilité du système. Ce
critère est basé sur le Grammien de commandabilité Wc :
Wc = GGT (4.3)
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qui doit être inversible. En d’autre terme, il doit être de rang plein.
4.2.2 Observabilité
La notion d’observabilité est essentielle lorsqu’il s’agit de la synthèse d’un observateur.
Nous pouvons résumer le problème de l’observabilité à la reconstruction de l’état initial x(0), à
partir de l’unique connaissance des mesures y(k) et des commandes u(k) sur un intervalle de temps
fini 0 ≤ k ≤ s [BDTR+92].
Comme pour la commandabilité, il existe un critère algébrique permettant d’évaluer l’observabilité
du système. Ce critère ne fait intervenir que les matrices A et C. Nous pouvons donc ramener
l’étude de l’observabilité à l’étude de la paire (A,C). Le système est dit observable, si la matrice
d’observabilité O :
O ∆=


C
CA
CA2
...
CAn−1


∈ Rqn×n (4.4)
est de rang égal à l’ordre du système n.
Nous pouvons ramener ce critère algébrique à l’étude de l’inversibilité du Grammien d’observabilité
Wo, donné par :
Wo = OTO (4.5)
En d’autre terme, Wo doit être de rang plein.
4.2.3 Démarche à suivre pour l’identification du modèle
L’objectif de ERA est de produire si nécessaire une représentation réduite du système 4.1 en identi-
fiant les matrices A, B, C et D qui constituent le système (4.1) tout en équilibrant la commandabilité
et l’observabilité. Ceci revient à chercher à égaliser Wo et Wc comme suit :
Wc ≡Wo =


∗ 0 · · · 0
0 ∗ · · · 0
...
...
. . .
...
0 0 · · · ∗

 (4.6)
où ∗ représente un terme quelconque.
Dans cette partie, nous allons décrire les démarches à entreprendre pour identifier un modèle.
L’algorithme de la réalisation d’un système propre implique de former dans un premier temps la
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matrice d’Hankel généralisée à partir des paramètres de Markov :
H(k − 1) =


Y (k) Y (k + 1) · · · Y (k + γ − 1)
Y (k + 1) Y (k + 2) · · · Y (k + γ)
...
...
. . .
...
Y (k + β − 1) Y (k + β) · · · Y (k + β + γ − 2)

 ∈ Rβq×γj (4.7)
où γ et β sont des entiers choisis de sorte que la dimension de la matrice d’Hankel soit supérieure à
l’ordre n du système. Ils doivent donc satisfaire γj ≫ n et βq ≫ n. Les paramètres de Markov sont
donnés comme suit :
Y (0) = D, Y (k)
∆
= CAk−1B, k = 1, 2, 3, ... (4.8)
Nous effectuons dans un second temps une décomposition en valeurs singulières de la matrice Hankel
H(0) et ne gardons que les s valeurs singulières les plus significatives :
H(0) = RΣQT ∼= RsΣsQTs , (4.9)
où s représente un ordre réduit du système. Lorsque s est choisi exactement égal à l’ordre n du
système, nous pouvons écrire :
H(0) ∼= RnΣnQTn = OG (4.10)
Nous pouvons réécrire H(0) comme :
H(0) ∼= (RnΣ1/2n )(Σ1/2n QTn ) = OG (4.11)
Avec ce choix possible de O = RnΣ1/2n et G = Σ1/2n QTn , nous équilibrons les grammiens de comman-
dabitilité et d’observabilité, en effet :
Wc = GGT = Σ1/2n QnQTnΣ1/2n = Σn
Wo = OTO = Σ1/2n RTnRnΣ1/2n = Σn
(4.12)
Les matrices B et C du système sont identifiées respectivement à partir des j premières colonnes
de la matrice G et les q premières lignes de la matrice O.
La matrice d’état A est identifiée à partir de matrice d’Hankel H(1) comme :
H(1) = RsΣ
1/2
n AΣ
1/2
n Q
T
n , A = Σ
1/2
n R
T
nH(1)QnΣ
1/2
n (4.13)
Lorsque l’on retient un nombre s inférieur à l’ordre exact n du système, on peut établir une bande
supérieure de l’erreur de réduction de modèle. Considérons Gs la fonction de transfert du modèle
réduit d’ordre s où G représente la fonction de transfert du système complet. La norme H∞ de
l’erreur est donnée par [Row05] :
‖G−Gs‖∞ ≤ 2
n∑
i=s+1
σi (4.14)
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où σi représente la ième valeur singulière de Σn (voir équation (4.10)).
4.3 ERA en boucle fermée
ERA est uniquement applicable aux systèmes stables. Ceci est notable lorsque l’on observe les pa-
ramètres de Markov Y (k) de l’équation (4.8) communément issus de la réponse impulsionnelle à
chaque instant k. Pour un système stable soumis à une excitation bornée et pour un k suffisamment
long, ces paramètres Y (k) tendent à s’annuler. Ainsi, leur approximation est facile à obtenir à par-
tir des entrées/sorties du système, ou à partir de la réponse impulsionnelle. Malheureusement pour
un système instable, l’approximation de Y (k) n’est pas possible, car ces paramètres Y (k) → ∞
lorsque le système est excité par une impulsion. Ceci est dû à Ak−1 qui est une suite divergente.
Un problème similaire peut se produire lorsque le système est faiblement amorti, où k peut devenir
excessivement grand pour satisfaire Y (k) ≃ 0.
Pour éviter ce problème d’approximation des paramètres de Markov d’un système instable, l’identi-
fication n’est possible qu’en boucle fermée, cela implique que le système doit d’abord être stabilisé
par un correcteur. Deux extensions de ERA en boucle fermée ont été effectuées :
− Identification avec une dynamique de correcteur inconnue, connue sous le nom de OCID pour
Observer/Control Identification : celle-ci à l’avantage d’être appliquable même si l’on dispose
d’un correcteur non-linéaire [JP94].
− Identification avec une dynamique de correcteur connue, qui doit dans ce cas être linéaire
[PJHL94].
4.3.1 OCID
Cette technique d’identification suppose que la dynamique du correcteur est inconnue et que le
correcteur est un retour d’état et un observateur, comme on peut le voir sur la figure 4.1.
Nous considérons la même représentation d’état que pour l’identification ERA en boucle ouverte
(voir équation (4.1)) mais avec une matrice d’état A instable. L’entrée u(k) du système est la somme
du vecteur d’état estimé xˆ(k) pondéré par la matrice du correcteur K et l’excitation e(k) ayant un
large spectre :
u(k) = K xˆ(k) + e(k) = uf (k) + e(k). (4.15)
L’estimation du vecteur d’état discret est fourni par un observateur avec un gain L :{
xˆ(k + 1) = A xˆ(k) +B u(k)− L[y(k)− yˆ(k)],
yˆ(k) = C xˆ(k) +Du(k),
(4.16)
En réarrangeant ce système d’équations, nous obtenons la relation entrée-sortie du système sous
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Figure 4.1 – Description schématique de l’identification d’un système linéarisé fonctionnant en
boucle fermée [PJHL94].
une nouvelle forme de système appelé Observateur/Contrôleur comme suit :

xˆ(k + 1) = A¯ xˆ(k) + B¯
[
u(k)
y(k)
]
,[
yˆ(k)
uf (k)
]
= C¯ xˆ(k) + D¯ u(k),
(4.17)
avec
A¯ = A+ LC, B¯ =
[
B + LD − L
]
,
C¯ =
[
C
−K
]
, D¯ =
[
D
0
]
.
La relation entre l’entrée et la sortie du système observateur/contrôleur peut s’écrire en fonction
d’un nombre de paramètres de Markov Y¯ (i), pourvu que l’observateur :
[
yˆ(k)
uf (k)
]
=
ℓ∑
i=1
Y¯ (i)v(k − i) + Y¯ (0)u(k), (4.18)
est stable, avec
v(k) =
[
u(k)
y(k)
]
, Y¯ (0) = D¯ ,
Y¯ (k) =

C¯A¯
k−1B¯ if k = 1, 2, · · · , ℓ
0 if k ≥ ℓ
où ℓ est suffisamment grand pour que l’observateur converge. La convergence signifie que les variables
tendent vers leurs valeurs exactes. Dans ce cas l’erreur d’estimation entre x(k) et xˆ(k) tend à
s’annuler lorsque ce nombre ℓ est grand. Par conséquent, la sortie estimée yˆ(k) et l’état estimé xˆ(k)
peuvent être remplacés respectivement par y(k) et x(k) dans l’équation (4.17) au-delà de ℓ pas de
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temps. L’équation (4.18) peut ainsi s’écrire sous une forme matricielle comme suit :
yt = Y¯ V, (4.19)
pour une longueur de donnée N ≫ ℓ, où :
yt =
[
y(ℓ) y(ℓ+ 1) · · · y(N)
uf (ℓ) uf (ℓ+ 1) · · · uf (N)
]
,
Y¯ =
[
D¯ C¯B¯ · · · C¯A¯ℓ−1B¯
]
,
V =


u(ℓ) u(ℓ+ 1) · · · u(N)
v(ℓ− 1) v(ℓ) · · · v(N − 1)
...
...
. . .
...
v(0) v(1) · · · v(N − ℓ)

 .
L’excitation additive e doit être choisie suffisamment riche en fréquence pour que la matrice V soit
de rang plein, dans le but d’identifier les paramètres de Markov du système observateur/correcteur
à partir de l’équation (4.19), comme :
Y¯ = ytV
+, (4.20)
où V + représente la pseudo-inverse de la matrice V .
A présent, il s’agira de calculer séparément les paramètres de Markov de l’observateur, du sys-
tème ainsi que le gain du correcteur nécessaires à la construction de la matrice d’Hankel. À par-
tir des paramètres de Markov, nous identifions les matrices constituantes de la représentation de
l’espace d’état du système instable. En partant de l’équation (4.20), les paramètres du système
observateur/correcteur peuvent être identifiés à chaque pas de temps :
Y¯ (0) =
[
D
0
]
=
[
Y¯ (1,1)(0)
Y¯ (2,1)(0)
]
,
Y¯ (k) =
[
C
−K
]
(A+ LC)k−1
[
B + LD − L
]
,
≡
[
Y¯ (1,1)(k) −Y¯ (1,2)(k)
−Y¯ (2,1)(k) Y¯ (2,2)(k)
]
, k = 1, 2, · · · , ℓ.
(4.21)
À partir de ces paramètres de Markov identifiés, nous déduisons facilement les paramètres de Markov
de l’observateur, du système ainsi que le gain du correcteur, qui sont mis sous la forme :
Y (1,1)(0) = D,
Y (k) =
[
C
K
]
Ak−1
[
B L
]
=
[
CAk−1B CAk−1L
KAk−1B KAk−1L
]
,
≡
[
Y (1,1)(k) Y (1,2)(k)
Y (2,1)(k) Y (2,2)(k)
]
, k = 1, 2, · · · , ℓ.
(4.22)
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Les paramètres de Markov du système et de l’observateur, Y (1,1)(k) et Y (1,2)(k), sont obtenus
respectivement à partir de Y¯ (1,1)(k) et Y¯ (1,2)(k) en résolvant le système d’équations suivant [JP94] :
Y (1,1)(k) = Y¯ (1,1)(k)−
k∑
i=1
Y¯ (1,2)(i)Y (1,1)(k − i),
Y (1,2)(k) = Y¯ (1,2)(k)−
k−1∑
i=1
Y¯ (1,2)(i)Y (1,1)(k − i).
(4.23)
Nous pouvons mettre ces équations récursives sous une forme matricielle comme suit :

I
Y¯ (1,2)(1) I
Y¯ (1,2)(2) Y¯ (1,2)(1) I
...
...
. . .
Y¯ (1,2)(i− 1) Y¯ (1,2)(i− 2) · · · Y¯ (1,2)(1) I


·


Y (1,1)(0)
Y (1,1)(1)
Y (1,1)(2)
...
Y (1,1)(i)


=


Y¯ (1,1)(0)
Y¯ (1,1)(1)
Y¯ (1,1)(2)
...
Y¯ (1,1)(i)


(4.24)


I
Y¯ (1,2)(1) I
Y¯ (1,2)(2) Y¯ (1,2)(1) I
...
...
. . .
Y¯ (1,2)(i− 1) Y¯ (1,2)(i− 2) · · · Y¯ (1,2)(1) I


·


Y (1,2)(1)
Y (1,2)(2)
Y (1,2)(3)
...
Y (1,2)(i)


=


Y¯ (1,2)(1)
Y¯ (1,2)(2)
Y¯ (1,2)(3)
...
Y¯ (1,2)(i)


(4.25)
La plupart des systèmes physiques possèdent des non-linéarités et du bruit présents dans leurs
mesures, il est nécessaire d’avoir un ℓ assez grand pour assurer la précision et l’unicité des paramètres
de Markov Y (1,1) et Y (1,2). ℓ doit être choisi tel que le produit ℓq soit plus grand que le nombre
d’états n du système. Les paramètres de Markov restants Y¯ 2,1(k) et Y¯ 2,2(k) sont identifiés à partir
des équations suivantes, comme décrit dans [JP94] :
Y (2,1)(k) = Y¯ (2,1)(k)−
k∑
i=1
Y¯ (2,2)(i)Y (1,1)(k − i),
Y (2,2)(k) = Y¯ (2,2)(k)−
k−1∑
i=1
Y¯ (2,2)(i)Y (1,2)(k − i).
(4.26)
Le système en boucle ouverte (instable) est alors obtenu en appliquant une ERA classique (voir
4.2.3) sur l’ensemble des paramètres de Markov identifiés à partir des équations (4.24)–(4.26). Pour
plus de détails sur l’extraction de la réalisation du système en boucle ouverte, voir [JP85].
L’identification des matrices A,B,C du système change légèrement de l’identification en boucle
ouverte, car on identifie également la matrice du retour d’état K ainsi que le gain de l’observateur
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L comme suit :
H(1) = RnΣ
1/2
n AΣ
1/2
n QTn , A = Σ
−1/2
n RTnH(1)QnΣ
1/2
n ,[
B L
]
= Σ
1/2
n QTnE,[
C
K
]
= ETRnΣ
1/2
n ,
(4.27)
où la matrice E est construite comme suit :
ET =
[
Ih Oh · · · Oh
]
, h = j + q, (4.28)
où m représente la dimension de u.
4.3.2 Identification avec une dynamique de correcteur connue
Cette extension de ERA en boucle fermée considère que le système instable est stabilisé par un
correcteur linéaire connu. L’idée est d’extraire les paramètres de Markov du système bouclé en
réponse à l’excitation d’une large bande de fréquence puis en déduire les paramètres de Markov
du système instable. L’excitation doit être choisie soigneusement pour ne pas affecter la stabilité
globale du fonctionnement en boucle fermée et aussi garder une réponse linéaire du système bouclé.
Cette méthode d’identification s’effectue en utilisant un observateur du système en boucle fermée.
Pour plus de détail, voir [PJHL94].
4.4 Exemple d’application
Dans cette partie du chapitre, nous allons introduire un exemple simple afin de bien cerner les
avantages et les limites des extensions de ERA en boucle fermée. Rappelons que l’écoulement de
cavité est un dispositif à temps continu dont la dynamique se développe autour d’un point fixe
instableà l’origine du régime oscillant qui sature vers un cycle limite du fait des non-linéarités.
Considérons le système instable donnée sous la forme :
P (s) =
ω2I
s2 − 2zIωIs+ ω2I
(4.29)
avec
zI = 0.02, ωI = 2πfI , fI = 50Hz
stabilisé par le correcteur (retour positif) :
K(s) =
K0(s− ω1c)(s− ω2c)
s2 + 2zcωcs+ ω2c
(4.30)
avec
zc = 0.86, ωc = 696 rd, K0 = 0.9, ω1c = 973.7 rd, ω2c = 492.9 rd
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Figure 4.2 – Comportement temporel d’un signal SBPA.
Le signal d’excitation doit être choisi avec une large bande de fréquences et qu’il doit être suffi-
samment long temporellement. L’observateur, introduit comme étape d’identification, est un filtre
de Kalman [PJHL94] et par conséquent assure l’unicité des paramètres de Markov (4.24)–(4.25).
Notons également que cet observateur ne tend pas forcément vers celui utilisé pour la stabilisation
du système (exemple : système stabilisé par un correcteur de type LQG).
Nous avons choisi un signal d’excitation de type SBPA (Signal Binaire Pseudo Aléatoire) suffisam-
ment long, dont la bande de fréquences inclut la bande d’intérêt que nous voulons identifier, voir
figure 4.2. Pour plus de détails sur les caractéristiques des signaux d’excitation à utiliser, voir [SS88].
Le choix du pas d’échantillonnage est crucial pour assurer la précision de l’identification. Plus, ce
pas est petit et plus la résolution est élevée.
La figure 4.3, représente l’évolution temporelle des paramètres de Markov du système
observateur/contrôleur (voir équation (4.21)). Cette figure nous informe sur le transitoire du
système en boucle fermée et par conséquent nous permet de choisir le paramètre ℓ qui a d’ailleurs
été bien choisi. Rappelons que ℓ doit être choisi lorsque le système en boucle fermée est dans son
régime permanent.
En analysant les valeurs singulières de la matrice d’Hankel (figure 4.4), on voit clairement deux
valeurs singulières significatives. Ceci nous informe sur l’ordre du système, car le système (4.29)
possède effectivement un mode instable. En retenant ces deux valeurs singulières, nous arrivons à
approximer la réponse impulsionnelle du système à partir des paramètres de Markov Y (k) (voir
figure 4.5).
Nous avons également transformé le modèle discret obtenu par OCID en modèle continu en
effectuant une transformation bilinéaire. On voit sur la figure 4.6 que le modèle tend à approximer
les valeurs propres du système. On remarque également que l’identification n’est pas totalement
précise. Ceci est dû en partie à la largeur du bit Ts du signal SBPA, combiné à la longueur de
la séquence utilisée Ss. Le spectre de ce signal possède des raies espacées de 1TsSs Hz et que la
qualité de l’excitation dépend du choix de ces paramètres. Pour obtenir une meilleure identification,
nous devons faire très attention à ces paramètres. Notons également que la transformée bilinéaire
apporte une légère distorsion aux valeurs propres du modèle discret obtenu par OCID. La norme
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Figure 4.3 – Évolution temporelle des paramètres de Markov du système observateur/contrôleur
(voir équation (4.21)).
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Figure 4.4 – Valeurs singulières de la matrice de Hankel H(0).
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Figure 4.5 – Réponse impulsionnelle issue des paramètres de Markov Y (k) (–) et celle issue du
modèle identifié en gardant que les deux premières valeurs singulières les plus significatives (◦).
quadratique relative de l’écart entre les modules des valeurs propres du système avec ceux du
modèle est de l’ordre de 0.007%.
4.5 Conclusion
Nous avons consacré ce chapitre à l’introduction d’une méthode d’identification linéaire basée sur
les entrées sorties du système, nommée ERA. Nous avons vu que cette méthode permet d’identifier
un modèle linéaire propre tout en équilibrant le concept d’observabilité et de commandabilité.
Cette méthode permet d’obtenir un modèle discret sous la forme d’une représentation d’état.
Les matrices qui constituent cette représentation sont extraites dans un premier temps de la
formulation de la matrice d’Hankel, elle même construite à partir de l’historique de la réponse
impulsionnelle du système (paramètres de Markov). Dans un second temps, il s’agit d’effectuer une
procédure de décomposition en valeurs singulières de la matrice d’Hankel. Un réarrangement de
cette décomposition permet d’obtenir les matrices de la représentation d’état.
Nous avons également présenté les diverses extensions de cette méthode d’identification, notamment
celles dédiées à l’identification en boucle fermée. Ces extensions sont classées dans deux classes
majeures : l’une traite le correcteur avec lequel le système est stabilisé comme un correcteur
inconnu de type LQG (Linear Quadratic Gaussian), dans l’autre la dynamique du correcteur est
parfaitement connue. Nous n’avons considéré pour l’écoulement de cavité que la première classe. Il
existe une différence entre ces deux classes d’identification : la deuxième classe nécessite l’excitation
des états du correcteur dynamique. Par contre, la deuxième classe, considère que la dynamique du
correcteur est parfaitement connue. L’idée de base de ces extensions est d’extraire les paramètres
de Markov de la boucle fermée en réponse à une excitation ayant une large bande de fréquences. À
partir de ces paramètres, nous obtenons les paramètres de Markov du système en boucle ouverte.
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Figure 4.6 – Pôles du système instable (4.29) (×) et ceux du modèle obtenu par OCID (◦).
Un exemple simple a été présenté pour appliquer ERA en boucle fermée. Nous consacrons le chapitre
suivant à son application pour l’extraction et l’analyse de la dynamique linéaire de l’écoulement de
cavité.

Chapitre 5
Analyse et contrôle de la dynamique
linéaire de l’écoulement de cavité
5.1 Introduction
Nous avons réussi dans le chapitre 3 via une loi de contrôle en boucle fermée, basée sur la mesure
de pression au niveau du point impactant, à supprimer les oscillations de la couche cisaillée.
Bien que cette loi soit conçue comme une commande en opposition de phase, tout en tenant en
compte du retard engendré par la non colocalisation de l’actionneur (en amont) et du capteur
de mesure (en aval), nous ne sommes pas parvenus à prouver, en non-linéaire qu’il s’agissait de
l’opposition de phase. Par ailleurs, cette commande a été appliquée sans la moindre connaissance
de la dynamique responsable de l’apparition des instabilités dans la couche cisaillée. Identifier cette
dynamique, au moins en linéaire, nous permettrait de mieux comprendre le succès de cette loi de
commande empirique et pourrait également ouvrir la voie à une synthèse systématique de lois de
commande : optimale, robuste, etc....
En raison des retards intrinsèques dans la dynamique de l’écoulement de cavité, nous avons opté
pour la méthode ERA pour l’identification en boucle fermée. Cette méthode permet de trouver un
modèle d’ordre réduit tout en équilibrant les grammiens de la commandabilité et de l’observabilité,
ce qui permettrait l’approximation du retard.
Cette méthode d’identification a été introduite au chapitre 4.
Ce chapitre sera consacré à l’identification par la méthode ERA en boucle fermée d’un modèle
linéaire dans diverses configurations de l’écoulement de cavité.
Tout d’abord nous introduisons la synthèse H2 d’un correcteur qui sera implémenté par la suite
dans les simulations numériques directes.
La fin du chapitre sera consacrée à l’analyse des modèles identifiés en boucle fermée ainsi que les
résultats du contrôle en boucle fermée en SND.
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5.2 Synthèse H2
Dans cette partie, nous allons décrire la synthèse H2 d’un correcteur à partir du modèle linéarisé
de l’écoulement de cavité obtenu par OCID. Nous avons retenu cette extension d’ERA (voir 4.3.1)
plutôt que l’identification en boucle fermée avec une dynamique de correcteur connue (voir 4.3.2)
car l’approximation du correcteur à retard est d’ordre élevé si nous voulons assurer le principe de
superposition pour l’écoulement de cavité. Cela augmente considérablement la dimension de la
matrice de données Va (voir [PJHL94], équation (34)) ce qui rend l’équation impossible à résoudre
numériquement.
Rappelons également que OCID fournit un modèle discret et que le simulateur numérique
de l’écoulement nous impose d’implémenter un correcteur continu (Runge-Kutta 4). De plus,
pour une analyse plus simple des modèles obtenus par OCID, nous avons converti ces modèles
en continu en utilisant la transformée bilinéaire. La synthèse H2 est effectuée à partir de ces modèles.
Considérons un système G en boucle ouverte sous forme standard :
x˙ = Ax+B1w +B2 u,
z = C1 x+D11w +D12 u,
y = C2 x+D21w +D22 u,
(5.1)
avec w entrée exogène représentant des perturbations externes modélisées dans la synthèse H2
comme un bruit blanc gaussien, z la sortie exogène spécifiant les performances quadratiques, u
l’entrée de commande et y la sortie mesurée.
L’objectif de la synthèse H2 est de trouver un contrôleur K propre donné par :
x˙c = Ac xc +Bc y,
u = Cc xc,
(5.2)
stabilisant G et minimisant la norme H2 du transfert Tzw de w à z [ZDG96].
La norme H2 est finie si les transferts directs de w à z et de u à y sont nuls (D11 = 0, D22 = 0).
Des hypothèses additionnelles sont faites pour la synthèse H2 en boucle fermée avec un retour de
sortie :
• (A,B2,C2) doit être stabilisable et détectable,
• D12 et D21 doivent être de rang plein.
Sous ces hypothèses, le problème H2 admet un contrôleur optimal H2 avec Ac, Bc et Cc donnés
par :
Ac = A−B2BT2 P1 −Q1CT2 C2,
Bc = Q1C
T ,
Cc = −BT2 P1,
(5.3)
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Figure 5.1 – Configuration standard du retour de sortie pour la synthèse H2 d’un contrôleur.
où les matrices P1 et Q1 sont les solutions des équations algébriques de Riccati :
ATP1 + P1A− P1B2BT2 P1 + CT1 C1 = 0,
AQ1 +Q1A
T −Q1CT1 C1Q1 +B1BT1 = 0,
(5.4)
La dernière hypothèse ci-dessus peut être relaxée en utilisant le problème d’optimisation LMI (Li-
near Matrix Inequalities).
Nous effectuons cette synthèse sur les modèles d’ordre réduit obtenus par OCID pour diverses confi-
gurations de l’écoulement de cavité. Les modèles possèdent une matrice D de transformée directe
non nulle (figure 5.1) ce qui requiert d’entreprendre certains arrangements (en passant par le modèle
de transition (5.6)) afin de rendre la synthèse H2 possible [ZDG96]. La figure 5.1 illustre la synthèse
d’un contrôleur avec lequel l’écoulement de base de cavité est stabilisé, où w1 et w2 représentent
respectivement le bruit de mesure et le bruit d’état. Dans ce cas, le signal de performance z regroupe
le signal de contrôle fx et la mesure de pression p au niveau du point impactant sans le bruit de
mesure w2. L’entrée exogène w contient w1 et w2. Le système G devient donc :
x˙ =
[
A
]
x+
[
0 B
]
w +
[
B
]
fx,(
fx
pˆ
)
︸ ︷︷ ︸
z
=
[
0
C
]
x+
[
0 0
0 D
](
w2
w1
)
︸ ︷︷ ︸
w
+
[
1
D
]
fx,
p =
[
C
]
x+
[
1 D
]
w +
[
D
]
fx.
(5.5)
Nous notons que D11 6= 0 et D22 6= 0, le contrôleur optimal H2 ne peut donc pas être obtenu.
Pour trouver un tel contrôleur optimal H2, considérons en premier lieu D22 = 0 et résolvons le
problème de contrôleur H2 avec le terme non nul pour une perturbation directe [ZDG96].
La première étape consiste à trouver un contrôleur Kˆ(s) avec une synthèse H2 standard (voir
précédemment) à partir du modèle de transition Gˆ(s) donné sous la forme matricielle comme suit :
Gˆ :

 A+B2DkC2 B1 +B2DkD21 B2C1 +D12DkC2 0 D12
C2 D21 0

 , (5.6)
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avec
Dk = −DT12D11DT21.
où B1, C1, D11, D12 et D21 sont les matrices de l’équation (5.5) multipliés par les matrices de
pondération pour prendre en compte dans le modèle les puissances de w1 et w2. Puis, le correcteur
KGD(s) pour G(s) avec D22 = 0 est donné par :
KGD(s) = Dk + Kˆ(s). (5.7)
La deuxième étape consiste à déduire, pour D22 6= 0, le contrôleur de l’équation (5.7) comme :
KG(s) = KGD(s)(I −D22KGD(s))−1. (5.8)
Cette approche, où un contrôleur linéaire a été développé à partir de la dynamique linéarisé du
système non-linéaire, stabilisant le système complet, a été déjà vu dans [DFW83] et [IMR11] pour
la stabilisation des oscillations de combustion aussi bien que les oscillations de cavité pour un écou-
lement compressible [IMR12], où un correcteur LQG a été synthétisé.
Rappelons que pour l’identification de l’écoulement de cavité en régime incompressible, Illingworth
[Ill09] a rajouté un transfert direct entre l’actionneur et le capteur au modèle présenté sur la figure
1.11, où chaque transfert a été identifié par une analyse spectrale en boucle fermée, afin de prendre
en compte le champ acoustique généré par la force volumique. Ceci permettait d’améliorer la pré-
cision du modèle en hautes fréquences. Le transfert direct est un gain retardé. Dans notre étude,
l’identification OCID fournit des modèles avec un transfert direct non–nulle, ce qui nous confère
une certaine crédibilité aux modèles obtenus.
5.3 Identification et contrôle optimal pour l’écoulement de cavité
L’identification linéaire en boucle fermée d’un système non-linéaire stabilisé autour d’un point de
fonctionnement, exige la satisfaction du principe de superposition. Ceci garantit que le système
répond linéairement au point de fonctionnement. Il s’agit donc d’assurer les propriétés d’additivité
et d’homogénéité du système en réponse à une sollicitation externe [IMR11]. Plus précisément, si
l’on considère que pour une excitation additive ei, la réponse du système en boucle fermée est notée
pi, alors le système répond linéairement si est seulement si pour deux valeurs χ1 et χ2 quelconques,
la réponse à une excitation χ1e1 + χ2e2 est égale à χ1p1 + χ2p2.
Pour les cas étudiés de l’écoulement de cavité, nous avons choisi soigneusement l’amplitude de
l’entrée pour ne pas exciter de non-linéarités, indésirables à une procédure d’identification linéaire.
Cette vérification a été menée avec un signal "chirp" balayant linéairement une bande de fréquences
de 0 à 100Hz d’une durée de 10 s (voir figure 5.2). Ce signal est donnée par :
e(t) = ae sin(φ0 + 2π(f0 +
δk
2
t)t) (5.9)
où ae est l’amplitude de l’entrée e(t). φ0 et f0 représentent respectivement la phase initiale et la
fréquence à t = 0. δk est un terme représentant la raison de la fonction de fréquence instantanée
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Figure 5.2 – Spectrogramme du signal d’excitation "chirp" d’un balayage linéaire de fréquences.
donnée par :
f(t) = f0 +
δk
2
t (5.10)
La figure 5.3 montre la réponse dans diverses configurations de l’écoulement de cavité à une ex-
citation de la forme (5.9) avec deux amplitudes différentes ae = 0.1 et 0.2, d’une durée de 10 s
imposée à un temps t = 35 s. Cette excitation a été appliquée lorsque les oscillations de la couche
cisaillée furent complètement stabilisées par le correcteur à retard (voir chapitre 3). Notons que sur
cette figure, la pression est présentée sans sa composante continue et que les amplitudes ont été
normalisées. Nous pouvons conclure que pour des excitations à de telles amplitudes, l’écoulement
de cavité en boucle fermée répond linéairement. Nous constatons pourtant un léger écart entre les
deux réponses, notamment sur la figure 5.3.(c). Nous supposons que cela est dû aux non-linéairités.
Nous supposons également que cet écart pourrait provenir de l’excitation elle-même lorsque le signal
est modulé par une fréquence très faible. Rappelons que la force que l’on applique représente une
accélération, ce qui peut amener la vitesse (au niveau de l’actionneur) à croître indéfiniment lorsque
celle-ci est constante. Afin de tenir compte de ces remarques, nous imposerons des amplitudes d’ex-
citation inférieure à 0.2.
Nous avons effectué l’identification OCID pour diverses configurations de cavité en changeant à
la fois le nombre de Reynolds et l’épaisseur de quantité de mouvement θ0. Les modèles sont vali-
dés en comparant l’erreur entre la réponse impulsionnelle du modèle réduit et celle fournie par les
paramètres de Markov identifiés à partir de l’équation (4.24)(voir figure 5.4). Nous n’avons pas pu
utiliser les valeurs singulières de la matrice de Hankel pour effectuer la troncature (voir équation
(4.27)), car il n’y a pas de rupture des valeurs singulières aussi marquée que dans l’exemple applica-
tif du chapitre 4. Nous pensons que cela est dû en partie à l’approximation des retards d’advection
et de propagation de la dynamique intrinsèque de l’écoulement de cavité. La figure 5.5 illustre la
réponse fréquentielle des modèles linéarisés pour les différentes configurations de cavité étudiées.
Ces modèles ne sont pas de même dimension. Leurs dimensions sont choisies en fonction du besoin
de la dynamique. Prenons le cas de l’écoulement de cavité à Re = 7 500 avec θ0 = 12.1 × 10−4 m
où une troncature d’ordre plus réduit, ne nous a pas permis de trouver un contrôleur H2 stabilisant
pour cette configuration de cavité. Des contrôleurs H2 synthétisés à partir des modèles de la figure
5.5, lorsqu’ils sont actionnés à t = 20 s après un régime transitoire, tuent les oscillations de la couche
cisaillée de l’écoulement de cavité (figure 5.6). Ainsi, la validité de ces modèles est confirmée.
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Figure 5.3 – Évolution de la pression sans sa composante continue lorsque l’écoulement de cavité
est soumis à une excitation chirp (voir équation (5.9)) avec deux amplitudes ae différentes : — pour
ae = 0.1 ; – – pour ae = 0.2. Le signal de réponse pour ae = 0.1 a été multiplié par 2 pour la
comparaison entre les deux réponses afin de vérifier le principe de superposition. (a) Écoulement de
cavité à Re = 7 500 (θ0 = 12.1× 10−4m), (b) à Re = 7 000 (θ0 = 12.5× 10−4m) et (c) à Re = 8 000
(θ0 = 11.7× 10−4m).
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Figure 5.4 – Erreur entre la réponse impulsionnelle du modèle linéarisé de 23 états de l’écoulement
de cavité Re = 7 500 avec θ0 = 12.1× 10−4 m et celle issue des paramètres de Markov.
Ces modèles nous informent également sur la dynamique responsable de l’apparition des oscillations
dans la couche cisaillée. La figure 5.7 représente les valeurs propres (pôles) de la dynamique linéaire
identifiée pour deux configurations : θ0 = 12.1× 10−4 et 11.9× 10−4 m à Re = 7 500. Dans ces deux
cas, le mode le plus instable dans ces modèles, c’est à dire celui qui se trouve à l’extrémité droite
de l’axe réel, correspond à la fréquence dominante des oscillations de la couche cisaillée (St≃ 1). Le
mode le moins instable, proche de l’axe imaginaire dans le demi plan droit, est associé au nombre
de Srouhal de l’ordre de 1.5 : mode de la couche cisaillée (m = 3) dans l’équation (1.11). Ainsi le
modèle linéaire détecte les modes de Rossiter, bien que l’écoulement n’oscille pas spontanément à
cette fréquence. Néanmoins, ce mode est excité lorsqu’une perturbation est appliquée en bordure
amont de la cavité, soit en boucle ouverte, soit en boucle fermée, avec un contrôleur qui ne le
stabilise pas. C’est par exemple, le cas du contrôleur optimal synthétisé pour θ0 = 12.1 × 10−4m
lorsqu’il est appliqué à l’écoulement de cavité avec θ0 = 11.9×10−4m, où le mode le moins instable
n’est pas stabilisé (voir figure 5.8).
Pour la configuration de cavité Re = 8 000, θ0 = 11.9 × 10−4m, la signature du mode le plus
instable devient perceptible (voir figure 5.13) dans l’écoulement de cavité sans présence de contrôle,
comme nous pouvons le voir sur la figure 3.7 (b). Cependant, la signature de ce mode n’est pas
permanente dans le temps : elle se produit soudainement, accompagnée par d’autres fréquences,
résultant probablement des interactions non-linéaires entre les modes instables. Ce comportement
nous rappelle le phénomène de compétition de modes, observé expérimentalement en régime
incompressible [BPL+11, PLF+08, LPL08] mais aussi en régime compressible de l’écoulement de
cavité [GCI01].
Lorsque l’épaisseur de quantité de mouvement de la couche limite laminaire de l’amont de la cavité
est changée de θ0 = 12.1 × 10−4 à 11.9 × 10−4m pour Re = 7 500, les fréquences des oscillations
de la couche cisaillée restent globalement inchangées, mais leur intensité évolue. Notons également
qu’un modèle à 25 états est requis pour décrire précisément la dynamique dans cette nouvelle
configuration de cavité. Ce changement d’épaisseur de quantité de mouvement donne naissance
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Figure 5.5 – Réponse fréquentielle des modèles linéarisés pour diverses configurations d’écoulement
de cavité. (a) Re = 7 500, θ0 = 12.1 × 10−4 m avec un modèle de 23 états, (b) Re = 7 500,
θ0 = 11.9× 10−4 m avec un modèle de 25 états, (c) Re = 7 000, θ0 = 12.5× 10−4 m avec un modèle
de 25 états et (d) Re = 8 000, θ0 = 11.7× 10−4 m avec un modèle de 28 états.
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Figure 5.6 – Contrôle optimal en boucle fermée pour diverses configurations d’écoulement de
cavité. (a) Re = 7 500, θ0 = 12.1 × 10−4 m, (b) Re = 7 500, θ0 = 11.9 × 10−4 m, (c) Re = 7 000,
θ0 = 12.5× 10−4 m et (d) Re = 8 000, θ0 = 11.7× 10−4 m. Pression au niveau du point impactant
(en haut) et signal de commande (en bas).
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Figure 5.7 – Comparaison entre les valeurs propres des modèles réduits de l’écoulement de cavité
à Re = 7 500 avec deux épaisseurs de quantité de mouvement : 12.1 × 10−4 m (croix bleu) et
11.9× 10−4 m (cercle rouge).
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Figure 5.8 – Contrôle en boucle fermée pour la cavité Re = 7 500, θ0 = 11.9 × 10−4 m avec le
contrôleur optimal synthétisé à partir du modèle réduit de la cavité a) Re = 7 500, θ0 = 12.1 ×
10−4 m, où le contrôle est allumé à t = 20 s.
à un mode additionnel stable, entouré par un carré vert sur la figure 5.7. Nous pensons que cet
ajout de mode sert à approximer au mieux le retard introduit par l’advection de perturbation via
la couche cisaillée de l’amont vers l’aval de la cavité. En effet, les retards sont souvent approximés
par des fonctions rationnelles, dont la précision augmente en fonction de l’ordre du polynôme
(approximation de Padé).
Une valeur propre réelle proche de l’origine a été trouvée dans tous les modèles linéaires des confi-
gurations de cavité étudiées. Cette valeur propre modélise probablement l’action de l’actionneur sur
l’écoulement (voir figure 5.9). L’actionneur est représenté par une force volumique proportionnelle
à une accélération et par conséquent proportionnelle à une dérivée temporelle de la vitesse locale.
Par conséquent, il nous semble logique qu’une telle action soit présente dans un modèle linéaire
de l’écoulement de cavité, sous forme d’un pôle nul, pour la fonction de transfert entre la force
appliquée et la pression. Cependant, cette valeur se trouve sur l’axe des réels mais différente de
zéro (voir figure 5.7). Nous supposons que le décalage est dû au manque de précision du modèle
linéaire identifié par une troncature équilibrée.
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Le signal de commande fx résultant des contrôleurs optimaux est non évanescent, comme nous
pouvons le voir sur la figure 5.6. Pour avoir une commande évanescente, il est nécessaire d’introduire
une action intégrale dans la procédure de synthèse du correcteur H2 pour annuler la composante
continue. Cependant, pour ajuster la dynamique du rejet de la composante continue, nous avons
choisi d’enlever la valeur moyenne mobile de la pression. Pour cette opération, nous n’utilisons pas
un filtre passe-haut car le contrôleur synthétisé fournit une marge de phase très faible : nous ne
souhaitons donc pas introduire un décalage de phase qui pourrait déstabiliser le système en boucle
fermée. Nous préférons donc utiliser un filtre à fenêtrage glissante, comme décrit dans le chapitre
3, pour enlever la valeur moyenne pavg(t) de la pression p(t). Comme nous pouvons le voir sur la
figure 5.10, le résultat est très prometteur, puisque le signal de commande est de faible intensité.
Nous avons noté que le contrôleur optimal synthétisé pour la cavité à Re = 7 500 avec
θ0 = 11.9 × 10−4m stabilise aussi les modèles linéarisés de l’écoulement de cavité à Re = 7 500
avec θ0 = 12.1× 10−4m ainsi que la cavité à Re = 7 000 avec θ0 = 12.5× 10−4m, ce qui lui confère
une certaine robustesse face aux changements de configuration. Malheureusement, ce contrôleur ne
stabilise pas le modèle linéaire pour Re = 8 000, θ0 = 11.7×10−4m. La même gamme de robustesse
est observée sur l’écoulement de cavité lui-même, où le contrôleur linéaire identifié pour Re = 7 500
avec θ0 = 11.9× 10−4m est actionné à t = 20 s sur les trois autres configurations (voir figure 5.11).
Bien que le contrôleur à retard décrit dans le chapitre 3 soit capable de stabiliser l’écoulement
de base stationnaire de la cavité de toutes les configurations investies, il échoue à stabiliser les
modèles linéaires. Comme nous pouvons le voir sur la figure 5.12, la valeur propre instable en
basses fréquences du système, pour la cavité Re = 7 500 avec θ0 = 12.1× 10−4m, est non stabilisée
par un contrôle à retard en boucle fermée. Ceci est probablement due à la troncation de l’équation
(4.27), où les valeurs singulières les moins énergétiques sont négligées. Ces valeurs singulières
négligées peuvent altérer l’identification du gain statique. Ainsi, la nature non-linéaire du système
pourrait contribuer au manque de précision dans l’identification. Néanmoins, ces modèles linéaires
demeurent utiles à l’identification de la dynamique la plus dominante dans l’écoulement de cavité.
Notons que cette étude de robustesse de correcteur, face aux changements paramétriques de
modèle, a été effectuée a posteriori. Nous avons tenté d’effectuer une analyse non–structurée de
la robustesse du contrôleur face à une dynamique négligée, en prenant par exemple pour modèle
initial, G0(s), le modèle linéarisé de la cavité à Re = 7 500, θ0 = 11.9×10−4m, tandis que le modèle
G(s) le plus précis est donné par le modèle linéarisé du même écoulement avec θ0 = 12.1× 10−4m.
Peu importe la forme choisie pour modéliser l’incertitude ∆(s) (voir figure 5.14), aucune étude
d’analyse non-structurée de robustesse ne peut être menée, même si l’on change les modèles
linéaires des différentes configurations d’écoulement de cavité étudiées. En effet, toutes ces formes
de modélisation mènent à une dynamique négligée instable, or une telle analyse n’est possible
qu’avec une dynamique négligée stable. Ceci est dû en partie aux pôles instables des modèles pour
les différentes configurations de l’écoulement, et également aux zéros instables.
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Figure 5.9 – Schéma blocs d’indentification.
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Figure 5.10 – Contrôle en boucle fermée pour la cavité Re = 7 500, θ0 = 12.1 × 10−4 m avec un
retour de pression sans sa valeur moyenne mobile pavg(t). La pression au niveau du point impactant
(en haut) avec le signal de commande (en bas).
Notons également qu’une synthèse de correcteur LPV (Linéaire à Paramètre Variant) n’est pas
envisageable à partir des modèles obtenus. En effet les variations paramétriques des modèles lors
du changement du nombre de Reynolds ne sont pas aisée à mettre sous forme polytopique.
Une variation simplifié de cette technique LPV a été proposée dans [Ill09] pour le contrôle de
l’écoulement de cavité, en effectuant un séquencement de gain à partir du rapport entre le nombre
de Strouhal (voir l’équation (1.11)) pour l’interpolation des correcteurs LQG pour les différents
écoulements de cavité étudiés. Malheureusement, cette proposition n’a pas amélioré la performance
des correcteurs LQG [Ill09].
Rappelons que dans [Ill09], un contrôle adaptatif basé sur la théorie de stabilité de Lyapunov
[EDA03], a été appliqué avec succès en stabilisant une large gamme de configurations d’écoulement.
Malheureusement, cette technique impose des restrictions sur la boucle fermée qui doit être stricte-
ment réelle positive. Ce qui a amené l’auteur dans [Ill09] à colocaliser l’emplacement du correcteur
et du capteur, afin d’obtenir un modèle à déphasage minimal pour satisfaire ces restrictions. Il est
à noter que cet arrangement ne peut pas être appliqué en condition expérimentale, c’est la raison
pour laquelle nous avons écarté cette piste, notre objectif final étant de supprimer les oscillations
de la couche cisaillée du banc expérimental.
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Figure 5.11 – Performance du contrôle en boucle fermée pour diverses configurations d’écoulement
de cavité avec le contrôleur optimalH2 synthétisé à partir du modèle d’ordre réduit de la cavité Re =
7 500 avec θ0 = 11.9×10−4 m, illustré à partir du spectrogramme de pression de la cavité concernée
(a) ; (b), (c) respectivement pour l’écoulement de cavité à Re = 7 500 avec θ0 = 12.1 × 10−4 m,
Re = 7 000 avec θ0 = 12.5× 10−4 m et Re = 8 000 avec θ = 11.7× 10−4 m.
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Figure 5.12 – Valeurs propres en boucle fermée du modèle d’ordre réduit de l’écoulement de cavité
Re = 7 500 (θ0 = 12.1× 10−4 m) avec le contrôleur à retard.
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Figure 5.13 – Valeurs propres du modèle d’ordre réduit de l’écoulement de cavité Re = 8 000
(θ0 = 11.7× 10−4 m).
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Figure 5.14 – Différentes formes de modélisation d’incertitude dynamique non–structurée : (a)
Forme additive, (b) forme multiplicative directe (c) forme multiplicative inverse.
5.4 Conclusion
Nous avons consacré ce chapitre à l’analyse des modèles linéaires de l’écoulement de cavité obtenus
par OCID (voir 4.3.1). Nous avons pu voir que ces modèles sont très utiles à la compréhension
des phénomènes observés dans l’écoulement de cavité et en particulier aux déclenchements des
instabilités dans la couche cisaillée. Ces dernières sont principalement dues aux modes les plus
instables de la dynamique linéaire de l’écoulement de cavité. Nous avons également pu donner une
explication sur le phénomène de compétition de modes observés en régime compressible et aussi en
régime incompressible.
Nous avons introduit également une synthèse H2 de correcteur appropriée aux modèles obtenus par
identification. Ces correcteurs se révèlent robustes aux changements de configuration (Re, θ0) de
l’écoulement. Cette étude de robustesse s’est effectuée a posteriori. En raison de la complexité des
modèles obtenus, aucune autre étude linéaire classique de robustesse a priori n’a pu être menée,
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comme l’analyse non-structurée de robustesse, ou séquencement de gain.
Conclusion et perspectives
L’écoulement de cavité constitue un benchmark complet pour la compréhension du phénomène
d’instabilité menant aux oscillations auto-entretenues de la couche cisaillée. Cette instabilité
représente dans plusieurs applications la principale source de nuisance sonore.
Nous avons vu que le contrôle d’un tel dispositif en boucle ouverte ne résout en aucun cas le
problème d’oscillations. Avec un tel contrôle, nous pouvons même s’attendre à des surprises :
amplification de l’amplitude des oscillations, excitation d’autre fréquences d’oscillations, consom-
mation énergétique élevée, etc. . . . Pour pallier à ces difficultés, il est nécessaire de revoir cette
stratégie classique de contrôle de la communauté des mécaniciens des fluides en se rapprochant des
automaticiens. Le contrôle en boucle fermée représente la solution adéquate permettant l’adaptation
du contrôle à la configuration de l’écoulement. Néanmoins, son application nécessite la connaissance
d’un modèle reproductif de la dynamique de l’écoulement de cavité. Classiquement, ce modèle
est obtenu par la résolution numérique des équations de Navier-Stokes engendrant un nombre
excessif d’état. L’exploitation directe d’un tel modèle par la théorie pour la synthèse de commande
en boucle fermée est impossible. C’est pour cette raison que ce mémoire s’est tourné en premier
lieu vers la recherche d’un modèle d’ordre réduit facile à manipuler pour la synthèse d’un contrôleur.
Avant tout, nous avons introduit les notions de base nécessaires à la compréhension des mécanismes
visibles lors d’un écoulement tout en expliquant le comportement dynamique de l’écoulement
de cavité. Ceci est nécessaire pour l’établissement d’un modèle. A rappeler, pour les différentes
configurations de cavité étudiées, l’écoulement se comporte comme un point d’équilibre instable
saturé par les non-linéarités. Ceci a été mis en évidence par un simple tracé du portrait de phase
d’une mesure locale.
Nous avons également présenté dans le chapitre 1 les principaux travaux d’identification d’un
modèle de cavité menés ces vingt dernières années. Ces travaux présentent une expertise considé-
rable et un socle pour notre étude. Ceci nous a inspiré dans la conception de la première tentative
d’identification linéaire et de contrôle robuste H∞.
Nous avons vu qu’une telle démarche d’identification échoue à quantifier la dynamique responsable
de l’apparition des oscillations de la couche cisaillée, c’est la raison pour laquelle nous avons présenté
deux procédures d’identification d’un modèle non-linéaire simplifiée. Ces méthodes d’identification
ont fait leurs preuves sur des systèmes aérodynamiques [LPCC03]. La première méthode, basée
sur l’oscillateur de Van der Pol, échoue à reproduire la dynamique de l’écoulement de cavité. La
deuxième méthode est basée sur l’équation de Ginzburg-Landau. Vu les contraintes de son appli-
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cation dans notre cas d’étude, elle n’a pas pu être mené à bout. Ceci est dû à la nécessité d’avoir
un contrôleur stabilisant afin d’extraire les paramètres constituants l’équation de Ginzburg-Landau.
La suite du travail a été consacrée au développement de méthodes de contrôle empiriques sans
modèle. Nous avons vu qu’un contrôle à retard en boucle fermée stabilise la couche cisaillée et
se révèle robuste face aux changements de configuration d’écoulement. Ce contrôle présente un
tournant au déroulement de la thèse, car il a ouvert la voie à une identification en boucle fermée.
La méthode ERA appliquée pour l’identification en boucle fermée a été choisie soigneusement en
fonction de la dynamique intrinsèque de l’écoulement de cavité.
Une analyse approfondie des modèles linéarisés de divers écoulements de cavité, nous a permis de
statuer sur les modes responsables de l’oscillation de la couche cisaillée. Nous avons montré que les
modes instables représentent les fréquences d’oscillations. Une synthèse H2 de contrôleur appropriés
aux modèles identifiés a révélé une certaine robustesse face aux changements de configuration de
cavité : Re et θ0.
En perspective, nous envisageons d’implémenter la loi de contrôle à retard sur un banc d’essai. C’est
la raison pour laquelle nous envisageons de concentrer notre future recherche à l’extraction de la
fonction de transfert de l’actionneur plasma afin d’implémenter cette loi de commande.
En terme d’identification, on souhaite de comparer les modèles obtenus par ERA aux modèles issus
des lois de la physique comme la BPOD, afin d’avoir une idée claire sur les modes responsables de
l’instabilité de la couche cisaillée. Cette perspective est animée par l’incapacité du modèle BPOD
combiné aux modes globaux instables à trouver un correcteur stabilisant le cycle limite d’un écou-
lement incompressible d’une cavité carrée [BSS09, SS13].
En terme de contrôle, il est impératif de chercher d’autre loi de contrôle stabilisant une gamme large
de configurations de cavité. Nous pensons à la commande adaptative [EDA03].
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