Abstract. The initiatives Organic Computing and Autonomic Computing introduced challenging visions for future computer systems. They address the growing complexity of these systems that demands for new ways to control them. Future systems should be able to adapt dynamically to the current conditions of their environment. They should be characterised by so-called self-x properties like self-configuring, self-healing, self-optimising, self-protecting, and context-aware. For the incorporation of self-healing capabilities into distributed systems the detection of failures is a crucial part. Recently we proposed a new failure detector that can be described as an adaptive accrual algorithm. It has been designed for flexible generic usability as a basis to realise self-healing of distributed systems. This paper introduces variations of the proposed basic algorithm to improve its performance and provides an evaluation of all algorithms using message delay and loss models of the internet.
Introduction
Organic Computing (OC) [22, 17, 23] and Autonomic Computing (AC) [11, 14] both identify the exploding complexity as a major threat for future computer systems and postulate so-called self-x properties for these systems. To achieve these goals both the OC [19] and the AC community [14] regard monitoring information as a basis for organic or autonomic systems.
The Autonomic Middleware for Ubiquitous eNvironments (AMUN) [25] , also called Organic Computing Middleware for Ubiquitous Environments (OCμ), is a middleware for distributed systems. The OCμ architecture allows to plug in features as services and monitors to enrich the whole system with certain self-x properties, e.g. self-configuring [26] , self-optimising [27] , self-protecting [18] , and self-healing [21] .
A failure detection service is one fundamental part of the self-healing capabilities of OCμ. Failure detectors generally provide information on failures of components of distributed systems. Typically distributed systems consisting of a finite set of processes or nodes are considered with a local failure detector attached to each process, see for example [4] . Failure detectors return a list of processes they are suspecting to have crashed.
This paper proposes variations of the adaptive accrual failure detector published in [21] . Accrual failure detectors decouple monitoring and interpretation. That makes them applicable to a wider area of scenarios and more adequate to build generic failure detection services. In this paper we evaluate the quality of the failure detector presented in [21] , which we will call in the following basic failure detector or basic algorithm, in a more comprehensive way than this has been done before. Furthermore we present variations of the basic algorithm together with evaluations of these variations.
The paper is organised in five sections. Section 2 gives a short overview of the state of the art of failure detectors and related work. Section 3 presents the basic failure detection algorithm that serves as a basis of the proposed variations of Section 4. Then, Section 5 describes the simulation results. Finally, section 6 concludes the paper and gives an overview of future work.
State of the Art and Related Work
Completeness and accuracy. Several impossibility studies [3, 15, 8] show that perfect failure detectors cannot exist in asynchronous distributed systems. The major reason is the impossibility to distinct with certainty whether a process has failed or the communication network is just slow.
Chandra et al. [4] introduced the idea of failure detectors as an unreliable distributed oracle at which it is possible that (1) a process has failed but is not suspected as well as (2) a process is suspected but has not failed. Moreover a failure detector can change its mind for example stopping to suspect a process it previously suspected. In consequence the authors of [4] characterise failure detectors by specifying their properties regarding completeness and accuracy. Completeness refers to failure detectors eventually suspecting crashed processes, while accuracy restricts the mistakes that a failure detector can make.
Monitoring strategies. There exist two main monitoring approaches for failure detectors: push and pull. Assuming process p has a failure detector monitoring q. Using a push failure detector q has to send heartbeat messages to p. This information is used by p to draw conclusions about q's status. A simple failure detection algorithm using the push approach [5] works as follows: q sends heartbeat messages at regular time intervals Δ i to p. When p receives a heartbeat messages it trusts q for a certain period of time Δ to . If this period elapses without receiving a newer heartbeat p starts to suspect q.
In systems with a pull failure detection (e.g. [12] ) the monitored node adopts a passive role. p monitors q by sending "are you still alive"-messages every Δ i . If p doesn't receive an answer from q within a certain period of time Δ to , p is suspecting q. Failure detectors using the push paradigm have some benefits compared to pull failure detectors. They need only half the messages for an equivalent failure detection quality. Furthermore it is rather hard to determine the timeout Δ to as you have to take two messages into account which are both sent over the network and subject to network delays.
Adaptive failure detection. Adaptive failure detectors [7, 5, 10] are able to adjust to changing network conditions. The behavior of a network can be significantly different during high traffic times as during low traffic times regarding the probability of message loss, the expected delay for message arrivals, and the variance of this delay. Thus adaptive failure detectors are highly desirable.
Chen et al. [5] propose a well-known adaptive failure detection approach based on a probabilistic analysis of network traffic. The protocol uses sampled arrival times to compute an estimation of the arrival time of the next heartbeat. The timeout is set according to this estimation plus a constant safety margin, and is recomputed after each arrival of a new heartbeat.
Bertier et al. [1] combine Chen's estimation with another estimation developed by Jacobson [13] for a different context. Their approach is similar to Chen's, however, they don't use a constant safety margin but compute it with Jacobson's algorithm.
Accrual failure detection. The principle of an accrual failure detector, introduced by Hayashibara et al. [10] , is not to output whether a process is suspected to have crashed or not. Rather they give a suspicion information on a continuous scale whereas higher values indicate a higher probability that the monitored process has failed.
Hayashibara et al. propose a so-called ϕ failure detector that is based on an estimation of inter-arrival times assuming that inter-arrivals follow a normal distribution. They also motivate the benefits of accrual failure detectors over conventional boolean failure detectors. As principal merit they indicate that accural failure detectors favour a nearly complete decoupling between application requirements and the monitoring environment.
Lazy failure detection. Lazy failure detection protocols [7] use application messages to monitor other processes whenever this is possible.
Our basic algorithm [21] can be classified as an adaptive accrual failure detector. It uses an approach to compute suspicion information based on a histogram density estimation. As this failure detection algorithm is further evaluated in the following and also the basis of the proposed variations in Section 4 it is now briefly revisited.
Basic Failure Detection Algorithm
We are considering two processes p and q where p is monitoring q. The only task of q is to send heartbeat messages to p every Δ i seconds. Process p manages a list S where the inter-arrival times of the received heartbeats are stored. This list is called sampling window and has the maximal size η i.e. it always contains the last η calculated inter-arrival times. Furthermore p stores the time of the last received heartbeat called freshness point.
Process p computes the failure probability of q by counting the number of elements in S that are smaller or equal than the time that has been passed since the last freshness point. This time is denoted with t Δ , the respectively elements of S with
The actual failure probability is the normalised number of elements in S tΔ :
where |S| is the current size of S. The computation of the suspicion value is based on the estimation of the cumulative distribution function of the inter-arrival times using their cumulative frequencies.
For a more detailed explanation of this algorithm we refer to [21] .
Variations of the Basic Algorithm
In the following we present two variations of the basic algorithm explained above.
A Different Freshness Point Strategy
The first variation of the basic failure detection algorithm that is presented in the following is inspired by the failure detector of Chen et al. [5] . One problem with the heartbeat sampling and freshness point strategy as used in the algorithm described above is the dependence of the failure probability on the previous heartbeat. Assuming again p is monitoring q and p is waiting for the i-th heartbeat from q, then the failure probability of q not only depends on the arrival time of the i-th heartbeat m i , but it is also depending on the past receipt time of the i − 1-th heartbeat m i−1 . In fact this time has a big influence on the current failure probability. If m i−1 had arrived "fast" then p has to wait a longer time for m i since the last freshness point which is the receipt time of m i−1 has been set early. Thus the failure probability will become higher as if m i−1 had arrived "late". In the latter case the freshness point had been set later and therefore the failure probability was lower.
To circumvent this dependency here it is proposed to use the sending time plus the average network delay instead of the receipt time for the freshness point. Being able to do this q has to piggyback the sending time of each heartbeat according to its local clock. p manages a variable Δ ∅ that represents the average sending delay of messages. With every receipt of a new heartbeat message p updates the variable Δ ∅ . Let t s be the time q sent the i-th heartbeat to p according to q's local clock. Let t r be the time p received the i-th heartbeat according to p's local clock. Furthermore let n be the size of the sampling window. Then, Δ ∅ is calculated as the mean of t r − t s of the last n received heartbeats. Please notice that the method introduced here to abolish the dependence on the last heartbeat is not based on synchronised clocks. The freshness point f is now calculated as f = t s +Δ ∅ instead of f = t r assuming the i-th heartbeat has been received. Thus the freshness point and the failure probability isn't influenced by one previous heartbeat arriving early or late. The values of the sampling window S also change slightly as each sample is calculated as the time that has elapsed since the last freshness point to the receipt time of the actual heartbeat and the freshness points are now set differently. Figure 1 shows the basic failure detection algorithm modified according to the concepts presented here. The influence of this variation on the performance of our failure detector will be analysed in Section 5. In the following a second variation of the basic algorithm is presented that is based on histogram smoothing.
Histogram Smoothing
In the basic algorithm as described in Section 3 the sampling window S is a list containing the last η sampled inter-arrival times. To compute a failure probability the cumulative frequencies of the entries in the sampling window are used. The resolution level of the cumulative frequencies is at the resolution of the datano certain binwidth is used to cluster the data.
But there are some advantages that come along with the division of the data into bins. Then, the sampling window doesn't consist of the values of the sampled data, but only the information how many values a bin contains. For instance S = [1.083s, 0.968s, 1.062s, 0.993s, 0.942s, 2.037s, 0.872s] could become to [0s, 1s) . It is obvious that the use of such a bin-based representation of the data allows for a faster generation of a failure probability. That is valid due to the fact that the counting of elements that are lower or equal to a certain elapsed time only depends on the number of bins which is typically clearly smaller than the number of samples.
Another advantage of the representation of the sampling window as a histogram is that it allows for a simple smoothing process. The heartbeat data that are sampled over time are subject to random variations due to for instance the unpredictable behaviour of the network. There exist methods for reducing the effects of random variation of sampled data. The purpose for this is to reveal more clearly the underlying basic distribution of the data. A technique that can be used to achieve this is called smoothing that can be used to smooth histograms. A smoother can be seen as a kind of a weighted averaging process. The aiming value is transformed by an averaging of the values in its neighbourhood. The size of the neighbourhood that is taken into account has to be set in an appropriate way. The parameter that characterises this amout of neighbouring values is called smoothing parameter. Generally, the larger the smoothing parameter is, the smoother the result will be.
A very simple yet fast smoother is described in the following. This simple technique is suitable to use within the failure detector as the smoothing has to be repeated basically every time a new hearbeat is arriving. Each band of the histogram is smoothed by averaging over a moving window. The smoothing parameter k determines the size of the moving window which is set to 2k + 1. If the window runs off the end of the histogram bands of size 0 are considered. For further readings about smoothings techniques we refer to [9, 24] .
The choice of the smoothing parameter is crucial. The larger the value k is, the smoother the resulting histogram. However, if k is chosen too large oversmoothing occurs with loss of essential histogram features. With the usage of histogram smoothing the basic failure detection algorithm only changes in calculating the failure probability based on the cumulative frequencies of the smoothed histogram instead of the unsmoothed cumulative frequencies. Using a smoothing technique can cause the failure detector to be more robust to random variations.
In the following the presented algorithms are experimentally evaluated.
Evaluation
This section presents results of four performance measurements of the basic failure detection algorithm in comparison with the failure detectors of Chen et al. [5] , Bertier et. al [1] , and the accrual ϕ failure detector of Hayashibara et al. [10] as well as the results of four measurements of the basic failure detector in comparison with algorithms implementing the variations presented in 4.
Experiment Setup
There exists an infinite set of environments regarding the computing devices and their interconnection in which we could test our failure detector. As we didn't want to pick one test environment we took the decision to generate the data for the evaluation. This has the benefit that the experiments are reproducible and independent of any special unique properties. The data needed for evaluation consists of the arrival times of the heartbeat messages. We generated the arrival times based on studies of end-to-end internet packet delay and loss behaviour [2, 20, 16, 6] . Bolot [2] and Mukherjee [16] reason that the internet end-to-end delay distribution they experienced in their experiments is best modeled by a shifted gamma distribution. Sanghi et al. [20] encountered packet loss rates between 2.1% and 10.1% in their measurements. Dam et al. [6] selected a site in the US, sent ping packets at regular intervals and noted the RTT for each ping packet. The closest gamma distribution fit for the packet delay of this experiment turned out to be a shifted gamma distribution with shape parameter 2.0 and scale parameter 2.8.
In the following experiments we distinguish between the unconditional loss probability and the conditional loss probability [2] . The unconditional loss probability ULP represents the mean rate at which heartbeats are lost. The conditional loss probability CLP determines the probability with which a heartbeat is lost given that the previous heartbeat has been lost. This can be used to model bursty loss behaviour.
We conducted four experiments to compare our basic failure detection algorithm against other state of the art failure detectors. Per experiment we generated one million heartbeat messages using a shifted gamma distribution with shape parameter 2.0 and scale parameter 2.8 to model the message delay. The heartbeat interval Δ i has been set to 10 seconds. The experiments differ in the modeling of the message loss. Within these settings we compare our basic failure detection algorithm with the well known failure detectors of Chen et al. [5] and Bertier [1] and the accrual ϕ failure detector of Hayashibara et al. [10] . We measure the algorithms' performance according to two metrics [5] :
This measures the numbers of wrong suspicions per second. detection time T D : This is the average time that elapses since the crash of q until p starts to suspect q permanently.
Being able to compare the accrual and non-accrual failure detectors we have to transform the accrual failure detectors into conventional failure detectors. Therefore you just have to choose a threshold T . If the level of suspicion for q is lower than this threshold then q is not suspected to have failed. If the level of suspicion crosses T then q is assumed to have crashed.
The next barrier to compare the algorithms are their different tuning parameters. These influence the time when a failure detector starts/ends to suspect a process. For the accrual failure detectors the tuning parameter is the threshold T . For Chen's failure detector the tuning parameter is the safety margin α. This is a constant period of time that is added to the estimated heartbeat arrival time. The failure detector of Bertier has no tuning parameters. Being able to compare the different failure detection algorithms we measure the behaviour of each of the failure detectors using several values of their respective tuning parameters.
To compute the detection time of the failure detectors we assume that a crash would occur exactly after successfully sending a heartbeat message. Then we measure the time it takes until the failure detector reports a suspicion. This corresponds to the worst case situation. This method to compute the worst-case detection time has also been used in [10] .
Finally we set the window size for all algorithms and experiments to 1000 samples. This means that the computations of the failure detectors rely only on the last 1000 heartbeat message samples. Furthermore we start our measurements not until 1000 heartbeats have been received to grant a warmup phase.
In the same manner as the comparison of the basic failure detection algorithm with Chen's, Bertier's, and Hayashibara's failure detectors we made four experiments to compare the basic failure detection algorithm with the proposed modifications of section 4. This means we used exactly the same parameters to generate the arrival times of the heartbeat messages. These experiments are named Experiment 2.1 -Experiment 2.4 respectively. The following three algorithms have been used within these experiments: basic: Our basic failure detection algorithm (see Section 3). fp: A variation of our basic failure detection algorithm using the different freshness point strategy (see Section 4). smooth: A variation of our basic failure detection algorithm using the histogram smoothing technique with 100 bins and the smoothing parameter k set to 2 (see Section 4). 
Results
The results of the performance measurements of the eight conducted experiments are depicted in the figures 2 to 9. All figures show the detection time on the horizontal axis and the mistake rate at the vertical axis. Values near the lower left corner represent a short detection time with few mistakes. Every variation of the tuning parameters of the failure detectors represents a tradeoff between the failure detection speed and the mistake rate and produces one datapoint in the figures of the results of the experiments. The results of the experiments 1.1 to 1.4 show an excellent behaviour of our basic failure detection algorithm compared to the other three algorithms. Apart from this fact our failure detector is more flexible than Chen's, Bertier's, and other non-accrual failure detectors. In comparison to the ϕ failure detector of Hayashibara that is also a flexible accrual failure detector our failure detector provides better evaluation results and is computationally much less expensive.
The results of the experiments 2.1 to 2.4 show that the variation of our basic failure detection algorithm that uses a different freshness point strategy provides the best results in these settings. The variant using the histogram smoothing performs mostly worse than its combatants. Thus we could improve our basic failure detector using the different freshness point strategy. 
Conclusions and Future Work
In this paper, we revised our basic adaptive accrual failure detector and made more comprehensive performance measurements than done before. We introduced two variations of our basic failure detection algorithm. One variation which uses a different heartbeat strategy serves to abolish the dependence of the failure probability on the last heartbeat. The histogram smoothing technique contains the ability for a faster generation of a failure probability, being more robust to random variations, and consuming less memory. We also conducted performance measurements to evaluate the variations of our basic failure detector.
The evaluations confirmed the good performance of our failure detector in comparison to other state of the art failure detectors. Furthermore our basic algorithm using a different freshness point strategy turned out to outperform our basic algorithm in the experimental settings.
In future work we plan to adress amongst others the reduction of overhead of our failure detector and to integrate the failure detector into a self-healing facility for the OCμ middleware.
