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Abstract. Some preliminary evidence suggests the conjecture that the collective behaviour
of systems having long-range interactions may be described more effectively by the Tsallis
rather than by the Boltzmann/Gibbs/Shannon entropy. To this end, we examine conse-
quences of the biggest difference between these two entropies: their composition properties.
We rely on a metric formalism that establishes the “hyperbolic” nature of Tsallis entropy
and explore some of its consequences for the underlying systems. We present some recent
and some forthcoming results of our work.
INTRODUCTION
The Havrda-Charvat [1], Daro´czy [2], Cressie-Read [3], Tsallis [4] (henceforth just “Tsal-
lis”) entropy Sq[ρ] is a single parameter q ∈ R (called entropic or nonextensive) family of
functionals, which is defined on the space of probability distributions ρ of a sample space Ω
(frequently, in Physics, the configuration or phase space of a system) with volume indicated
as volΩ, by
Sq[ρ] = kB
1
q − 1
{
1−
∫
Ω
[ρ(x)]q dvolΩ
}
(1)
Henceforth the Boltzmann constant will be set kB = 1 for simplicity. One can readily see
the nonextensive parameter limit
lim
q→1
Sq[ρ] = SBGS (2)
where SBGS stands for the well-known Boltzmann/Gibbs/Shannon entropy functional. There
is an elaborate thermodynamic formalism that has been set up by using Sq that mirrors the
one of equilibrium thermodynamics which is based on SBGS [5]. It is somewhat unclear, to the
author at least, at the time of this writing what systems are described by the Tsallis entropy.
There is a suspicion that systems with long-range interactions may be better described by
the Tsallis rather than the BGS functional [5], but such a conjecture is far from being
actually established. The formalism itself may potentially help clarify the scope and content
as well as provide a partial answer to this conjecture. To that end it may be prudent to
explore aspects of Sq by finding the formal differences between Sq and the better known
SBGS. There is an axiomatic formulation of the Tsallis entropy Sq [6], [7] mirroring the one
1
of SBGS that effectively reduces such differences to differences in the composition law: for
two independent subsystems Ω1,Ω2 ⊂ Ω with marginal probability distributions ρ1, ρ2 the
system resulting after their interaction Ω1∪2 is described by a probability distribution ρ1∪2
given by the product of the marginals ρ1∪2 = ρ1ρ2. The Tsallis entropy of Ω1∪2 is
Sq[ρ1∪2] = Sq[ρ1] + Sq[ρ2] + (1− q)Sq[ρ1]Sq[ρ2] (3)
As noted above, we believe that understanding the meaning and implications of (3) may
help shed light into what kinds of systems are described by Sq.
TSALLIS vs BGS ENTROPY: A METRIC COMPARISON
Following (3) and in order to “restore” the additivity of entropies, [8], [9] defined a
generalised sum as
x⊕q y = x+ y + (1− q)xy, x, y ∈ R (4)
Subsequently, a product distributive with respect to ⊕q was defined in [10], [11]. This
allowed [11] to define a “deformation” of R which was called Rq. Then the differences
between SBGS and Sq were recast as differences between R and Rq. We have to point out
that the subsequent results assume that q ∈ [0, 1), even though an extension to q ∈ R may be
possible. To compare R and Rq we formed the Cartesian product [12] R×Rq and constructed
a metric induced by (4) on it. It turned out that this metric is hyperbolic, namely it has
constant negative (sectional) curvature
k = −{log(2− q)}2 (5)
Hence the difference between SBGS and Sq is encoded in the metric with curvature (5). By
hindsight it is easy to see why (5) arises: the difference between SBGS and Sq boils down to
the difference between the ordinary addition and (4). For values of x, y ∈ R close to zero,
these two additions are essentially the same. If however, both x and y are very large, then
(4) is essentially a multiplication, rather than an addition. To be more precise, we found
[11], [12] the exact form of the isomorphism τq between R and Rq to be
τq(x) =
(2− q)x − 1
1− q
(6)
which is indeed and exponential map, and its difference from being a linear map becomes far
more evident for large x. As a result the difference between SBGS and Sq should be far more
pronounced for highly entropic objects. It may be therefore prudent to start seeking the ap-
plicability of the Tsallis entropy in systems allowing for such highly entropic distributions.
The most immediate example of such a case is a system containing a black hole. Black holes
are, by far, the most entropic known objects, and even though the statistical origin of this
entropy is unclear, at the moment, systems containing them seem to be promising grounds
for detecting differences between SBGS and Sq.
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At this point, we make a rather strong assumption [12]. We assume henceforth that the
hyperbolic metric induced by (4) is the effective metric which can be used to analyse the
underlying dynamical system. To be more specific, instead of using the expected (Rieman-
nian) metric in the configuration space of a system, as the metric induced from the kinetic
term of the Lagrangian, for instance, we will use its “hyperbolization” induced by (4). A
possible reason for skepticism to this approach is the following: we logically assume that
the underlying dynamical system dictates the thermodynamic behaviour of a macroscopic
system. This is certainly the viewpoint of Maxwell, Boltzmann etc. By doing what we
propose, we essentially invert the argument: we let the macroscopic behaviour of a system
determine, to some extent, its microscopic evolution. This is quite counter-intuitive, and it
is unclear to what extent, if any, it is true or not. The advantage of such an approach is
that the effective behaviour of a system starts manifesting itself even when the number of
degrees of freedom is small, therefore it may be more accessible to further analysis.
As a motivating example consider the ordinary Gaussian distribution. Its use is so
widespread due in no small part to the Central Limit Theorem. So, one may start in a sys-
tem with some probability distribution which in the thermodynamic limit it gives rise to the
Gaussian. Someone could have reached the same result by starting from the 1-dimensional
Gaussian and using its tensorization in the number of degrees of freedom. The thermody-
namic result would be the same, although details such as the rate of approach to equilibrium
may be have been different. In the same spirit, we pretend that the underlying effective
metric of a system is the hyperbolization of the naively chosen Riemannian metric and see
where it leads us, especially but not necessarily exclusively, in the thermodynamic limit.
Following this approach we have been able to demonstrate that if a system is described
by the Tsallis entropy and if this is manifest through its metric at the configuration / phase
space level
• That the largest Lyapunov exponent of the underlying dynamical system should vanish
[13],[14]. This can be easily seen: a simple hyperbolic metric keeps distances invariant
in a radial direction, according to Gauss’ lemma. However it expands them exponen-
tially in transversal directions. For any dynamical system this amounts to shrinking
of the geodesic separation at a logarithmic rate with respect to arc-length. Hence
any geodesic separation growing exponentially or slower, now becomes polynomial, at
best. As a result, the largest Lyapunov exponent which measures the maximum of the
geodesic separation in an exponential scale vanishes.
• By a somewhat similar argument which now is applied to volumes instead of distances,
we determine that the effective probability distribution that should be used in cal-
culations should not be ρ but its escort ρq instead [15]. This does not preclude the
two distributions giving the same results in the thermodynamic limit, but when there
is discrepancy, the results arising by using the escort should be considered as more
appropriate.
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• The configuration / phase space volume of a system increases in a power-law rather
than the exponential way typical of systems described by the BGS entropy. This result
is a straightforward application of the above construction, but it can also be derived
by using a sub-Riemannian [16] (3-dimensional Heisenberg group model) of (4) versus
the ordinary addition [17].
• Using this sub-Riemannian approach one can easily understand Abe’s formula for the
Tsallis entropy, as a Pansu derivative between sub-Riemannian spaces [17].
• One can also easily see the foundations of the Tsallis entropy in the multi-fractal
formalism since the underlying geometry is manifestly fractal [17]. This may increase
someone’s faith in that the assumptions of the previous paragraph, no matter how
strong they appear to be, may not be totally unfounded and may lead to reasonable
results.
• The Riemannian (hyperbolic) and sub-Riemannian pictures are tied together by ex-
amining the hyperbolic nature of the configuration/ phase space with the effective
metric and its visual boundary. This allows us to use the very extensive machinery
of hyperbolic geometry, not only of Riemannian but more generally of metric spaces
[18],[19] in the dynamical analysis of the asymptotic properties of a system. From this
viewpoint, the considerable robustness of the Tsallis entropy already encoded in tis
composition (4) can be attributed to the invariance of the induced hyperbolicity of the
configuration/phase space under quasi-isometries.
• It is well-known that the Ricci curvature of a Riemannian manifold in some direc-
tion controls the rate of change of volumes of small balls locally perpendicular to that
direction. Since there is always some “noise” in the evolution equations and/or the
initial conditions of a physical system, the macroscopic behaviour of a system is not
actually determined by its configuration (Riemannian) curvature, but actually by its
Ricci curvature. It is volume deformations of configuration space that matter for the
thermodynamic behaviour of a system much more than distance deformations. There-
fore all the above comments that apply to induced modifications of the configuration
space Riemannian metric of a system due to (4) can now be relaxed somewhat: it is
sufficient for someone to demand a deformation of configuration space volumes reflect-
ing (4) rather than of actual distances/metrics. When this is implemented, we are
naturally lead to a definition of a generalised Ricci curvature called the generalised
(Ricci-) Bakry-Emery tensor or N -Ricci tensor [20] whose properties are intimately
connected to those of the Tsallis entropy (whose properties helped determine it in the
first place). We will explore this connection further in an upcoming work [21].
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