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BRANCHING PROBLEMS IN REPRODUCING KERNEL
SPACES
BENT ØRSTED, JORGE A. VARGAS
Abstract. For a semisimple Lie group G satisfying the equal rank
condition, the most basic family of unitary irreducible representations
is the discrete series found by Harish-Chandra. In this paper we study
some of the branching laws for these when restricted to a subgroup
H of the same type by combining classical results with recent work of
T. Kobayashi; in particular, we prove discrete decomposability under
Harish-Chandra’s condition of cusp form on the reproducing kernel.
1. Introduction
Restricting a unitary irreducible representation π of a Lie group G to a
closed subgroup H leads to the branching law problem, namely of finding
the explicit decomposition of π into irreducible representations of H. This
generalizes the theory of spectral decomposition of a selfadjoint operator, and
in the same way there may occur both a discrete and a continuous spectrum.
In this paper we shall consider the case of G a semisimple Lie group
with π a representation in the discrete series, i.e. it occurs as a left-invariant
closed subspace of L2(G); these form the celebrated discrete series of Harish-
Chandra. H will be a subgroup of the same type, and we shall assume that
both G and H admit discrete series, and our aim is to find criteria ensuring
that the branching law for π gives discrete series for H - perhaps even that
the restriction of π is a direct sum of such, in which case we call this dis-
cretely decomposable, and if this happens with finite multiplicities we call it
H−admissible. We shall combine the results of Harish-Chandra on the dis-
tribution character and also the Plancherel formula for G with recent results
of T. Kobayashi on the admissibility of representations in order to obtain
some new results on branching laws in our setting. We shall also apply the
theory of reproducing kernels, using some specific models of the discrete se-
ries, this involves the spherical functions, also studied by Harish-Chandra.
Note that a special case of our situation could be with H as the diagonal
subgroup in G × G, so that the branching problem corresponds to decom-
posing a tensor product; this is already a complicated problem for discrete
series, and we hope our approach can lead to a deeper understanding (as
an easy, yet not completely trivial consequence, we see that π ⊗ π∗ contains
continuous spectrum).
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There are (at least) two basic facts from Harish-Chandra that we use: (1)
convolution by the distribution character of π gives the orthogonal projection
onto π, and (2) the trace of the spherical function for the lowest K-type W
is the convolution (over K) of the distribution character and the character
of W . Our interest is only within the category of unitary representations
and spectral decomposition in Hilbert spaces; thus we do not consider the
smooth category and the corresponding symmetry-breaking operators of T.
Kobayashi. For this note, a symmetry breaking operator is a continuous
H−map from a representation of G into one of H.
We now mention some of the main results in this paper:
This note is divided in eleven sections. Some of the subsections are quite
technical, for example 2.1, 3.2. In subsection 3.1 we show that under cer-
tain hypotheses symmetry breaking operators agree on dense subspaces with
integral operators. In all the sections, we use the fact that discrete series
representations might be modeled on space of solutions to elliptic differen-
tial operators. For example, we carry out an analysis of symmetry breaking
operators as differential operators (subsection 4.1, 4.2, 4.3). In particular,
we show that H−admissibility implies that a certain family of symmetry
breaking operators are represented by differential operators. We also show
a converse statement. It is a quite different situation when we analyze pro-
jectors onto isotypic components (Examples 6.2,6.3); under the hypothesis
of admissibility, we may show projectors are represented via truncated Tay-
lor series (section 6) or some version of infinite order differential operators.
With respect to necessary and sufficient conditions for a representation to
be H−discretely decomposable, we obtain criteria saying that some partic-
ular symmetry breaking operators are restrictions of differential operators
(Theorem 4.3) or in terms of reproducing kernels and cusp forms of Harish-
Chandra (Theorem 7.1). We also show that in the family of discrete series
representations unitary discretely decomposable implies algebraic discretely
decomposable. In section 8 we introduce two functions that are suitable to
check the existence of discrete factors (Theorem 8.4). In two appendices we
collect results on integral operators and kernel of elliptic invariant differen-
tial operators, as well as notation. Main results in this note are: Theorem
3.5,4.3 and its corollary, Theorem 4.12, Propositions 6.6,6.7, Theorem 7.1.
2. Preliminaries and some results
2.1. Discrete Series and Reproducing kernel. Let G be an arbitrary,
matrix, connected semisimple Lie group. Henceforth we fix a maximal com-
pact subgroupK forG and a maximal torus T forK. Harish-Chandra showed
that G admits square integrable irreducible representations if and only if T
is a Cartan subgroup of G. For this note, we always assume T is a Cartan
subgroup of G. Under these hypothesis, Harish-Chandra showed that the set
of equivalence classes of irreducible square integrable representations is pa-
rameterized by a lattice in it⋆
R
. In order to state our results we need to make
explicit this parametrization and set up some notation. As usual, the Lie al-
gebra of a Lie group is denoted by the corresponding lower case German letter
followed by the subindex R. The complexification of the Lie algebra of a Lie
group is denoted by the corresponding German letter without any subscript.
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V ⋆ denotes the dual space to a vector space V. Let θ be the Cartan involution
which corresponds to the subgroup K, the associated Cartan decomposition
is denoted by g = k + p. Let Φ(g, t) denote the root system attached to the
Cartan subalgebra t. Hence, Φ(g, t) = Φc ∪ Φn = Φc(g, t) ∪ Φn(g, t) splits
up as the union the set of compact roots and the set of noncompact roots.
From now on, we fix a system of positive roots ∆ for Φc. For this note, either
the highest weight or the infinitesimal character of an irreducible represen-
tation of K is dominant with respect to ∆. The Killing form gives rise to
an inner product (..., ...) in it⋆
R
. As usual, let ρ = ρG denote half of the sum
of the roots for some system of positive roots for Φ(g, t). A Harish-Chandra
parameter for G is λ ∈ it⋆
R
such that (λ, α) 6= 0, for every α ∈ Φ(g, t), and
so that λ+ ρ lifts to a character of T. To each Harish-Chandra parameter λ,
Harish-Chandra, associates a unique irreducible square integrable represen-
tation (πGλ , V
G
λ ) of G of infinitesimal character λ. Moreover, he showed the
map λ→ (πGλ , V Gλ ) is a bijection from the set of Harish-Chandra parameters
dominant with respect to ∆ onto the set of equivalence classes of irreducible
square integrable representations for G. For short, we will refer to an irre-
ducible square integrable representation as a discrete series representation.
Each Harish-Chandra parameter λ gives rise to a system of positive roots
Ψλ = ΨG,λ = {α ∈ Φ(g, t) : (λ, α) > 0}.
From now on, we assume that Harish-Chandra parameter for G are dominant
with respect to ∆. Whence, ∆ ⊂ Ψλ.
Henceforth, Ψ is a system of positive roots for Φ(g, t) containing ∆, and
(πGλ , V
G
λ ) a square integrable representation for G of Harish-Chandra pa-
rameter λ dominant with respect to Ψ. (τ,W ) := (πKλ+ρn , V
K
λ+ρn
) denotes
the lowest K−type of πλ := πGλ . The highest weight of (πKλ+ρn , V Kλ+ρn) is
λ+ ρn − ρc. We recall a theorem of Vogan’s thesis which states that (τ,W )
determines (πλ, V
G
λ ) up to unitary equivalence. We recall the set of square
integrable sections of the vector bundle determinate by the principal bundle
K → G → G/K and the representation (τ,W ) of K is isomorphic to the
space
L2(G×τ W ) := {f ∈ L2(G)⊗W :
f(gk) = τ(k)−1f(g), g ∈ G, k ∈ K}.
Here, the action of G is by left translation Lx, x ∈ G. The inner product on
L2(G) ⊗W is given by
(f, g)Vλ =
∫
G
(f(x), g(x))W dx
where (..., ...)W is a K−invariant inner product on W. Subsequently, LD
(resp. RD) denotes the left infinitesimal (resp. right infinitesimal) action on
functions from G of an element D in universal enveloping algebra U(g) for
the Lie algebra g. As usual, ΩG denotes the Casimir operator for g. Following
Hota, Enright-Wallach [OV], we realize Vλ := V
G
λ as the space
H2(G, τ) = {f ∈ L2(G) ⊗W : f(gk) = τ(k)−1f(g)
g ∈ G, k ∈ K,RΩGf = [(λ, λ)− (ρ, ρ)]f}.
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We also recall, RΩG = LΩG is an elliptic G−invariant operator on the vector
bundle W → G×τ W → G/K and hence, H2(G, τ) consists of smooth sec-
tions, moreover point evaluation ex defined by H
2(G, τ) ∋ f 7→ f(x) ∈W is
continuous for each x ∈ G (cf. Apendix 10.4). Therefore, the orthogonal pro-
jector Pλ onto H
2(G, τ) is an integral map (integral operator) represented by
the smooth matrix kernel or reproducing kernel Apendix 10.4, Apendix 10.6
(2.1) Kλ : G×G→ EndC(W )
which satisfies Kλ(·, x)⋆w belongs to H2(G, τ) for each x ∈ G,w ∈W and
(Pλ(f)(x), w)W =
∫
G
(f(y),Kλ(y, x)
⋆w)W dy, x ∈ G,w ∈W,f ∈ L2(G×τW ).
For a close reductive subgroup H, after conjugation by an inner automor-
phism of G we may and will assume L := K ∩ H is a maximal compact
subgroup for H. That is, H is θ−stable. In this note for irreducible square
integrable representations (πλ, Vλ) for G we would like to analyze its restric-
tion to H. In particular, we study the irreducible H−subrepresentations for
πλ. A result is that any irreducible H−subrepresentation of Vλ is an square
integrable representation for H, for a proof (cf. [GW]). Thus, owing to the
result of Harish-Chandra on the existence of square integrable representa-
tions it allows us that from now on we may and will assume H admits a
compact Cartan subgroup. After conjugation we may assume U := H ∩ T is
a maximal tori in L = H∩K. Next, we consider a square integrable represen-
tation H2(H,σ) ⊂ L2(H ×σ Z) of lowest L−type (σ,Z). An aim of this note
is to understand the nature of the intertwining operators between the uni-
tary H−representations H2(H,σ) and V Gλ , the adjoint of such intertwining
operators and consequences of their structure.
Notation: N = {1, 2, . . . }
3. Structure of Intertwining maps
For this section, besidesG,K, T, (τ,W ), (L,H2(G, τ)) = (πGλ , V
G
λ ),H,L,U)
as in Subection 2.1. We fix (ν,E) a finite dimensional representation for L
and a continuous intertwining linear H−map T : L2(H ×ν E)→ H2(G, τ).
Fact 3.1. We show T is a kernel map.
In fact, for each x ∈ G,w ∈ W the linear function L2(H ×ν E) ∋
g 7→ (Tg(x), w)W is continuous. Whence, the Riesz representation Theo-
rem shows there exists a function
KT : H ×G→ HomC(E,W )
so that for each x ∈ G,w ∈ W the map h 7→ KT (h, x)⋆(w) belongs to
L2(H ×ν E) and for g ∈ L2(H ×ν E), w ∈W we have the absolutely conver-
gent integral and the equality
(3.1) (Tg(x), w)W =
∫
H
(g(h),KT (h, x)
⋆w)Zdh.
That is, T is the integral map
Tg(x) =
∫
H
KT (h, x)g(h)dh, x ∈ G.
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We also have (T (g)(x), w)W =
∫
G(T (g)(y),Kλ(y, x)
⋆w)W dy.
3.1. Symmetry breaking operators. Examples shows that the adjoint
T ⋆ of integral linear map T need no be an integral map, whence, we would
like to know when T ⋆ is an integral linear map. Formally, we may write
T ⋆f(h) =
∫
GKT (h, x)
⋆f(x)dx, where the convergence of the integral is in
the weak sense. That is, for each g ∈ L2(H ×ν E), f ∈ H2(G, τ), we have
the absolutely convergence of the iterated integral
(T ⋆f, g)L2(H×νE) =
∫
G
∫
H
(f(x),KT (h, x)g(h))W dhdx.
Thus, the adjoint of an integral map is a weak integral map.
In order to study branching problems, T. Kobayashi, has introduced the
concept of symmetry breaking operator. In our setting, a symmetry breaking
operator is continuous H−map S : H2(G, τ)→ L2(H×νE). For a symmetry
breaking operator S, the above considerations applied to T := S⋆ let as
conclude: Under our hypothesis, a symmetry breaking operator is always a
weak integral map.
In [Fo] page 45 we find an exposition on Bargmann transform B : L2(Rn)→
H2(Cn). B is an example of integral map, such that B⋆ may not an integral
map. However, Bargmann has shown B⋆ restricted to certain dense subspace
is an integral map. In Apendix 10.3 we provide an example of a continuous
integral map into a reproducing kernel space such that its adjoint is not an
integral map on the whole space. However, it is equal to an integral on
certain subspace. Theorem 3.5 shows that a quite common feature for the
kind of integral maps T under our consideration its adjoint T ⋆ is an integral
map on certain dense subspace of H2(G, τ). In order to state our results we
need a few definitions.
Definition 3.2. A representation (πλ, Vλ) is discretely decomposable over
H, if there exists an orthogonal family of closed, H−invariant, H−irreducible
subspaces of Vλ so that the closure of its algebraic sum is equal to Vλ.
Definition 3.3. A representation (πλ, Vλ) is H−admissible if the represen-
tation is discretely decomposable and the multiplicity of each irreducible
factor is finite.
In [KO] we find a complete list of triples (G,H, πλ) such that (G,H) is
a symmetric pair and πλ is an H−admissible representation. For example,
for the pair (SO(2n, 1), SO(2k) × SO(2n − 2k, 1)) there is no πλ with an
admissible restriction to H. Whereas, for the pair (SU(m,n), S(U(m,k) ×
U(n− k))) there are exactly m Weyl chambers C1, . . . , Cm in it⋆R so that πλ
is H−admissible if and only λ belongs to C1 ∪ · · · ∪ Cm.
Definition 3.4. A unitary representation (π, V ) is integrable, if some nonzero
matrix coefficient is an integrable function.
It is a Theorem of Trombi-Varadarajan, Hecht-Schmid that: (πλ, Vλ) is
an integrable representation if and only if |(λ, β)| > ∑α∈Φ(g,t):(α,β)>0(α, β)
for every noncompact root β.
The next result gives more information on symmetry breaking operators.
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Theorem 3.5. Let S : H2(G, τ)→ L2(H×νE) be a continuous intertwining
linear H−map. Then,
a) If the restriction to H of (L,H2(G, τ)) is discretely decomposable, then
S is an integral map.
b) If (πλ, Vλ) is an integrable representation, then S restricted to the sub-
space of smooth vectors is an integral linear map.
In Example 3.11 we present a symmetry breaking operator so that it is
equal to an integral map on the subspace of K−finite vectors in certain non
integrable representation H2(G, τ).
3.2. Operators from L2(H ×ν E) into H2(G, τ). In this somewhat tech-
nical subsection we assemble properties of the matrix kernel that represent
an H−maps as the one in the title and its adjoint. In particular, in the
next Proposition, we obtain two estimates for the kernel. The second esti-
mate yields that the adjoint map is a kernel map on the subspace of smooth
vectors. To follow, we make explicit some properties of the kernel of T .
Proposition 3.6. Let T : L2(H ×ν E) → H2(G, τ) be a continuous inter-
twining linear H−map. Then, the function KT satisfies:
a) KT (h, x)
⋆w = T ⋆(y 7→ Kλ(y, x)⋆w)(h).
b) The function h 7→ KT (h, e)⋆w is an L−finite vector in L2(H ×ν E).
c) KT is a smooth map. Further, KT (·, x)⋆w is a smooth vector.
d) There exists a constant C and finitely many functions φa,b : G → C so
that for every x ∈ G, ‖KT (e, x)⋆‖HomC(W,Z) ≤ C‖T ⋆‖
∑
a,b |φa,b(x)|.
e) ‖KT (·, x)⋆‖L2(H×τ⋆⊗νHomC(W,E)) is a bounded function on G.
f) KT (hh1s, hxk) = τ(k
−1)KT (h1, x)ν(s), x ∈ G, s ∈ L, h, h1 ∈ H, k ∈ K.
g) If T ⋆ is a kernel map, with kernel KT ⋆ : G × H → Hom(W,E) and
KT ⋆(·, h)⋆z ∈ H2(G, τ). Then, L(2)D KT (h, ·) = χλ(D)KT (h, ·) for every D in
the center of U(g). Here, χλ is the infinitesimal character of πλ.
Note: The functions φa,b are defined as follows. We fix linear basis
{Xb}1≤b≤N (resp. {Ya}1≤a≤M ) for the space of elements in U(h) of de-
gree less or equal than dim h (resp. for the space of elements in U(g) of
degree less or equal than dim h). Then φa,b are defined by Ad(x
−1)(Xb) =∑
1≤a≤M φa,b(x)Ya, b = 1, · · · , N.
Proof of Proposition 3.6. A straight forward computation and using the in-
variance of Haar measure gives f). To show b) we notice KT (s
−1h, e)⋆w =
KT (h, s)
⋆w = (τ(s−1)KS(h, e))⋆w = KT (h, e)⋆τ(s)w. Since, W is a finite
dimensional vector space, the span of {Ls(h 7→ KT (h, e)⋆w) : s ∈ L} is finite
dimensional.
To follow we show the a). Let g ∈ L2(H ×ν E) arbitrary, we have
(g(·),KT (· , y)⋆(w))L2(H×νE) = (Tg(y), w)W
= (Tg(·),Kλ(·, y)⋆(w))L2(G×τW )
= (g(·), T ⋆(t 7→ Kλ(t, y)⋆(w))(·))L2(H×νE).
The first equality is justified by 3.1, the second by Pλ(Tg) = Tg and
(2.1), the third by definition of adjoint linear map. Since the functions
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v 7→ KT (v, y)⋆(w), v 7→ [T ⋆(t 7→ Kλ(t, y)⋆(w))](v) belong to L2(H ×ν E)
and g is arbitrary in L2(H ×ν E) we obtain a).
For further use we denote the subspace of smooth vectors in a representa-
tion V by V∞, some times, to be more explicit, we write V H−infty for the
H−smooth vectors.
Next, we verify the mapKT is smooth. For this we show (h, x) 7→ KT (h, x)⋆w
is smooth for each w ∈ W. We first notice Kλ(y, x) = Kλ(e, y−1x) and
x 7→ Kλ(x, e)⋆w is a K−finite vector in H2(G, τ). Thus, y 7→ Kλ(y, x)⋆w =
Lx(y 7→ Kλ(y, e)⋆w) is a smooth vector in H2(G, τ) and hence the map
G ∋ x 7→ (G ∋ y 7→ Kλ(y, x)⋆w) ∈ H2(G, τ) is smooth. Since T ⋆ is a contin-
uous linear H−map, we have that T ⋆(y 7→ Kλ(y, x)⋆w)(·) ∈ L2(H ×ν E)∞
and G ∋ x 7→ T ⋆(y 7→ Kλ(y, x)⋆w) ∈ L2(H ×ν E)∞ is a smooth map.
Next, [Wa1, section 1.6]), we endow the space of smooth vectors in a rep-
resentation (π, V ) with the topology that a sequence of smooth vectors vn
converges to a smooth vector v iff π(D)vn converges to π(D)v in norm for
every D ∈ U(h). Poulsen [Po, Proposition 5.1], has shown that the space
of smooth vectors L2(H ×ν E)∞ in L2(H ×ν E) is the subspace of smooth
functions f so that LD(f) is square integrable for every D ∈ U(h). Further,
Poulsen showed point evaluation from L2(H ×ν E)∞ into Z is a contin-
uous linear map. Whence, the the following composition gives a smooth
map (h, x) 7→ h−1x 7→ T ⋆(v 7→ Kλ(v, h−1x)⋆w)(e). Now a) and the equality
hT (e, h
−1x) = hT (h, x) concludes the proof of c).
Subsequently we show d). We compute an upper bound for x 7→ KT (e, x)⋆w.
To start with we recall Sobolev’s inequality as written by Poulsen [Po,
Lemma 5.1]. We fix a linear basis {Xb}1≤b≤N for the elements in U(h)
of degree less and equal to dim h. For a smooth vector f ∈ L2(H ×ν E) we
have:
‖f(e)‖Z ≤
∑
1≤b≤N
‖LXb(f)‖L2(H).
We fix D ∈ U(h), then owing to Kλ(·, x)⋆w is a smooth vector in H2(G, τ)
and a), we obtain KT (·, x)⋆w is an smooth vector and
L
(1)
D KT (h, x) = LD(T
⋆(Kλ(·, x)⋆w)(h) = T ⋆(L(1)D Kλ(·, x)⋆w)(h).
Thus, ‖L(1)D KT (·, x)‖L2(H) ≤ ‖T ⋆‖ ‖LDKλ(·, x)⋆w‖L2(G).
Now, for every D ∈ U(g), the equality Kλ(y, x) = Kλ(x−1y, e) together
with the left invariance of Haar measure yields
‖LDKλ(·, x)⋆w‖L2(G) = ‖LAd(x−1)DKλ(·, e)⋆w‖L2(G).
We fix a basis {Ya}1≤a≤M for the subspace of elements of U(g) of degree
less or equal to dim h. We assume deg D ≤ dim h and we write Ad(x−1)D =∑
a φa(x,D)Ya. Whence,
‖LDKλ(·, x)⋆w‖L2(G) ≤
∑
a |φa(x,D)|‖LYaKλ(·, e)⋆w‖L2(G).
For D = Xb we write φa,b(x) := φa(x,Xb). Let C denote an upper bound for
the numbers ‖LYaKλ(·, e)⋆‖L2(G) for 1 ≤ a ≤M. Then, Sobolev’s inequality
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and the previous inequalities gives
‖KT (e, x)⋆w‖W ≤ ‖T ⋆‖
∑
1≤b≤N
‖LXbKλ(·, x)⋆w‖L2(G)
= ‖T ⋆‖
∑
b
‖LAd(x−1)XbKλ(·, e)⋆w‖L2(G) ≤ C‖T ⋆‖‖w‖W
∑
a,b
|φa,b(x)|.
‖KT (e, x)⋆‖Hom(W,Z) = sup|w‖≤1{‖KT (e, x)⋆w‖W } ≤ C‖T ⋆‖
∑
a,b |φa,b(x)|.
To follow, we verify e). That is, the function ‖KT (·, x)⋆‖L2(H) is a bounded,
for this we verify an inequality
‖KT (·, x)⋆‖L2(H) << ‖Kλ(·, e)‖L2(G)‖ ‖T‖.
To begin with, for w ∈W , we have
‖KT (·, x)⋆w‖L2(H) ≤ ‖w‖‖Kλ(·, e)‖L2(G)‖ ‖T‖. Indeed,∫
H
‖KT (h, x)⋆w‖2Zdh =
∫
H
< KT (h, x)
⋆w,KT (h, x)
⋆w >E dh
= (T (KT (·, x)⋆w)(x), w)W
and
(T (KT (·, x)⋆w)(x), w)W =
∫
G
(T (KT (·, x)⋆w)(y),Kλ(y, x)⋆w)W dy
≤ ‖T ((KT (·, x)⋆w)‖L2(G)(
∫
G
‖Kλ(y, x)⋆w‖2W dy)1/2
≤ ‖w‖ ‖Kλ(·, e)‖L2(G)‖T (KT (·, x)⋆w)‖L2(G)
≤ ‖w‖ ‖Kλ(·, e)‖L2(G)‖ ‖T‖ ‖KT (·, x)⋆w‖L2(H).
Therefore, after we simplify, we obtain∫
H
‖KT (h, x)⋆w‖2Zdh ≤ ‖w‖ ‖Kλ(·, e)‖L2(G)‖ ‖T‖ ‖KT (·, x)⋆w‖L2(H).
Thus,
‖KT (·, x)⋆w‖L2(H) ≤ ‖w‖ ‖Kλ(·, e)‖L2(G×τ⋆⊗τHomC(W,W )) ‖T‖.
To continue, we fix an orthonormal basis {zj} (resp. {wi}) for E (resp. for
W ). Then, there exists a constant C1, depends on E,W , so that for each
linear map R :W → E we have,
‖R‖Hom(W,E) = sup{w:‖w‖W≤1}{‖R(w)‖E} ≤ C1
√∑
i,j
|(Rwi, zj)E |2.
(‖KT (·, x)⋆‖L2(H×τ⋆⊗νHomC(W,E))2
≤ C21
∫
H
∑
i,j
|(KT (h, x)⋆wi, zj)E |2dh ≤ C21
∑
i
dimE
∫
H
‖KT (h, x)⋆wi|2Edh
≤ C21 dimE dimW‖Kλ(·, e)⋆‖2L2(G)‖T‖2.
Whence, we obtain
‖KT (·, x)⋆‖L2(H×τ⋆⊗νHomC(W,E))
≤ C1
√
dimE dimW‖Kλ(·, e)‖L2(G×·Hom(W,W ))‖ ‖T‖.
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3.3. Proof of Theorem 3.5.
Proof. In order to show a) we recall that Schur’s Lemma implies that for a
closed H−irreducible subspace N of H2(G, τ) either S(N) = {0} or S(N) is
a closed H−irreducible subspace. Thus, our hypothesis forces the image of
S is a sum of H−irreducible subspaces of L2(H ×ν E). Plancherel’s Theo-
rem of Harish-Chandra, shows that closure of the sum of the H−irreducible
subspaces in L2(H ×ν E), is actually, a finite sum of irreducible subspaces
[HC2, Lemma 72] and Frobenius reciprocity. From now on, L2(H ×ν E)disc
denotes the sum of H−invariant irreducible subspaces in L2(H ×ν E). On
the smooth vectors of an H−irreducible subspace N the Casimir operator
acts by a constant, since smooth vectors are smooth functions, the Casimir
operator acts by the same constant in the whole of N. In [At] we find a proof
that an L2−eigenspace of an elliptic operator on a fiber bundle is a repro-
ducing kernel subspace. Finally, the Casimir operator of h acts as an elliptic
operator on L2(H ×ν E). Thus, we conclude L2(H ×ν E)disc is a finite sum
of reproducing kernel subspaces and hence L2(H ×ν E)disc is a reproducing
kernel subspace. Whence, the image of S is contained in a reproducing ker-
nel subspace, which let us conclude S is a kernel map. It readily follows the
kernel of S is equal to the kernel K⋆S⋆ .
Subsequently we show b) The hypothesis S is a continuous H−map and
Proposition 3.6 let us conclude that S⋆ is an integral map. Thus, at least
formally, we think S as the adjoint of an integral map. For this, we formally
define
S0(f)(h) :=
∫
G
KS⋆(h, x)
⋆f(x)dx
and we consider the subspace
DK⋆
S⋆
:= {f ∈ L2(G×τ W ) : S0(f) ∈ L2(H ×ν E)}.
It readily follows that S0 restricted to DK⋆
S⋆
is an integral operator with
kernel KS0(x, h) = KS⋆(h, x)
⋆. Besides, S is an integral map when restricted
to H2(G, τ) ∩DK⋆
S⋆
. To follow, we construct a subspace D of DK⋆
S⋆
,
D := {f ∈ L2(G×τ W ) :
∫
G
‖KS⋆(·, x)⋆‖L2(H×νHom(W,E))‖f(x)‖dx <∞}
For this, we show that for f ∈ D, the integral that defines the function
h 7→ S0(h) is absolutely convergent almost everywhere in h and the resulting
function belongs to L2(H×νE).We apply the integral version of Minkowski’s
inequality for p = 2 and obtain
(
∫
H
[
∫
G
‖KS⋆(h, x)⋆f(x)‖Edx]2dh)1/2
≤
∫
G
[
∫
H
‖KS⋆(h, x)⋆f(x)‖2Edh]1/2dx
≤
∫
G
[
∫
H
‖KS⋆(h, x)⋆‖2Hom(W,E)dh]1/2‖f(x)‖W dx.
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The right hand side is a finite number because f belongs to D. Hence,∫
GKS⋆(h, x)
⋆f(x)dx is absolutely convergent almost everywhere in h and
the resulting function belongs to L2(H ×ν E).
As a consequence we obtain that for g ∈ L2(H ×ν E) and f ∈ D the
following two iterated integrals are absolutely convergent
∫
G
∫
H
(KS⋆(h, x)g(h), f(x))W dhdx =
∫
H
∫
G
(KS⋆(h, x)g(h), f(x))W dxdh.
We are ready to conclude the proof of Theorem 3.5 b). Whenever πλ is an
integrable discrete series representation, it follows from the work of Harish-
Chandra, [HCVI, Lemma 76], that any K−finite vector f in H2(G, τ) is
integrable with respect to Haar measure on G. We claim that any smooth
vector in H2(G, τ) is an integrable function. For this we recall the space of
rapidly decreasing functions S (G) on G, defined by [Wa1, page 230]. Owing
to [Wa1, Lemma 2.A.2.4], any rapidly decreasing function is integrable.
Next, in [Wa2, Theorem 11.8.2] it is shown that the subspace H2(G, τ)∞ of
smooth vectors in H2(G, τ) is an algebraically irreducible module for S (G).
Therefore, any smooth vector in H2(G, τ) is the convolution of a rapidly
decreasing function onG times aK−finite vectors. Hence, any smooth vector
is convolution of two integrable functions on G. Classical harmonic analysis
yields any smooth vector in H2(G, τ) is an integrable function. Therefore,
for a smooth vector f in H2(G, τ), Proposition 3.6 forces the integral
∫
G
‖KS⋆(·, x)⋆‖L2(H×τ⋆⊗νHom(W,E)) ‖f(x)‖W dx
is absolutely convergent. Whence, D contains the smooth vectors inH2(G, τ),
and we have shown b). Thus, we have shown Theorem 3.5 
Example 3.7. An application for Theorem 3.5 is: For a continuous H−map,
we write the polar decomposition for T = V P : L2(H ×σ Z) → H2(G, τ)
where P =
√
T ⋆T and V : L2(H ×σ Z) → H2(G, τ) is a partial isome-
try. V is usually called a generalized Bargmann transform. Then, V is
an integral map, and, whenever πGλ is an integrable discrete series, the lin-
ear map V ⋆, as well as T ⋆, restricted to the subspace of smooth vectors in
H2(G, τ) is an integral map. A particular case of this is the restriction map
r : H2(G, τ) → L2(H ×resL(τ) W ) as in Example 4.1. Here, r⋆ = V
√
rr⋆,
r = V ⋆
√
r⋆r. Sometimes r is injective, whence V ⋆ is injective and kernel map
when πλ is integrable. In Example 3.11 we verify V
⋆ restricted to the sub-
space of K−finite vectors is an integral map despite πλ is not an integrable
representation.
Remark 3.8. Every f ∈ H2(G, τ) is a bounded function.
In fact, let Kλ(y, x) denote the matrix kernel for H
2(G, τ). Thus,
f(x) =
∫
G
Kλ(y, x)f(y)dy.
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Then, Schwarz inequality, the equality Kλ(y, x) = Kλ(x
−1y, e), Kλ(·, e) is
square integrable and the left invariance of Haar measure, justify the in-
equalities presented bellow
‖f(x)‖W ≤
∫
G
‖Kλ(y, x)‖Hom(W,W ‖f(y)‖W dg
≤ (
∫
G
‖Kλ(y, x)‖2dy)
1
2 (
∫
G
‖f(y)‖2dy) 12
≤ (
∫
G
‖Kλ(y, e)‖2dy)
1
2 (
∫
G
‖f(y)‖2dy) 12
= ‖Kλ(·, e)‖L2(G)‖f‖2.
Remark 3.9. We assume S : H2(G, τ) → L2(H ×ν E) is a continuous sym-
metry breaking operator represented by a kernel S. This hypothesis implies
that KS(x, h) = KS⋆(h, x)
⋆ and hence we may conclude:
a) KS is a smooth map.
b) KS(hxk, hh1s) = ν(s
−1)KS(s, h1)τ(k), h, h1 ∈ H,x ∈ G, s ∈ L.
c) The function G ∋ x 7→ KS(x, e)⋆z ∈W, z ∈ E belongs to H2(G, τ) and it
is L−finite.
Remark 3.10. For continuous H−map from H2(G, τ) into H2(H,σ) or vice
versa, always, they are represented by smooth kernels that enjoy the prop-
erties in Remark 3.9 or Proposition 3.6.
3.4. Generalized Shintani functions. Kobayashi in [Kobs] has began a
deep analysis of functions related to H−intertwining linear operators R :
VG → VH between two smooth irreducible class one representations (πG, VG)
(πH , VH) for respectively G, H. For this, he fix vG ∈ VG, vH ∈ VH nonzero
vectors fixed by respectivelyK,L and he defines the Shintani function S(g) =
(R(πG(g)vG), vH)VH , g ∈ G The function S satisfies: right invariant under L,
left invariant under K, an eigenfunction for RD,D ∈ z(U(g)), and eigenfunc-
tion for LD : D ∈ z(U(h)). Here, z(U(g)) denotes the center for the universal
enveloping algebra for g. Let S : H2(G, τ) → H2(H,σ) a continuous inter-
twining linear map. Since, H2(H,σ) is a reproducing kernel subspace, S is
an integral map represented by a kernel KS : G×H → HomC(W,Z) which
satisfies the statements in Remark 3.9. We now verify that properties of the
function y 7→ KS(y, e) suggest a natural generalization for the concept of
Shintani function. In fact, let Φ(y) := KS(y, e), y ∈ G. Thus, Φ maps G into
HomC(W,Z). Among the properties of the function Φ are:
(1) Φ is a smooth function.
(2) Φ(syk) = σ(s)Φ(y)τ(k), s ∈ L, k ∈ K, y ∈ G.
(3) RDΦ = χλ(D)Φ for D ∈ z(U(g)).
(4) LDΦ = χ˜µ(D)Φ for D ∈ z(U(h)).
(5) Φ as well as its restriction to H are square integrable.
The previous considerations let us to define a generalized Shintani function.
For this we fix representations (τ,W ) of K, (σ,Z) of L and infinitesimal
characters χλ, χµ for respectively g, h. A generalized Shintani functions is a
function Φ : G→ HomC(W,Z) that satisfies the five conditions enumerated
in the previous paragraph. When, we dealt with Discrete Series represen-
tations, the trivial representation of a maximal compact subgroup of the
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ambient group, never occurs as a K−type, however, it is clear that the first
four stated properties are a generalization of the concept of Shintani’s func-
tion. The obvious result is:
The space of generalized Shintani functions attached to (τ,W ), (σ,Z), χλ, χµ
is isomorphic to the space of continuous H−maps from V Gλ to V Hµ .
Example 3.11. The following example shows that statement in Theorem 3.5
b) might not be sharp. Details for some of the statements in this example
are found in [DaOZ] and references therein. We set G = SL2(R) and H
equal to the subgroup of diagonal matrices in G. We fix as compact Cartan
subgroup T the subgroup of orthogonal matrices in G.We fix as positive root
α one of the roots in Φ(g, t) and ρ := 12α. Then, the set of Harish-Chandra
parameters for G is {nρ, n ∈ Z\{0}}. The lowest K−type for πGpρ (p ≥ 1) is
(πK(p+1)ρ,C). After we identify G/K with the upper half plane H+ and we
trivialize the vector bundle G×πK
(p+1)ρ
C→ G/K we have that H2(G,πK(p+1)ρ)
can be identified with the space
{f : H+ → C : f holomorphic and
∫
H+
|f(x+ iy)|2yp+1dxdy
y2
<∞}.
The bundle H×πK
(p+1)ρ
C→ H/L is also trivial and L2(H×resL(τ)W ) is iden-
tified with L2(iR>0, t
pdt). The restriction map r : H2(G, τ)→ L2(H×resL(τ)
W ) becomes r(f)(iy) = f(iy), y ∈ R>0. After we write the polar decompo-
sition r⋆ = V Q we have
V (g)(z) =
∫ ∞
0
eiztg(it)tpdt, z ∈ H+, g ∈ L2(H ×resL(τ) W ).
Owing to Theorem 3.5, for an integrable discrete series, equivalently |p| ≥ 2,
the linear map V ⋆ restricted to the subspace of smooth vectors in
H2(G,πK(p+1)ρ) is equal to the integral linear map
V ⋆(f)(it) =
∫
H+
f(x+ iy)e−iz¯typ−1dxdy. (‡)
For the non integrable discrete series H2(G,πK2ρ) the Lebesgue integral on
the right of (‡) does exists for any K−finite vector. In fact,∫ ∞
0
∫ ∞
−∞
∣∣∣∣z − iz + i
∣∣∣∣
n 1
|z + i|2 e
−yt dxdy
≤
∫ ∞
0
∫ ∞
−∞
e−yt
x2 + (y + 1)2
dxdy < +∞ for t > 0, n ≥ 0.
Whence, the following integral converges absolutely,∫
H+
(
z − i
z + i
)n 1
(z + i)2
e−iz¯t dxdy
=
∫ ∞
0
∫ ∞
−∞
e−i(x−iy)t
(x+ iy + i)2
dxdy = cne
−t(e2t(2t)−1
dn
dtn
(e−2t(2t)n+1).
The inner integral is computed by means of Cauchy integral formula applied
to compute the first derivative of z 7→ e−i(z−iy)t at the point −(iy + i). The
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path of integration is the half circumference of diameter [−c, c] with c positive
and very large so that −(iy+i) is an interior point of the path. We now have
that for each n ≥ 0, the resulting function defined by the right hand side
of (‡) belongs to L2(iR>0, tdt). Next, the set of functions (z−iz+i)n 1(z+i)2 , n ≥
0 span the subspace of K−finite vectors. Therefore, functional analysis
implies the right hand of (‡) evaluated in each of this set of generators of
(H2(SL2(R), π
K
2ρ))K−fin is equal to V
⋆ evaluated at each of these generators.
This concludes the verification that V ⋆ restricted to the subspace ofK−finite
vectors is an integral map.
4. Intertwining operators via differential operators
Let G,K,H,L,H2(G, τ), (ν,E) be as usual. In [N],[KobPev],[Kobv] these
authors have constructed H−intertwining maps between holomorphic dis-
crete series by means of differential operators. Some of these authors also
considered the case of intertwining maps between two principal series repre-
sentations [KobSp]. Motivated by the fact that discrete series can be mod-
eled as function spaces, an aim of this section is to analyze to what extent
H−intertwining linear maps agree with restriction of linear differential oper-
ators. In [Kobv] is presented a general conjecture on the subject, we present
a partial solution for the particular case of discrete series representations.
4.0.1. Differential Operators. For the purpose of this note a differential op-
erator is a linear map S : C∞(G ×τ W ) → C∞(H ×ν E) so that there ex-
ists finitely many elements Db ∈ U(g), finitely many elements {wc} inW,
{za} finitely many elements {zc} inE, da,b,c ∈ C, and for any
f ∈ C∞(G×τ W ) we have
(4.1) S(f)(h) =
∑
a,b,c
da,b,c ([RDbf ](h), wc)W za ∀h ∈ H.
Sometimes we will allow the constants da,b,c to be smooth functions on H.
The definition is motivated by the following result of Kobayashi, and pos-
terior considerations that we will present. Kobayashi, in [KobPev][Theorem
2.9] constructed an isomorphism between the set of H−invariant differential
operators from C∞(G×τ W ) into C∞(H ×ν E) and the space
HomL(E
∨, Indgk (W
∨)). As usual, M∨ denotes the contragredient represen-
tation. The isomorphism is:∑
a,b,c
da,b,c za ⊗Db ⊗wc
7→ (C∞(G×τ W ) ∋ f 7→ (h 7→
∑
a,b,c
da,b,c ([RDbf ](h), wc)W za)).
Here, da,b,c ∈ C, {za}basis forE,Db ∈ U(g), {wc}basis forW,h ∈ H.
WE now sketch a proof that any differential operator (according to our defi-
nition) can be replaced by a H−invariant differential operator. Indeed, since
L is a compact group, any elementD inHomL(E
∨, Indgk (W
∨)) is a finite sum
D = D0+D1+ · · ·+DR. Here D0 is L−invariant and each Dj , j ≥ 1 belongs
to an L−isotypic components that correspond to inequivalent representations
and different to the trivial representation. Since D,D0 maps C
∞(G ×τ W )
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into C∞(H ×ν E) we obtain for x ∈ G, s ∈ L Df(xs) = ν(s−1)Df(x) =
ν(s−1)D0f(x)+ ν(s−1)(Ad(s)D1(f)(x) + · · ·+ ν(s−1)(Ad(s)DRf)(x). After
we cancel ν(s−1) the orthogonality relations yields Djf(x) = 0 for j ≥ 1.
Example 4.1. Examples of differential operators are the normal derivatives
as considered in [OV]. For this, we write the Cartan decomposition as g =
k + p and h = l + p′. We have p′ = p ∩ h. Let (p/p′)(n) denote the n−th
symmetric power of the orthogonal with respect to the Killing form of p′
in p. Let τn denote the natural representation in HomC((p/p
′)(n),W ). Let
λ : S(g) → U(g) denote the symmetrization map. Then, for each D ∈
(p/p′)(n), f ∈ H2(G, τ), h ∈ H we compute the normal derivative of f in the
direction D at the point h, rn(f)(D)(h) := Rλ(D)f(h). In [OV] it is shown
that rn(f) ∈ L2(H ×τn HomC((p/p′)(n),W ))and the resulting map
rn : H
2(G, τ)→ L2(H ×τn HomC((p/p′)(n),W ))
is H−equivariant and continuous for L2−topologies. As before, Kλ is the
matrix kernel of Pλ. The map rn is represented by the matrix kernel
Krn : G×H → HomC(W,HomC((p/p′)(n),W ))
given by
Krn(y, h)(w,D) = R
(2)
λ(D)(Kλ(y, h)w).
Here, the upper index (2) means we compute the derivative of Kλ on the
second variable.
4.1. Symmetry breaking via differential operators. Before we state
Theorem 4.3 we derive some properties of symmetry breaking operators that
are restriction of differential operators. We recall in Theorem 3.5 we have
shown that when resH(πλ) is discretely decomposable, any symmetry break-
ing operator is an integral map. We would like to remark that the next two
results contain "automatic continuity Theorem".
Lemma 4.2. Let S : H2(G, τ)→ L2(H×νE) be a not necessarily continuous
intertwining H−map such that S is the restriction of a differential operator.
Then, S is a kernel map. That is, there exists KS : G×H → HomC(W,E)
so that y 7→ KS(y, h)⋆z ∈ H2(G, τ) for h ∈ H, z ∈ E and
a) (S(f)(h), z)Z =
∫
G(f(y),KS(y, h)
⋆z)W dy for f ∈ H2(G, τ), z ∈ E.
b) y 7→ KS(y, e)⋆z is a K−finite vector for πλ.
c) KS is a smooth function.
d) S is continuous in L2−topologies.
Conversely, if S : H2(G, τ) → L2(H ×ν E) is an integral H−map so that
y 7→ KS(y, e)⋆z is a K−finite vector for πλ. Then, S is continuous and S is
the restriction of a differential operator.
Compare b) with 3.9 c). We differ the proof of the Lemma 4.2 to until we
state the following theorem.
Theorem 4.3. Let G,K,H,L, (τ,W ),H2(G, τ), πλ, (ν,E), (σ,Z) be as in
the previous paragraph. Let S : H2(G, τ) → L2(H ×ν E) denote an inter-
twining linear H−map. The following statements holds:
If resH(πλ) is an H−admissible representation and S is continuous. Then,
S is the restriction of a linear differential operator.
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For a converse statement, we have,
i) If we assume for some ν that some nonzero linear intertwining H−map
S : H2(G, τ) → L2(H ×ν E)disc is the restriction of a linear differential
operator. Then, resH(πλ) is discretely decomposable.
ii) If we assume for some σ that every nonzero linear intertwining H−map
S : H2(G, τ) → H2(H,σ) is the restriction of a linear differential operator.
Then, the multiplicity of (L,H2(H,σ)) in resH(πλ) is finite.
iii) If we assume for every σ that every nonzero S : H2(G, τ) → H2(H,σ)
is the restriction of a linear differential operator. Then, resH(πλ) is an
H−admissible representation.
An inmediate corollary to the Theorem is:
Corollary 4.4. If πλ is an H−admissible representation, then, for each
(σ,Z), every continuous linear H−map S : H2(G, τ) → H2(H,σ) is a dif-
ferential operator as well as an integral map.
Example for maps S where the Theorem applies are the normal maps
rn defined in Example 4.1. In particular, we have resH(πλ) is discretely
decomposable if and only if there exists an n so that the image of rn is
contained in L2(H ×τn HomC((p/p′)(n),W ))disc.
Nakahama, [N][Theorem 3.6] has shown an equivalent result to our first
statement in the Theorem and to the Corollary for the case of H−admissible
holomorphic discrete series under the hypothesis that G,H) is a symmetric
pair.
Proof of Lemma 4.2. We fix {zj , j = 1, · · · ,dimE}, {wi, i = 1, . . . ,dimW}
respective orthonormal basis for E,W. Our hypothesis gives for every f ∈
H2(G, τ), h ∈ H the following equality holds
S(f)(h) =
∑
j,b,i
dj,b,i ([RDbf ](h), wi)W zj .
In [At] we find a proof that in the L2−kernel of an elliptic operator, L2−con-
vergence implies uniform convergence of the sequence as well as any of its
derivatives on compact sets. Since the Casimir operator acting on G/K
is an elliptic operator, the result on PDE just quoted applies to H2(G, τ).
Hence, the equality (S(f)(h), zj)Z =
∑
b,i dj,b,i(RDbf(h), wi)W yields the
left hand side determines a continuous linear functional on H2(G, τ). Thus,
there exists a function KS : G×H → HomC(W,E) so that y 7→ KS(y, h)⋆zj
belongs to H2(G, τ) and a) holds. The hypothesis S is an intertwining map,
yields the equality KS(h1yk, h1hs) = ν(s
−1)KS(y, h)τ(k), h1, h ∈ H, y ∈
G, s ∈ L, k ∈ K. The smoothness for KS follows from that K⋆S is equal
to the map (y, h) 7→ h−1y followed by the map x 7→ KS(x, e)⋆ and that
x 7→ KS(x, e)⋆ is an element of H2(G, τ). Next, we justify the four equalities
in the computation below. The first is due to the expression of S, the second
is due to the identity LDˇ(f)(e) = RDf(e), hence, we obtain (S(f)(e), zj)Z =∑
b,i dj,b,i(LDˇbf(e), wi)W . The third is due to (2.1), finally, we recall for an
arbitrary D ∈ U(g) it follows that any smooth vector f ∈ V∞λ is in the
domain for LD, in particular y 7→ Kλ(y, e)⋆wi is in the domain for LD.
These four considerations justifies the following equalities for any smooth
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vector f ∈ H2(G, τ), we have∫
G
(f(y),KS(y, e)
⋆zj)W dy = (S(f)(e), zj)
=
∑
dj,b,i(LDˇbf(e), wi)W
=
∑
j,b,i
dj,b,i
∫
G
(LDˇbf(y),Kλ(y, e)
⋆wi)W dy
=
∑
b,i
dj,b,i
∫
G
(f(y), L
(1)
Dˇ⋆
b
Kλ(y, e)
⋆wi)W dy.
We observe, the first and last member of the above equalities defines contin-
uous linear functionals on H2(G, τ) and they agree on the dense subspace of
smooth vectors, whence
KS(y, e)
⋆zj =
∑
b,i
dj,b,iL
(1)
Dˇ⋆
b
Kλ(y, e)
⋆wi.
Since, the right hand side of the above equality is a K−finite vector for
πλ, we have shown b). To show the continuity of S we notice that S is
defined by the Carleman kernel KS (for each h ∈ H, KS(·, h) ∈ H2(G, τ))
and by hypothesis the domain of the integral operator defined by KS on
L2(G×τW ) contains H2(G, τ). Since a Carleman kernel determines a closed
map on its maximal domain, and H2(G, τ) is a closed subspace, we have
S : H2(G, τ) → L2(H ×ν E) is a closed linear map with domain H2(G, τ),
the closed graph Theorem leads as to the continuity of S.
To show the converse statement, we explicit the hypotheses on S:
KS(hx, hh1) = KS(x, h1), h, h1 ∈ H,x ∈ G; for each Z ∈ E, y 7→ KS(y, e)⋆z
is a K−finite vector in H2(G, τ); domain of S equal to H2(G, τ). We show
S is a the restriction of a differential operator. In fact, since KS(x, h) =
KS(h
−1x, e) and KS(·, e) belongs to H2(G, τ) we obtain KS(·, h) is square
integrable and hence S is a Carleman map. As in the direct implication we
obtain S is continuous. To verify S is la restriction of a differential map, we
fix a nonzero vector w ∈W. Since H2(G, τ) is an irreducible representation,
a result of Harish-Chandra shows that the underlying (g,K)−module for
H2(G, τ) is U(g)−irreducible. It readily follows that the function Kλ(·, e)⋆w
is nonzero (otherwise Kλ would be the null function), therefore for each zj
there exists Dj ∈ U(g) so that KS(·, e)⋆zj = LDjKλ(·, e)⋆w. For f smooth
vector in H2(G, τ),
S(f)(h−1) = S(Lhf)(e) =
∑
j
(SLhf(e), zj)zj
=
∑
j
∫
G
(Lhf(y),KS(y, e)
⋆zj)W zj =
∑
j
∫
G
(Lhf(y), LDjKλ(y, e)
⋆w)W zj
=
∑
j
∫
G
(LD⋆j (Lhf)(y),Kλ(y, e)
⋆w)W dy =
∑
j
(LD⋆j (Lhf)(e), w)W zj
=
∑
j
((RDˇ⋆j
)(Lh−1f)(e), w)W zj =
∑
j
((RDˇ⋆j
)(f)(h−1), w)W zj.
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Thus, after we fix a linear basis {Ri} for U(g), for a smooth vector f we
have
S(f)(h) =
∑
j,i di,j([RRi(f)](h), w)zj .
Owing to the result on PDE quoted in the direct proof, the right hand side
defines a continuous linear transformation from H2(G, τ) into C∞(H ×ν E).
We claim, this forces S(f) to be continuous for every f . In fact, each f in
H2(G, τ) is limit of a sequence fn of smooth vectors, whence the first and
last members of the above equalities agree on each fn, if necessary going to
a subsequence, the Riez-Fischer Theorem yields the left hand side pointwise
converges (a.e.) to S(f). Thus, S(f) agree up to set of measure zero with a
smooth function. Moreover, this argument yields S(f) is equal to the right
hand side for any f. Thus, we have shown S is a differential operator. This
concludes the proof of Lemma 4.2. Proof of Theorem 4.3. For the vector spaces E,W , we fix respective or-
thonormal basis {zj}, {wi}. Since resH(πλ) is discretely decomposable, The-
orem 3.5 shows S is an integral map. For each j, the identityKS(l
−1y, e)⋆zj =
KS(y, e)
⋆ν(l)zj , l ∈ L, y ∈ G yields x 7→ KS(x, e)⋆zj is an L−finite vector.
The hypothesis resH(πλ) is an admissible representation allows us to apply
[Kob1, Prop. 1.6]. In this way we obtain that the subspace of L−finite
vectors in H2(G, τ) is equal to the subspace of K−finite vectors. Whence,
x 7→ KS(x, e)⋆zj is a K−finite vector. By hypothesis, H2(G, τ)K−fin is
an irreducible representation under the action of U(g) and the function
y 7→ Kλ(y, e)⋆wi is nonzero and K−finite, hence, for each i, j there exists
Cj,i ∈ U(g) so that [L(1)Cj,iKλ](y, e)⋆wi = KS(y, e)⋆zj , for all y ∈ G. There-
fore, since x 7→ KS(x, e)⋆zj is a smooth vector for G, for f ∈ V∞λ we justify
as in the proof of Lemma 4.2 the fourth and sixth equality in the following
computation, the fifth equality is due to (2.1),
S(f)(e) =
∑
j
(S(f)(e), zj)Ezj =
∑
j
∫
G
(f(y),KS(y, e)
⋆zj)Wdyzj
=
∑
j
∫
G
(f(y), [L
(1)
Cj,i
Kλ](y, e)
⋆wi)W dyzj
=
∑
j
∫
G
(LC⋆j,if(y),Kλ(y, e)
⋆wi)W dyzj
=
∑
j
([LC⋆j,if ](e), wi)W zj =
∑
j
([R ˇC⋆j,i
f ](e), wi)W zj
For h ∈ H, we apply the previous equality to f := Lh−1f and since S
intertwines the action of H we obtain
S(f)(h) = S(Lh−1f)(e)
=
∑
j
([RCˇ⋆j,i
(Lh−1f)](e), wi)W zj =
∑
j
([R ˇC⋆j,i
(f)](h), wi)W zj.
After we set Dj,i := Cˇ⋆j,i and we recall definition ?? we conclude that S
restricted to the subspace of smooth vectors agrees with the restriction of a
differential operator. In order to show the equality for general f ∈ H2(G, τ)
we argue as follows: there exists a sequence fr of elements in V
∞
λ which
converges in L2−norm to f . Owing to the Casimir operator is elliptic on
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G/K, the sequence fr as well as any derivatives of the sequence converge uni-
formly on compact subsets. Moreover, owing to Harish-Chandra’s Plancherel
Theorem L2(H×νE)disc is a finite sum of square integrable irreducible repre-
sentations. More precisely, Harish-Chandra shows L2(H ×ν E)disc is a finite
sum of eigenspaces for the Casimir operator for h. We know the Casimir
operator acts as an elliptic differential operator on L2(H ×ν E), whence, we
have that point evaluation is a continuous linear functional on L2(H×νE)disc
[At]. Finally, the hypothesis on resH(πλ) gives the image of S is contained
in L2(H ×ν E)disc. Therefore, we have justified the steps in
S(f)(h) = lim
r
S(fr)(h) = lim
r
∑
j
([RDj,ifr](h), wi)W zj
=
∑
j
([RDj,i limr
fr](h), wi)W zj =
∑
j
([RDj,if ](h), wi)W zj.
Whence, we have shown the first statement in Theorem 4.3.
To follow we assume for some σ and some nonzero intertwining H−map
S : H2(G, τ) → L2(H ×ν E)disc is the restriction of a linear differential
operator, we show resH(πλ) is discretely decomposable.
Remark 4.5. The hypothesis on image of S is quite essential. Examples and
counterexamples are provided by r, r1, r2, ....
In fact, the hypothesis allows us to apply Lemma 4.2. In consequence,
y 7→ KS(y, e)⋆zj is a K−finite vector in H2(G, τ). We claim, KS(·, e)⋆zj
is z(U(h))−finite. In fact, Harish-Chandra’s Plancherel Theorem shows
L2(H ×ν E)disc is equal to a finite sum of irreducible discrete series for
H. Thus, for f ∈ V∞λ ,D ∈ z(U(h)) whenever the image of S is contained in
an irreducible subspace we have the equalities∫
G
(f(y), L
(1)
D⋆KS(y, e)
⋆z)W dy =
∫
G
(LDf(y),KS(y, e)
⋆z)W dy
= (S(LDf)(e), z)Z = χµ(D)(S(f)(e), z)Z
= χµ(D)
∫
G
(f(y),KS(y, e)
⋆z)W dy
The third equality holds because by hypothesis S(f) is an eigenfunction for
z(U(h)). Therefore, the first and last members of the above equalities de-
termine continuous linear functionals on H2(G, τ) which agree in the dense
subspace of smooth vectors. Whence, y 7→ KS(y, e)⋆zj is an eigenfunction for
z(U(h)). The general case readily follows from a similar computation. Thus,
the hypothesis S is nonzero, gives us an z ∈ E so that U(h)KS(·, e)⋆z is a
z(U(h))−finite and nonzero U(h)−submodule of VK−fin.We quote a result of
Harish-Chandra: a U(h)−finitely generated, z(U(h))−finite, (h, L)−module
has a finite composition series. For a proof c.f. [Wa1, Corollary 3.4.7 and
Theorem 4.2.1]. Therefore, the subspace U(h)KS(·, e)⋆z contains an irre-
ducible U(h)−submodule. Next, in [Kob1, Lemma 1.5] we find a proof
of: If (g,K)−module contains an irreducible (h, L)−submodule, then the
(g,K)−module is h−algebraically decomposable. Thus, resH(πλ) is alge-
braically discretely decomposable. The fact Vλ is unitary yields discrete
decomposable [Kob2, Theorem 4.2.6]. Whence, we have shown i).
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We now assume for some σ and every intertwining linear H−map
S : H2(G, τ) → H2(H,σ) is the restriction of a linear differential operator.
We show, the multiplicity of (L,H2(H,σ)) in resH(πλ) is finite.
The first claim in Theorem 4.3 yields resH(πλ) is discrete decomposable.
Let’s assume the multiplicity of H2(H,σ) in resH(πλ) is infinite. Thus,
there exists T1, T2, . . . so that Tj : H
2(H,σ) → H2(G, τ)[V Hµ ] are isomet-
ric immersion intertwining linear maps so that for r 6= s the image of Tr
is orthogonal to the image of Ts and the algebraic sum of the subspaces
Tr(H
2(H,σ)) r = 1, 2, . . . is dense in H2(G, τ)[V Hµ ]. Let ι : Z → V Hµ [Z]
be the equivariant immersion adjoint to evaluation at the identity. We fix
a norm one vector g0 := ι(z0) ∈ V Hµ [Z]. There are two possibilities: For
some r the function KTr(·, e)⋆z0 is not a K−finite vector or else for every
r the function KTr(·, e)⋆z0 is a K−finite vector. To follow, we analyze the
second case, for this, we define vn := Tn(g0) and we choose a sequence of
nonzero positive real numbers (an)n so that v0 :=
∑
n anvn is not the zero
vector. Due to the orthogonality for the image of the Tr and the choice of the
sequence, v0 is not a K−finite vector. Since the stabilizer of v0 in H is equal
to the stabilizer of g0 on H, the correspondence T : V
H
µ → H2(G, τ) defined
by T (h.g0) =
1
‖v0‖h.v0 extends to an isometric immersion. We claim S = T
⋆
is not the restriction of a linear differential operator. For this, we show
S( v0‖v0‖ ) = g0 and KS(·, e)⋆z0 =
v0
‖v0‖ . On one hand we have the following
system of equations
(S(f)(e), z0)Z =
∫
G
(f(y),KS(y, e)
⋆z0)W dy ∀f ∈ H2(G, τ)
determine the function KS(·, e)⋆z0. On the other hand, for arbitrary f ∈
H2(G, τ) we have
∫
G
(f(y),
v0(y)
‖v0‖ )W dy = (f, T (g0))H2(G,τ) = (T
⋆f, g0)H2(H,σ)
= (S(f), ι(z0))H2(H,σ) = (ι
⋆(Sf), z0)Z = (S(f)(e), z0)Z .
Thus, we have shown the equality KS(·, e)⋆z0 = v0‖v0‖ . Therefore, if S were a
differential operator, the fact v0 is not aK−finite vector, yields we contradict
Lemma 4.2 b). In the first case, a similar argument yields S := T ⋆r is not
the restriction of a linear differential operator. This concludes the proof of
ii) in Theorem 4.3. The statements iii) is obvious. 
Corollary 4.6. Let {Ra} be a linear basis for U(g). Then, there exists
smooth functions ga,b on H so that
KS(y, h)
⋆zj =
∑
a,b,i
dj,b,iga,b(h)(L
(1)
Ra
Kλ)(y, h)
⋆wi.
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In fact, let ga,b be smooth functions so that Ad(h
−1)Db =
∑
a ga,b(h)Ra.
KS(y, h)
⋆zj = KS(h
−1y, e)⋆zj =
∑
a,b,i
dj,b,i(L
(1)
Ra
Kλ)(h
−1y, e)⋆wi
=
∑
a,b,i
dj,b,i(L
(1)
Ad(h−1)Ra
Kλ)(y, h)
⋆wi
=
∑
a,b,i
dj,b,iga,b(h)(L
(1)
Ra
Kλ)(y, h)
⋆wi.
Example 4.7. For a real form H/L for the Hermitian symmetric space G/K
and a holomorphic discrete series H2(G, τ) for G, any nonzero intertwin-
ing linear H−map S : H2(G, τ) → H2(H,σ) never is the restriction of a
differential operator.
The statement holds because under our hypothesis resH(πλ) is not dis-
cretely decomposable [Ho].
4.2. Maps into K−types. A related result to Lemma 4.2, and by means of
a very similar proof, is as follows. Let (ϑ,B) be an irreducible representation
of K. We fix a realization of (ϑ,B) as a subspace of the space of smooth
sections of a bundle K ×θ C → K/K1. Here, K1 is a closed subgroup of K
and (θ,C) is a finite dimensional representation for K1.
Fact 4.8. Assume (ϑ,B) is a K−type for H2(G, τ). Let S : H2(G, τ) → B
be a continuous intertwining linear map. Then, S is the restriction of a
differential operator.
Indeed, we fix c ∈ C, k ∈ K, then the map H2(G, τ) ∋ f 7→ (S(f)(k), c)C
is a continuous linear functional in H2(G, τ). Thus, there exists KS :
G × K → HomC(W,C) so that y 7→ KS(y, c)⋆c belongs to H2(G, τ) and
(S(f)(k), c)C =
∫
G(f(y),KS(y, k)
⋆c)W dy. Thus, y 7→ KS(y, c)⋆c belongs to
H2(G, τ)[B] ⊂ (Vλ)K−fin. The U(g)−irreducibility for (Vλ)K−fin implies
there exists D ∈ U(g) so that the functions L(1)D Kλ(·, e)w,KS (·, e)⋆c are
equal. Recalling KS(y, k) = KS(k
−1y, e) and proceeding as in the proof of
Lemma 4.2 and its Corollary the Fact follows.
Fact 4.9. Assume resH(πλ, Vλ) is admissible. Then any intertwining op-
erator from H2(G, τ) into (ϑ,B) presented as in Fact 4.8 is a differential
operator.
In fact, the H−admissibilisty forces Vλ[B] ⊂ (Vλ)K−fin. Now, the proof
goes word by word as the one for Fact 4.8.
Remark 4.10. In the setting of Fact 4.8 or Fact 4.9, we further assume B
is realized as the kernel of differential operators. Then, any intertwining
map S : H2(G, τ) → B extends to and intertwining map from the maximal
globalization provided by the kernel of the Schmid operator into B. The
extension is a differential operator.
The proof of this remark is as the proof for Theorem 4.12.
Remark 4.11. Any intertwining linear map S : H2(G, τ) → L2(H ×ν E)
restricted to the subspace H2(G, τ)H−disc is at the same time the restriction
of a kernel map and a differential operator.
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4.3. Extension of an intertwining map to maximal globalization. A
conjecture of Toshiyuki Kobayashi [Kobv] predicts that under certain hy-
pothesis each continuous intertwining linear operator between two maximal
globalizations of Zuckerman modules, realized via Dolbeault cohomology, are
given by restriction of a holomorphic differential operator. In this subsection
we show an analogous statement for the maximal globalization provided by
the kernel of a Schmid operator.
The symbols G,K, (τ,W ),H2(G, τ),H,L, (σ,Z),H2(H,σ) are as usual. Let
DG : C
∞(G×τ W )→ C∞(G×τ1 W1)
be the Schmid operator [Sch] [Wo]. Similarly, we have a Schmid opera-
tor DH : C
∞(H ×σ Z) → C∞(H ×σ1 Z1). Since DG is an elliptic opera-
tor Ker(DG) is a closed subspace of the space of smooth sections. Thus,
Ker(DG) becomes a smooth Frechet representation for G. Among the prop-
erties of the kernel of the operator DG are: H
2(G, τ) is a linear subspace of
Ker(DG), the inclusion map H
2(G, τ) into Ker(DG) is continuous, the sub-
space of K−finite vectors in Ker(DG) is equal to the subspace of K−finite
vectors for H2(G, τ), Ker(DG) is a maximal globalization for the underly-
ing Harish-Chandra module for (πλ,H
2(G, τ)). A similar statement holds
for DH . Now, we are ready to state the corresponding result.
Theorem 4.12. We assume resH(πλ) is an H−admissible representation.
Then, the following two statements holds:
a) Any continuous, H−intertwining linear map S : Ker(DG) → Ker(DH)
is the restriction of a differential operator.
b) Any continuous H−intertwining linear map S : H2(G, τ) → H2(H,σ)
extends to a continuous intertwining operator from Ker(DG) to Ker(DH).
Nakahama in [N][Theorem 3.6] has shown a similar result under the hy-
pothesis of both G/K,H/L are Hermitian symmetric spaces, the inclusion
H/L into G/K is holomorphic, and both representations are holomorphic
discrete series
Proof of Theorem 4.12. We show a). Let S be as in the hypothesis. Since
each inclusion H2(G,σ) ⊂ Ker(DG), H2(H,σ) ⊂ Ker(DH) is continuous,
we have for h ∈ H, z ∈ Z that the linear functional H2(G, τ) ∋ f 7→
(S(f)(h), z)Z is continuous, whence, Riez representation theorem implies
there exists an element y 7→ KS(y, h)⋆z of H2(G, τ) so that (S(f)(h), z)Z =∫
G(f(y),KS(y, h)
⋆z)W dy. It readily follows that y 7→ KS(y, e)⋆z is an L−finite
vector. Since, for discrete series, the hypothesis of H−admissibility im-
plies L−admissibility [DV], we apply [Kob1][Proposition 1.6], hence, y 7→
KS(y, e)
⋆z is K−finite vector. The U(g)−irreducibility of the subspace of
K−finite vectors yields KS(·, e)⋆z = L(1)Dz,wKλ(·, e)⋆w. Next, for a K−finite
vector f after a computation similar to the one in the proof of Theorem 4.3,
we arrive at the equality (S(f)(h), z)Z = ([R ˇD⋆z,wf ](h), w)W . The continuity
of S together with Ker(DG) is a maximal globalization let us conclude S
is the restriction of a differential operator. Thus, we have shown a). We
now verify b). The hypothesis of H−admissibility let us to apply Theorem
4.3. Therefore, S is the restriction of a differential operator. More pre-
cisely, S(f)(h) =
∑
a,b,i da,b,i([RDbf ](h), wi)W za and DH(S(f)) ≡ 0 for any
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K−finite vector f in H2(G, τ). We extend S to Ker(DG) via the previous
equality. Obviously the extension is continuous in smooth topology. We
claim: The image of the extension is contained in Ker(DH). Indeed, owing
to the subspace of K−finite vectors in H2(G, τ) is dense in Ker(DG) in
smooth topology, we obtain DH(Sf) ≡ 0 for every f ∈ Ker(DG). Whence,
we have shown Theorem 4.12. 
Theorem 4.12 is a step in showing the conjecture of Kobayashi. Actually,
the statement in Theorem 4.12 is a solution to the conjecture of Kobayashi if
we choose as maximal globalization the one’s constructed via Schmid opera-
tor. In order to formulate the conjecture, we need to recall notation as well as
results from Schmid thesis [Sch]. The Harish-Chandra parameter λ gives rise
to G−invariant complex structure on G/T , as well as aK−invariant complex
structure on K/T and holomorphic line bundles Lλ → G/T , Lλ → K/T so
that the representation of K in Hs(K/T,O(Lλ)) is equivalent to (τ,W ) and
the representation of G on Hs(G/T,O(Lλ)) is infinitesimally equivalent to
(πλ, V
G
λ ). Here s = 1/2dimK/T. Owing to the construction of the respective
complex structures the inclusion map iK : K/T → G/T is holomorphic. Af-
ter we endow the space of smooth forms on G/T with the smooth topology,
work of Schmid, Wolf and Hon-Wei Wong shows the image of ∂¯ is closed.
Thus, Hs(G/T,O(Lλ)) affords a Frechet representation for G. Next, we de-
scribe an equivalence FK,T between the representations (L,Ker(DG)) and
(ℓ⋆,Hs(G/T,O(Lλ))). For this, we model (τ,W ) on (ℓ⋆,Hs(K/T,O(Lλ))).
Then, for a smooth (0, s)−form ϕ on G/T with values on Lλ Schmid as-
sociates the function G ∋ g 7→ FK,T (ϕ)(g) := i⋆K(ℓ⋆gϕ) ∈ Hs(K/T,O(Lλ)).
Schmid shows that when ϕ is closed we have FK,T (ϕ) belongs to Ker(DG)
and the resulting map from Hs(G/T,O(Lλ)) into Ker(DG) is bijective. We
do not describe the inverse of the map FK,T . Similarly, attached to the
representation V Hµ , we have a holomorphic line bundle Lµ over H/U , and
a map FL,U : H
s′(H/U,O(Lµ)) → Ker(DH). The piece of the conjec-
ture of Kobayashi that we are able to contribute is: Assume resH(πλ) is
an H−admissible representation. Then, for every discrete factor H2(H,σ)
of resH(H
2(G, τ)) we have that any H−intertwining continuous map from
Hs(G/T,O(Lλ)) into Hs′(H/U,O(Lµ)) is a holomorphic differential oper-
ator. We are able to show that a intertwining operators is a differential
operators. In fact, let S : Hs(G/T,O(Lλ))→ Hs′(H/U,O(Lµ)) be a contin-
uous intertwining operator. Then FL,USF
−1
K,T is a continuous intertwining
linear map from H2(G, τ) into H2(H,σ), Theorem 4.12 yields that this com-
position is a differential operator in our sense.
4.4. Comments on the relation among Hom’s. As usual, HomH(..., ...)
denotes the space of continuous intertwining operators. We have the natural
inclusions
Homh,L(H
2(G, τ)K−fin,H2(H,σ)L−fin)
⊇ HomH(H2(G, τ)H−smooth,H2(H,σ)∞)
⊇ HomH(H2(G, τ),H2(H,σ))
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as well as similar inclusions for Hom′s(H2(H,σ),H2(G, τ)). We would like
to point out that when resH(πλ) is H−admissible the above inclusions are
equalities. In fact, in [Kob1][Lemma 1.3, Prop. 1.6] it is shown that the above
inclusions are equalities under the hypothesis of resH(πλ) is L−admissible.
Actually, for discrete series representations H−admissible is equivalent to be
L−admissible [DV]. As a by product, Kobayashi obtained the equalities
H2(G, τ)L−fin = H2(G, τ)K−fin = ⊕M∈(h,L)−irredH2(G, τ)L−fin[M ].
Here, the sum is algebraic. Thus, this work of Kobayashi together with
Theorem 4.3 shows that once we know a representation Vλ is H−admissible,
the associated branching law problem is algebraic.
In different notes T. Kobayashi and his co-authors have done a deep study
of the space of continuous intertwining linear operators between two principal
series representations, their results yields estimates for dimension of such
spaces as well as precise computation of such spaces. Next, we present some
comments of our work for discrete series representations. For this note,
DiffH(H
2(G, τ),H2(H,σ))
is the space of not necessarily continuous linear intertwining maps that are
restriction of differential operators. We have shown in Lemma 4.2 the inclu-
sion "automatic continuity Theorem"
DiffH(H
2(G, τ),H2(H,σ)) ⊂ HomH(H2(G, τ),H2(H,σ))
We have shown that a representation is H−admissible if and only for every
H2(H,σ) the following equality holds,
DiffH(H
2(G, τ),H2(H,σ)) = HomH(H
2(G, τ),H2(H,σ))
Besides, we have shown that if for some H2(H,σ) we have
0 < dimDiffH(H
2(G, τ),H2(H,σ)),
then resH(πλ) is discretely decomposable. Therefore, discretely decompos-
able and multiplicity of H2(H,σ) infinite, forces some element in
HomH(H
2(G, τ),H2(H,σ)) is not the restriction of a differential operator.
For a closed subgroup L1 ofK, under the hypothesis that πλ is L1−admissi-
ble, after we realize each irreducible representation (ϑ,B) for L1 in some
space of smooth functions, we have shown the equality
DiffL1(H
2(G, τ), B) = HomL1(H
2(G, τ), B).
Finally, after we realize each irreducible representation for L1 in a space of
smooth functions B (B varies with the representation), and each space is
the kernel of a differential operator we have:
Each continuous L1-map from H
2(G, τ) into B is a differential operator and
extends to a L1−differential operator from Ker(DG) into B.
5. Two results on L2(G×τ W )[V Gλ1 ]
Besides, the previous notation (τ,W ),H2(G, τ)I we consider another square
integrable irreducible representation V Gλ1 for G of Harish-Chandra parameter
λ1 and lowest K−type (τ1,W1). In this section, we show that any intertwin-
ing G−map from H2(G, τ1) into L2(G×τ W ) is an integral operator. In the
24 Ørsted- Vargas
second part of this section we compute a kernel for the orthogonal projector
onto the isotypic component determinate by V Gλ1 .
5.1. Analysis for the elements of HomG(H
2(G, τ1), L
2(G ×τ W )). In
this subsection, we develop a similar study to the one developed by [Kobs]
on Shintani’s functions. For a Harish-Chandra parameter λ1 we study con-
tinuous intertwining linear map T : H2(G, τ1) = V
G
λ1
→ L2(G ×τ W ). To
begin with, we show that the natural inclusion maps
HomG(V
G
λ1 , L
2(G×τ W ))
⊆ HomG((V Gλ1)∞, L2(G×τ W )∞)
⊆ Hom(g,K)((V Gλ1)K−fin, ((L2(G, τ)∞))K−fin).
are bijective. In fact, let S a linear map in Hom(g,K)(..., ...), then, due
that ImS is contained in a Hilbert space, we have (closure(ImS))K−fin =
(ImS)K−fin. Thus, closure(ImS) is an irreducible unitary representation.
In [Wa1] Lemma 3.4.11, we find a proof that S extends to a continuous
intertwining map T from H2(G, τ1) onto the closure of the image of S. Hence,
the claim follows. Next, we show, for T ∈ HomG(V Gλ1 , L2(G×τ W )) that
Proposition 5.1. T is represented by a G−invariant smooth kernel kT . We
set k(x) := KT (x, 1). The function k satisfies: k : G → HomC(W1,W ) is
smooth, k(k1xk2) = τ(k1)k(x)τ1(k2), k1, k2 ∈ K,x ∈ G, k is a solution to the
equation LΩGk = [(λ1, λ1)− (ρ, ρ)]k, and k is square integrable. Conversely,
given a function k which satisfies the four previous properties, then Tf(x) =∫
G k(x
−1y)f(y)dy defines a continuous intertwining continuous linear map
from H2(G, τ1) into L
2(G×τ W ).
Proof. For the direct affirmation we notice that since T is continuous, Schur’s
Lemma yields that T ⋆T is a constant times the identity, hence, we may and
will assume T is an isometry into its image. Thus, Im(T ) is a closed irre-
ducible left invariant subspace of L2(G×τ W ). Therefore, Im(T ) is included
in an eigenspace of the Casimir operator, whence Im(T ) is contained in
the kernel of an elliptic G−invariant operator. Therefore, T is given by a
kernel KT : G × G → HomC(W1,W ) so that the map y 7→ KT (y, x)⋆w
belongs to H2(G, τ1) for each w ∈ W,x ∈ G. Since T is an intertwining
map we have the equality KT (y, x) = KT (x
−1y, e). Thus, KT is a smooth
function. From KT (ky, xk2) = τ(k
−1
2 )KT (y, x)τ1(k) we obtain k(k1xk2) =
τ(k1)k(x)τ1(k2). Since y 7→ KT (y, x)⋆w belongs to H2(G, τ1) we obtain that
LΩGk = [(λ1, λ1) − (ρ, ρ)]k and that k is square integrable. Conversely,
given k that satisfies the four properties listed. Then, in [HC2][Corollary
to Lemma 65] it is shown k is tempered in the sense of Harish-Chandra,
the hypothesis G is linear let us apply [OV][Proposition 6] to k and deduce
k ∈ L2−ǫ(G,HomC(Z,W )) for ǫ small. Thus, the Kunze-Stein phenomena
[C] let us conclude that the proposed formula for T defines a continuous
linear map. 
One way to compute the dimension of the spaceHomG(H
2(G, τ1), L
2(G×τ
W )) is via Frobenius reciprocity and Blatner’s formula. Thus, there is an ex-
plicit formula of the dimension based on the Harish-Chandra parameter for
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H2(G, τ1), the highest weight for W and a partition function associated to
the noncompact roots with positive inner product with the Harish-Chandra
parameter for H2(G, τ1). For the groups Spin(2n, 1), U(n, 1) the dimension
of HomG(H
2(G, τ1), L
2(G ×τ W )) is either one or zero. It is not easy to
solve the differential equation for k. For example, for G = SL2(R) the re-
sulting equation on a maximally split Cartan subgroup is a hypergeometric
equation.
5.2. Kernel for the projector onto L2(G×τ W )[V Gλ1 ].. In this section we
generalize a Theorem of [WW] shown for the isotypic component L2(G ×τ
W )[V Gλ ] = H
2(G, τ).We also extend work of Shimeno [Shi] for the case of line
bundles over G/K. We fix a representative (πλ1 , V
G
λ1
) of the representation
for G of Harish-Chandra parameter λ1 and we assume (τ,W ) is a K−type
for πλ1 . We fix an orthonormal basis {fj}j=1...N for V Gλ1 [W ] and recall the
spherical trace function φ1(z) = dλ
∑
j(π
G
λ1
(z)fj , fj)V G
λ1
. Then,
Proposition 5.2. The orthogonal projector P onto L2(G×τ W )[V Gλ1 ] is ker-
nel map given the "external kernel"
P (f)(x) =
∫
G
φ1(x
−1y)f(y)dy (†)
and by the matrix valued kernel
(y, x) 7→
∫
K
τ(k−1)φ1(x−1yk)dk
Proof. Let Q denote the orthogonal projector onto V Gλ1 [W ]. Then, for each
nonzero intertwining K−map b : V Gλ1 [W ] → W yields a map fb : V Gλ1 →
L2(G×τ W ) defined by V Gλ1 ∋ v 7→ (G ∋ x 7→ b(Q(πλ1(x−1v)) := fb(v, x)). fb
gives rise to an equivariant embedding of V Gλ1 into L
2(G ×τ W )[V Gµ ]. After
we fix a linear basis for HomK(V
G
µ [W ],W ), owing to Frobenius reciprocity,
the subspace L2(G×τ W )[V Gλ1 ] is equal to the linear span of the image of the
functions fb when b runs over the chosen linear basis for HomK(V
G
λ1
[W ],W ).
The spherical trace function φ1 is K−central, hence, it follows that for each
f in L2(G ×τ W ), the right hand side of (†) belongs to Γ(G ×τ W ). The
hypothesis G is a linear group let us conclude that φ1 ∈ L2−ǫ(G) for some
positive ǫ. Thus, the Kunze-Stein phenomena shown by M. Cowling yields
the right hand side determinate a continuous linear operator on L2(G×τW ).
Next, as in Apendix 10.7 we verify
∫
G φ1(x
−1y)fb(v, y)dy = fb(v, x). Harish-
Chandra Plancherel Theorem yields the integral evaluated at a wave package
or f orthogonal to L2(G×τW )[V Gµ ]∩(L2(G×τW ))disc is equal to zero. Thus,
the first statement holds. The second statement readily follows. 
6. Projector onto isotypic component of resH(πλ).
6.1. Projector onto isotypic components via differential operators.
In [N], it is shown that for scalar holomorphic discrete series the intertwining
maps from the ambient space to the ambient space of irreducible factors
are given as infinite order differential operators on the subspace of smooth
vectors. The aim of this subsection is to analyze the general value of his
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results. For this, we analyze ways of expressing the orthogonal projector
onto an isotypic component by means of differential operators. To begin
with we study an example.
Example 6.1. Let G = SU(1, 1). We fix as K =diagonal matrices (eiϕ, e−iϕ).
The characters of K are einϕ, n ∈ Z. The discrete series (πλ, Vλ) is presented
as a subspace of the space of holomorphic functions f(z) = a0 + a1z +
· · · + anzn + · · · on the unit disk D = {z ∈ C : |z| < 1}. The action of
G is by homographic transformations. The action of K is so that a typical
isotypic subspace is Vλ[V
K
ϑ ] = Cz
n. Then, PVλ[VKϑ ]
(f)(z) = cλ,ϑz
n ∂nf
∂zn (0) and
KVλ[VKϑ ]
(z, w) = dλ,ϑz¯
nwn. The reproducing kernel is Kλ(z, w) =
kλ
(1−z¯w)λ
and KVλ[V Kϑ ]
(z, w) = dλ,ϑz¯
nwn ∂
n
∂z¯n
∂n
∂wn (Kλ)(0, 0). Since, Kλ is a rational
function and KVλ[V Kϑ ]
is a polynomial function, no derivative of Kλ is equal
to KVλ[VKϑ ]
. After we identify the space of functions on K/K into C with
C, the intertwining from H2(G, τ) into H2(K, einϕ) becomes the map f 7→
∂nf
∂zn (0). This example express PVλ[V Kϑ ]
(f)(·) = F1(·)D(f)(e), KVλ[VKϑ ](·) =
F2(·)D˜(Kλ)(e, e) where both D, D˜ are elements in U(sl(2,R)) and F1, F2
smooth functions. We show this a common feature for each projector PVλ[VKϑ ]
as well as its kernel.
Example 6.2. This example is a sequel to the previous one. We would like
to point out that for a differential operator D = f0+ f1∂+ · · ·+ fN∂N + . . .
(∂ = d/dz) that maps into itself the model of H2(SU(1, 1), τ) in holomorphic
functions on the unit disc of C, and it is equal to orthogonal projector onto
CzM , we have D is of infinite order. In fact, after a computation we obtain
D =
ZM
M !
∂M − Z
M+1
M !
∂M+1 +
ZM+2
2M !
∂M+2
+ · · ·+ (−1)pZ
M+p
p!M !
∂M+p + . . .
Example 6.3. LetG,H,H2(G, τ) be as usual. We assume πλ is anH−admissible
representation. We fix an isotypic component M for the action of H. To
follow, we compute an infinite order differential operator D so that its re-
striction to the subspace of K−finite vectors agrees with the restriction of
the orthogonal projector PM onto the isotypic component M . For this, we
label the isotypic components asM1,M2 =M,M3,M4, · · · . We fix a nonzero
element Ω in the center of U(h). Thus, R := LΩ acts by a constant cj on the
subspace ofH−smooth vectors inMj . We further assume ck /∈ {c1, . . . , ck−1}
for k ≥ 2. The hypothesis H−admissible together a result of T. Kobayashi
quoted in the note, imply that the subspace of L−finite vectors in Vλ is equal
to the subspace of K−finite vectors. We claim: There exists a sequence of
numbers d0, d1, . . . such that
PM = d0(R− c1) + d1(R− c1)(R − c2) + d2(R− c1)(R− c2)(R − c3) + · · ·
In fact, the hypothesis let us to find d0 so that d0(R − c1) is equal to the
identity in M2, then we find d1 so that d0(R − c1) + d1(R − c1)(R − c2) is
equal to zero on M3, and so on.
Branching problems and rep. kernels 27
The proof of the next statement shows techniques that let us compute
some differential operator with smooth coefficients that represents the or-
thogonal projector PM onto a finite dimensional K−invariant subspace M .
Fact 6.4. Let (ϑ, V Kϑ ) denote an irreducible representation forK. Let PVλ[V Kϑ ]
denotes the orthogonal projector onto Vλ[V
K
ϑ ], let KVλ[V Kϑ ]
: G × G →
HomC(W,W ) denotes the kernel that represents PVλ[VKϑ ]
. We fix an or-
thonormal basis {wi} for W. Then, there exists a family {Di,α} 1 ≤ i ≤
dimW, 1 ≤ α ≤ dimVλ[V Kϑ ] of elements in U(g) and complex valued smooth
functions Fi,α on G so that
KVλ[VKϑ ]
(y, x)⋆w =
∑
i,α
Fi,α(x)(L
(1)
Di,α
Kλ(y, e)
⋆w,wi)wi.
Further,
PVλ[V Kϑ ]
(f)(x) =
∑
i,α
Fi,α(x)(LD⋆i,α(f)(e), wi)W wi.
Indeed, the identity
(PVλ[VKϑ ]
(f)(x), wi)W =
∫
G
(f(y),KVλ[V Kϑ ]
(y, x)⋆wi)W dy (d)
shows the function y 7→ KVλ[V Kϑ ](y, x)
⋆wi is orthogonal to any function f
orthogonal to Vλ[V
K
ϑ ]. Thus, y 7→ KVλ[V Kϑ ](y, x)
⋆wi belongs to Vλ[V
K
ϑ ]. The
function
G ∋ x 7→ Hi(x) := KVλ[VKϑ ](·, x)
⋆wi ∈ Vλ[V Kϑ ]
is smooth, because Vλ[V
K
ϑ ] is a finite dimensional vector space and the equal-
ity (d) shows that evaluation of coordinate functions in our function is a
smooth function. Next, let kw(·) := Kλ(·, e)⋆w. Then, kw belongs to Vλ[W ]
and it is non zero for each nonzero w. We fix i : 1 ≤ i ≤ dimW. Hence, the
U(g)−irreducibility for (Vλ)K−fin implies there exists a finite dimensional
vector subspace Nϑ,i of U(g) so that the linear map Ri : Nϑ,i → Vλ[V Kϑ ] de-
fined by Ri(D) := LD(kwi) is bijective. Therefore, the composition R
−1
i Hi is
a smooth function. To follow, we fix a linear basis Di,α, 1 ≤ α ≤ dimVλ[V Kϑ ]
for Nϑ,i Hence, R
−1
i Hi(x) =
∑
α Fi,α(x)Di,α where Fi,α are complex valued
smooth functions on G. Thus,
KVλ[VKϑ ]
(y, x)⋆wi = Hi(x)(y) = Ri(R
−1
i (Hi(x)))(y)
=
∑
α
Fi,α(x)L
(1)
Di,α
(Kλ)(y, e)
⋆wi ∀y, x ∈ G.
KVλ[VKϑ ]
(y, x)w =
∑
i
(KVλ[V Kϑ ]
(y, x)w,wi)Wwi
=
∑
i
(w,KVλ [VKϑ ]
(y, x)⋆wi)Wwi =
∑
i,α
(w,Fi,α(x)L
(1)
Di,α
Kλ(y, e)
⋆wi)Wwi
=
∑
i,α
(Fi,α(x)L
(1)
D¯i,α
Kλ(y, e)w,wi)Wwi.
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For f ∈ V∞λ , the following equalities holds.
PVλ[V Kϑ ]
(f)(x)
=
∑
i
(PVλ[VKϑ ]
(f)(x), wi)Wwi =
∑
i
∫
G
(f(y,KVλ[VKϑ ]
(y, x)⋆wi)W dywi
=
∑
i
∫
G
(f(y),
∑
α
Fi,α(x)L
(1)
Di,α
Kλ(y, e)
⋆wi)W dywi
=
∑
i
∫
G
(
∑
α
Fi,α(x)LD⋆i,α(f)(y),Kλ(y, e)
⋆wi)W dywi
=
∑
i
(
∑
α
Fi,α(x)LD⋆i,α(f)(e), wi)Wwi.
Finally, the equality of the first and last member extends to any f ∈ Vλ
owing that both sides agree on smooth vectors, and for a fixed x ∈ G, both
sides are continuous linear functionals on H2(G, τ). This concludes the proof
of Fact 6.4.
Fact 6.5. A completely similar result to Fact 6.4 holds after we replace
Vλ[V
K
ϑ ] by a finite dimensional subspace M of (Vλ)K−fin. Of course, the
elements Fi,α,Di,α depends on M and are highly non unique.
Next Proposition shows a relation between discretely decomposable and
projectors represented by restriction of differential operators.
Proposition 6.6. Assume resH(πλ) is an H−admissible representation.
Then for any finite dimensional subspace M of (Vλ)L−fin the orthogonal
projector onto M can be expressed by means of differential operators. Con-
versely, if for some Harish-Chandra parameter µ for H, the orthogonal pro-
jector onto some nontrivial finite dimensional subspace of (Vλ[V
H
µ ])L−fin can
be expressed via differential operators, then resH(πλ) is discretely decompos-
able. Furthermore, if for each finite dimensional L−invariant subspace of
Vλ[V
H
µ ], its orthogonal projector is restriction of differential operator, then
the multiplicity of V Hµ is finite.
Proof. For the direct implication, the hypothesis H−admissible let us to ap-
ply [Kob1][Proposition 1.6]. Thus, (Vλ)L−fin = (Vλ)K−fin.Whence, Fact 6.5
yields there exists {Di,α},1 ≤ i ≤ dimW, 1 ≤ α ≤ dimM elements in U(g)
and complex valued smooth functions Fi,α on G so that for every f ∈ Vλ we
have
PM (f)(x) =
∑
i,α
Fi,α(x)(LD⋆i,αf(e), wi)Wwi.
Whence, PM is computed by means of differential operators. For the converse
statement, the hypothesis on M gives an expression for PM as above and for
KPM (w, v ∈W ) we have
(KPM (y, x)
⋆w, v)W =
∑
i,α
Fi,α(x)(L
(1)
Di,α
Kλ(y, e)
⋆w,wi)W (wi, v)W .
Whence, for a fixed x ∈ G, the function y 7→ KPM (y, x)⋆w is K−finite, be-
cause the above expression for the function y 7→ KPM (y, x)⋆w is as finite sum
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of K−finite vectors of type y 7→ LDKλ(y, e)⋆w. Now, any H−smooth ele-
ment in Vλ[V
H
µ ]L−fin is z(U(h))−finite and, by hypothesis,M ⊂ Vλ[V Hµ ]L−fin.
Thus, KPM (·, x)⋆w is K−finite and z(U(h))−finite. Whence, as in previous
Theorem’s we conclude πλ is algebraically decomposable. To follow we show
the last statement in the Proposition. The proof goes parallel to the proof
of Theorem 4.3 ii). That is, we assume Vλ[V
H
µ ] is not H−admissible and
we built up a finite dimensional L−invariant subspace M so that PM is
not a differential operator. Let Tj : V
H
µ → Vλ[V Hµ ] be isometric immer-
sions H−maps so that the image subspaces are pairwise orthogonal. We fix
v0V
H
µ [V
L
σ ] of norm one. There are two possibilities, either every Tj(v0) is a
K−finite vector, or at least one Tj(v0) is not a K−finite vector. In the sec-
ond case we set w := Tj(v0), and M = linear span πλ(L)w. In the first case,
we choose a sequence of positive real numbers (an)n so that w :=
∑
n anvn is
nonzero and we set M = linear spanπλ(L)w. Due that πλ is K−admissible,
we have w is a not a K−finite vector. As in the proof of Theorem 4.3 M is
finite dimensional, a subspace of Vλ[V
H
µ ] and PM is not the restriction of a
differential operator because KPM (·, e)⋆v0 = w is not a K−finite vector. 
Next, we show that after we assume resH(πλ) is an H−admissible repre-
sentation, then the orthogonal projector onto an isotypic component for H
is equal to an infinite degree differential operator on the subspace of smooth
vectors for G. The result somewhat generalizes [N][Theorem 3.10] for scalar
holomorphic discrete series. The set up for the next Theorem is, as usual:
G,K,H,L, (τ,W ),H2(G, τ) = Vλ,H
2(H,σ) = V Hµ .
Theorem 6.7. We assume resH(πλ) is an admissible representation for H.
We denote by σ1, σ2, · · · the L−types for V Hµ . Let Pλ,µ denote the orthogonal
projector on the isotypic component Vλ[V
H
µ ]. Then, for j ∈ N, 1 ≤ i ≤
dimW , 1 ≤ α ≤ dimVλ[V Hµ ][V Lσj ], there exists a family {Dj,i,α}, of elements
in U(g) and complex valued smooth functions Fj,i,α on G, such that for each
smooth vector f ∈ Vλ we have
Pλ,µ(f)(x) =
∑
j∈N
∑
i,α
Fj,i,α(x)(LDj,i,α(f)(e), wi)W wi.
The convergence is in smooth topology. Furthermore, for K−finite function
f the sum on the right is finite.
Proof. In [DV] we find a proof that the hypothesis H−admissible implies
Vλ is also L−admissible. The hypothesis leads that the isotypic subspaces
Vλ[V
H
µ ][V
L
σj ] are nonzero, finite dimensional and we have the Hilbert sum
Vλ[V
H
µ ] = ⊕jVλ[V Hµ ][V Lσj ]. Further, the hypothesis of being H−admissible
forces all the L−finite vectors are K−finite vectors [Kob1], hence, each
subspace Vλ[V
H
µ ][V
L
σj ] is contained in (Vλ)K−fin. We now apply Proposi-
tion 6.6 to obtain finitely many elements Dj,i,α, i = 1, · · · ,dimW, 1 ≤ α ≤
dimVλ[V
H
µ ][V
L
σj ] in U(g) so that
PVλ[V Hµ ][V Lσj ]
(f)(x) =
∑
i,α Fj,i,α(x)(LDj,i,α(f)(e), wi)W wi.
Next, the series
∑
j PVλ[V Hµ ][V Lσj ]
converges pointwise to Pλ,µ. Further,[HC2]
for a smooth vector f the convergence is absolute in the smooth topology.
Whence, we have obtained the first statement in Theorem 6.7. The second
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statement follows because L−admissible implies each isotypic component
for an irreducible representation of K is contained in a finite sum of isotypic
components for L. 
6.2. Kernel for the projector onto H2(G, τ)[V Hµ ]. Let G,H, (τ,W ),
H2(G, τ) be as usual. Let (πHµ , V
H
µ ) denote an irreducible square integrable
representation for H. By definition, the isotypic component, H2(G, τ)[V Hµ ],
for V Hµ is the closure of the sum of the totality of closed H−invariant sub-
spaces in H2(G, τ) so that the induced action of H is equivalent to (πHµ , V
H
µ ).
Since, H2(G, τ) is a reproducing kernel space, we have that H2(G, τ)[V Hµ ]
is a reproducing kernel space. the orthogonal projector Pλ,µ onto the isotypic
componentH2(G, τ)[V Hµ ]. Thus, the orthogonal projector ontoH
2(G, τ)[V Hµ ]
is a represented by a matrix kernel Kλ,µ. In this section, under certain hy-
pothesis, we express the matrix kernel Kλ,µ in terms of the matrix kernel
that represents the orthogonal projector onto H2(G, τ) and the distribution
character ΘπHµ of the representation (π
H
µ , V
H
µ ). We are quite convinced the
formula is true under more general hypothesis. The proposed formula is in:
Proposition 6.8. Assume the restriction to H of πλ is an H−admissible
representation. Then, Pλ,µ is equal to the Carleman operator given by the
kernel
(y, x) 7→ dµΘπHµ (h 7→ Kλ(h−1y, x)) = dµΘ(πHµ )⋆(h 7→ Kλ(hy, x)).
In order to avoid cumbersome notation, for this subsection, we write xv :=
πλ(x) x ∈ G, v ∈ H2(G, τ). A proof of Proposition 6.8 will be given at the
end of this section. For the time being, we show Proposition 6.8 under
the hypothesis: G is any Lie group and K,H are compact subgroups of G.
Thus, V Hµ is a finite dimensional vector space. We fix N a reproducing kernel
G−invariant subspace of L2(G×τW ).Under these hypothesis, the orthogonal
projector PN onto N is represented by different kernels. For any kernel KN
that represents the orthogonal projector PN , we want to show PN [V Hµ ] is
represented by K1(y, x) :=
∫
H dµχπHµ (h)KN (h
−1y, x)dh. According to a
classical result, the orthogonal projector onto L2(G×τ W )[V Hµ ] is the linear
operator ”π(dµχ¯πHµ )”. Therefore, for f ∈ N and x ∈ G we have
PN [V Hµ ](f)(x) = ”π(dµχ¯πHµ )”(PNf)(x)
=
∫
H
dµχ¯πHµ (h)f(h
−1x)dh
=
∫
H
dµχ¯πHµ (h)
∫
G
KN (y, h
−1x)f(y)dydh
=
∫
G
(
∫
H
dµχ¯πHµ (h)KN (y, h
−1x)dh)f(y)dy
=
∫
G
K1(y, x)f(y)dy.
Thus, K1 is a kernel that represents the orthogonal projector onto N [V
H
µ ].
This concludes the verification of Proposition 6.8 for a compact subgroup H.
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Our proof of Proposition 6.8 is based on an expression for the orthogonal
projector onto a closed subspace E of H2(G, τ). For this, we fix an equiv-
alent representation (π, V ) of (L,H2(G, τ)) and we assume W ⊂ V . Then,
the map V ∋ v 7→ (G ∋ x 7→ fv(x) := PW (π(x−1)v)) is G−equivariant, con-
tinuous and bijective. from V onto H2(G, τ). We also fix an orthonormal
basis vi for W the equality
PW (π(y
−1)v) =
∑
1≤j≤dimW (π(y
−1)v, vj)V vj
shows any element of H2(G, τ) is a finite sum of matrix coefficients for V .
We notice (fv, fz)L2(G) =
dimW
dλ
(v, z)V . Hence, an unitary equivalence i
from W onto H2(G, τ)[W ] is given by i(v) =
√
dλ
dimW fv, we have e1(i(v)) =
i(v)(e) =
√
dλ
dimW v. Hence fj := i(vj) =
√
dλ
dimW fvj is an orthonormal basis
for H2(G, τ)[W ]. As usual, {v⋆j } denotes the dual basis to the basis {vj}.
For f ∈ H2(G, τ) the integral below is absolutely convergent, because the
product of two L2 functions gives an integrable function. We define
CE(f)(x) :=
dλ
dimW
∫
G
∑
j,k
(PE(π(y)fj), π(x)fk)L2(G)(vk ⊗ v⋆j )(f(y))dy.
The indexes in the sum run from 1 to dimW . A straight forward com-
putation shows that for f ∈ L2(G ×τ W ) the function CE(f) belongs to
Γ(G×τ W ). We want to show,
Lemma 6.9. Let H2(G, τ) as usual, E is a closed subspace of H2(G, τ).
Then, CE is equal to the orthogonal projector from H
2(G, τ) onto E.
Proof. For fv ∈ E (resp. fv ∈ E⊥), we have that CE(fv) = fv(resp.
CE(fv) = 0). In fact, fv(y) =
∑
1≤r≤dimW (π(y
−1)v, vr)V vr. Hence,
dimW
dλ
CE(fv)(x) =
∑
k,j,r
∫
G
(PE(yfj), xfk)L2(G)(y
−1v, vr)V v⋆j (vr) vk dy
=
∫
G
∑
j,k
(yfj, PE(xfk))L2(G)(yvj, v)V dy vk
=
dλ
dimW
∫
G
∑
j,k
(yfj, PE(xfk))L2(G)(yfvj , fv)L2(G) dy vk
=
1
dimW
∑
j,k
(fj , fvj )L2(G)(PE(xfk), fv)L2(G)vk
=
1
dimW
(
∑
j
(fj , fvj )L2(G))(
∑
k
(PE(fv), xfk)L2(G)vk).
Whence, for fv ∈ E⊥ we have CE(fv) = 0, whereas for fv ∈ E, since
PE(fv) = fv we obtain
(PE(fv), xfk)L2(G) = (x
−1fv, i(vk))L2(G)
=
√
dλ
dimW
(x−1fv, fvk)L2(G) =
√
dimW√
dλ
(x−1v, vk)V .
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Hence,
∑
k(PE(fv), xfk)L2(G)vk =
√
dimW
dλ
fv(x).
Also,
∑
j(fj , fvj )L2(G) =
∑
j
√
dλ√
dimW
(fvj , fvj )L2(G) =
√
dimW√
dλ
dimW.
Thus, dimWdλ CE(fv) =
dimW
dλ
fv. 
Note: A consequence of the Lemma is that CE is a continuous linear
operator in H2(G, τ). It also readily follows that CE is a continuous linear
operator on L2(G×τ W )disc.
Proof of Proposition 6.8. After we recall the equality
Kλ(y, x) = e1 ◦ PH2(G,τ)[W ]πλ(x−1y)PH2(G,τ)[W ] ◦ i
and the previous Lemma we conclude that in order to show that the ma-
trix kernel for the orthogonal projector onto H2(G, τ)[V Hµ ] is equal to the
function (y, x) 7→ dµΘV Hµ (h 7→ Kλ(h−1y, x)), it is equivalent to show the
equality∑
i,j
dµΘ(πHµ )⋆(h 7→ (πλ(hy)fj , xfi)L2(G)) vi ⊗ v⋆j
=
∑
i,j
(Pλ,µ(yfj), xfi)L2(G) vi ⊗ v⋆j .
The right hand side of the above equality obviously is a well defined
function, we now show the left hand side defines a function. For this, we
show that for fixed y, x the function H ∋ h 7→ Kλ(hy, x) is tempered in
the sense of Harish-Chandra. Indeed, the f ′js are K−finite vectors, hence
πλ(x)fj = Lx(fj), πλ(y)fj are smooth vectors for H
2(G, τ). Thus, they are
tempered functions in the sense of Harish-Chandra. Since, the inner product
(πλ(h)πλ(x)fi, πλ(y)fj)
can be rewritten as a convolution of tempered functions evaluated in h, we
obtain that when we let h varies in G, the matrix coefficient
(πλ(h)πλ(x)fi, πλ(y)fj)
is a tempered function on G. In in [HHO, Proposition 2.2] it is shown that
the restriction to H is a tempered function. Since the character of a discrete
series representation is a tempered distribution, we obtain the left hand side
defines a function of x, y.
To start with, we fix x, y inG and smooth vectors v,w in (V Gλ )
∞.We show:
Θ(πHµ )⋆(h 7→ (πλ(hy)v, πλ(x)w)L2(G×τW ))
= (Pλ,µ(πλ(y)v), Pλ,µ(πλ(x)w))L2(G,τ)
= (Pλ,µ(πλ(y)v), πλ(x)w)L2(G,τ).
Our hypothesis is that resH(πλ) is an admissible representation. Thus,
there exists a subset Spec(resH(πλ)) of the set of Harish-Chandra parameters
for H so that we have the Hilbert sum V Gλ = ⊕ν∈Spec(resH(πλ))Vλ[V Hν ] and
Vλ[V
H
ν ] 6= {0} if and only if ν ∈ Spec(resH(πλ)). Moreover, the multiplicity
of V Hν in Vλ[V
H
ν ] is finite.
To follow, we show that a H−smooth vector in Vλ[V Hν ] is G−smooth. In
fact, Vλ[V
H
ν ] is a finite sum of irreducible unitary representations forH. Thus,
[Wa2, Theorem 11.8.2], the subspace (Vλ[V
H
ν ])
H−smooth is finitely generated
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over the algebra S (H) of rapidly decreasing functions on H. Hence, each
element of (Vλ[V
H
ν ])
H−smooth is a finite sum of functions (πλ)|H (g)(f1) where
g is a rapidly decreasing function on H and f1 is an L−finite element in
Vλ[V
H
ν ]). Now, in [Kob1, Proposition 1.6] it is shown that the hypothesis of
being H−admissible yields that L−finite elements are K−finite. Thus, any
vector in (Vλ[V
H
ν ])
H−smooth is a finite sum of the type pointed out above
with g rapidly decreasing on H and f1 a smooth vector for G. Further,
(Vλ)
∞ endowed with the smooth topology is a Frechet representation for G.
Whence (Vλ)
∞ is a Frechet representation for H. Therefore, since f1 is a
G−smooth vector we conclude, (πλ)|H (g)(f1) is an element of (Vλ)∞. Thus,
every H−smooth vector in (Vλ[V Hν ])H−smooth is G−smooth.
Next, we write for z ∈ G,u ∈ (V Gλ )∞
πλ(z)u =
∑
ν∈Spec(resH(πλ))
Pλ,ν(πλ(z)u) (a).
We claim the convergence of the series above is absolutely in both, L2−topology
and smooth topology for (Vλ)
∞. The series converges in the topology of uni-
form convergence on compact sets for the function as well for any derivatives.
Our hypothesis shows that L2−convergence is obvious. Since πλ(z)u
is a smooth vector, we have that for every ν the vector Pλ,ν(πλ(z)u) is
H−smooth, the previous claim shows Pλ,ν(πλ(z)u) is G−smooth. We recall
a result of Harish-Chandra [HC2][Lemma 5] which asserts: The Fourier series
of a smooth vector converges absolutely in smooth topology. Therefore, the
Fourier series of πλ(z) as well as the Fourier series for Pλ,ν(πλ(z)u) converges
absolutely in smooth topology. Since, H−admissible implies L−admissibility,
we have that the series of general term Pλ,ν(πλ(z)u) is a rearrangement of
the Fourier series for πλ(z)u. Thus, the series
∑
ν Pλ,ν(πλ(z)u) converges
absolutely in smooth topology. The third affirmation follows from [At].
In [HC2] it is shown the smooth vectors in H2(G, τ) are tempered functions
and convergence in smooth topology implies convergence in the space of tem-
pered functions.
The series of functions
h 7→ (hyv, xw)L2(G) =
∑
ν∈ Spec(resH(πλ))
(h 7→ (Pλ,ν(hyv), xw)L2(G)) (b).
converges in the topology for the space of tempered functions. The equality
follows from the series (a) applied to z = hyv and the continuity of an inner
product on each variable. The convergence in tempered functions topology
follows from the considerations of above.
We now verify (Pλ,ν(hyv), xw)L2(G) = (Pλ,ν(hyv), Pλ,νxw)L2(G). (a) yields
the equality (Pλ,ν(hyv), xw)L2(G) =
∑
ν′(Pλ,ν(hyv), Pλ,ν′xw)L2(G). Now, we
recall P ⋆λ,ν = Pλ,ν , P
2
λ,ν = Pλ,ν , Pλ,νPλ,ν′ = 0forν 6= ν ′ and the proposed
equality follows. Applying the last equality in (b) and the character of πHµ
to the resulting series, we obtain
Θ(πHµ )⋆(h 7→ (hyv, xw))
=
∑
ν∈Spec(resH(πλ))
Θ(πHµ )⋆(h 7→ (hPλ,ν(yv), Pλ,ν(xw))L2(G)).
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Next, the function (h 7→ (hPλ,ν(yv), Pλ,ν(xw))L2(G)) is a matrix coefficient
for Vλ[V
H
ν ], besides, Pλ,ν(yv), Pλ,ν(xw) are smooth vectors for H, hence, the
orthogonality relations as written in [HC2], Lemma 84 gives us
Θ(πHµ )⋆(h 7→ (hPλ,ν(yv), Pλ,ν(xw))L2(G))
=
{
0 ν 6= µ
1
dµ
(Pλ,µ(yv), Pλ,µ(xw))L2(G) ν = µ .
Thus,
Θ(πHµ )⋆(h 7→ (hyv, xw)) =
1
dµ
(Pλ,µ(yv), Pλ,µ(xw))L2(G)
=
1
dµ
(Pλ,µ(yv), xw)L2(G).
After we apply the above equality to v = fj, w = fi and adding up, we
conclude a proof of Proposition 6.8 under the hypotheses ofH−admissibility.

7. Criteria for discretely decomposable restriction.
As in previous sections, we keep the hypothesis and notation of Sec-
tion 1. The objects are G,K, (τ,W ),H2(G, τ),H,L. We recall the orthog-
onal projector Pλ onto H
2(G, τ) (1.1) is given by a smooth matrix kernel
Kλ(y, x) = Kλ(x
−1y, e) = Φ0(x−1y), here Φ0 is the spherical function as-
sociated to the lowest K−type (τ,W ) of πGλ . Harish-Chandra showed that
Φ0 and hence tr(Φ0) are tempered function for the definition of Harish-
Chandra, [HC2][Wa1, 8.5.1]. In [HHO] we find a proof that the tempered
functions on G restricted to H are tempered functions. A tempered func-
tion is called a cusp form if the integral along the unipotent radical of any
proper parabolic subgroup of G of any left translate of the function is equal
to zero [Wa1, 7.2.2]. Let rn : H
2(G, τ) → L2(H ×τn (p/p′)(n) ⊗ W ) be
as in Example 4.1. The notation rn(Φ
⋆
0) means the family of functions
rn(Kλ(·, e)⋆w) = rn(Φ⋆0(·)w), w ∈W. The purpose of this section is to show:
Theorem 7.1. Let πGλ be a discrete series for G, let Φ0 be its lowest K−type
spherical function. Then, rn(Φ
⋆
0) is a cusp form on H, for every n = 0, 1, . . . ,
if and only if πGλ restricted to H is discretely decomposable. In turn, this is
equivalent to: for each y ∈ G, the restriction of Kλ(·, y) to H is a cusp form.
Remark 7.2. T. Kobayashi [KO2, Theorem 2.8] has shown that for a symmet-
ric pairs (G,H), πλ restricted to H is algebraicaly discretely decomposable
if and only if resH(πλ) is H−admissible. Whence, coupling the previously
quoted result of Kobayashi and Theorem 7.1, Proposition 7.3 we may state:
For a symmetric pair (G,H). The restriction of πλ to H is admissible if and
only if for every n = 0, 1, . . . rn(Φ
⋆
0) is a cusp form if and only if Φ
⋆
0 is left
z(U(h))−finite.
For symmetric pair (G,H) another criteria for H−admissibility has been
obtained by [HHO]. For this, they write H = K0 × H1, with K0 a com-
pact subgroup and H1 a noncompact subgroup. Let H
σθ be the dual sub-
group. Then Hσθ = K0 × H2. Let Mi denote the centralizer in L ∩ H1 =
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L ∩ H2 of respective Cartan subspaces. Harris-He-Olafsson show that if
M1M2 = L ∩H1, then, the representation πλ restricted to H is admissible
and dimHomH(π
H
µ , resH(πλ)) is computed via a formula that involves rn,
the Harish-Chandra character for πHµ and the lowest L−type for πHµ and the
limit of a sequence.
For any pair (G,H) and πλ that satisfies Condition C, in [DV], it is shown
that πλ is a H−admissible representation, and a "Blattner-Kostant" type
formula for dimHomH(π
H
µ , resH(πλ)). For symmetric pairs, condition C is
equivalent to H−admissibility.
In order to show 7.1 we first show,
Proposition 7.3. We let G,H, πGλ ,Kλ,Φ0 be as usual. Then, π
G
λ restricted
to H is a discretely decomposable representation for H if and only if the
function y 7→ Kλ(y, e)⋆ = Φˇ0(y) is left z(U(h))−finite.
Proof. For the direct implication we proceed as follows: The hypothesis πλ
is discretely decomposable allows us to write Vλ as the Hilbert sum of the
H−isotypic components, hence, there exists a family (Pi)i∈Z≥0 of orthogonal
projectors on Vλ which are H−equivariant so that we have the orthogo-
nal direct sum decomposition Vλ = ⊕iPi(Vλ), and for every i, Pi(Vλ) is
equal to the isotypic component of an irreducible H−module. Next, we fix
w ∈W , we recall the function y 7→ Kλ(y, e)⋆(w) =: kw(y) is a K−finite ele-
ment of H2(G, τ) and kw belongs to H
2(G, τ)[W ] ≡W. After we decompose
H2(G, τ)[W ] as sum of irreducible L−submodules, we write kw = f1+· · ·+fs
where fj is so that the linear subspace spanned by πλ(L)fj is an irreducible
L−submodule of H2(G, τ)[W ]. To continue, we set f1 := fj. A result of
Harish-Chandra, [HC2, Lemma 70] states that an irreducible representation
of L is the L−type of at most finitely many discrete series representations
for H. Thus, the representation of L in the subspace spanned by π(L)f1 is an
L−type of at most finitely many discrete series representations for H. There-
fore, Pi(f1) = 0 for all but finitely many indices i. Let’s say Pi(f1) 6= 0 for
i = 1, . . . , N. Since f1 is a K−finite vector in Vλ, we have that f1 is a smooth
vector for πλ, therefore, Pi(f1) is a H−smooth vectors in Pi(Vλ). Owing to
Pi(Vλ) is an isotypic representation, we have that z(U(h)) applied to Pi(f1) is
contained in the one dimensional vector subspace spanned by Pi(f1). Hence,
f1 is a finite sum of z(U(h)−finite vectors. Thus, kw is a z(U(h))−finite
vector. W is a finite dimensional vector space, let us conclude that the map
Kλ(·, e)⋆ = Φ0(·)⋆ is left z(U(h))−finite.
For the converse statement, owing to our hypothesis, for each w ∈ W
we have that kw is z(U(h))−finite element of H2(G, τ)K−fin. A result of
Harish-Chandra, [Wa1, Corollary 3.4.7 and Theorem 4.2.1], asserts that a
U(h)−finitely generated, z(U(h))−finite, (h, L)−module has a finite compo-
sition series, whence,we conclude that the representation of U(h) in U(h)kw
has a finite composition series. Thus, H2(G, τ)K−fin contains an irreducible
sub-representation for U(h). Whence, [Kob1, Lemma 1.5] yields that
(H2(G, τ)λ)K−fin is infinitesimally discretely decomposable as h−module.
Finally, since πλ is unitary, in [Kob2, Theorem 4.2.6], we find a proof that
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an algebraically (infinitesimally) discretely decomposable unitary represen-
tation is Hilbert discrete decomposable, hence, πλ is discretely decompos-
able. 
Corollary 7.4. We assume (πλ, Vλ) is a Hilbert discretely decomposable
representation for H. Then, (πλ, Vλ) is algebraicaly discretely decomposable.
That is, (Vλ)K−fin can be expressed as direct sum of U(h)−irreducible sub-
spaces.
The Corollary follows because as in the proof of direct implication we
obtain each kw, w ∈W is z(U(h))−finite, whence, the proof for the converse
statement yields that Vλ is algebraically discretely decomposable.
Now, we are ready to show Theorem 7.1.
Proof of Theorem 7.1. For the direct implication, the hypothesis is πλ re-
stricted to H is discretely decomposable. Thus, Proposition 7.3 yields
Kλ(·, e)⋆w is z(U(h))−finite. Since in [OV] it is shown rn is a continu-
ous intertwining map for H and Kλ(·, e)⋆w is a tempered function, a result
of [HHO] previously quoted let us conclude: rn(Kλ(·, e)⋆w) is a tempered,
z(U(h))−finite function on H. A result of Harish-Chandra, [HC2][Wa1, 7.2.2]
implies rn(Kλ(·, e)⋆w) is a cusp form. For the converse statement, results of
Harish-Chandra asserts L2(H ×τn (p/p′)(n) ⊗W )disc is a finite sum of dis-
crete series representations for H and the space of cusp forms in L2(H ×τn
(p/p′)(n)⊗W ) is contained in L2(H×τn (p/p′)(n)⊗W )disc. Therefore, owing
to the hypothesis, for every n, rn(Kλ(·, e)⋆w) belongs to L2(H×τn (p/p′)(n)⊗
W )disc. The L
2−continuity of rn, yields rn(closure(πλ(H)kw)) is contained
in a finite sum of discrete representations. Whence, ⊕nrn maps continuously
the closure of πλ(H)kw into a discrete Hilbert sum of irreducible represen-
tations. Besides, the map ⊕n is injective (the elements of H2(G, τ) are real
analytic functions). Hence, the closure of πλ(H)kw is a discrete Hilbert sum
of discrete series representations. We now proceed as in the direct proof
Proposition 7.3 and obtain kw is a left z(U(h))−finite function. Whence,
Proposition 7.3 let us conclude resH(πλ) is Hilbert discretely decomposable.
The second equivalence follows from a simple computation. 
Remark 7.5. A simple application of Theorem 7.1 is that the tensor product
representation of G inH2(G, τ)⊠H2(G, τ)⋆ never is discretely decomposable,
because the lowest K−type trace spherical function for this particular tensor
product is φ0(x)φ0(y), hence, restricted to G is not a cusp form.
8. Reproducing kernels and existence of discrete factors.
As usual G,H,H2(G, τ) = Vλ,Kλ,H
2(H,σ) = V Hµ ,Kµ are as in subsec-
tion 2.1. The purpose of this section is to begin an analysis of the relation
between the matrix kernel of a discrete series for G, the matrix kernel of
a discrete series for H and the existence of a nonzero H−intertwining lin-
ear map from one representation into the other. To begin with, since Kλ
is given by the spherical function associated to the lowest K−type of πGλ ,
the restriction of y 7→ tr(Kλ(y, x)) =: kλ(y, x) to H is a square integrable
function [OV]. Let kµ := trKµ. We show,
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Proposition 8.1. (kλ(·, e), kµ(·, e))L2(H) nonzero implies V Hµ is a discrete
factor for resH(π
G
λ ).
The proposition is an immediate consequence of the following
Fact 8.2. Let G,H, πλ be as usual. Let (ρ, V1) an irreducible square inte-
grable for H. We assume there exists smooth vector w1, w2 in Vλ and a
L−finite vector z in V1 so that∫
H
(ρ(h)z, z)V1 (πλ(h)w1, w2)Vλdh 6= 0.
Then, there exists a nonzero, continuous linear H−map from V1 into Vλ.
For a proof [Va2].
Remark 8.3. The converse to Proposition 8.1 is false, as it shows the fol-
lowing example. We consider arbitrary G,H and we assume resH(π
G
λ ) is an
H−admissible representation. Since H2(G, τ)[W ] consists of L−finite vec-
tors, the subspace H2(G, τ)[W ] is contained in a finite sum of irreducible
H−subrepresentations. Let πHµ be a representation for H whose corre-
sponding isotypic component is nonzero and contained in the orthogonal
subspace spanned by the H−isotypic components whose intersection with
H2(G, τ)[W ] is nonzero. Since, for w ∈ W , Kλ(·, e)⋆w ∈ H2(G, τ)[W ], we
have that both tr(Kµ(·, e)) = kµ(·, e) and tr(Kλ(·, e)) = kλ(·, e) are linear
combination of matrix coefficients of nonequivalent representations for H,
the orthogonality relations implies (kλ(·, e), kµ(·, e))L2(H) = 0.
One way to show a converse to Proposition 8.1 is to consider the functions
Υµ,λ(y, x) =
∫
H
kλ(hy, x)Kµ(h, e)
⋆ dh
and
υλ,µ(y, x) :=
∫
H
kµ(h1, e)Kλ(h1y, x)
⋆dh1.
Due that both factors are square integrable in H, [OV], both integrals con-
verges absolutely. Moreover, the functions Υ, υ are continuous and defined
for every (y, x) because the integrand is the product of two square integrable
functions for H, we recall the fact: convolution of two square integrable func-
tions is defined and yields a continuous function. The two functions might
be related to period integrals from Number Theory.
Under the supposition representation πµ is integrable it readily follows the
smoothness of both functions as well as that each function is a Carleman
kernel. For this, we write υ(y, x) = resH(L)(kµ(·, e))(z 7→ Kλ(zy, x)),
here, we think z 7→ Kλ(zy, x)) belongs to either the Frechet space (L2(G)⊗
HomC(W,W ))
∞ or to the Hilbert space L2(G)⊗HomC(W,W ), L is the left
regular representation on each space and kµ(·, e) ∈ L1(H). Therefore, both
functions υ(·, x), υ(y, ·) are smooth and square integrable. For Υ we write
Υ(y, x) = resH(L)(Kµ(·, e)⋆)(z 7→ kλ(zy, x)), here, we think z 7→ kλ(zy, x))
belongs to either the Frechet space (L2(G))∞ or to the Hilbert space L2(G),
L is the left regular representation on each space.
We note tr(Υ(e, e)) = (kλ(·, e), kµ(·, e))L2(H), tr(Υ(y, x)) = tr(υ(y, x)).
Among properties of the functions are:
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1) Υ(s1yk, s2xk) = σ(s1)Υµ,λ(y, x)σ(s
−1
2 ), for x ∈ G, sj ∈ L, k ∈ K.
2) The function Υµ,λ is real analytic.
This is because the distribution on G defined by either the function y 7→
Υµ,λ(y, x) or x 7→ Υµ,λ(y, x) is a real analytic L−spherical function. In-
deed, both distributions are eigenfunctions of the elliptic differential opera-
tor RΩG + 2RΩK , the regularity Theorem leads us to the real analyticity.
3) Υµ,λ(y, x) = (Υµ,λ(x, y))
⋆.
4) Remark 8.3 show that some times Υ(e, e) = 0.
5) υ(syk1, sxk2) = τ(k
−1
2 )υ(y, x)τ(k1), k1, k2 ∈ K, s ∈ L.
The main result of this subsection is:
Theorem 8.4. Let G,H, (πλ,H
2(G, τ)), (πHµ , V
H
µ = H
2(H,σ)) as usual.
The following four conditions are equivalent
a) The isotypic component H2(G, τ)[V Hµ ] is not zero.
b) The function Υµ,λ is nonzero.
c) The function tr(Υµ,λ) is nonzero.
d) There exists D ∈ U(g× g) so that [LD(Υ)](e, e) 6= 0.
e) The function υλ,µ is nonzero.
Proof of Theorem 8.4. We show a)⇒ b)⇔ c)⇒ e)⇒ a) and b)⇔ d). Some
of the implications are obvious. a) implies b). By hypothesis, there exists
a nonzero intertwining map T : H2(H,σ) → H2(G, τ). Owing to Schur’s
lemma T is an injective map. Let KT : H×G→ HomC(Z,W ) be the kernel
that represents T . We have verified, for z ∈ Z, the function h 7→ Kµ(h, e)⋆z
belongs to H2(H,σ) and it is nonzero. Thus, T (Kµ(·, e)⋆z) is a nonzero
function for each z ∈ Z.
Since kλ represents Pλ we have∫
G
∫
H
kλ(y, x)KT (h, y)Kµ(h, e)
⋆z dhdy 6= 0 for some x ∈ G.
Now KT (h, y) = KT (e, h
−1y). Thus, after we replace y by hy and we recall
Haar measure is left invariant, we obtain∫
G
∫
H
kλ(hy, x)KT (e, y)Kµ(h, e)
⋆z dhdy 6= 0.
Next, using kλ is a complex valued function, we are lead to∫
G
KT (e, y)
∫
H
kλ(hy, x)Kµ(h, e)
⋆z dhdy 6= 0.
Thus, Υ is not the zero function. We now show b) ⇔ c) The equality (1)
forces the linear span of the image of Υµ,λ is an L×L invariant subspace of
EndC(Z). Thus, owing to EndC(Z) is an L×L−module irreducible we have
there exists (y, x) so that tr(Υµ,λ(y, x)) 6= 0 unless Υµ,λ is equal to the zero
map. c)⇒ e) follows from the identity tr(υλ,µ) = tr(Υµ,λ). To show e)⇒ a)
we notice that the hypothesis implies we may apply Fact 8.2. Therefore the
isotypic component is nonzero. The two functions are real analytic, thus we
conclude the proof. 
8.1. Some discrete factors in resH(πλ). As before, we fix G,H,K,L and
the representations V Gλ = H
2(G, τ). A consequence of Fact 8.2 is the follow-
ing.
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Fact 8.5. We assume (σ,Z) is an L−subrepresentation of the lowest K−type
(τ,W ) and we further assume there exists a discrete series representation
H2(H,σ) = V Hµ with lowest L−type (σ,Z). Then, there exists a nonzero
intertwining map from H2(H,σ) into H2(G, τ).
The proof for this fact is based on an explicit integral formulae for kµ, kλ
obtained by Flensted-Jensen, these formulae let us to apply Proposition 8.2.
For details cf. [Va]. We present one application of fact 8.5 to the analysis of
tensor product of two representations. For other applications cf. [Va2].
Example 8.6. Notation is as in subsection 2.1 We produce some irreducible
subrepresentation of the restriction to the diagonal subgroup H = G0 of
G := G0×G0 (G0 a semisimple Lie group) for a tensor product πλ⊠πλ1 .We
choose both Harish-Chandra parameters to be dominant with respect to Ψ
and so that their sum is far away from the kernel of any noncompact simple
root. It readily follows that πKλ+λ1+2ρn−ρc is the Harish-Chandra parameters
of a subrepresentation of the lowest K ×K−type for πλ ⊠ πλ1 . Due to our
choice, the parameter λ+λ1+2ρn− ρc is far from the noncompact walls for
the Weyl chamber for Ψ. It follows from 2.1 that λ + λ1 + 2ρn − ρc is the
lowest K−type of the discrete series πλ+λ1+ρn−ρc . Therefore, fact A, implies
resG0(πλ ⊠ πλ1) contains the irreducible representation πλ+λ1+ρn−ρc .
9. Other model to realize discrete series representations.
We refer to the article [Hi] for this section. Let d⋆m denote a fixed
G−invariant Radon measure on G/K , after we normalize Haar measure
on K so that K has volume one, and normalize Haar measure on G, we have
the equality ∫
G
f(x)dx =
∫
G/K
∫
K
f(xk)dk d⋆m(xK).
Owing to the Iwasawa decomposition for G = ANK the principal bundle
K → G → G/K is equivalent to the trivial bundle. Therefore, for each
representation τ : K → U(W ), the vector bundle G×τ W → G/K is paral-
lelizable. We fix a section σ for G → G/K so that σ(eK) = 1, we obtain a
cocycle c : G×G/K → Gl(W ),by c(g, x) = τ(σ(g · x)−1gσ(x)). That is, c is
a continuous map which satisfies
c(gh, x) = c(g, h · x)c(h, x), g, h ∈ G,x ∈ G/K, c(k, eK) = τ(k).
We now recall how the above datum gives rise a unitary representation of
G equivalent to L2(G ×τ W ). We consider the inner product on W−valued
functions on G/K defined by
< F,H >c=
∫
G/K
((c(g, o)c(g, o)⋆)−1F (z),H(z))W d⋆m, z = g · eK.
The group G acts unitarily on the corresponding space of square integrable
functions L2c(G/K,W ) by the formula
g · f(x) = c(g−1, x)−1f(g−1x).
A unitary equivalence of both representations is given by the map
L2(G×τ W ) ∋ f 7→ F ∈ L2c(G/K,W ) : F (g · o) := c(g, o)f(g).
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The inverse map is
L2c(G/K,W ) ∋ F 7→ f ∈ L2(G, τ) : f(g) = c(g, o)−1F (g.o).
This unitary equivalence is due to that for F,H ∈ L2c(G/K,W ) the following
equality holds∫
G
(f(g), h(g))W dg
=
∫
G/K
([c(g, o)c(g, o)⋆ ]−1F (z),H(z))W d⋆m(z).
For a convenient function K : G/K ×G/K → EndC(W ), we consider the
integral operator
L2c(G/K,W ) ∋ F 7→ (G/K ∋ z 7→
∫
G/K
K(w, z)F (w)d⋆m(w) ∈W )
and we define for g, h ∈ G, k(g, h) := c(h, o)−1K(g · o, h · o)c(g, o), then, we
have the commutative diagram
f → F
↓ ... ↓∫
k(x, y)f(x)dx → ∫ K(w, z)F (w)d⋆m(w)
The kernel k defines an intertwining linear operator for the left action of
G on L2(G×τ W ) if and only if k is an invariant kernel, that is, k(ga, gb) =
k(a, b), a, b, g ∈ G and of course k(gk, hk1) = τ(k−11 )k(g, h)τ(k), g, h ∈ G, k, k1 ∈
K. To an invariant kernel k, the corresponding kernel K satisfies
K(t · z, t · w) = c(t, w)K(z, w)c(t, z)−1 , z, w ∈ G/K, t ∈ G.
Next we consider to kernels K1,K2 which defines respective intertwining
linear operators on L2c(G/K,W ). Then, it readily follows the equality
K1(g · x, g · y)K2(g · x, g · y)−1
= c(g, x)K1(x, y)K2(x, y)
−1c(g, x)−1, x, y ∈ G/K, g ∈ G.
In particular, whenever W is unidimensional, the kernel K1 is equal to K2
times a G−invariant function.
For each Iwasawa decomposition G = ANK a section of the principal bun-
dle G→ G/K is σ(anK) = an. Therefore, from the preceding considerations
we obtain a unitary equivalence between L2(G ×τ W ) and L2c(G/K,W ) by
mean of the cocycle c associated to σ and τ.When G/K is a Hermitian sym-
metric space, it is constructed another section σ+ by means of subgroups
P−, P+,KC of the complex Lie group GC. We have that G ⊂ P+KCP−
and G/K is realized as a bounded domain in p+. Every is uniquely written
as g = y+(g)µ(g)y−(g), with y±(g) ∈ P±, µ(g) ∈ KC. Next, we fix (τ,W )
irreducible representations ofK so that it is the lowestK−type of a holomor-
phic discrete series H2(G, τ). By means of σ+ and the representations τ we
define c+,τ = τ(µ(g)) and we have that the maps f 7→ F = c+,τ (g, o)f(g) car-
ries H2(G, τ) onto the subspace of holomorphic functions in L2c+,τ (G/K,W ).
Based on this model for holomorphic discrete series, many authors has con-
tributed to the study of branching problems and harmonic analysis. Other
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authors, has chosen different sections of the principal bundle G → G/K.
Their choice, allowed them to analyze other discrete series, branching prob-
lems, harmonic analysis. It is out of our knowledge to explicit all the work
done on the subject. We would like to call the attention of work, on holomor-
phic discrete series, of Jacobsen-Vergne, T. Kobayashi and his colaborators.
The work of G. Zhang on quaternionic discrete series [LZ].
We would like to point out that after we fix respective smooth section for
the principal bundle G→ G/K, H → H/L, we may translate the reproduc-
ing kernel Kλ to a reproducing kernel K˜λ in L
2
c(G/K,W ), the eigenspaces of
the Casimir operator to eigenspaces of the Casimir operator, as we already
indicated kernel maps goes to kernel maps, it is a simple matter to verify dif-
ferential operators correspond to differential operators and so on. We may
say that each statement in this note has a correlative in the language of
the spaces L2c . For example, a function that corresponds to an element of
H2(G, τ) growth at most as the function ‖τ(c(g, o))‖. Differential operators
intertwining H2(G, τ) with H2(H,σ) corresponds to differential operators
between the corresponding spaces.
9.1. An example of discrete decomposition. We consider the groups
G = U(1, n),H = U(1, n−1)×U(1), K = U(1)×U(n), L = U(1)×U(n−1)×
U(1) and we fix an integer α positive and large. Then, τα(k) = det(k)
α, k ∈
K is a character of K. To follow, we write the decomposition of H2(G, τ)
as an H−representation and we compute reproducing kernels, immersions,
projections, etc. Let Dn = {z ∈ Cn, |z| < 1} denote the unit ball in Cn. The
group G acts means of fractional transformations, the action is transitive on
Dn and the isotropy subgroup at the origin of Cn is K. We fix a Lebesgue
measure dmn on C
n and define the measure dµα = (1 − |z|2)α−(n+1)dmn.
Then, in [DOZ] we find an explicit isomorphism between the Hilbert spaces
H2(G, τα) and Vn,α := O(Dn) ∩ L2(Dn, dµα). The unitary representation of
G on Vn,α is by means of the action:
πα(g)f(z) = τα(J(g
−1, z))−1f(g−1z), g ∈ G, z ∈ Dn, f ∈ Vn,α.
For f ∈ O(Dn) we write the convergent power series in Dn,
f = f0(z1, · · · , zn−1) + f1(z1, · · · , zn−1)zn + f2(z1, · · · , zn−1)z2n + · · · .
For an integer m ≥ 0, we consider the linear subspace
H˜m = {f ∈ O(Dn) : ∂
pf
∂zpn
|Dn−1 = 0, for 0 ≤ p ≤ m− 1}.
Then, Hm := H˜m ∩ Vn,α is a closed subspace in Vn,α. We denote Vm for
the orthogonal complement of Hm+1 in Hm. Thus, a typical element of Hm
(resp. Vm) is
f = fm(z1, · · · zn−1)zmn + · · · , (resp. fm(z1, · · · zn−1)zmn ).
It readily follows that the action ofH on the a polynomial (resp. holomorphic
function) in z1, · · · , zn−1 (resp. in zn) is again a polynomial (holomorphic
function) in the same variables. Whence, the subspaces Vm are invariant for
the action of H. Therefore, we have the orthogonal decomposition Vn,α =
V0 + V1 + V2 + V3 + · · ·
The orthogonal projector Pα,m onto Vm is given by
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Pα,m(f = f0 + · · ·+ fkzkn + · · · )(z) = fm(z1, · · · , zn−1)zmn
= zmn
∂mf
∂zmn
(z1, · · · , zn−1, 0) =
∫
Dn
Kα,m(w, z)f(w)dµα(w).
Here, Kα,m is the reproducing kernel for the subspace Vm. Hence, Kλ =∑
m≥0Kλ,m. Let’s write z
′, w′ for vectors in Cn−1. Then, up to a constant
Kλ(w, z) =
1
(1− ( tw′)⋆z′ − w¯nzn)α
=
∑
m≥0
(−α
m
)
1
(1− ( tw′)⋆z′)α+m (w¯nzn)
m
Hence, the m−th summand is equal to Kα,m.
The representation of H on Vm is equivalent to H
2(H, τα+m). An equivariant
map Tm from H
2(H, τα+m) ≡ Vn−1,α+m onto Vm is given by
g(z1, · · · , zn−1) 7→ g(z1, · · · , zn−1)zmn .
A expression for Tm as integral map is
Tm(g)(z
′, zn) =
∫
Dn−1
1
(1− ( tw′)⋆z′))α+m z
m
n g(w1, · · · , wn−1)dµα+m
This is due to that 1(1−( tw′)⋆z′))α+m is the reproducing kernel for Vn−1,α+m.
Finally, an intertwining map S : Vn,α → L2(H, τα+m) is
S(f)(z1, . . . , zn−1) =
∂mf
∂zmn
(z1, . . . , zn−1, 0).
10. Appendix: Recollection on elliptic PDE and basics on
reproducing kernel
10.1. For two measure spaces (Y, µ), (X, ν), a linear transformation T from
L2(Y ) into L2(X) is called an integral map, kernel map or an integral op-
erator, if there exists a function KT : Y × X → C so that the function
y 7→ KT (y, x)g(y) belongs to L1(Y ) for every g in the domain of T and
the function Tg(x) is equal to
∫
Y KT (y, x)g(y)dy almost everywhere on x.
In an obvious way, the definition generalizes to linear maps between vector
bundles. For a measurable kernel k the domain Dk of the linear map de-
fined by k is is the set of f ∈ L2(Y ) so that ∫Y k(y, x)f(y)dµ(y) converges
for almost every x ∈ X and the resulting function is square integrable with
respect to ν. An integral map is Carleman if the function y 7→ k(y, x) is
square integrable for almost every x ∈ X. A usual, F ⋆ denotes the adjoint
of a linear map F. Formally, the adjoint of T is an integral operator with
kernel KT ⋆(x, y) := K(y, x)
⋆, however, even though when T is continuous,
the linear map T ⋆ might not be equal to an integral operator on the whole
dual space, as example Apendix 10.3 shows.
10.2. For an integral map T if the adjoint linear map is an integral map of
kernel KT ⋆ , then KT ⋆(x, y) = KT (y, x)
⋆.
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10.3. For an example of an integral map whose adjoint is not an integral
map, we consider X = Z with discrete topology and usual Haar measure
and Y = S1 = R/2πiZ with Haar measure. Point evaluation from ℓ2(Z)
to C is continuous because |an| ≤ ‖(ak)k‖2. Thus, any continuous linear
map from L2(S1) into ℓ2(Z) is a kernel map. In particular, the Fourier
transform T : L2(S1)→ ℓ2(Z) is the unitary linear map given by the kernel
kT (z, n) = z¯
n. Next, we verify T ⋆ restricted to the subspace of absolutely
convergent series is an integral map and globally is a weak integral map.
Later on, we verify T ⋆ is not an integral map. It readily follows that the
adjoint of T is the linear map
ℓ2(Z) ∋ (fn)n 7→
∑
n
fnz
n ∈ L2(S1).
For completeness we verify that for every f ∈ ℓ2(Z), the weak integral∫
Z
fnKT (z, n)dn does exist and it is equal to the L
2−limit of the series∑
n fnz
n. In fact, for any g ∈ L2(S1) we have
(
∑
n fnz
n, g)ℓ2(Z) =
∫
S1(
∑
n fne
inϕ)g¯(eiϕ)dϕ. Thus,
|(∑n fnzn, g)ℓ2(Z)| ≤ ‖f‖ℓ2(Z)‖g‖ℓ2(Z).
We now verify that T ⋆ is not an integral map. For this, we first notice that the
adjoint kernel k⋆T (n, z) = z
n defines an integral map (T ⋆)0 : ℓ
2(Z)→ L2(S1)
with domain the linear subspace
Dk⋆
T
= {(an)n :
∑
n
|an| <∞}
In fact, Lebesgue integral is absolutely convergent, whence f belongs to
the domain of (T ⋆)0 iff
∫
X |k⋆T (x, y)f(x)|dx < ∞∀y ∈ Y, and the resulting
function belongs to L2(S1). In our case we have to analyze the integral∫
Z
|f(n)K⋆T (n, z)|dn =
∑
n |fn|. Hence, if T ⋆ where an integral operator,
Apendix 10.2, would give the kernel that should represent T ⋆ ought to be
zn, hence, the domain of (T ⋆)0 would be the whole ℓ
2(Z). A contradiction.
10.4. For the purpose of this note, a closed subspace V of L2(G×τ W ) is a
reproducing kernel subspace, if V consists of smooth functions and evaluation
at each x ∈ G is a continuous linear map. Hence, for each w ∈W,x ∈ G the
linear functional on V
f 7→ (ex(f), w)
is represented by a function kx(·)⋆(w) ∈ V. Thus, the function y 7→ kx(y)⋆(w)
is square integrable, smooth and the following equality hold:
(f(x), w)W = (f, kx(·)⋆(w))V , x ∈ G, w ∈W, f ∈ V.
The function
W ∋ w 7→ kx(y)⋆(w) ∈W
is linear. We define KV : G×G→ EndC(W ) to be KV (y, x)(w) = kx(y)(w).
Since the product of two square integrable functions gives an integrable func-
tion, we have, for f ∈ L2(G×τW ) the integral below is absolutely convergent
PV (f)(x) :=
∫
G
KV (y, x)f(y)dy x ∈ G (A− 4.1)
In [Hi], [OO1], [OO2] we find a proof that the map f 7→ PV (f) is the or-
thogonal projector onto V. Let jW : W → W ⋆ the conjugate linear map
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determinate by the inner product (..., ...)W . For each orthonormal basis
{fj, j = 1, 2, . . . } for V. Then, in [At] we find a proof of
KV (y, x) =
∑
r≥1
jW (fr(y)) ⊗ fr(x) =
∑
r≥1
jV (fr)(y) ⊗ fr(x) (A− 4.2)
We analyze the convergence of the series (A-4.2) in Apendix 10.5.
The main examples of reproducing kernel subspaces come from the state-
ments below, in [At] we find proofs of the stated facts.
10.5. Let D be elliptic operator which maps sections of vector bundle into
sections of perhaps another vector bundle over G/K. Define Ker2(D) equal
to the totality of L2−sections which are in the kernel of D as distributions.
Then, Ker2(D) is closed in L
2 and owing to the regularity theorem Ker2(D)
consists of smooth functions, moreover, L2 convergence of a sequence, implies
uniform convergence on compact sets of the sequence as well as any derivative
of the sequence, hence Ker2(D) is an example of reproducing kernel Hilbert
space. In [At], Prop 2.4 we find a proof of: the matrix kernel KKer2(D) :
G × G → EndC(W ) determinate by Ker2(D) is a smooth function and
the convergence of the sequence in (A-4.2), as well as any derivative, is
uniform on compact sets. In [At] we find a proof that tr(KKer2(D)(x, x)) =∑
j ‖fj(x)‖2, x ∈ G/K. Whence, Schwarz inequality yields the convergence
of (A-4.2) is absolute. As a corollary, we obtain
Let N be L2−closed subspace of Ker2(D). Then, N is a reproducing kernel
subspace and the matrix kernel for N is a smooth function. This is so,
because the series that represents the matrix kernel for N is a sub-series of
the absolutely convergent series (A-4.2). For the same reason as before, the
matrix kernel for N is a real analytic function. In particular, the matrix
kernel Kλ for H
2(G, τ) is a real analytic function and the matrix kernel for
any closed subspace in H2(G, τ) is also given by a real analytic function.
10.6. The linear operator Pλ has two representations as an integral oper-
ator. One matrix kernel that represents Pλ is Kλ(y, x) = Φ0(x
−1y) where
z 7→ Φ0(z) := d(πλ)PW (πGλ (z)PW ) is the spherical function associated to
the lowest K−type W. Let φ0(z) = d(πλ)tr(Φ0(z)), then, the the trace ker-
nel which represents Pλ is
kλ(y, x) := φ0(x
−1y) := d(πλ)trPW (πGλ (x
−1y)PW )
= d(πλ)
∑
j
(πGλ (x
−1y)fj, fj)V = tr(Kλ(y, x).
where f1, . . . is an orthonormal basis for the lowest K−type Vλ[W ]. Of
course, there are some identifications we have avoided to explicit. For a proof
of the explicit representation of Pλ by Kλ, kλ we refer to [OO2], [WW]. A
sketch of proof is in next subsection. Certainly, we recover Φ0 from φ0 by
the formula Φ0(z) =
∫
K τ(k)φ0(k
−1z)dk.
10.7. Sketch of proof that the kernel’s Kλ, kλ represent Pλ as an integral op-
erator. The orthogonal projector onto H2(G, τ) is represented by the matrix
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kernel Kλ(y, x) = ...PWπλ(x
−1y)PW . In fact, let fv as in Proposition 6.8,
then∫
G
(PWπλ(x
−1y)PW )fv(y)dy =
∑
i,s
∫
G
(x−1ywi, ws)(y−1v,wi)wsdy
=
∑
i,s
∫
G
(ywi, xws)(ywi, v)wsdy = ...
∑
i,s
(wi, wi)(xws, v)ws
= ...
∑
s
(x−1v,ws)ws = ...fv(x).
A trace kernel that represents the orthogonal projector onto H2(G, τ) is
kλ(y, x) = ...φ0(x
−1y). Indeed,∫
G
tr(PWπλ(x
−1y)PW )fv(y)dy =
∫
G
∑
r,i
(x−1ywr, wr)(y−1v,wi)widy
=
∑
r,i
∫
G
(ywr, xwr)(ywi, v)dy = ...
∑
r,i
(wr, wi)(xwr, v)wi = ...fv(x).
11. Notation
- (τ,W ), (σ,Z), L2(G×τ W ), L2(H ×σ Z) 2.1
-H2(G, τ) = Vλ = V
G
λ , H
2(H,σ) = V Hµ , π
H
µ , π
K
ν . 2.1
-πλ = π
G
λ , dλ dimension of πλ, π
H
µ , Pλ, Pµ,Kλ, kµKµ, kµ, 2.1.
Φ0, φ0 Apendix 10.6
-MK−fin(resp.M∞) K−finite vectors in M (resp. smooth vectors in M)
-dg, dh Haar measures on G, H
-A unitary representation is square integrable, equivalently a discrete series
representation, (resp. integrable) if some nonzero matrix coefficient is square
integrable (resp. integrable) with respect to Haar measure.
-ΘπHµ (...) Harish-Chandra character of the representation π
H
µ .
-For a module M (resp. a simple module N)over a ring, M [N ] denotes the
isotypic component of N in M . That is, M [N ] is the sum of all irreducible
submodules isomorphic to N. If topology is involved, we define M [N ] to be
the closure of M [N ].
-Mdisc(MH−disc) is the closure of the linear subspace spanned by the totality
of irreducible submodules.
-A representation M is discretely decomposable if Mdisc = (MH−disc) =M.
-A representation is H−admissible if it is discretely decomposable and each
isotypic component is equal to a finite sum of irreducible representations.
-Kλ,µ matrix kernel for the orthogonal projector Pλ,µ onto H
2(G, τ)[V Hµ ].
-U(g) (resp. z(U(g)) universal enveloping algebra of the Lie algebra g(resp.
center of universal enveloping).
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