Multivariate Alexander quandles, IV. The medial quandle of a link by Traldi, Lorenzo
Multivariate Alexander quandles, IV. The medial
quandle of a link
Lorenzo Traldi
Lafayette College
Easton, PA 18042, USA
traldil@lafayette.edu
Abstract
The medial quandle of a classical link is equivalent, as an invariant, to
a simplified version of Crowell’s link module sequence.
Keywords: Alexander module; medial quandle.
Mathematics Subject Classification 2010: 57M25
1 Introduction
If L = K1 ∪ · · · ∪ Kµ is a classical, oriented link of µ components in S3, then
its (multivariate) Alexander module MA(L) is a module over the ring Λµ =
Z[t±11 , . . . , t±1µ ] of Laurent polynomials in µ variables, with integer coefficients.
The Alexander module is often described by a presentation with generators and
relations corresponding to arcs and crossings of a diagram of L; see Sec. 2 for
details.
A useful part of the Alexander module theory is the Crowell map, a module
epimorphism φL : MA(L) → Iµ introduced in [1]. Here Iµ is the augmentation
ideal of Λµ, i.e., the kernel of the augmentation map  : Λµ → Z given by
(t±1i ) = 1 ∀i ∈ {1, . . . , µ}. If D is a diagram of L, then an element of MA(L)
corresponding to an arc of Ki in D is mapped to ti − 1 by φL. We say that
two links L,L′ are Crowell equivalent if there is a module isomorphism f :
MA(L)→MA(L′) with φL = φL′f . Following Rolfsen [8], we refer to kerφL as
the Alexander invariant of L. The Alexander invariant corresponds to the first
homology group of the universal abelian cover of S3 − L, while the Alexander
module corresponds to the first relative homology group of the covering space
with respect to its fiber.
In the first paper of this series, φL was used to define an operation . on
MA(L). The operation . defines quandle structures on various subsets of the
Alexander module. One of these subsets yields QA(L), the fundamental multi-
variate Alexander quandle of L. In the third paper of the series we completed
a proof of the following.
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Theorem 1. ([10, 12]) As an invariant of classical oriented links, the funda-
mental multivariate Alexander quandle QA(L) (up to quandle isomorphism) is
strictly stronger than φL (up to Crowell equivalence and permutation of compo-
nent indices).
Here are two comments about Theorem 4. (a) The theorem implies that
QA(L) (up to quandle isomorphism) is also strictly stronger than both the
Alexander invariant and the Alexander module (up to module isomorphism
and permutation of {1, . . . , µ}). (b) The theorem fails if index permutations
are not allowed. For instance, let L be a link whose Alexander polynomial
is not symmetric with respect to a permutation of {1, . . . , µ}, and let L′ be
obtained from L by applying that permutation to the component indices. Then
QA(L) ∼= QA(L′), as QA(L) does not explicitly reflect component indices, but
MA(L) 6∼= MA(L′).
The purpose of the present paper is to discuss the reduced (one-variable)
version of the theory involved in Theorem 1. Let Λ = Z[t±1] be the ring of
Laurent polynomials in the variable t, with integer coefficients. If τ : Λµ → Λ
is the homomorphism of rings with unity given by τ(ti) = t ∀i ∈ {1, . . . , µ},
then τ defines a Λµ-module structure on Λ, with scalar multiplication given by
x · y = τ(x)y ∀x ∈ Λµ ∀y ∈ Λ. The reduced Alexander module of L is the tensor
product
MredA (L) = MA(L)⊗Λµ Λ,
considered as a Λ-module via multiplication in the second factor. The tensor
product of φL with the identity map of Λ is a Λ-linear map
φτ : M
red
A (L)→ Iµ ⊗Λµ Λ.
Definition 2. Two links L,L′ are φτ -equivalent if there is a Λ-module isomor-
phism f : MredA (L) → MredA (L′) that is compatible with the φτ maps of L and
L′, i.e., φτ = φ′τ ◦ f .
Definition 3. If L is a classical link, let
QredA (L) = {x⊗ 1 | x ∈ QA(L)} ⊂MredA (L).
It is not hard to verify that the quandle operation . of QA(L) defines a
quandle structure on QredA (L) in a natural way: (x⊗ 1) . (y ⊗ 1) = (x . y)⊗ 1.
Also, the quandle QredA (L) is a link invariant (up to quandle isomorphism). In
fact, QredA (L) is an invariant substructure of M
red
A (L), in this sense: if L and L
′
are equivalent oriented links then there is an isomorphism MredA (L)
∼= MredA (L′)
that maps QredA (L) isomorphically onto Q
red
A (L
′).
In Section 3 we verify the following.
Theorem 4. As an invariant of classical links, QredA (L) (up to quandle isomor-
phism) is equivalent to φτ (up to φτ -equivalence and permutation of component
indices).
2
Like Theorem 1, Theorem 4 fails if index permutations are disallowed. See
Subsection 8.1 for an example.
Notice the contrast between Theorems 1 and 4: up to permutation of com-
ponent indices, QA(L) is strictly stronger than φL, while Q
red
A (L) is equivalent
to φτ . However, we do have the following.
Theorem 5. The quandle QredA (L) (up to quandle isomorphism) is a strictly
stronger link invariant than the reduced Alexander module MredA (L) (up to iso-
morphism of Λ-modules).
Another important property of QredA (L) is the fact that it coincides with a
link invariant introduced by Joyce [6], the fundamental medial quandle MQ(L).
Joyce denoted this quandle AbQ(L) rather than MQ(L), and he called it
the “abelian link quandle” of L. We prefer to avoid the term “abelian” be-
cause MQ(L) is determined by an associated group, which is usually non-
commutative. See Sec. 5 for details.
Theorem 6. If L is an oriented classical link, then MQ(L) ∼= QredA (L).
Of course, it follows that Theorems 4 and 5 hold with MQ(L) in place
of QredA (L). In particular, MQ(L) is a strictly stronger link invariant than the
reduced Alexander module, so MQ(L) is also strictly stronger than the standard
Alexander quandle on MredA (L).
As far as we know, it has not been observed before now that the reduced
Alexander module of a link contains an isomorphic replica of the link’s medial
quandle, or that the medial quandle determines the reduced Alexander module.
Joyce did state a version of the special case of Theorem 6 with µ = 1 [6, Theorem
17.3]: if K is a knot, then MQ(K) coincides with the standard Alexander
quandle structure on the Alexander invariant, kerφK . Joyce’s statement does
not extend directly to links; in general, MQ(L) is not a standard Alexander
quandle.
Here is an outline of the paper. In Sec. 2 we discuss definitions and basic
properties of Alexander modules and Crowell maps. In Section 3 we discuss the
properties of several quandles associated with Alexander modules, and prove
Theorem 4. In Sec. 4 we present some useful properties of general quandles and
medial quandles; most of the discussion is drawn from the work of Jedlicˇka, Pili-
towska, Stanovsky´ and Zamojska-Dzienio [4, 5]. In Sec. 5 we recall the definition
of MQ(L), and verify some special properties that will help us prove Theorem 6.
In particular, we show that MQ(L) is semiregular, and the displacement group
of MQ(L) is a homomorphic image of a submodule of MredA (L). The proof of
Theorem 6 is completed in Sec. 6. In Sec. 7 we summarize the theory developed
in the present paper and the first three papers in the series [10, 11, 12]. Sev-
eral illustrative examples are presented in Sec. 8, including examples that verify
Theorem 5.
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2 Alexander modules and Crowell maps
We follow the usual conventions for diagrams of classical links. A diagram
D consists of piecewise smooth closed curves in the plane, whose only (self-)
intersections are crossings, i.e., transverse double points. The set of crossings
in D is denoted C(D). At each crossing, two short segments are removed, to
indicate which of the intersecting curves is the underpasser. Removing these
short segments cuts the curves into separate parts, the arcs of D. The set of
arcs is denoted A(D). If D is a diagram of L = K1 ∪ · · · ∪Kµ, then there is a
function κD : A(D)→ {1, . . . , µ}, with κD(a) = i if a is part of the image of Ki
in D.
a1a3
a2
Figure 1: A crossing.
Let D be a link diagram, and let Λ
A(D)
µ and Λ
C(D)
µ be the free Λµ-modules
on the sets A(D) and C(D). There is a Λµ-linear map ρD : Λ
C(D)
µ → ΛA(D)µ
given by
ρD(c) = (1− tκD(a2))a1 + tκD(a1)a2 − a3
whenever c ∈ C(D) is a crossing of D as indicated in Fig. 1, and there is an
exact sequence
ΛC(D)µ
ρD−−→ ΛA(D)µ γD−−→MA(L)→ 0.
The Crowell map φL : MA(L)→ Iµ has φLγD(a) = tκD(a) − 1 ∀a ∈ A(D).
The reduced Alexander module of L is MredA (L) = MA(L) ⊗Λµ Λ. It is
equivalent to say that MredA (L) is the quotient MA(L)/(J ·MA(L)), where J is
the ideal of Λµ generated by the elements ti − tj . (An isomorphism between
MA(L)/(J ·MA(L)) and MA(L)⊗Λµ Λ is given by x+J ·MA(L)↔ x⊗1.) Alter-
natively, MredA (L) can be obtained by setting all ti equal to t in any description
of MA(L) (e.g., the description in the preceding paragraph).
Every element of MredA (L) is of the form x⊗ 1 for some x ∈MA(L), for the
following reasons: (a) if x ∈ MA(L) and λ ∈ Λµ then x ⊗ τ(λ) = (λ · x) ⊗ 1,
and (b) if x1, x2 ∈MA(L) then x1 ⊗ 1 + x2 ⊗ 1 = (x1 + x2)⊗ 1. It follows that
formulas involving elements of MredA (L) can be specified using elements of the
form x⊗ 1, with x ∈ MA(L). For instance, the map φτ : MredA (L)→ Iµ ⊗Λµ Λ
is defined by φτ (x ⊗ 1) = φL(x) ⊗ 1 ∀x ∈ MA(L), and if D is a diagram of L,
then φτ (γD(a)⊗ 1) = (tκD(a) − 1)⊗ 1 ∀a ∈ A(D).
When thinking about the map φτ , it is helpful to have in mind an explicit
description of the Λ-module Iµ⊗Λµ Λ. Let  : Λ→ Z be the augmentation map
given by (t) = 1, and let Z be the Λ-module obtained from Z using the scalar
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multiplication given by λ ·n = (λ)n ∀λ ∈ Λ ∀n ∈ Z. Notice that Z ∼= Λ/(t−1),
where (t− 1) = ker  is the augmentation ideal of Λ.
Lemma 7. As a Λ-module, Iµ ⊗Λµ Λ is isomorphic to
Λ⊕ Z ⊕ · · · ⊕ Z︸ ︷︷ ︸
µ−1
,
with the Λ summand generated by (t1 − 1)⊗ 1 and the Z summands generated
by (t2 − t1)⊗ 1, . . . , (tµ − t1)⊗ 1.
Proof. It is well known that as a Λµ-module, Iµ is generated by the elements
t1−1, . . . , tµ−1, subject to the defining relations (ti−1)·(tj−1) = (tj−1)·(ti−1)
∀i, j. (See [3, p. 71], for instance.) It follows that as a Λ-module, Iµ ⊗Λµ Λ is
generated by the elements (t1 − 1)⊗ 1, . . . , (tµ − 1)⊗ 1, subject to the defining
relations
(t−1) ·((tj−1)⊗1) = (tj−1)⊗(t−1) = (tj−1)⊗τ(ti−1) = ((tj−1)(ti−1))⊗1
= ((ti−1)(tj−1))⊗1 = (ti−1)⊗τ(tj−1) = (ti−1)⊗(t−1) = (t−1)·((ti−1)⊗1)
for all values of i and j. Equivalently, Iµ⊗Λµ Λ is generated by (t1− 1)⊗ 1 and
the µ− 1 elements
(t2 − 1)⊗ 1− (t1 − 1)⊗ 1, . . . , (tµ − 1)⊗ 1− (t1 − 1)⊗ 1,
subject to the defining relations (t − 1) · ((ti − 1) ⊗ 1 − (t1 − 1) ⊗ 1) = 0
∀i ∈ {2, . . . , µ}. As (ti− 1)⊗ 1− (t1− 1)⊗ 1 = (ti− t1)⊗ 1 ∀i ∈ {2, . . . , µ}, the
result follows.
Proposition 8. If D is a diagram of a link L, then the kernel of φτ is the
submodule of MredA (L) generated by the elements (t− 1) · ((γD(a)− γD(a′))⊗ 1)
with a, a′ ∈ A(D).
Proof. Identify Iµ ⊗Λµ Λ with Λ⊕ (Z)µ−1 using the isomorphism of Lemma 7.
If a ∈ A(D) has κD(a) = 1, then φτ (γD(a)⊗ 1) = (1, 0, . . . , 0), and if a ∈ A(D)
has κD(a) = κ > 1, φτ (γD(a) ⊗ 1) = (1, 0, . . . , 0, 1, 0, . . . , 0), with the second 1
in the κ coordinate. It follows that φτ ((t−1) · (γD(a)⊗1)) = (t−1, 0, . . . , 0) for
every a ∈ A(D), so (t−1)·((γD(a)−γD(a′))⊗1) ∈ kerφτ whenever a, a′ ∈ A(D).
Suppose a1, . . . , an ∈ A(D), λ1, . . . , λn ∈ Λ, and kerφτ contains
x =
n∑
j=1
λj · (γD(aj)⊗ 1). (1)
Every coordinate of φτ (x) in Λ⊕ (Z)µ−1 is 0, so
(i)
n∑
j=1
λj = 0 and
(ii) for each i ∈ {2, . . . , µ},
∑
κD(aj)=i
(λj) = 0.
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Notice that property (i) implies that property (ii) holds also when i = 1.
Suppose first that (λ1), . . . , (λn) are all 0. The kernel of  is the principal
ideal (t−1) of Λ, so for each j, there is a λ′j ∈ Λ with λj = λ′j · (t−1). Property
(i) implies that
∑n
j=1 λ
′
j = 0, so if a
∗ is any fixed element of A(D),
x = (t− 1)
n∑
j=1
λ′j · (γD(aj)⊗ 1)− (t− 1)
( n∑
j=1
λ′j
)
· (γD(a∗)⊗ 1)
=
n∑
j=1
λ′j · (t− 1) · ((γD(aj)− γD(a∗))⊗ 1).
This satisfies the lemma.
Now, suppose at least one of (λ1), . . . , (λn) is not 0. For convenience,
introduce a new summand 0 · (γD(a) ⊗ 1) for each a ∈ A(D), and collect all
the appearances of each aj into one summand, so that every a ∈ A(D) appears
precisely once in (1). If all values of (λj) are now 0, the earlier argument applies.
Otherwise, re-index the elements of A(D) so that (λ1) 6= 0. Let κ = κD(a1).
Re-index the elements of A(D) so that for some k ∈ {1, . . . , n}, a1, . . . , ak are
the arcs of D with κD(ai) = κ, and the arcs a1, . . . , ak, a1 are encountered in
this order as we walk along the image of Kκ in D. Notice that according to
property (ii) above, (λ1) 6= 0 implies that k > 1, so a1, . . . , ak are all distinct.
For 1 ≤ i < k, let a′i be the overpassing arc at the crossing ci of D that
separates ai from ai+1. Then depending on the orientation of a
′
i, one of these
two formulas is equal to 0 in MredA (L).
γDρD(ci)⊗ 1 = (1− t)(a′i ⊗ 1) + t(ai ⊗ 1)− ai+1 ⊗ 1
−γDρD(ci)⊗ 1 = −(1− t)(a′i ⊗ 1)− t(ai+1 ⊗ 1) + ai ⊗ 1
Let 0i denote one of the two displayed formulas that does equal 0 in M
red
A (L).
Notice that if we add 0i to the sum (1), the only effect on the values of
(λ1), . . . , (λn) is to add 1 to the value of (λi), and add −1 to the value
of (λi+1). Of course if we add −0i instead, we produce the opposite effects.
It follows that by repeatedly adding ±01 to the sum in (1), we can obtain a
sum still equal to x, in which (λ1) is 0. Doing the same thing for i = 2, . . . , k−1,
we obtain a sum still equal to x, in which (λ1), . . . , (λk−1) are all 0. Property
(ii) then implies that (λk) is 0 too, so every arc aj ∈ A(D) with κD(aj) = κ
has (λj) = 0.
Repeating this argument for each component of L that has some arc aj with
(λj) 6= 0, we ultimately obtain a sum (1) equal to x in which (λ1), . . . , (λn)
are all 0. Then the earlier argument tells us that the lemma holds for x.
3 Theorem 4
There is a traditional way to associate a quandle to any Λ-module, which was
mentioned by both Joyce and Matveev when they introduced quandles as link
invariants [6, 7].
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Proposition 9. ([6, 7]) If M is a Λ-module, then the operations x . y = tx+
(1− t)y and x .−1 y = t−1x+ (1− t−1)y define a quandle structure on M .
The quandles described in Proposition 9 are called Alexander quandles in
the literature. In order to distinguish them from other quandles associated with
Alexander modules, we refer to them as standard Alexander quandles. Notice
that every standard Alexander quandle is a whole Λ-module. Also, if M is a
standard Alexander quandle and w, x, y, z ∈M , then
(w . x) . (y . z) = t2w + t(1− t)x+ (1− t)ty + (1− t)2z
= t2w + t(1− t)y + (1− t)tx+ (1− t)2z = (w . y) . (x . z).
That is, all standard Alexander quandles satisfy the medial property (w . x) .
(y . z) = (w . y) . (x . z). It follows that all subquandles of standard Alexander
quandles are medial, too.
In [10] we introduced the operation x.y = (φL(y)+1)x−φL(x)y on MA(L),
and showed that . defines a quandle structure on the subset
U(L) = {x ∈MA(L) | φL(x) + 1 is a unit of Λµ}.
The subquandle of U(L) generated by γD(A(D)) is the fundamental multivariate
Alexander quandle, QA(L). The following result was proven in [10].
Theorem 10. ([10]) If L and L′ are equivalent links with diagrams D and D′,
then there is an isomorphism f : MA(L) → MA(L′) which maps the quandle
U(L) isomorphically onto U(L′), maps the quandle QA(L) isomorphically onto
QA(L
′), and is compatible with the Crowell maps of L and L′, i.e., φL = φL′ ◦f .
Multivariate Alexander quandles differ from standard Alexander quandles
in several regards. For one thing, QA(L) corresponds to a proper subset of the
Λµ-module MA(L), not a whole Λ-module. For another, QA(L) is not a medial
quandle, in general.
In the introduction, we defined QredA (L) to be {x ⊗ 1 | x ∈ QA(L)} ⊂
MredA (L), and stated that it is a quandle under the operation (x⊗ 1) . (y⊗ 1) =
(x . y)⊗ 1. Here is an equivalent description.
Proposition 11. Let D be a diagram of a link L. Then QredA (L) is the subquan-
dle of the standard Alexander quandle on MredA (L) generated by the elements
γD(a)⊗ 1, a ∈ A(D).
Proof. If x, y ∈ QA(L) then φL(x), φL(y) ∈ {t1 − 1, . . . , tµ − 1}, so
(x⊗ 1) . (y ⊗ 1) = (x . y)⊗ 1 = ((φL(y) + 1)x− φL(x)y)⊗ 1
= ((φL(y) + 1)x)⊗ 1− (φL(x)y)⊗ 1 = x⊗ τ(φL(y) + 1)− y ⊗ τ(φL(y))
= x⊗ t− y ⊗ (t− 1) = t · (x⊗ 1) + (1− t) · (y ⊗ 1).
This equals (x⊗ 1) . (y ⊗ 1) in the standard Alexander quandle on MredA (L).
The result follows, as QA(L) is generated by γD(A(D)).
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Having both descriptions of QredA (L) is convenient because it makes it un-
necessary to provide new proofs for many properties of QredA (L). Instead, we
can simply refer to established properties of QA(L) and M
red
A (L). For instance,
Propositions 9 and 11 tell us that QredA (L) is indeed a quandle.
Here are some other properties of QredA (L).
Theorem 12. Suppose L and L′ are oriented links of the same link type, with
diagrams D and D′, and associated maps
φτ : M
red
A (L)→ Iµ ⊗Λµ Λ and φ′τ : MredA (L′)→ Iµ ⊗Λµ Λ.
Then there is an isomorphism MredA (L)
∼= MredA (L′), which maps QredA (L) iso-
morphically onto QredA (L
′), and has φτ = φ′τ ◦ f .
Proof. The result follows from Theorem 10, using the right exactness of tensor
products. A direct proof can be obtained by setting all ti equal to t in the
discussion of [10, Sec. 3].
Recall that an orbit in a quandle Q is an equivalence class under the equiv-
alence relation generated by x ∼ x .−1 y ∼ x . y ∀x, y ∈ Q.
Theorem 13. Let L = K1 ∪ · · · ∪ Kµ be a link with a diagram D, and let
Q be QredA (L), or QA(L), or the fundamental quandle Q(L). Then there are
surjective functions κD : Q → {1, . . . , µ} and σ̂τ : ΛQ → MredA (L) with the
following properties.
1. The orbits of Q are the sets κ−1D ({1}), . . . , κ−1D ({µ}). Moreover, after an
appropriate permutation of {1, . . . , µ}, it will be true that whenever q ∈ Q
corresponds to an arc a ∈ A(D), κD(q) = κD(a).
2. The restriction στ = σ̂τ |Q is a quandle homomorphism onto QredA (L), and
if a ∈ A(D) then the image under στ of the element of Q corresponding
to a is γD(a) ⊗ 1. In particular, if Q = QredA (L) then στ is the identity
map of Q.
3. The map σ̂τ is Λ-linear, and ker σ̂τ is the submodule of Λ
Q generated by
{tx+ (1− t)y − (x . y), t−1x+ t−1(t− 1)y − (x .−1 y) | x, y ∈ Q}.
Proof. This result follows from the discussion of [10, Sec. 4], along with the
right exactness of the functor − ⊗Λµ Λ. Alternatively, set all ti equal to t in
that discussion.
Part 2 of Theorem 13 implies that once the function κD : Q→ {1, . . . , µ} is
adjusted as in part 1, the map φτ : M
red
A (L)→ Iµ will be determined by the fact
that φτ (στ (q)) = (ti−1)⊗1 ∀q ∈ κ−1D ({i}). We deduce the “forward” direction of
Theorem 4: if L and L′ are links with QredA (L) ∼= QredA (L′), then after adjusting
component indices in L and L′ so that the quandle isomorphism maps the κ−1(i)
orbit of QredA (L) to the κ
−1(i) orbit of QredA (L
′) for each i ∈ {1. . . . , µ}, there
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will be an isomorphism MredA (L)
∼= MredA (L′) that is compatible with the φτ
maps of L and L′.
The next two results give us the “backward” direction of Theorem 4.
Lemma 14. Suppose 0 ∈ W ⊆ Λ. Then W = Λ if and only if W is closed
under the following operations.
1. (w1, w2) 7→ tw1 + (1− t)w2
2. (w1, w2) 7→ 1 + tw1 + (t− 1)w2
3. (w1, w2) 7→ t−1w1 + (1− t−1)w2
4. (w1, w2) 7→ −t−1 + t−1w1 + (t−1 − 1)w2
Proof. If W = Λ then W is closed under all binary operations defined on Λ.
For the converse, suppose W is closed under the four listed operations. Using
w2 = 0 in operations 1 and 3, we see that W is closed under multiplication
by t±1. Combining operation 2 with multiplication by t−1, we see that W
contains the following elements: (0, 0) 7→ 1, 1 7→ t−1, (t−1, 0) 7→ 2, 2 7→ 2t−1,
(2t−1, 0) 7→ 3, and so on. Combining operation 4 with multiplication by t,
we see that W contains the following elements: (0, 0) 7→ −t−1, −t−1 7→ −1,
(−1, 0) 7→ −2t−1, −2t−1 7→ −2, (−2, 0) 7→ −3t−1, −3t−1 7→ −3, and so on. We
conclude that Z ⊆W .
Closure under multiplication by t±1 implies that W contains every monomial
mtn with m,n ∈ Z. Now, suppose λ ∈ Λ is not a monomial. Say λ = n1ta +
n2t
a+1 + · · · + nkta+k for some k ≥ 1 ∈ Z and some n1, . . . , nk ∈ Z, with
n1 6= 0 6= nk. Using induction on k, we may presume that W contains m1tb +
m2t
b+1 + · · ·+mjtb+j whenever j < k. Then W contains both w1 = n1ta−1 +
n2t
a + · · · + nk−2ta+k−3 + (nk−1 + nk)ta+k−2 and w2 = −nkta+k−1. As W is
closed under operation 1, W contains tw1 + (1− t)w2 = λ.
Proposition 15. QredA (L) = (φτ )
−1({(t1 − 1)⊗ 1, . . . , (tµ − 1)⊗ 1}).
Proof. Let S = (φτ )
−1({(t1− 1)⊗ 1, . . . , (tµ− 1)⊗ 1}), and let D be a diagram
of L. Suppose s ∈ S and a ∈ A(D) have φτ (s) = (ti − 1) ⊗ 1 and κD(a) = j.
Then
φτ (s . (γD(a)⊗ 1)) = φτ (ts+ (1− t) · (γD(a)⊗ 1))
= t · ((ti − 1)⊗ 1) + (1− t) · ((tj − 1)⊗ 1) = (ti − 1)⊗ t+ (tj − 1)⊗ (1− t)
= (tj(ti − 1))⊗ 1 + ((1− ti)(tj − 1))⊗ 1 = (ti − 1)⊗ 1,
so s . (γD(a) ⊗ 1) ∈ S. Clearly γD(a) ⊗ 1 ∈ S ∀a ∈ A(D), so S contains
the subquandle of the standard Alexander quandle on MredA (L) generated by
{γD(a)⊗ 1 | a ∈ A(D)}. That is, QredA (L) ⊆ S.
Verifying the opposite inclusion is more difficult. Recall that QredA (L) is a
subquandle of the standard Alexander quandle on MredA (L), so Q
red
A (L) is closed
under the operations ., .−1 mentioned in Proposition 9.
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Suppose a1 and a2 are any two arcs of D. Let
W (a1, a2) = {w ∈ Λ | γD(a1)⊗1+w(t−1) ·((γD(a1)−γD(a2))⊗1) ∈ QredA (L)},
and let W = W (a1, a2) ∩W (a2, a1).
Note that if w1, w2 ∈W then QredA (L) contains both
(γD(a1)⊗ 1 + w1(t− 1) · ((γD(a1)− γD(a2))⊗ 1))
.(γD(a1)⊗ 1 + w2(t− 1) · ((γD(a1)− γD(a2))⊗ 1)) =
t · (γD(a1)⊗ 1 + w1(t− 1) · ((γD(a1)− γD(a2))⊗ 1))
+(1− t) · (γD(a1)⊗ 1 + w2(t− 1) · ((γD(a1)− γD(a2))⊗ 1)) =
γD(a1)⊗ 1 + (tw1 + (1− t)w2)(t− 1) · ((γD(a1)− γD(a2))⊗ 1))
and the element obtained from this by interchanging a1 and a2. It follows that
tw1 + (1− t)w2 ∈W . That is, W is closed under operation 1 of Lemma 14.
For operation 2 of Lemma 14, note that if w1, w2 ∈W then QredA (L) contains
both
(γD(a1)⊗ 1 + w1(t− 1) · ((γD(a1)− γD(a2))⊗ 1))
.(γD(a2)⊗ 1 + w2(t− 1) · ((γD(a2)− γD(a1))⊗ 1)) =
t · (γD(a1)⊗ 1 + w1(t− 1) · ((γD(a1)− γD(a2))⊗ 1))
+(1− t) · (γD(a2)⊗ 1 + w2(t− 1) · ((γD(a2)− γD(a1))⊗ 1)) =
γD(a1)⊗ 1 + (t− 1)(γD(a1)⊗ 1) + tw1(t− 1) · ((γD(a1)− γD(a2))⊗ 1)
+(1− t) · (γD(a2)⊗ 1) + (1− t)w2(t− 1) · ((γD(a2)− γD(a1))⊗ 1)) =
γD(a1)⊗ 1 + (1 + tw1 + (t− 1)w2) · (t− 1)((γD(a1)− γD(a2))⊗ 1)
and the element obtained from this by interchanging a1 and a2. It follows that
W is closed under the operation (w1, w2) 7→ 1 + tw1 + (t− 1)w2.
To show that W is closed under operations 3 and 4 of Lemma 14, use .−1
instead of .:
(γD(a1)⊗ 1 + w1(t− 1) · ((γD(a1)− γD(a2))⊗ 1))
.−1(γD(a1)⊗ 1 + w2(t− 1) · ((γD(a1)− γD(a2))⊗ 1)) =
t−1 · (γD(a1)⊗ 1 + w1(t− 1) · ((γD(a1)− γD(a2))⊗ 1))
+(1− t−1) · (γD(a1)⊗ 1 + w2(t− 1) · ((γD(a1)− γD(a2))⊗ 1)) =
γD(a1)⊗ 1 + (t−1w1 + (1− t−1)w2)(t− 1) · ((γD(a1)− γD(a2))⊗ 1)) and
(γD(a1)⊗ 1 + w1(t− 1) · ((γD(a1)− γD(a2))⊗ 1))
.−1(γD(a2)⊗ 1 + w2(t− 1) · ((γD(a2)− γD(a1))⊗ 1)) =
t−1 · (γD(a1)⊗ 1 + w1(t− 1) · ((γD(a1)− γD(a2))⊗ 1))
+(1− t−1) · (γD(a2)⊗ 1 + w2(t− 1) · ((γD(a2)− γD(a1))⊗ 1)) =
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γD(a1)⊗ 1 + (−t−1 + t−1w1 + (t−1 − 1)w2) · (t− 1)((γD(a1)− γD(a2))⊗ 1).
Lemma 14 now tells us that W = Λ. It follows that for every choice of
a1, a2 ∈ A(D) and λ ∈ Λ,
q(a1, a2, λ) = γD(a1)⊗ 1 + λ(t− 1) · ((γD(a1)− γD(a2))⊗ 1) ∈ QredA (L).
Now, suppose that x ∈ QredA (L), a1, a2 ∈ A(D) and λ ∈ Λ. Then QredA (L)
contains x, q(a1, a2, λ) and γD(a2) ⊗ 1, so since QredA (L) is closed under . and
.−1, QredA (L) also contains
r(x, a1, a2, λ) = (x .
−1 q(a1, a2, λ)) . (γD(a2)⊗ 1)
= t · (x .−1 q(a1, a2, λ)) + (1− t) · (γD(a2)⊗ 1)
= t · (t−1x+ (1− t−1)q(a1, a2, λ))− (t− 1) · (γD(a2)⊗ 1)
= x+ (t− 1) · (q(a1, a2, λ)− (γD(a2)⊗ 1))
= x+ (t− 1) · (1 + λ(t− 1)) · ((γD(a1)− γD(a2)⊗ 1)).
Our next claim is that x + λ(t − 1) · ((γD(a1) − γD(a2)) ⊗ 1) ∈ QredA (L)
for all choices of x ∈ QredA (L), a1, a2 ∈ A(D) and λ ∈ Λ. If (λ) = 1, then
λ = 1 + λ′ · (t− 1) for some λ′ ∈ Λ, and
x+ λ(t− 1) · ((γD(a1)− γD(a2))⊗ 1) = r(x, a1, a2, λ′) ∈ QredA (L),
so the claim is satisfied. If (λ) > 1 and
x′ = x+ (λ− 1)(t− 1) · ((γD(a1)− γD(a2))⊗ 1) ∈ QredA (L),
then
r(x′, a1, a2, 0) = x+ λ(t− 1) · ((γD(a1)− γD(a2))⊗ 1) ∈ QredA (L),
and the claim is satisfied. Using induction on (λ), we conclude that whenever
(λ) ≥ 1, x + λ(t − 1) · ((γD(a1) − γD(a2)) ⊗ 1) ∈ QredA (L). As a1 and a2 are
arbitrary, it follows that the claim is also satisfied when (λ) ≤ −1, because
x+λ(t−1) · ((γD(a1)−γD(a2))⊗1) = x+ (−λ)(t−1) · ((γD(a2)−γD(a1))⊗1).
If (λ) = 0 then (λ−1) = −1, so it follows that QredA (L) contains both x′ =
x+(λ−1)(t−1) ·((γD(a1)−γD(a2))⊗1) and x+λ(t−1) ·((γD(a1)−γD(a2))⊗1)
= r(x′, a1, a2, 0). Again, the claim is satisfied.
According to Proposition 8, this claim tells us that whenever x ∈ QredA (L)
and y ∈ kerφτ , x + y ∈ QredA (L). As φτ (a) = (ti − 1) ⊗ 1 for every a ∈ A(D)
with κD(a) = i, it follows that Q
red
A (L) contains every element of the set S.
Proposition 15 implies that if L and L′ are φτ -equivalent links, then there
is an isomorphism MredA (L)
∼= MredA (L′), under which QredA (L) and QredA (L′)
correspond. This gives us the “backward” direction of Theorem 4.
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4 Semiregular medial quandles
The proof of Theorem 6 requires some ideas from the general theory of quandles.
We summarize these ideas in this section, and refer to the work of Jedlicˇka, Pil-
itowska, Stanovsky´ and Zamojska-Dzienio [4, 5] for a more thorough discussion.
Proofs are included for the reader’s convenience.
Definition 16. A quandle is a set Q equipped with a binary operation ., which
satisfies the following properties.
1. x . x = x ∀x ∈ Q.
2. For each y ∈ Q, the formula βy(x) = x . y defines a permutation βy of Q.
3. (x . y) . z = (x . z) . (y . z) ∀x, y, z ∈ Q.
If Q is a quandle and y ∈ Q, then the map βy is a translation of Q. Part 2
of Definition 4 implies that βy has an inverse function; the notation β
−1
y (x) =
x .−1 y is often used. Notice that part 3 of Definition 4 can be written as
βz(x . y) = βz(x) . βz(y), so every translation of Q is a quandle automorphism.
(Indeed, some authors call translations “inner automorphisms.”) Of course it
follows that the inverse function of a translation is an automorphism too, so
β−1z (x.
−1 y) = β−1z (x).
−1 βz(y) ∀x, y, z ∈ Q. This implies that .−1 also defines
a quandle structure on the set Q.
The fact that βz is an automorphism of Q also implies that βz(x .
−1 y) =
βz(x) .
−1 βz(y) ∀x, y, z ∈ Q. That is, βzβ−1y (x) = β−1βz(y)βz(x) ∀x, y, z ∈ Q.
It follows that there is a special way to express conjugation of translations in
Aut(Q): βzβyβ
−1
z = ββz(y).
If y, z ∈ Q then the composition βyβ−1z is an elementary displacement of Q.
The subgroup of the automorphism group Aut(Q) generated by the elementary
displacements is denoted Dis(Q), and its elements are called displacements.
(Some references use the term “transvections” instead.)
Proposition 17. Here are four basic properties of displacements.
1. If d ∈ Dis(Q) then d = βy1β−1y2 . . . βy2n−1β−1y2n for some y1, . . . , y2n ∈ Q.
2. The elementary displacements also include products of the form β−1y βz.
3. If y1, . . . , yn ∈ Q, m1, . . . ,mn ∈ Z and
∑
mi = 0, then
∏
βmiyi ∈ Dis(Q).
4. Dis(Q) is a normal subgroup of Aut(Q).
Proof. For the first property, note that the inverse of an elementary displace-
ment is an elementary displacement. It follows that every element of Dis(Q) is
a product of elementary displacements.
For the second property, replace y with y′ = β−1z (y) in the equality βzβ
−1
y =
β−1βz(y)βz mentioned above. The result is βzβ
−1
y′ = β
−1
y βz.
For the third property, introduce repetitions in the list y1, . . . , yn so that
m1, . . . ,mn ∈ {−1, 1}. If m1 6= m2 then
∏
βmiyi = (β
m1
y1 β
m2
y2 )(
∏
i>2 β
mi
yi ), and
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induction on n applies. If m1 = m2 then find the least index j with m1 6= mj ,
and apply the second property to replace β
mj−1
yj−1 and β
mj
yj with β
mj
y′j−1
and β
mj−1
y′j
,
respectively, so that β
mj
y′j−1
β
mj−1
y′j
= β
mj−1
yj−1 β
mj
yj . Now induction on j applies.
For the fourth property, notice that if f is any automorphism of Q then for
each y ∈ Q, fβy(x) = f(x . y) = f(x) . f(y) = βf(y)f(x). Hence fβy = βf(y)f .
It follows that if βyβ
−1
z is an elementary displacement, then
fβyβ
−1
z f
−1 = fβy(fβz)−1 = βf(y)f(βf(z)f)−1 = βf(y)ff−1β
−1
f(z) = βf(y)β
−1
f(z)
is also an elementary displacement.
If x is an element of a quandle Q, then the orbit of x in Q is the smallest
subset that contains x and is preserved by βy and β
−1
y , for every y ∈ Q.
Proposition 18. If x ∈ Q, then the orbit of x in Q is {d(x) | d ∈ Dis(Q)}.
Proof. A displacement is a composition of translations and their inverses, so the
orbit of x includes d(x) for every displacement d.
Now, suppose y is an element of the orbit of x. Then there are y1, . . . , yn ∈ Q
and 1, . . . , n ∈ {−1, 1} such that y = βnyn · · ·β1y1(x). For 1 ≤ i ≤ n, let
xi = β
i
yi · · ·β1y1(x). Then βxi(xi) = β−1xi (xi) = xi for every i, so the function
d = (β−nxn β
n
yn)(β
−n−1
xn−1 β
n−1
yn−1) · · · (β−1x1 β1y1)
has y = d(x). Each product β−ixi β
i
yi is an elementary displacement, so d ∈
Dis(Q).
Definition 19. A quandle is semiregular if the only displacement with a fixed
point is the identity map.
According to Proposition 18, if Q is semiregular then for each x ∈ Q, the
map d 7→ d(x) is a bijection from Dis(Q) to the orbit of x in Q.
Definition 20. A quandle is medial if it has the property that (w.x). (y .z) =
(w . y) . (x . z) ∀w, x, y, z ∈ Q.
Proposition 21. Q is medial if and only if Dis(Q) is an abelian group.
Proof. Suppose first that Q is medial. Notice that if q, r ∈ Q then for every
x ∈ Q,
βq.r(x) = βq.r(βrβ
−1
r (x)) = (β
−1
r (x) . r) . (q . r)
= (β−1r (x) . q) . (r . r) = (β
−1
r (x) . q) . r = βrβqβ
−1
r (x),
so βq.r = βrβqβ
−1
r . Also, if q, r, s ∈ Q then for every x ∈ Q,
βq.r(βs(x)) = (x . s) . (q . r) = (x . q) . (s . r) = βs.r(βq(x)),
so βq.rβs = βs.rβq. Using the first equality twice, it follows that
βqβ
−1
r βs = β
−1
r · βrβqβ−1r βs = β−1r · βq.rβs
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= β−1r · βs.rβq = β−1r · βrβsβ−1r βq = βsβ−1r βq.
Now, suppose βqβ
−1
r and βsβ
−1
t are elementary displacements of Q. Then
using the last equality of the preceding paragraph twice,
(βqβ
−1
r )(βsβ
−1
t ) = (βqβ
−1
r βs)β
−1
t = (βsβ
−1
r βq)β
−1
t = βs(β
−1
r βqβ
−1
t )
= βs(βtβ
−1
q βr)
−1 = βs(βrβ−1q βt)
−1 = βs(β−1t βqβ
−1
r ) = (βsβ
−1
t )(βqβ
−1
r ).
That is, the elementary displacements βqβ
−1
r and βsβ
−1
t commute with each
other. As the group Dis(Q) is generated by elementary displacements, it follows
that Dis(Q) is abelian.
For the converse, suppose that Dis(Q) is abelian. Suppose a, b, c, d ∈ Q, and
let x = β−1d βb(a). Then using part 3 of Definition 16 twice,
(a . b) . (c . d) = (x . d) . (c . d) = (x . c) . d = βdβcβ
−1
d βb(a)
= βd(βcβ
−1
d )(βbβ
−1
d )βd(a) = βd(βbβ
−1
d )(βcβ
−1
d )βd(a) = βdβbβ
−1
d βc(a)
= (β−1d (a . c) . b) . d = (β
−1
d (a . c) . d) . (b . d) = (a . c) . (b . d),
so Q is medial.
The last results of this section involve standard Alexander quandles.
Proposition 22. Let M be a Λ-module. If we equip M with the operation
x . y = tx + (1 − t)y, then M is a semiregular medial quandle. Also, the
displacement group Dis(M) is isomorphic to the abelian group (1− t)M .
Proof. It is easy to see that M is a quandle, with .−1 given by x .−1 y =
t−1x+ (1− t−1)y. The medial property was verified at the beginning of Sec. 3.
Notice that if y, z ∈M then for every x ∈M ,
βyβ
−1
z (x) = βy(t
−1x+ (1− t−1)z)
= t(t−1x+ (1− t−1)z) + (1− t)y = x+ (1− t)(y − z).
It follows that there is a well-defined function g : (1 − t)M → Dis(M), with
g((1 − t)m) being the displacement given by g((1 − t)m)(x) = x + (1 − t)m.
(That is, g((1− t)m) = βmβ−10 .) It is obvious that g is injective, as (1− t)m =
g((1− t)m)(0).
If m1,m2 ∈M then g((1− t)m1 + (1− t)m2) is the function with
g((1− t)m1 + (1− t)m2)(x) = x+ (1− t)m1 + (1− t)m2
= (x+ (1− t)m2) + (1− t)m1 = g((1− t)m1)(g((1− t)m2)(x)),
so g((1 − t)m1 + (1 − t)m2) = g((1 − t)m1) ◦ g((1 − t)m2). That is, g is a
homomorphism of abelian groups.
Moreover, the image of g contains every elementary displacement, because
βyβ
−1
z = g((1− t)(y − z)). It follows that g is surjective.
To verify semiregularity of M , suppose d ∈ Dis(M). Then d = g((1− t)m)
for some m ∈M . If there is an x ∈M with x = d(x), then x = g((1−t)m)(x) =
x+ (1− t)m, so (1− t)m = 0. Therefore d = g(0) is the identity map of M .
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Notice that if M is a standard Alexander quandle then the surjectivity of
the map g used in the proof of Proposition 22 implies that every displacement of
M is of the form g((1− t)m) = βmβ−10 for some m ∈M . In the terminology of
Jedlicˇka, Pilitowska, Stanovsky´ and Zamojska-Dzienio [5], standard Alexander
modules have “tiny” displacement groups.
Another consequence of Proposition 22 is the following.
Corollary 23. If Q is a subquandle of a standard Alexander quandle M , then Q
is medial and semiregular, and Dis(Q) is isomorphic to the subgroup of (1−t)M
generated by {(1− t)(q − q′) | q, q′ ∈ Q}.
Proof. Subquandles inherit both the medial and semiregularity properties.
Each translation βq of Q extends to the corresponding translation βq of
M . This obvious correspondence provides a homomorphism ext : Dis(Q) →
Dis(M), defined by ext(
∏
βmiqi ) =
∏
βmiqi . Semiregularity implies that ext is
injective. If g : (1 − t)M → Dis(M) is the isomorphism that appears in the
proof of Proposition 22, then the composition g−1 ◦ ext maps a displacement∏
βmiqi ∈ Dis(Q) to (1− t)(
∑
miqi). Proposition 17 tells us that
∑
mi = 0; it
follows that (1−t)(∑miqi) is an element of the (additive) subgroup of (1−t)M
generated by by {(1− t)(q − q′) | q, q′ ∈ Q}.
5 The fundamental medial quandle MQ(L)
Here is the definition of the fundamental medial quandle of a link, AbQ(L) in
Joyce’s notation [6].
Definition 24. Let D be a diagram of a link L. Then MQ(L) is the medial
quandle generated by the elements of A(D), subject to the requirement that at
each crossing c ∈ C(D) as pictured in Fig. 1, a2 . a1 = a3 .
Proposition 25. MQ(L) has µ orbits, one for each component of L.
Proof. MQ(L) is generated by the elements of A(D), so every x ∈ MQ(L) is
x = βnan · · ·β1a1(a0) for some a0, a1, . . . , an ∈ A(D) and 1, . . . , n ∈ {−1, 1}.
Hence every x ∈ MQ(L) is an element of the orbit of MQ(L) containing some
a0 ∈ A(D).
Suppose i ∈ {1, . . . , µ}. Choose any arc a0 of A(D) that belongs to Ki, and
walk along Ki starting at a0. Each time we pass from one arc of Ki to another,
we obtain another element of the orbit of a0 in MQ(L), because we pass through
a crossing in which the two arcs of Ki are the two underpassing arcs. Eventually
we arrive back at a0, having seen that all the arcs of D belonging to Ki lie in a
single orbit of MQ(L).
To verify that no orbit of MQ(L) contains arcs belonging to distinct compo-
nents, let Q be the quandle obtained from MQ(L) by requiring x . y = x ∀x, y.
Then Q has one element for each orbit of MQ(L). Definition 24 implies that
Q is obtained from A(D) by requiring that whenever c is a crossing of D as in
Fig. 1, the elements of Q corresponding to a2 and a3 are equal. It follows that
Q has µ distinct elements, one for each component of L.
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A very useful notion discussed by Joyce [6, Sec. 9] involves describing a
quandle through an “augmentation,” i.e., a group action. For MQ(L), an ap-
propriate group is described as follows.
Definition 26. Let D be a diagram of a link L. Then the medial group MG(L)
is generated by the elements of A(D), with two kinds of relations.
1. If c1, c2, c3 are conjugates of a1, a2, a3 ∈ A(D), then c1c−12 c3 = c3c−12 c1.
2. If c is a crossing of D as pictured in Fig. 1, then a1a2a
−1
1 = a3.
The medial quandle MQ(L) is the subset of the medial group MG(L) that
includes all conjugates of elements of A(D). The quandle operation . is equiva-
lent to conjugation in MG(L): x . y = yxy−1. Joyce showed that both MG(L)
and MQ(L) are unaffected (up to isomorphism) by Reidemeister moves [6, The-
orem 15.1], so they provide link invariants.
Lemma 27. Suppose n ≥ 3 is an odd integer, and c1, . . . , cn are conjugates in
MG(L) of a1, . . . , an ∈ A(D). Then c1c−12 c3 · · · c−1n−1cn = cnc−1n−1cn−2 · · · c−12 c1.
Proof. If n = 3, the assertion of the lemma is the same as part 1 of Definition
26. Note that the n = 3 case implies c−11 c2c
−1
3 = (c3c
−1
2 c1)
−1 = (c1c−12 c3)
−1 =
c−13 c2c
−1
1 . If n > 3, we have
c1c
−1
2 c3 · · · c−1n−1cn = c3c−12 c1 · · · c−1n−1cn = · · · = c3c−12 c5c−14 · · · cnc−1n−1c1
= c3c
−1
4 c5c
−1
2 · · · cnc−1n−1c1 = c3c−14 c5 · · · c−1n−1cnc−12 c1.
The assertion of the lemma follows, by applying an inductive hypothesis to
c3c
−1
4 c5 · · · c−1n−1cn.
Proposition 28. If L is a classical link, then MQ(L) is semiregular.
Proof. Let d ∈ Dis(MQ(L)). Proposition 17 implies d = βy1β−1y2 · · ·βy2n−1β−1y2n
for some y1, . . . , y2n ∈MQ(L). If d(z) = z, then according to Lemma 27,
1 = z−1d(z) = z−1 · (y1y−12 · · · y2n−1y−12n z) · y2ny−12n−1 · · · y2y−11
= z−1 · (zy−12n y2n−1 · · · y−12 y1) · y2ny−12n−1 · · · y2y−11
= y−12n y2n−1 · · · y−12 y1 · y2ny−12n−1 · · · y2y−11 .
Using Lemma 27 again, we deduce that for every x ∈ IMQ(L),
d(x) = y1y
−1
2 · · · y2n−1y−12n x · y2ny−12n−1 · · · y2y−11
= x · y−12n y2n−1 · · · y−12 y1 · y2ny−12n−1 · · · y2y−11 = x · 1 = x.
That is: if d has a fixed point, then d is the identity map.
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We should mention that there is a natural conflict in notation regarding
Dis(MQ(L)). The operation of Aut(MQ(L)) is function composition, usu-
ally written as multiplication, so it is natural to use multiplicative notation for
the subgroup Dis(MQ(L)) of Aut(MQ(L)). However Dis(MQ(L)) is also an
abelian group, and the operation of an abelian group is usually written as ad-
dition. We use multiplicative notation in Dis(MQ(L)) by default, and mention
the change when it happens that additive notation is more convenient.
Proposition 29. Let D be a diagram of a link L, and let a∗ be a fixed element
of A(D). For a ∈ A(D), let da = βaβ−1a∗ . Then the following properties hold.
1. Dis(MQ(L)) is a Λ-module, with scalar multiplication · given by
m · d = dm and tn · d = βna∗dβ−na∗ ∀m,n ∈ Z ∀d ∈ Dis(MQ(L)).
2. If D has a crossing as pictured in Fig. 1, then in additive notation,
(1− t) · da1 + t · da2 − da3 = 0.
3. The set {da | a ∈ A(D)} generates Dis(MQ(L)) as a Λ-module.
Proof. For property 1, there are several module axioms to verify. The only
difficult aspect of any of these arguments is keeping track of the meaning of
notation. For instance, in the module axiom 0 · d = 0 the second 0 refers to the
identity element of the abelian group Dis(MQ(L)). This is the identity map of
MQ(L), so 0 · d = d0 satisfies the axiom.
Suppose d ∈ Dis(MQ(L)), and λ1 =
∑k
i=jmit
i, λ2 =
∑k
i=j nit
i ∈ Λ.
Proposition 17 tells us that Dis(MQ(L)) includes every product of βa maps
with exponent sum equal to 0. Shifting between multiplicative and additive
notation in Dis(MQ(L)) (but not in Aut(MQ(L))), we have
(λ1 + λ2) · d = βja∗dmj+njβ−ja∗ βj+1a∗ dmj+1+nj+1β−j−1a∗ · · ·βka∗dmk+nkβ−ka∗
= βja∗d
mj+njβ−ja∗ + β
j+1
a∗ d
mj+1+nj+1β−j−1a∗ + · · ·+ βka∗dmk+nkβ−ka∗
= βja∗d
mjβ−ja∗ + β
j
a∗d
njβ−ja∗ + · · ·+ βka∗dmkβ−ka∗ + βka∗dnkβ−ka∗
= (βja∗d
mjβ−ja∗ + · · ·+ βka∗dmkβ−ka∗ ) + (βja∗dnjβ−ja∗ + · · ·+ βka∗dnkβ−ka∗ )
= (λ1 · d) + (λ2 · d).
The module axiom λ · (d1 + d2) = (λ · d1) + (λ · d2) is verified in a similar
way.
If c ∈ C(D) is a crossing as pictured in Fig. 1, then a3 = a1a2a−11 in MG(L).
Shifting between multiplicative and additive notation in Dis(MQ(L)), we have
da3 = βa3β
−1
a∗ = βa1βa2β
−1
a1 β
−1
a∗ = (βa1β
−1
a∗ )(βa∗βa2β
−2
a∗ )(β
2
a∗β
−1
a1 β
−1
a∗ )
= (βa1β
−1
a∗ )(βa∗βa2β
−2
a∗ )(βa∗βa1β
−2
a∗ )
−1 = da1 + t · da2 − t · da1 .
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Thus da3 = (1− t) · da1 + t · da2 , as required by property 2.
For property 3, recall that Dis(MQ(L)) is generated as an abelian group by
the elementary displacements βyβ
−1
z , where y and z are elements of MQ(L).
Hence it suffices to show that all of these elementary displacements are contained
in the Λ-submodule of Dis(MQ(L)) generated by {da | a ∈ A(D)}.
Suppose y, z ∈MQ(L). For every x ∈MQ(L), βyβ−1z (x) = yz−1xzy−1; that
is, βyβ
−1
z may be defined using conjugation by yz
−1. As MG(L) is generated
by A(D), and the elements of MQ(L) are conjugates of elements of A(D), there
are a1, . . . , a2n ∈ A(D) and 1 . . . , 2n ∈ {−1, 1} such that yz−1 = a11 . . . a2n2n
and
∑
i = 0. Then βyβ
−1
z = β
1
a1 . . . β
2n
a2n .
To prove property 3, it is enough to prove that if a1, . . . , a2n ∈ A(D) and
1 . . . , 2n ∈ {−1, 1} have
∑
i = 0, then the Λ-submodule of Dis(MQ(L))
generated by {da | a ∈ A(D)} includes the product β1a1 . . . β2na2n .
Let m be the number of occurrences of arcs ai 6= a∗ in the list a1, . . . , a2n.
If m = 0 then β1a1 . . . β
2n
a2n = (βa∗)
0 is the identity map of MQ(L). In additive
notation, the identity map is the 0 element of Dis(MQ(L). Of course, 0 is
included in every submodule.
We proceed using induction on m > 0. If a1 = a
∗, then
t−1 · β1a1 . . . β2na2n = β−1a∗ β1a1 . . . β2na2nβ1a∗ = β2a2 . . . β2na2nβ1a1 .
Repeating this as many times as necessary, we will ultimately obtain a product
whose first term involves an arc other than a∗.
If a1 6= a∗ and 1 = 1, then
t−1 · β1a1 . . . β2na2n = β−1a∗ (βa1β2a2 . . . β2na2n)βa∗ = β−1a∗ (βa1β−1a∗ )βa∗(β2a2 . . . β2na2nβa∗),
or using additive notation,
t−1 · β1a1 . . . β2na2n = β−1a∗ (βa1β−1a∗ )βa∗ + (β2a2 . . . β2na2nβa∗)
= t−1 · da1 + (β2a2 . . . β2na2nβa∗).
This is the sum of an element of the submodule generated by {da | a ∈ A(D)}
and a product with exponent sum 0, which involves only m − 1 occurrences of
arcs ai 6= a∗.
Similarly, if a1 6= a∗ and 1 = −1, then
t · β1a1 . . . β2na2n = (βa∗β−1a1 )(β2a2 . . . β2na2nβ−1a∗ ) = (βa1β−1a∗ )−1(β2a2 . . . β2na2nβ−1a∗ ).
In additive notation, then,
t · β1a1 . . . β2na2n = −da1 + (β2a2 . . . β2na2nβ−1a∗ ).
Once again, we have the sum of an element of the submodule generated by
{da | a ∈ A(D)} and a product with exponent sum 0, which involves only m−1
occurrences of arcs ai 6= a∗.
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Corollary 30. In the situation of Proposition 29, let M0 be the submodule of
MredA (L) generated by elements of the form (γD(a) − γD(a∗)) ⊗ 1, with a ∈
A(D). Then there is a Λ-linear epimorphism eD : M0 → Dis(MQ(L)), given
by eD((γD(a)− γD(a∗))⊗ 1) = da ∀a ∈ A(D).
Proof. As discussed in Sec. 2, MredA (L) is the Λ-module generated by the ele-
ments γD(a)⊗ 1 with a ∈ A(D), subject to the defining relations
0 = γDρD(c)⊗ 1 = (1− t)(γD(a1)⊗ 1) + t(γD(a2)⊗ 1)− (γD(a3)⊗ 1)
whenever c ∈ C(D) is a crossing as pictured in Fig. 1. It follows from property
2 of Proposition 29 that there is a Λ-linear map MredA (L)→ Dis(MQ(L)) given
by γD(a) ⊗ 1 7→ da ∀a ∈ A(D). Restricting this map to M0 yields eD. (The
stated formula eD((γD(a)− γD(a∗))⊗ 1) = da reflects the fact that da∗ = 0 in
Dis(MQ(L)).)
The fact that eD is surjective follows from property 3 of Proposition 29.
We would like to have some information about the kernel of the map eD.
To obtain this information it will be useful to consider a special type of link
diagram, defined using the familiar notion of writhe. (See Fig. 2.)
w = −1 w = 1
Figure 2: The writhe of a crossing is denoted w.
Definition 31. Let D be a link diagram. Then D has alternating writhes if
every arc a ∈ A(D) occurs as the underpassing arc of two crossings, one of
writhe −1 and the other of writhe 1.
Proposition 32. Every classical link has a diagram with alternating writhes.
Proof. Start with any diagram D of L. If L has a component Ki which is not
the underpassing component of any crossing of D, insert a trivial crossing into
the one arc of D that represents Ki. (Trivial crossings are pictured in Fig. 3.)
We now have a diagram D′ in which every arc appears as the underpassing arc
of at least one crossing.
For every arc a ∈ A(D′) that appears as the underpassing arc only at cross-
ing(s) of one writhe value w, insert a trivial crossing of writhe −w into a. The
effect is to split a into two distinct arcs, each of which appears as the under-
passing arc at two crossings of opposite writhe.
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Figure 3: A trivial crossing of either writhe may be inserted into an arc.
Now, suppose L is a link, and D is a diagram of L with alternating writhes.
Let Ki be a component of L. We choose an arc a1 ∈ A(D) with κD(a1) = i, and
we start walking along Ki from a1, in the direction given by the orientation of
Ki. When we reach the end of a1, we index that crossing as c1, the overpassing
arc at that crossing as a′1, and the next arc of Ki as a2. The alternating writhes
condition guarantees that as we walk along Ki, we pass under an even number
of crossings. By the time we get back to a1 we will have indexed these crossings
as c1, . . . , c2k, indexed the arcs of Ki as a1, . . . , a2k, and indexed the overpassing
arcs of the crossings over Ki as a
′
1, . . . , a
′
2k. We consider the indices modulo 2k,
so that a1 = a2k+1.
Let j ∈ {1, . . . , 2k}, and let wj be the writhe of cj . Then the alternating
writhes condition implies that wj = (−1)j−1w1. Also, considering Fig. 1 and
Definition 26, we have
aj = (a
′
j)
−wj · aj+1 · (a′j)wj = β−wja′j (aj+1). (2)
Lemma 33. Under these circumstances, the composition
di = β
−w1
a′1
β−w2a′2 · · ·β
−w2k
a′2k
is the identity map of MQ(L).
Proof. Notice that
∑
wj =
∑
(−1)j−1w1 = 0, so Proposition 17 tells us that di
is a displacement of MQ(L). The relations (2) imply that
di(a1) = β
−w1
a′1
β−w2a′2 · · ·β
−w2k
a′2k
(a2k+1) = β
−w1
a′1
β−w2a′2 · · ·β
−w2k−1
a′2k−1
(a2k)
= β−w1a′1 β
−w2
a′2
· · ·β−w2k−2a′2k−2 (a2k−1) = · · · = β
−w1
a′1
(a2) = a1.
As a1 ∈MQ(L) and MQ(L) is a semiregular quandle, di(a1) = a1 implies that
di is the identity map of MQ(L).
Proposition 34. Let D be a diagram of L, with alternating writhes. If x ∈
MredA (L) and (1− t)x = 0, then x ∈ ker eD.
Proof. Recall the exact sequence
ΛC(D)µ
ρD−−→ ΛA(D)µ γD−−→MA(L)→ 0,
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discussed in Sec. 2. If id denotes the identity map of Λ, then the right exactness
of tensor products yields an exact sequence
ΛC(D)µ ⊗Λµ Λ ρD⊗id−−−−→ ΛA(D)µ ⊗Λµ Λ γD⊗id−−−−→MredA (L)→ 0.
Hence there is a function fx : A(D)→ Λ such that x = (γD ⊗ id)(x′), where
x′ =
∑
a∈A(D)
fx(a)(a⊗ 1). (3)
As (1− t)x′ ∈ ker(γD ⊗ id), there is also a function gx : C(D)→ Λ such that
(1− t)x′ =
∑
c∈C(D)
gx(c) · (ρD(c)⊗ 1). (4)
The functions fx and gx are not unique. If c ∈ C(D) then for any element
λc ∈ Λ, we may add λc · (ρD(c) ⊗ 1) to the sum on the right-hand side of (3)
without changing the fact that x = (γD ⊗ id)(x′), and (4) will remain valid so
long as (1 − t)λc is added to gx(c). In particular, for each c ∈ C(D) there is a
λc ∈ Λ such that (1− t)λc = gx(c)− gx(c). The result of adding gx(c)− gx(c)
to gx(c) is to replace g(x) with gx(c) − gx(c) + gx(c) = gx(c), which is an
integer. It follows that we may assume gx(c) ∈ Z ∀c ∈ C(D), without loss of
generality.
We now claim that for every arc a ∈ A(D), the values of gx(c) for the two
crossings at which a is an underpassing arc are negatives of each other. To see
why the claim is true, notice first that (3) and (4) yield∑
a∈A(D)
(1− t)fx(a)(a⊗ 1) =
∑
c∈C(D)
gx(c) · (ρD(c)⊗ 1). (5)
This equality holds in the Λ-module Λ
A(D)
µ ⊗Λµ Λ, which is freely generated by
the elements a⊗1 with a ∈ A(D). Therefore, for each a ∈ A(D) the coefficients
of a⊗ 1 on the two sides of (5) are precisely equal.
Suppose c ∈ C(D) has gx(c) 6= 0, and a ∈ A(D) is the arc that corresponds
to a2, when c is pictured as in Fig. 1. Then the contribution of the term
gx(c) · (ρD(c) ⊗ 1) to the coefficient of a ⊗ 1 on the right-hand side of (5) is
gx(c) · t. Let c′ be the other crossing of D at which a is one of the underpassing
arcs. It is easy to see that the alternating writhes property guarantees that a
plays the same role at c′, i.e., a2 rather than a3, as pictured in Fig. 1. Therefore
the contribution of the term gx(c
′) · (ρD(c′) ⊗ 1) to the coefficient of a ⊗ 1 on
the right-hand side of (5) is gx(c
′) · t. Aside from c and c′, this arc a is incident
only at crossings c′′ where it is the overpassing arc, and for such a crossing c′′,
the contribution of the term gx(c
′′) · (ρD(c′′)⊗ 1) to the coefficient of a⊗ 1 on
the right-hand side of (5) is divisible by 1 − t. The coefficient of a ⊗ 1 on the
left-hand side of (5) is divisible by 1 − t, so it follows that gx(c) = −gx(c′), as
claimed.
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The argument for an arc a that plays the role of a3 in Fig. 1 is almost the
same. The only difference is that the contributions from c and c′ are gx(c) ·(−1)
and gx(c
′) · (−1), rather than gx(c) · t and gx(c′) · t. This completes the proof of
the claim.
As D has alternating writhes, the claim can also be stated as follows. For
each arc a ∈ A(D), there is an integer ma such that the two crossings at
which a is an underpassing arc both satisfy the equality gx(c) = w(c)ma. At
every crossing, the two underpassing arcs yield the same value of gx(c), so they
must have the same value of ma. Walking from crossing to crossing along the
arcs of D, we deduce that the value of ma is constant on each component Ki
of L. We denote this constant value mi. For each crossing c ∈ C(D), let
κD(c) ∈ {1, . . . , µ} be the index such that the underpassing arcs of c belong to
KκD(c). Then gx(c) = w(c)mκD(c) ∀c ∈ C(D).
While proving the claim we showed that on the right-hand side of (5), all
of the contributions from underpassing arcs cancel each other. This leaves only
the contributions from overpassing arcs. For each c ∈ C(D), we use ao(c) to
denote the overpassing arc at c. Recalling the formula
ρD(c) = (1− tκD(a2))a1 + tκD(a1)a2 − a3
from Sec. 2, we see that after cancellation, (5) implies that∑
a∈A(D)
(1− t)fx(a)(a⊗ 1) =
∑
c∈C(D)
gx(c)(1− t)(ao(c)⊗ 1). (6)
Once again, this equality holds in a free module, so the coefficients on the
two sides of (6) must be precisely equal. It follows that the like factors of 1− t
may be canceled. Considering the claim, we deduce that for each a ∈ A(D),
fx(a) =
∑
c∈C(D)
a=ao(c)
gx(c) =
∑
c∈C(D)
a=ao(c)
w(c)mκD(c).
It follows that
x = (γD ⊗ id)(x′) = (γD ⊗ id)
( ∑
a∈A(D)
fx(a)(a⊗ 1)
)
= (γD ⊗ id)
( ∑
a∈A(D)
( ∑
c∈C(D)
a=ao(c)
w(c)mκD(c)
)
(a⊗ 1)
)
=
µ∑
i=1
∑
c∈C(D)
κD(c)=i
w(c)mi · (γD(ao(c))⊗ 1) =
µ∑
i=1
mi ·
( ∑
c∈C(D)
κD(c)=i
w(c)(γD(ao(c))⊗ 1)
)
.
Remember that we are trying to prove x ∈ ker eD. As ker eD is closed under
addition and under multiplication by integers, we may complete the proof by
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showing that for each index i ∈ {1, . . . , µ}, ker eD contains the element
xi =
∑
c∈C(D)
κD(c)=i
w(c)(γD(ao(c))⊗ 1).
To prove this, index the arcs and crossings of D associated with Ki as in
Lemma 33. That is: a1 is an arbitrary arc of D with κD(a1) = i; a1, . . . , a2k,
a2k+1 = a1 are the arcs of D belonging to the image of Ki, listed in the order
in which we encounter them while walking along Ki in the direction of its
orientation; for 1 ≤ j ≤ 2k, cj is the crossing of D with underpassing arcs aj and
aj+1; a
′
j = ao(cj) is the overpassing arc of cj ; and wj = w(cj). For convenience,
let us choose a1 so that w(c1) = −1; then w(cj) = (−1)j−1w(c1) = (−1)j for
each index j. If a∗ is a fixed element of A(D), then
xi =
∑
c∈C(D)
κD(c)=i
w(c)(γD(ao(c))⊗ 1)− 0 =
2k∑
j=1
(−1)j(γD(a′j)⊗ 1)− 0
=
2k∑
j=1
(−1)j(γD(a′j)⊗ 1)−
2k∑
j=1
(−1)j(γD(a∗)⊗ 1) =
2k∑
j=1
(−1)j(γD(a′j − a∗)⊗ 1).
It follows that xi is an element of the domain of eD, and
−eD(xi) = −eD
( 2k∑
j=1
(−1)j(γD(a′j−a∗)⊗1)
)
=
2k∑
j=1
(−1)j+1eD((γD(a′j−a∗)⊗1))
=
2k∑
j=1
(−1)j+1da′j .
Switching from additive to multiplicative notation in Dis(MQ(L)), we have
−eD(xi) =
2k∑
j=1
(−1)j+1da′j = da′1d−1a′2 da′3 · · · d
−1
a′2k
= (βa′1β
−1
a∗ )(βa∗β
−1
a′2
)(βa′3β
−1
a∗ ) · · · (βa∗β−1a′2k) = βa′1β
−1
a′2
βa′3 · · ·β−1a′2k
= β−w1a′1 β
−w2
a′2
β−w3a′3 · · ·β
−w2k
a′2k
.
Lemma 33 tells us that this is the identity element of Dis(MQ(L)), so we
have proven that xi ∈ ker eD, as required.
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6 Theorem 6
We are now ready to prove Theorem 6.
Proposition 35. If L is a link with a diagram D, then there is a surjective
quandle map fD : MQ(L)→ QredA (L), under which a 7→ γD(a)⊗ 1 ∀a ∈ A(D).
Proof. If D is a diagram of L then according to Proposition 11, QredA (L) is
generated by the elements γD(a) ⊗ 1 with a ∈ A(D). If c is a crossing of D as
pictured in Fig. 1, then γD(ρD(c)) = 0, and hence
γD(a3)⊗ 1 = γD(a3)⊗ 1 + γD(ρD(c))⊗ 1
= γD(a3)⊗ 1 +
(
(1− tκD(a2))γD(a1) + tκD(a1)γD(a2)
)⊗ 1− γD(a3)⊗ 1
=
(− φL(γD(a2))γD(a1) + (φL(γD(a1)) + 1)γD(a2))⊗ 1
=
(
γD(a2) . γD(a1)
)⊗ 1 = (γD(a2)⊗ 1) . (γD(a1)⊗ 1).
Standard Alexander quandles satisfy the medial property, and Proposition 11
tells us that QredA (L) is a subquandle of the standard Alexander quandle on
MredA (L), so Q
red
A (L) satisfies the medial property. As MQ(L) is the largest
medial quandle generated by A(D) that satisfies a3 = a2 . a1 at every crossing
of D as pictured in Fig. 1, it follows that a 7→ γD(a) ⊗ 1 ∀a ∈ A(D) defines a
surjective quandle map MQ(L)→ QredA (L).
Corollary 36. The map fD induces an epimorphism Dis(fD) : Dis(MQ(L))→
Dis(QredA (L)) of abelian groups, given by the formula
Dis(fD)(
∏
βmiyi ) =
∏
βmifD(yi).
Proof. Suppose
∏
β
nj
zj =
∏
βmiyi . As fD is a quandle map, every x ∈ MQ(L)
has (∏
β
nj
fD(zj)
)
(fD(x)) = fD
((∏
βnjzj
)
(x)
)
= fD
((∏
βmiyi
)
(x)
)
=
(∏
βmifD(yi)
)
(fD(x)).
As fD is surjective, this proves that the products
∏
β
nj
fD(zj)
and
∏
βmifD(yi) define
the same function on QredA (L). That is, the formula given in the statement
provides a well-defined function Dis(fD) mapping Dis(MQ(L)) into the set of
functions MQ(L) → MQ(L). If d = ∏βmiyi is a displacement of MQ(L) then∑
mi = 0, so Dis(fD)(d) is a displacement of Q
red
A (L).
The formula of the statement makes it obvious that Dis(fD) is a group
homomorphism. The fact that Dis(fD) is surjective follows from the fact that
fD is surjective.
Proposition 37. If D is a diagram of L with alternating writhes, then Dis(fD)
is an isomorphism of abelian groups.
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Proof. Let a∗ ∈ A(D) be fixed. According to Corollary 23, Dis(QredA (L)) is
isomorphic to the subgroup of (1 − t)MredA (L) generated by {(1 − t)(q − q′) |
q, q′ ∈ QredA (L)}. The isomorphism g given in the proof of Corollary 23 maps
a displacement
∏
βmiqi to the module element (1 − t)(
∑
miqi). Therefore, if
a ∈ A(D) then this isomorphism g has
g(βγD(a)⊗1β
−1
γD(a∗)⊗1) = (1− t)((γD(a)⊗ 1)− (γD(a∗)⊗ 1))
= (1− t)((γD(a)− γD(a∗))⊗ 1).
Let eD : M0 → Dis(MQ(L)) be the Λ-linear map of Corollary 30, and let
M1 = {m ∈ M0 | ((1 − t)m = 0}. Proposition 34 tells us that M1 ⊆ ker eD, so
eD induces a homomorphism M0/M1 → Dis(MQ(L)). Multiplication by 1− t
defines an epimorphism M0 → (1 − t)M0, and the kernel of this epimorphism
is M1, so M0/M1 ∼= (1 − t)M0. It follows that eD induces a homomorphism
eD : (1 − t)M0 → Dis(MQ(L)), given by eD((1 − t)m) = eD(m) ∀m ∈ M0.
Hence if a ∈ A(D), then
eDg(βγD(a)⊗1β
−1
γD(a∗)⊗1) = eD((1− t) · ((γD(a)− γD(a∗))⊗ 1))
= eD((γD(a)− γD(a∗))⊗ 1) = βaβ−1a∗ .
If a ∈ A(D) then fD(a) = γD(a)⊗ 1, and
Dis(fD)(βaβ
−1
a∗ ) = βfD(a)β
−1
fD(a∗)
= βγD(a)⊗1β
−1
γD(a∗)⊗1.
Therefore the composition eD ◦g◦Dis(fD) is a homomorphism Dis(MQ(L))→
Dis(MQ(L)), with eD ◦ g ◦Dis(fD)(βaβ−1a∗ ) = βaβ−1a∗ ∀a ∈ A(D). According to
Proposition 29, the abelian group Dis(MQ(L)) is generated by the elementary
displacements βaβ
−1
a∗ for a ∈ A(D), so eD ◦ g ◦Dis(fD) is the identity map of
Dis(MQ(L)). It follows that Dis(fD) is injective.
Theorem 38. If D is a diagram of L with alternating writhes, then fD is an
isomorphism of quandles.
Proof. According to Theorem 13, every x ∈ QredA (L) has φτ (x) = (ti − 1) ⊗ 1
for some i ∈ {1, . . . , µ}. It follows that (t− 1) · φτ is constant on Qred(L)A , for if
x, y ∈ QredA (L) have φτ (x) = (ti − 1)⊗ 1 and φτ (y) = (tj − 1)⊗ 1, then
(t− 1) · φτ (x) = (t− 1) · ((ti − 1)⊗ 1) = (ti − 1)⊗ (t− 1) = (ti − 1)⊗ τ(tj − 1)
= (tj − 1)(ti − 1)⊗ 1 = (ti − 1)(tj − 1)⊗ 1
= (tj −1)⊗ τ(ti−1) = (tj −1)⊗ (t−1) = (t−1) · ((tj −1)⊗1) = (t−1) ·φτ (y).
Now, suppose x, y ∈MQ(L). Then since fD is a quandle map,
φτ (fD(x . y)) = φτ (fD(x) . fD(y)) = φτ (t · fD(x) + (1− t) · fD(y))
= t · φτfD(x) + (1− t) · φτfD(y) = t · φτfD(x) + (1− t) · φτfD(x) = φτfD(x).
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It follows that the function φτfD is constant on each orbit of MQ(L).
If 1 ≤ i ≤ µ and a ∈ A(D) has κD(a) = i, then φτ (fD(a)) = φτ (γD(a)⊗1) =
(ti − 1) ⊗ 1. As (ti − 1) ⊗ 1 and (tj − 1) ⊗ 1 are distinct elements of Iµ ⊗Λµ Λ
when i 6= j, it follows from Proposition 25 that the function φτfD has distinct
values on distinct orbits of MQ(L).
We complete the proof by showing that fD is injective. Suppose x 6= y ∈
MQ(L). If φτfD(x) 6= φτfD(y), then it must be that fD(x) 6= fD(y). If
φτfD(x) = φτfD(y), then the observation of the preceding paragraph tells us
that x and y belong to the same orbit of MQ(L). According to Proposition
18, it follows that y = d(x) for some d ∈ Dis(MQ(L)). As x 6= y, d is not the
identity map of MQ(L). According to Proposition 37, it follows that Dis(fD)(d)
is not the identity map of QredA (L). As Q
red
A (L) is semiregular, this implies that
(Dis(fD)(d))(fD(x)) 6= fD(x). If d =
∏
βmiyi then as fD is a quandle map,
(Dis(fD)(d))(fD(x)) =
(∏
βmifD(yi)
)
(fD(x))
= fD
((∏
βmiyi
)
(x)
)
= fD(d(x)) = fD(y).
It follows that fD(y) 6= fD(x).
Every link has a diagram with alternating writhes, so we have proven The-
orem 6.
7 Overview
The rather complicated machinery discussed in this series of papers works on
three distinct levels. On each level, there are interrelated link invariants pro-
vided by three different types of algebraic structures: modules, module homo-
morphisms and quandles. The purpose of this section is to briefly summarize
the machinery at each level, and to identify the best ways to use the machinery
to provide strong link invariants.
On the top level, we have the fundamental multivariate Alexander quan-
dle QA(L), the multivariate Alexander module MA(L), the Crowell map φL :
MA(L) → Iµ, and the Alexander invariant kerφL. The Alexander module and
Alexander invariant are modules over the ring Λµ, and the module structures
reflect a correspondence between the components of L = K1 ∪ · · · ∪Kµ and the
variables t1, . . . , tµ of Λµ. For instance, if L = K1 ∪K2 is the split union of a
trefoil and an unknot, then the modules “know” whether the trefoil is K1 or K2.
(See Subsection 8.2.) The quandle QA(L) lacks this sensitivity to component
indices, but otherwise it is the strongest invariant at this level.
It follows that the very strongest type of link invariant that can be built
using these ideas is a complex structure that combines the component indices
from L with the quandle QA(L). For instance, one might simply index the orbits
of QA(L), to reflect which component corresponds to each orbit. A practical
problem with this approach is that quandles are very difficult to work with on
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their own. A more useful complex structure is the Alexander module MA(L),
with φL as a distinguished homomorphism and QA(L) as a distinguished sub-
set. This structure combines convenience from the module, strength from the
quandle, and sensitivity to component indices from the homomorphism.
On the middle level are the objects studied in the present paper, including
the medial quandle MQ(L) ∼= QredA (L), the Λ-module MredA (L) = MA(L)⊗ΛµΛ,
and the Λ-linear map φτ : M
red
A (L)→ Iµ ⊗Λµ Λ, which is the tensor product of
φL and the identity map of Λ. On this level the strongest invariant is φτ , which
determines MQ(L) and is sensitive to component indices.
On the bottom level are the objects discussed in [11]. Let ν : Λµ → Z be
the ring homomorphism with ν(t±1i ) = −1 ∀i ∈ {1, . . . , µ}, and let Zν be the
Λµ-module obtained from Z by defining λ · n = ν(λ)n for λ ∈ Λµ and n ∈ Z.
Then the tensor product MA(L)⊗Λµ Zν is an abelian group, denoted MA(L)ν .
The tensor product of φL with the identity map of Zν is a homomorphism
φν : MA(L)ν → Iµ ⊗Λµ Zν . (The group Iµ ⊗Λµ Zν was denoted Aµ in [11].)
The abelian groups H1(X2) and MA(L)ν are finitely generated, and much
of the discussion in [11] involved the special properties of such groups. The
part of [11] that does not require the special properties of finitely generated
abelian groups is closely analogous to the present paper. Just as QredA (L) =
{x ⊗ 1 | x ∈ QA(L)} ⊂ MredA (L) is a subquandle of the standard Alexander
quandle on MredA (L), IMQ
′(L) = {x⊗1 | x ∈ QA(L)} ⊂MA(L)ν is a subquan-
dle of the standard core quandle on MA(L)ν . Both Q
red
A (L) and IMQ
′(L) are
“multivariate” quandles, in the sense that their orbits correspond to the com-
ponents of L. The quandle IMQ′(L) (up to quandle isomorphism) is equivalent
to the map φν (up to φν-equivalence and permutation of component indices),
and these invariants are strictly stronger than the groups H1(X2) and MA(L)ν
(up to group isomorphism). It follows that φν is the strongest invariant at this
level, because it is sensitive to component indices and IMQ′(L) is not. Like
QredA (L), IMQ
′(L) is isomorphic to a quandle studied by Joyce [6], namely, the
involutory medial quandle IMQ(L).
8 Some examples
In this section, we give examples to illustrate some of the inter-relationships
among the link invariants discussed in this series. The first two pairs of examples
illustrate the significance of component indices. The last pair of examples serves
to prove Theorem 5.
8.1 The split union of a Hopf link and an unknot
If L is the link illustrated in Fig. 4 then the Λ3-module MA(L) is generated by
γD(a), γD(b), and γD(c), subject to the crossing relations 0 = (1 − t2)γD(a) +
t1γD(b) − γD(b) and 0 = (1 − t1)γD(b) + t2γD(a) − γD(a). Both relations are
equivalent to (1− t2)γD(a) = (1− t1)γD(b), so it follows that
MA(L) ∼= (Λ3 ⊕ Λ3 ⊕ Λ3)/S, (7)
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ab cK1
K2
K3
Figure 4: A Hopf link and an unknot.
with the three copies of Λ3 generated by γD(a), γD(b) and γD(c), respectively,
and S generated by (1− t2)γD(a)− (1− t1)γD(b). The map φL : MA(L)→ I3
is given by φL(γD(a)) = t1 − 1, φL(γD(b)) = t2 − 1 and φL(γD(c)) = t3 − 1.
Let L′ = K ′1 ∪ K ′2 ∪ K ′3 be the link obtained from L by interchanging the
indices of K2 and K3. That is, K1 = K
′
1, K2 = K
′
3 and K3 = K
′
2. The
defining relation for MA(L) implies that the elementary ideals of MA(L) include
E2 = (t1− 1, t2− 1), and the same calculation shows that the elementary ideals
of MA(L
′) include E2 = (t1 − 1, t3 − 1). As the E2 ideals are not the same,
MA(L) and MA(L
′) are not isomorphic as Λ3-modules. Hence L and L′ are not
Crowell equivalent.
Of course MA(L
′) is semilinearly isomorphic to MA(L), with respect to the
automorphism of Λ3 that interchanges t2 and t3. This semilinear isomorphism
induces a quandle isomorphism between QA(L) and QA(L
′), which matches the
K2 orbit of QA(L) to the K
′
3 orbit of QA(L
′). However, there is no isomorphism
QA(L) ∼= QA(L′) that matches the Ki orbit of QA(L) to the K ′i orbit of QA(L′)
for every i ∈ {1, 2, 3}. (Equivalently: there is no automorphism of QA(L) that
interchanges the K2 and K3 orbits.) We know this because according to [10], any
such quandle isomorphism would extend to an isomorphism of the Alexander
modules.
The isomorphism (7) implies that
MredA (L)
∼= Λ⊕ (Λ/(t− 1))⊕ Λ, (8)
with the three direct summands generated by γD(a) ⊗ 1, (γD(b) − γD(a)) ⊗ 1
and γD(c) ⊗ 1, respectively. The map φτ : MredA (L) → I3 ⊗Λ3 Λ is given by
φτ (γD(a)) = (t1 − 1) ⊗ 1, φτ (γD(b) − γD(a)) = (t2 − t1) ⊗ 1 and φτ (γD(c)) =
(t3 − 1)⊗ 1.
It is easy to see that MredA (L) and M
red
A (L
′) are isomorphic Λ-modules. Nev-
ertheless, L and L′ are not φτ -equivalent. To see why, consider that the image
of the torsion submodule of MredA (L) under the φτ map of L is the submodule of
I3⊗Λ3 Λ generated by (t2−t1)⊗1. Similarly, the image of the torsion submodule
of MredA (L
′) under the φτ map of L′ is the submodule of I3 ⊗Λ3 Λ generated by
(t3 − t1) ⊗ 1. As (t2 − t1) ⊗ 1 and (t3 − t1) ⊗ 1 generate different submodules
of I3 ⊗Λ3 Λ, the image of the torsion submodule of MredA (L) under the φτ map
of L is not the same as the image of the torsion submodule of MredA (L
′) under
the φτ map of L
′. The disagreement cannot be resolved using composition with
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an isomorphism MredA (L)
∼= MredA (L′), because the torsion submodules must
correspond under an isomorphism.
Setting t = −1 in (8), we come to the conclusion that
MA(L)ν ∼= Z⊕ Z2 ⊕ Z,
with the three direct summands generated by γD(a) ⊗ 1, (γD(b) − γD(a)) ⊗
1 and γD(c) ⊗ 1, respectively. Notice that (γD(b) − γD(a)) ⊗ 1 is the only
nonzero element of finite order. The map φν : MA(L)ν → I3 ⊗Λ3 Zν is given by
φτ (γD(a)) = (t1 − 1) ⊗ 1, φτ (γD(b) − γD(a)) = (t2 − t1) ⊗ 1 and φτ (γD(c)) =
(t3 − 1) ⊗ 1. On the other hand, the map φν : MA(L′)ν → I3 ⊗Λ3 Zν is
given by φτ (γD(a)) = (t1 − 1) ⊗ 1, φτ (γD(b) − γD(a)) = (t3 − t1) ⊗ 1 and
φτ (γD(c)) = (t2 − 1) ⊗ 1. Each of the groups MA(L)ν ,MA(L′)ν has only one
nonzero element of finite order, and any isomorphism between the groups must
match these elements to each other. As (t2− t1)⊗1 and (t3− t1)⊗1 are distinct
elements of I3 ⊗Λ3 Zν , it follows that no isomorphism between MA(L)ν and
MA(L
′)ν is compatible with the φν maps of L and L′.
We see that even though QA(L) ∼= QA(L′), L and L′ are not even φν-
equivalent. This behavior would be impossible if index permutations were al-
lowed: Theorem 1 tells us that if L and L′ are any links with QA(L) ∼= QA(L′),
then the components of L and L′ can be re-indexed so that the resulting links
are Crowell equivalent, and hence both φν-equivalent and φτ -equivalent.
For the reader who would rather see an example that is not split, we leave
it as an exercise to confirm that the connected sum of torus links T(2,2)#T(2,4)
also has the property that re-indexing the components can create a new link
not φν-equivalent to the original.
8.2 The split union of a trefoil and an unknot
a b
c
d
K1 K2
Figure 5: A trefoil and an unknot.
Now, let L be the link illustrated in Fig. 5. Then MA(L) is generated
by γD(a), γD(b), γD(c) and γD(d), subject to the crossing relations 0 = (1 −
t1)γD(c) + t1γD(b) − γD(a), 0 = (1 − t1)γD(b) + t1γD(a) − γD(c) and 0 =
(1− t1)γD(a) + t1γD(c)−γD(b). Using the third relation to eliminate γD(b), we
obtain two relations,
0 = (1− t1)γD(c) + t1 · ((1− t1)γD(a) + t1γD(c))− γD(a)
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and 0 = (1− t1) · ((1− t1)γD(a) + t1γD(c)) + t1γD(a)− γD(c).
Both relations are equivalent to (1 − t1 + t21)(γD(c) − γD(a)) = 0, so it follows
that
MA(L) ∼= Λ2 ⊕ (Λ2/(1− t1 + t21))⊕ Λ2,
with the three direct summands generated by γD(a), x = γD(c) − γD(a) and
γD(d), respectively. The map φL : MA(L)→ I2 is given by φL(γD(a)) = t1− 1,
φL(x) = φL(γD(c))− φL(γD(a)) = 0 and φL(γD(d)) = t2 − 1.
Let L′ be the link obtained by interchanging the indices of K1 and K2 in L.
Then the same calculation applies, with the subindices 1 and 2 interchanged, so
MA(L
′) ∼= Λ2 ⊕ (Λ2/(1− t2 + t22))⊕ Λ2,
and the values of φL′ on the generators of the three direct summands are t1−1, 0
and t2−1, in order. As E2(MA(L)) = (1−t1 +t21) 6= (1−t2 +t22) = E2(MA(L′)),
MA(L) and MA(L
′) are not isomorphic Λ2-modules. Hence L and L′ are not
Crowell equivalent. As in the discussion of Subsection 8.1, it follows that there
is no automorphism of QA(L) that interchanges the quandle’s two orbits.
The links L and L′ have isomorphic reduced Alexander modules:
MredA (L)
∼= MredA (L′) ∼= Λ⊕ (Λ/(1− t+ t2))⊕ Λ.
Moreover, the φτ values on generators of the three direct summands are the
same: (t1 − 1) ⊗ 1, 0, and (t2 − 1) ⊗ 1, in order. It follows that L and L′ are
φτ -equivalent. That is, both MQ(L) and IMQ(L) have automorphisms that
interchange their orbits.
Calculations from [12] indicate that the link 728 has the same property: the
orbits in QA(7
2
8) cannot be interchanged by an automorphism, but the orbits in
MQ(728) and IMQ(7
2
8) can be interchanged by automorphisms.
These examples illustrate the unsurprising point that when we pass from
MA(L) and QA(L) to their reduced versions, we get weaker invariants.
8.3 Two examples from [10]
In [10, Sec. 7] we mentioned two links L and M , with
MA(L) ∼= Λ2 ⊕ (Λ2/(2t1 − t21))⊕ (Λ2/(2t1 − 1))⊕ Λ2
and MA(M) ∼= Λ2 ⊕ (Λ2/(t1 + t2 − t1t2))⊕ (Λ2/(t1 + t2 − 1))⊕ Λ2.
In each module, generators of the four summands are mapped by φL or φM to
t1 − 1, 0, 0 and t2 − 1, respectively.
The links L and M are not Crowell equivalent, as MA(L) 6∼= MA(M). This
non-isomorphism cannot be resolved by permuting component indices. However,
the two links are φτ -equivalent:
MredA (L)
∼= MredA (M) ∼= Λ⊕ (Λ/(2t− t2))⊕ (Λ/(2t− 1))⊕ Λ,
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and the φτ maps send generators of the four summands to (t1− 1)⊗ 1, 0, 0 and
(t2 − 1)⊗ 1, respectively.
These links illustrate the same point as the examples in Subsection 8.2:
when we pass from MA(L) and QA(L) to their reduced versions, we get weaker
invariants. Here, though, permuting component indices does not provide an
isomorphism between MA(L) and MA(M).
8.4 Proof of Theorem 5
Theorem 13 tells us that if L and L′ are links with QredA (L) ∼= QredA (L′), then
MredA (L) and M
red
A (L
′) are isomorphic Λ-modules. To complete a proof of Theo-
rem 5, then, it suffices to provide a pair of links L,L′ with MredA (L) ∼= MredA (L′)
and QredA (L) 6∼= QredA (L′).
a
b
c
d
Figure 6: Two copies of the Hopf link.
Let L be the link illustrated in Fig. 6. Then MredA (L) is generated by the four
elements γD(a)⊗ 1, γD(b)⊗ 1, γD(c)⊗ 1 and γD(d)⊗ 1, subject to the crossing
relations (1− t) · (γD(a)⊗ 1) = (1− t) · (γD(b)⊗ 1) and (1− t) · (γD(c)⊗ 1) =
(1− t) · (γD(d)⊗ 1). It follows that
MredA (L)
∼= Λ⊕ (Λ/(1− t))⊕ Λ⊕ (Λ/(1− t)), (9)
with the four summands generated by γD(a)⊗ 1, (γD(b)− γD(a))⊗ 1, (γD(c)−
γD(a))⊗ 1 and (γD(d)− γD(c))⊗ 1, respectively.
Now, let L′ be the link illustrated in Fig. 7. Then MredA (L
′) is generated by
γD(v)⊗1, γD(w)⊗1, γD(x)⊗1, γD(y)⊗1 and γD(z)⊗1. The crossing relations
from the two crossings on the left tell us that
γD(v)⊗ 1 = (1− t) · (γD(w)⊗ 1) + t · (γD(v)⊗ 1)
and γD(w)⊗ 1 = (1− t) · (γD(v)⊗ 1) + t · (γD(x)⊗ 1),
so t · (γD(w)⊗ 1) = t · (γD(x)⊗ 1), and hence γD(w)⊗ 1 = γD(x)⊗ 1. Taking
this into account, the two relations from the crossings on the right are the same:
(1− t) · (γD(x)⊗ 1) = (1− t) · (γD(y)⊗ 1). It follows that
MredA (L
′) ∼= Λ⊕ (Λ/(1− t))⊕ (Λ/(1− t))⊕ Λ, (10)
with the four summands generated by γD(x)⊗ 1, (γD(v)− γD(x))⊗ 1, (γD(y)−
γD(x))⊗ 1 and (γD(z)− γD(x))⊗ 1, respectively.
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Figure 7: The link L′.
It is easy to see that MredA (L)
∼= MredA (L′). It is only a little bit harder
to see that L and L′ are not φτ -equivalent with respect to any order of their
components. In fact, they are not even φν-equivalent.
Proposition 39. No matter how their components are indexed, L and L′ are
not φν-equivalent.
Proof. Setting t = −1 in (9), we have
MA(L)ν ∼= Z⊕ Z2 ⊕ Z⊕ Z2,
with the four summands generated by γD(a)⊗ 1, (γD(b)− γD(a))⊗ 1, (γD(c)−
γD(a)) ⊗ 1 and (γD(d) − γD(c)) ⊗ 1, respectively. There are three nonzero
elements of finite order: (γD(b) − γD(a)) ⊗ 1, (γD(d) − γD(c)) ⊗ 1 and their
difference, (γD(b)− γD(a) + γD(c)− γD(d))⊗ 1.
The abelian group I4 ⊗Λ4 Zν is isomorphic to Z ⊕ Z2 ⊕ Z2 ⊕ Z2. The map
φν : MA(L)ν → Iµ⊗Λµ Zν sends γD(a)⊗1, γD(b)⊗1, γD(c)⊗1 and γD(d)⊗1, in
some order, to (1, 0, 0, 0), (1, 1, 0, 0), (1, 0, 1, 0) and (1, 0, 0, 1). No matter what
order is used, the image of (γD(b)−γD(a)+γD(c)−γD(d))⊗1 will be (0, 1, 1, 1).
Now setting t = −1 in (10), we have
MA(L
′)ν ∼= Z⊕ Z2 ⊕ Z2 ⊕ Z,
with the four summands generated by γD(x)⊗ 1, (γD(v)− γD(x))⊗ 1, (γD(y)−
γD(x)) ⊗ 1 and (γD(z) − γD(x)) ⊗ 1, respectively. The nonzero elements of
finite order are (γD(v) − γD(x)) ⊗ 1, (γD(y) − γD(x)) ⊗ 1 and their differ-
ence, (γD(v) − γD(y)) ⊗ 1. The images of the elements γD(v) ⊗ 1, γD(x) ⊗
1, γD(y) ⊗ 1 and γD(z) ⊗ 1 under the function φν : MA(L′)ν → Iµ ⊗Λµ Zν are
(1, 0, 0, 0), (1, 1, 0, 0), (1, 0, 1, 0) and (1, 0, 0, 1), in some order. No matter what
order is used, no element of finite order will be mapped to (0, 1, 1, 1).
Of course, every isomorphism f : MA(L)ν →MA(L′)ν has the property that
whenever x is of finite order, so is f(x). It follows that no such isomorphism is
compatible with the φν maps of L and L
′.
As L and L′ are not φτ -equivalent, Theorem 4 tells us that QredA (L) 6∼=
QredA (L
′).
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We close with the observation that in both this subsection and Subsection
8.1, we have seen pairs of links distinguished by φν but not by M
red
A . There are
many examples of the opposite type, i.e., pairs of links distinguished by MredA
but not by φν . One such pair includes the knots 41 and 51. Another such pair
includes the Borromean rings and the connected sum of torus links T(2,4)#T(2,4).
Yet another such pair includes the 4-component link L of [11, Subsection 9.3]
and the split union of two copies of the torus link T(2,8).
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