The purpose of this note is to extend in a simple and unified way some results on orthogonal polynomials with respect to the weight function
Main result
Let T n and U n denote the Chebyshev polynomials of first and second kind, that is, T n (cos θ) = cos(nθ) and U n (cos θ) = sin (n + 1)θ / sin θ for each nonnegative integer n and 0 < θ < π. Let T n and U n denote the corresponding monic polynomials, so that T 0 := U 0 := 1, T n (x) := 2 1−n T n (x) and U n (x) := 2 −n U n (x) for each positive integer n. Set T −n := U −n := T −n := U −n := 0 for each positive integer n. The reader is assumed familiar with basic properties of Chebyshev polynomials. We prove the following Proposition 1.1. Fix an integer m ≥ 2. Define t 0 := 0 and let (t n ) n≥1 be a sequence of nonzero complex numbers such that
for each nonnegative integer n. Let (P n ) n≥0 be the sequence of monic orthogonal polynomials given by
, and (Q n ) n≥0 is the sequence of monic orthogonal polynomials given by
Assume furthermore that t n > 0 for each positive integer n. Then (P n ) n≥0 and (Q n ) n≥0 are orthogonal polynomial sequences with respect to certain positive measures, say µ P and µ Q respectively. Suppose that µ Q is absolutely continuous with
Suppose in addition that w Q satisfies the condition
Then (up to a positive constant factor)
and M is a nonnegative number given by the conditions imposed on the sequence (t n ) n≥1 imply t 2 = 0. In any case, after reading Section 2, interested readers are able to derive the corresponding result for m = 1.
In order to illustrate the practical effectiveness of Proposition 1.1, we consider a simple example. Fix p ∈ C \ {−1, −2, . . .} and an integer m ≥ 2. Define t 2mn+j :
for each nonnegative integer n. (If p = 0 it is understood that t 1 := 1/2.) These parameters satisfy the hypothesis of Proposition 1.1. In this case
,
where P (α,β) n denotes the monic Jacobi polynomial of degree n (see [11, Chapter 4 ] and [13, (6.11)]). Hence, by Proposition 1.1,
for each nonnegative integer n and each j ∈ {0, 1, . . . , 2m − 1}. Furthermore, if p > −1 then (Q n ) n≥0 is a sequence of orthogonal polynomials associated with the weight function w Q on − 2 1−2m , 2 1−2m given by
B being the Beta function (see [11, p. 8] ), we get M = 0. Taking into account that
, we conclude that (P n ) n≥0 is a sequence of orthogonal polynomials associated with the weight function w P on [−1, 1] given by
Remark 1.4. The search of the recurrence coefficients from the weight function (1.5) has arouse interest in recent and not recent years. For p = 2 see [14] ; for p = 1 and m = 2 see [9] ; for p = 2s with s ∈ N and m = 2 see [7] ; and for p = 2s with s > −1/2 and m = 2 see [8] . It is worth mentioning that in these works the explicit representation (1.4) has not been established. While it is true that a representation given by a different polynomial mapping appears in [14] for p = 2 using results from [10] .
The sequence (P n ) n≥0 in Proposition 1.1 may be regarded as an example of sieved orthogonal polynomials (see e.g. [1, 4, 5, 6] ). It is important to highlight that we can go even further and show more distinctly how some recent developments of the theory of polynomial mappings (see [12, 2, 3] ) apply to this kind of problems, but that would demand a more extended discussion in which we need not now get involved. Indeed, using the general results stated in [2] , it can be shown that if (P n ) n≥0 or (Q n ) n≥0 in Proposition 1.1 is semiclassical (see [13] ), then so is the other one. In this case, we may obtain also the functional (distributional) equation fulfilled by the (moment) regular functional associated with (P n ) n≥0 or (Q n ) n≥0 . In particular, as in [3] or directly from (1.4), we may easily derive the linear homogeneous second order ordinary differential equation that the orthogonal polynomials with respect to (1.5) fulfil, which in turn leads to interesting electrostatic models (see [3, Section 6] and [11, Section 3.5] ).
Proof of Proposition 1.1
Set k := 2m and rewrite (1.1) as a system of blocks of recurrence relations
where P −1 := 0 and a (j) n := t kn+j whenever (n, j) = (0, 0). Following [5, 6] , we introduce the notation
The reader should satisfy himself that ∆ n (m + 2, m + j; x) = A j (n; x) , ∆ n (m + j + 3, m + k − 1; x) = B j (n; x)
for each j ∈ {0, 1, . . . , 2m − 1}. In particular,
Moreover,
for each positive integer n, and so r + r n (0) = r n , r 0 = r :
Note also that a 
