We address a problem of non-parametric estimation of an unknown regression function f : [−1/2, 1/2] → R at a xed point x 0 ∈ (−1/2, 1/2) on the basis of observations (x i , y i ), i = 1, .., n such that y i = f (x i ) + e i , where e i ∼ N (0, σ 2 ) is unobservable, Gaussian i.i.d. random noise and x i ∈ [−1/2, 1/2] are given design points. Recently, the Direct Weight Optimization (DWO) method has been proposed to solve a problem of such kind. The properties of the method have been studied for the case when the unknown function f is continuously dierentiable with Lipschitz continuous derivative having a priori known Lipschitz constant L. The minimax optimality and adaptivity with respect to the design have been established for the resulting estimator. However, in order to implement the approach, both L and σ are to be known. The subject of the submission is the study of an adaptive version of the DWO estimator which uses a data-driven choice of the method parameter L. Abstract: We address a problem of non-parametric estimation of an unknown regression function f : [−1/2, 1/2] → R at a fixed point x 0 ∈ (−1/2, 1/2) on the basis of observations (x i , y i ), i = 1, .., n such that
INTRODUCTION
Consistent non-parametric estimation of a regression function f : [−1/2, 1/2] → R based on its noisy observations y i = f (x i ) + e i , i = 1, . . . , n at some given design points x i ∈ (−1/2, 1/2) is one of the basic problems for many applica- tions including non-linear system identification, see, e.g., (Ljung, 1999) . Here the random noise e i is supposed to be i.i.d. with Ee i = 0, Ee 2 i = σ 2 , σ > 0. A common approach to estimating f (x 0 ) at a fixed point x 0 ∈ (−1/2, 1/2) is to use a linear estimator
The problem then reduces to finding a good vector w = (w 1 , . . . , w n )
T of weights w i = w i (x 0 ; X n ), X n = (x 1 , . . . , x n )
T , which gives a reasonably small Mean-Square Error (MSE)
over a given function class F.
A classic family of weights are generated by kernel methods, where a kernel function K and a bandwidth h n are used to determine the weights. Another widely used approach is the local polynomial modelling approach, where the estimator is determined by locally fitting a polynomial to the given data; appropriate kernel and bandwidth should also be determined here. See, e.g., (Fan and Gijbels, 1996) for both the details and the references therein.
Recently, in (Roll et al., 2003a) and (Roll et al., 2003b) , the Direct Weight Optimization (DWO) method has been proposed to solve a problem of considered type; note, that a similar approach has been earlier studied in (Sacks and Ylvisaker, 1978) . The main idea of the DWO is to minimize the maximum MSE
or its "natural" upper bound U n (w). Particularly, the properties of the method have been studied for the case when the unknown function f is continuously differentiable with Lipschitz continuous derivative having a priori known Lipschitz constant L. In this case, the upper bound on R n ( f n ) represents a convex quadratic function of w ∈ R n depending also on the parameters σ and L. Moreover, it should be minimized subject to some linear constraints, and the problem reduces to a quadratic programming one (or to a cone program, in the multivariate case). The detailed study of the approach and simulation examples may be found in (Roll, 2003) . Particularly, minimax optimality and adaptivity with respect to the design have been established (for non-negative weights).
However, in order to implement the approach, both L and σ are to be known. The goal of the submission is to propose and study an adaptive version of the DWO estimator which uses a datadriven choice of the method parameter L. It turns out that a payoff for the adaptivity to the unknown Lipschitz constant L * is expressed by a logarithmic factor to the MSE upper bound.
PROBLEM STATEMENT
Consider the problem of non-parametric estimation of the value f (x 0 ) of an unknown function
, coming from the relation
where e i ∼ N (0, σ 2 ) is unobservable, i.i.d. gaussian random noise and x i ∈ [−1/2, 1/2] are given design points (non random, for the sake of simplicity); σ > 0 is supposed to be a priori known. Function f is continuously differentiable with Lipschitz continuous derivative
with Lipschitz constant L being a priori unknown; denote F(L) the (non-parametric) class of all functions meeting inequality (2). We consider the maximum Mean-square error (MSE)
as a risk for an estimator f n over function class F(L). Here and further on, the expectation E f corresponds to the distribution of observations (1) generated by function f . Introduce
For an arbitrary linear estimator
the following MSE Upper Bound holds true:
with · standing for Euclidean norm. Note, that the last summand in the right hand side of (6) represents the variance and the first one the upper bound on the squared bias of the estimation error
The DWO approach to the given estimation problem with a priori known Lipschitz constant L is to use estimator (5) with the weight vector w = (w 1 , . . . , w n ) being a solution to the following optimization problem:
subject to constraints
Note, that computationally, this problem reduces to a quadratic program. Denote w * (n, L) the minimizer for U n (w, L) in the problem (7), (8).
In what follows we extend the DWO approach to the case of unknown Lipschitz constant L.
ADAPTIVE DWO ESTIMATOR Suppose that it is known
where L * stands for "true Lipschitz constant" of f (x). Let us fix α ∈ (0, 1) and a related integer
and
Consider the following (adaptive DWO) algorithm the idea of which arises from (Lepski, 1990) .
Form the related auxiliary estimates
2 The adaptive estimate f n is defined as follows:
Clearly, an admissible i exists, e.g. i = 1 (because intersection over an empty index set equals R). Then we set i the largest of admissible i:s and put f n = f
This concludes the algorithm.
MAIN RESULTS

Theorem 1.
Consider the adaptive estimator f n defined in the previous section. Let the parameter α ∈ (0, 1) be fixed. There exists such an absolute constant C(α) < ∞ that for any f ∈ F(L max ) the MSE for a defined above adaptive estimator meets the inequality
Note, that the rough bounds on U min n and U max n can always be taken as follows (see Appendix B for their proof): (10) the last expression for U max n is proved when
With these bounds on risk, one obtains
) are of the order O(ln n). Thus, we arrive at the following asymptotic result.
Corollary 2. Under the assumptions of Theorem 1 lim sup
Note, that typically U * n (L * ) = O(n −ν ) with ν > 0 depending on the design. For instance, equidistant design leads to ν = 4/5, see (Roll, 2003) for the details.
CONCLUSION
The adaptive DWO algorithm assumes upper bound on Lipschitz constant L max ≥ L * being known a priori. However, even when this bound is very large, the adaptive method will attain the same MSE (up to the log factor) as the unimplementable DWO estimator, which "knows" the exact Lipschitz constant. On the other hand, if the non-adaptive DWO estimator is used with the upper bound L max , its performance will degrade severely if L * << L max .
Furthermore, it can be shown that the logarithmic loss in the accuracy with respect to the unimplementable ("oracle") algorithm, which attains the MSE U * n (L * ), in a certain sense, cannot be suppressed using any estimation procedure, and represents an unavoidable price for the lack of the prior knowledge of L * .
APPENDIX A
Below is a sketch of the proof for Theorem 1.
1) First we note that for
where ξ ik ∼ N (0, 1).
(as w (i) is the minimizer which corresponds to L i ), so that (by summing the i's and k's inequalities above)
2) Let i * be such that
Consider first the case i ≥ i * . Then due to the admissibility of i and inequality
(Here and further on we use a simpler notation E for the expectation E f assuming function f is fixed.) On the other hand, since U i ≤ U i * and
with some finite constant C. Thus
(a finer estimate can probably be obtained). We now aim to upper bound E| f n − f (x 0 )| 2 1{ i < i * }. To this end for 1 ≤ k < i ≤ i * we use (13):
(by (14)) ≤ 2b i + |ξ ik |σ ik .
Thus i < i * only if for some k < i ≤ i * , |ξ ik | > 2 ln (U i /U min n ). Further, since ξ ik has standard Gaussian distribution one may prove from Lemma 3 the inequality
and for λ = 2 ln (U i /U min n ) this expectation
