This paper is concerned with the asymptotic covariance matrix (ACM) of maximum-likelihood estimates (MLEs) of factor loadings and unique variances when one element of MLEs of unique variances is nearly zero, i.e., the matrix of MLEs of unique variances is nearly singular. In this situation, standard formulas break down. We give explicit formulas for the ACM of MLEs of factor loadings and unique variances that could be used even when an element of MLEs of unique variances is very close to zero. We also discuss an alternative approach using the augmented information matrix under a nearly singular matrix of MLEs of unique variances and derive the partial derivatives of the alternative constraint functions with respect to the elements of factor loadings and unique variances. © 2000 Elsevier Science Inc. All rights reserved. 
Introduction
This paper is concerned with the asymptotic covariance matrix (ACM) of maximum-likelihood estimates (MLEs) of factor loadings and unique variances when one element of MLEs of unique variances is nearly zero, i.e., when the MLE of the matrix of unique variances is nearly singular. It has been known for a long time that this situation occurs quite frequently in practice, e.g., Jöreskog [14] noted that ". . .improper solutions are quite frequent. Out of the 11 sets of data considered only two sets (Data 1 and 5) have proper solutions for all values of k 0 (the number of factors). This is a most remarkable result" (p. 473). While he developed an effective computational method to yield parameter estimates in spite of this problem, he did not provide standard error formulas that could be applied in this circumstance.
The formulas for the ACM of MLEs of factor loadings and unique variances for the regular case were obtained by Lawley [16] , and they were systematically presented in [18] . There are some mistakes in the formulas presented by Lawley and Maxwell [18] and the mistakes were corrected by Jennrich and Thayer [13] . Jennrich [9] and Lawley [17] introduced the augmented information matrix approach which simplifies the process of obtaining the ACM of MLEs of factor loadings and unique variances.
The formulas presented in [13, 18] involve a reciprocal of unique variances. When one of the MLEs of unique variances approaches zero, the reciprocal diverges to plus infinity. As a result, the estimated ACM computed using the standard formulas in [13, 18] breaks down as one element of the MLEs of unique variances gets very close to zero. Thus, it is desirable to come up with alternative formulas for the ACM of MLEs of factor loadings and unique variances which do not involve a reciprocal of unique variances. Furthermore, the standard formulas are likely to run into computational instabilities if some of the unique variances are very small, and rounding errors can result in disastrous outcomes of the computations. The alternative methods, on the other hand, should be more stable, avoiding problems with rounding errors. The purpose of this paper is to give such alternative formulas and also an alternative procedure to obtain the ACM that can be used even when the MLE of the matrix of unique variances is nearly singular.
Jennrich and Clarkson [11] developed a method to compute approximate standard errors which makes use of a jackknife-like procedure. Their paper dealt with the Heywood case (i.e., case with a zero value of MLE of a unique variance) problem by expressing elements of the differentials of factor loadings without the inverse of unique variances. In this paper, we present exact (both standard and alternative) formulas for the ACM of MLEs of factor loadings and unique variances by making use of the differentials obtained by Jennrich and Clarkson [11] .
In addition to the formulas mentioned above, we also provide another approach to compute the ACM of MLEs of factor loadings and unique variances using the augmented information matrix under a nearly singular matrix of MLEs of unique variances. The partial derivatives of the constraint functions given by Jennrich [9] involve reciprocals of elements of unique variances, so use of the standard partial derivatives creates a problem as one of the elements of MLEs of unique variances approaches zero. We use an alternative constraint function which does not involve reciprocals of unique variances, and derive the partial derivatives of the alternative constraint functions with respect to the elements of factor loadings and unique variances to implement the augmented information matrix approach.
We first introduce the formulas for MLEs of factor loadings and unique variances and the ACM for the regular case in Section 2. An alternative formula for MLEs of factor loadings is reviewed in Section 3, along with a discussion of several issues associated with the case of a nearly singular matrix of MLEs of unique variances. Then, in Section 4, we present our alternative formulas for the ACM of MLEs of factor loadings and unique variances. Section 5 presents both the standard and alternative formulas derived from the differentials given by Jennrich and Clarkson [11] . The augmented information matrix approach with an alternative constraint function and the partial derivatives follows in Section 6. Section 7 is a brief conclusion.
The ACM of MLEs of factor loadings and unique variances: version
Let x i , i = 1, . . . , n, be a p × 1 random vector of observations with the mean vector 0 and the covariance matrix , be a p × m matrix of factor loadings, f i be an m × 1 vector of the common factors, and i be a p × 1 vector of the unique factors. The factor analysis model is given by
where is a positive definite (or positive semidefinite) diagonal matrix. Then the covariance matrix is expressed as = + . In MLE, we further assume that x i 's are random samples from a multivariate normal population with mean vector 0 and covariance matrix , and the constraint that −1 is diagonal is imposed for to be identified. It is known that the MLEs of and are obtained by solving the following two equations:
where * is an m × m diagonal matrix whose elements are the first m largest eigenvalues of −1/2 S −1/2 , * a p × m matrix whose columns are normalized (i.e., * * = I m ) eigenvectors corresponding to the first m largest eigenvalues of −1/2 S −1/2 , diag(A) denotes the diagonal matrix whose elements are the diagonal elements of the square matrix A, and S is the sample covariance matrix.
Let and be the MLEs of and , λ = vec( ) and ψ = vdg( ), where vec( ) denotes the pm-vector listing m columns of the p × m matrix starting from the first column, and vdg( ) denotes the diagonal elements of arranged as a p-vector. Anderson and Rubin [3] established the asymptotic multinormality of √ n( λ − λ) and √ n( ψ − ψ) under the following three assumptions: (i) is nonsingular, i.e., the determinant | | / = 0, where is defined in (13) , and is the Hadamand product; (ii) and are identified by the constraint that −1 is diagonal and the diagonal elements are different and ordered; (iii) the sample covariance matrix S converges to , in probability, and √ n(S − ) has an asymptotic multinormal distribution. (Actually, the joint asymptotic multinormality of √ n(( λ ψ ) − (λ ψ ) ) also holds. See, e.g., [2] .)
We now present the standard formulas for the ACM of MLEs of factor loadings and unique variances. The original elementwise formulas were given by Lawley and Maxwell [18] , with correction by Jennrich and Thayer [13] . The formulas that we give are a matrix version of the identical results, which is slightly modified from the matrix results given by Hayashi and Sen [7] . (Note: The proof for the equivalence between the elementwise formulas and the matrix formulas for A and B are given in Appendix A.3. The matrix formulas for E and were given by Lawley and Maxwell [18] .) The formulas for the ACM are:
where A (of order pm × pm), B (of order p × pm), and E (of order p × p) are as follows:
with
where is an m × m diagonal matrix whose elements are the first m largest eigenvalues of 
The case with a nearly singular matrix of MLEs of unique variances
We now discuss the case where one element of the matrix of MLEs of unique variances is very close to zero, i.e., is nearly singular. (We deal only with exploratory factor analysis in this paper. For confirmatory factor analysis, see, e.g., [6] .) In this section, we discuss several issues associated with a nearly singular matrix of MLEs of unique variances.
First, note that the assumption of positive semidefiniteness of , i.e., { : 0}, is actually { : 0 }, since is also positive semidefinite. We further assume that the true parameter values 0 of unique variances lie in the interior of the parameter space { : 0 }; thus 0 is nonsingular. (One of the regularity conditions for the asymptotic normality of MLEs requires that the neighborhood around the true parameter values needs to be inside the parameter space. See, e.g., assumption (vi) of Theorem 2 of Anderson and Amemiya [2, p. 764] .) The assumption of nonsingularity of 0 implies that the probability of obtaining a nonsingular (i.e., in the interior of { : 0 }) approaches unity as sample size increases. Second, the MLEs of factor loadings can be computed even when one element of MLEs of unique variances is exactly zero, by using the eigenvalues ν * r of U * U * , where U * is the Cholesky factor of S −1 (i.e., S −1 = U * U * ), instead of using the eigenvalues θ * r of −1/2 S −1/2 . We will state this as Observation 1, as follows. 
(ii) The matrix of factor loadings is computed without * and * , as follows:
Thus, alternatively, the MLEs of and are obtained by solving Eqs. (16) and (2), instead of (1) and (2) . Third, although the MLEs of factor loadings can be computed even when one element of MLEs of unique variances is exactly zero, caution has to be taken in interpreting a zero value of ψ j in the same way as a strictly positive value of ψ j . Even if a zero value of an estimate is an MLE in the sense that the log-likelihood function is maximized at that value, it is not a stationary point of the likelihood equation in the interior of the parameter space. Thus, we restrict ourselves to dealing with the ACM of MLEs of factor loadings under a nearly singular, but not a strictly singular, matrix of MLEs of unique variances in this paper. (See e.g., [5, 15] for attempts to include a strictly singular matrix of MLEs of unique variances as long as we are confident in our assumption that 0 is nonsingular. However, further studies are needed on whether the formulas given below still approximate well the true ACM in such a case.) Fourth, as the j th diagonal element ψ j of the matrix of MLEs of unique variances gets closer and closer to zero, the matrix of MLEs of factor loadings follows a specific pattern: the j th row of the matrix of MLEs of factor loadings approaches zero, except for the (j, 1) element, which gets close to the square root of the j th diagonal element of sample covariance matrix (except for the sign change). We state this as the following observation. The proof is given in Appendix A.2. This result must have been known by Jör-eskog [14] , who described the phenomenon (e.g., in his Table 5 ) and developed a partialing procedure to yield estimates of λ jr = r with the exact property that r = 0.
The ACM of MLEs of factor loadings and unique variances: version
We now give alternative formulas for the asymptotic covariance matrix of MLEs of factor loadings and unique variances which can be used even when one element of estimated unique variances is very close to zero. As ψ j approaches zero, Eqs. (5) and (13) become unstable (because they involve ψ −1 j , which diverges). Thus it is necessary to replace these equations with alternative formulas that do not involve ψ −1 j (see e.g., [4] ). Our approach is motivated by theirs. In addition, the (1, 1) element of also gets very large as ψ j approaches zero. Thus, Eqs. (8)- (12) also need to be modified. Our modified formulas are as follows:
where N is an m × m diagonal matrix whose elements are the m smallest eigenvalues (in ascending order) of U U with −1 = U U , where U is an upper triangular matrix with positive diagonal elements obtained by the Cholesky decomposition of −1 . (The elementwise formulas corresponding to (17) and (18) are given in Appendix A. 4.) It is easy to show the equivalence between Eqs. (4)- (13) and Eqs. (17)- (26), by noting the identities N = −1 ,
for the proof of the equivalence. As before, we assume that the determinant | | / = 0 and thus is nonsingular, so that we can compute E in (19) using in (26). ( in itself is in general not of full rank, but of rank p − m, see, e.g., [1, p. 23] ).
In conclusion, the ACM of MLEs of factor loadings and unique variances can be computed using Eqs. (3), (17)- (26), in place of Eqs. (3), (4)- (13), including when one element of the MLEs of unique variances is nearly zero.
Alternative matrix formulas: version and version
Alternatively, it is possible to construct the matrix formulas for the ACM of estimates of factor loadings and unique variances based on the differentials reported in [11, 13] with some modifications. The version of formulas is as follows:
where the matrices of partial derivatives of λ and ψ involving are given by
and
with the p-dimensional ith unit vector J p,i , and under normal sampling, Cov(s) is given by [8] .) The proof for the alternative matrix approach ( version) is given in Appendix A.6. The version of the formulas (see also [7] ) replaces the matrix of partial derivatives of λ and ψ in (28) and (29) by
respectively, with W = −1 , Z = −1 , Q = I p − W −1 Z, and
See Appendix A.7 for the proof of the partial derivatives in the version.
The augmented information matrix approach
An alternative method to obtain the ACM of the MLEs of factor loadings is to consider it as a constrained MLE problem, using the augmented information matrix [9, 17] . The augmented information approach gives a procedure to compute the ACM, but it does not give explicit formulas for the elements of the ACM. However, this approach is easy to implement; it is applicable to other rotated solutions as well; therefore it is a very practical approach. In this section, we consider modifying the standard augmented information matrix approach so that it can be used even when an element of the matrix of MLEs of unique variances is nearly zero.
In case of the unrotated, unstandardized factor loadings, the formulas for the elements of the information matrix are given by: 
and the ACM for the MLEs of factor loadings and unique variances is the p(m + 1) × p(m + 1) submatrix corresponding to the first p(m + 1) rows and columns of the inverse of the augmented information matrix. Here, note that x ir,j s , y ir,j , and z i,j in (37)-(39) are functions of the elements of −1 and , which are all finite. Thus the functions x ir,j s , y ir,j , and z i,j are all finite, and the estimates of x ir,j s , y ir,j , and z i,j can be computed without any modification of the formulas even when the MLE of ψ j is nearly zero. On the other hand, the equations for the partial derivatives f 1 ir,uv and f 2 j,uv in (41) and (42) involve ψ −1 j and thus for some elements, the estimates of f 1 ir,uv and f 2 j,uv become very large when the MLE of ψ j is nearly zero.
Motivated by Bentler and Yuan [4] , Okamoto [19] , and Swain [20] , we use the alternative constraint functions h uv = ( −1 ) uv , instead of g uv = ( −1 ) uv in (30), when an element of MLE of is nearly zero. In fact, the constraint that −1 is diagonal is equivalent to the constraint that −1 is diagonal, except that the former constraint requires the assumption that is positive definite, while the latter constraint requires the assumption that is positive definite. To see the equivalence of the two constraints in the regular case, first note the identity:
and note that, since the RHS of (44) is diagonal, the LHS of (44) also has to be diagonal. The partial derivatives of h uv with respect to λ ir and ψ j , which are used inside the augmented information matrix are given by:
where J ir is a p × m matrix whose (i, r) element is 1 and the rest of the elements are all zero, and K jj is a p × p matrix whose (j, j ) element is 1 and the rest of the elements are all zero (see [9, p. 125] ). The proof for (45) and (46) is given in Appendix A.9. Thus to compute the ACM of MLEs of factor loadings and unique variances when one element of the MLEs of unique variances is nearly zero, we recommend using the partial derivatives of h uv with respect to λ ir and ψ j given in (45) and (46), in place of the partial derivatives of g uv with respect to λ ir and ψ j in (41) and (42). The ACM of MLEs of factor loadings and unique variances is given by the p(m + 1) × p(m + 1) submatrix corresponding to the first p(m + 1) rows and columns of the inverse of the augmented information matrix with F 1 and F 2 replaced by the partial derivatives of h uv . We should note that the augmented information matrix approach with the partial derivatives of the alternative constraint functions can be used whether or not an element of the MLEs of unique variances is nearly zero.
Conclusion
In this paper, we dealt with the ACM of MLEs of (unstandardized, unrotated) factor loadings and unique variances when an element of MLEs of unique variances is nearly zero, that is, the matrix of MLEs of unique variances is nearly singular. The standard formulas for the ACM given by Lawley and Maxwell [18] involve the inverse of the unique variances. Thus, we encounter a problem when one of the MLEs of unique variances approaches zero, since the reciprocal of the MLE of this unique variance gets very large.
We presented alternative formulas for the ACM which can be used even when an element of MLEs of unique variances is nearly zero. The derivation of the alternative formulas involved replacing the expressions in terms of the inverse of unique variances by the expressions in terms of the inverse of the covariance matrix whose elements are all finite. The alternative formulas given in Sections 4 and 5 are exact asymptotic formulas, and they can be used whether or not an element of MLEs of unique variances is nearly zero. In this regard, we consider use of the alternative formulas to be more practical than the standard formulas.
However, it should be noted that statistical instabilities that might arise in the case of unique variances near zero cannot be avoided just by using alternative formulas. For example, it is just possible that the asymptotic standard error of the MLE of a unique variance that is near zero is a very bad approximation to the true standard error in small samples. (The authors thank the referee for noting this important point.) This is the area where we certainly need further research. See also [5, 15] on the issues closely related with this point.
Furthermore, we used alternative constraint functions h uv = ( −1 ) uv instead of g uv = ( −1 ) uv , in the context of the augmented information matrix approach, when an element of the MLE of unique variances is nearly zero. In fact, use of the constraint that −1 is diagonal is not new; for example, it was mentioned by Swain [20] . However, to our knowledge, use of the constraint function h uv = ( −1 ) uv in the context of the augmented information matrix approach for avoiding use of the inverse of unique variances, as well as the formulas for the partial derivatives of h uv with respect to λ ir and ψ j to be used inside the augmented information matrix, are new.
The augmented information approach has an advantage in that this approach is applicable to other rotated solutions as well. In fact, only the matrices F 1 and F 2 of the partial derivatives of the constraint functions need to be modified for obtaining the standard errors for various rotated solutions. As long as the formulas for the constraint functions are not very complex, in general, the partial derivatives can be obtained fairly easily.
Appendix A

A.1. Proof of Observation 1
(i) By definition of the eigenvalue-eigenvector equation, (U U )Z * = Z * N * . Rearrange this equation to:
and comparing (A.1) with the eigenvalue-eigenvector equation (14) and (15). (ii) Use Eq. (4.5) of Lawley and Maxwell [18] : (S − ) −1 = 0, and rearrange it as
(See, e.g., [12, 19] ). Comparing (A.2) with the eigenvalue-eigenvector equation
A.2. Proof of Observation 2
We omit the hat notation thereafter for simplicity. The rth largest eigenvalues θ r , r = 2, . . . , m, of −1/2 S −1/2 , except the largest eigenvalue, do not get very large as long as ψ j is the only unique variance which is nearly zero. The (j, r)
Let be a positive quantity very close to zero. When r / = 1, ψ j = with bounded ω jr (|ω jr | 1) and finite (not very large) θ r gives λ jr = r , r = 2, . . . , m, where r are quantities very close to zero. Thus, the (j, j )
jj follows.
A.3. Outline of proof of the equivalence of the standard elementwise expressions and the matrix expressions (4), (5), (7)-(12)
For i, j = 1, . . . , p, and r, s = 1, . . . , m, the standard elementwise formulas for A and B ( version: [13, 18] 
where θ r is the rth element of the m × m diagonal matrix which has as its elements the m largest eigenvalues of where ν r are the eigenvalues of U U , and µ r and γ rk are defined in terms of ν r 's as follows:
A.4. Alternative elementwise formulas for A and B ( version)
For i, j = 1,µ r = (1 − ν r ) −1 , (A.11) γ rk = ν 2 k 1 − ν r ν k − ν r 2 − 1. (A.12)
A.5. Proof of the equivalence of the matrix expressions ( version) and the alternative matrix expressions ( version)
(i) To show the equivalence of (5) and (18):
(ii) To show the equivalence of (8) and (21):
(iii) To show the equivalence of (9) and (22):
(iv) To show the equivalence of (10) and (23):
(v) To show the equivalence of (13) and (26): Use the identity
−1 , and subtract this from in (13):
A.6. Proof of the expressions for the matrices of partial derivatives of λ and ψ ( version)
The likelihood equations are written in the form:
diag(S − − ) = 0, and nondiag( −1 ) = 0, the differentials of which are
respectively, that is,
Vectorizing both sides of (A.13) and letting, dλ
where Υ 1 and Υ 2 are the diagonal and the off-diagonal components of Nλ b /Nσ , respectively, (28) follows. Now, premultiplying (A.13) by gives d 
from which (29) follows.
A.7. Proof of the expressions for the matrices of partial derivatives of λ and ψ ( version)
The likelihood equations in the version are 
