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Abstract
Exchange systems of FeRh with a hard magnetic layer are a promising approach
for heat-assisted magnetic recording that can largely increase the storage density
of hard disk drives. The FeRh alloy is known to undergo a temperature-induced
metamagnetic transition from antiferromagnetic (AFM) to ferromagnetic (FM) just
above the room temperature. But the AFM and FM phases coexist across the tran-
sition in single-crystalline FeRh thin films with thin capping layers (e.g. Au, Al,
or MgO). In order to investigate the intrinsic surface magnetic properties, single-
crystalline FeRh films without capping layer are prepared by two kinds of experi-
mental procedures.
For the ex-situ sample preparation procedure, two 40 nm thick, single-crystalline
FeRh films are prepared on MgO(100) by separate layer deposition of Fe and Rh.
X-ray photoemission spectroscopy (XPS) immediately after the deposition shows
that one sample is Rh-rich and the other Fe-rich. The samples are exposed to
air and transferred to a second ultra-high vacuum (UHV) system to perform the
magnetic characterization. This transfer results in a contamination by C and O.
After surface cleaning by high-temperature annealing the Rh-rich sample is still
slightly contaminated with C, while the Fe-rich surface is oxidized. Magneto-optical
Kerr effect (MOKE) measurements reveal that only the Rh-rich sample shows the
metamagnetic transition below room temperature. The Fe-rich sample is FM at
193 and 293 K. Scanning electron microscopy with polarization analysis (SEMPA)
reveals that the Rh-rich surface is FM at all temperatures between 160 and 450 K
although the bulk is AFM below room temperature.
For the in-situ sample preparation procedure, a 10 nm single-crystalline FeRh film is
prepared on MgO(100) again by separate layer deposition of Fe and Rh but now in
the same UHV system as all characterizations. Thus, the intrinsic properties of the
single-crystalline FeRh film are investigated without exposure to air and additional
cleaning steps. The in-situ prepared FeRh film also exhibits the metamagnetic
phase transition below room temperature as indicated by MOKE. The temperature
dependent domain structure obtained by SEMPA reveals that FM domains exist
at the surface while the bulk is AFM. In contrast to the ex-situ prepared sample
the domain size changes drastically at the transition temperature. This is related
to a spin reorientation transition from out-of-plane to in-plane between 350 to
400 K.
The results show that the previously observed coexistence of the FM state at the
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surface and the AFM phase in the bulk is not due to an artifact of capping layers
or surface contamination. This coexistence is shown in this work to be an intrinsic
property of (100) surfaces of single-crystalline FeRh thin films on MgO(100).
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Zusammenfassung
FeRh Schichten in Austauschwechselwirkung mit einer magnetisch harten Schicht
sind ein vielversprechender Ansatz fu¨r die wa¨rmeunterstu¨tzte magnetische Daten-
speicherung (engl. Heat-Assisted Magnetic Recording), mit der die Speicherdichte
von Festplatten erheblich erho¨ht werden kann. Die FeRh Legierung zeigt nahe
Raumtemperatur einen Temperatur-induzierten metamagnetischen Phasenu¨bergang
von antiferromagnetisch (AFM) zu ferromagnetisch (FM). In einkristallinen FeRh
du¨nnen Filmen mit Deckschicht (z.B. Au, Al oder MgO) ko¨nnen die AFM und
FM Phasen im Bereich des Phasenu¨bergangs koexistieren. Mit dem Ziel, die in-
trinsischen Oberfla¨cheneigenschaften von FeRh zu untersuchen, werden in dieser
Arbeit einkristalline FeRh Filme ohne Deckschicht nach zwei verschiedenen Ver-
fahren pra¨pariert und ihre magnetischen Eigenschaften untersucht.
Im Rahmen der ex-situ Probenpra¨paration werden zwei 40 nm dicke, einkristalline
FeRh Filme auf MgO(100) durch separate Deposition von Fe und Rh und an-
schließendes Tempern synthetisiert. Ro¨ntgenphotoemissionsspektroskopie (XPS)
zeigt direkt nach der Deposition, dass eine Probe einen U¨berschuss an Fe und die
andere Probe einen U¨berschuss an Rh aufweist. Danach werden die Proben der
Umgebungsluft ausgesetzt, um sie in ein weiteres Ultrahochvakuum (UHV) System
zu transferieren, in dem die magnetische Charakterisierung durchgefu¨hrt werden
kann. Anschließend werden die Proben bei 900 K angelassen, um Oberfla¨chen-
verunreinigungen wie C oder O zu desorbieren. Als Ergebnis ist die Rh-reiche
Probe noch minimal C-kontaminiert, und die Fe-reiche Probe ist an der Oberfla¨che
oxidiert. Messungen des magneto-optischen Kerr Effekts (MOKE) zeigen, dass nur
die Rh-reiche Probe einen megamagnetischen Phasenu¨bergang aufweist, und zwar
unterhalb Raumtemperatur. Die Fe-reiche Probe dagegen ist bei 193 und 293 K
FM. Rasterelektronenmikroskopie mit Polarisationsanalyse (SEMPA) ergibt, dass
die Rh-reiche Oberfla¨che zwischen 160 und 450 K FM ist, wa¨hrend das Volumen
des Films nach MOKE unterhalb Raumtemperatur AFM ist.
Beim in-situ Pra¨parationsverfahren werden 10 nm dicke FeRh Schichten wiederum
durch separate Deposition von Fe und Rh auf MgO(001) synthetisiert, nun aber
direkt in dem UHV System, in dem sa¨mtliche Charakterisierungen durchgefu¨hrt
werden. Deshalb ko¨nnen nun die intrinsischen Eigenschaften ohne Verunreini-
gung durch Umgebungsluft und ohne zusa¨tzliche Reinigungsschritte untersucht
werden. Diese in-situ hergestellten FeRh Filme zeigen gema¨ß MOKE Messungen
einen metamagnetischen Phasenu¨bergang unterhalb Raumtemperatur. Die mittels
SEMPA abgebildeten temperaturabha¨ngigen Doma¨nenstrukturen zeigen, dass FM
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Doma¨men an der Oberfla¨che existieren, wa¨hrend das Volumen des Films AFM ist.
Im Gegensatz zur ex-situ pra¨parierten Probe a¨ndert sich hier im Bereich der meta-
magnetischen U¨bergangstemperatur die Doma¨nengro¨ße drastisch, was auf einen
Spinumorientierungsu¨bergang von senkrecht zu parallel zur Probenoberfla¨che bei
einer Temperatur zwischen 350 bis 400 K zuru¨ckgefu¨hrt wird.
Die Ergebnisse zeigen, dass die bereits fru¨her beobachtete Koexistenz der FM Phase
an der Oberfla¨che mit der AFM Phase im Volumen kein Artefakt von Deckschichten
oder Oberfla¨chenverunreinigungen ist. Die hier nachgewiesene Koexistenz der bei-
den magnetischen Phasen ist vielmehr eine intrinsische Eigenschaft der (100) Oberfla¨che
von einkristallinen, du¨nnen FeRh Film auf MgO(100).
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1. Introduction
Since the first disk drive, the legendary IBM 305 RAMAC, was introduced in 1956,
magnetic disk storage is one of the most important modern data storage technolo-
gies [1]. The rapid evolution of magnetic hard disks during the past couple of years
is the result of many new technological innovations [2], including giant magnetore-
sistance (GMR) [3, 4] and tunnelling magnetoresistance (TMR) [5, 6]. Compared to
the semiconductor random-access memory (RAM), magnetic disk storage is slower
for data access, but magnetic disk storage is always nonvolatile, i.e., no power is
required to preserve the data.
The demand of market for increasing data storage capacity at decreasing cost per
gigabyte (GB) requires a tremendously increasing storage areal density (GB/in2)
of hard disks. In order to achieve higher areal density, the magnetic grain size
needs to be continually decreased to guarantee a sufficient signal-to-noise ratio
(SNR) of the readback signal [7]. On the other hand, the reduction of the grain
size leads to the reduction of the thermal stability due to the superparamagnetic
limit [8]. In the superparamagnetic limit, the magnetization direction of a grain
fluctuates randomly, because the thermal energy kBT , which is the product of
Boltzmann constant kB and the temperature T , can overcome the switching energy
barrier KuV given by the product of the uniaxial anisotropy constant Ku and the
grain volume V , if the grain size is too small. In order to have long time thermal
stability of written bits, the stability ratio KuV/kBT should be larger than 35 for
conventional longitudinal magnetic recording [9].
One way to avoid the superparamagnetic limit is increasing the uniaxial anisotropy
constant, which is employed in perpendicular recording [10, 11]. However, as the
grain size is continually decreasing, the uniaxial anisotropy constant needs to con-
tinually increase. At some point, the coercivity will become so larger that the
maximum magnetic field generated by the write head of the hard disk drive can
not switch the magnetization anymore. The superparamagnetic limit imposes a
tradeoff between SNR, thermal stability, and writing field that limits the scaling
of magnetic recording to higher storage density. Heat-assisted magnetic recording
(HAMR) is a promising approach to extend the storage density continually [12].
In HAMR, the high anisotropy and small grain size magnetic recording medium
is heated up to significantly reduce the coercivity before the writing process, and
then immediately cooled down to ensure the thermal stability of the recorded in-
formation. In principle, a semiconductor laser with a near-field transducer can be
used as a fast heat source for HAMR [13]. But for a normal perpendicular mag-
1
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netic recording material, only when it is heated up to near the Curie temperature,
the coercivity can be significantly reduced. With these high temperatures, heating
dissipation will become a serious problem, and the power consumption is inevitably
much higher than for conventional perpendicular magnetic recording.
A bi-layer system comprising one layer of FeRh and another layer of FePt can solve
these problems [14, 15]. FePt is a high anisotropy magnetic material, while FeRh
undergoes a temperature-induced metamagnetic transition. The magnetization of
FeRh abruptly sets in upon heating just above room temperature (e.g. 350 K [16])
due to a first-order magnetic phase transition from antiferromagnetic to ferromag-
netic order. The first-order transition temperature can easily be changed by adding
a small amount of impurity, i.e., Pd can decrease the transition temperature, while
Ir can increase the transition temperature [17]. If the bi-layer system is heated
above the first-order transition temperature for the writing process, FeRh is a soft
ferromagnetic material and becomes exchange coupled to the much harder FePt.
The total coercivity of the bilayer is then significantly reduced compared to a single
layer of FePt due to the so-called exchange spring mechanism [18]. After writing,
when the bi-layer system is cooled to room temperature, FeRh becomes antiferro-
magnetic, and the FePt layer provides the high anisotropy energy that ensures the
thermal stability for long-time stable data storage.
Figure 1.1 shows a promising scheme for a future high density HAMR hard disk
drive. It mainly contains two parts, a FeRh/FePt bi-layer system as data stor-
age medium and an integrated head, which has at least three functions: heating,
writing, and reading. A semiconductor laser and a near-field transducer are used
heat exactly the area for writing, which is done inductively as in conventional write
heads. A TMR or GMR sensor is used for reading. The transition from antifer-
romagnetic to ferromagnetic in FeRh can be triggered with femtosecond optical
pulses [19, 20], which leads to the possibility of ultrafast data writing.
Although it has already been found decades ago [21] that FeRh exhibits a first-
order phase transition from antiferromagnetic to ferromagnetic, the mechanism of
the transition is still under debate, especially concerning the surface magnetic prop-
erties of single-crystalline FeRh thin films. Recently, it was found by X-ray magnetic
circular dichroism (XMCD) that both antiferromagnetic and ferromagnetic states
can coexist in the 50 nm single-crystalline FeRh thin films on MgO(100) [22]. The
interface between FeRh and the capping layer (e.g. MgO or Au) is ferromagnetic
at low temperature though the bulk is antiferromagnetic. Photoemission electron
microscopy (PEEM) results also confirm the coexistence of both antiferromagnetic
and ferromagnetic states in 90 nm single-crystalline FeRh thin film on MgO with
a 2.5 nm Al capping layer [23]. The domain structure of the interface between the
FeRh and the Al capping layer imaged by PEEM reveals that the ferromagnetic
domain nucleation and formation can be driven by temperature. Furthermore, in-
plane and out-of-plane magnetic hysteresis loops of a 150 nm single-crystalline FeRh
thin film on MgO(100) obtained by vibrating sample magnetometry (VSM) indi-
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Figure 1.1.: Schematic drawing of a heat-assisted magnetic recording setup based
on a medium comprising a FeRh/FePt bi-layer system.
cate that there is a stress-induced magnetic anisotropy in FeRh thin films during
first-order phase transition [24]. 57Fe conversion electron Mo¨ssbauer spectroscopy
(CEMS) results of single-crystalline FeRh thin film on MgO further reveal an Fe
spin reorientation from in-plane(out-of-plane) to out-of-plane(in-plane) during the
first-order phase transition which is determined by the stress introduced at the
FeRh/substrate interface [25].
Obviously, the surface magnetic properties of FeRh thin films can behave differently
from the bulk. But up to know, all the works on the surface magnetic properties
of FeRh thin films are done with a capping layer (e.g. Au, Al or MgO) or with
contaminated or even oxidized surfaces. Since Au, Al, or MgO capping materials
can diffuse into FeRh or chemically react with it, the surface magnetic properties
of FeRh are inevitably changed by capping layers [26, 27]. This also holds for
contaminated and oxidized surfaces.
The motivation for this thesis is to unravel the intrinsic surface magnetic prop-
erties of single-crystalline FeRh thin films at temperatures below and above the
temperature-induced metamagnetic transition. To this end, the equipment was im-
proved in the course of this work to allow in-situ deposition, characterization, and
measurement of thin, uncapped FeRh films by (i) installing a new a multi-pocket
e-beam evaporator, (ii) adapting an in-situ magneto-optical Kerr effect (MOKE)
set-up, and (iii) updating the analyzer of the scanning electron microscope with
3
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polarization analysis (SEMPA).
Chapter 2 briefly introduces the material FeRh with emphasis on the magnetic
moments. An Ising model of FeRh will be given and the approximate solution
obtained by mean field theory will be discussed. Finally, the domain theory will
be described and the magnetic switching behavior of FeRh/FePt bi-layer system is
simulated by micromagnetic theory.
Chapter 3 describes the experimental procedures used in this work. Samples are
prepared according to two different procedures. The so-called ex-situ procedure
involved two ultra-high vacuum (UHV) systems, one for sample preparation and
one for the measurements, whereas for the in-situ procedure, which had to be
realized in the course of the work, all required steps from film deposition to magnetic
measurements were performed in a single UHV system. Both UHV systems are
briefly introduced, and the main measurement techniques are explained in some
more detail.
In Chapter 4, both the ex-situ and in-situ sample preparation procedures and the
corresponding measurements will be discussed and compared in detail. The major
result concerns in situ prepared uncapped FeRh-films and shows clear differences
observed between the bulk magnetic properties measured by in-situ MOKE and the
intrinsic surface magnetic properties accessed by SEMPA.
Finally, a conclusion will be given in Chapter 5.
4
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After it has been found decades ago that the CsCl-ordered FeRh alloy undergoes a
first-order phase transition from antiferromagnetic (AFM) to ferromagnetic (FM)
and a second-order phase transition from FM to paramagnetic (PM), many at-
tempts are made in order to understand the temperature-induced metamagnetic
transition and the magnetic properties of FeRh system. In this chapter, the mag-
netic moments of FeRh system are first described. Then the Ising model of FeRh is
introduced to describe the temperature-induced metamagnetic transition of FeRh.
At last, the magnetic domain theory will be briefly introduced.
2.1. Magnetic moments of FeRh
Typically, a CsCl-ordered FeRh alloy undergoes a first-order transition from AFM
to FM state at 350 K and exhibits a second-order transition from FM to PM state
at 675 K [16, 17]. Neutron scattering of FeRh shows that the spin configuration is
type-II AFM at low temperature and becomes FM if the temperature rises above
the critical temperature [28], see Fig. 2.1.
Figure 2.1.: Spin configurations of FeRh: (a) Type-II AFM, (b) FM.
5
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In the AFM state, the Fe atoms have a magnetic moment of about 3µB, while the
Rh atoms have no magnetic moment. On the other hand, in the FM state, the Fe
atoms still have a magnetic moment around 3µB, while the Rh atoms also have
a magnetic moment of about 1µB. This significant increase of the Rh magnetic
moment is not associated with a structural change of the FeRh lattice [29, 30]. The
lattice constant of the CsCl-structure of FeRh is about 3 A˚ at room temperature.
Ibarra et al. [31] pointed out that there is a total 0.82% volume change of FeRh in
the temperature range from 250 to 800 K. In addition, the volume further increases
by about 0.1% at the critical transition temperature. Besides, the magnetic moment
in the FM state is very sensitive to the stoichiometry, see Fig 2.2. The magnetic
moment of Fe-rich and Rh-rich FeRh is measured by Shirane et al. [28] and Hofer
et al. [32], respectively. Although the magnetic moment of Fe-rich FeRh alloys at
room temperature does not change so much, the first-order transition temperature
decreases dramatically. Only when the atomic concentration of Fe is several percent
more than 50%, there is no first-order phase transition, and the Fe-rich FeRh alloys
become a normal FM material [28]. On the other hand, the average magnetic
moment of Rh-rich FeRh alloys at room temperature decreases very fast when
the atomic concentration of Rh increases from 50% to 63% (see Fig. 2.2), but the
first-order and second-order transition temperatures only change slightly. However,
when the Rh concentration exceeds 64%, Rh-rich FeRh alloys become paramagnetic.
In this manner both the first-order and the second-order transition temperatures of
Rh-rich FeRh alloys suddenly decrease to zero (see Fig. 2.3) [32]. When the atomic
concentration of Rh is more than 64%, the FeRh alloys become paramagnetic.
Density functional calculations (DFT) of equiatomic FeRh have been performed
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Figure 2.2.: Measured average magnetic moment per atom of FeRh as a function of
the atomic concentration of Rh at room temperature [28, 32].
6
2.1. Magnetic moments of FeRh
800
600
400
200
0
Te
m
pe
ra
tu
re
 (K
)
6462605856545250
Atomic concentration of Rh (at %)
 First order transition temperature
 Curie temperature
AFM
FM
PM
Figure 2.3.: Magnetic transition temperature of Rh-rich FeRh alloy as a function of
the atomic concentration of Rh at room temperature [32]. The red line
is the first-order magnetic phase transition temperature from AFM to
FM, and the blue line is the Curie temperature which is also the second
order magnetic phase transition temperature from FM to PM. When
Rh is more than 64%,FeRh alloy become paramagnet, in this manner
the first-order and the second-order magnetic phase transition is absent
and the transition temperature decreases to zero.
by Moruzzi et al. [33] and show that the magnetic moment of equiatomic FeRh in
both the FM and the AFM state is not sensitive to the lattice constant, but the
ground state of equiatomic FeRh – AFM or FM – strongly depends on the lattice
constant, see Fig. 2.4. Figure 2.4 (a) is the magnetic moment of FeRh in the AFM
and FM state as a function of lattice constant. Figure 2.4 (b) shows the difference
of the average energy per atom between the FM and AFM state. The results show
that the energy difference strongly depends on the lattice constant. The energy
difference decreases as the lattice constant increases and it changes sign at about
3.096 A˚. Normally, the lattice constant of FeRh is about 3 A˚ and its ground state
is AFM ordered. The energy difference between the AFM and FM ordered ground
state is only 1.775 mRy. The DFT calculation reveals that the AFM and FM states
of FeRh are almost degenerate. Therefore, the magnetic state of FeRh can be
changed by adding small energy terms, such as Zeeman energy or strained induced
energy. As a result, small changes of the external parameters, such as magnetic
field, pressure or temperature, can cause the phase transition of FeRh from AFM
to FM.
The DFT calculation results by Sandratskii et al. [34] further reveal that the Rh
7
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Figure 2.4.: Magnetic moment and the energy difference between FM and AFM as
a function of lattice constant [33].
moment is induced by the Fe in the FM state due to strong hybridization between
Rh and Fe. They demonstrate that the FM Fe-Rh interaction is robust with respect
to the changes of the volume, while the AFM Fe-Fe interaction is strongly volume
dependent. Hence, the AFM Fe-Fe interaction plays a key role in the metamagnetic
transition of FeRh. If the Fe-Fe interaction can be reduced by the changes of
lattice constant due to strain, atomic concentration or other effect, the magnetic
properties of FeRh may be strongly changed, particularly the first-order magnetic
phase transition from AFM to FM. As anticipated by the DFT calculations, the
energy difference between the AFM and FM state is small, thus the AFM state is
not robust.
2.2. Mean field approximation of Ising model for FeRh
After the first-order magnetic phase transition of FeRh was discovered, many peo-
ple attempted to explain the first-order phase transition using various theories. In
1960, Kittel [35] proposed a model of exchange-inversion magnetization to explain
the first-order magnetic phase transition from AFM to FM, such as for instance in
MnAs. He assumed that the inter-lattice exchange interaction changes sign when
the lattice constant increase beyond certain value. But Tu et al. [36] later concluded
that the exchange-inversion model was not valid for FeRh because it failed to explain
the large total entropy change due to the electronic band structure changes. Al-
though recently DFT calculations can explain the electronic structure changes when
FeRh undergons the AFM to FM transition, the DFT calculations can only describe
ground state, but not the magnetic transitions at finite temperatures.
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The Ising model is a simple model of a many-body system that can be solved
analytically on one- and two-dimensional lattices. The basic assumption of the
Spin-12 Ising model is that the spins in a d-dimensional lattice only can take the
values +1 or -1 and only nearby spins interact with each other. The Hamiltonian
of the Ising model can be expressed as[37]
H = −
N∑
<i,j>
JijSiSj − µh
∑
i
Si, (2.1)
where Jij are the exchange constants, Si is the ith spin, and h is the external
magnetic field. The symbol < i, j > indicates that the summation is over all pairs
of neighbouring spins, N is the total number of the spins of the Ising system. Ising
models are widely applied to many problems of statistical physics including the
second-order phase transition from FM to PM. However, the Spin-12 Ising model
only shows second-order phase transition, it can not be directly used to explain the
first-order transition of FeRh (see Appendix A).
Blume [38] and Capel [39, 40, 41] extended the Ising model to spin triplets (S = 1)
with zero-field splitting in order to explain the first-order magnetic phase transition
of UO2 from PM to FM. The spin-1 Ising model showed both first-order and second-
order magnetic phase transition (see Appendix B). Hence, it is possible to use the
spin-1 Ising model to explain the first-order magnetic phase transition of FeRh from
AFM to FM. Following the approach of Gruner et al. [42] and Matt et al. [43], the
spin-1 Ising model with zero-field splitting of FeRh will be presented here.
2.2.1. Ising model of FeRh
Though the spin-1 Ising model with zero-field splitting that only takes account of the
nearest-neighbour (NN) interactions shows first-order magnetic phase transitions
from FM to PM or AFM to PM, which, however, are different from the transition
of FeRh. Hence, the standard spin-1 Ising model will be extended here for FeRh
including the next-nearest-neighbour (NNN) interaction.
Taking into account both NN and NNN interactions, the Hamiltonian of spin-1
Ising model with zero-field splitting is
H =
∑
i
DiS
2
i −
∑
<NN,NNN>
JijSiSj , (2.2)
where D is the zero-field splitting, S is the spin, which only can take three values
(0,±1).
Based on the DFT calculations (see Section 2.1), we make the following assumptions
to simplify the Hamiltonian of the Ising model for FeRh:
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1. JRhRh = 0: The nearest neighbour of each Rh atom are Fe atoms. Thus,
JRhRh = 0 is the next-nearest interaction. Compared to the Fe-Rh interaction,
the Rh-Rh interaction is much smaller, especially in the ground state when the
magnetic moment of Rh is zero. Hence, the next-nearest neighbour interaction
of Rh can be neglected.
2. SFe ∈ {±1}: Because the magnetic moments of Fe atoms at in both the AFM
and the FM state are about 3µB, the singlet energy level of Fe atoms is much
higher than the doublet energy level. The zero-field splitting DFe  0. As a
result, the possibility of SFe = 0 is so small that it can be neglect.
3. The zero-field splitting of Rh in the AFM state is different from that in the
FM state. In ground state, FeRh is AFM and the magnetic moment of Rh is
zero. The singlet energy level of Rh is much lower than the doublet, hence,
DRh  0. As a result, SRh = 0 is the only possible spin configuration of
Rh. On the other hand, in the FM state, all Fe magnetic moments align in
the same direction, the energy level of both Rh singlet and doublet can be
changed due to strong Fe-Rh interaction. If DRh becomes smaller in the FM
state, then SRh = ±1 are also possible spin configurations.
4. The correlation between the atoms can be neglected. This is the basic assump-
tion of the mean field theory. Since the exact partition function is difficult to
obtain, mean field theory will be used to solve the problem. Under the mean
field approximation, Rh and Fe atoms can be treated independently. Hence,
we can calculate the Hamiltonian of Fe and Rh atoms separately.
According to the above assumptions, the Hamiltonian of FeRh is
H =
∑
DRhS
2
Rhi
−
∑
NN
JFeRhSFeiSRhj −
∑
NNN
JFeFeSFeiSFej . (2.3)
Ferromagnetic Ising model of FeRh
At first, the ferromagnetic state of FeRh will be considered. In the ferromagnetic
state, the lattice needs not to be decomposed into two sub-lattices. Under the mean
field approximation, the Fe atoms and the Rh atoms are assumed to be independent,
we can express the single spin density matrix of Fe and Rh as
ρFe =
exp [−HFe/(kBT )]
Tr exp [−HFe/(kBT )] (2.4a)
ρRh =
exp [−HRh/(kBT )]
Tr exp [−HRh/(kBT )] . (2.4b)
Under the mean field approximation, the Hamiltonian of a particular Fe and Rh
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atoms can be calculated as
HFe = −(zFeFeJFeFemFe + zFeRhJFeRhmRh)SFe (2.5a)
HRh = DRhS
2
Rh − zFeRhJFeRhmFeSRh, (2.5b)
where zFeFe = 6 is the number of a Fe atom’s next-nearest Fe neighbours, zFeRh = 8
is the number of a Fe or Rh atom’s nearest Rh or Fe neighbours. SFe and SRh can
be expressed in the form of diagonal matrices
SFe =
(
1 0
0 −1
)
(2.6a)
SRh =
 1 0 00 0 0
0 0 −1
 . (2.6b)
As a result, we can also obtain an expression of the average free energy
F = FFe + FRh
= DRhTrρRhS
2
Rh − zFeRhJFeRh(TrρFeSFe)(TrρRhSRh)
− 1
2
zFeFeJFeFe(TrρFeSFe)
2
− kBTTrρFe ln ρFe − kBTTrρRh ln ρRh. (2.7)
Substituting Eqs. (2.4) and Eqs. (2.6) into the Eq. (2.7), we could obtain the expres-
sion of the average free energy as
F =
1
2
zFeFeJFeFem
2
Fe + zFeRhJFeRhmRhmFe
− kBT ln
{
2 cosh
(zFeFeJFeFemFe + zFeRhJFeRhmRh
kBT
)}
− kBT ln
{[
1 + 2 exp
(− D
kBT
)
cosh
(zFeRhJFeRhmFe
kBT
)]}
. (2.8)
According to the assumptions, the magnetizations of Fe and Rh are the expectation
values of SFe and SRh, respectively, which can be expressed as
mFe = Tr{ρFeSFe} (2.9a)
mRh = Tr{ρRhSRh}. (2.9b)
Substituting Eqs. (2.4), Eqs. (2.5) and Eqs. (2.6) into Eqs. (2.9), we obtain mFe and
mRh as
mFe = tanh [(zFeFeJFeFemFe + zFeRhJFeRhmRh)/(kBT )] (2.10a)
mRh =
2 sinh [zFeRhJFeRhmFe/(kBT )]
exp[D/(kBT )] + 2 cosh [zFeRhJFeRhmFe/(kBT )]
. (2.10b)
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Figure 2.5.: Temperature dependence of magnetizations of the Fe and Rh sublat-
tices for δ = −1,  = −1.5, T0 = (zFeFe|JFeFe|)/kB.
Obviously, Eqs. (2.10) have at lest one solution, which is mFe = 0 and mRh =
0.
If we define the dimensionless parameters T ′ = T/T0 with unit temperature T0 =
(zFeFe|JFeFe|)/kB, δ = D/(zFeFe|JFeFe|), and  = zFeRhJFeRh/zFeFeJFeFe, then we can
rewrite Eqs. (2.10) as
mFe = sgn(JFeFe) tanh
[
(mFe + mRh)/T
′] (2.11a)
mRh = sgn(JFeFe)
2 sinh (mFe/T
′)
exp(δ/T ′) + 2 cosh (mFe/T ′)
, (2.11b)
where sgn(x) is the sign function. Except the trivial zero solution, the nonzero
solutions need to be solved numerically. Figure 2.5 shows the magnetization of
Fe and Rh for δ = −1,  = −1.5 as a function of temperature. Although the
magnetization of Fe does not have the same slope as Rh, both decrease to zero
as the temperature reaches the Curie temperature TC. Further numerical results
reveal that the Curie temperature strongly depends on the δ and . With different
parameters, TC can be larger or smaller than TN.
In order to figure out how the parameters affect the transition temperature, the
magnetization behavior both in the ground state and at the critical temperature
will be analyzed.
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In the ground state, when T → 0, Eqs. (2.10) become
lim
T ′→0
mFe = lim
T ′→0
sgn(JFeFe)sgn (mFe + mRh) (2.12a)
lim
T ′→0
mRh = lim
T ′→0
sgn(JFeRhmFe)
2
exp [(δ − |mFe|)/T ′] + 2 . (2.12b)
Equations (2.12) indicate that the magnetization of Fe and Rh only have three
possible solutions, which are ±1, 0 in the ground state. Depending on the values of
 and δ and the sign of JFeFe and JFeRh, Eqs. (2.12) may have different solutions.
As Eqs. (2.12) are an odd functions, we only discuss the case for mFe = 1. The
possible nonzero solutions and the conditions are shown in Table 2.1. Actually,
when JFeRh < 0, although there are nonzero solutions, mFe and mRh always have
opposite signs, which corresponds a ferrimagnetic state.
If the Ising system of FeRh has a second-order transition, there should exist a critical
temperature Tc2FM , for which limT→Tc2FM mFe → 0 and limT→Tc2FM mRh → 0. For
small mFe and mRh, Eqs. (2.10) can be approximated by
mFe = sgn(JFeFe)(mFe + mRh)/T
′ (2.13a)
mRh = sgn(JFeFe)
2mFe/T
′
exp(δ/T ′) + 2
. (2.13b)
Substituting Eq. (2.13b) into Eq. (2.13a), we have
T ′2 − sgn(JFeFe)T ′ = 
2
1
2 exp(
δ
T ′ ) + 1
. (2.14)
When JFeRh > 0, JFeFe < 0, and δ < 0, Eq. (2.14) always has one nonzero solution
(12 +
√
2
3
2 + 14)T0 < Tc2FM < (
1
2 +
√
2 + 14)T0. The Curie temperature strongly
depends on δ and . The numerical solution of Eq. (2.14) is shown in Figure 2.6 as a
contour plot of the temperature T/T0 as a function of 0 < δ < 1 and −2 <  < −1.
The numerical results indicate that as the zero-field splitting decreases, the Curie
temperature will increase. This means that the Curie temperature increases when
the energy level of the Rh singlet decreases. At the same time, if the FM coupling
between Fe and Rh becomes stronger than the AFM coupling between Fe atoms,
the Curie temperature also increases.
Table 2.1.: The nonzero solutions and the conditions of ferromagnetic Ising model
of FeRh.
solutions conditions
mFe = 1 mRh = 0 δ > ||, JFeFe > 0
mFe = 1 mRh = −1 δ < ||, JFeRh < 0  > 1 < 0
mFe = 1 mRh = 1 δ < ||, JFeRh > 0  > 0 < −1
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Figure 2.6.: The Curie temperature of ferromagnetic Ising model of FeRh as a
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Antiferromagnetic Ising model of FeRh
For the antiferromagnetic Ising model of FeRh, we need to decompose the lattice
into two sub-lattices A and B (see Fig. B.6). Each sub-lattice contains one Fe and
one Rh atom per unit cell.
Similar to the spin-1 antiferromagnetic Ising model, we can express the single-spin
density of Fe and Rh in sub-lattices A and B as
ρFeA =
exp [−HFeA/(kBT )]
Tr exp [−HFeA/(kBT )]
(2.15a)
ρFeB =
exp [−HFeB/(kBT )]
Tr exp [−HFeB/(kBT )]
(2.15b)
ρRh =
exp [−HRh/(kBT )]
Tr exp [−HRh/(kBT )] . (2.15c)
Using the mean field approximation, the Hamiltonian of FeA, FeB and Rh atoms
can be expressed as
HFeA = −(zFeFeJFeFemFeB + zFeRhJFeRhmRh)SFeA (2.16a)
HFeB = −(zFeFeJFeFemFeA + zFeRhJFeRhmRh)SFeB (2.16b)
HRh = DS
2
Rh −
1
2
zFeRhJFeRh(mFeA +mFeB )SRh (2.16c)
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Then the average free energy per cell is
F =
1
2
zFeFeJFeFemFeAmFeB −
1
2
kBT ln
{
2 cosh
(zFeFeJFeFemFeA + zFeRhJFeRhmRh
kBT
)}
− 1
2
kBT ln
{
2 cosh
(zFeFeJFeFemFeB + zFeRhJFeRhmRh
kBT
)}
− kBT ln
{
2 cosh
[zFeRhJFeRh(mFeA +mFeB )
2kBT
]}
. (2.17)
The magnetizations mFeA , mFeB and mRh, which are the expectation values of SFeA ,
SFeB and SRh, can be calculated as
mFeA = tanh
(
zFeFeJFeFemFeB + zFeRhJFeRhmRh
kBT
)
(2.18a)
mFeB = tanh
(
zFeFeJFeFemFeA + zFeRhJFeRhmRh
kBT
)
(2.18b)
mRh =
2 sinh [zFeRhJFeRh(mFeA +mFeB )/(2kBT )]
exp[D/(kBT )] + 2 cosh [zFeRhJFeRh(mFeA +mFeB )/(2kBT )]
. (2.18c)
When D  0, we obtain
mRh ∼= 0. (2.19)
When mRh = 0, we only can obtain the AFM state if JFeFe < 0, which corresponds
to AFM coupling between the Fe atoms. In this case, the spin-1 Ising model of
FeRh degenerates to the antiferromagnetic spin-12 Ising model. Defining the di-
mensionless temperature T ′ = T/TN with unit temperature TN = zFeFe|JFeFe|/kBT ,
then substituting mRh = 0 into Eqs. (2.18), we have
mFeA = − tanh
(mFeB
T ′
)
(2.20a)
mFeB = − tanh
(mFeA
T ′
)
. (2.20b)
Obviously, mFeA = mFeB = 0 is always a solution of Eqs. (2.20). The nonzero
solutions of Eqs. (2.20) can be obtained numerically as shown in Fig. 2.7. In the
AFM state of FeRh, mFeA = −mFeB , and mRh = 0. In the ground state, when
T → 0, mFeA and mFeB have two nonzero solution. One is mFeA = 1 and mFeBs =
−1, the other one is mFeA = −1 and mFeB = 1. In addition, the antiferromagnetic
Ising system of FeRh has a second-order transition from AFM order to disorder.
The transition temperature is TN = zFeFe|JFeFe|/kB.
2.2.2. First-order magnetic transition for the Ising model of FeRh
To describe the first-order magnetic transition of FeRh, we not only need to cal-
culate the temperature dependence of the magnetization but also the free energy
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Figure 2.7.: Temperature dependence of the magnetizations of Fe and Rh in the
AFM state. TN = (zFeFe|JFeFe|)/kB is the Ne´el temperature.
of the system in order to determine the stable magnetic state. In addition, the
ferromagnetic Ising model of FeRh can be treated as the special case of the anti-
ferromagnetic Ising model with mFeA = mFeB .
Recalling Eq. (2.17) and substituting mFeA = −mFeB = mFe we get
FAFM = −1
2
zFeFeJFeFem
2
Fe − kBT ln
{
2 cosh
(zFeFeJFeFemFe
kBT
)}
. (2.21)
Because FeRh can be in both the AFM and the FM state, JFeFe < 0 and  < −1
are required. With the dimensionless parameters T ′ = kBT/(zFeFe|JFeFe|), δ =
D/(zFeFe|JFeFe|), and  = zFeRhJFeRh/zFeFeJFeFe, Φ = F/(zFeFe|JFeFe|), the above
equation becomes
ΦAFM(mFe, T
′) =
1
2
m2Fe − T ′ ln
[
2 cosh
(mFe
T ′
)]
. (2.22)
In the ground state, for T ′ → 0+, we have
lim
T ′→0+
ΦAFM(0, T
′) = 0 (2.23a)
lim
T ′→0+
ΦAFM(1, T
′) = −1
2
. (2.23b)
Because limT ′→0+ ΦAFM(1, T ′) < limT ′→0+ ΦAFM(0, T ′), mFeA = −mFeB = 1 and
mRh = 0 is the ground state for antiferromagnetic Ising model of FeRh for all
parameters.
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Substituting mFeA = mFeB = mFe into Eq. (2.17) and using the dimensionless
parameters, we have
ΦFM(mFe,mRh, T
′) =− 1
2
m2Fe − mFemRh − T ′ ln
[
2 cosh
(mFe + mRh
T ′
)]
− T ln
[
1 + 2 exp
(− δ
T ′
)
cosh
(mFe
T ′
)]
(2.24)
when T ′ → 0+. The conditions for the ferromagnetic Ising model of FeRh to have
nonzero solutions are  < −1 and δ < ||. Thus,
lim
T ′→0+
ΦFM(0, 0, T
′) =
{
0 δ > 0
δ δ < 0
(2.25a)
lim
T ′→0+
ΦFM(1, 1, T
′) =
1
2
+ + δ. (2.25b)
If a nonzero solution is a stable solution in the ground state, its free energy should
be lower than for the zero solution. Hence, we have
lim
T ′→0+
ΦFM(1, 1, T
′) < lim
T ′→0+
ΦFM(0, 0, T
′). (2.26)
As a result, we obtain δ < −1/2− .
Because the ground state of FeRh is antiferromagnetic, we have
lim
T ′→0+
ΦAFM(1, T
′) < lim
T ′→0+
ΦFM(1, 1, T
′). (2.27)
Substituting Eq. (2.23b) and Eq. (2.25b) into Eq. (2.27), we obtain  + δ > −1.
Therefore, the condition to have a stable AFM state of FeRh is −−1 < δ < −− 12 .
Besides, since  < −1, δ should be larger than 0.
If the Ising system of FeRh can undergo a first-order magnetic transition from
AFM to FM, there should exist a critical temperature Tc1 with Tc1 < TN and
Tc1 < TC. If T > Tc1 and FAFM > FFM, then the FM state is the stable state.
Because the free energy is analytic with respective to T , we can obtained the critical
temperature by solving the equation ΦAFM(T
′) = ΦFM(T ′). For given parameters
TN, δ, and , we obtain the magnetizations of both the FM and AFM state at a
particular temperature T ′ = T/TN by solving the Eqs. (2.10) and Eqs. (2.20). Then
substituting the magnetizations of both states into Eq. (2.24) and Eq. (2.22), we
obtain the free energy at T ′. Comparing the two free energies, we can determine
the first-order transition temperature Tc1.
Finally, we get the first-order phase transition temperature as a function of δ and
 numerically as shown in Fig. 2.8. The black colored regions shows no first-order
phase transition, while the colorful region shows a first-order phase transition. The
first-order transition only exists in a small region. And the first-order transition
temperature decreases dramatically when δ or  decreases.
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Figure 2.8.: First-order transition temperature of Ising model of FeRh as a function
of δ and .
On the other hand, if we know the first-order transition temperature and the Curie
temperature, we can estimate δ and  numerically. For example, if Tc1 is 316 K and
TC is 667 K for Fe49Rh51 [44], then possible values are δ = 0.5254 and  = −1.5.
Numerical results for the free energy and the magnetization using these values are
shown in Fig. 2.9.
The blue lines show the free energy, and the red lines correspond to the magneti-
zation. The free energy curves show that at T = 0 the AFM state has the lower
free energy. But there is a critical temperature Tc1 = 0.3043TN, above which the
FM state has the lower free energy. Because the magnetization changes at Tc1
discontinuously, the transition from AFM to FM is first-order. If the temperature
increases further, the magnetization will continuously decrease to zero. This is a
second-order phase transition from FM to disordered. The Curie temperature is
equal to 0.6423TN as obtained numerically from Eq. (2.10). Hence, we can estimate
the Ne´el temperature from the Curie temperature and get 1038 K, which is much
higher than the Curie temperature.
Now, we can calculate the exchange constant and the zero-field splitting as
JFeFe =− kBTN
zFeFe
= −1.10 mRy (2.28a)
JFeRh =
zFeFeJFeFe
zFeRh
 = 1.23 mRy (2.28b)
D =zFeFe|JFeFe|δ = 3.45 mRy. (2.28c)
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Figure 2.9.: Temperature dependence of the magnetization and the free energy for
both the FM and AFM state, calculated for δ = 0.5254 and  = −1.5.
The FM Fe-Rh exchange energy obtained here is in quite good agreement with the
DFT calculation result given by Sandratskii et at. [34], but the absolute value of
AFM Fe-Fe exchange energy is several times larger.
Under the mean field approximation, we can calculate the energy levels of the
Rh atoms with a particular spin value at zero temperature using the above results.
Since according to Blume’s explanation of the zero-field splitting [38]D/(zFeRhJFeRh) =
0.35, the energy level of the Rh singlet lies between the energy levels of the dou-
blet as shown in Fig. 2.10. This zero-field splitting may be due to the exchange
interaction between Fe and Rh atoms.
From the DFT calculations in Section 2.1 we know that the magnetic moments of
FM FeRh at T = 0 are mFe = 3.2265µB and mRh = 0.9837µB. We can obtain the
magnetization as a function of temperature as shown in Figure 2.11. In the ground
state, since FeRh is AFM, the macroscopic magnetization is zero. When FeRh
undergoes the first-order magnetic transition from AFM to FM, the magnetization
suddenly increases from zero to 1.34× 106 A/m. As the temperature continuously
increases, the magnetization will also continuously decrease to zero.
Furthermore, Sandratskii et al. [34] indicate that the AFM Fe-Fe interaction is not
robust with respect to the volume variation in contrast to the FM Fe-Rh interaction.
In our model, we can calculate the change of magnetization when JFeFe changes and
obtain the phase diagram of FeRh, which is shown in Fig. 2.12.
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Figure 2.11.: Magnetization of FeRh as a function of temperature.
From the change of magnetization, we could further obtain the first-order transition
temperature (see the red line in Fig. 2.12) and the second-order transition temper-
ature (see the blue line in Fig. 2.12). When the AFM Fe-Fe interaction becomes
stronger, the absolute value of |JFeFe| increases, the first-oder transition temper-
ature will increase while the second-order transition temperature decreases. On
the other hand, when the AFM Fe-Fe interaction becomes weaker, the first-order
transition temperature decreases fast from 328 K to zero, if JFeFe changes from -1.1
to -1.06 mRy. Only 4% change of JFeFe already suppresses the first-order magnetic
phase transition and makes the system become a normal FM material.
The Ising model with zero-field splitting of FeRh is described in this section. The
approximate solution is obtained using the mean field theory. The main results are
summarized as follows:
1. The Ising model of FeRh shows both the first-order magnetic phase transition
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Figure 2.12.: Magnetic phase transition temperature of FeRh.
from AFM to FM and the second-order magnetic phase transition from FM
to PM, which can be used to explain the magnetic transitions of FeRh.
2. The numerical results show that the energy level of the singlet lies between
the doublet levels in the FM state, while the energy levels of the doublet lies
much lower than the doublet levels in the AFM state.
3. The first-order transition temperature decreases dramatically when the AFM
Fe-Fe exchange interaction becomes weaker. The first-order magnetic transi-
tion from AFM to FM can be absent if the Fe-Fe exchange interaction energy
decreases by 4%, and the Ising system of FeRh becomes then a normal ferro-
magnet.
2.3. Magnetic domain theory
The principle of domain theory goes back to Landau and Lifshitz’s famous arti-
cle [45]. A magnetic domain is a region of magnetic material that has uniform
magnetization. The origin of domain structures is the natural consequence of the
various contributions to the energy, including exchange energy, anisotropy energy
and dipolar energy [46].
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2.3.1. Magnetic energy terms
Micromagnetism and domain theory are based on the same variational principle ini-
tially established by Landau and Lifshitz [45]. As a consequence, the magnetization
direction is chosen so that the total energy reaches a minimum. According to the
phenomenological theory, the free energy is the sum of exchange energy, anisotropy
energy, Zeeman energy and stray field energy.
Exchange energy
In the continuum representation, the exchange energy density is given by [47, 45]
Eex = A
∫
V
(∆mx)
2 + (∆my)
2 + (∆mz)
2dV, (2.29)
where mx, my, mz are the Cartesian components of the normalized magnetization
m = M/|M |. A is the exchange stiffness constant. This energy originates from the
inhomogeneity in the distribution of the direction of magnetic moments.
Anisotropy energy
Magnetic anisotropy is used to describe the dependence of the internal energy on
the direction of the spontaneous magnetization [48]. The simplest case is uniaxial
magnetic anisotropy, e.g. in hcp Co at room temperature. The uniaxial magnetic
anisotropy energy can be expressed as
Ea =
1
2
Ku1(1− cos(2θ)) + 1
8
Ku2(3−−4 cos(2θ) + cos(4θ)). (2.30)
The coefficients Ku1 and Ku2 are called anisotropy constants. They are typically
(e.g. for Co) of the order of 105 Jm−3.
For cubic crystals such as Fe and Ni, the anisotropy energy can be expressed
as
Ea = K1(α
2
1α
2
2 + α
2
2α
2
3 + α
2
1α
2
3) +K2α
2
1α
2
2α
2
3, (2.31)
where (α1, α2, α3) are the direction cosines of the magnetization vector with respect
to the three cube edges. K1, K2 are called the cubic anisotropy constants. For
iron and nickel they are of the order of 103 to 104 Jm−3. In contrast to the Fe and
Ni, single-crystalline FeRh thin films on MgO(100) grown by sputtering exhibit
in the FM state an uniaxial magnetic anisotropy with an in-plane easy axis [14].
Besides, the coercivity of the sputtered FeRh thin films is less than 10 mT. Hence,
the anisotropy energy of bulk FeRh is not so large, and FeRh can be considered as
a soft magnetic material.
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Zeeman energy
The interaction energy of the magnetization vector field with an external field Hex
is
EH = −µ0
∫
Hex ·MdV, (2.32)
where µ0 is the vacuum permeability. If a uniform external field is applied, the
Zeeman energy depends only on the average magnetization.
Stray field energy
According to Maxwell’s equation
divB = div(µ0B+M) = 0, (2.33)
the stray field Hd is defined as the field generated by the divergence of the magne-
tization
divHd = −div(M/µ0). (2.34)
Then the stray field energy can be expressed as
Ed = −1
2
∫
Hd ·MdV. (2.35)
2.3.2. Magnetic domain structure
The essential reason why domains exist is that the domain formation in general
reduces the total magnetic energy. As a consequence, the domain structure is not
constant attribute of a bulk FM material, but is a functions of the dimensions, the
shape, the boundary surfaces as well as strain and temperature [46].
In principle, we can distinguish between two basic geometries of domain structures
of magnetic thin film: Films with in-plane anisotropy and films with perpendic-
ular anisotropy [49]. For films with in-plane anisotropy, the magnetization in the
domains is parallel to the film surface. The in-plane domain structure is usually
determined by the exchange energy and the anisotropy energy [50]. On the other
hand, the magnetization in domains is perpendicular to the film surface for films
with large perpendicular anisotropy. Out-of-plane domain sizes can be strongly
influenced by the stray field energy [51].
When the temperature is above the first-order transition, not only the magneti-
zation of FeRh is changed by temperature (see Fig. 2.11), but also the magnetic
anisotropy of FeRh changes in magnitude and even sign, leading to a spin reorien-
tation transition from out-of-plane to in-plane [24, 25]. As consequence, the domain
structure of FeRh strongly depends on temperature.
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3. Experimental procedures
The experimental procedures and techniques employed in this work and introduced
here are based on ultra-high vacuum (UHV). Two kinds of procedures are used: (i)
sample preparation and measurement in two different UHV systems with air ex-
posure of the samples during transfer between the systems (in the following called
the ex-situ procedure) and (ii) complete in-situ sample preparation and measure-
ment. The second option only became technically available during the course of
this thesis.
In this chapter, the experimental UHV setups are briefly introduced. Then the
details of the sample preparation methods are presented and finally the principles
of both the in-situ magneto-optical Kerr effect (MOKE) and scanning electron mi-
croscopy with polarization analysis (SEMPA), the main magnetic characterization
techniques, are explained in detail.
3.1. Experimental setups
There are two main setups, which will be introduced here. One is a molecular
beam epitaxy (MBE) system dedicated exclusively for thin film preparation, and
the other one is the so-called nanospintronics cluster tool (NSCT), which allows
both in-situ sample preparation and in-situ magnetic characterization. Both setups
are UHV machines with a base pressure below 5× 10−10 mbar.
The setup of the MBE system is shown in Fig. 3.1. The MBE system comprises
three chambers: load-lock, analysis, and preparation chamber, which are shown in
Fig. 3.2. The preparation chamber contains two e-beam evaporators with 5 crucibles
each for thin film deposition. The analysis chamber is equipped with a low-energy
electron diffraction (LEED) optics and an X-ray photoelectron spectrometer (XPS)
to characterize the surface properties of the deposited thin films. Besides, the
manipulator has an integrated heater so that the sample can be heated up to
1000 K during thin film growth.
Figure 3.3 shows the setup of the NSCT, while Fig. 3.4 shows the schematic drawing
of the NSCT, which contains basically five chambers: UHV Gemini, preparation,
STM, Transfer, and load-lock chamber. The UHV Gemini chamber houses a scan-
ning electron microscope (SEM), a spin polarization low-energy electron diffrac-
tion (SPLEED) detector, and a focused ion beam (FIB) source. The preparation
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Figure 3.1.: The MBE system used for ex-situ sample preparation.
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Hemispherical 
Energy Analyser
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Turbo Pump
Manipulator
Figure 3.2.: Schematic drawing of the MBE system used for ex-situ sample prepa-
ration.
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chamber comprises XPS, Auger electron spectroscopy (AES), LEED, an e-beam
evaporator with 5 crucibles, an Argon sputtering gun, an e-beam heater, and an
in-situ MOKE setup. During the course of this thesis, the in-situ MOKE setup and
the new e-beam evaporator have been added in order to achieve complete in-situ
sample preparation and measurement in NSCT.
The main purpose of the MBE system is the thin film deposition and structural
as well as chemical characterization (ex-situ procedure). The samples, which are
prepared in the MBE system, need to be transferred through air to the NSCT for
further measurements. Upon exposure to air, the sample will be contaminated or
oxidized. Therefore, during the course of this work the NSCT was extended by
adding an identical e-beam evaporator as those in the MBE system. With this
addition, all sample preparation, characterization, and magnetic measurements can
be performed in-situ under best UHV conditions without ever breaking the vacuum.
Thus, any contamination or oxidation of the sample should be prevented. Unfortu-
nately, this evaporator became operable only at the very end of the experimental
period. Compared to the MBE system, there is only one technical limitation for the
sample preparation in the NSCT: The heater in the manipulator of the preparation
chamber can only achieve temperatures up to 400 K. As the sample is mounted
on this manipulator during the thin films deposition, the effect of higher substrate
temperatures during deposition on the thin films growth cannot be explored in the
NSCT. But there is a separate e-beam assisted sample heater stage and an oxy-
gen doser in the preparation chamber of the NSCT, which allows post-annealing
to temperatures well above 1000 K and in oxygen atmosphere is required. Hence,
combining these setups can help understanding the magnetic properties of FeRh
thin films prepared with different protocols.
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Figure 3.3.: The Nanospintonics Clustertool (NSCT).
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Figure 3.4.: Schematic drawing of the NSCT.
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3.2. Sample preparation methods
Typically, there are three ways to prepare single-crystalline FeRh thin films: sputter
deposition, co-deposition, and separate layer deposition [52].
Sputtering The most common way to prepare single-crystalline FeRh thin films is
sputtering from an FeRh alloy target with certain composition (e.g. Fe51Rh49 [43],
Fe50Rh50[53], Fe47Rh52 [54]). The advantage of sputtering is that it is easy
to control the composition of the FeRh thin films by using alloy targets of
different compositions.
Co-deposition Because the vapor pressures of pure Fe and Rh are significantly
different, it is very difficult to deposit single-crystalline FeRh thin films by
evaporation from a single FeRh alloy source. But the FeRh thin films can
be deposited from two independent e-beam evaporators operated simultane-
ously. One of them is loaded with Fe and the with pure Rh. However, this
requires two independent e-beam evaporators and the possibility to control
both evaporation rates [55, 56].
Separate layer deposition A less common way to prepare FeRh thin films is the
separate layer deposition route [52]. First a layer of Fe is deposited followed
by layer of Rh. The Fe and Rh thicknesses are chosen such that the numbers
of Fe and Rh atoms per unit area correspond to the desired composition of
the final FeRh film, in our case 50% Fe and 50% Rh. After deposition, the
sample needs to be annealed at high temperature for several hours to let
Fe and Rh interdiffuse to form the thermodynamically stable CsCl-ordered
phase. A potential disadvantage of this method is that the intermixing may
not be homogeneous throughout the film, which is more likely for thicker films
involving longer diffusion distances. The separate layer deposition method can
be achieved with a single e-beam evaporator with at least two crucibles. Thus,
it is the only preparation method that can be realized in the NSCT.
In the following the separate layer deposition procedure is adopted to prepare single-
crystalline FeRh thin films on MgO substrates. Both ex-situ and in-situ sample
preparation procedures are performed by similar techniques. After deposition, the
surface order is investigated by LEED, and the composition (and contamination)
is analyzed by AES or XPS.
3.2.1. Thermal evaporation
The main components for e-beam evaporation are the e-beam evaporator itself,
a mircobalance (based on a quartz crystal sensor) to determine the evaporation
rate, and a manipulator to handle the sample and control its temperature. E-beam
evaporation is widely used for thin film preparation, because it is compatible with
UHV and allows to evaporate very pure materials. In both the MBE system and
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the NSCT, there are e-beam evaporators with five crucibles in linear arrangement,
such that each crucible can be shifted to the position of the electron beam. Thus
only one crucible can be operate at the same time. A cross section of the e-beam
evaporator is shown in Fig. 3.5. A high voltage of -5 keV is applied to the filament
with respect to ground. The filament is heated by a current source. When the
electrons thermally emit from the filament, they are accelerated in the field. The
electron beam is bent and focused to the crucible by a magnetic field generated
by a permanent magnet. When the evaporation source material reaches a certain
material dependent temperature, the material will be evaporated. A microbalance
located next to the sample and exposed to the flux of the evaporated material above
the crucible is used to monitor the evaporation rate. A shutter introduced between
the sample and the crucible, but above the microbalance determines the deposition
time. Thus the evaporation rate can be controlled during the whole evaporation
process. The directional distribution of the material flux follows the cosine law of
emission expressed by [57]
jΩ(θ, φ) =
z cos θ
pi
, (3.1)
where θ is the angle with respect to the normal emission direction and z the crucible-
substrate distance. Equation (3.1) indicates that the distribution of materials on a
flat sample is not homogeneous even if the emission of atoms is stable. But when
the distance z between the sample and the evaporation source is large compared to
I
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Figure 3.5.: Schematic cross section drawing of an e-beam evaporator.
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the substrate size, the error is negligible. In our case, z ≈ 40 cm and the samples
are 1× 1 cm2 in size.
The temperature of the sample on the manipulator is controlled either by e-beam
heating from the back side or by cooling with liquid nitrogen. The thickness of the
materials evaporated on the sample can be monitored by the microbalance. How-
ever, as the microbalance measures the deposited mass rather than the thickness
of the sample and is positioned at a different position as the sample, the thickness
monitor needs to be calibrated. A thin Au film was evaporated onto a MgO sub-
strate and its thickness was determined from X-ray reflectivity measurements using
an open source software GenX [58].
3.2.2. Low-energy electron diffraction
Low-energy electron diffraction (LEED) is one of the most common electron-based
techniques for surface structure determination. LEED is often used to check the
crystal structure and surface reconstructions [59]. The basic requirements for LEED
measurements are a electron gun, a manipulator and a screen. Figure 3.6 shows a
LEED with a hemispherical semi-transparent screen. Electrons are emitted from
the gun and perpendicularly impinge on the sample with an energy in the range
from 30 to 500 eV. The probing depth of the low-energy electrons is only a few
A˚ngstrom, hence, LEED is a very surface sensitivity technique.
We consider electron scattering from a two-dimensional lattice, which is defined by
the two lattice vectors a1 and a2. If the incident electron beam’s energy is E, then
the wavelength of electron in the unit of A˚ is given by
λ =
√
150.4
E(eV)
(A˚), (3.2)
i.e.λ is of the order of one A˚.
For LEED, only elastic scattering is considered. Thus, the incident and scattered
beams have the same energy and wavelength. If the incident and scattered beams
are described by unit vectors s and s′, respectively, then the scattering vector is
given by
∆s = s− s′. (3.3)
According to the Laue conditions, diffraction from a two-dimensional lattice must
satisfy the two conditions [60]
a1 ·∆s = hλ, a2 ·∆s = kλ, (3.4)
where h and k are integer numbers. If Ghk = hb1 + kb2 represents the reciprocal
lattice spanned by the basis b1 and b2, then the Laue conditions can be also written
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Figure 3.6.: Hemispherical LEED optics.
as
∆s =
λ
2pi
Ghk. (3.5)
This means that the reciprocal lattice of the crystal surface can be deduced from
the observed LEED pattern.
3.2.3. X-ray photoelectron spectroscopy
X-Ray Photoelectron Spectroscopy (XPS) is used to analyze the chemical com-
position in the MBE system. The main components for XPS are a X-ray source
and a hemispherical energy analyzer. The XPS installed in the MBE system is
schematically shown in Fig. 3.7. The sample surface is perpendicular to the axis of
the entrance lense of the energy analyzer and the incident angle of the photons is
54.7 ◦, the so-called the “magic angle”.
In the x-ray source an anode material is bombarded with high-energy electrons to
generate characteristic X-ray radiation superimposed to the Bremsstrahlung spec-
trum. The anode materials employed in the XR-50 x-ray source are Al and Mg
with radiation lines at energy of 1486.6 and 1253.6 eV, respectively. When x-ray
phonons are absorbed in the sample, electrons can be excited, travel through the
sample to the surface, escape through the surface, and are finally detected in the
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PHOIBOS Hemispherical Energy Analyser
Five Channeltron
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X-Ray Source
Figure 3.7.: Schematic cross section of the XPS instrument in the MBE system.
It comprises an XR-50 x-ray source and a PHOIBOS hemispherical
energy analyser with five channeltron detectors.
hemispherical energy analyzer. If the binding energy is Eb, the phonon energy is
hν, and using the work function ΦA of the PHOIBOS hemispherical energy ana-
lyzer is ΦA = 4.324 eV, then the kinetic energy Ek of the electron measured by the
analyzer is [61]
Ek = hν − Eb − ΦA. (3.6)
Normally for XPS, the energy analyzer is operated in the constant-analyzer-energy
(CAE) mode, where the electrons are retarded in the entrance lense of the analyzer
to pass the hemisphere with a constant energy resulting in a constant energy res-
olution ∆E = const. throughout the whole spectra. The intensity is recorded as a
function of the kinetic energy of the emitted electron, which is varied by sweeping
the retarding potential. After an XPS spectrum is obtained, the detected elements
can be identified comparing the peak positions with a data base. For a quantita-
tive analysis, the background of the spectrum needs to be subtracted and then the
chemical composition can be estimated using tabulated elemental relative sensitivity
factors. All these operations can be performed by the software CasaXPS [62].
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3.2.4. Auger electron spectroscopy
In a typical Auger electron spectroscopy (AES) measurement, the sample is irradi-
ated with a high-energy electron beam (about 3 keV) from an electron gun. As a
result, the atoms in the sample are ionized and outer shell electrons fill up the ion-
ized states. As an alternative to radiative decay (florescence), the energy released
by this process is transmitted to another outer shell electron, the so-called Auger
electron, that is emitted from the atom.
The AES in the NSCT consists of a high-energy electron gun and a hemispherical
analyzer as shown in Fig. 3.8. The applied high voltage to the electron gun is
3 keV. The incident electron beam angle is 45◦ with respect to the sample plane,
while the entrance axis of the energy analyzer is perpendicular to the sample plane.
In addition, the sample is tilted by 15◦ with respect to the horizontal direction.
Normally for AES, the energy analyzer is operated in constant-retard-ratio (CRR)
mode, where the ratio between retarding potential and pass energy is kept constant.
As a consequence, the energy resolution of the analyzer is not constant throughout
the spectra, but ∆E/E = const.
Sample
SPHERA Energy Analyser
EKF300 Electron Gun
Seven Channeltron
Detectors
Figure 3.8.: Schematic cross section of the AES instrument in the NSCT. It com-
prises an EKF300 electron gun and a SPHERA energy analyzer with
seven channeltron detectors.
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Table 3.1.: Auger sensitivity factors Si for i = Fe, Rh, C, and O taken from the
Auger handbook [64].
Element Energy (eV) Sx at 3 keV
C 275 0.6143
O 510 1.2571
Fe
600 0.5359
654 0.7878
705 0.9494
Rh
259 0.8283
305 3.1578
The intensity is recorded as a function of the kinetic energy of the emitted elec-
tron. Once the spectrum is recorded, is is numerically differentiated with respect
to the energy using a five-point Savitzky-Golay filter in order to get rid of the
background [63] and for a better comparison with tabulated spectra [64], which
are presented in the differentiated form. In addition to identifying the elements
that contribute to the spectra based on the peak positions, on can also obtain the
chemical composition using the Auger sensitivity factors. For example, if the mea-
sured Auger peak-to-peak height in the differentiated spectrum is Ii for element i
in a homogenous alloy with N elements and the relative Auger sensitivity factors
are Si, then the surface atomic concentration of element i, Xi, can be estimated
as [65, 66]
Xi =
Ii/Si∑N
n=1 In/Sn
. (3.7)
The reference Auger sensitivity factors of Fe and Rh are taken from the Auger
Handbook [64] and are listed in Table 3.1 together with those of the most important
contaminations in the spectra.
3.3. In-situ magneto-optical Kerr effect
The magneto-optical Kerr effect (MOKE) of ferromagnetic thin films has been in-
tensively studied over last decades [67, 68]. The probing depth of MOKE is material
dependent, but typically about 20 nm [69]. An in-situ MOKE setup has been added
to the NSCT in order to study the metamagnetic transition of FeRh thin films.
The principle of the in-situ MOKE setup will be introduced here.
When linearly p-polarized light is reflected from a sample surface, if the sample
is nonmagnetic, the reflected light is purely p-polarized. But if the sample is fer-
romagnetic, the reflected light can contain an s-component in addition to the p-
component [70]. The magneto-Optical Kerr effect is phenomenologically expressed
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Figure 3.9.: Schematic drawing of the in-situ MOKE setup.
as
Es/Ep = φ
′ + iφ′′, (3.8)
where Es,p is the s- and p-component, respectively, of the laser beam. φ is the Kerr
rotation and φ′′ the ellipticity. The MOKE setup in the NSCT is installed in the
preparation chamber and allows measuring the Kerr rotation in-situ immediately
after preparing a sample in the NSCT. The longitudinal MOKE configuration,
which is sensitive to the in-plane magnetization component in the plane of reflection,
is shown in Fig. 3.9. During operation, the sample is mounted on manipulator that
can cooled to 143 K by liquid nitrogen.
The optical components of MOKE setup are a laser, a polarizer, and an analyzer.
The wavelength of laser is 670 nm, and the laser intensity is modulated at a fre-
quency of 333 Hz in order to employ a lock-in detection technique to reduce the
noise and avoid disturbances of the light from the environment. The employed po-
larizer is Glan-Taylor prism, which totally reflects s-polarized light but transmits
p-polarized light [71].
For the polarization analysis of the reflected we use a Wollaston prism, which splits
the reflected polarized light into two orthogonal linearly polarized outgoing beams.
One beam does not change the propagation direction, but the other beam has a
divergence angle of 10◦. The outgoing beams’ intensities depend on the polarization
detection of the incident light and the orientation of the polarization axis of the
Wollaston prism. For a given incident polarization state of the incident light, one
can adjust the intensities of the two outgoing beams to be equal by rotating the
prism. Two photodiodes are used to detect the intensity of the two beams enabling
a sensitive detection of small changes of the incident polarization state.
If the azimuth angle of the Glan-Taylor polarizer prism is α, assume that the probe
light is p-polarized when α = 0 and s-polarized when α = 90◦. If the azimuth
37
3. Experimental procedures
angle of the Wollaston analyzer prism is β = 0◦, the signal of photodiode 1, |I1|2,
is maximum, whereas for β = 90◦ the signal of photodiode 2, |I2|2, is maximum.
When the input light is p-polarized, the splitted beam amplitudes can be expressed
by the reflected light’s s and p components Es,p
I =
[
I1
I2
]
=
[
cosβ sinβ
− sinβ cosβ
] [
Ep
Es
]
. (3.9)
Thus,
|I1|2 = cos2 βEpE∗p + sin2 βEsE∗s + sinβ cosβ(EpE∗s + EsE∗p)
|I2|2 = sin2 βEpE∗p + cos2 βEsE∗s − sinβ cosβ(EpE∗s + EsE∗p). (3.10)
Because we use differential detection, there are two output signal, one is the common
output Icom = |I1|2 + |I2|2, the other is differential output Idiff = |I1|2−|I2|2,
Icom = EpE
∗
p + EsE
∗
s
Idiff = (cos
2 β − sin2 β)(EpE∗p − EsE∗s ) + 2 sinβ cosβ(EpE∗s + EsE∗p). (3.11)
Substituting Eq. (3.8) into Eq. (3.11) yields
Icom = E
2
p(1 + φ
′2 + φ′′2)
Idiff = (cos
2 β − sin2 β)E2p(1− φ′2 − φ′′2) + 4 sinβ cosβE2pφ′. (3.12)
For β = 45◦, the differential output can be simplified as
Idiff = 2E
2
pφ
′, (3.13)
and as 1 φ′2 + φ′′2
Icom ' E2p . (3.14)
As a result, the Kerr rotation can be easily obtained by
φ′ =
1
2
Idiff
Icom
. (3.15)
However, during adjustment it is very difficult to have exactly β = 45◦, if β =
45◦ + δ, where δ is the misalignment angle, then
Icom = E
2
p(1 + φ
′2 + φ′′2)
Idiff = sin(2δ)E
2
p(1− φ′2 − φ′′2) + 2 cos(2δ)E2pφ′. (3.16)
Since both the Kerr rotation φ′ and the Kerr ellipticity φ′′ are very small compared
to unity and we also assume that the misalignment angle δ is also very small, the
differential output can be approximated as
Idiff = 2E
2
p(φ
′ + δ). (3.17)
From Eq. (3.17) it is obvious that for small δ, the differential signal is offset pro-
portional to δ. Therefore, a small misalignment has no influence on the shape of
MOKE hysteresis loops, for which φ′ is measured as a function of the applied field.
Besides, the average of many loops can be taken to supress the spurious influence
of the possible drift of the laser intensity and to reduce the noise [69].
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3.4. Scanning electron microscopy with polarization
analysis
Scanning electron microscopy with polarization analysis (SEMPA) is a technique
for high-resolution magnetic domain observation. The functional parts of a SEMPA
are shown in Fig. 3.10. The setup mainly contains two parts, one is a high-resolution
SEM and the other a spin polarization low-energy electron diffraction (SPLEED)
detector. The angle between the SEM column and the SPLEED column is 60◦.
During operation, the sample plane is perpendicular to the SPLEED detector for
the detection of the two in-plane magnetization components of the sample. The
angle of incidence of the electron beam is then 60◦. For the detection of out-of-
plane components, the angle between surface normal and SPLEED axis should be
as large as possible (but still compatible with the working distance of the SEM).
The SPLEED detector has been updated from channeltrons to multi-channel plates
(MCPs) during the course of this thesis. Compared to the channeltrons, the MCPs
have a longer lifetime [72].
Thermal Field EmitterAnode
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Electromagnetic
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In-lens SED
Magnetic Lens
Scan coils
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Grid on Scatttering Potential
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(2,0) LEED Spot
(-2,0) LEED Spot
Sample
SEM
SPLEED
Figure 3.10.: Functional parts of the SEMPA with MCPs-detectors.
3.4.1. Scanning electron microscopy
There are many imaging modes of SEM, but the modes named “secondary elec-
trons (SE)” and “backscattered electrons (BSE)” are the most important ones. By
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convention, electrons with exit energies larger than 50 eV are called backscattered
electrons, and electrons with exit energies less than 50 eV are called secondary
electrons.
There is a empirical formula that describes the backscattering coefficient η [73]
η(Z, φ) = (1 + cos(φ))−9/
√
Z , (3.18)
where Z is the atomic number of the sample material and φ the tilt angle (φ = 0
corresponds to normal incidence). Owing to the the large information volume
and exit area, the BSE mode can image the surface topography only at lower
magnification.
On the other hand, in the SE mode electrons can leave the specimen only from a
small exit depth tSE , which is of the order of 0.5 to 1.5 nm for metals. In the range
of 1 to 100 eV, the SE emission yield can be simply described by [73]
δ ∝ E−0.8 sec(φ)tSE , (3.19)
where E is the primary electron beam energy. The SE yield decreases as E increases,
but increases as φ becomes larger.
SEMPA is based on the SE mode of SEM. Hence, SEMPA is very surface sensitive
and the probing depth is only a few atomic layers. In order to increase the SE
yield and, thus, to achieve a better signal-to-noise ratio, the energy of the electron
beam should not be too large. At the same time, the energy should not be too small
because lower beam energies decrease the spatial resolution of SEM. For the normal
operation of SEMPA, the primary beam energy is between 5 to 10 kV. When the
electron beam scans an insulating sample, e.g. MgO or a thin metal film on MgO, it
accumulates electrical charge (charging), such that a negative potential builds up,
which lowers the spatial resolution. In this case, a higher beam energy can yield a
better resolution.
3.4.2. Spin-polarized low-energy electron diffraction
It has been observed that SE from a ferromagnet excited by unpolarized primary
electrons are spin-polarized [74]. The characteristic feature of the band structure of
ferromagnets is an imbalance between spin-up and spin-down electrons at the Fermi
level. When a ferromagnet is irradiated with an electron beam with energies in the
range of a few keV, the spin polarization of the SE depends on the magnetization
of the emitting sample area. Both the SE yield and the SE polarization depend on
the primary energy E. The SE polarization is enhanced for low-energy (a few eV
only) SE. This enhancement is commonly believed to originate from the cascade
process of SE creation [75].
After the polarized SE escape from the sample surface, the SE polarization can be
detected, in our case by the SPLEED detector. The first successful spin-polarized
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double-scattering LEED experiment was done by Kirschner [76]. If the electron-
solid interaction contains a spin-dependent contribution, the LEED beams exhibit
spin polarization effects, which can manifest themselves in two forms: First as an
asymmetry in the scattered intensities for polarized primary beams of opposite spin
alignment and second as spin polarization of the diffracted beams for an unpolarized
primary beam [77].
The operating principle of SPLEED detector is based on the first effect, namely the
asymmetric scattering of spin-polarized electrons from a surface, which originates
from the spin-orbit coupling contribution to the electron-solid interaction potential,
see Fig. 3.10. The SPLEED detector employs scattering of the spin-polarized elec-
trons from the (001) surface of a W single crystal to take advantage of the strong
spin-orbit coupling in this high-Z material.
The polarized SE emitted from the sample are collected by the entrance lens, accel-
erated to an energy of 104.5 eV, and focused onto the well-ordered W(100) crystal,
where they are diffracted by the surface lattice as in a LEED experiment. Four
structurally equivalent diffraction spots are detected by four MCPs. An expand-
ing lens just in front of the MCPs spreads the beam to cover the whole MCPs
area. This reduces the areal current density and, thus, increases the lifetime of the
MCPs [72, 78].
As in a LEED setup, the primary beam impinges perpendicularly onto the W(001)
surface. Among the diffracted beams, the structurally equivalent (2, 0), (2¯, 0), (0, 2),
and (0, 2¯) beams are detected by four MCPs. For unpolarized normally incident
electrons, the four (2,0) beams are equivalent and of equal intensity. If the incident
beam has a polarization vector normal to the electron momentum, the intensities
of the four beams are no more the same. The polarization can be calculated from
the count rates of the four MCPs N→,←,↑,↓
Px =
N→ −N←
N→ +N←
(3.20)
Py =
N↑ −N↓
N↑ +N↓
. (3.21)
Since the polarization is calculated as the normalized intensity difference, SEMPA
can in principle suppress topographic contributions. However, due to the finite
size of the interaction zone of the electron beam with matter, the suppression
of the topography is not perfect. Figure 3.11 shows the so-called topographic ef-
fect in SEMPA for a magnetic thin film on a nonmagnetic substrate. When the
surface roughness of the magnetic thin film (typical several nanometers) is much
smaller than the electron range (e.g. 1µm for a 10 keV electron beam in Al), the
surface roughness can not affect the secondary yield and the spin polarization (see
Fig. 3.11 (a)). But when there is a particle or a gap that is larger than the electron
range, the secondary electron yield can be changed strongly. See Fig. 3.11 (b), if the
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Figure 3.11.: Sketch of topographic effect of a magnetic thin film in SEMPA for (a)
a rough surface, (b) a magnetic particle, and (c) a gap.
electron beam incidents at the edge of the particle, more secondary electrons can
escape from the edge of the particle, or the backscattering electrons even escape
from the edge and are scattered in a cascade so that more secondary electrons are
generated. Hence, the yield of secondary electrons can be strongly enhanced at the
edge of a particle. On the other hand, if there is a deep gap, the SE may be ab-
sorbed by the walls, so that the SE yield will be strongly reduced, see Fig. 3.11 (c).
When the SE yield changes too much, the normalization of the intensity differ-
ence cannot suppress anymore the topological contrast effectively. Device asymme-
try (e.g. amplification asymmetry of the MCPs) can become a delicate problem in
SEMPA measurements and may result in a spin polarization even for nonmagnetic
substrates [75]. Hence, in real SEMPA measurements, one must be careful not to
misinterpret topographic effects as magnetic polarization.
If the incident beam current is I0, the measured reflectivity is R = I(2,0)/I0. With
the polarization of the detector beams is P , the figure of merit for the electron
polarization measurement is defined as
F = P 2R. (3.22)
The larger this number, the better the efficiency of the detector. The maximum
figure of merit of a W(001)-based SPLEED detector operated at a diffraction energy
of 104.5 eV is F = 1.6 × 10−4 [79]. Compared with Mott detectors (F = 6 ×
10−4 [80]), though the figure of merit of SPLEED detectors is lower. However, a
SPLEED detector is much more compact than a Mott detector, because a Mott
detector requires much higher electrostatic acceleration voltages (e.g. 40 kV) than
the SPLEED detector (e.g. 3 kV) so that the electron lenses and the power supplies
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for the Mott detector are much larger.
3.4.3. Calibration of the four MCPs
During SEMPA measurement four images are obtained by recording the intensity
of the four diffraction beams from the W(100) crystal. From these four images,
one can calculate using Eqs. (3.20) and (3.21) the magnetic domain image of the
sample. However, this requires a calibration of the four MCPs signals.
Before the SEMPA measurement one needs to adjust the diffraction and lense
voltages of the SPLEED detector to eliminate offsets of the four MCPs using an
unpolarized electron beam. One way to obtain an unpolarized electron beam is
to scan a nonmagnetic material. However, when the sample is an extended ferro-
magnetic film, it is not easy to obtain an unpolarized electron beam to adjust the
MCPs. In addition, even when the intensity of four diffraction beams impinging on
the MCPs have the same intensity, there can still be an asymmetry at the MCPs
outputs, e.g. due to different amplification factors and beam trajectories for the
four MCPs.
If one cannot adjust the MCPs output signals properly, the actual asymmetry can
be estimated by a post-processing procedure using the known domain structure of a
well-defined sample geometry. The closed-flux domain structure of a square element
cut from a single-crystalline Fe thin film on GaAs(100) shows a symmetric magneti-
zation pattern, the so-called Landau domain structure, if the edges of the square are
aligned with the easy axes of the cubic magnetocrystalline anisotropy [81]. The Lan-
dau domain pattern results from the interaction of shape and magnetocrystalline
anisotropy.
Figure 3.12 shows the domain structure of a 25 nm thick Fe film, into which a
quadratic frame is milled by an focused ion beam (FIB) of 30 keV Ga+ ions. Fig-
ure 3.12(a) is the topography image obtained by adding all four MCPs intensities.
This signal is very sensitive to topographic contrast and the surface contamination
since the SPLEED detector can be viewed as a secondary electron detector. The
blue area is the ditch created by the FIB milling. The ditch is about 750 nm wide
and its edges run along the easy axes of the Fe film. If the ion beam dose is high
enough, all Fe atoms are removed in the ditch, and even atoms of the substrate
may have been removed. As a result, the central square with a size of 1.5×1.5 µm2
is magnetically decoupled from the environment. The light grey area around the
ditch is mainly due to the re-deposition of sputtered material, which has a different
work function than the Fe film.
Figures 3.12(b) and (c) show flux-closed domain structures inside the square and in
the upper left corner of the images (see the red circles in Figures. 3.12(b) and (c)).
The flux-closed magnetic domain structures have four 90◦ domain walls separating
four domains and a vortex in the center.
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Figure 3.12.: SEMPA images of a Fe square element made by FIB milling of a Fe
thin film on GaAs(100). (a) The sum of all four MCPs channels rep-
resents the surface topography. (b) and (c) are the Px and Py images,
respectively, according to Eqs. (3.20) and (3.21). They correspond to
the in-plane magnetization components Mx and My.
In order to calibrate the offsets of the MCPs we consider a certain position (x, y) of
the Fe thin film. The in-plane magnetization at this position (Mx,My) is propor-
tional to the polarization vector of the SE emitted from this site, P = (Px, Py) ∝
(Mx,My) [82]. If the domain walls and the vortex core, which both have sizes of
the order of 10 nm, are neglected, the local polarization vectors of the flux-closed
domain structure point in four different orientations, but have everywhere the same
magnitude. Therefore, the density plot of polarization distribution in such an ideal
case is expected to have four symmetric spots.
We extract the values of the polarization of both flux-closed domain structures in
Figures. 3.12(b) and (c) after applying a Gaussian filter to reduce the noise in the
two-dimensional data. The resulting density plot of the polarization distribution is
shown in Fig. 3.13. There are four clearly resolved spots, which are slightly blurred
due to noise. The intensity on the lines connecting the four spots is due to the
domain walls.
Note that the center of the four spots is not at the zero position, P = 0. This is
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Figure 3.13.: Two-dimensional density plot of the polarization distribution. The
color bar shows the probability density of the polarization values. The
x-axis polarization offset is P¯x = 3.55%, and the y-axis polarization
offset is P¯y = 0.77%.
due to the offsets of the MCPs, which are now simply estimated from the mean
polarization vector, which is (P¯x, P¯y) =(0.0355,0.0077). The calibration procedure
is
P′ =
(
P ′x
P ′y
)
=
(
Px − P¯x
Py − P¯y
)
. (3.23)
The amplification asymmetry of the four MCPs strongly depends on the applied
high voltage, which is adjusted from time to time as the performance of the MCPs
degenerates with time. Thus, a new calibration is required after each increase of
the MCPs acceleration voltage, but more frequent calibration is advisable, since it
also corrects other instrument-related asymmetries, e.g. those of the electron-optical
path through the lenses.
In a next step, we estimate the amplitude of the polarization. Since the saturated
magnetization is uniform when the temperature is stable, the magnitude of the
polarization is the same in all domains and the histogram of the polarization mag-
nitude should show a single sharp peak. The histogram extracted from the data
in Fig. 3.12 is shown in Fig. 3.14. Assuming Gaussian noise in the data, we can fit
the histogram with a Gaussian peak to precisely determine the mean polarization
magnitude |P′|, which in this case is |P′| =4.6%.
Finally, it is possible to represent the two-dimensional polarization vector distribu-
tion P′ as a false color image in the HSV (Hue, Saturation, Lightness) color space.
At first, we define the color-wheel, which is shown in Fig. 3.15(b). Different colors
represents different magnetization directions, and the saturation is proportional to
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Figure 3.14.: Histogram of the polarization magnitude of Landau structures. µ =
0.046 is the mean value and σ = 0.005 is the standard deviation.
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Figure 3.15.: False color representation of SEMPA images of Landau structures
after MCPs calibration. (a) The polarization vector image and (b)
the color-wheel translating the HSV color space into the polarization
space.
the magnitude of P′. The false color representation of the data in Fig. 3.12 after
the MCPs offset calibration based on Fig. 3.13 is shown in Fig. 3.15(a).
From Fig. 3.15(a) we find that not only the magnetization can result in the polar-
ization, but also topographic effects seemingly generate polarization contrasts (see
Section 3.4.2). The topographic contrast can even exceed the contrast of magnetic
origin. An example is the bright green line at the upper right border of the frame
in Fig. 3.15(a).
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It has been revealed by Ding et al. [22] several years ago that both the AFM and
the FM state can coexist in single-crystalline FeRh thin films with MgO or Au
capping layers. Baldasseroni et al. [23] further indicated that FM domains existed
at the surface of the single-crystalline FeRh thin films with an Al capping layer.
In order to investigate the intrinsic surface magnetic properties of FeRh, single-
crystalline FeRh thin films will be prepared both ex-situ and in-situ without any
capping layer. Both bulk and surface magnetic phase transition are analyzed by
SEMPA and MOKE, respectively. The details of sample preparation methods and
the measurement results are given in this chapter.
4.1. Ex-situ preparation method
In this section, the ex-situ sample preparation method for single-crystalline FeRh
thin films on MgO(100) is described. Two samples are prepared, one has a Rh-
rich surface, the other an Fe-rich surface. Both samples are transferred trough air
without capping layer into the NSCT. After the transfer, the contamination and
oxidation of both Fe or Rh-rich surfaces of the FeRh thin films are analyzed by
AES. At last, the magnetic properties of both samples are measured by MOKE or
SEMPA.
4.1.1. Ex-situ sample preparation
It is well known that Fe can be epitaxially grown on MgO(100), whereas this is
not possible for Rh because of the large mismatch between the lattice constants of
MgO(100) and metallic Rh. Furthermore, Rh does also not grow epitaxially on Fe
for the same reason. In contrast, the mismatch between the lattice constants of
FeRh and MgO is small, allowing to achieve single-crystalline growth of FeRh on
MgO(100). Lommel [52] has shown that FeRh thin films can be prepared by sub-
sequently depositing layers of Fe and Rh on SiO2 and applying high-temperature
post-annealing, However, the thus prepared FeRh thin films on SiO2 are polycrys-
talline. In order to identify the conditions to prepare single-crystalline FeRh films
on MgO(100) by thermal evaporation from a single e-beam evaporator with sev-
eral crucibles, in this work many samples have been prepared with different grown
conditions.
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MgO(100) substrate preparation by high temperature annealing
The commercial MgO(100) substrates are first cleaned with isopropanol in an ul-
trasonic bath. Then the substrate is transferred into MBE system. In principle,
even if MgO is cleaved in air, the surface of MgO is full of carbon contamination.
This is even more the case for air-exposed and polished surfaces. In order to remove
the contamination, the MgO substrates need to be annealed at high temperature
in UHV [83].
Here, the MgO substrates are annealed at 600◦C in UHV for 1 hour. After anneal-
ing, a LEED pattern of the MgO(100) surface can be obtained, which is shown in
Fig. 4.1. The lattice constant of MgO, which is estimated from the LEED pattern
at 106 eV and 132 eV, is 4.05 A˚ and 4.07 A˚, respectively. However, the lattice con-
stant of MgO given by the literature is 4.21 A˚, which is about 1% larger than the
estimated results from the LEED pattern. Because MgO is an insulator, the sur-
face charges up during the LEED measurements. Comparing the estimated lattice
constants and the real lattice constant, we further estimate the potential due to
charging to be -7.9 V and -8.6 V at 106 eV and 132 eV, respectively. Nevertheless,
LEED patterns of clean MgO surfaces could be observed for higher electron energies
in the range between 100 and 300 eV.
(1,0)
(-1,0)
(0,-1)
(0,1)
(a) 106 eV
(1,-1)
(-1,1)
(-1,-1)(1,1)
(b) 132 eV
Figure 4.1.: LEED pattern of a clean MgO(100) surface (a) at 106 eV and (b) at
132 eV. The asymmetry of the spot intensities originates from an ac-
cidental and partial metallic coating of the LEED screen. The arrows
represent the reciprocal unit vectors of the MgO(100) surface.
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Epitaxial growth of Fe on MgO(100)
At room temperature, the lattice constants of MgO and bcc Fe are 0.421 and
0.287 nm, respectively. The lattice constant mismatch is less than 4%, if the [100]
axis of the bcc cube of Fe is rotated by 45◦ with respect to the [100] axis the
MgO structure. The growth mode of Fe on MgO(100), 2D (layer-by-layer) or 3D
(island) growth, depends on the growth temperature. The temperature for Fe on
MgO to overcome the Schwoebel barrier[84, 85], which give rise to pyramid-like
island growth, is estimated to be between 400-450 K [86]. With increasing growth
temperature the Fe pyramid islands on MgO increase in the lateral size and finally
coalesce to form an extended and ordered thin film.
In a the first step, three Fe thin films are prepared by thermal evaporation on
high-temperature annealed MgO(100) substrates at different growth temperature
in order to investigate the temperature effect on the growth. The thickness of the Fe
films is fixed to 10 nm, but the growth temperatures are room temperature, 450, and
600 K, respectively. After cooling down to room temperature, LEED is performed
in order to analyze the surface order. LEED patterns could only obtained when the
Fe growth takes place at 600 K (see Fig. 4.2). Although most of the contamination
of the MgO(100) surface can be removed by high-temperature annealing, there still
seems to be a significant number of defects indicating that the C contamination
could not be removed completely. These defects and C contamination strongly
affect the the epitaxial growth of Fe. Hence, only at 600 K the Fe atoms have enough
energy to overcome the Schwoebel barrier (and possibly detach from remaining C
contaminations on the initial MgO surface) to form a film with a smooth and
ordered surface allowing for the observation of clear LEED patterns. The lattice
(1,0)
(-1,0)
(0,-1)
(0,1)
(a) 214 eV
(2,0)
(-2,0)
(0,-2)
(0,2)
(b) 321 eV
Figure 4.2.: LEED pattern of Fe/MgO(100) grown at 600 K (a) at 214 eV and (b) at
321 eV. The arrows represent the reciprocal unit vectors of the Fe(100)
surface.
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constant of Fe, which is estimated from the LEED pattern at 214 eV and 321 eV,
is 2.46 A˚ and 2.63 A˚, respectively. However, the lattice constant of Fe in the bulk
given by the literature is 2.87 A˚, which is about 10% larger than the estimation
results from the LEED pattern. Comparing the estimated lattice constant and the
lattice constant in the bulk, we further estimate the potential due to charging to be
-56.8 V and -51.4 V at 214 eV and 321 eV, respectively. Here, we find that a large
negative potential is built up by charging, which is due to the poor contact between
the thin film and ground.
Deposition Rh on Fe/MgO(100)
After the growth of the single-crystalline Fe thin film another layer of Rh is de-
posited at 600 K. Just after the Rh deposition, no LEED pattern can be observed
anymore, and XPS shows that the surface only contains Rh, but no Fe. Obviously
600 K is not high enough to intermix two layers of Fe and Rh. Hence, the samples
need to be further annealed at higher temperatures to let the Fe and Rh atoms
interdiffuse and to form the ordered FeRh alloy. After the sample is annealed at
900 K for two hours, XPS reveals that Fe has diffused to the surface. Although no
LEED pattern could be obtained immediately after the Rh deposition, clear LEED
patterns are observed at 106 and 229 eV after two hours annealing at 900 K, see
Fig. 4.3. It is concluded that upon annealing, the deposited material undergoes
a structural phase transition from disordered to an ordered structure. The lattice
constant of FeRh, which is estimated from the LEED pattern at 106 eV and 229 eV,
is 2.67 A˚ and 2.70 A˚, respectively. However, the lattice constant of FeRh in the bulk
(1,0)
(-1,0)
(0,-1)
(0,1)
(a) 106 eV
(1,0)
(-1,0)
(0,-1)
(0,1)
(b) 229 eV
Figure 4.3.: LEED patterns of FeRh/MgO(100) after high-temperature annealing
(a) at 106 eV and (b) at 229 eV. The arrows represent the reciprocal
unit vectors of the FeRh(100) surface.
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given by Zsoldos is 2.99 A˚ [87], which is about 10% larger than the estimated results
from the LEED pattern. If the lattice constant of the FeRh thin film is assumed
to be the same in the bulk, we further estimate the potential due to charging to be
-21.5 V and -42.3 V at 106 eV and 229 eV, respectively.
Chemical composition of FeRh thin film surface
The first-order magnetic phase transition only exists in FeRh alloys with a compo-
sition close to Fe50Rh50 [88]. Hence, the chemical composition will here be analyzed
by XPS.
The molecular density of a single-element thin film C is the number of atoms per
cm2,
C =
ρtNA
M
, (4.1)
where ρ is the density, t is the thin film thickness, NA = 6.022 × 1023mol−1 is
Avogadro constant, and M the atomic weight.
At room temperature, the density of Fe and Rh are 7.86 and 12.4 g/cm3, respec-
tively, and the atomic weights are 55.847 and 102.9055 respectively. From these
numbers we can calculate that for a thickness ratio of tFe : tRh = 1 : 1.17, the
atomic ratio of the molecular densities is CFe : CRh=50%:50%. Thus, we can con-
trol the composition of the final alloy film by choosing the proper film thickness
ratio of the Fe and Rh films. In addition, the lattice constant of FeRh only changes
by less than 2% when the atomic concentration changes by 20% [89], and the lattice
constant difference between bcc Fe and CsCl-type FeRh is less than 5%. Hence,
the thickness of the resulting FeRh alloy film is about two times the thickness of
the Fe layer.
This procedure for the determination of the alloy composition depends on the ac-
curateness of the quartz crystal sensors, which is estimated be of the order of 10%
in the best case. For this reason and since we are also interested especially in the
surface atomic concentration, the composition of the films are further analyzed by
the XPS or AES.
After optimizing the preparation of single-crystalline FeRh thin films on MgO(100),
two samples (called S1 and S2) with a FeRh thickness of 40 nm are made under the
same procedure: The MgO(100) substrate is cleaned by high-temperature anneal-
ing. Then 20 nm Fe and 23 nm Rh are deposited at 600 K one by one. Afterwards,
the samples are annealed at 900 K for two hours. Both samples are single-crystalline
FeRh thin films and have the similar LEED pattern after annealing.
In order to obtain the chemical composition of the sample surfaces, XPS is per-
formed as shown in Fig. 4.4. The binding energy of the main Fe XPS peaks are
708.1 and 721.1 eV, and the binding energy of the main Rh XPS peaks are at 307.0
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and 311.7 eV, and 496.2 and 521.0 eV [90]. The X-ray energy is 1486.6 eV when
using the Al anode and the work function of the energy analyzer is 4.324 eV. In
principle we should obtain peaks at 761.2, 774.2, 1175.3, 1170.6, 986.1, and 961.3 eV
in Fig. 4.4. However, we observe the peaks at 766.3, 779.3, 966.0, 991.0, 1175.5, and
1180 eV in Fig. 4.4(a), and at 762.2, 776.0, 961.5, 986.6, 1171.6, and 1175.6 eV in
Fig. 4.4(b). For both samples, due to charging effects related to the insulating MgO
substrate, the spectra are shifted by several eV.
Although the spectra reveal different degrees of charging, it is obvious from compar-
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Figure 4.4.: XPS of single-crystalline FeRh thin films on MgO prepared in the MBE
system after high-temperature annealing, but before transfer to the
NSCT: (a) sample S1 and (b) sample S2. The Ag peaks originate
from an accidental Ag coating of the clamps that fix the sample on the
sample holder.
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ing the Fe peak heights in Figs. 4.4 (a) with (b), that sample S1 has a clearly lower Fe
concentration than sample S2. Using CasaXPS, the chemical compositions can be
fitted and we find for S1 CFe : CRh = 45% : 55% and for S2 CFe : CRh = 52% : 48%.
The XPS results reveal for S1 a Rh-rich and for S2 an Fe-rich FeRh surface.
Although the two samples are grown under the same conditions, the atomic con-
centration difference between them is as large as 7%. One of the possible reasons
is that the quartz crystal sensors used to measure the thickness of each layer can
have errors, which directly result in non-reproducible concentrations. Therefore,
the film growth conditions can be different for two samples, which indirectly can
result in different atomic concentrations.
Surface cleaning after transfer through air
It is well known that pure Fe thin films undergo oxidation and contamination in
air. The oxidation process is complicated and strongly depends on temperature
and humidity. On the other hand, pure Rh thin films are rather stable and are less
susceptible to oxidation, but they can be contaminated with nitrogen and organic
compounds when exposed to air. Therefore, the bulk of FeRh thin films will not
be easily oxidized in air at room temperature, but the surface Fe atoms may be
oxidized and iron oxides may form. Contamination due to physisorption of gases
like O2, COx, N2 etc., which is limited to the surface region, can be removed by
high temperature annealing. Iron oxides are expected to be much more stable and
to resist annealing.
In order to investigate the oxidation of FeRh surface due to the transfer through
air, both samples S1 and S2 are analyzed in the NSCT by AES immediately after
the transfer and after two annealing cycles at 900 K for two hours, respectively. The
results are shown in Fig. 4.5 and Fig. 4.6. Before annealing, the surfaces of both
S1 and S2 are contaminated by C and O, but S2 is more strongly contaminated
with O than C. After the first annealing, the O peaks of S1 have disappeared, but
the C peak remained. On the other hand, the C peak of S2 has disappeared, but
the O peak is still very large. The second annealing cycle cannot remove the C
contamination of S1 or the O contamination of S2, too.
For a more quantitative analysis of the spectra we employ the Auger sensitivity
factors Sx (x = Fe, Rh, C, O) of Ref. [64] tabulated in Table 3.1. The sensitivity-
corrected intensities Ix/Sx, where Ix is the measured peak-to-peak height, are used
to estimate the relative contributions of the elements to the spectra, see Chap-
ter 3.2.4. Averaging the sensitivity-corrected intensities Ix/Sx of three Fe peaks
and two Rh peaks is used to reduce the statistical error. The results are compiled
in Table 4.1 and summarized as follows:
S1 Before annealing, we haveXFe : XRh : XC : XO = 21% : 28% : 21% : 21%. After
the first annealing, the O is removed and we have XFe : XRh : XC = 32% :
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Figure 4.5.: AES of ex-situ prepared single-crystalline Rh-rich FeRh thin films on
MgO(100) (S1) after transfer through air (a) before annealing, (b) after
first annealing, and (c) after second annealing.
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Figure 4.6.: AES of ex-situ prepared single-crystalline Fe-rich FeRh thin films on
MgO(100) (S2) after transfer through air (a) before annealing, (b) after
first annealing, and (c) after second annealing.
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45% : 23%. Comparing Figs. 4.5 (a) with (b), we observe that the peak shape
at around 280 eV has changed. This is most likely due to the disappearing of
the C contribution from COx, which can be desorbed, but a small C peak,
possibly due to chemisorbed C species, remains. After the second annealing,
the surface atomic concentration does not change so much, we have XFe :
XRh : XC = 32% : 47% : 21%. The increase of the C contribution during
the first annealing from 23% to 21% is most likely within the statistical error.
The ratio of Fe to Rh is about XFe : XRh = 42% : 58%; the surface of the
sample S1 is a Rh-rich surface.
S2 Before annealing, we have XFe : XRh : XC : XO = 29% : 20% : 8% : 43%.
After the first annealing, C is removed completely and the O contribution
is strongly reduced. We have XFe : XRh : XO = 42% : 33% : 25% after
the first annealing cycle and XFe : XRh : XO = 39% : 31% : 30% after
the second annealing. The increase of the O contribution from 25% to 30%
is most likely within the statistical error. The ratio of Fe to Rh is about
XFe : XRh = 39% : 31% = 56% : 44%; the surface of sample S2 is a Fe-rich
surface.
From this analysis, we find that the Fe-rich FeRh surface can easily be oxidized
in air, while the Rh-rich FeRh surface only physisorbes oxygen and carbon. Oxy-
gen, which contaminates the Rh-rich FeRh surface can be desorbed by the high-
temperature annealing, but not the carbon.
Table 4.1.: Spectral composition of samples S1 and S2 before annealing and after
two subsequent annealing cycles.
Element
Before annealing First annealing Second annealing
E (eV) X E (eV) X E (eV) X
S1
Fe
609
21%
609
32%
608.5
32%663.5 663.5 663
716 716 715.5
Rh
264
28%
263.5
45%
263.5
47%
310 309.5 310
C 280.5 21% 279 23% 280 21%
O 522.5 21%
S2
Fe
608.5
29%
609
42%
609
39%663 663 663
717 716 715.5
Rh
265
20%
263.5
33%
263
31%
310 309.5 310
C 280.5 8%
O 523 43% 522 25% 522 30%
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Figure 4.7.: LEED pattern of the Rh-rich FeRh thin film at 56 eV after surface
cleaning. The asymmetry of the spot intensities originates from a
small tilt angle between the sample surface normal and the LEED elec-
tron gun axis. The arrows represent the reciprocal unit vectors of the
FeRh(100) surface.
Though we could not obtain LEED patterns of both samples before surface cleaning,
a LEED pattern of the Rh-rich sample S1 can be obtained again at 56 eV after
surface cleaning (see Fig. 4.7). However, no LEED pattern of the Fe-rich sample
S2 can be obtained after surface cleaning. As anticipated, the Fe-rich surface of
sample S2 is oxidized and therefore disordered. But the Rh-rich surface is only
slightly contaminated by C, and thus exhibits an ordered surface after annealing.
The lattice constant of Rh-rich FeRh thin film on MgO(100), which is estimated
from the LEED pattern at 56 eV, is 3.00 A˚. The estimated lattice constant of Rh-
rich FeRh agrees well with the lattice constant in the bulk given by Zsoldos that is
2.99 A˚ [87]. Here, there is no strongly charging effect during LEED measurement
of the Rh-rich sample, because a better contact the thin film and the ground is
made during the sample transfer between two separate UHV systems using different
clamps between the thin film and the sample holder.
In summary, we could only obtain LEED patterns from Rh-rich FeRh thin films
after surface cleaning.
4.1.2. Magnetic properties of ex-situ prepared FeRh films
In a next step MOKE measurements are performed in-situ to measure the bulk
magnetic properties, which are accessible because the MOKE probing depth is of
the order of the film thickness. On the other hand, the probing depth of SEMPA is
only a few atomic layers and will allow measuring the surface magnetic properties,
providing the remaining surface contamination, especially the oxides, allows for a
magnetic surface and SEMPA measurements at all.
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MOKE results
The samples are first measured by MOKE at room temperature. Then they are
cooled by liquid nitrogen and the measurements are repeated. Figure 4.8(a) reveals
a magnetic hysteresis loop of the Rh-rich FeRh film at room temperature, but not
at 170 K. This is in agreement with a AFM to FM phase transition between 170 and
293 K. The coercivity of S1 at room temperature is 16 mT. In contrast, Fig. 4.8(b)
shows magnetic hysteresis loops of sample S2 both at room temperature and at
193 K. The coercivity of sample S2 is 26 and 27 mT at 293 and 193 K, respectively.
Further MOKE measurements at room temperature along other in-plane directions
of both samples show the same coercivity as that of the loops shown in Fig. 4.8,
which are measured with the applied field along the MgO[010] direction.
In literature, single-crytalline FeRh thin films on MgO(100) are reported to have
uniaxial anisotropy with an in-plane easy axis [14] (see Section 2.3.1). Here, the
coercivity of separate-layer-grown Rh-rich FeRh thin films is found to be two times
larger than that of sputtered FeRh thin film [14], while the coercivity of separate-
layer-grown Fe-rich FeRh thin films is three times larger. The larger coercivity of
sample S2 may due to the oxidized surface of the Fe-rich surface, which results in
a higher pinning energy.
The MOKE results in Figs. 4.8(a) and (b) reveal that both samples are in a FM state
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Figure 4.8.: MOKE results of ex-situ prepared samples measured along the
MgO(100)[010] direction. (a) Magnetic hysteresis loops of sample S1,
which has a Rh-rich surface, at both 293 and 170 K, and (b) for sample
S2, which has a Fe-rich surface, at both 293 and 193 K. The MOKE
results are taken as the average of three loops in oder to reduce the
noise and the zero offset.
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at room temperature, but sample S1 is in an AFM state at low temperature, while
sample S2 remains FM. The first-order phase transition temperature of sample S1
is below room temperature, which differs from the value of the equiatomic bulk
FeRh alloy reported in literature between 310 and 400 K [91, 36, 92].
Shirane et al. [28] and Tu et al. [36] have already pointed out that the Fe-rich FeRh
alloy is FM and shows no first-order magnetic transition from AFM to FM (see
Fig. 2.3 in Section 2.1). Besides, Hofer et al. [32] further showed that both the
magnetic moment and the Curie temperature decease, if the atomic concentration of
Rh increases from 50% to 63% for Rh-rich FeRh alloy, while the first-order transition
temperature increases as the Rh atomic concentration increases (see Fig. 2.2 and
Fig. 2.3 in Section 2.1). The MOKE results of the Rh-rich sample S1 only partially
agree with Hofer et al. [32], because they report a first-order transition temperature
for Fe40Rh60 of 347 K, while sample S1 has a much lower transition temperature.
The MOKE results of the Fe-rich sample S2 are in accordance with Shirane et
al. [28].
SEMPA results
Although MOKE could be performed on both samples, SEMPA measurements were
successful only for sample S1. As anticipated, the Fe-rich surface of sample S2 is
oxidized and therefore nonmagnetic, thus not revealing magnetic domains at the
surface. The thickness of the oxide layer is thick enough (i.e. more than 2-3 atomic
layers) to prevent spin-polarized secondary electrons to escape from the bulk. As a
result, we just could obtain the magnetic domain structure of the Rh-rich surface of
sample S2 at different temperatures, as shown in Fig. 4.10. SEMPA measurements
are first performed at room temperature, then after heating the sample up to 450 K,
cooling to room temperature, cooling further to 160 K by liquid nitrogen, and fi-
nally heating to 450 K in several steps. During each measurement, the sample’s
temperature is keep constant by a Lakeshore temperature controller.
The data in Fig. 4.10 is presented in a false color representation. The color-wheel
is shown in Fig. 4.9 and defines polarization values in the range ±0.1 (white in the
center corresponds to zero polarization and a saturated color at the circumference
of the color wheel indicates a polarization in the direction coded by the color with a
magnitude of 0.1). The domain structure in Figs. 4.10(a) to (l) does not change so
much when the temperature changes from 160 to 450 K. Figures 4.10(a), (e), and (i)
are all taken at room temperature but at different steps of the temperature sequence.
Their rather similar appearance indicates that neither heating nor cooling induces
significant non-reversible changes to the domain struture. Although the MOKE
results showed that the bulk of of the Rh-rich FeRh sample is in an AFM state
at 170 K, the SEMPA result at 160 K clearly shows a FM state at the surface, see
Fig. 4.10(f).
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In order to quantitatively analyze the spin polarization of the temperature depen-
dent SEMPA images, the density of the 2-dimensional polarization vector is plotted
as a 2-dimensional histogram as shown for the different temperatures in Figs. 4.11(a)
to (l). The general structures of the polarization vector densities are similar at all
temperatures. There are two peaks on the x-axis. Actually, this is a consequence
of the remanent state because during the MOKE measurements a magnetic field
has been applied along the x-axis, which is the MgO(100)[010] direction. Hence,
a majority of the domain magnetizations are collinear to the MgO(100)[010] direc-
tion.
Figures 4.11(a), (e), and (i) confirm that the domain structure hardly changes dur-
ing the temperature sequence when returning to the same temperature. Although
the structure of these histograms is similar, there are little differences in the po-
larization amplitude. There are many reasons for this observation. First, the the
W(100) crystal of the SPLEED detector tends to become contaminated over time,
which reduces the asymmetry of the diffracted beams even if the polarization of
the incoming electron beam is constant. Second, every SEMPA measurement takes
22 minutes and both heating and cooling between the measurements to reach the
next temperature value last several hours to achieve a stable temperature. Thus,
the whole measurement of the 16 images took three days. During this period it is
likely that the surface of FeRh film gets more contaminated by the residual gas in
the UHV chamber, which will result in a lower polarization of the surface. But if
the W(100) crystal is flashed after each measurement and the time delay between
experiments is not so long, then the degradation of the spin polarization is less
severe [93]. The average amplitude of the spin polarization derived from the radii
of the circular pattern in Fig.4.11 are plotted in Fig. 4.12. Although there is degra-
dation of the spin polarization, e.g. at room temperature, it is clear that the spin
polarization decreases as the temperature increases. For instance, all data points
−0.1 0.0 0.1−0.1
0.0
0.1
Figure 4.9.: Color wheel for the representation of the SEMPA data of the ex-situ
prepared FeRh thin films.
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Figure 4.10.: SEMPA images of an ex-situ prepared FeRh thin film with a Rh-rich
surface measured at different temperatures as indicated. Images are
taken at the same sample spot and in the sequence (a) to (l).
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Figure 4.11.: Two-dimensional histograms of the SEMPA images shown in Fig. 4.10,
which show the probability density as a function of the polarization
vector for the ex-situ prepared Rh-rich FeRh thin film.
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at room temperature are clearly higher than those at 450 K. The surface is always
in a FM state and shows no magnetic transition, which is in clear contrast to the
bulk behavior measured by MOKE that shows a magnetic transition upon cooling
to 170 K.
Coexistence of AFM and FM phases in FeRh
Taking together the MOKE and the SEMPA results, it is obvious that the FM
and AFM phases can coexist in single-crystalline FeRh thin films on MgO(100)
as observed for sample S1 with a Rh-rich surface and at a temperature of 160 K.
The SEMPA measurement indicates that the Rh-rich FeRh surface is FM at 160 K,
while the bulk is AFM as indicated by the MOKE hysteresis loops.
Although the surface is FM, there are two reasons that no magnetic hysteresis loop
of the FM surface can be detected by MOKE at low temperature. One reason
could be that the surface anisotropy increases the coercivity to become so large
that the magnetic filed generated by the electromagnet of the in-situ MOKE is not
sufficient to remagnetize the FM surface. Magnetic surface anisotropy is induced by
the symmetry breaking at the surface of the thin film [94]. If we denote the surface
anisotropy by Ks and the bulk anisotropy by Kb, then the effective anisotropy is
expressed as
Keff = Kb +
Ks
t
, (4.2)
where t is the thickness of the FM layer. Here, we neglect the interface anisotropy
between FeRh and MgO. At room temperature, the whole film is FM and the ef-
fective anisotropy is dominated by the bulk anisotropy. But at low temperature,
only the surface is FM, meaning that the surface anisotropy dominates the effective
anisotropy. When t is extremely small, the effective anisotropy can be very large.
Hence, the coercivity at low temperature can be much larger than at room temper-
ature, since a larger Zeeman energy is needed to overcome the anisotropy energy
in order to reverse the domains.
Another reason is that the thickness of the FM surface layer at low temperature is so
small that its contribution to the total MOKE signal is smaller than the sensitivity
of our in-situ MOKE setup. In fact, the MOKE signal is rather noisy, which to a
large extent is due to mechanical vibrations of the long manipulator at the MOKE
position. If the FM surface region is less than 1 nm thick (2.5% of the total FeRh
thickness), then its signal is likely to vanish in the noise.
Furthermore, there is no domain wall formation and nucleation when the tempera-
ture changes (see Fig. 4.10) though the spin polarization decreases as the tempera-
ture increases (see Fig. 4.11). In a SEMPA measurement of a certain material, the
spin polarization is proportional to the magnetization for given working conditions.
The fact that the spin polarization decreases as the temperature increases indicates
that the magnetization also decreases with increasing temperature. Typically, a
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change of the magnetization will also modify other energy terms such as the ex-
change energy, the stray field energy, and the anisotropy. As a consequence, the
domain structure is modified to achieve a new equilibrium state that minimizes the
total magnetic energy. But if there are a lot of defects on the surface, the domain
walls are pinned and the domains cannot easily relax. For the ex-situ prepared sam-
ples, we expect defects created by the contamination occurring during air exposure.
Although most of the contamination can be removed by high-temperature anneal-
ing, some defects seem to remain. Hence, the domain walls of the Rh-rich FeRh
surface are pinned by the defects and no domain wall formation and nucleation is
observable.
From the 2-dimensional histogram of the SEMPA images, we can further estimate
the values of the spin polarization as a function of temperature, which is shown in
Fig. 4.12. Although the bulk shows a magnetic phase transition, the surface behaves
like the usual ferromagnet. One possible explanation is that the AFM Fe-Fe inter-
action at the surface is slightly different from the bulk (see Section 2.2). Actually,
the thin film’s first-order transition temperature in the bulk is lower than reported
for bulk FeRh alloy samples [16, 28]. When the Fe-Fe exchange interaction de-
crease from -1.1 to -1.07 mRy, the first-order transition temperature decreases from
332 to 230 K (see Fig. 2.12 in Section 2.2.2). If the Fe-Fe exchange interaction fur-
ther decreases, e.g. to -1.06 mRy, then the first-order phase transition does not take
place anymore (see Fig. 2.12 in Section 2.2.2). The value of the the Fe-Fe exchange
interaction depends on subtle details of the crystalline and electronic structure and
is thus very difficult to predict. Basically, ab-initio calculations of a specific lo-
cal configuration are needed. Without such calculations one can only speculate
about the reasons that affect the interaction strength. The Fe-Fe interaction in
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Figure 4.12.: Temperature dependent spin polarization of an ex-situ prepared Rh-
rich FeRh film on MgO(100).
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the bulk of our films is probably reduced due to strain induced at the MgO/FeRh
interface and in this manner gives rise to the observed lower first-order transition
temperature.
4.2. In-situ preparation method
For the ex-situ sample preparation the surface magnetic properties of the FeRh
thin films are inevitably affected by contamination or even oxidation. In order
to investigate the intrinsic surface magnetic properties, the samples need to be
prepared and measured in-situ without intermediate vacuum break. In the course
of this work the NSCT was upgraded to provide the required tools to prepare single-
crystalline FeRh thin films on MgO(100) and measure both the bulk and the surface
magnetic properties in-situ without breaking the UHV.
Grazing incident X-ray scattering of a 50 nm FeRh thin film on MgO(100) with a
2 nm thick MgO capping layer revealed that the bulk of the FeRh film is mostly
strained due to the substrate, while the strain is relaxed the surface [95]. Hence, the
surface magnetic properties of thinner FeRh films is expect to be different compared
to the 40 nm thick FeRh films that were discussed in the previous section.
In this section, the method to prepare thin single-crystalline FeRh films on MgO(100)
with a thickness of 10 nm is first described. Then the chemical composition is an-
alyzed by the AES, and the bulk magnetic properties are measured by MOKE.
Finally, SEMPA is performed to investigate the intrinsic surface magnetic proper-
ties of FeRh thin films.
4.2.1. In-situ sample preparation
Compared with the MBE system used for the ex-situ preparation procedure, there
is a technical limitation of the manipulator in the NSCT preparation chamber
that cannot heat the sample above 600 K during deposition. Hence, the ex-situ
preparation procedure is modified in order to grow single-crystalline Fe layers on
MgO(100) at room temperature.
MgO(100) substrate preparation by annealing in O2
Previous studies on the growth of epitaxial metallic layers on MgO reveal that
maybe there still remains a sub-monolayer contamination on MgO after high-
temperature annealing, especially C [96, 97]. In order to obtain clean surfaces,
the MgO substrates can be annealed in a controlled oxygen atmosphere. In the
NSCT, we employ a silver tube oxygen dosing set-up, which controls the oxygen
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partial pressure in the chamber by the temperature dependence of the oxygen diffu-
sion through bulk silver. Heating the oxygen filled silver tube increases the amount
of O2 that diffuses into the vacuum chamber.
For in-situ sample preparation, the MgO substrate is first cleaned with isopropanol
in an ultrasonic bath. Then the MgO substrate is clamped onto a Mo sample holder.
The idea of using clamps is that they make electrical contact to the metallic film on
the MgO substrate to ground the sample surface and thus reduce charging effects
during AES, LEED, and SEMPA measurements. However, it will turn out that
shadow effect at the edge of the clamps leave a gap between metallic film and
clamp, such that charging still occurs.
Transferred into the NSCT, the MgO substrate is first degassed at 500 K for several
hours until the pressure of the chamber goes down to 1 × 10−10 mbar. Then the
sample is annealed in O2 by slowly increasing the temperature up to 900 K using
a resistive heater, which is located in the preparation chamber but not at the
deposition position. The oxygen partial pressure is 1× 10−7 mbar as measured by
mass spectrometry, while the residual gas pressure during annealing is less than
5 × 10−10 mbar. After the substrate is annealed in O2 for one hour, we first stop
the oxygen supply and then slowly reduce the substrate’s temperature to room
temperature. Afterwards, a clear cubic LEED pattern can be observed as shown in
Fig. 4.13. The lattice of MgO(100) substrate after high temperature annealing in
O2, which is estimated from the LEED pattern at 148 eV and 200 eV, is 4.15 A˚ and
4.16 A˚, respectively. The lattice constant of MgO given by the literature is about 1%
larger than the estimated results from the LEED pattern. Comparing the estimated
lattice constants and the real lattice constant, we further estimate the potential due
(1,0)
(-1,0)
(0,-1)
(0,1)
(a) 148 eV
(1,-1)
(-1,1)
(-1,-1)(1,1)
(b) 200 eV
Figure 4.13.: LEED patterns of the MgO(100) surface prepared by high-
temperature annealing in O2. The arrows represent the reciprocal
unit vectors of the MgO(100) surface.
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to charging to be -4.2 V and -4.7 V at 148 eV and 200 eV, respectively.
Epitaxial growth of Fe on MgO(100)
After a clean MgO(100) surface is obtained, 5 nm Fe are deposited from an e-beam
evaporator at room temperature. In order to obtain epitaxial Fe growth at room
temperature, a very low evaporation rate between 0.02 to 0.03 A˚/s is used. An AES
spectrum measured after the Fe deposition is shown in Fig. 4.14. The AES peaks
in the reference spectrum of pure Fe are at 600, 654, and 705 eV [64], but we obtain
the three peaks at 608.5, 663, and 715 eV. The difference between our measurement
and the reference is mainly due to the charging effect of metallic thin layer on the
insulating substrate.
In this preparation stage we also obtain cubic LEED patterns, an example taken
at a kinetic energy of 201 eV is shown in Fig. 4.15. However, the spots in Fig. 4.15
are rather diffuse compared to those in Fig. 4.13. We attribute this observation to
an increased density of defects, i.e. surface roughness, caused by the Fe growth at
room temperature. The lattice constant of Fe, which is estimated from the LEED
pattern at 201 eV is 2.82 A˚. The lattice constant of MgO given by the literature
is about 2% lager than the estimated result from the LEED pattern. Comparing
the estimated lattice constant and the real lattice constant, we further estimate the
potential due to charging to be -6.9 V. Here, we find that a negative potential is
built up by charging, which is due to the poor contact between the thin film and
ground.
Nevertheless, the LEED patterns reveal that Fe can be grown epitaxially on the
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Figure 4.14.: AES spectrum of an in-situ and at room temperature prepared Fe film
on MgO(100).
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(-2,0)
(0,-2)
201 eV
Figure 4.15.: LEED pattern of Fe/MgO(100) taken at 201 eV. The arrows represent
the reciprocal unit vectors of the Fe(100) surface.
MgO(100) surface at room temperature. Based on the previous LEED results
in Section 4.1.1 of Fe films grown on MgO(100) and annealed at higher temper-
ature without O2, we know that the cleanness of the MgO(100) surface plays
an important role for the epitaxial growth of Fe on MgO(100). If the MgO is
cleaved in air, the MgO(100) surfaces are contaminated and damaged [97]. Even
after high-temperature annealing, the MgO is still contaminated by C. Only if
the MgO(100) surface is annealed in O2, contamination-free surfaces can be ob-
tained [96]. Annealing in O2 also improves the crystalline quality of epitaxial Fe
films on MgO(100) [96].
Deposition Rh on Fe/MgO(100)
The next step is to evaporate tRh = 5.7 nm Rh on Fe/MgO(100) at room temper-
ature. Rh is also evaporated at a low evaporation rate between 0.02 and 0.03 A˚/s.
With tFe = 5 nm and using Eq. (4.1), this should lead to a nominal atomic ratio of
Fe to Rh of XFe : XRh = 50.6% : 49.4%.
An AES spectrum taken immediately after the Rh deposition is shown in Fig. 4.16.
The reference peaks of Rh are at 259 and 305 eV [64], but we measure both peaks
shifted by 5.5 eV at 264.5 and 310.5 eV, respectively, due to the charging of the
sample. Note, that there are no other peaks visible in the spectrum, in particular
there are no Fe peaks. This is consistent with the probing depth AES, if we assume
that no Fe-Rh intermixing takes place at room temperature. In this stage, i.e. before
annealing, no LEED spots are observable.
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Figure 4.16.: AES spectrum of Rh grown on Fe/MgO(100) at room temperature
before annealing.
Annealing
Next, the sample is annealed for two hours at 900 K to induce the intermixing of Fe
and Rh and the formation of an ordered FeRh alloy film. We repeat the annealing
cycle two times in order to check if the film composition has reached a stable state.
The AES spectra taken after the first and the second annealing cycle are shown
in Fig. 4.17 and the determined elemental contributions to the spectra taking into
account the sensitivity factors are compiled in Table 4.2.
All Auger peak energies are higher than the reference values. The peak separations
for a given element agree within 1 to 2 eV with the reference spectra as expected for
charging. After the first annealing, we have XFe : XRh = 49.8% : 50.2% and after
the second annealing XFe : XRh = 49.5% : 50.5%. These two values agree within
the estimated error with the intended nominal equiatomic composition. Thus, we
Table 4.2.: Spectral composition of an in-situ prepared intermixed FeRh film on
MgO(100) after two subsequent annealing cycles.
Element
First Annealing Second Annealing
E (eV) X E (eV) X
Fe
607.7
49.8%
607.9
49.5 %662.0 662.0
714.7 714.5
Rh
263.2
50.2 %
262.9
50.5 %
308.2 307.3
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Figure 4.17.: Comparison of AES spectra taken of an in-situ prepared intermixed
FeRh film on MgO(100) after (a) the first and (b) the second annealing
cycle.
conclude that one annealing cycle at 900 K for two hours is sufficient to form the
FeRh alloy and that this alloy is stable against further heating.
The LEED pattern taken after the second annealing is shown in Fig. 4.18 and
reveals that the surface of the FeRh alloy film has a well-ordered surface. Thus,
the separately deposited Fe and Rh bilayer film system undergoes a structural
phase transition from disordered to ordered upon forming the FeRh alloy by high-
temperature annealing. The lattice constant of FeRh, which is estimated from the
LEED pattern at 266 eV and 359 eV, is 2.75 A˚ and 2.77 A˚, respectively. However,
70
4.2. In-situ preparation method
(1,0)
(-1,0)
(0,-1)
(0,1)
(a) 266 eV
(1,0)
(-1,0)
(0,-1)
(0,1)
(b) 359 eV
Figure 4.18.: LEED patterns of an in-situ prepared FeRh thin film on MgO(100)
after high-temperature annealing taken at (a) 266 eV and (b) 359 eV.
The arrows represent the reciprocal unit vectors of the FeRh(100)
surface.
the lattice constant of bulk FeRh given by Zsoldos [87] is about 8% larger than the
estimated results from the LEED pattern. If the lattice constant of the FeRh thin
film is assumed to be the same in the bulk, we further estimate the potential due
to charging to be -42.5 V and -57.3 V at 266 eV and 359 eV, respectively.
In summary, the result of the in-situ sample preparation is a single-crystalline,
10 nm thick FeRh alloy film with proper composition and a clean and ordered
surface.
4.2.2. Magnetic properties of in-situ prepared FeRh films
In contrast to the ex-situ prepared sample discussed in Section 4.1.1, which required
surface cleaning after air exposure for further measurements, the in-situ prepared
sample can directly be measured by MOKE and SEMPA. Nevertheless, the whole
measurement time is about three days during which the sample is kept at a pressure
better than 3× 10−10 mbar to reduce changes of the surface magnetic property due
to residual gas contamination as much as possible.
MOKE results
In-situ MOKE experiments are performed immediately after the sample preparation
to investigate the bulk magnetic property at room temperature as well as at low
temperature. The Kerr angle versus external field measurements taken at at 293
and 143 K are shown in Fig. 4.19. At 293 K, we observe a magnetic hysteresis loop
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Figure 4.19.: MOKE of an in-situ prepared single-crystalline FeRh thin film on
MgO(100) measured with the external field along the MgO[011] di-
rection and at 293 K (red) and 143 K (blue), respectively. The MOKE
results are taken as the average of three loops in oder to reduce the
noise and the zero offset.
with a coercivity of 45.5 mT, but at 143 K there is no opening of the curve to form
a hysteresis loop. These results indicate that the bulk of the alloy film is FM at
293 K but AFM at 143 K. Thus, there is a magnetic phase transition of the FeRh
thin film with a transition temperature below room temperature.
Compared to the MOKE results of a 40 nm thick, ex-situ prepared FeRh film,
which are shown in Fig. 4.8, the coercivity of 10 nm thick in-situ prepared film is
much larger and the Kerr rotation is smaller. Actually, the 10 nm thick FeRh film
is half-transparent for visible light. The laser light with a wavelength of 670 nm
penetrates through the FeRh film and a fraction of the detected light is reflected at
the interface between the FeRh and the MgO. Hence, the Kerr rotation is smaller.
The larger coercivity is attributed to an increased influence of the surface and
interface induced anisotropy energies, which both contribute to Ks in Eq. (4.2) (see
Section 4.1.2).
SEMPA results
The temperature dependence of the domain structure of the surface of the in-situ
prepared FeRh thin film is imaged by SEMPA in the temperature range from 122
to 450 K. First, the sample is cooled to 122 K, then heated to 450 K, cooled to
300 K in steps of 50 K, and finally heated again in steps of 50 K to 450 K. In order
to reduce the effect of the polarization degradation of the SEMPA set-up due to
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Figure 4.20.: SEMPA images of an in-situ prepared FeRh thin film measured at
different temperatures as indicated. Images are taken at the same
sample spot and in the sequence (a) to (h).
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Figure 4.21.: Two-dimensional histograms of the SEMPA images shown in Fig. 4.20,
which show the probability density as a function of the polarization
vector for an in-situ prepared FeRh thin film.
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contamination on the W(100) crystal, we apply a 1500 K flash to the crystal before
each SEMPA measurement.
The SEMPA images are again presented in a false-color representation according
to the color-wheel in Fig. 4.9, but here the polarization magnitudes are lower and
cover the range ±0.07, whereas for the ex-situ prepared films the corresponding
value was ±0.1.
At 450 K, the FeRh surface clearly shows a FM domain state. As the temperature
decreases, both domain size and magnetization decrease. But even at 122 K, we can
still observe magnetic domains. In contrast to Figs. 4.10(b) to (e), the domain walls
move and new ones nucleate as the temperature decreases. Between 450 and 300 K,
the domain size shrinks significantly, whereas below 300 K it stays almost constant.
If the temperature is again increased from 300 to 450 K, the domains grow again and
form a similar but not identical domain structure as before, compare Figs. 4.20(b)
and (h). The drastic change in domain size and structure between 350 to 400 K
shows clearly that the temperature can induce domain formation and nucleation in
the surface region of an in-situ prepared FeRh thin film. This is different to what
we have observed for the ex-situ prepared FeRh thin films and indicates that there
are much less defects at the surface of the in-situ prepared FeRh film, which pin the
domain walls. The energy barrier for domain formation and nucleation is lower for
the in-situ prepared films. Hence, when the magnetic phase transition happens in
the bulk of the film, the domains at the surface are affected in the sense that they
can adjust to the new equilibrium state in the magnetic energy landscape, which
depends on the temperature dependent magnetization and anisotropy.
Figure 4.21 shows the 2-dimensional histograms of Fig. 4.20, which reflect the strongly
temperature dependent domain structure. The spin polarization magnitude abruptly
shrinks when the temperature decreases from 400 to 350 K, see Fig. 4.21 (c) and
(d). In the reverse direction, when the temperature increases from 350 to 400 K,
the spin polarization magnitude increases again as evidenced by Figs. 4.21 (f) and
(g).
Spin reorientation transition of the FeRh ultrathin film
The evolution of the surface spin polarization magnitude can be estimated from the
radii of the circular contrasts of the magnetization density distributions in Fig. 4.21.
The result is shown in Fig. 4.22. Between 400 to 350 K the spin polarization de-
creases from about 0.030 to 0.015 and then is stable at this level down to the lowest
measurement temperature of 122 K. The data show with statistical significance that
it does not decrease to zero. Actually, the spin polarization at 122 K is about half
the value at 450 K. Therefore, it is obvious that the surface of the in-situ prepared
FeRh thin film is FM in the whole temperature range from 122 to 450 K. There is
no magnetic phase transition from AFM to FM at the surface. On the other hand,
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the MOKE results show that there is such a transition in the bulk with a transition
temperature below room temperature, but inside the temperature range covered by
the SEMPA measurements. This means that at 122 K, both the AFM state in the
bulk and the FM state at the surface coexist in in-situ prepared FeRh thin films.
Similar to the ex-situ prepared films, the reduced transition temperature of the in-
situ prepared FeRh thin film’s bulk can be attributed to the strain induced by the
FeRh/MgO(100) interface (see Section 4.1.2). But the surface magnetic properties
of in-situ and ex-situ prepared FeRh films as observed by SEMPA behave differently,
though both samples’ surfaces are FM in the whole investigated temperature range.
The main difference is that the surface spin polarization of the 10 nm thick in-
situ prepared FeRh film increases (decreases) abruptly from 1.5% to 3% when the
temperature increases (decreases) from 350 to 400 K (400 to 350 K) as seen in
Fig. 4.22, while the spin polarization of 40 nm thick ex-situ prepared FeRh films
decreases continuously as the temperature increases (see Fig. 4.12).
Because the sample plane is perpendicular to the axis of the SPLEED detector,
only the two in-plane magnetization components of the surface magnetization are
detected in SEMPA measurements. The step-like behavior of the spin polarization
in Fig. 4.22, which more precisely indicates an increase/decrease of the in-plane
magnetization, is believed to be the result of a spin reorientation transition at the
surface from out-of-plane below 350 K to in-plane above 400 K. Previous MOKE
results of Cao et al. [24] have already indicated that there is temperature depen-
dent, stress-induced anisotropy with out-of-plane easy axis in a 150 nm thick single-
crystalline FeRh film. The induced magnetic anisotropy is in this paper estimated
to be as high as 1 × 106 J/m3 at the temperature, where the first-order transition
occurs. The stress-induced anisotropy originates from a volume expansion due to
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Figure 4.22.: Temperature dependent spin polarization of an in-situ prepared FeRh
on MgO(100).
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(i) the much larger linear thermal expansion coefficient of FeRh compared to MgO,
especially when FeRh undergoes the first-order transition [31], (ii) the large volume
magnetostriction, which can be as high as 4 × 10−4 [98], and (iii) the large stress
existing in single-crystalline FeRh films epitaxially grown on MgO(100). The DFT
calculation results by Bordel et al. [25] also reveal that the Fe moment can undergo a
spin reorientation transition from out-of-plane to in-plane depending on the strain.
If the out-of-plane lattice constant is c and the in-plane lattice constant is a, then
for c/a < 1 the Fe magnetic moments are aligned in-plane and for c/a > 1 out-
of-plane. This stress-induced spin reorientation transition has been experimentally
confirmed by Bordel et al. using 57Fe conversion electron Mo¨ssbauer spectroscopy
of a 150 nm thick single-crystalline FeRh film on MgO(100).
Both Cao et al. and Bordel et al. point out that the spin reorientation transition of
FeRh occurs when FeRh undergoes the first-order transition. But in the present
case dealing with very thin FeRh films, the spin reorientation transition of the
film’s surface occurs above the observed transition temperature, which according
to the MOKE results is below room temperature, while the SEMPA reveal a spin
reorientation transition temperature between 350 to 400 K. As both Cao et al. and
Bordel et al. employ 150 nm thick films, the observation of the spin reorientation
transition at another temperature than the AFM to FM transition is most likely
related to the much lower film thickness in our case. Our data then indicate that
the AFM to FM transition is more sensitive to the stress induced by the FeRh/MgO
interface than the spin reorientation transition.
In this chapter, single-crystalline FeRh thin films on MgO(100) are prepared both
ex-situ and in-situ without capping layer by separate layer deposition. Compar-
ing the measurement results of both ex-situ and in-situ samples, we conclude the
following:
1. MOKE results of both ex-situ and in-situ prepared single-crystalline FeRh
thin films on MgO(100) show that there is a magnetic phase transition from
AFM to FM for Rh-rich and nominal equiatomic samples, but not for the
Fe-rich sample, in agreement with the phase diagram of bulk FeRh alloy re-
ported by Shirane et al. [29] and Hofer et al. [32] (see Fig. 2.2 and Fig. 2.3 in
Section 2.1). However, the magnetic phase transition temperatures of the Rh-
rich and nominal equiatomic samples are below room temperature. This is
lower than the first-order phase transition temperature ranges reported in lit-
erature for the equiatomic bulk FeRh alloy (310 to 400 K) [91, 32, 36, 92] and
sputtered FeRh thin films (320 to 410 K) [88]. As indicated by Maat et al. [43],
the decrease of the magnetic transition temperature of single-crystalline thin
films can be due to the strain. We conclude that the separate layer depo-
sition method leads to epitaxial FeRh thin films, which exhibit larger strain
compared to sputtered FeRh thin films and bulk FeRh samples. Hence, we
may also assume that the AFM Fe-Fe interaction entering the Ising model is
reduced by the larger strain (see Fig. 2.12 in Section 2.2.2) and in this manner
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gives rise to the reduced transition temperature.
2. SEMPA results reveal that Rh-rich and nominal equiatomic FeRh thin films
without any capping layers exhibit the coexistence of the AFM in the bulk
and the FM state at the surface at low temperature, which has previously
been observed only for FeRh thin films with thin capping layers [22, 99, 23].
The suppression of the first-order magnetic phase transition at the surface
of FeRh thin films is thus an intrinsic magnetic property rather than an
artifact induced by capping layers. As indicated by the Ising model of FeRh,
if the AFM Fe-Fe interaction is only slightly reduced, the first-order magnetic
transition temperature is dramatically reduced or even drops to zero (see
Fig. 2.12 in Section 2.2.2). Hence, a possible explanation for the absence of
magnetic phase transition at the surface is that the AFM Fe-Fe interaction
at the surface is lower than in the bulk, e.g. due to symmetry breaking at the
surface. Thus, the surface layer intrinsically show a much lower transition
temperature or even behaves as a normal ferromagnetic layer.
3. While there is a spin reorientation transition in in-situ prepared 10 nm thick
equiatomic FeRh, which gives rise to domain nucleation and formation driven
by temperature, the domain structure of ex-situ prepared 40 nm thick Rh-
rich FeRh films does not change with temperature. Only the spin polarization
decreases as the temperature increase as expected for a FM. The temperature
driven nucleation of surface magnetic domains in FeRh thin films with thin
capping layers has previously been reported by Baldasseroni et al. [23]. In
contrast to the work of Baldasseroni et al. the domains of ex-situ prepared
Rh-rich FeRh thin films are probably pinned by surface contamination and
defects. Therefore, no temperature-driven domain nucleation and formation
can be observed by SEMPA. The in-situ prepared FeRh films, however, exhibit
domain nucleation and formation similar to the work of Baldasseroni et al.
4. A step-like behavior of the temperature dependent spin polarization is ob-
servable in 10 nm thick FeRh films, which based on literature reports is at-
tributed to a spin reorientation transition at the surface from out-of-plane to
in-plane [24, 25]. The in-situ prepared sample is much thinner (10 nm) than
the ex-situ prepared samples (40 nm) and the samples of Baldasseroni et al.
(90 nm), which is likely to give rise to larger strain [25]. Therefore, the ob-
served spin orientation transition at the surface of FeRh thin films is believed
to be the result of strongly temperature dependent strain-induced anisotropy.
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In this thesis, the temperature-induced metamagnetic transition and the associated
temperature dependent domain structure of single-crystalline FeRh thin films on
MgO(100) without any capping layer have been studied.
First, an Ising model of FeRh is discussed, for which an approximate solution is
obtained by mean field theory. The numerical results show that the metamagnetic
transition, which is a first-order phase transition from FM to AFM, can be absent if
the AFM Fe-Fe interaction is slightly reduced from the bulk value of FeRh. Accord-
ing to DFT calculations, the AFM Fe-Fe interaction can be reduced by a volume
change[34]. Hence, strain induced by thermal expansion can also reduce the Fe-Fe
interaction leading to a reduced transition temperature or even the suppression of
the metamagnetic phase transition.
Previous studies have revealed that both AFM and FM states can coexist in single-
crystalline FeRh thin films on MgO(100) with capping layer (e.g. Pt, MgO, Al,
or Au) [43, 22, 95]. Baldasseroni et al. [23] studied the surface magnetic domain
structure of ex-situ prepared 90 nm thick equiatomic FeRh thin films by PEEM.
They reported that when the bulk is in the AFM state, they still could observe FM
domains at the capped surface. This was not the case for uncapped films because
they were oxidized after the transfer between two UHV systems with air exposure.
Thus, these surfaces have become nonmagnetic.
The question whether the coexistence of the FM surface with the AFM bulk is an
artifact of the capping layer or an intrinsic property of FeRh films on MgO(100)
motivated this thesis. Two kinds of sample preparation procedures are performed
to obtain FeRh films without capping layer. The first is called ex-situ preparation
and involves two UHV systems as in the study of Baldasseroni et al. [23], but here
we aim at removing the contamination and oxide layer after the transfer through
ambient air by applying high-temperature annealing prior to the magnetic surface
characterization. During the course of this thesis the UHV system housing the
MOKE and SEMPA setups was extended to provide suitable facilities for the in-situ
deposition of Fe and Rh films allowing for the second, so-called in-situ preparation
procedure.
Using the ex-situ sample preparation, two 40 nm single-crystalline FeRh thin films
on MgO(100) have been prepared by separate layer deposition of Fe and Rh at 600 K
followed by high temperature annealing to induced the formation of the ordered
FeRh alloy. Both samples show a cubic LEED patterns after annealing. The XPS
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results reveal that one sample is Rh-rich and the other one Fe-rich. After air expo-
sure during transfer between the UHV systems for deposition and characterization,
the contamination of the samples is analyzed by AES. The Rh-rich FeRh surface
was only contaminated by physisorbed C and O species. After high-temperature
annealing, the O contamination was completely removed and the C contamination
was strongly reduced. In contrast, the Fe-rich surface is oxidized after air exposure,
and only the C contamination can be removed by high-temperature annealing. The
in-situ MOKE results indicated that the Rh-rich FeRh thin film shows the magnetic
phase transition from AFM to FM below room temperature, while there is no such
transition in the Fe-rich FeRh thin film. Furthermore, though no FM domains can
be observed by SEMPA in the Fe-rich surface due to oxidation, FM domains are
clearly imaged for the Rh-rich film when the bulk is in both the FM as well as in
the AFM state. These SEMPA results reveal the coexistence of the AFM and FM
state in uncapped, weakly contaminated Rh-rich FeRh thin films below the mag-
netic phase transition temperature, i.e. the magnetic phase transition from AFM to
FM is suppressed at the surface.
While these results are a first indication that the coexistence of the FM and AFM
phases is not only due to capping layers, the weak C contamination and the de-
viation from the equiatomic alloy towards an Rh-rich alloy demand for a more
controlled in-situ preparation procedure. After installing and testing an additional
e-gun evaporator in the NSCT a entirely in-situ preparation without vacuum break
became possible. A 10 nm thick single-crystalline FeRh film on MgO(100) was
prepared in the NSCT again by separate layer deposition of Fe and Rh at room
temperature followed high-temperature annealing. After the high-temperature an-
nealing, AES show that the separate layers of Fe and Rh intermixed to a nearly
equiatomic FeRh alloy, and cubic LEED patterns indicate that the surface is well
ordered. The MOKE results show the magnetic phase transition from AFM to
FM below room temperature, whereas SEMPA images indicate that the surface
is in the FM state above and below the bulk transition temperature. Although
the magnetic phase transition is absent in the surface, there is a spin reorientation
transition from out-of-plane to in-plane above room temperature, which is believed
to originate from strong strain-induced out-of-plane anisotropy.
Considering the ex-situ and in-situ prepared samples, we find that (i) the magnetic
phase transition temperature of films prepared by separate layer deposition is lower
than for the bulk FeRh alloy [91, 32, 36, 92] or sputtered FeRh thin films [88, 23]
and (ii) there is a spin reorientation transition from out-of-plane to in-plane in the
10 nm thick FeRh film but not for the 40 nm thick films. The lower transition tem-
perature may be due to different strain in our films compared to bulk material or
sputtered films, which reduces the Fe-Fe interaction. According to the Ising model
of FeRh this leads to a lower transition temperature. Similarly, the spin reorienta-
tion transition in the thinner FeRh films is believed to be due to strong out-of-plane
anisotropy induced by strain originating from the FeRh/MgO interface.
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In summary, we could extend the study of Baldasseroni et al. [23], in which FM
domains could only be observed at the surface of equiatomic FeRh thin films with
capping layer, but not for uncapped surfaces due to oxidation. Here, we have
observed FM domains at the surface of (i) an uncapped, weakly C-contaminated,
and Rh-rich FeRh film and (ii) a clean and equiatomic FeRh thin film by SEMPA in
a temperature range from far below to well above the bulk transition temperature.
We conclude that the suppression of the magnetic phase transition from AFM to
FM at the surface and the associated coexistence of the FM phase at the surface and
the AFM phase in the bulk are an intrinsic magnetic property of single-crystalline
FeRh thin films on MgO(100).
The absence of first-order magnetic phase transition at the surface of FeRh films
can be harmful for the application to heat-assisted magnetic recording, because the
FM surface can reduce the coercivity of the bi-layer system at room temperature
via the exchange spring mechanism [18]. This would result in an detrimental lower
thermal stability of the data [9].
Though we could observe the FM domains in the single-crystalline FeRh thin film
surface when the bulk is in AFM state, the origination of the absence of the mag-
netic phase transition is still unclear. Hence, future research needs to address this
question. In addition, the results of this thesis show that the surface magnetic
properties strongly depend on the film thickness. One likely explanation is that
the lattice mismatch between FeRh and MgO(100) induces strain that relaxes with
increasing film thickness. Here, thickness dependent magnetic domain imaging
combined with lattice constant measurements could shed light on the origin of the
thickness dependent surface magnetic property.
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A. Mean field approximation of Ising
model
The Ising model is a simple model of a many-body system that can be solved
analytically on one- and two-dimensional lattices. The solutions show a phase
transition for two-dimensional lattice but not for the one-dimensional. The Ising
model can be widely applied to many problems of statistical physics including the
paramagnetic to ferromagnetic phase transition.
The basic assumption of the Ising model is that the spins in a d-dimensional lattice
only can take the values +1 or -1 and only nearby spins interact with each other.
The Hamiltonian of the Ising model can be expressed as[37]
H = −
N∑
<i,j>
JijSiSj − µh
∑
i
Si, (A.1)
where Jij are the exchange constants, Si is the ith spin, and h is the external
magnetic field. The symbol < i, j > indicates that the summation is over all pairs
of neighbouring spins, N is the total number of the spins of the Ising system.
If an energy Eτ corresponds to a configuration τ , which is defined by the set of values
(S1, S2, ..., SN ), then the total free energy of the Ising system can be expressed
as
F (T ) = −kBT lnZ(T ) = −kBT ln
∑
τ
exp
(
− Eτ
kBT
)
, (A.2)
where Z(T ) is the partition, T is the temperature, and kB is the Boltzmann con-
stant. The sum runs over the total number of the possible configurations, which
is 2N . Hence, the exact solution of the partition is very difficult, but exact so-
lutions for the one and two-dimensional Ising model are possible. Unfortunately,
the exact solution of three-dimensional model has not yet been found, and one has
to resort to the mean-field approximation to solve Ising model in higher (d ≥ 3)
dimensions.
One approach to solve the Ising model in the framework of the mean field theory
is the Bragg-Williams approximation [100]. First, the free energy in terms of the
order parameter is constructed. Then the system free energy is minimized with
respect to the order parameter in order to obtain its equilibrium value. Here, only
the Ising systems without external magnetic field will be considered.
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Consider an ferromagnetic coupling (J > 0) Ising system with the total number
of spin N . The order parameter is m, which is also the average (dimensionless)
magnetization. If the spin-up number is N+ and spin-down number N−, then
N+ =
N
2
(1 +m) (A.3a)
N− =
N
2
(1−m). (A.3b)
If the individual spins are statistically independent, the entropy can be expressed
as
S = −kBN
(
N+
N
ln
N+
N
+
N−
N
ln
N−
N
)
. (A.4)
The Hamiltonian of the Ising system is approximated by
H = −zJN
2
m2, (A.5)
where z is the number of nearest neighbors and J is the isotropic exhange constant
(J = Ji,j for all pairs < i, j >). heff = zJNm/2 is the mean field. As a result, the
free energy can be calculated as
F (m,T ) = −zJN
2
m2 + kBTN
(
1 +m
2
ln
1 +m
2
+
1−m
2
ln
1−m
2
)
(A.6)
Figure A.1 shows the averaged free energy g(m,T ) = F (m,T )/zJN as a function of
the order parameter (magnetization) m and the reduced temperature T/Tc, where
Tc = zJ/kB is the critical temperature.
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Figure A.1.: Averaged free energy g(m,T ) of the Ising system.
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The condition to minimize the free energy with respect to the order parameter m
is
∂F (m,T )
∂m
= −zJNm+ N
2
kBT ln
1 +m
1−m = 0, (A.7)
which results in
m = tanh(
Tc
T
m) with Tc =
zJ
kB
. (A.8)
When J > 0, there is critical temperature Tc, which is called Curie temperature.
For T > Tc, zero is the only solution of Eq. (A.8). But for 0 < T < Tc, there
are two nonzero solutions, which correspond to ferromagnetic order. The nonzero
solutions can be obtained iteratively from Eq. (A.8) by staring with an initial guess,
e.g. m = 0.5. The result is shown in Fig. A.2. When T = 0, m = ±1, which means
all the spins align in the same direction at absolute zero temperature. As the
temperature increases, the magnetization decreases. Above the Curie temperature,
the magnetization is zero as the system has become fully disordered. Although zero
is always a solution when T > 0, zero is an unstable solution when T < Tc, because
m = 0 does not minimize F (m,T < Tc).
Another approach to solve the Ising model within the mean field theory is the
variational density matrix method. If the “trial Hamiltonian” is Hˆ, and the corre-
sponding density matrix is ρˆ, then the inequality for the free energy is expressed
as [101]
F 6 TrρˆHˆ0 + kBTTrρˆ ln ρˆ, (A.9)
where ρ0 is an approximation of the density matrix of the system fulfilling the nor-
malization condition Trρ0 = 1. Under the mean field approximation, the fluctuating
field due to the nearest neighbor interactions acting on a given spin is approximated
by its mean value
heff = zJm. (A.10)
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Figure A.2.: Solution of Ising model based on the mean field approximation.
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Then the single spin Hamiltonian without external magnetic field can be written
as
Hˆi,MF = −heffSi ; i = 1 . . . N, (A.11)
where Si can be expressed as a diagonal matrix as
Si =
(
1 0
0 −1
)
, (A.12)
i.e. Hˆi,MF is diagonal. And the corresponding single spin density matrix can be
given by Gibbs districution
ρˆi,MF =
exp
[
−Hˆi,MF/(kBT )
]
TrHˆi,MF
, (A.13)
i.e. ρˆi,MF is also a diagonal matrix.
Then, the trial Hamiltonian can be obtained as
Hˆ =
∑
i
Hˆi,MF, (A.14)
and the corresponding trial density matrix can also be obtained as
ρˆ =
∑
i
ρˆi,MF, (A.15)
The interacting system becomes a non-interacting system under the molecular field
approximation. If Eq. (A.14) and Eq. (A.15) is substituted into Eq. (A.9), we could
obtain the approximated free energy of the Ising system, which yields the same
result as Eq. A.6.
Furthermore, the mean value ofm needs to fulfill the self-consistency condition
m =
Tr{Sˆ0 exp[−H(Sˆ0)/(kBT )]}
Tr{exp[−H(Sˆ0)/(kBT )]}
, (A.16)
Substituting Eq. (A.11), Eq. (A.12) and Eq. (A.13) into Eq. (A.16) yields the same
result as Eq. (A.8).
Compared to the Bragg-Williams approximation, the variational density matrix
method is much more straightforward.
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splitting
If the external magnetic field is absent, the Hamiltonian of the Spin-1 Ising model
with zero field splitting can be expressed as
H = D
∑
i
S2zi − J
∑
<i,j>
SziSzj , (B.1)
where D is zero-field splitting, J is the exchange constant, µ is the magnetic mo-
ment, and the spin values Sz ∈ (0,±1). Each triplet is split into a singlet and a
doublet by the zero-field splitting parameter D. Depending the value of D which is
due to the crystal filed interaction, the singlet energy level can be lower or higher
than the doublet levels, or even between the doublet levels, see Fig. B.1. For D = 0,
the Spin-1 Ising model with zero field splitting degrades to a standard spin-12 Ising
model. If |D| is not so large, the singlet lies between the doublet energy levels. If
D  0, the doublet energy level is much higher than the singlet, the ground state
will be nonmagnetic. However, if D  0, the singlet will not have any effect to the
Ising system.
D>0
S=+1
S=0
S=-1
D<0
S=0
D>>0 S=0
D<<0
S=0
Figure B.1.: Energy-level diagram of the spin-1 Ising model with zero field splitting.
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In such an Ising system consisting of N triplet spins with zero field splitting, each
site has 3 possible spin configurations Sz = 0, Sz = 1, or Sz = −1. In total,
there are 3N configurations. The exact expression of the partition function is very
difficult, even for two-dimensional cubic lattice. One need to resort to the mean
field theory to obtain the approximation solution using variational density method
(see Appendix A).
For a particular spin S0 in the spin-1 Ising system which can be expressed as a
diagonal matrix
S0 =
 1 0 00 0 0
0 0 −1
 . (B.2)
if the mean field theory is employed, the single spin Hamiltonian of spin-1 Ising
model with zero filed splitting is
HMF = DS
2
0 − heffS0, (B.3)
where heff = zJm, and z is the number of the nearest spins while m is the mag-
netization. Substituting Eq. (B.2) in Eq. (B.3), we could obtain the expression of
HMF as
HMF =
 D − heff 0 00 0 0
0 0 D + heff
 . (B.4)
The corresponding density matrix can be given by Gibbs distribution
ρMF =
exp [−HMF/(kBT )]
ZMF
, (B.5)
where ZMF is the single spin partition function, kB is the Boltzmann constant, T
is the temperature. Under the mean field approximation, all the spins are assumed
to be independent, then the Hˆ can be obtained by
Hˆ =
∑
i
Hi,MF, (B.6)
and ρˆ can also obtained by
ρ =
∏
i
ρi,MF. (B.7)
Since the magnetization is the mean value of spins, then m can be calculated
as
m = Tr{S0ρMF}. (B.8)
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At first, ferromagnetic coupling is considered, where J > 0. Using the mean field
approximation, the single spin partition function can be expressed as
ZMF = Tr exp
(
−HMF
kBT
)
= 1 + exp
(
− D
kBT
)[
exp
(
zJm
kBT
)
+ exp
(
−zJm
kBT
)]
. (B.9)
Substituting eq. (B.4) and eq. (B.9) in eq. (B.5), the density matrix of single spin
under the mean field approximation can be obtained as
ρMF =
1
1 + exp
(
− DkBT
) [
exp
(
zJm
kBT
)
+ exp
(
− zJmkBT
)]
 D − heff 0 00 0 0
0 0 D + heff
 .
(B.10)
The average energy per spin given by Blume et al. [102] can be described as
Φ = F/N = DTrρMFS
2
0 −
1
2
zJ(TrρMFS0)
2 + kBTTrρMF ln ρMF, (B.11)
where the factor 12 in front of the zJ is used to avoid the double counting of the
exchange interaction.
Then substituting Eq. (B.10) into Eq. (B.11), we obtain
Φ = −kBT ln
{
1 + exp
(
− D
kBT
)[
exp
(
zJm
kBT
)
+ exp
(
−zJm
kBT
)]}
+
1
2
zJm2.
(B.12)
Furthermore, substituting Eq. (B.10) into Eq. (B.8), the magnetization can be cal-
culated as
m =
exp[zJm/(kBT )]− exp[−zJm/(kBT )]
exp[D/(kBT )] + exp[zJm/(kBT )] + exp[−zJm/(kBT )] . (B.13)
If we define T0 = zJ/kB > 0 and δ = D/(zJ), then we can rewrite Eq. (B.13)
as
m =
sinh(T0T m)
1
2 exp(
T0
T δ) + cosh(
T0
T m)
. (B.14)
Depending on the value of δ, the system can have different phase transitions. Firstly,
consider three extreme cases:
1. For δ → ∞, m → 0 at all temperature. The system is disordered and does
not have phase transition.
2. For δ → −∞, m→ tanh(T0m/T ). The system degenerates to a Spin-12 Ising
system, which has already been discussed in the previous section.
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Figure B.2.: Numerical solution of the spin-1 Ising model. Temperature dependence
of (a) the magnetization m and (b) then free energy.
3. For δ = 0, the splitting field is absent and the system degenerates to a spin-1
Ising system. The magnetization of spin-1 Ising model is shown in Fig. B.2 (a),
which is obtained by solving Eq. (B.14) numerically with δ = 0. Figure B.2 (a)
indicates that there is a critical temperature Tc = 0.6670T0. When T >
Tc, the only solution is M = 0. But for T < Tc, there are two non-zero
solutions with opposite sign in addition to the zero solution. Actually, the
zero solution is a meta-stable solution, because the free energy is higher than
for the non-zero solutions as shown in Fig. B.2 (b). This means that the
system has magnetic order at low temperature and becomes disordered at
high temperature. The spin-1 Ising system also shows a second-order phase
transition from ferromagnetic order to paramagnetism.
Now we consider the ground state of Eq. (B.14) when T → 0+. Because Eq. (B.14)is
a even function, we just discuss the case when m > 0. For T → 0+, if we want
to have a nonzero solution, the right side of Eq. (B.14) must satisfy the following
condition
lim
T→0+
sinh(T0T m)
1
2 exp(
T0
T δ) + cosh(
T0
T m)
= lim
T→0+
1
exp
[
T0
T (δ −m)
]
+ 1
> 0. (B.15)
Thus we have
δ −m 6 0. (B.16)
Besides, for δ < m = 1, we have
m = lim
T→0+
sinh(T0T m)
1
2 exp(
T0
T δ) + cosh(
T0
T m)
= 1. (B.17)
It clear that, for δ < 1, m = 1 is always the ground state. However, when δ <
1, Eq. (B.14) has a singular point m = δ < 1, which corresponds to a unstable
state.
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For δ 6 0, three are nonzero solutions of the magnetization besides the zero solution.
But the stable solutions need to minimize the free energy. Therfore, we now consider
the free energy at the ground state. In order to simplify the expression of the free
energy, we define the dimensionless parameters Φ(m) = G/(NzJ) and T ′ = T/T0
and recall Eq. (B.12), then we can obtain an expression for Φ(m) as
Φ(m) = −T ′ ln
[
1 + 2 exp
(
− δ
T ′
)
cosh
(m
T ′
)]
+
1
2
m2. (B.18)
In ground state, Eq. (B.18) has different solutions depending on m and δ when
T ′ → 0+. Here we only consider the cases with m > 0:
1. For m = 0, we directly have
Φ(0) = 0. (B.19)
2. For m 6= 0 and δ > m, we have
lim
T ′→0
Φ(m) =
1
2
m2 > Φ(0). (B.20)
Obviously, m = 0 is the only stable solution when δ > 1.
3. For m 6= 0 and δ = m, we also have
lim
T ′→0
Φ(m) =
1
2
m2 > Φ(0). (B.21)
In this case, δ = m = 1/2 is an unstable solution. The only stable solution is
also m = 0.
4. For m 6= 0 and δ < m, we have
lim
T ′→0
Φ(m) = δ −m+ 1
2
m2. (B.22)
For δ < m, the nonzero solution for the magnetization is m = 1. Hence, it is
clear that for 1/2 < δ < 1, the only stable solution is m = 0. And for δ < 1/2,
m = 1 is the stable solution. Furthermore, when δ = 1/2, both m = 1 and
m = 0 are metastable solutions.
From the above discussion, we conclude that there is no phase transition of the
spin-1 Ising model with zero field splitting for D > zJ/2, because there is only
one stable solution of the system at all the temperatures. But for D < zJ/2,
a phase transition may occur in the system because there are nonzero solutions.
Fig B.3 shows the contour plots of the free energy as a function of temperature and
the magnetization with zero-field splitting parameters D = 0.45zJ and D = 0.47zJ
near the critical temperature. The black lines are the magnetization as a function of
temperature, which is obtained by numerical minimization the free energy function.
Fig B.3 (a) shows that the free energy for m > 0 is always lower than the free energy
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Figure B.3.: Contour plots of the free energy as a function of temperature and
magnetization for different values of D, (a) for D/(zJ) = 0.45 and (b)
for D/(zJ) = 0.47.
for m = 0 when D = 0.45. Hence, the magnetization can continuously decreases to
zero, which corresponds to a second-order phase transition. However, Fig B.3 (b)
indicates that before the magnetization decreases to zero, the free energy for m = 0
is already lower than the free energy for m > 0. Hence, the magnetization can
decease discontinuously, which corresponds to a first-order phase transition.
Actually, we can obtain the critical temperature of second-order transition from
Eq. (B.14). At the second-order transition temperature, m → 0, hence Eq. (B.14)
becomes
lim
m→0
m = lim
m→0
sinh(mT ′ )
1
2 exp(
δ
T ′ ) + cosh(
m
T ′ )
= lim
m→0
m
1
2T
′ exp( δT ′ ) + T
′ . (B.23)
As a result, we obtain
exp(
δ
T ′
) =
2
T ′
− 2. (B.24)
Eq. (B.24) only has solutions for δ < 0.463. For δ 6 0, Eq. (B.24) only has one
solution. However, when 0 < δ < 0.463, Eq (B.24) has two solutions. The lower
critical temperature, which corresponds to the unstable magnetization solution,
will not be discussed in this section. As a result, when D < 0.463, we can expect
a second-order phase transition of the Ising system with zero-field splitting. The
critical temperature can be obtained by solving Eq. (B.24). The numerical results
are shown in Fig. B.4 as a function of zero-field splitting parameter. When the
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Figure B.4.: Second-order transition temperature as a function of zero-field splitting
parameter.
zero-field splitting increases from −∞ to 0.463, the critical temperature decreases
from T0 to 0.3165T0.
Considering the difference of the free energy between m 6= 0 and m = 0 as a function
of temperature, we find
Φ(m,T ′)− Φ(0, T ′) = −T ′ ln
[
1 + 2 exp
(− δT ′ ) cosh (mT ′ )
1 + 2 exp
(− δT ′ )
]
+
1
2
m2. (B.25)
For a first-order phase transition, the magnetization cannot decrease continuously
to zero because there is a critical temperature Tc1, where the free energy for mag-
netization mc1 6= 0 is equal to the free energy for m = 0. When the temperature
increases above Tc1, m = 0 is the lowest energy state. As a result, we have
Φ(m,T ′)− Φ(0, T ′) = 0. (B.26)
When a first-order transition exists, Eq. (B.26) always has nonzero solutions. Sub-
stituting Eq. (B.14) into Eq. (B.26), we can numerically obtain the solutions as
shown in Fig B.5. The red line is the critical temperature as a function of zero-field
splitting, and the blue line is the critical magnetization as a function of zero-field
splitting. When the zero-field splitting increases from 0.464 to 0.49, the critical
temperature decreases from 0.3182T0 to 0.1827, and the critical magnetization in-
creases from 0.3321 to 0.9076.
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Antiferromagnetic Spin-1 Ising model with zero-field splitting
In the ferromagnetic case, all the spins’ mean values are assumed to be the same for
the entire lattice. However, in the antiferromagnetic case, this approximation needs
to be modified in a different way [103, 104]. The lattice is divided into sub-lattices,
in order to obtain opposite spin directions in the ground state. If the lattice can be
decomposed into two equivalent sub-lattices, such as cubic lattices, the partition
function of the corresponding antiferromagnetic Ising system is identical to the
ferromagnetic Ising system discussed before.
Considering an antiferromagnetic Ising system on a 3-dimensional cubic lattice, we
can decompose the cubic lattice into two sub-lattices A and B, which are shown
in Fig. B.6. The nearest neighbors of A belong to B, and vice versa. Thus, the
two sub-lattices are equivalent. The magnetization of sub-lattices A and B can be
expressed as
mA = −
sinh(T0T mB)
1
2 exp(
T0
T δ) + cosh(
T0
T mB)
(B.27a)
mB = −
sinh(T0T mA)
1
2 exp(
T0
T δ) + cosh(
T0
T mA)
, (B.27b)
where T0 = z|J |/kB and δ = D/(z|J |). Obviously, mA = −mB is the solution of
Eqs. (B.27). Substituting mA = −mB into Eqs. (B.27), we obtain
mA = −
sinh(T0T mA)
1
2 exp(
T0
T δ) + cosh(
T0
T mA)
(B.28a)
mB = −
sinh(T0T mB)
1
2 exp(
T0
T δ) + cosh(
T0
T mB)
. (B.28b)
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Figure B.6.: Sub-lattices A and B decomposition of a 3-dimensional cubic lattice.
The solutions for mA and mB are identical to the ferromagnetic Ising system with
zero-field splitting except that mA and mB always have opposite sign. Hence, we
can expect first-order and second-order phase transitions from antiferromagnetic
order to the disordered state. The possible phase transitions are summarized in
Tab. B.1.
Table B.1.: Phase transitions of the antiferromagnetic Ising model with different
zero-field splittings.
Zero-field splitting Phase transition Critical Temperature
−∞ < D < 0.463z|J | Second-order z|J |/kB > Tc2 > 0.3165z|J |/kB
0.463z|J | < D < 0.5z|J | First-order 0.3165z|J |/kB > Tc2 > 0
0.5z|J | < D No transition 0
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