Latent curve models for longitudinal data have received increasing attention in medical, educational, psychological, and behavioral sciences. In these applied areas of research, heterogeneous longitudinal data are common. This paper proposes the use of generalized latent curve models for analyzing heterogenous longitudinal data. The basic model features a mixture of trajectories. It also employs a multinomial logit model for assessing the influence of fixed covariates and explanatory latent variables on the class membership probability within the mixture model. This broad class of models also handles non-normal data from the exponential family distributions. A Bayesian approach is implemented for data analysis. We report a simulation study that proves the satisfactory performance of the proposed approach. Furthermore, we analyzed a real data set extracted from the National Longitudinal Survey of Youth to illustrate the practical value of the proposed model and methodology.
INTRODUCTION
Longitudinal data, which comprise repeated measurements of the same individuals on different periods, arise frequently in a wide range of fields, such as psychology, education, medicine, and public health. Latent curve modeling (LCM) [3, 23, 24, among others], which applies structural equation modeling (SEM) concepts and techniques to traditional growth curve analyses, has received increasing attention as a useful longitudinal technique in the analysis of change patterns. LCM can incorporate information about group and individuals. More importantly, LCM can be used to analyze and explain changes. For example, LCM relates growth factors to an individual's contextual data by extracting latent growth factors from individual trajectories. Based on the pioneer work of Meredith and Tisak [23, 24] , several scholars demonstrated that LCM is a useful tool for studying developmental trends from both inter-and intra-individual perspectives [see, for example, 3, 8, 22, 26, 27, 29, 37, 41, among others] .
Heterogeneity is an important issue in the analysis of longitudinal data. Statistical inference would be seriously distorted when a heterogeneous population is analyzed as homogeneous. Observed heterogeneity can be captured by fixed-effects models, including multi-group models (e.g., age groups). However, other types of heterogeneities such as heterogeneous trajectory classes cannot be handled by fixedeffects models because an individual's membership in a trajectory class is unknown in advance. In statistics, a discrete or continuous mixing distribution is often used to model heterogeneity. When a discrete mixing distribution is deployed, the model is often termed a finite mixture model. In longitudinal studies, the usefulness of mixture models has been increasingly recognized for identifying meaningful classes of individuals according to their developmental trends. Recently, Muthén et al. [see, for example, 26, 28, among others] extended the classical LCM to finite-mixture LCMs and proposed a growth mixture modeling (GMM) under which a population of interest is regarded as a mixture of classes, each defined by its distinct developmental trajectory. In their models, probabilities of class membership can be directly related to covariates through a multinomial logit model. Hence, the model for membership belonging to a specific trajectory class is enhanced with the information derived from the covariates. For instance, if male students are more likely to belong to a trajectory class of faster learners in mathematics, then the predictive power of the mixture model can be improved by including gender as a covariate.
There are two significant methodological challenges for applying GMMs to real data analysis, especially in the social and behavioral sciences. First, explanatory variables are often measured indirectly. Thus, the concept of a latent explanatory variable is useful when multiple indicators are used to describe a specific construct. Second, in practice, the makeup of multiple indicators for a specific construct is almost always multimodal. For example, binary and continuous (including normal and non-normal distributions) data could be present. Sometimes, ad hoc methods are used to create single-mode data. For example, cutoffs are set for continuous data. However, direct models for mixed-mode data would greatly increase the flexibility of the analytic tool. To the best of our knowledge, limited work has been conducted to fully address these practical issues within the context of GMMs.
To illustrate the aforementioned statistical challenges, we used an example from the National Longitudinal Surveys of Youth (NLSY79) in the U.S. This example was also used to illustrate our proposed solution. NLSY79 is a nationally representative sample of young men and women 14 to 22 years of age at the time of the first survey in 1979. These individuals were interviewed annually until 1994 and are currently interviewed on a biennial basis. Their scores for the Peabody Individual Achievement Tests (PIATs) [10] in mathematics and other subjects were recorded at each period. The data analysis was conducted to investigate the longitudinal behaviors of the mathematics achievement of young students from 1990 to 1994 and to identify whether different classes of developmental trends exist. The effects of some important determinants on academic achievement were also determined. Unlike gender, which is directly observed, other explanatory variables of growth trajectory such as behavior problems and home environment are indirectly measured using the five indicators of the Behavior Problem Index (BPI) [43] and the three indicators of the Home Observation for Measurement of the Environment (HOME) Inventory [5] . The indicators of these latent constructs do not necessarily belong to a single data type. For example, the latent explanatory variable "home environment" is described by binary variables such as "live with mother" and by continuous variables such as "cognitive stimuli score". Although this example concerns a social survey, the two challengesexplanatory latent variables and mixed-mode indicatorsare common in other sciences, including health and business/economics.
In this paper, we propose a generalized latent curve mixture model (GLCMM) to analyze heterogeneous longitudinal data. The proposed approach directly addresses the aforementioned statistical challenges. By building upon existing work in GMM, our proposed model aims to fill the following significant gaps in the literature by (1) incorporating explanatory latent variables for predicting latent growth factors and probability of class membership, and by (2) including a broad class of data types for indicators of the latent variables through the exponential family distribution (EFD) framework. We adopted a Bayesian approach, together with Markov chain Monte Carlo (MCMC) techniques such as the Gibbs sampler [15] , the Metropolis-Hastings (MH) algorithm [17, 25] , and the permutation sampling [14] , to analyze GLCMM. A Bayesian model selection criterion, the modified deviance information criterion (DIC), was utilized for model selection. The sampling-based Bayesian approach is proposed for several reasons. First, the different types of latent variables (categorical and continuous) and complicated data structure make the statistical inference of GLCMM through the maximum likelihood (ML)-based method difficult. By contrast, the sampling-based Bayesian approach is powerful for analyzing complex models and data. Second, the ML-based method is likely to encounter multiple modes in a mixture likelihood, which could lead to uncertainty in inference if all the modes are reached [12] . Our proposed Bayesian approach employs permutation sampling to fix the problem of label switching in a mixture likelihood and to avoid getting trapped in a suboptimal mode. Finally, the Bayesian approach allows the use of genuine prior information and is less dependent on asymptotic theory, thereby producing more reliable results even with small samples [11, 19, 32, 37, among others] .
The remainder of this paper is organized as follows. Section 2 describes GLCMM. Section 3 presents a Bayesian analysis of the proposed model. An MCMC method coupled with the permutation sampling is proposed to obtain the Bayesian estimates of the unknown parameters. The modified DIC is used for model selection. Section 4 shows a simulation study for the evaluation of the empirical performance of Bayesian estimation and model selection. Section 5 illustrates the methodology with a real data set from NLSY79. Section 6 concludes the paper with a discussion.
GENERALIZED LATENT CURVE MIXTURE MODEL (GLCMM)

Basic latent curve model
LCMs are popular longitudinal techniques for analyzing individual differences in changing patterns, which usually involve random intercepts and slopes, with each pair forming a different trajectory over time. The basic LCM can be viewed as the following common factor analysis model or trajectory equation by Bollen and Curran [3] :
T is a p 1 × 1 vector of continuous repeated measures at p 1 periods for the i-th individual, Λ y is a p 1 × q 1 matrix of sequentially known values of the growth curve records, η i is a q 1 ×1 latent growth factor, and yi is a p 1 ×1 vector of error measurements, which is assumed to be independent of η i and distributed as N (0, Ψ y ) with a diagonal covariance matrix Ψ y . The pattern of Λ y can be interpreted as a representation of a particular aspect of change in y ij across p 1 periods. When q 1 = 2, Equation (1) for a linear LCM is expressed in the following matrix form:
The first column of Λ y is used to define an intercept factor, which represents the initial status of change in y ij . The second column of Λ y represents known times of measurement. The values of t j (j = 1, . . . , p 1 ) reflect the spacing between measurement periods, and the latent growth factor η i contains the random intercept (initial status) η i1 and random slope (rate of change) η i2 . The two-factor LCM in this case is specified so that the intercept factor serves as the starting point for any growth across time and the slope factor captures the rate of change in the trajectory over time. The values of t j (j = 1, . . . , p 1 ) can be specified using either fixed value restrictions (e.g. 0, 1, . . . , p 1 − 1) that represent a straight-line growth or unspecified value restrictions (t 1 = 0 and t 2 = 1 are fixed for model identification, and the remaining t 3 , . . . , t p1 are freely estimated) that allow estimation of an optimal pattern of change over measurement periods [24] . However, the method of unspecified value restrictions does not produce a straightforward interpretation of the resulting model parameters; see [3] for more details.
In this article, we only consider the fixed value restrictions method. To examine variabilities across individuals, the latent growth factor η i is further modeled by
where μ is a q 1 × 1 vector of the population mean of latent individual growth factors, δ i is a q 1 × 1 random vector of residuals that reflect differences between the mean growth factors and the individual growth factors, and δ i is assumed to be distributed as N (0, Ψ δ ) with a diagonal covariance matrix Ψ δ . The diagonal elements ψ δj measure the degree of diversity in individual latent growth factors from their means. For instance, in the study of NLSY79 described in Section 1 for investigating the longitudinal behavior of mathematics achievement of young students, we aim to specify an LCM to represent changes in math scores. To obtain a rough idea about the trajectory model, we plotted the average PIAT math scores across all individuals at different periods. Figure 1 shows that a linear trajectory model is adequate. We denote y ij (j = 1, 2, 3) as the PIAT scores [10] in mathematics in 1990, 1992, and 1994, during which the measurements were conducted. A linear LCM for
where the known times of measurement are set to 0, 1, and 2 to reflect the equal spacing between measurement periods from 1990 to 1994, and the subject developmental trend of . . .
where η i3 is the quadratic component for revealing the curvature presented in individual trajectories. In practice, a model selection procedure may be conducted to determine whether the inclusion of additional nonlinear terms leads to a significant improvement in model fit.
Generalized latent curve model
In substantive research, the longitudinal patterns of individuals may be influenced by other observed and latent explanatory variables. Moreover, the latent growth factors in η i may be inter-correlated. To assess these effects and inter-relationships, Equation (2) in the basic LCM can be extended to
where μ is a q 1 ×1 vector of intercepts, w i is an r 1 ×1 vector of fixed covariates that may follow either continuous or discrete distributions, and ξ i is a q 2 × 1 vector of explanatory latent variables.
T is an h × 1 vector-valued function that contains nonzero differentiable functions f 1 , . . . , f h , the forms of which are given and may need to be tested. Furthermore, A and Γ are q 1 × r 1 and q 1 × h matrices of unknown parameters reflecting the effects of w i and F(ξ i ) on η i , and Π is a q 1 × q 1 matrix of unknown coefficients specifying the inter-relationships among the latent growth factors in η i . We assume that the distribution of δ i is N (0, Ψ δ ) with a diagonal covariance matrix Ψ δ and that δ i is independent of ξ i . Let Π 0 = I − Π, in which Π 0 is assumed to be non-singular and |Π 0 | is assumed to be independent of the elements of Π. Li and Wang [21] reported that the violation of this assumption would cause a nonstandard and complex full conditional distribution of Π, thereby requiring a tedious step for drawing observations from p(Π|·) in the MCMC algorithm. In this article, we assume that |Π 0 | is a constant independent of Π for the sake of simple computation. This assumption can be relaxed with a modification of the posterior sampling [21] .
In the NLSY79 study, how "behavior problems" influence the developmental trend of PIAT mathematics score is of particular interest. However, "behavior problems, ξ i " is a latent variable because it is measured by the multiple items of BPI [43] . A model incorporating the effects of ξ i on the latent growth factors is
which is a special case of Equation (5) with A = 0, Π = 0, and F(ξ i ) = ξ i . The regression coefficients γ 1 and γ 2 represent the effect of behavior problems on the initial status and rate of change in mathematics score, respectively.
The latent vector ξ i in Equation (5) can be measured as follows:
where x i is a p 2 × 1 vector of observed indicators, Λ x is a p 2 × q 2 factor loading matrix, and xi is a p 2 × 1 random vector of error measurements. Here, xi is assumed to be independent of ξ i , η i , yi , and δ i , and distributed as N (0, Ψ x ) with diagonal Ψ x , and ξ i is assumed to be distributed as N (0, Φ). Note that Models (1) and (7) are confirmatory factor analysis (CFA) models because the patterns of their factor loading matrices can be pre-specified according to background data. In the study of NLSY79 data, "behavior problems, ξ i " is measured by the indicators, x i1 , x i2 , x i3 , x i4 , and x i5 , which are the BPI [43] subscales for antisocial, anxious, peer conflict, headstrong, and hyperactive behaviors, respectively. Equation (7) is then defined with p 2 = 5 and q 2 = 1:
where 1.0 is fixed to identify the model and to introduce a scale to the latent variable ξ i . Figure 2 depicts the path diagram of LCM for analyzing the NLSY79 data. Although we only cope with the linear effect of ξ i on η i in Figure 2 , Equation (5) is flexible enough to assess the effects of the observed covariates in w i on η i , the interrelationships among the growth factors in η i , and the nonlinear effect of ξ i on η i . For example,
where π 21 reveals the interrelationship between η i1 and η i2 , and γ 13 and γ 23 examines the interaction effects of ξ i1 and ξ i2 on η i1 and η i2 , respectively. The incorporation of nonlinear F(ξ i ) in Equation (5) is important to provide a general model that reflects the true relationships among latent variables. The distribution of y i is non-normal because of the nonlinearity of F(ξ i ). Hence, the conventional computer packages developed based on the normal assumption of y i cannot be directly applied to the current analysis.
As mentioned above, in Equation (5), |Π 0 | = |I − Π| is independent of the elements of Π. In some circumstances, this assumption may be violated. For example,
where
The MCMC method developed by Li and Wang [21] can be applied to sampling from p(Π|·).
The generalized LCMs defined by Equations (1), (5), and (7) are not identified without imposing appropriate identification constraints. For instance, an equivalent form of (7) is
and R is an arbitrary nonsingular matrix. One common method of solving this problem is to fix appropriate elements in Λ x at fixed known values so that the only possible choice of R is the identity matrix [2, 18, 33] . In Equation (8) , for example, we fix λ x11 at 1.0 for the purpose of identification. Similarly, appropriate elements in Λ y , Π, and/or Γ may also be fixed at known values if necessary.
CFA models (1) and (7) can be synthesized into a unique model framework. Assuming that u i = (y (1) and (7) can be combined as
where u i (p × 1) consists of p 1 repeated measurements in (1) and p 2 multiple indicators in (7), ω i (q × 1) consists of q 1 latent growth factors in η i and q 2 explanatory latent variables in ξ i , where p = p 1 + p 2 , and q = q 1 + q 2 . With this synthesis, the generalized LCM can be simply defined by Equations (5) and (9).
Generalized latent curve mixture model
To accommodate possible heterogeneity in longitudinal data, we further introduce a latent allocation variable to the model described in Section 2.2. The model consists of two parts. The first part (the upper panel of Figure 3 ) defines a mixture model with latent trajectory classes, in which the probability of an individual belonging to a trajectory class is predicted by explanatory latent variables in ζ and observed covariates in b through a multinomial logit model. The second part (the lower panel of Figure 3 ) is a withinclass LCM that examines how explanatory latent variables in ξ and observed covariates in w affect latent growth factors in η within a trajectory class. Each part is presented in the following sections.
Mixture modeling for latent trajectory classes
Suppose that K different trajectory classes are present in a random sample of size n, where K is the number of trajectory classes and is usually determined based on a model selection procedure. A mixture model for u i is defined as follows:
where π ik is the probability of the ith individual in the kth class such that K k=1 π ik = 1.0, and p k (·|·) is the density function of u i with parameter vector θ k . The probability π ik can be further modeled by the multinomial logit model: 
where c i is a latent allocation variable, b i is an r 2 × 1 vector of fixed covariates, ζ i is a q 3 × 1 vector of explanatory latent variables, and ϕ k0 , ϕ
T , and ϕ
T are class-specific unknown parameters. To identify (11) , ϕ K0 , ϕ K1 , . . . , ϕ K,r2+q3 are fixed at 0.0. The explanatory latent vector ζ i in (11) is measured by multiple indicators:
where v i is a p 3 ×1 vector of observed indicators, Λ v is a p 3 × q 3 factor loading matrix, and vi is a p 3 ×1 vector of random errors with distribution N (0, Ψ v ), where Ψ v is diagonal. In the study of the NSLY79 data, p 3 = 3 and q 3 = 1. The observed indicators are household variable, home cognitive stimulation score, and emotional support score, which are used to measure the latent variable "home environment". We assume that ζ i is independent of vi and distributed as N (0, Φ v ), where Φ v is an unknown covariance matrix. Model (12) can be identified by fixing appropriate elements in Λ v at known values.
Compared with the conventional multinomial logit model, Model (11) involves fixed covariates and latent variables as predictors. The main goal of this extension is to provide a more flexible model for better prediction of the unknown probability of class membership. In Equations (5) and (11), and (7) and (12) , common variables between w i and b i , v i and x i , and ξ i and ζ i may exist, respectively.
In the study of the NLSY79 data, "home environment" and "gender" are of interest in predicting the probability of class membership. Model (11) with p 3 = 3 and q 3 = r 2 = 1 can be written as (13) 
where b i indicates the observed covariate "gender", and ζ i indicates the latent variable "home environment", which is measured by the indicators of household variable, home cognitive stimulation score, and emotional support score via Equation (12).
Within-class generalized latent curve model
In Section 2.3.1, we defined a mixture model, in which u i is assumed to come from K latent trajectory classes. In this section, we further define the within-class model. Given that c i = k, k = 1, . . . , K, the within-class generalized LCM can be defined as:
where all the components are defined in a similar manner as those in Equations (5) and (9) except that the unknown parameters are class-specific. The models defined in Equations (14) and (15) allow for heterogeneity both in the patterns of trajectories and in the effects of explanatory latent and observed variables on the latent growth factors. These models are characterized by a form of invariance [42] , that is, the fixed parameters are fixed at the same locations in different trajectory classes. For instance, in Equation (8), we fix the element λ x11 at 1.0 to identify the model in each trajectory class.
Generalization from normal distribution to EFD
Model (14) is defined under the assumption that the conditional distributions of observed variables in u i , given latent variables, are normal. To handle non-normal data, we generalized the conditional distribution of u i from normal to EFD. This family includes discrete distributions such as binomial and Poisson; it also includes continuous distributions such as normal and gamma.
We assume that the distribution of u ij , j = 1, . . . , p conditional on the kth class and ω i , is independent and comes from the EFD with canonical parameter ϑ kij [1, 31, 33] :
where b j (·) and c j (·) are differentiable functions with the dots denoting the derivatives, the forms of which depend on the distributions of the response variables,
, and g j (·) are link functions. Under the EFD framework, The expectation of Equation (14) can be rewritten as (17) ϑ
Similarly, the distribution of v i in Equation (12) can also be generalized from normal to EFD. Let
, and h j (·) are link functions. Under the EFD framework, the expectation of Equation (12) can be rewritten as
For instance, in the study of the NLSY79 data, the indicators {v i1 , v i2 , v i3 } for measuring the latent variable "home environment, ζ i " are discrete and continuous, in which v i1 is a binary variable coded with {0, 1} representing "in household with father and other relatives" and "in household with mother," respectively, whereas v i2 , home cognitive stimulation score, and v i3 , emotional support score, are continuous and assumed to be normally distributed. Under the EFD framework, the corresponding CFA model can be written as ⎛
where ϑ vj = h j (E(v ij |ζ i )), in which the link function h 1 is a logit link, and h 2 and h 3 are the identity links. The value of 1.0 is fixed to identify the model and to introduce a scale to the latent variable ζ i .
In summary, the GLCMM proposed in this section integrates the following features: (i) continuous latent variables, including latent growth factors and explanatory latent variables that may influence both latent growth curve and latent class membership; (ii) a latent allocation variable that accounts for latent trajectory classes; (iii) fixed and latent effects in LCM and in the multinomial logit model; and (iv) discrete and continuous data from EFD. Hence, the proposed model is rather general and useful for revealing possible latent classes and class-specific change patterns in the analysis of heterogeneous longitudinal data.
BAYESIAN ANALYSIS OF GLCMM
Bayesian estimation with MCMC methods
Prior distributions
In a full Bayesian analysis, the unknown parameters are treated as random. An important issue is to specify prior distributions for unknown parameters. Diebolt and Roberts [9] and Roeder and Wasserman [30] = 1, 2, . . . , p 3 . The following conjugate prior distributions are specified:
, ρ 0 and ρ 0v , and the positive-definite matrices H 0 km , H 0δkl , H 0vl , Σ 0k , Σ ϕ0k , R 0k , and R 0v are hyperparameters. In practice, values of hyperparameters are adopted from previous studies or other sources. Given that assigning conjugate prior distributions for unknown parameters usually leads to the same forms of posterior distributions [11, 13, 18] , the resulting posterior distributions for most of the unknown parameters in our proposed model are standard, and simulating observations from them is efficient.
Posterior inferences with MCMC sampling
Let U = (u 1 , u 2 , . . . , u n ) and V = (v 1 , v 2 , . . . , v n ) denote the observed data matrices, Ω = (ω 1 , ω 2 , . . . , ω n ) and Ω = (ζ 1 , ζ 2 , . . . , ζ n ) denote the matrices of continuous latent variables, and C = (c 1 , c 2 , . . . , c n ) T denote the vector of latent allocation variables. Moreover, let θ k denote the parameter vector that contains all the unknown parameters in
Considering that the posterior distribution of θ given U and V, p(θ|U, V), is intractable, we performed data augmentation [40] by augmenting the observed data 
(1) Posterior distributions and sampling Given the complexity of the model and data structure, some full conditional distributions involved in the MCMC algorithm are nontrivial. For instance, the EFD framework, the nonlinear function F(·), and the multinomial logit model lead to the posterior distributions that one cannot directly sample from (see details in the Appendix). Simulating observations from these distributions is a challenging task in implementing the MCMC algorithm. We employed the MH algorithm together with other MCMC techniques to achieve this purpose. The full conditional distributions of other parameters in θ are the normal, Gamma, and inverted Wishart distributions. Simulating observations from these distributions is straightforward.
(2) Label switching and permutation sampler A second issue that needs to be addressed is the label switching problem in Bayesian mixture modeling. For the proposed GLCMM with K classes, the likelihood function is invariant with a permutation of the class labels 1, 2, . . . , K. So, the unconstrained posterior is also invariant to relabeling the states under a symmetric prior. This condition induces a multimodal posterior, and may give rise to misleading results in Bayesian estimation. Following Lee [18] , the permutation sampler proposed by Frühwirth-Schnatter [14] is used to solve the label switching problem. The details of permutation sampler can be found in [14] and [18] .
To conduct the posterior inference, a sufficiently large number of random observations were simulated from the joint posterior distribution p(θ, F l |F o ) using the Gibbs sampler [15] coupled with the MH algorithm [17, 25] . More specifically, θ and F l were simulated from their corresponding full conditional distributions iteratively. Under mild regularity conditions, the joint distribution of (θ (j) , F (j) l ) converges at an exponential rate to the desired posterior distribution p(θ, F l |F o ), after a sufficiently large number of burnin iterations [15] . The required number of burn-in iterations for achieving convergence can be determined by plotting the simulated sequences of individual parameters. At convergence, parallel sequences generated with different starting values should mix well. Another method for monitoring convergence is based on the estimated potential scale reduction (EPSR) values [16] , in which convergence is achieved when the EPSR values are all less than 1.2. Based on a simulated sample of observations after convergence, the Bayesian estimates of θ can be obtained through the sample mean and the standard error estimates can be obtained through the sample covariance matrix.
Bayesian model selection
For the proposed GLCMM, the number of latent classes, K, is usually unknown. A model selection procedure is needed to determine the most appropriate K. In this article, we adopted a modified DIC [38] for the model selection. DIC combines Bayesian measures of fit and model complexity. The model with the smallest DIC value is selected. However, DIC cannot be directly applied to the selection of mixture models [18, 39] . Recently, Celeux et al. [6] have proposed different DIC constructions for mixture models. In this paper, the most current modification of DIC for mixture model is used. This modified DIC is defined as follows:
where log p (F o , F l |θ) is the complete data log-likelihood function. The modified DIC can be approximated by
where 
SIMULATION STUDY
The objective of this simulation study is to examine the empirical performance of the Bayesian estimation and model selection for the proposed GLCMM. The data set was generated from a GLCMM with two trajectory classes (K = 2). For k = 1, 2, and i = 1, 2, . . . , n, the probability of the ith individual falling in the kth class was modeled through the following multinomial logit model with r 2 = 1, q 3 = 2: To define the within-class generalized LCM, we let u i = (u i1 , u 
where yij ∼ N (0, ψ ykj ). For j = 1, . . . , 6, x ij relate to the explanatory latent vari-
, where 1's and 0's are fixed for the purpose of identification, (ξ i1 , ξ i2 ) T ∼ N (0, Φ k ), and xij ∼ N (0, ψ xkj ). The effects of explanatory latent variables and covariates on the latent growth factors, η ij , j = 1, . . . , 4 were assessed through the structural equations with r 1 = 1, q 2 = 2, and
T as follows:
where the μ's, a's, and γ's were unknown parameters. The fixed covariate w i (i = 1, 2, . . . , n) was generated from N (0.0, 1.0), and δ ij ∼ N (0, ψ δkj ). Figure 4 depicts the path diagram of the within-class generalized LCM defined above.
In Figure 4 , two linear LCMs were considered simultaneously. One was defined with latent growth factors {η i1 , η i2 } and binary repeated measures y i1 , . . . , y i4 under the EFD framework (see Equation (17)). The other was defined with latent growth factors {η i3 , η i4 } and continuous repeated measures y i5 , . . . , y i8 .
The true population values of the unknown parameters involved in the within-class LCMs are given as follows: The total number of unknown parameters in the proposed model was 99. Given the number of parameters and the existence of binary data, a relatively large sample size was required to achieve accurate estimation result [18] . In this simulation study, sample sizes of n = 800 and n = 1, 600 were used, and 100 replications were conducted for each sample size.
To provide a sensitivity analysis of the Bayesian results to the prior specification, the prior input in (20) was perturbed as follows:
Type I: All elements in {μ 0k , Λ 0 km , Λ 0δkl , ϕ 0k , Λ 0vl } were taken to be 1.0, α 0 km = α 0δkl = 9, β 0 km = β 0δkl = 4, Σ 0k , H 0 km , H 0δkl , H 0vl and Σ ϕ0k were identity matrices, Type II: All elements in {μ 0k , Λ 0 km , Λ 0δkl , ϕ 0k , Λ 0vl } were taken to be 0.0, α 0 km = α 0δkl = 10, β 0 km = β 0δkl = 3, Σ 0k , H 0 km , H 0δkl , H 0vl and Σ ϕ0k were diagonal matrices were taken as diagonal matrices with diagonal elements 8.0. Initially, we ran the random permutation sampler [14] and found that μ 13 < μ 23 was an appropriate identifiability constraint for the MCMC algorithm. A few test runs were conducted to provide information about the number of MCMC iterations required for achieving convergence. For n = 800, Figure 5 shows that the MCMC algorithm converged in less than 25,000 iterations, in which the EPSR values were stable below 1.2. Moreover, the plots of sequences of observations corresponding to the parameters randomly selected from Class 1 are displayed in Figure 6 . Those corresponding to other parameters are very similar and are not presented here. These trace plots show that MCMC chains with different starting values mix very well. Hence, we collected 10,000 observations after discarding 25,000 burn-in iterations to obtain the Bayesian results at each replication. Based on 100 replications, the bias of the estimates (Bias) and the root mean squares (RMS) between the estimates and the true values were computed. Tables 1 to 4 To access the performance of the modified DIC in determining the number of classes, K, we denote M k as the GLCMM with k latent classes, k = 1, 2, 3. Here, M 2 is the true model defined above. For M 1 and M 3 , the model setting and prior specification in each class are similar to those given in M 2 . The modified DIC values for M 1 to M 3 were calculated from the simulated observations in the MCMC iterations. Table 5 presents a summary of the modified DIC values under different model settings and prior inputs. With n = 800, the true model M 2 was selected with the smallest DIC value in 98 of 100 replications under Prior I and 96 of 100 replications under Prior II. With n = 1, 600, the true model M 2 is selected with the smallest DIC value under each 22 1.0 −0.001 0.075 Note: The subscript k is suppressed for notational simplicity, and the 0's with asterisk are fixed for identification purpose.
of the 100 replications and each of the prior inputs. The above findings demonstrates that DIC is a valid Bayesian model selection criterion.
AN ILLUSTRATIVE EXAMPLE
In this section, we applied the GLCMM to a data set extracted from the NLSY79 data to illustrate our methodology. A subset of the NLSY79 data collected in 1990, 1992, and 1994 was used in this example. After excluding missing data, the sample size was n = 1, 674. We consider the continuous longitudinal variables y 1 , y 2 , y 3 , which represent the PIAT scores [10] in mathematics in 1990, 1992, and 1994, respectively. PIAT is one of the most commonly used ageappropriate assessments of academic achievement, and it is used as an indication of a child's cognitive development. This illustrative example has the following main objectives: (1) investigate whether the trajectories of PIAT scores in mathematics contain heterogeneous patterns, (2) examine how "gender" and "home environment" influence the latent class membership, and (3) examine how "behavior problems" influences the developmental trend of PIAT scores in each trajectory class. A path diagram of the proposed GLCMM is depicted in Figure 7 . The covariate "gender, b", with "1" representing female, and an explanatory latent variable "home environment, ζ" were used to model the class probability via the multinomial logit model (13) . Three observed indicators, "the household variable, v 1 ", "the score of home cognitive stimulation, v 2 ", and "emotional support, v 3 ", were used to measure the latent variable "home environment, ζ" through Model (19) . Among these indicators, v 1 is a binary variable coded with {0, 1} representing "in household with father and other relatives" and "in household with mother," respectively, whereas v 2 and v 3 are continuous variables. The within-class LCMs are defined by Models (3), (6) , and (8) , in which the explanatory latent variable "behavior problems, ξ" was measured by five BPI subscales for antisocial (x 1 ), anxious (x 2 ), peer conflict (x 3 ), headstrong (x 4 ), and hyperactive behaviors (x 5 ). Higher scores represent a greater level of behavior problems. The scores used in this study were normed; thus, they can be treated as continuous. Given that the values of the continuous variables were quite large, the longitudinal measurements y 1 to y 3 were divided by 10 for readability, and the continuous observed indicators v 2 , v 3 , and x 1 to x 5 were standardized before analysis. The proposed GLCMM was used to fit the data set that involves both continuous and binary data.
The modified DIC was used to determine the number of trajectory classes, K. Let M k denote the k-class model, k = 1, . . . , 5. Given that we had little information about the model and the parameters, we assigned the vague prior inputs in (20) as follows: elements in {μ 0k , Λ 0 km , Λ 0δkl , ϕ 0k , Λ 0vl } were fixed at 0.0, α 0 km = α 0δkl = 9, β 0 km = β 0δkl = 4, Σ 0k , H 0 km , H 0δkl , Σ ϕ0k ; H 0vl were identity matrices with appropriate orders, ρ 0 = ρ 0v = 5, R Based on the random permutation sampler, we found that μ 11 < μ 21 is an appropriate identifiability constraint. Furthermore, our pilot study showed that the MCMC algorithm converged within 20,000 iterations. Figure 8 shows the plot of the EPSR values against the iteration numbers. After discarding 20,000 burn-in iterations, we collected additional 20,000 observation to obtain the Bayesian estimates (EST) of the unknown parameters and their corresponding standard error estimates (SE). Table 6 summarizes the results. The main findings are as follows. First, more than one latent trajectory class exist, each of which has a different trajectory pattern. On average, the children in Class 1 have low initial PIAT scores in mathematics but a high rate of change across time, whereas those in Class 2 present an opposite pattern-high initial scores but low rate of change. In practice, there might be more classes of students, for example, students with low (high) initial PIAT scores in mathematics also have low (high) rates of change across time. However, we did not identify such classes of students in the NLSY data. Second, the influence of "behavior problems" on the latent growth factors is significant in Class 2 but not in Class 1. Third, in the multinomial logit model, ϕ 1 and ϕ 2 are significantly positive, indicating that girls and children with a better "home environment" are more likely to belong to Class 1. Finally, some of the other parameters, including λ's, ψ 's, φ's, and ψ δ 's, vary substantially across classes. This finding confirms the existence of heterogeneity within the NLSY data.
Using a single PC with an Intel Core i3 CPU 550@3.20 GHz and 4.00 GB RAM, the computing time for obtaining the Bayesian estimates of parameters and the modified DIC value under M 2 was approximately 100 minutes. Our program is written in C language and is available upon request.
To assess the sensitivity of the Bayesian estimation and model selection to different prior inputs, the above analysis was repeated with some disturbances to the current prior input. Still, the 2-class model was selected, and the Bayesian estimates of the unknown parameters under the selected model were close to those presented in Table 6 . The results are not reported here.
DISCUSSION
In this article, an integrated generalized mixture LCM was established under the Bayesian framework. Unlike traditional LCMs, this integrated model can simultaneously handle different kinds of latent and observed variables, such as (1) continuous latent variables, including latent growth factors and explanatory latent variables; (2) a latent allocation variable representing latent trajectory classes; (3) fixed and latent effects in predicting latent growth factors and probabilities of subjects' class memberships; and (4) mixed continuous and discrete observed variables that follow the EFD. The proposed GLCMM represents a broad class of statistical models flexible enough to detect the heterogeneity of a longitudinal trajectory pattern, explore fixed and latent effects that influence both longitudinal change patterns and latent class membership, and accommodate mixed-data types. Our proposed Bayesian approach, which includes the Gibbs sampler, the MH algorithm, the permutation sampler, and the modified DIC, solves computational challenges that arise from the GLCMM modeling efforts. The NLSY example demonstrates how the proposed GLCMM can be applied to longitudinal data and how it can test hypothesis outcomes that are generally not achievable using conventional methods. The proposed GLCMM can be extended to several directions. First, our model assumes that data are collected with the same number of waves and the same spacing of waves among individuals (i.e., balanced data). However, unbalanced setting is common in longitudinal data. Hence, extending the current model to deal with unbalanced data is worthy of further consideration. Second, the proposed model can be extended to include longitudinal latent effects to predict latent growth factors and the probability of class membership. Third, given that ordered and unordered categorical data are very common in practical research, the idea of probit (logit) regression or cumulative probit (logit) regression methods [1, 4, 33, 36] could be applied to incorporate these types of data in the current model. Finally, except for determining the number of latent trajectory classes, the modified DIC can also be used to select appropriate linear or nonlinear parametric functions f 1 , . . . , f h . Moreover, the parametric trajectory equation and parametric functions f 1 , . . . , f h in the current model can be further extended to nonparametric forms. The Bayesian P-splines approach [13, 34, 35] is a promising candidate for the nonparametric modeling of LCMs.
APPENDIX A. FULL CONDITIONAL DISTRIBUTIONS
(a) The full conditional distribution of ϕ k :
p(ϕ k |U, V, Ω, Ω, C, θ) The full conditional distributions of other parameters in θ are the normal, Gamma, and inverted Wishart distributions. They are not presented here.
