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Nota Bene. The original version of the paper was published
in Contemporary Mathematics 378 “Groups, Languages, Algo-
rithms”; 2005, pp. 319-348. This is a modified version with Ap-
pendix that holds a corrected formulation of Proposition 4.1.
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1. Introduction
Free partially commutative groups (or partially commutative groups,
for brevity) have many remarkable properties.
• They arise naturally in many branches of mathematics and com-
puter science. This led to a variety of names under which they
are known: semifree groups [2, 3], graph groups [26, 55, 56, 57],
right-angled Artin groups [10, 19], locally free groups [20, 58].
• Normal forms of elements in these groups are extremely conve-
nient from computational point of view.
• All major algorithmic problems for partially commutative
groups are solvable.
• The groups have very rich subgroup structure. In particular,
the fundamental group of almost every surface is a subgroup of
a suitable partially commutative group (see [19]).
• Free partially commutative groups have interesting statistical
properties, and many of their statistical parameters can be es-
timated.
• Right-angled groups are intrinsically connected to other types
of Artin groups [15, 53].
Not surprisingly, the rich pickings of the theory of partially commuta-
tive groups attract researchers from various areas of mathematics, and
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the group are being investigated from a refreshing variety of points of
view.
Without attempting to give a full survey of the existing theory, we
mention that the structural theory of partially commutative groups
was developed in [36, 56] and structure of subgroups studied in [19,
55]. Paper [10] discusses applications to geometry and topology, while
major statistical characteristics for these groups are estimated in [20,
58, 59] and the Poisson-Furstenberg boundary described in [50]. Some
algorithmic problems for right angled groups were solved in [38, 62].
We can summarize the main results of this paper sa follows. Let G
be an arbitrary partially commutative group.
• We develop divisibility theory forG (and not just for semigroups
of positive elements, as in the classical paper on Artin groups
[11]). It closely resembles the classical divisibility theory of
integers. In particular, we have reasonable concepts of the least
common multiple and greatest common divisor.
• We prove the existence of polynomial algorithms for solving
main algorithmic problems and estimate the boundaries for
their complexity.
• With the help of the algorithms of divisibility theory in each
class wG of all elements conjugate to the element w we compute
the canonical representative. Its normal formal is called in the
paper theminimal exhausted form of wG. This form is easy from
the computational point of view (see Outline of this algorithm
in Section 5.3).
• These results allow us to present a solution of time complex-
ity O(n3) for the conjugacy problem for partially commutative
groups (see Theorem 6.11) and the algorithm in Section 5.4.
In Sections 3 and 5 we describe the algorithms for solving all major
problems in partially commutative groups: divisibility problem, com-
putation of the greatest common divisor and the least common multiple
of a pair of elements, computation of maximal divisor related to fixed
subgroup, computation of block decomposition for an element of par-
tially commutative group, algorithms for computation of normal forms
and solving the conjugacy problem.
The principle motivation for the present paper was the desire to
understand why genetic [18] and semi-heuristic [40] algorithms hap-
pened to be so efficient for solving conjugacy search problem and some
other algorithmic problems on special classes of partially commuta-
tive groups. See [7] for a brief discussion of genetic algorithms. The
analysis shows that the factors behind the good performance of these
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semi-deterministic algorithms are manifestation of a good divisibility
theory. It also helps us to show, in the final section of the paper, that
our deterministic algorithms have at most cubic time complexity.
2. Free partially commutative groups
2.1. Definitions. From now on X = {x1, . . . , xr} always stands for
a finite alphabet, its elements being called symbols. In what follows,
xi, xj , . . . , yi, yj, . . . , etc. are reserved for symbols from X or their in-
verses.
Recall that a (free) partially commutative group is a group given by
generators and relations of the form
(1) G = 〈X | RX〉 for RX a subset of {[xi, xj] | xi, xj ∈ X}
This means that the only relations imposed on the generators are com-
mutation of some of the generators. The number r = |X| is called the
rank of G. In particular, the free abelian group on X is a partially
commutative group. We also denote
R = {[xi, xj ] | xi, xj ∈ X} ,
and, for Y ⊂ X ,
RY = {[xi, xj ] | xi, xj ∈ Y } ∩ RX .
Set Xr−1 = { x2, . . . , xr }. It is easy to see that every partially
commutative group Gr = 〈Xr | Rr〉 is an HNN -extension of Gr−1 =
〈Xr−1 | Rr−1〉 by the element x1. In this extension, associated sub-
groups H and K coincide and are subgroups of Gr−1 generated by all
symbols xj ∈ X such that x1 commutes with xj and j 6= 1. The cor-
responding isomorphism φ : H → K is the identity map id : H → H .
Indeed, this can be seen from the obvious presentation for G:
G = 〈Gr−1, x1 | rel(Gr−1), [x1, xj ] = 1 for [x1, xj ] ∈ RX〉
Two extreme cases of this construction are worth mentioning. If
H = K is the trivial subgroup then G is the free product
G = Gr−1 ∗ 〈x1〉
of two partially commutative groups. From the algorithmic point of
view, free products of groups behave nicely and most decision problems
can be reduced to similar problems for the factors.
Another extreme case, H = K = Gr−1, yields the direct product
G = Gr−1 × 〈x1〉 .
Again, all algorithmic problems considered in this paper can be easily
reduced to the corresponding problems for the direct factors.
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X = {x1, . . . , xr} — a finite alphabet
Gr, or G(X), or G — free partially commutative group of rank r gener-
ated by the set X
G+r , or G
+(X), or G+ — free partially commutative monoid of rank r gen-
erated by the set X
|w| — the length of the word w
[w] — the element of the group Gr represented by the
word w
u = v — equality of the elements in the group Gr
u ≃ v — equality of words in the free monoid M(X ∪X−1)
lg(w) — the length of a geodesic word w′ such that w =Gr
w′
w = g ◦ h — cancellation-free multiplication, that is,
lg(w) = lg(g) + lg(h).
n(w) — the normal form of w
RC(w) — cyclically reduced conjugate to w
α(w) — the set of symbols which occur in the word w
A(w) — the subgroup of G generated by all symbols which
commute with w and do not belong to α(w)
Dl(w) — the set of left divisors of w
u | v — left divisibility, u divides v
ad(w) — the the maximal (left) abelian divisor of w
w [i, j] — the interval of the word w from the i-th letter and
up to and including the j-th one, i 6 j
w [i] — the i-th letter in the word w
eY (w) — the exhausted form of w with respect to the set
Y ⊆ X
gd(u, v) — the greatest common left (right) divisor of the ge-
odesic words u and v
lm(u, v) — the left (right) least common multiple of the geo-
desic words u and v
pv(w) — the greatest left (right) divisor of w such
that α(v) and α(pv(w)) commute elementwise,
[α(v), α(pv(w))] = 1
gdY (w) — the greatest left (right) divisor of the geodesic word
w which belongs to the subgroup G(Y )
Figure 1. The table of notation
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Proposition 2.1.
(1) Free and direct products of partially commutative groups are
also partially commutative groups.
(2) Let Y ⊂ X and G(Y ) = 〈Y 〉. Then G(Y ) = 〈Y | RY 〉. There-
fore the group G(Y ) is also a partially commutative group.
The subgroups G(Y ) for Y ⊂ X will be called parabolic.
Proof. (1) follows directly from the definitions of free and direct prod-
ucts. For the proof of (2) assume that X = Y ⊔ { z1, . . . , zk }. Notice
that G(X) is an HNN -extension of the group G(X r {z1}), while
G(X r {z1}) is an HNN -extension of the group G(X r {z1, z2}), etc.
Now (2) follows by induction. 
Notice that G(Y ) is a retract of G, that is, the image of G under the
idempotent homomorphism
G → G(Y )
y 7→ y if y ∈ Y
x 7→ 1 if x ∈ X r Y
2.2. ShortLex and normal forms.
2.2.1. Words and group elements. We work mostly with words in al-
phabet X ∪X−1 and distinguish between the equality of words which
denote by symbol ≃, and the equality of elements in the group G, which
we denote =. However, we use the convention: when w is a word and
we refer to it as if it is an element of G, we mean, of course, the element
[w] represented by the word w. We take special care to ensure that it is
always clear from the context whether we deal with words or elements
of the group.
2.2.2. ShortLex. Our first definition of normal forms involves the
ShortLex ordering. We order the symmetrised alphabet X ∪X−1 by
setting
x1 6 x
−1
1 6 x2 6 · · · 6 xr 6 x
−1
r .
This ordering gives rise to the ShortLex ordering ≤ of the set of all
words (free monoid) in the alphabet X ∪X−1: we set u 6 v if and only
if either
• |u| < |v|, or
• |u| = |v| and u precedes v in the sense of the right lexicograph-
ical order.
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ShortLex is a total ordering of M(X ∪ X−1). If w is a word and
[w] is the class of all words equivalent to w in Gr, we define w
∗ as
the 6-minimal representative of [w]. The element w∗ is called the
(ShortLex) normal form of the word w.
2.2.3. The Bokut-Shiao rewriting rules. Bokut and Shiao [5] found a
complete set of Knuth-Bendix rewriting rules for the group Gr:
xǫix
−ǫ
i → 1(2)
xǫiw(xk1, . . . , xkt)x
η
j → x
η
jx
ǫ
iw(xk1 , . . . , xkt)(3)
Here, as usual, ǫ, η = ±1. The first rule is applied for all i = 1, . . . , r,
the second one for all symbols xi, xj and xk1 , . . . , xkt and all words
w(xk1, . . . , xkt) such that i > j > ks while [xi, xj ] = 1, [xj , xks] = 1 and
[xi, xks ] 6= 1.
In the case of free partially commutative monoids the rules (3) suffice,
cf. Anisimov and Knuth [1].
Note that these transformation are decreasing with respect to the
ShortLex order. Bokut and Shiao showed every word w can be
transformed into its ShortLex normal form w∗ using a sequence of
transformations (2) and (3),
(4) w = w1 → · · · → wk = w
∗.
2.2.4. Geodesic words and the Cancellation Property. A geodesic form
of a given element w ∈ Gr is a word that has minimal length among
all words representing w. A word is geodesic if it is a geodesic form of
the element it represents.
Lemma 2.2 (Cancellation Property). Let w be a non-geodesic word.
Then there exists a subword yw[i, j]y−1 where y ∈ X ∪ X−1 and y
commutes with every symbol in the interval w[i, j]
Proof. The lemma follows from rewriting rules (2) and (3) by induction
on the length k of a sequence of transformations (4). 
Lemma 2.3 (Transformation Lemma). Let w1 and w2 be geodesic
words which represent the same element of Gr. Then we can trans-
form the word w1 into w2 using only the commutativity relations from
RX .
Such transformations of geodesic words will be called admissible
transformations or admissible permutations.
Proof. First of all, observe that the ShortLex normal form is geodesic.
Indeed, the transformation of word into a normal form does not increase
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the length of the word. Now, either w1 or w2 can be transformed to
normal form using rewriting rules (2) and (3). But w1 and w2 are
geodesic, therefore the lengths of w1 and w2 can not decrease. Since
the rule (2) decreases the length, this means that we use only the
commutativity rules (3), which, in their turn, can be obtained by as
a reversible sequence of application of commutativity relations from
RX . 
2.2.5. Consequences of the Transformation Lemma. Our first observa-
tion is that the monoid G+ generated in G by the set X (without taking
inverses!) is the free partially commutative monoid on the set X in the
sense that it is given by the same generators and relations as G, but in
the category of semigroups.
With the help of Transformation Lemma 2.3, many results in this
paper will be proven, and definitions given, first for geodesic words,
and then transferred to elements in Gr because they do not depend on
a particular choice of a geodesic word representing the element. For
example, if w is a geodesic word, we define α(w) as the set of symbols
occurring in w. It immediately follows from Lemma 2.3 that if v is
another geodesic word and u = w in Gr then α(w) = α(v). This allows
us to define sets α(w) for elements in Gr. Notice that
Lemma 2.4. A symbol x ∈ X commutes with w ∈ Gr if and only if x
commutes with every symbol y ∈ α(w).
We set A(w) to be the subgroup of Gr generated by all symbols from
X r α(w) that commute with w (or, which is the same, with α(w)).
Notice that we call elements of our alphabet X symbols. We reserve
the term letter to denote an occurrence of a symbol in a geodesic word.
In a more formal way, a letter is a pair (symbol, its placeholder in the
word). For example, in the word x1x2x1 the two occurrences of x1 are
distinct letters. If Y ⊂ X and x a letter, we shall abuse notation and
write x ∈ Y if the symbol of the letter x belongs to Y . This convention
allows us to use the full strength of Transformation Lemma 2.3 and
talk about application of rewriting rules (4) to geodesic words as a
rearrangement of the letters of the word. It is especially helpful in the
discussion of divisibility (Section 3).
The following two results are obvious corollaries of the Transforma-
tion Lemma.
Lemma 2.5. A word u can be transformed to any of its geodesic forms
using only cancellations (2) and permutations of letters allowed by the
commutativity relations from RX , that is, rules (3) and their inverses.
We shall call such transformations of words admissible.
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Lemma 2.6. If x and y are two letters in a geodesic word w, and
[x, y] 6= 1, than admissible permutations of letters in w do no change
the relative position of x and y: if x precedes y, than it does so after a
permutation.
Lemma 2.7. If u and v are geodesic words. The only cancellations
which take place in the process of an admissible transformation of the
word uv into a geodesic form are those which involve a letter from u
and a letter from v.
Proof. Colour letters from u red and letters from v black. Assume the
contrary, and suppose that two black letters x and y cancel each other
in the process of admissible transformation of uv into a geodesic form.
We can chose x and y so that they are the first pair of black letters
cancelled in the process. Assume also that x precedes y in v. Since
the word v was geodesic, the letters x and y were separated in v by a
letter, say z, which does not commute with the elements x and y = x−1.
Hence z has to be cancelled out at some previous step, and, since x
and y is the first pair of black letters to be cancelled, z is cancelled
out by some red letter, say t. But t and and z are separated in the
original word uv by the letter x which is present in the word at all
previous steps, preventing t and z from cancelling each other. This
contradiction proves the lemma. 
3. Divisibility Theory
In this section we transfer the concept of divisibility from commuta-
tive algebra to the non-commutative setting of partially commutative
groups. We follow the ideas of divisibility theory for the positive Artin
semigroup [11]. However, we shall soon see that, in a simpler con-
text of partially commutative groups, the whole group admits a good
divisibility theory.
3.1. Divisility. We use the notation v ◦ w for multiplication in the
group Gr when we wish to emphasise that there is no cancellation in
the product of geodesic words representing the elements v and w, that
is, l(v◦w) = l(v)+ l(w). We shall use it also to denote concatenation of
geodesic words (when the result is a geodesic word) We skip the symbol
‘◦’ when it is clear from context that the product is cancellation free.
We start by introducing the notion of a divisor of an element; it will
play a very important role in our paper.
Definition 3.1. Let u and w be elements in Gr. We say that u is a
left (right) divisor of w if there exists v ∈ Gr such that w = u ◦ v
(w = v ◦ u, respectively).
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Notice that, in the context of free partially commutative monoids,
divisors have been called prefixes [4].
We set Dl(w) (correspondingly Dr(w)) to be the set of all left (cor-
respondingly right) divisors of w. We shall also use the symbol |
to denote the left divisibility: u | v is the same as u ∈ Dl(v). The
terms common divisor and common multiple of two elements are used
in their natural meaning.
We shall work almost exclusively with the left divisibility, keeping
in mind that the case of right divisibility is analogous. Indeed, the
two concepts are interchangeable by taking the inverses of all elements
involved.
Lemma 3.2. Let v and w be fixed geodesic forms of two elements from
Gr. Then v | w if and only if there are letters x1, . . . , xk in w such that
• x1 · · ·xk = u.
• The letters x1, . . . , xk can be moved, by means of commutativity
relations from RX only, to the beginning of the word producing
the decomposition
w = x1 · · ·xk ◦ w
′.
• This transformation does not change the relative position of
other letters in the word, that is, if y1 and y2 are letters in
w different from any of xi, and y1 precedes y2 in w then y1
precedes y2 in w
′.
• Moreover, if we colour letters x1, . . . , xk red and the remaining
letters in w black, then a sequence of admissible transformations
of w to x1 · · ·xk ◦ w
′ can be chosen in such way that first we
made all swaps of letters of different colour and then all swaps
of letters of the same colour.
Proof. This is a direct consequence of Transformation Lemma 2.3. 
In view of Lemma 3.2, checking divisibility of elements amounts to
simple manipulation with their geodesic forms.
Lemma 3.3. The following two conditions are equivalent:
(a) u | w
(b) lg(u−1w) = lg(w)− lg(u).
Proof. By definition, u | w means that w = u ◦ v for some v, that is,
lg(w) = lg(u) + lg(v). But then, of course, lg(u−1w) = lg(u−1 · u · v) =
lg(v), proving(b).
Next, assume (b). We work with some fixed geodesic words repre-
senting u and w. For the equality lg(u−1w) = lg(w)− lg(u) to be satis-
fied, 2 lg(u) letters need to be cancelled in the word uw. By Lemma 2.6,
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every cancellation involves a letter from u−1 and a letter from w, which
means that u−1 is entirely cancelled.
Let us paint letters from u red, letters from w black, and repaint
green those black letters which are to be cancelled by red letters. Ob-
viously, if x is a green letter in w, then the letters in w to the left
of it are either green or, if black, commute with x. Hence all green
letters can be moved to the left, forming a word u′ such that w = u′v′.
Moreover, this transformation can be done in such a way that the rel-
ative order of green letters and the relative order of black letters are
preserved. Now it is obvious that u−1u′ = 1 and v′ = u−1w. Hence
u′ = u and w = u ◦ v′, and, in other words, u | w. 
Since the rewriting rules (2) and (3) give an algorithm for comput-
ing normal forms of elements, Lemma 3.3 yields an obvious algorithm
which decides, for given elements u and w, whether u | w.
3.2. Abelian divisors and chain decomposition. We call an ele-
ment u ∈ Gr abelian if all symbols in α(u) commute.
Lemma 3.4. Let w ∈ G. Then there exists the greatest (left) abelian
divisor u of w in the sense that if v is any other abelian left divisor of
w then v | u.
We shall denote the greatest left abelian divisor of w by ad(w).
Proof. ad(w) is composed of all letters in a geodesic form of w which can
be moved to the leftmost position (hence commute with each other).
Notice that ad(w) does not depend on the choice of a geodesic form of
w. 
Lemma 3.4 gives us a useful decomposition of elements in Gr. Set
w = w1 and decompose
w1 = ad(w1) ◦ w2
w2 = ad(w2) ◦ w3
...
Iteration of this procedure gives us a decomposition of w:
(5) w = c1 ◦ c2 ◦ · · · ◦ ct, here ci = ad(wi).
The elements ci, i = 1, . . . , t are called chains of w, and decomposition
(5) chain decomposition.
Algorithm 3.5 (Chain Decomposition).
Input: a word w of length n in a geodesic form.
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Output: Abelian words c1, . . . , cn such that
w = c1 ◦ · · · ◦ cn
is the chain decomposition of w.
1◦ Initialise
1.1. Words c1 = 1, . . . , cn = 1 (chains).
1.2. Integers m[x] = 0 for x ∈ X (chain counters).
2◦ For i = 1, . . . , n do
2.1. Read the letter w[i] and its symbol x, { x } = α(w[i]).
2.2. Make the set of symbols Y ⊆ X which do not commute
with x.
2.3. Compute the chain number for w[i]:
m[x] = 1 + max
y∈Y
m[y].
2.4. Append the chain:
cm[x] ← cm[x] ◦ w[i].
End
Notice that this algorithm works in time O(rn).
Example 3.6. The chain decomposition of the element
x2x5x1x
−1
3 x1x5x4 in the group
G = 〈x1, . . . , x5 | xixj = xjxi for |i− j| > 1〉
is
x2x5x5 · x1x
−1
3 x1 · x4.
This can seen from the following table which captures the working of
Algorithm 3.5. Here, the integers under the letters are current values
of counters m[x].
x2 x5 x1 x
−1
3 x1 x5 x4
1 1 2 2 2 1 3
3.3. The greatest common divisor and the least common mul-
tiple. Obviously, the relation ‘u | w’ is a partial ordering of Dl(w). We
shall soon see that Dl(w) is a lattice. (This result is well known in the
case of free partially commutative monoids [4, p. 150].) This will allow
us to use the terms greatest common divisor gd(u, v) and least common
multiple in their usual meaning when restricted to Dl(w). Without this
restriction, the least common multiple of two elements u and v does
not necessary exist; consider, for example, elements u = x1 and v = x2
in the free group F2 = 〈x1, x2〉. Notice, however, that the greatest com-
mon divisor exists for any pair of elements in any right angled group.
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To see that, concider geodesic forms of elements u and v; the great-
est common divisor of u and v is formed by all letters in v which are
cancelled in the product u−1v, see Lemma 2.7.
The structure of the partially ordered set Dl(w) in the case of free
abelian groups is quite obvious:
Example 3.7. Let Gr = Z
r be the free abelian group of rank r. As-
sume w = xα11 · · ·x
αr
r written in normal form. Then every divisor of
w has the form xβ11 · · ·x
βr
r , where sign(βi) = sign(αi) and |βi| 6 |αi|,
i = 1, . . . , n. In that special case, the set Dl(w) is obviously a lattice.
Indeed, if u = xβ11 · · ·x
βr
r and v = x
γ1
1 · · ·x
γr
r are elements in Dl(w)
represented by their normal forms then
gd(u, v) = xφ11 · · ·x
φr
r
φj = min {|βj|, |γj|} , sign(φi) = sign(αi)
lm(u, v) = xψ11 · · ·x
ψr
r ,
ψj = max {|βj |, |γj|} , sign(ψi) = sign(αi)
Lemma 3.8. Assume that u | v and let u = u1 · · ·uk and v = v1 · · · vl
be chain decompositions of u and v. Then k 6 l and ui | vi for all
i 6 k.
Proof. Since u1 is an abelian divisor of v and v1 is the greatest abelian
divisor of v, we see that u1 | v1.
Next decompose u = u1 ◦ u′ and v = v1 ◦ v′. Notice that none of the
letters of u′ appear in v1, for otherwise that would have to be included
in u1. Hence u
′ | v′ and we can conclude the proof by induction on
lg(u). 
We can reverse the statement of Lemma 3.8 in the important case
when u and v have a common multiple.
Lemma 3.9. Assume that u | w and v | w. Take the chain decompo-
sitions u = u1 · · ·uk and v = v1 · · · vl of u and v. Assume that ui | vi
for all i 6 k. Then u | v.
Proof. Let w = w1 · · ·wt be the chain decomposition of w. By
Lemma 3.8, u1 | w1 and v1 | w1. Denote u′ = u2 · · ·uk, v′ = v2 · · · vl and
w′ = w2 · · ·wt. Arguing as in the proof of Lemma 3.8, we see that no
letter of u′ or v′ appears in w1 and u
′ | w′ and v′ | w′. We can conclude
by induction that u′ | v′ and that letters of u′ can be chosen to lie in v′.
Since u1, v1, w1 are abelian divisors, we can conclude without loss of
generality that letters of u1 lies in v1. Now it is obvious that all letters
of u can be chosen to belong to v and that u | v. 
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Proposition 3.10. Dl(w) is a lattice with respect to the divisibility
relation | .
Proof. This immediately follows from Lemma 3.8 and Lemma 3.9. 
Lemma 3.11. Assume that u | w and v | w. Take the chain decompo-
sitions u = u1 · · ·uk and v = v1 · · · vl of u and v. Assume that k 6 l.
If k < l, set uk+1 = · · · = ul = 1. In this notation,
gd(u, v) = gd(u1, v1) · · ·gd(uk, vk)
and
lm(u, v) = lm(u1, v1) · · · lm(ul, vl).
Proof. This also immediately follows from Lemma 3.8 and Lemma 3.9.

3.4. Parabolic divisors. We set Dl,Y (v) be the set of all left divisors
of v from G(Y ); we shall call them parabolic divisors.
Proposition 3.12. For an arbitrary element v ∈ Gr and subset Y ⊆ X
the set Dl,Y (v) is a lattice. In particular, Dl,Y (v) possesses unique
maximal element gdY (v).
Proof. This is an immediate corollary of Proposition 3.10. 
3.5. Divisibility: further properties. We record an easy cancella-
tion property:
Lemma 3.13. Assume that u | w. If u = u1 ◦ u2 and w = u1 ◦ w2,
then u2 | w2.
Proof. Rewrite the condition u | w as w = u ◦ w1, then, obviously, the
product w = u1 ◦u2 ◦w1 is also cancellation free. But we are also given
that w = u1 ◦ w2. It follows that u2 ◦ w1 = w2, hence u2 | w2. 
Lemma 3.14. Let xi, xj ∈ X ∪ X−1. If xi | w and xj | w then
xi 6= x
−1
j . If, in addition, xi 6= xj then xixj = xjxi and xixj | w.
Proof. We work with a fixed geodesic form of w. It easily follows from
Lemma 3.2 that
w ≃ u′ ◦ xi ◦ v
′
and
w ≃ u′′ ◦ xj ◦ v
′′
while xi commutes with every letter in the interval u
′ and xj commutes
with every letter in the interval u′′. But one of the letters xi, xj precedes
the other in w, therefore xi and xj commute and they both can be
moved to the beginning of the word w using only the commutativity
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relations. If xi = x
−1
j then they can be cancelled, which contradicts
our assumption that w is in geodesic form. Hence xixj is a geodesic
word and therefore xixj | w. 
Another useful lemma (an analogue of this lemma for positive Artin
semigroups can be found in [11]) is
Lemma 3.15 (Reduction Lemma). Let v, w ∈ Gr and xi, xj ∈ X∪X−1
satisfy xi ◦ v = xj ◦ w. Then xixj = xjxi and there exists u ∈ Gr such
that
(6) v = xj ◦ u and w = xi ◦ u.
Proof. Set t = xi ◦ v = xj ◦ w then xi | t and xj | t. Then xixj = xjxi
by Lemma 3.14, and, moreover, xixj | t. Hence t = xixj ◦ u for some
u. Hence v = x−1i t = xj ◦ u and w = x
−1
j t = xi ◦ u. 
Lemma 3.16. Let x be a letter and assume that x | w and v | w. If
x ∤ v then [α(v), xi] = 1.
Proof. As usual, we work with a geodesic form for w. Since we have
w = x ◦ w1, the word x ◦ w1 can be transformed into v ◦ w2 using only
the commutativity relations. If the letter x is a part of v in the latter
decomposition, we obviously have x | v. Hence the letter x is a part of
w2 and can be moved to the leftmost position over all the letters in v,
which means that x commutes with every symbol in α(v). 
Lemma 3.17. Let p | w and q | w and assume that gd(p, q) = 1. Then
α(p) ∩ α(q) = ∅ and [α(p), α(q)] = 1.
Proof. Let p1 · p2 · · · ps and q1 · q2 · · · qt be the chain decompositions of
p and q. Let x and y be letters such that x | p1 and y | q1. Since
gd(p, q) = 1 then x ∤ q and y ∤ p. By Lemma 3.16, [x, α(q)] = 1
and [y, α(p)] = 1. Notice also that x 6= y±1. Hence α(x) 6= α(y).
Set p = x ◦ p′ and q = y ◦ q′. Notice that xy | w; if w = xy ◦ w′
is the corresponding decomposition then p′ | w′ and q′ | w′. If g =
gd(p′, q′) 6= 1, then, since every letter in g commutes with xy, we easily
see that g | p and g | q, contrary to the assumption that gd(p, q) = 1.
By induction, α(p′) ∩ α(q′) = 1 and [α(p′), α(q′)] = 1, and the lemma
follows immediately. 
Proposition 3.18. Let p | w and q | w; suppose r = gd(p, q) and set
p = r ◦ p′, q = r ◦ q′. Then α(p′) ∩ α(q′) = ∅, [α(p′), α(q′)] = 1 and
lm(p, q) = r · p′ · q′ = r · q′ · p′.
Proof. It immediately follows from Lemma 3.17. 
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Definition 3.19. Let p, u, v ∈ Gr. We say that p is a left divisor of u
with respect to v if and only if p | u and [α(p), α(v)] = 1.
Proposition 3.20. There exists the greatest left divisor of u with re-
spect to v.
We shall denote it pv(u).
Proof. This is a special case of parabolic divisors, see Proposition 3.12.

4. Normal forms arising from HNN extensions
In this section we shall develop a more efficient approach to normal
forms on partially commutative groups. It is based on a presentation
of Gr as an HNN -extension of the group Gr−1.
4.1. HNN-normal form. Let w ∈ Gr. We define the HNN-normal
form n(w) by induction on r. If r = 1 then Gr is abelian and, by defi-
nition, the HNN -normal form of an element is its ShortLex minimal
geodesic form. For the inductive step, we assume that r > 1 and, for
l < r, set
Xl = X r { x1, . . . , xl−1 }.
Then for every group Gl = 〈Xl〉 with l < r, the normal form is already
defined. Then
Gr = 〈Gr−1, x1 | rel(Gr−1) ∪ {[x1, xj] = 1 for [x1, xj] ∈ RX}〉
and the associated subgroup A of this HNN -extension is generated by
all the symbols xi for i > 1 which commute with x1. By the inductive
assumption, the HNN -normal form n(w) for a words w which does not
contain the symbol x1 is already defined.
It is a well-known fact in the theory of HNN -extensions [49] that
every element of the group Gr can be uniquely written in the form
(7) w = s0x
α1
1 s1x
α2
1 s2 · · · sk−1x
αk
1 v,
where s0, . . . , sk−1, v ∈ Gr−1 and si belong to a fixed system S of words
such that the corresponding elements are left coset representatives of
A in Gr−1. The parameter k will be called the syllable length of w.
We choose the system of representatives S to satisfy the following
two conditions.
• Each word s ∈ S is written in the HNN -normal form in the
group Gr−1.
• If a letter xi ∈ A occurs in s then it can not be moved to the
rightmost position by means of the commutativity relations of
Gr−1.
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Clearly, such system of representatives exists. If we assume, in addition,
that the word v is written in the HNN -normal form, then the word on
the right hand side of (7) is uniquely defined for every element w ∈ Gr;
we shall take it for the HNN -normal form of w.
Proposition 4.1. For every w ∈ Gr, the ShortLex normal form w∗
and the HNN-normal form n(w) coincide.
Proof. We use induction on r and show that every word written in the
form w∗ is written in the form n(w). Let w∗ be written in the form (7):
w∗ ≃ u0x
β1
1 u1x
β2
1 u2 · · ·ulx
βl
1 ul+1.
From the theory ofHNN -extensions we extract that k = l, that αi = βi
and that si and ui are the elements of the same cosets of A in Gr−1.
Now consider the word n(w) and suppose that n(w) 6≃ w∗. Then
the word n(w) is not ShortLex minimal in the class of all words
representing the element w. Due to the Bokut-Shiao rewriting rules
(Section 2.2.3) there exists an interval n(w) [l, m] such that n(w) [l] =
xi > xj = n(w) [m] and the letter xj commutes with every letter of this
interval. Since, by the inductive assumption, s∗i ≃ n(si) and v
∗ ≃ n(v),
the interval n(w) [l, m] can not be a subword of one of these words.
Therefore n(w) [l, m] involves x1. Notice that xi 6= x1, since xi > xj .
But this implies that xi commutes with x1, and thus xi ∈ A. This
contradicts the definition of the representatives si ∈ S, since xi is
involved in some representative sp and can be taken to the rightmost
position. 
If we restrict our considerations to the free partially commutative
monoid G+ of positive words in G, then HNN -normal form of elements
in G+ coincides with the priority normal form of Matiyasevich [22, 51].
4.1.1. Cyclically reduced elements. We say that w ∈ Gr is cyclically
reduced if and only if
lg(g−1wg) > lg(w)
for every g ∈ Gr.
Observe that, obviously, for every element w there exists a cyclically
reduced element conjugate to w.
One can find in the literature several slightly different definitions
of cyclically reduced words and elements adapted for use in specific
circumstances. In particular, a commonly used definition of cyclically
reduced forms of elements of HNN -extension is given in [49]. We
specialise it for the particular case
Gr = 〈Gr−1, x1 | rel(Gr−1), [x1, A] = 1〉 .
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Definition 4.2 (HNN -cyclically reduced element). An element
w = u0x
α1
1 u1x
α2
1 u2 · · ·ukx
αk
1 uk+1
is HNN -cyclically reduced if
• u0 = 1 and all ui /∈ A, i = 1, . . . , k
and either
• uk+1 = 1 and sign(α1) = sign(αk), or uk+1 /∈ A.
5. Conjugacy problem
Wrathal [62] found an efficient algorithm for solving the conjugacy
problem in G by reducing it to the conjugacy problem in the free par-
tially commutative monoid M = M(X ∪ X−1), which, in its turn, is
solved in [48] by a reduction to pattern-matching questions (recall that
two elements u, v ∈ M are conjugate if their exists z ∈ M such that
uz = zv). In this section we shall give a direct solution to the conju-
gacy problem for partially commutative groups in terms of a conjugacy
criterion for HNN -extensions and the divisibility theory developed in
the preceding section. We also give solution to the restricted conjugacy
problem: for two elements u, v ∈ G and a parabolic subgroup G(Y ),
decide whether there exists an element z ∈ G(Y ) such that z−1uz = v,
and, if such elements z exist, find at least one of them.
5.1. Conjugacy Criterion for HNN-extensions. We begin by for-
mulating a well-known result, Collins’ Lemma [49]. It provides a con-
jugacy criterion for HNN -extensions.
Theorem 5.1 (Collins’ Lemma). Let G = 〈H, t | t−1At = B〉 be an
HNN-extension of the base group H with associated subgroups B and
A. Let
g = tǫ1h1 · · ·hr−1t
ǫrhr, g
′ = tη1h′1 · · ·h
′
s−1t
ηsh′s
be normal forms of conjugate HNN-cyclically reduced elements from
G. Then either
• both g and g′ lie in the base group H, or
• neither of them lies in the base group, in which case r = s and
g′ can be obtained from g by i-cyclically permuting it:
tǫ1h1 · · ·hr−1t
ǫrhr 7→ t
ǫihi · · · t
ǫrhr · h1 · · · t
ǫi−1hi−1
and then conjugating by an element z from A, if ǫ1 = 1, or from
B, if ǫ1 = −1.
In the case of partially commutative groups we shall use the following
specialisation of Collins’ Lemma.
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Theorem 5.2 (Conjugacy criterion in terms of HNN -extensions). Let
G =
〈
H, t |
{
t−1at = a | a ∈ A
}
∪ rel(H)
〉
be an HNN-extension of the group H with the single associated sub-
group A. Then each element of G is conjugate to an HNN-cyclically
reduced element. There are two alternatives for a pair of conjugate
cyclically reduced elements g and g′ is from G:
• If g ∈ H then g′ ∈ H and g, g′ are conjugated in base subgroup
H.
• If g /∈ H, suppose that
g = tǫ1h1 · · · t
ǫrhr, g
′ = tη1h′1 · · · t
ηsh′s
are normal forms for g and g′, respectively. Then r = s and
g′ can be obtained from g by cyclically permuting it and then
conjugating by an element from A.
As a corollary of Theorem 5.2 we derive the following proposition.
Proposition 5.3. Let Y be a subset of X. Then a pair of elements g
and g′ from G(Y ) are conjugate in G = G(X) if and only if they are
conjugate in G(Y ).
Proof. The group G(X) can be obtained from G(Y ) as a multiple
HNN -extension with letters from X r Y . Therefore the statement
follows from the first clause of the Conjugacy Criterion above.
Another proof follows from the observation that G(Y ) is a retract of
G(X), that is, there is an idempotent morphism π : G(X) → G(Y ).
If h−1gh = g′ for some h ∈ G(X) then π(h)−1gπ(h) = g′ for π(h) ∈
G(Y ). 
Lemma 5.4. Let w ∈ G and y ∈ X ∪X−1. Then either
• y−1wy = w, that is, y commutes with every symbol in α(y), or
• one of the four alternatives holds:
(1) y−1wy = w, i. e. y commutes with every letter involved in
w;
(2) [w, y] 6= 1, y ∈ Dl(w), y−1 /∈ Dr(w) and lg(y−1wy) =
lg(w);
(3) [w, y] 6= 1, y /∈ Dl(w), y−1 ∈ Dr(w) and lg(y−1wy) =
lg(w);
(4) [w, y] 6= 1, y ∈ Dl(w), y−1 ∈ Dr(w) and lg(y−1wy) =
lg(w)− 2;
(5) [w, y] 6= 1, y /∈ Dl(w), y−1 /∈ Dr(w) and lg(y−1wy) =
lg(w) + 2.
Proof. The proof is obvious. 
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Let CR(w) denote the set of all cyclically reduced elements conjugate
to w.
Proposition 5.5. Let w be a cyclically reduced element and take v ∈
CR(w). Then
(a) lg(v) = lg(w), and
(b) v can be obtained from w by a sequence of conjugations by ele-
ments from X ∪X−1:
w = v0, v1, . . . , vk = v,
where each vi ∈ CR(w) and vi = y
−1
i vi−1yi for some yi ∈ X ∪
X−1.
Proof. (a) is immediate from the definition of a cyclically reduced ele-
ment.
For a proof of (b), assume the contrary and take two distinct elements
u and v in CR(w) with the following properties:
• there is a geodesic geodesic word y = x1 · · ·xl, xi ∈ X ∪ X
−1,
such that y−1uy = v.
• If we denote yi = x1 · · ·xi and set ui = y
−1
i uyi, so that ui+1 =
x−1i+1uixi+1, i = 0, 1, . . . , l − 1, then not all ui belong to CR(w).
• The word y is shortest possible subject to the above conditions.
As usual, we work with geodesic forms of u and v. The choice of u, v
and Y implies, in particular, that if ui = ui+1 then we can remove the
letter xi from the word y, which is impossible because of the minimal
choice of y. Therefore ui 6= ui+1 for all i = 0, . . . , l − 1. Let us colour
letters from y−1 and y red and letters from u black. Let i be the first
index such that lg(ui) = lg(ui−1). By our choice of u and v, i > 1
and lg(ui−1)) > · · · > lg(u1) > lg(u), and by Lemma 5.4 the word
ui−1 = y
−1
i−1 ◦ u ◦ yi−1 is geodesic.
Now let us colour letters x−1i and xi green and consider the product
ui = x
−1
i ·y
−1
i−1 ·u ·yi−1 ·xi. In the process of admissible transformation of
this product into a geodesic form, cancellations only happen with pairs
of letters of different colours (Lemma 2.7). Moreover, no cancellation
between red and black letters is possible, hence at least on of green
letters has to cancel with a red or black one.
By our choice of i, lg(ui) 6 lg(ui−1), therefore some cancellations
happen. If there is a cancellation within words x−1i y
−1
i−1 and yi−1xi,
then, due to the inverse symmetry of these words, a symmetric cancel-
lation also takes place, and the resulting geodesic word has the form
ui = y
′−1uy′ for some geodesic word y′ which is shorter than yi; this
contradicts the minimal choice of y.
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Assume now that there were a cancellation between a green letter
and red letters from the other side of the word, say, between xi on the
right and y−1i−1 on the left. But this means that xi commutes with every
black letter in u and every red letter in yi−1. Hence xi commutes with
every letter in ui−1 and ui = ui−1, a contradiction.
Hence a green letters cancels out a black letter; this means that green
and red letters commute and ui = y
−1
i−1x
−1
i uxiyi−1 and lg(x
−1
i uxi) 6
lg(u). Since u ∈ CR(w), this measn that x−1i uxi ∈ CR(w) and, re-
placing u by x−1i uxi, we producing a pair of elements which match our
initial choice but have shorter conjugating element y. This contradic-
tion completes the proof. 
The notion of cyclically reduced element of partially commutative
group can be reformulated in terms of divisibility theory.
Proposition 5.6. For an element w ∈ Gr, the following two conditions
are equivalent:
(a) w is cyclically reduced;
(b) if y ∈ X ∪ X−1 is a left divisor of w, then y−1 is not a right
divisor of w.
Proof. (a) obviously implies (b), so we only need to prove the converse.
Assume that w satisfies (b) but is not cyclically reduced. Therefore
there exists v ∈ Gr such that lg(v−1wv) < lg(w). Choose v such that
lg(v) is the minimal possible. Let v = y1 · · · yl be a geodesic form of v.
Denote w0 = w and
wk = y
−1
k · · · y
−1
1 · w · y1 · · · yk
and take the first value of k such that lg(wk) < lg(wk−1). As in the
previous proof, colour the letters in v−1 red and letters in w black.
The minimal choice of v implies that in the product v−1wv there is no
cancellation of letters of the same colour, and, since in the sequence of
elements w0, . . . , wk−1 the length does not decrease at any step, at least
one letter from each pair {y−1i , yi}, i = 1, . . . , k − 1, is not cancelled in
the product wk−1 = y
−1
k−1 · · · y
−1
1 ·w · y1 · · · yk−1. Since the next element,
wk = y
−1
k wk−1yk, has smaller length than wk−1, this means that both
letters y−1k and yk cancel some black letters from w. To achieve this
cancellation, y−1k and yk have to commute with all previous red letters
y±11 , . . . , y
±1
k−1, and hence with the corresponding black letters from w
which were possibly cancelled in wk−1 = y
−1
k−1 · · · y
−1
k−1·w·y1 · · · yk−1. But
this means that y−1k and yk are cancelled out in the product y
−1
k wyk,
that is, yk is a left divisor of w while y
−1
k is a right one. 
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Since the set CR(w) is finite, Proposition 5.5 provides a solution to
the conjugacy problem for partially commutative groups. However one
can not state that this algorithm runs in polynomial time until one
finds a polynomial bound for the cardinality of the set CR(w).
However, the situation is not that obvious, since the size of CR(w)
can be exponential in terms of the rank r of the group Gr. Consider,
for example, the free abelian group A freely generated by x1, . . . , xr−1
and take for Gr the free product A ⋆ 〈xr〉. Take w = x1 · · ·xr−1xr.
If I ⊔ J = {1, . . . , r − 1} is any partition of the set 1, . . . , r − 1 into
disjoint subsets I = {i1, . . . , ik} and J = {j1, . . . , jl}, then any element
xi1 · · ·xik ·xr ·xj1 · · ·xjl belongs to CR(w). This gives us 2
r−1 elements
in CR(w).
However, the conjugacy problem in free products as one just men-
tioned is trivial, which shows that the size of CR(w) is not necessarily
a good indicator of its difficulty. In Section 6 we give a polynomial time
algorithm for solving the conjugacy problem in partially commutative
groups.
5.2. Block decomposition. For a partially commutative group Gr
consider its graph Γ. The vertex set V of Γ is a set of generators X of
Gr. There is an edge connecting xi and xj if and only if [xi, xj] 6= 1. The
graph Γ is a union of its connected components. Assume I1, . . . , Ik are
sets of letters corresponding to the connected components of Γ. Then
Gr = G(I1) × · · · × G(Ik) and the words that depend on letters from
distinct components commute.
Consider w ∈ G and the set α(w). For this set, just as above,
consider the graph Γ(α(w)) (it will be a subgraph of Γ). For this graph
can be either connected or not. If it is not, then we can split w into the
product of commuting words
{
w(j)|j ∈ J
}
, where |J | is the number
of connected components of Γ(α(w)) and the word w(j) involves the
letters from j-th connected compound. Clearly,
[
w(j1), w(j2)
]
= 1.
We shall call an element w ∈ G a block if and only if the graph Γ(w)
is connected.
As we already know every element w admits a block decomposition:
(8) w = w(1) · w(2) · · ·w(t),
here w(i), i = 1, . . . , t are blocks.
Proposition 5.7.
(1) The element w of a partially commutative group is cyclically
reduced if and only if each block involved in decomposition (8)
is cyclically reduced.
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(2) Let w = w(1) · w(2) · · ·w(t) and v = v(1) · v(2) · · · v(s) be cyclically
reduced elements decomposed into the product of blocks. Then v
and w are conjugate if and only if s = t and, after some certain
index re-enumeration, v(i) is conjugate with w(i), i = 1, . . . , t.
Proof. The first statement is clear. To prove the second statement,
assume that the blocks of v and w are conjugate. Applying Propo-
sition 5.3 we obtain that the blocks are conjugated in correspondent
connected components of Γ(w) and Γ(v). But this implies that v and
w are conjugate.
Conversely, suppose that v and w are conjugate. According to
Proposition 5.5 there exists a sequence of cyclically reduced elements
w = v0, . . . , vk = v. Here vi ∈ CR(w) and vi+1, vi are conjugated by a
letter fromX∪X−1, and moreover l(vi+1) = l(vi). Therefore the second
statement follows under induction on the length of this sequence. 
The proposition above allows us to reduce the proof of most state-
ments for cyclically reduced words in partially commutative groups to
the case when the considered word is a block.
5.3. Conjugacy with respect to a subgroup. Let Gr = G(X) be
a partially commutative group and let Y be a proper subset of X . We
shall now draw our attention to the question
‘when are two elements ofG(X) conjugate by an element
from G(Y )?’.
Assume that w is a cyclically reduced block element such that
α(w) = X . By wG(Y ) we shall denote the subset of elements from
G(X) conjugate with w by an element from G(Y ).
Our nearest goal is to provide an algorithm for solving the problem
of ‘being an element of wG(Y )’.
Proposition 5.8. Let be w a cyclically reduced block element such that
α(w) = X. Then there exists a unique element w0 of w
G(Y ) such that:
(1) w0 is cyclically reduced;
(2) Dl,Y (w0) = {1}.
Proof. Existence. Let r = gdY (w), w1 = r · w
′ and set w = r−1wr =
w′ ·w1. Clearly, Dl,Y (w′) = {1}. If Dl,Y (w′ · r) = {1} then set w1 = w0.
Otherwise r = p1r1 and p1 = pw′(r) 6= 1, [α(p1), α(w
′)] = 1. Since
α(w′) ∪ Y = X and since w is a block element, then α(p1)  Y . Set
w2 = p
−1
1 w1p1 = w
′r1p1. If Dl,Y (w2) = 1 then the process terminates.
Otherwise proceed to the next iteration. Then p2 = pw′r1(p1) 6= 1
and α(p2) is a proper subset of α(p1). This means that the process
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terminates in no more than |Y | steps. Notice that the number of steps
in this procedure depends on the cardinality of the alphabet X and
does not depend on the length of the word w.
After iterating this procedure no more than l(w)−1 times we obtain
the required element.
Uniqueness. Suppose w and v are two elements of wG(Y ) satisfying
conditions (1) and (2) of Proposition 5.8. Choose u ∈ G(Y ) such that
v = u−1wu. If v 6= w then u 6= 1. Consider geodesic forms of u−1, w
and u and colour their letters red, yellow and green, correspondingly.
A geodesic form for v is the result of admissible permutations and
cancellations in the product u−1wu. If some red letter is not cancelled
out in v then Dl,Y (v) 6= {1}. Since cancellations can take place only
between letters of different colours (Lemma 2.7), this means that each
red letter has to be cancelled out either by a yellow letter (but then
Dl,Y (w) 6= {1}, or by a green letter. In the latter case red and green
letters cancel each other, leaving the yellow letter intact. Since the
original relative order of yellow letters can be restored by virtue of
Lemma 2.5, this means that v = w. 
Definition 5.9. Assume that an element w satisfies the conditions of
Proposition 5.8. Then the unique element w0 constructed in the propo-
sition is called the exhausted form of w with respect to the parabolic
subgroup G(Y ) and is denoted eY (w) = w0. We omit the subscript Y
when it is clear from the context.
Remark 5.10. The proof of Proposition 5.8 provides us with an algo-
rithm for computation of e(w).
Algorithm 5.11. (Computation of e(w))
1◦ Compute w1 = gdY (w).
2◦ Find the geodesic decomposition w = w1w2.
3◦ Compute the greatest left divisor of w1 with respect to w2:
w3 = pw1(w2)
4◦ Find the geodesic decomposition w1 = w3 · w4.
5◦ Compute w5 = pw2·w4(w3)
6◦ Find the geodesic decomposition w3 = w5 · w6.
... . . .
Output: The geodesic decomposition for e(w) is
e(w) = w2 · w4 · · ·w2k · w2k−1, 2k 6 |Y |.
Definition 5.12. Let v, w ∈ G. We say that v is a factor of w if there
exist u1, u2 ∈ G such that
w = u1 ◦ v ◦ u2.
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Notice that if W is a cyclically reduced block element and e(w) is its
exhausted form then it follows from the algorithm for computation of
e(w) that e(w) is a factor of wr, where r = |Y |.
5.4. An algorithm for solving the Conjugacy Problem. The con-
jugacy criterion for HNN -extensions (Theorem 5.2), Propositions 5.5,
5.8 and Remark 5.10 provide an algorithm for deciding whether the
elements g, h ∈ Gr are conjugate or not.
The description of procedures which are used in the steps of the
scheme is given in Section 6.
Algorithm 5.13 (Conjugacy Problem).
Input: Two elements g and h.
Output: ‘Yes’ if g and h are conjugate.
1◦ Compute the normal forms g∗ and h∗ for elements g and h
correspondingly.
2◦ Using the division algorithm and Proposition 5.6 compute cycli-
cally reduced elements g′ and h′ of Gr which are conjugate to
g∗ and h∗ respectively.
3◦ If one of either g′ or h′ is an element of Gn−1, while the other is
not, then g and h are not conjugate. If both g′ and h′ lie inGn−1,
then solve the conjugacy problem in a partially commutative
group Gn−1 of lower rank.
4◦ Both g′ and h′ are not the elements of Gn−1. Cyclically per-
muting a cyclically reduced element we may assume that its
first letter is xǫ1, i.e. we obtain cyclically reduced and HNN -
cyclically reduced word simultaneously. Regarding g′ and h′ as
words written in form (7) compare their syllable lengths k1 and
k2. If k1 6= k2, then the elements g and h are not conjugate.
5◦ If k1 = k2, then compute the block decompositions w
(1) · · ·w(t)
and v(1) · · · v(p) for g′ and h′. If the number of factors in the
block decompositions for g′ and h′ are distinct (that is, t 6= p),
then, due to Proposition 5.7, the elements are not conjugate.
6◦ Construct the graphs Γ(g′) and Γ(h′). If the connected com-
ponents of these graphs do not coincide, then, according to
Proposition 5.7, some of the blocks w(i) and v(i) for g′ and h′
are not conjugate and so are g and h.
7◦ If t = p > 1 and α(w(i)) = α(v(i)) for some block decompositions
of g′ and h′, then the conjugacy problem for g and h is reduced
to the conjugacy problem for pairs of words
{
w(i), v(i)
}
, i =
1, . . . , t in the groups G(α(w(i))) of lower ranks.
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8◦ If t = p = 1 and α(g′) ⊂ X , α(g′) 6= X then the conjugacy
problem for g and h is reduced to the one in group G(α(g′)) of
lower rank.
9◦ If t = p = 1 and α(g′) = X . Let wi denote the i-cyclical
permutation of the word
w = s0x
α1
1 s1x
α2
1 s2 · · · sk2−1x
αk2
1 v.
According to the conjugacy criterion, it suffices to solve the
conjugacy problem for pairs of elements {wi, h′}, i = 0, . . . , k2
related to associated subgroup A. To complete Step 9◦ compute
the elements
{
e(w(i)), e(h′)
}
, i = 0, . . . , k2 (see the scheme for
computation of an exhausted element in the end of the Section
5.3). If every pair
{
e(w(i)), e(h′)
}
is a pair of different words,
then g′ and h′ are not conjugate. If there exists an index i0 such,
that e(w(i0)) = e(h′), then the words g′ and h′ are conjugate in
Gr and so are g and h.
End
Remark 5.14. Let w be a geodesic block element. It follows from
algorithm for conjugacy problem that there might be many exhausted
elements conjugate to w. We consider the ShortLex-minimal among
them and call it the canonical representative for the class
{
wGr
}
5.5. Double cosets of parabolic subgroups. Consider a partially
commutative group G = 〈X | RX〉 and two parabolic subgroups H1 =
G(Y ) and H2 = G(Z), Y, Z ⊂ X .
In this section, we outline an algorithm which decides, for given
elements g1 and g2 of G, whether they belong to the same double coset
H1gH2 or not. And if they do, we shall show how one can easily find
the elements h1 from H1 and h2 from H2 such that g1 = h1g2h2.
Definition 5.15. The element g′ ∈ H1gH2 is called a canonical
representative of the double coset H1gH2 if and only if gdl,Y (g
′) =
gdr,Z(g
′) = 1.
Using induction on the length of an element (for the elements of
H1gH2) we show that in each coset H1gH2 there exists a canonical rep-
resentative. If the element g is canonical then the algorithm terminates.
Otherwise, say, 1 6= r = gdl,Y (g) and g = r ◦ g1. Then g1 ∈ H1gH2 and
l(g1) < l(g). Therefore the computation of the canonical representative
for H1gH2 is equivalent to “exhausting” the element g on the left and
on the right (see Definition 5.9). We estimate the complexity of the
algorithm for computation of gdl,Y (g) in Section 6.5.
FREE PARTIALLY COMMUTATIVE GROUPS 27
Proposition 5.16. Every double coset H1vH2 contains a unique
canonical representative.
Proof. Assume that v and w are two canonical representative ofH1vH2.
We may assume without loss of generality that v 6= 1 and w 6= 1; we
also assume that v and w are written in geodesic form. Then H1vH2 6=
H1H2. Assume that the length of v is lower or equal than the length
of w . Then w = h1vh2, where h1 and h2 are written in geodesic form
and l(h1) + l(h2) = s is minimal. By our choice of h1 and h2, no letter
of h1 (correspondingly, h2) cancels with a letter of h2 (correspondingly,
h1). Therefore at least one letter y from either h1 or h2 cancel a letter
y−1 in the word v (see Section 6.2). This leads to a contradiction with
the definition of a canonical representative. 
6. Complexity of algorithms: some estimates
6.1. Turing machines and the definition of complexity of algo-
rithms. Let G be a finitely presented group,
(9) G = 〈X | R 〉 .
The algorithms we construct in this paper are term rewriting systems.
In particular, an algorithmA takes a given word w in alphabetX∪X−1
as input and computes another word v = A(w). We adopt a version of
Church’s Thesis and assume that all our procedures are implemented
on a multi-taped Turing machine M . We denote by tM(w) the run
time of M computing an output word for a fixed initial input word w.
As usually, we introduce the worst case complexity of A as an integer
valued function
(10) tM(n) = max { tM(w) | |w| = n } .
Here, |w| denotes the length of a word w in the alphabet X ∪X−1.
An algorithm A is called polynomial if there exists its realization
on Turing machine M such that tM (n) is bounded by a polynomial
function of n.
The second definition of complexity is preferable in terms of practi-
cal, experimental use. We shall define ‘average case complexity’ by the
following timing function:
(11) tM,C(n) =
∑
|w|=n
tM (w)
|Sn|
,
here |Sn| stands for the number of all words of length n.
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The algorithm A is called polynomial on average if and only if there
exists its realization on Turing machineM such that tM,C(n) is bounded
by a polynomial function of n.
It is natural and convenient to divide all algorithms into two classes,
polynomial and non-polynomial. However, it is not sufficiently precise
when we look at the practical applications of algorithms.
Consider, for example, a simple question. Given a letter x from an
alphabet X and a word W in X , does w contain an occurrence of x?
When the inputs are represented as sequences of symbols on the tape
of a Turing machine, this simple problem has linear time complexity in
terms of the length of w. Even more counterintuitive is the complexity
of the deletion of a letter from a word: we remove the letter and then
have to close the gap, which involves moving a segment of the word
one position to the left, rewriting it letter after letter. However, if the
word is presented as collection of triples
(letter, pointer to the previous letter, pointer to the next
letter),
then deletion of a letter requires a modification of at most three triples
and can be done in constant time.
This simple example shows that assertions that certain algorithms
works in linear, quadratic, etc., time, are relative and depend on the
data formats used.
This is one of the reasons why computer scientists use a much more
pragmatic setup for the complexity of algorithms, using more natural
data formats and models of computation (for example, random access
machines) [17]. We use [17] as the main source of references to stan-
dard results about complexity of algorithms used in this paper, and,
in particular, to various modifications and generalizations of sorting
algorithms. The latter are indispensable building blocks for our word
processing algorithms. The only modification we introduce is that in
[17] the relations between members of sequences of letters (numbers)
remain constant, while in our case they are changing in the process
of work of our higher level word processing algorithms. To empha-
size the difference, we shall refer to our algorithms as dynamic sorting
algorithms.
6.2. Conventions. We want to make our results independent of vary-
ing and diverse definitions of complexity of algorithms. To that end we
choose the following tactic.
First of all, we select certain operations on words which we regard
as elementary. With a single exception, all these operations are well
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known in the theory of algorithms and we use classical results about
their complexity.
Secondly, we understand complexity of an algorithm A as the (worst
possible) number of elementary operations it is using when working on
inputs of length n and denote it fA(n). We formulate our results in the
standard O-notation: O(fA(n)) = g(n) if there exists positive constant
c and integer n0 such that
0 6 fA(n) 6 cg(n)
for all n > n0.
To introduce elementary operations, we need some notation.
Let w be a word in alphabet X ∪X−1. Denote by l(w) the standard
length of w, that is, the number of letters it contains. We denote as
w[i] the letter in the i-th position of the word w, while w[i, j] denotes
the subword w[i]w[i+ 1] · · ·w[j].
Now we list our elementary operations. First three of them will be
also called basic operation.
6.2.1. Cancellation. If w[j] = w−1[j + 1], then, after deleting letters
w[j] and w[j+1] from from w, we have a word w′ with l(w′) = l(w)−2.
The complexity of this operation is a constant [17].
6.2.2. Transposition of a letter and an admissible interval. We shall
use two types of admissible intervals in a geodesic word w. If a letter
x = w[j] commutes with all letters in the interval w[j + 1, i], we say
that the interval w[j + 1, i] admits swapping with x. In that case, the
result of the transposition applied to the word
· · ·w[j]w[j + 1, i] · · ·
is the word
w′ = · · ·w[j + 1, i]w[j] · · · .
Another type of admissible intervals is the following: if w is a geo-
desic word and w = xw′, then w′ is an admissible interval. In that case
we can swap w′ and x.
If one uses pointers, the transposition of a letter and an admissible
interval requires only linear time (and constant time if the length of
the interval is bounded from above by some constant K).
We described the left hand side version of the operation. Of course,
the swap can be made the other way round.
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6.2.3. Query. Let x be a fixed letter of our alphabetX and w = y1 · · · yl
a word, yi ∈ X ∪X−1. Then we set
ln(w) =
{
yi0 if [yi0 , x] = 1 and [yi, x] 6= 1 for all i < j0,
1 if such i0 does not exist.
The right hand side version of this operation is denoted rn(w).
6.2.4. Abelian sorting. Assume that all letters in the interval w[i, j]
commute pairwise (we call such intervals abelian). We apply to the
interval one of the sorting algorithms of [17, Chapter 2] and rewrite it
in the increasing order (with respect to indices).
Most algorithms in [17, Chapter 2] have worst case run time O(n2)
and average time complexity O(n lnn). The latter is also a lower bound
for comparison algorithms [17, Section 9.1]. We note that there is a
sorting algorithm working in linear time [17, Section 9].
6.2.5. Computation of the maximal left divisor which commutes with
the letter x. Given a word w and letter x, we want to find p = px(w),
the maximal left divisor of w which commutes with x, and rewrite the
word w in the form pw′ without changing the length of the word. We
shall show in Section 6.5, that this operation can be performed in linear
time.
Again, we can similarly introduce the right hand side version of this
operation.
6.2.6. Iterated divisors. Let Z = { z1, . . . , zk } be a linearly ordered
(in a way possibly different from ordering by indexes) subset of the
alphabet X . Define by induction
p{z1,...,zi}(w) = pzi(p{z1,...,zi−1}(w))
and
pZ(w) = p{z1,...,zk}(w).
This is an iterated version of the previous operation: finding the max-
imal left divisor commuting with a given letter.
6.2.7. The greatest common divisor and the least common multiple of
two geodesic words in the free abelian group. The corresponding algo-
rithm is relatively simple and clearly explained in Example 3.7. It can
be performed in linear time.
6.2.8. Divisors in abelian group. Let Y ⊆ X . We need to compute
gdY (w) in the special case when Gr is an abelian group. This can be
done in linear time.
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6.2.9. Cyclic permutation of a geodesic word. This operation trans-
forms a geodesic word w = p · q into x′ = q · p.
Complexity of this operation depends on the model of computation.
It is linear in terms of the basic operation 6.2.2. However, if we repre-
sent the word as a sequence of pointers, then the complexity is constant.
6.2.10. Occurrences of letters. Given a word w, α(w) denotes the set
of letters occurring in w. If pointers are used, then the set α(w) and
the intersection of two such sets α(u) ∩ α(v) can be found in constant
time.
6.2.11. Connected components of the graph Γ(w). It is well known that
connected components of a graph with v vertices and e edges can be
found in linear time O(v+e) [17, §23]. In our context v = r and e 6 r2,
which gives a quadratic bound in terms of r.
6.3. Complexity of the algorithm for computation of normal
forms. Let Gr be a partially commutative group of rank r. If r = 1
then Gr is the infinite cyclic group generated by element x1. In order
to reduce to a normal form a word w of length n in alphabet { x1, x
−1
1 },
one needs at most [n/2] cancellations.
Let now r > 1. Our alphabet X = { x1, . . . , xr } is linearly ordered
as
x1 < · · · < xr.
Then Gr is the HNN -extension of the group Gr−1 = 〈x2, . . . , xr〉 by
the stable letter x1 with the associated subgroup
A = 〈xi | [xi, x1] = 1, i ≥ 2〉 .
The group Gr can be written in generators and relations as
Gr =
〈
Gr−1, x1 | relGr−1, x
−1
1 ax1 = a for all a ∈ A
〉
.
We shall use a standard algorithm for computing normal forms of ele-
ments ofHNN -extensions, adapted to our concrete situation. We shall
denote it N . Given a word w of length n in alphabet X∪X−1, it is con-
verted to normal form N(w). Let fr(n) be the number of elementary
operations needed for computation of a normal form of arbitrary word
of length n, and gr(n) the same quantity, but restricted to geodesic
words of length n.
Proposition 6.1. In this notation, fr(n) 6 n
2, while gr(n) 6 2n.
Proof. If r = 1, then these estimates easily follow from the estimates
for infinite cyclic group given at the beginning of this section.
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Let now r > 1 and assume, by way of induction on n, that for all
i = 1, 2, . . . , r − 1 the bounds
fi(n) 6 n
2 and gi(n) 6 2n
are true. Consider first the function gr. By Lemma 2.3, the transfor-
mation of a geodesic word to normal form does not change its length,
that is, cancellations are not used.
Let w = w′ · x with x ∈ X ∪X−1. Then n(w) = n(n(w′) · x). By the
inductive assumption, the transformation of w′ into n(w′) requires at
most 2(n − 1) elementary operations. To prove the desired bound for
gr, we have to show that transformation of n(w
′) · x into n(w) requires
at most two elementary transformation, which can be show by easy
case-by-case considerations.
The proof of a bound for fr(n) can be done similarly. the only
difference is that we encounter the so-call pinch, that is, the situation
when n(w′) = · · · vxǫ1u, u ∈ A, x = x
−1
1 and v ∈ Gr−1. In that case
n(w′)x = · · · vxǫ1ux
−ǫ
1 and we need to apply the following elementary
operations:
• we have to swap u and x−ǫ1 ,
• cancel xǫ1x
−ǫ
1 ,
• apply some number of elementary operations for converting vu
to normal form.
The word vu is geodesic and does not belong to A, for otherwise n(w′)
is not a normal form. Indeed, if the word vu is not geodesic, then,
according to the Cancellation Property (Lemma 2.2), there exists an
interval xkvu[i+1, j]x
−1
k and letter xk which commutes with all letters
in the interval vu[i + 1, j], and, by our assumption, with the letter
x1. Applying again Lemma 2.2, we conclude that the word n(w
′) is
not geodesic, a contradiction. We see now that need at most 2(n− 2)
elementary operations for converting vu to normal form. The total
number of operations now is bounded by
(n− 1)2 + 2n− 4 < n2,
which completes the proof. 
6.4. Complexity of the algorithm for computation of the chain
decomposition. Assume that we have a geodesic word w. Recall (see
Section 3) that
w = w1 · · ·wl
is the product of chains and w1 is the largest abelian divisor of w, and
if we write w = w1 ◦w
′ then w2 is the largest abelian divisor of w
′, etc.
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The largest abelian divisor of a geodesic word w is computed by the
following procedure. Let z1 be the first letter of w and p1 = pz1(w)
the result of application of the elementary operation of type (iv). Set
w = p1w1. Applying a sorting algorithm to the word p1, we can rewrite
p1 = z
α1
1 ◦ p
′
2, where letter z1 does not occur in p
′
2. Let z2 be the first
letter of p′2. Then p2 = z
α1
1 · pz2(p
′
2) = z
α1
1 z
α2
2 p
′
3. This process continues
no more than r times and requires at most 3r elementary operations.
The procedure produces an abelian divisor w1 = z
α1
1 · · · z
αk
k of and a
geodesic decomposition w = w1 · w′. It is easy to see that w1 is the
largest left abelian divisor of w in the sense that any other left abelian
divisor divides w1.
Denote by hr(n) the number of elementary operations needed (in the
worst case scenario) for computation of the chain decomposition of a
geodesic word of length n.
Proposition 6.2. hr(n) 6 3rn.
Proof. The proof immediately follows from the description of the pro-
cedure. 
6.5. Complexity of algorithms for computation of divisors. Let
u and v be left divisors of an element w. We assume that u and v are
written in geodesic form. We compute, with the help of the algorithm
for computation of a the chain decomposition, the first chains u1 and
v1 in the chain decompositions of elements u and v:
u = u1 · u
′, v = v1 · v
′.
We compute next the set
α(u1) ∩ α(v1) = { z1, . . . , zk }.
If this set is empty then gd(u, v) = 1. Otherwise, using a sorting
algorithm and algorithm 6.2.8, we compute
gd(u1, v1), lm(u1, v1),
move to the pair of elements u′, v′ and make the same calculations with
the second chain (see Section 3 for details). If the length of words u
and v is bounded from above by n, we have to repeat these procedures
no more than n times. Denote these procedures GD and LM and their
complexity functions GD(n) and LM(n). Since every step of these al-
gorithms requires 4 elementary operation, we established the following
fact.
Proposition 6.3.
GD(n) 6 4n, LN(n) 6 4n.
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Let Y ⊂ X be a proper subset ofX . Given a geodesic word w, denote
by gdY (w) the maximal left divisor of w subject to the condition that
all its letters belong to Y . Let GDY denotes the time complexity of
the algorithm for finding gdY (w).
This is how the algorithm works. First we compute, by means of
the algorithm for chain decomposition, the first chain w1 of w and the
decomposition w = w1 ·w′. According to Section 6.4, we need for that
at most 3r elementary operations. Next we find the maximal Y -divisor
u1 of the abelian word w1, as defined in Proposition 3.12, with the help
of elementary operation 6.2.8. Similarly, we find maximal Y -divisors
u2, u3, . . . of w2, w3, . . . . The desired divisor is u1u2 · · ·uk.
If we denote, as usual, n = l(w), then we come to the following
result.
Proposition 6.4.
GDY (n) 6 (3r + 1)n.
This also gives us the complexity of the algorithm Px,Y which finds
the left divisor p = px(w) of the word w maximal subject to condition
that all letters in p commute with x.
Proposition 6.5.
Px,Y (n) 6 (3|Y |+ 1)n.
6.6. The complexity of computing cyclically reduced forms.
The algorithm CR takes as input a geodesic word w and outputs a
cyclically reduced word cr(w) which is conjugate to w and is produced
as follows. Denote by←−w the reverse of the word w (that is, it is written
by the same letters in the reverse order). Let w1 and
←−w 1 be the first
chains in the chain decomposition of words w and ←−w , correspondingly.
Compute
α(w1) ∩ α(
←−w 1) = {z1, . . . , zk1},
which is elementary operation 6.2.10. The total number of elementary
operations in this step of the algorithm is at most 6r+1. If the intersec-
tion is empty, then cr(w) = w and the algorithm stops. Otherwise we
apply k1 operations of cyclic reduction (see the fourth clause of Lemma
5.4), transforming w to a geodesic word w′. The we repeat the same
procedure for w′, etc. Obviously, this process requires at most [n/2]
steps. Collecting the time complexities of all stages of reduction, we
see that
Proposition 6.6.
CR(n) 6
3r
2
n2 +O(n).
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6.7. The complexity of block decomposition and finding the
exhausted form. Denote by B the algorithm of block decomposition
which rewrite a geodesic word w as the product of blocks:
w = w(1)w(2) · · ·w(k).
The algorithm works as follows.
Algorithm 6.7.
1◦ Find connected components C1, . . . , Ck of the graph Γ(w) (this
is an elementary operation 6.2.11).
2◦ Initialise w(1) = ∅, . . . , w(k) = ∅.
3◦ For i = 1, . . . , k do
If w[i] ∈ Cj then w(j) ← w(j) ◦ w[i].
4◦ Return w(1), . . . , w(k).
Proposition 6.8. B(n) 6 O(r2) +O(n).
Now we want to estimate the complexity of the algorithm for finding
the exhausted form of a cyclically reduced word w. We impose on w
the extra condition that w is a block and also α(w) = X .
This algorithm EY was described in details in the proof of Proposition
5.8. The number of elementary operations it requires does not depend
on the length of w and is bounded above by a constant |Y |, Y ⊂ X .
Proposition 6.9. EY (n) 6 |Y |.
6.8. The complexity of the algorithm for the conjugacy prob-
lem. In our usual notation, let u and v be two words in the alphabet
X . The conjugacy algorithm C, when applied to words u and v, de-
cides, whether the elements of G = 〈X〉 represented by the words u
and v conjugate or not. The algorithm was described in Section 5.4,
here we only discuss its complexity. We shall prove two closely related
bounds for its complexity. In one case, we estimate the function C(n, r)
which gives the number of elementary operations 6.2.1–6.2.11 needed
for deciding, in the worst case scenario, the conjugacy of two words of
length at most n.
Our second estimate is motivated by the following observation. The
majority of our algorithms are algorithms of dynamic sorting, based on
comparing pairs of letters. Therefore for the second estimate we limit
the list of elementary operations to just three: cancellation (6.2.1),
transposition of a letter and an admissible interval (6.2.2) and query
6.2.3). All other elementary operations have linear complexity with re-
spect to these three basic operations. This observation follows from the
simple fact that, in the free abelian group, all our algorithms work in
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linear time modulo these three basic operation. Therefore it is natural
to produce an estimate of the complexity of the conjugacy algorithm
C in terms of the three basic operations.
6.8.1. The first estimate.
Proposition 6.10. C(n, r) 6 O(r2) · O(n2).
Proof. The algorithm starts with reducing the input elements u and v to
normal form n(u) and n(v), which requires quadratic time in the worst
case. We do not repeat this operation at later steps of the algorithm.
Then we have to find block decompositions of the words n(u) and
n(v), which can be done in linear time. If the number of blocks is
at least two, then the algorithm either gives the negative answer, or
reduces the problem to groups of smaller rank. By induction, we can
assume that the normal words u = n(u) and v = n(v) each has only
one block. Now the algorithm finds cyclically reduced forms cr(u) and
cr(v). These operation have to be called just once, and they can be
done in quadratic time at worst. We replace u← cr(u) and v ← cr(v).
If one of α(u) or α(v) is a proper subset of X , then the algorithm
either gives negative answer, or reduces the problem to a group of
smaller rank. Therefore we assume that α(u) = α(v) = X and rewrite
u and v in normal form with respect to the letter x1. This can be done
in linear time modulo the timing of elementary operations. After that
the algorithm computes at most n i-cyclic permutations of elements
in u, producing words u1, . . . , uk, k < n, and computes exhausted
forms e(u1), . . . , e(uk), e(v), which requires at most linear number of
operations in total, since every exhausted form can be found in constant
number of elementary operations. Finally, we have to check k equalities
e(u1) = e(v), . . . , e(uk) = e(v), which again requires quadratic number
of elementary operations. The elements u and v are conjugate if and
only if e(ui) = e(v) for some i. 
6.8.2. The second estimate. Let C¯(n, r) be the number of basic oper-
ations (6.2.1), (6.2.2) and (6.2.3) needed for executing the conjugacy
algorithm on words of length at most n. Since elementary operations
can be reduced to linearly bounded number of basic operations, we
come to the following result.
Theorem 6.11. C¯(n, r) 6 O(r2n3).
6.9. Complexity of the conjugation problem restricted to cycli-
cally reduced words. It is easy to observe that, of the algorithms
introduced in the present paper, the most complicated from the point
of view of the worst-case complexity are the following:
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• the algorithm for computation of the normal form, and
• the algorithm for computation of the cyclically reduced form.
As a rule, higher level algorithms (for solving the conjugacy problem,
for instance) require very few applications of these complicated algo-
rithms for almost all input words. We expect, by analogy with the
work [9], that the average time complexity of algorithms for computa-
tion of normal and cyclically reduced forms is much lower than their
worst case time complexity.
Therefore it makes sense to record the estimates for the complexity of
the algorithm for conjugacy problem with inputs restricted to cyclically
reduced words. Analysis of the proofs of Proposition 6.10 and Theorem
6.11 easily leads to the following result.
Theorem 6.12. When restricted to cyclically reduced input words, the
algorithm C for conjugacy problem requires at most O(rn) elementary
operations or O(rn2) basic operations.
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7. Appendix
Nicholas Touikan has drawn our attention to the fact that the proof
of Proposition 4.1 is incorrect. This proposition, however, is never
used in proofs of any other results of the paper and was written for the
sake of completeness of the exposition. Furthermore, Proposition 4.1
is correct (including its proof) if instead of the ShortLex ordering on
the free group F 〈X〉 (where X is an alphabet) we use yet another well
ordering. Below we write out this well ordering and the corresponding
set of Knuth-Bendix rules. We refer the reader to [39] for basic results
on the Knuth-Bendix procedure and use the notation introduced in the
paper.
Let X = {x1, . . . , xn}. We introduce a well ordering on the free
monoid M(X
⋃
X−1) which induces a well ordering of the free group
F 〈X〉, denote it ≺, as follows.
Definition. Let f and g be two words from M(X
⋃
X−1).
f = u1x
ǫ1
1 . . . ukx
ǫk
1 uk+1 g = u
′
1x
ǫ′
1
1 . . . u
′
k′x
ǫ′
k′
1 u
′
k′+1
where ǫi, ǫ
′
i ∈ Z, uj, u
′
j ∈ M(X\{x1}
⋃
X−1\{x−11 }) The word f is less
than the word g, write f ≺ g, if
• |f | < |g|;
• |f | = |g|, k < k′;
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• |f | = |g|, k = k′, (ǫ1, . . . , ǫk) precedes (ǫ′1, . . . , ǫ
′
k) lexicographi-
cally;
• |f | = |g|, k = k′, (ǫ1, . . . , ǫk) = (ǫ
′
1, . . . , ǫ
′
k) and u1 ≺ u
′
1 or u1 =
u′1 and u2 ≺ u
′
2 and so on. Roughly saying that is (u1, . . . , uk+1)
precedes (u′1, . . . , u
′
k+1) lexicographically. Note that here we as-
sume order ≺ to be defined for M(X\{x1}
⋃
X−1\{x−11 }).
One can prove the following
Proposition. Relation ≺ is a linear ordering of F 〈X〉. Moreover the
order ≺ is a well-ordering.
Let w◦ be the ≺-minimal representative in the class of all words [w]
equal to w in F 〈X〉.
Define Knuth-Bendix rules on the set F 〈X〉 by the following recur-
rent relation:
KBn = KBn−1(x2, . . . , xn) ∪ {x
η
iwx
ε
1 → wx
ε
1x
η
i , i 6= 1; x1, xi /∈ α(w);
[xi, α(wx1)] = 1; ε, η ∈ {1,−1}} ∪ {x
ε
1x
−ε
1 → 1, ε ∈ {1,−1}},
(12)
where w is written in the normal form.
Proposition. The set KBn is a complete set of rules for the group Gr.
Proof. We use the k-completeness criterion from [39]. We shall verify
the two clauses of the criterion. We first treat the case when two left
sides of the rules overlap.
There are four cases to consider:
(1) xε1i1w1x
ε2
i2
w2x
ε3
i3
, where i1 > i2, xi1 , xi2 /∈ α(w1), [xi1 , α(w1x
ε2
i2
)] =
1, i2 > i3, xi2 , xi3 /∈ α(w2), [xi2 , α(w2x
ε3
i3
)] = 1, ε1, ε2, ε3 ∈
{1,−1};
(2) xε1i1w1x
ε2
i2
w2x
ε3
i3
w3x
ε4
i4
, where i1 > i3, xi1 , xi3 /∈ α(w1x
ε2
i2
w2),
[xi1 , α(w1x
ε2
i2
w2x
ε3
i3
)] = 1, i2 > i4, xi2 , xi4 /∈ α(w2x
ε3
i3
w3),
[xi2 , α(w2x
ε3
i3
w3x
ε4
i4
)] = 1, ε1, ε2, ε3, ε4 ∈ {1,−1};
(3) x−εi x
ε
iwx
η
j , where j < i, xi, xj /∈ α(w1), [xi, wx
η
j ] = 1, ε, η ∈
{1,−1};
(4) xεiwx
η
jx
−η
j , where j < i, xi, xj /∈ α(w1), [xi, wx
η
j ] = 1, ε, η ∈
{1,−1}.
We use induction on the number of generators to verify case 1.
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ր
xε1i1w1x
ε2
i2
w2x
ε3
i3
ց
w1x
ε2
i2
xε1i1w2x
ε3
i3
−−−→ w1x
ε1
i1
w2x
ε3
i3
xε2i2yτ
xε1i1w1w2x
ε3
i3
xε2i2
σ
−−−→ t
Transformations τ and σ fall under the inductive assumption, for
xi2 /∈ α(x
ε1
i1
w1), and x
ε1
i1
w1 equals w1x
ε1
i1
in Gr.
In case (2) write
xε1i1w1x
ε2
i2
w2x
ε3
i3
w3x
ε4
i4
↓
w1x
ε2
i2
w2x
ε3
i3
xε1i1w3x
ε4
i4
→
→
xε1i1w1w2x
ε3
i3
w3x
ε4
i4
xε2i2
↓
w1w2x
ε3
i3
xε1i1w3x
ε4
i4
xε2i2
Consider the third case
x−εi x
ε
iwx
η
j
↓
wxηj
→
←
x−εi wx
η
jx
ε
i
↓
wxηjx
−ε
i x
ε
i
Similarly in the fourth case we get
xεiwx
η
jx
−η
j
↓
wxεi
→
←
wxηjx
ε
ix
−η
j
↓
wxηjx
−η
j x
ε
i
We now verify the second clause of the k-completeness criterion, i.e.
the case when one of the left sides of a rule is a subword of another
one. There are two cases to consider.
• xε1i1w1x
ε2
i2
w2x
ε3
i3
, where i1 > i3, xi1 , xi3 /∈ α(w1x
ε2
i2
w2),
[xi1 , α(w1x
ε2
i2
w2x
ε3
i3
)] = 1, i2 > i3, xi2 , xi3 /∈ α(w2),
[xi2 , α(w2x
ε3
i3
)] = 1, ε1, ε2, ε3 ∈ {1,−1};
• xε1i1w1x
ε2
i2
w2x
ε3
i3
, where i1 > i3, xi1 , xi3 /∈ α(w1x
ε2
i2
w2),
[xi1 , α(w1x
ε2
i2
w2x
ε3
i3
)] = 1, i1 > i2, xi1 , xi2 /∈ α(w1),
[xi1 , α(w1x
ε2
i2
)] = 1, ε1, ε2, ε3 ∈ {1,−1};
In the first case we have
xε1i1w1x
ε2
i2
w2x
ε3
i3
↓
xε1i1w1w2x
ε3
i3
xε2i2
→
→
w1x
ε2
i2
w2x
ε3
i3
xε1i1
↓
w1w2x
ε3
i3
xε1i1 x
ε2
i2
Consider the second case.
xε1i1w1x
ε2
i2
w2x
ε3
i3
↓
w1x
ε2
i2
w2x
ε3
i3
xε1i1
→
=
w1x
ε2
i2
xε1i1w2x
ε3
i3
↓
w1x
ε2
i2
w2x
ε3
i3
xε1i1
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Therefore we checked all the conditions of the k-completeness crite-
rion. 
Moreover the ordering ≺ has the following interesting property.
Proposition. For any element w ∈ Gr, the normal form w
◦ and the
HNN-normal form n(w) coincide.
Proof. We use induction on r and show that any word written in the
normal form w◦ is in the normal form n(w). Let
n(w) = s0x
α1
1 s1x
α2
1 s2 . . . sk−1x
αk
1 v, w
◦ = u1x
ε1
1 . . . ulx
εl
1 ul+1.
If we treat n(w) and w◦ as elements of anHNN -extension we get k = l,
αi = εi and si, ui represent the same coset of A in Gr−1.
Consider the word n(w). Suppose that n(w) 6≃ w◦. Then n(w) is not
the≺minimal word in [w]. Thus, since (12) is a complete set of rules for
the order ≺ there exists an interval n(w)[l, m] of n(w) which coincides
with a left part of a rule ρ from (12). By the inductive assumption,
the rule ρ does not lie in the set KBr−1(x2, . . . , xr), more precisely for
si and v in n(w) holds:
s◦i ≃ n(si), v
◦ ≃ n(v).
Clearly, the rule ρ can not be a cancellation. Consequently, ρ has the
form:
ρ =(xηiwx
ε
1 → wx
ε
1x
η
i ), where i 6= 1;
x1, xi /∈ α(w); [xi, α(wx1)] = 1; ε, η ∈ {1,−1},
i.e. the letter xi from some representative s can be moved to the
rightmost position by the means of commutativity relations of Gr. This
derives a contradiction with the condition for a word to be in the HNN-
normal form. 
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