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 ≤ ≤ =
∑
∑  (1) 
Здесь ijc , 1,i k=  1,j n= , ija , 1,i m= , 1,j n= , ib , 
1,i m=  – известные параметры, , 1,jx j n=  – искомые пере-
менные. 
 
2. Метод решения. В [1] описан метод решения задачи (1), суть 
которого в следующем. 
1) Последовательно решаем k обычных (с одним критерием) за-
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 ≤ ≤ =
∑
∑     1,r k= . (2) 
Пусть 
* * * *
1 2( , ,..., )r r r rnz z z z ′=  – решение задачи номер r, 
* *( )rr rL L z= - оптимальное значение r-го критерия.  
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Ее решение  
* * * *
1 2( , ,..., )nx x x x ′=   принимаем в качестве век-
торно-оптимального плана. 
3. Пример. В качестве наглядного примера рассмотрим задачу 

















L x x x
L x x x
L x x x






= − + →








Множество планов задачи (4) изображено на рисунке 2 и пред-
ставляет собой многоугольник ABCDEF. Благодаря геометрической 
интерпретации, нетрудно видеть, что решения задач линейного про-
граммирования вида (2) с критериями номер 1, 2, 3, 4 находятся в 
точках D, B, F, A соответственно (для наглядности в этих точках 
изображены градиенты и линии уровня соответствующих критериев). 
 
Рис. 1. Геометрическая интерпретация задачи (4) 
 
Таким образом: 
*1 *2 *3 *4
* * * *
1 2 3 4
3 1 2.5 1
, , , ,
3 2.5 1 1
6, 1.5, 1.5, 2.
z z z z
L L L L
       
= = = =       
       
= − = − = − = −
 
Сформируем целевую функцию задачи (3): 
2 2
1 2 1 2
2 2
1 2 1 2
2 2
1 1 2 2 1 2
1 1 2 2( ) ( 1) ( 1)
6 6 3 3
2 2 1 1( 1) ( 1)
3 3 2 2
7 11 7 4 4 4
6 9 6 3 3
R x x x x x
x x x x
x x x x x x
= + − + − − +
+ − + − + + − =
= − + − − +
 
Следовательно, задача для отыскания векторно-оптимальной 
точки принимает вид: 
2 2




7 11 7 4 4( ) 4 min,

















По расположению точек z*1, z*2, z*3, z*4 и способу формиро-
вания функции R(x) можно предположить, что векторно-
оптимальное решение x* является внутренней точкой многоугольни-




, ( ) 2.4 .
1.2
x R x = = 
 
 
4. Алгоритм. Понятно, что конкретный алгоритм метода, изло-
женного в п.2, напрямую зависит от выбора алгоритмов решения 
задач (2), (3). Поэтому остановимся на этих алгоритмах подробнее. 
Для решения серии задач (2) использован алгоритм симплекс-
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1) для организации вычислений используется обратная базисная 
матрица; 
2) для улучшения базисного плана используется первая неудо-
влетворяющая условиям оптимальности небазисная компонента. 
3) начальный базисный план строится методом искусственного 
базиса. Реализован специальный алгоритм этого метода, который 
не требует хранения в матрице основных ограничений дополнитель-
ных единичных столбцов. 
Особенностью серии задач (2) является то, что в них меняется 
только целевая функция. Система ограничений остаётся неизмен-
ной. Это позволяет при решении каждой следующей задачи исполь-
зовать в качестве начального базисный оптимальный план, полу-
ченный при решении предыдущей. Поэтому метод искусственного 
базиса, упомянутый в п. 3), используется только при решении первой 
из серии задач (2). 
Для решения задачи квадратичного программирования (3) 
использован алгоритм прямого метода [3-5]. Для применения этого 
алгоритма целевая функция должна быть приведена к виду 
 
1( ) ' ,
2
R x x Dx p x′= +  (6) 
где D – n×n–матрица, p – n-вектор. Получим формулы, связыва-
ющие элементы целевой функции (3) с элементами представления 
(6). Для этого введем в рассмотрение k×n-матрицу  
 
*
, 1, , 1,ijij
i
c
C c i k j n
L
 
= = = = 
 
% %  (7) 
и n-вектор 
 ( )1 1,1,...,1 ′= . (8) 
Используя (7), (8), получаем: 
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= − = − − = 
 
′ ′ ′ ′= − ⋅ + =
∑ ∑ % %
% % %
 
( ) ( )1 2 2 12 x C C x C x n′′ ′ ′= + − +% % %  (9) 
Сравнивая (6) и (9), получаем: 
 2D C C′= % % ,   2 1p C′= − %  (10) 




2 , 1, , 1, ;
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Соотношения (10), (11) позволяют не использовать матрицу D в 
алгоритме прямого метода в явном виде, а вычислять её необходи-
мые элементы по мере необходимости. 
Одним из фрагментов итерации прямого метода является вы-
числение градиента целевой функции. В нашем случае 
 ( )
( )
2 2 1 2 1 .
f grad R x Dx p
C Cx C C Cx
= = + =
′ ′ ′= − = −
% % % % %
 (12) 
В силу (12) градиент целевой функции вычисляется также без непо-
средственного использования матрицы D по 2-этапной формуле: 
 1, 2q Cx f C q′= − =% % . 
Как и в симплекс-методе, в прямом методе существует пробле-
ма построения начального опорного плана. Поскольку ограничения в 
задаче (3) такие же, как и у задач (2), базисный оптимальный план, 
полученный при решении последней из серии задач (2), использует-
ся в качестве начального опорного плана при решении задачи (3). 
5. Программная реализация. Для решения задач векторной оп-
тимизации (1) описанным в п.4 алгоритмом в системе программиро-
вания DELPHI 7 на алгоритмическом языке Object Pascal разработа-
но WINDOWS-приложение VOpt. Его основу составляют 2 модуля: 
KPSolve и VOSolve. Модуль KPSolve реализует алгоритм прямого 
метода для решения задачи квадратичного программирования (сим-
лекс-метода для решения задачи линейного программирования). 
Модуль VOSolve является внешним по отношению к KPSolve и пред-
назначен для: 
а) формирования последовательности задач линейного программ-
мирования (2); 
б) формирования задачи квадратичного программирования (3); 
в) вызова соответствующей версии модуля KPSolve; 
г) обработки результатов решения. 
6. Численный эксперимент. Численный эксперимент проведен 
на основе генератора задач вида (1), который входит в структуру 
приложения VOpt. Для проведения эксперимента использован пер-
сональный компьютер с процессором AMD Sempron(tm) Processor 
2800+ с тактовой частотой 1.61 Ггц и оперативной памятью объёмом 
512 Мбайт. С помощью генератора формировались серии по 10 за-
дач с одинаковыми размерами. Для каждой серии рассчитывалось 
среднее время решения. Результаты эксперимента приведены в 
таблице 1.  
 
Таблица 1. Результаты численного эксперимента 
Размеры задачи (1) Время решения 
(сек) k m n 
4 5 10 0.0063 
12 10 20 0.0437 
12 20 50 0.2375 
20 40 100 2.836 
30 80 200 62.23 
40 100 300 298.35 
 
Результаты эксперимента свидетельствуют о возможности исполь-
зования разработанной программы для решения задач с сотнями 
переменных, десятками ограничений и критериев. 
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RAKETSKI V.M. To a solution of a linear problem of a multicriteria optimization 
The algorithm of a solution of a linear problem of a multicriteria optimization is described. 
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