In the last decade, continuous Global Positioning System (GPS) networks have observed transient crustal deformation associated with various types of aseismic fault-slip event in many subduction zones. It is important to precisely clarify the entire time history of these events to understand the physical process of earthquake generation. For this purpose, we have developed a new time-dependent inversion method for imaging transient fault slips from geodetic data. Segall & Matthews (1997) presented a time-dependent inversion method to infer the spatiotemporal distribution of fault slip from geodetic data. They modelled a transient crustal deformation associated with fault-slip events using a linear Gaussian state space model and employed a Kalman filter. They introduced a scaling parameter that represents the temporal smoothness of the fault slip, and assumed that the scaling parameter is constant over the observation period. Under this assumption, abrupt changes of slip have been overly smoothed, whereas estimated slips in a 'quiet' steady-state period have been oscillatory. To improve the method, we developed a new filtering technique, a Monte Carlo mixture Kalman filter (MCMKF), and apply it to time-dependent inversion. The MCMKF allows variations of the temporal smoothness of slips by regarding it as a stochastic variable. The MCMKF is based on a Monte Carlo method in which conditional probability density functions of the stochastic variable are estimated recursively. We examine the validity of the introduced MCMKF-based inversion scheme through numerical experiments using simulated displacement time-series. Then, the results are compared with those obtained by a conventional Kalman filter-based scheme. In all cases, MCMKF gives a significantly smaller Akaike information criterion (AIC) values than the Kalman filter. This indicates that MCMKF yields better state estimates than the Kalman filter. We also find that MCMKF is capable of imaging the initiation process of transient slip events in cases with a high signal-to-noise ratio, while the Kalman filter is not. Furthermore, MCMKF is superior to the Kalman filter in detecting small signals from noisy data sets. From all of the results above, we conclude that the new filtering approach introduced here may provide a powerful tool for imaging the time history of fault slips.
for understanding how large interplate earthquakes or slow events occur. From a geodetic viewpoint, it is important to investigate the detailed spatiotemporal process of slow events and dense GPS array records provide the most suitable data for this end.
Several studies have tried to image the spatiotemporal variation of transient fault slip. Segall & Matthews (1997) presented one efficient way to retrieve slip distribution. They modelled the space-time history of fault slip using a linear Gaussian state space model (e.g. Kitagawa & Gersch 1996) , and employed a Kalman filter (e.g. Kitagawa & Gersch 1996) . This method is referred to as the network inversion filter (NIF). The NIF has several advantages over other techniques. First, the NIF employs a non-parametric description of fault-slip evolution. Thus we do not need to know a priori the nature of time dependence of the transient slip. Second, the NIF models random benchmark motions (Langbein & Johnson 1997; Wyatt 1982) in a stochastic manner. Accordingly, it can distinguish spatially coherent transient signals from spatially incoherent random benchmark motions. Their Kalman filter-based method has been updated and applied to several cases (e.g. Aoki et al. 1999; Segall et al. 2000; Ozawa et al. 2001 Ozawa et al. , 2002 Bürgmann et al. 2001; Miyazaki et al. 2003; .
In the Segall-Matthews model, a stochastic model is used for the non-parametric description of fault-slip evolution. The temporal smoothness of the fault slip is controlled by an optimized scaling parameter of the stochastic model employed. This scaling parameter, often referred to as a hyperparameter, is optimized with the maximum-likelihood method. In the Kalman filter framework, the scaling parameter is kept fixed over the observation period. However, the temporally invariable scaling parameter could not trace abrupt changes because the optimized scaling parameter is too small to allow such a sudden change of fault slip, and vice versa. As a result, estimated slip evolution is flattened during the event and is oscillatory in the steady-state period; hence, it is hardly possible to identify the initiation of events. One of the clear manifestations of this difficulty can be found in the work of Ozawa et al. (2001) and Miyazaki et al. (2003) . In 1996 and 1997, transient crustal deformation was observed in southwest Japan by the Japanese nationwide GPS network Hirose et al. (1999) . Hirose et al. (1999) attributed the deformation to afterslips of two Hyuganada earthquakes, both M w = 6.7, which occurred on 1996 October 19 and December 2, and a slow slip event, which occurred beneath Bungo Channel in 1997. Ozawa et al. (2001) and Miyazaki et al. (2003) investigated spatiotemporal slip distribution based on the NIF. Ozawa et al. (2001) found that the slow slip event started shortly before or immediately after the first Hyuganada earthquake, whereas Miyazaki et al. (2003) found that the event was initiated 1 month after the second Hyuganada earthquake. This difference may stem from the assumption of constancy for the scaling parameter in both cases and a difference in its optimization strategy. The constancy of the scaling parameter seems to obscure the causal relationship among multiple events, and hence motivated us to explore a new approach to time-dependent inversion such that the scaling parameter is variable over time. This generalization may allow us to uncover small transient phenomena hidden in noisy time-series and help us to understand the mechanism of the earthquake generation process.
In the present study, we developed a new filtering algorithm called the Monte Carlo mixture Kalman filter (MCMKF) for imaging time-dependent fault slip from geodetic data. This filter is capable of optimizing the temporal variation of the scaling parameter. In Section 2 we formulate forward models for a transient deformation. The new filtering method is shown in Section 3. In Section 4, the validity of the proposed method is examined through numerical experiments using simulated data.
MODE L S F O R T R A N S I E N T D E F O R M AT I O N
We employ state space representation (Anderson & Moore 1979; Kitagawa & Gersch 1996) to model transient deformation. State space representation consists of an observation model and a system model. The observation model relates fault slip at depth to surface displacements and the system model describes the time evolution of the fault slip based on system dynamics.
Observation model
We consider a tangential displacement discontinuity s(ξ, t) at a point ξ and at a time t, on a fault surface A(ξ) embedded in a homogeneous, isotropic, elastic half space as shown in Fig. 1 . Let u(x, t) be a cumulative surface displacement as a function of station position x and time A denotes a fault surface embedded in a homogeneous, isotropic, elastic half-space (x 3 ≤ 0). s is a slip vector and n is a unit normal to the fault surface A.
of measurement t. We model the surface displacements at x = x j and t = t n by
where the left-hand side is the ith component of u(x j , t n ). The first term on the right-hand side of eq. (1) represents the surface displacement due to cumulative slip s(ξ, t) on the fault surface A(ξ), where G ip,q (x, ξ) is a spatial derivative of Green's tensor G ip (x, ξ) with respect to ξ q , n p (ξ) is the pth component of a unit normal to the fault surface and µ is the rigidity of the medium. The analytical expressions of G ip,q are given by Okada (1992) .
The second term on the right-hand side of eq. (1), L i (x j , t n ), represents temporally correlated noise in measurement time-series (Langbein & Johnson 1997; Wyatt 1982 Wyatt , 1989 . This noise results from small random motions of geodetic monuments, due mainly to interactions between surface soils and weather (Langbein & Johnson 1997) . Thus, the effect is expected to be spatially incoherent, whereas tectonic deformation is spatially coherent. Segall & Matthews (1997) , who incorporated random benchmark motion into the NIF, succeeded in separating it from tectonic deformation. Therefore, we also incorporate random benchmark motion into our models.
The final term of eq. (1), e ijn , represents the observational error that is assumed to follow a Gaussian distribution with zero mean and covariance σ 2 n , where n is a data covariance matrix and σ 2 is an unknown hyperparameter. In the case of GPS data, n is a covariance matrix of GPS site coordinates derived from GPS data analysis. Because the analysis software does not fully model all error sources such as multipath or azimuthally varying path delays, the scale factor σ 2 is introduced to account for these error sources. In the present study, we only consider shear dislocation. The slip vector s(ξ, t) is represented in terms of two unit basis vectors ν 1 (ξ) and ν 2 (ξ) on the fault surface as follows:
At the same time, s(ξ, t) is written using a set of arbitrarily selected orthonormal basis vectors e i (i = 1, 2, 3) as follows:
Combining eqs (2) and (3) yields
We represent the slip distribution s r (ξ, t) (r = 1, 2) as a linear combination of spatial basis functions B 
where B (r ) k (ξ) is the kth basis function for slip in the ν r (ξ) direction, c
k (ξ) and M r is the number of basis function for s r (ξ, t).
Substituting (4) and (5) into (1) yields
where
From (6), the observation model is represented as follows:
w n = e 11n , e 12n , · · · , e 1N 1 n , e 21n , e 22n , · · · , e 2N 1 n , e 31n , e 32n , · · · , e 3N 2 n T (11)
Here, N 1 and N 2 are the number of stations that observe horizontal and vertical displacement, respectively, and 
System model
Next, we introduce a system model to describe the temporal evolution of state variables. For temporal variations of a fault slip, we employ a non-parametric description in which slip acceleration is nearly zero (Segall & Matthews 1997) . Discretizingc
System noise δ
nk is interpreted as a slip acceleration for the basis function B (r ) k at time t n , and is assumed to follow a Gaussian distribution with mean 0 and variance α 2 n , where α 2 n is the temporally variable variance of slip acceleration. For temporal variations of random benchmark motion we employ Brownian random walk with scale parameter τ (Langbein & Johnson 1997; Wyatt 1982 Wyatt , 1989 following Segall & Matthews (1997) :
where τ is an unknown hyperparameter. In (15) and (16), dependency of α n and τ on t n − t n−1 is included.
Combining (15) and (16) yields the following system model:
F n and Q n are (2M + N d ) × (2M + N d ) matrices and system noise v n is a 2M + N d -dimensional vector.
MONT E C A R L O M I X T U R E K A L M A N F I LT E R

Conditional dynamic linear model
The previous studies (e.g. Segall & Matthews 1997) treated α n /σ as a temporally invariable parameter. To allow for temporal variations of α n , we treat α n /σ as a stochastic variable. Note that σ is assumed to be temporally invariable, whereas α n is temporally variable. We first prepare a finite number of candidate values for α n /σ , {a (1) , · · · , a (m) }, where m denotes the number of candidates. Then, we introduce a discrete stochastic variable I n , an indicator variable, which takes an integer value among {1, · · · , m}. A value of I n specifies which of the candidates is selected at t = t n . For example, I n = λ n means that the value of α n /σ at t = t n is equal to the candidate a (λn) . Therefore, it is sufficient to estimate I n to obtain temporal variation of α n /σ . Given a realization of I n , λ n , we can represent the system model (17) and the observation model (8) as follows:
with Q W n defined in (22). It should be noted that (23) and (24) are not the linear Gaussian state space model (e.g. Kitagawa & Gersch 1996) that is employed by Segall & Matthews (1997) . Eqs (23) and (24) are a special form of the conditional dynamic linear model (CDLM) (Chen & Liu 2000) . The difference between the CDLM and the linear Gaussian state space model is as follows. In the CDLM, some matrices in state space representation are conditional on an unknown stochastic variable (Chen & Liu 2000) . On the other hand, in the linear Gaussian state space model, these matrices do not depend on any stochastic variables. In (23) and (24),Q n is conditional on the stochastic variable I n . Therefore, (23) and (24) are the CDLM. The most important characteristic of the CDLM is that it reduces to the linear Gaussian state space model if a realization of the stochastic variable is given (Chen & Liu 2000) . In the case of (23) and (24), they reduce to the linear Gaussian state space model if λ n , a realization of the stochastic variable I n , is given. Hence, the conditional density function of the state x n given the observation y 1: j = (y 1 , . . . , y j ) and realizations of the indicator variable
where the state vector x n (λ n ) and its covariance matrix V n (λ n ) are functions of λ n . Given λ n , x n (λ n ) and V n (λ n ) are recursively obtained using the Kalman filter and smoother (e.g. Kitagawa & Gersch 1996) . The conditional density p(x n | y 1: j ) is expressed by
where p(x n |λ 1:k , y 1: j ) is the Gaussian distribution given by (27) . Because I n is the discrete stochastic variable, (28) reduces to weighted sum of the Gaussian distributions.
To estimate time evolution of I n , it is necessary to specify a stochastic model that describes a time-dependent structure for I n . In this study, I n is assumed to follow a stationary Markov process, i.e.
is a set of indicator variable from time t i to time t j . Evolution of I n is realized by the Markov switching model with transition probability given by
where Pr denotes realization probability.
In the following subsections, we present an algorithm that determines the time evolution of I n and x n . We call this algorithm the Monte Carlo mixture Kalman filter (MCMKF).
Monte Carlo approximation
In contrast to the previous studies in which α n /σ is regarded as a parameter (e.g. Segall & Matthews 1997) , in this study α n /σ is regarded as a function of the stochastic variable I n . Therefore, it is necessary to estimate the probability distribution of I n rather than its value. The MCMKF algorithm consists of two steps. First, the temporal variation of the probability distribution of the indicator variable I n is determined. Second, the temporal variation of the probability distribution of the state vector x n is estimated following the history of I n . Let y i:j be a set of data vectors from time t i to time t j , i.e. y i: j = (y i , y i+1 , · · · , y j ). In the MCMKF, two conditional joint distributions of I 1:n : (i) predictive distribution p(I 1:n |y 1:n−1 ) and (ii) filter distribution p(I 1:n |y 1:n ), are approximated by many 'particles' that can be considered to be independent realizations from each joint distribution. Let I ( j)
i|k ) be the jth realization (particle) of the conditional joint distribution p(I 1:i |y 1:k ). Each distribution is approximated by N p (N p 1) realizations as follows:
Eqs (31) and (32) mean that the predictive and the filter distributions are approximated by the following probability density functions:
where δ(x) is the delta function for the discrete variable x defined by δ(x) = 1 if x = 0 and δ(x) = 0 otherwise. Eqs (33) and (34) are equivalent to the probabilities
which mean all the particles have the same probability, or they are equally weighted. In this study, we refer to
and I
( 1) 1:n|n , I
(2)
as the 'approximated predictive distribution' and 'approximated filter distribution', respectively. Because I
is a realization of the distribution of I n , the CDLM defined by (23) and (24) is satisfied for each I
n ) is given by (25) and σ (j) is the scaling factor for the data covariance for the jth particle. Starting from {I
0|0 } which are realizations of an initial distribution for I n , p(I 0 ), we show that a set of particles approximating the predictive distribution and the filter distribution are obtained recursively in two steps:
Prediction
In this subsection, we show that an approximated predictive distribution at time t n , {I
1:n−1|n−1 } and y 1:n−1 are given. Then the predictive distribution p(I 1:n |y 1:n−1 ) is expressed by p(I 1:n |y 1:n−1 ) = p(I n , I 1:n−1 |y 1:n−1 ) = p(I n |I 1:n−1 , y 1:n−1 ) p(I 1:n−1 |y 1:n−1 ) = p(I n |I 1:n−1 ) p(I 1:n−1 |y 1:n−1 )
Here, we used the Markovian assumption in the third and the fourth equalities, (34) in the fourth equality, and the property of the delta function in the last equality. Eq. (41) indicates that I
1:n|n−1 , the jth particle of the approximated predictive distribution, is obtained by generating a realization I (i) Generate a uniform random number u
Filtering
In this subsection, we show that an approximated filter distribution at time t n , {I (N p ) 1:n|n−1 }. Though all the particles approximating the predictive distribution have the same probability, or they are equally weighted (see eq. 35), they do not have the same probability any longer after the given data y n . Given the observation y n , the posterior probability of the particle I = w
where w (j) n can be regarded as the importance weight of the jth particle and is given by w
We used Bayes' theorem in the second equality of (42) and (35) in the third equality of (42). From (42), the probability density function associated with Pr(I 1:n = I ( j)
This means that the particle I
1:n|n−1 with probability or weight w
n can be considered to be a realization of the filter distribution p(I 1:n |y 1:n ). Because we have assumed in (36) that all the particles approximating the filter distribution are equally weighted, it is necessary to represent (44) by the probability density function of the form (34). This is achieved by generating N p particles {I (N p ) 1:n|n } by the resampling (sampling with replacement, i.e. a particular particle can be sampled more than once, others not at all) of {I 
More specifically, the resampling algorithm proceeds as follows:
repeat the following steps (i)-(iii).
(i) Generate a uniform random number u
Intuitively, the resampling procedure can be considered as a 'selection procedure' multiplying/discarding particles I ( j) 1:n|n−1 with high/low importance weights w (j) n to obtain N p particles I ( j) 1:n|n . The importance weight w (j) n for each particle can be obtained using the Kalman filter. The derivation of w (j) n is given in Appendix A. A summary of one cycle of the prediction and the filtering steps is graphically illustrated in Fig. 2 . Using the prediction and the filtering algorithms recursively, we finally obtain N p particles {I 
Ne|Ne ], is called the trajectory. This filtering algorithm is conceptually similar to the storing state vector algorithm in the Monte Carlo filter proposed by Kitagawa (1996) . He applied the Monte Carlo approximation directly to the distribution of the state, whereas we apply the approximation to the distribution of the indicator variable. He showed that in the Monte Carlo filter the repetition of resampling gradually decreases the number of different realizations of the state vector as time passes, because the number of realizations is finite. Therefore, the shape of the distribution of the state The solid circles denote the particles and the area of the particles is proportional to their weights. Starting with the equally weighted particles at time t n−1 (the first column), a new set of particles is generated at time t n (the second column). Then we evaluate the importance weight of each particles (the third column). Finally, we multiply/discard particles with high/low importance weights to obtain equally weighted particles at time t n (the fourth column).
deteriorates as time passes. Kitagawa (1996) showed that this difficulty can be eliminated by employing fixed L-lag smoother rather than a fixed-interval smoother. Although we apply the Monte Carlo approximation to the indicator variable instead of the state, this situation also applies to the MCMKF. Thus, following Kitagawa (1996) , we modify the MCMKF filtering algorithm as follows:
n−L:n|n−1 } with the sampling probability defined by (45). Kitagawa (1996) recommended not to make L too large (say, 10 or 20 at the largest 50). We adopt L = 20 in our application study shown in Section 4.
Estimation of the state
We present here an algorithm to estimate the state using all of the N p trajectories {I
n|Ne )( j = 1, · · · , N p ) in (37) reduce to sets of known matrices, which have different time evolutions corresponding to the trajectories. In this case, the CDLM defined by (37) and (38) reduces to N p linear Gaussian state space models ( j = 1, . . . , N p ):
Let
and
be the conditional mean and the covariance matrix of the state at time t i given data y 1:k for the jth trajectory. Then
are recursively obtained by applying the Kalman filter and smoother algorithm (e.g. Kitagawa & Gersch 1996) to the jth state space model. The unknown hyperparameter σ (j) is estimated by maximizing likelihood for the jth trajectory (see Appendix B for derivation of σ (j) ). Given {x
j=1 , the distribution of the final estimate for x n , p(x n |y 1:Ne ), is written as p(x n |y 1:Ne ) = 
Initialization
0|0 from p(I 0 ). Here, p(I 0 ) is an initial distribution for I n .
• For j = 1, . . . , N p , set initial state (x 2. Filtering (Section 3.4, Appendix A)
n|n ) according to (A9), (A10), (A16), and (A17).
• For j = 1, . . . , N p , evaluate the importance weight w (j) n according to (A14).
• Obtain I with sampling probability w
State estimation (Section 3.5)
by using Kalman filter and smoother.
• Obtain the density p(x n |y 1:Ne ) according to (50). In the third equality, (36), (48) and (49) are used. Therefore, p(x n |y 1:Ne ) is a non-Gaussian distribution with mean
The procedure for the state estimation using all trajectories described above is computationally massive, both in calculation time and in memory. A more efficient algorithm is obtained by reducing the number of trajectories to which the Kalman filter is applied. This is done by sampling N p (N p < N p ) trajectories randomly from N p trajectories {I (N p ) 1:Ne|Ne }. Once N p trajectories are selected, the procedure for state estimation is identical to the case using all N p trajectories. The distribution of the final estimate for x n , p(x n |y 1:Ne ), and its mean vector, x n|Ne , are obtained by replacing N p in (50) and (51) with N p , respectively.
The MCMKF algorithm described in Section 3.3, 3.4 and 3.5 is summarized in Fig. 3 .
VERI F I C AT I O N O F O U R A L G O R I T H M A N D D I S C U S S I O N
In this section we apply the proposed method to three simple examples to demonstrate the validity of the method. We consider an infinitely long strike-slip fault that slips from depth d 2 to d 1 embedded in a homogeneous, isotropic, elastic half-space as shown in Fig. 4 . We set axis x 1 in the direction perpendicular to the strike direction, axis x 2 upwards and axis x 3 in the strike direction. In this problem, only non-zero displacement is u 3 = u 3 (x 1 , x 2 , t). Slip is assumed to be spatially uniform for simplicity. Thus, slip is a function only of time. For a spatially uniform slip, it is well known that the cumulative surface displacement is written as
We set d 1 = 15 km, d 2 = 5 km and place 10 equally spaced stations in the range −100 km ≤ x 1 ≤ 100 km. In all cases, simulated data of length N e = 100, sampled regularly, are generated by calculating surface displacements due to true slip history s(t) and adding observational error (white noise) and random benchmark motion (random walk). The standard deviations (SD) of observational error and random benchmark motion are set at σ = 4 mm and τ = 0.04 mm, respectively. The data covariance matrix, n , in (14) is set to be an identity matrix for simplicity. 
Accelerating slip
We invert 10 displacement time-series generated by accelerating slip on the fault surface. Here, we use all N p trajectories for the estimation of state. The true input signal is shown in Fig. 5 . Simulated data, which are the sum of contributions from fault slip, random benchmark motion and observational error, are shown in Fig. 6 . We consider m = 13 candidate values for α n /σ :
N p = 5000 particles are used for this problem. The initial distribution of the indicator variable is assumed to have a uniform distribution:
1|0 and V
1|0 are given by x
, respectively. The lag is set at L = 20. The hyperparameter for random benchmark motion, τ , is assumed to be known and is fixed to its correct value in this analysis, whereas we estimate the hyper-parameter for observational error, σ (j) , using (B8). We consider 11 candidate transition probabilities:
where p tr =0. 1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, 0.95 and 0.98 and m = 13. The transition probability is optimized by maximizing the log-likelihood. Derivation of the log-likelihood is shown in Appendix C. The log-likelihood values for 11 candidate transition probabilities are shown in Table 1 . The p tr value that maximizes the log-likelihood is p tr = 0.95. Pr I n = i|y 1:
where k increases from 1 to 5 in order from the lower curve to the upper curve. It should be noted that we can calculate the probability Pr(I n = i|y 1:Ne ) by Pr(I n = i|y 1:Ne ) = 1 N p number of particles with I Fig. 7 shows that the realization probability of I n , Pr(I n = i|y 1:Ne ), corresponding to larger α n /σ values increases after t = 0.5, reflecting increasing slip acceleration after t = 0.5. Fig. 8 shows the mean value of the estimated slip history with error bounds of 1 SD. It is clear that the estimated slip history shows a good agreement with the true slip history. The mean of the estimated hyperparameters for observational
( j)2 , isσ = 3.9149. Fig. 9 (a) compares simulated and calculated displacement time-series for the station located at x 1 = −33.3 km. The estimated state reproduces the simulated ground displacements well. It should be noted that the simulated data are sums of contributions from fault slip, random benchmark motion and observational error. Figs 9(b) and (c) show fault slip and random benchmark motion components of the calculated displacement time-series (bold lines), respectively, together with corresponding components of the simulated data (crosses). As can be seen from this figure, the MCMKF can separate spatially coherent fault-slip signals from spatially incoherent random benchmark motion as NIF can (Segall & Matthews 1997) . To illustrate an advantage of the MCMKF algorithm over a Kalman filter, we estimate state evolution from observation model (8) and system model (17) with the temporally invariable hyperparameter for slip acceleration (i.e. α n = α in eq. 21), following Segall & Matthews (1997) , using a Kalman filter. The hyperparameter τ for random benchmark motion is again fixed to its correct value, and α and σ are estimated by the maximum-likelihood method. α and σ are optimized asα = 3.0661 andσ = 3.9071, respectively. Fig. 10 shows the estimated slip history with 1 SD error bounds. The slip history estimated by the Kalman filter (Fig. 10) is oscillatory compared with the true slip history in the period t < 0.8. On the other hand, the slip history estimated by the MCMKF (Fig. 8) reproduces true slip more accurately throughout the entire period. We compare the goodness of the models using the Akaike information criterion (AIC) (Akaike 1974 ) defined by (C4). Unknown parameters for the MCMKF are x 1|0 , σ, I 0|0 and p tr . Thus number of unknown parameters is 2M + N d + 3 (2M + N d is the dimension of the state vector). On the other hand, unknown parameters in the case of the Kalman filter are x 1|0 , σ and α. Therefore, the number of unknown parameters is 2M + N d + 2. From (C4), the AIC value for the MCMKF is 5646.22, whereas that for the Kalman filter is 5793.84. This result indicates that we can obtain a better state estimate using the MCMKF algorithm than the Kalman filter.
In the example shown here, we use all N p trajectories for state estimation. This procedure requires a heavy computational burden because we need to run the Kalman filter and smoother N p times to obtain {x
j=1 . However, as described in Section 3.5, it is possible to reduce this computational burden by decreasing the number of trajectories to obtain the state. Here, we examine the effects of the number of trajectories. We use N p (N p < N p ) trajectories that are randomly sampled from N p = 5000 trajectories. Then, the log-likelihood values for each case are computed and compared with one another. Table 2 lists log-likelihood values for various N p values. One can see that for the cases of N p ≥ 4, the log-likelihood values are rather insensitive to the number of trajectories and the differences of the log-likelihood values are at most 0.8. Estimated fault slip and random benchmark motion are visually indistinguishable for values N p ≥ 4. This result suggests that the computational burden can be significantly reduced by decreasing the number of trajectories.
High signal-to-noise ratio case
The previous example assumed that the fault-slip signal started smoothly. In this subsection, we consider the case in which the transient event starts more rapidly. The true slip history used in this subsection is shown in Fig. 11 . Rapid changes of slip rate are seen at t = 0.45 and t = 0.55. Because we confirmed in the previous subsection that the number of trajectories used for state estimation can be reduced without significant effects on state estimate, we use N p = 20 trajectories. Simulated data that contain fault-slip signal, random benchmark motion and observational error are shown in Fig. 12 . We employ m = 13 candidate values for α n /σ defined by (53). The number of particles, the initial distribution of the indicator variable, the initial state and the lag are the same as in Section 4.1. The hyperparameter for random benchmark motion, τ , is again assumed to be known and is fixed to its correct value and σ (j) is determined using (B8). We employ nine candidate transition probabilities, p tr = 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9 where p tr is defined by (54). The best transition probability is determined by maximizing the log-likelihood defined by (C3) with N p replaced by N p . The log-likelihood values for the nine transition probabilities are listed in Table 3 . The optimal value of p tr is 0.8. Fig. 13 shows estimated temporal variations of the smoother distribution of I n , p(I n |y 1:Ne ), for p tr = 0.8. The five curves drawn in Fig. 13 are defined by (55). From Fig. 13 , we can see that the realization probability of I n corresponding to larger α n /σ values suddenly increases at time points of slip-rate discontinuities. of the simulated data (crosses). In this example, we again see that the MCMKF is capable of separating transient signal from random benchmark motion.
Next, we estimate state evolution with the temporally invariable hyperparameter for slip acceleration, α, using the Kalman filter (Segall & Matthews 1997) . In this case, maximum-likelihood estimates of α and σ areα = 5.6026 andσ = 3.8949, respectively. Fig. 16 shows estimated slip history with 1 SD error bounds. The estimated slip history is oscillatory in quiet periods, whereas slip-rate discontinuities are overly smoothed. Therefore, the Kalman filter-based method cannot image the initial process of the transient event accurately, nor can it infer precisely when the event started. On the other hand, the slip history estimated by the MCMKF (Fig. 14) provides a better reproduction of both sudden changes of slip rate and quiet portions of the signal. Fig. 14 indicates that initial process of the event can be imaged more accurately using the MCMKF-based method. Furthermore, the start time of the event can be inferred more precisely based on the estimated slip history (Fig. 14) and the temporal variation of the distribution of the indicator variable (Fig. 13) . The AIC value for the MCMKF is 5649.72, which is significantly smaller than the value obtained by the Kalman filter, 5810.60. This result again confirms that we can obtain a better state estimate using the MCMKF than with the Kalman filter.
Low signal-to-noise ratio case
One of our motivations for developing the new time-dependent inversion method is to elucidate small slow slip events that are buried in noisy time-series. In this subsection, we examine whether our new scheme is capable of detecting such 'invisible' signals. We use the true fault-slip signal shown in Fig. 17 . Sudden changes of slip rate are seen at t = 0.50 and t = 0.55. The cumulative slip is only 30 mm, which is one-tenth of the previous example. Simulated data, which consist of fault-slip signal, random benchmark motion, and observational error, are shown in Fig. 18 . Note that the transient signal is invisible at all stations. We employ m = 13 candidate values for α n /σ defined by (53), as in the previous examples. For the state estimation, N p = 20 trajectories are used. The number of particles, the initial distribution of the indicator variable, the initial state and the lag are kept the same as in the previous examples. The hyperparameter for random benchmark motion, τ , is again assumed to be known and is fixed at its correct value and σ (j) is determined using (B8). We employ 11 candidate transition probabilities, p tr = 0. 1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, 0.95 and 0.98 where p tr is defined by (54). The transition probability is optimized by maximizing the log-likelihood defined by (C3) with N p replaced by N p . The log-likelihood values for 11 candidate transition probabilities are shown in Table 4 . The p tr value that maximizes the log-likelihood is p tr = 0.95. (Fig. 17) , random benchmark motion and observational error. The SDs of random benchmark motion and observational error are set at τ = 0.04 mm and σ = 4 mm, respectively. Curves are offset vertically for clarity. Fig. 19 shows the estimated temporal variation of the smoother distribution of I n , p(I n |y 1:Ne ), for p tr = 0.95. The five curves drawn in Fig. 19 are defined by (55). From Fig. 19 , the realization probability of I n corresponding to larger α n /σ values is highest at t = 0.5 when the slip rate suddenly increases. However, the distribution of I n is excessively smoothed, reflecting a low signal-to-noise ratio. ( j)2 , isσ = 3.9166. Fig. 21(a) compares simulated and calculated displacement time-series for the station located at x 1 = 77.8 km. Figs 21(b) and (c) show fault slip and random benchmark motion components of the calculated displacement time-series (bold lines), respectively, together with corresponding components of the simulated data (crosses). Even in this noisy example, the MCMKF is capable of distinguishing the fault-slip signal from random benchmark motion.
For the comparison, we estimate state evolution with the temporally invariable hyperparameter for slip acceleration, α, using the Kalman filter (Segall & Matthews 1997) . In this case, maximum-likelihood estimates of α and σ areα = 0.5009 andσ = 3.9313, respectively. Fig. 22 shows the estimated slip history with 1 SD error bounds. The estimated slip history is excessively smoothed throughout the entire period. It is obvious that the MCMKF-based method does a better job than the Kalman filter-based method (see Figs 20 and 22) . The AIC value for the MCMKF is 5640.02, which is significantly smaller than the value obtained by the Kalman filter, 5770.52. This result suggests that the MCMKF is superior to the Kalman filter in detecting a small fault-slip signal from a noisy data set. 
CONC L U S I O N
We have developed a new inversion method for the imaging of time-dependent fault slip during a transient slip event from surface deformation data. We modelled crustal deformation resulting from the transient fault slip using state space representation. To improve the temporal resolution of the fault slip, we assumed that α n /σ , which had been assumed to be a temporally invariable hyperparameter in the previous studies, was temporally variable. To realize the time dependency of α n /σ , we introduced a stochastic variable I n , an indicator variable, which specified the value of α n /σ at time t n . To estimate the indicator variable and the state, we developed a new filtering method, the Monte Carlo mixture Kalman filter (MCMKF). In the MCMKF, the predictive and the filter distributions of the indicator variable are approximated by independent realizations (particles) from each distribution and approximated predictive and filter distributions are calculated recursively by using the prediction and the filtering algorithms. Once all the trajectories for the smoother distribution of I n are obtained, the evolution of the state for each trajectory is estimated by running the Kalman filter and smoother.
We demonstrated the validity of the new MCMKF-based inversion method through three numerical experiments using simulated surface displacement time-series. The results were compared with those obtained using the conventional Kalman filter-based method. The MCMKF clearly reproduces the true slip history better than the Kalman filter. For the high signal-to-noise ratio case, the MCMKF is better capable of imaging the initiation process of a transient slip event than the Kalman filter. For the low signal-to-noise ratio case, we found that the MCMKF is superior to the Kalman filter in detecting small fault-slip signals from a noisy data set. Furthermore, the following results are obtained:
(1) The MCMKF gives significantly smaller AIC values than the Kalman filter. This indicates that the MCMKF yields a better state estimate than the Kalman filter.
(2) The computational burden of the MCMKF can be reduced by decreasing the number of trajectories to which the Kalman filter is applied. Our numerical experiments confirm that a small number of trajectories (say 10 or 20) is enough to estimate state evolution.
(3) The MCMKF can distinguish a spatially coherent fault-slip signal from a spatially incoherent random benchmark motion even in the low signal-to-noise ratio case. 
