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Transport properties play a crucial role in the fabrica­
tion and utilization of a wide variety of ceramic products. 
It is generally believed that most ceramic materials are at 
least partially ionic. Alkali and silver halide materials 
have played an important role in the understanding of mass 
transport in ionic solids. From detailed measurements on 
these materials, it may be possible to construct a model 
which would enable one to predict with some certainty the 
transport properties of technologically important oxide 
materials of the same structure. 
Sodium chloride is an important alkali halide. Despite 
a considerable amount of early study, its transport properties 
cannot be described as well characterized. The purpose of 
this research was to obtain a better understanding of the 
details of the transport properties of this material by 
careful measurement and interpretation of its ionic con­
ductivity. This required measurements of the conductance of 
both pure and doped NaCl crystals as a function of temperature. 
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POINT DEFECTS IN IONIC SOLIDS 
Diffusion, ionic conductivity, and high temperature creep 
are among the manifestations of mass transport. It is well 
established that ionic crystals contain imperfections at 
temperatures above absolute zero. The migration of imper­
fections under the influence of a gradient (mechanical, 
electrical, chemical, or thermal) results in a net transport 
of matter. 
The fundamental work of Frenkel, Schottky, Turbdant, 
Wagner and other pioners in the field has been documented in 
numerous reviews and texts. The classical account of the 
theory by Lidiard (1957) must still be considered as complete. 
Thorough analysis of experimental data in terms of the Lidiard 
theory had to await the arrival of high speed computer tech­
niques. The recent reviews of Suptitz and Teltow (1967), 
Barr and Lidiard (1970), and Fuller (1972) are useful supple­
ments containing the latest experimental techniques and data. 
Types of Defects 
Thermal defects 
When heat is supplied to a crystal, the amplitude of the 
vibrations of the ions about their mean positions increases. 
Given sufficient thermal energy, the ion will leave the 
lattice site to form a vacancy. The final position of the ion 
serves to distinguish the type of defect present. A Frenkel 
defect is formed if the ion goes to an interstitial position. 
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It is important to note that both the vacancy and the inter­
stitial carry a charge equal to the net unbalanced charge 
at that position. Cation vacancies in monovalent crystals 
are negatively charged and the interstitial cations are 
positively charged. Similarly for an anion Frenkel defect, 
the interstitial is negatively charged and the vacancy is 
positively charged. A Schottky defect results if equivalent 
numbers of anions and cations move to an exterior or interior 
crystal surface (grain boundaries and dislocations exhibit 
certain surface properties). 
Note that when ions move to a surface, additional unit 
cells are added to the crystal. The number of additional unit 
cells may be related to the difference between macroscopic 
length or density changes and the lattice parameter change 
on heating as determined by x-ray measurements. Pelsmaeker 
et al. (1963) and Von Guerard e^ (1968) combined x-ray 
and density measurements to demonstrate the presence of 
Schottky defects in NaCl and KCl respectively and to determine 
the energy of formation of the defects. Lattice parameter 
and bulk length changes should agree if the dominant defects 
are Frenkel pairs as no additional unit cells are produced. 
According to Kliewer and Koehler (1965), continued pro­
duction of either anion or cation vacancies would result in 
an electric field in the crystal. The electric field would 
limit further like charged vacancy production and enhance the 
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production of oppositely charged vacancies such that far from 
the surface the concentrations of oppositely charged defects 
in a pure crystal would be equal. It can be concluded from 
the above discussion that charge neutrality is maintained (at 
least at the macroscopic level) and oppositely charged vacan­
cies are produced in equivalent numbers. The resulting 
isolated vacancies are called Schottky defects. 
Impurities 
The presence of aliovalent impurity ions (i.e. valence 
different from host ion) leads to an interesting and powerful 
manifestation of the electrical neutrality condition. Either 
cation vacancies or anion interstitials would balance the net 
positive charge of a divalent cation in NaCl. Mande1 (1969) 
reported a decrease in density along with no change in the 
lattice parameter when CaClg was added to NaCl as direct 
evidence for the compensation of charge by cation vacancies. 
The addition of aliovalent impurities provides the experi­
menter a certain degree of control over the number of defects 
in the crystal, allowing a more direct investigation of the 
motional properties of the defects. This effect will be dis­
cussed in greater detail in a later section. 
It is also possible (and in some cases probable) for a 
crystal to contain impurities other than the above mentioned 
divalent cations. Similarly other monovalent cations and 
anions from the alkali metal and halogen groups readily 
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dissolve substitutionally on the respective lattice sites, 
but as no charge compensation is necessary there is no change 
in vacancy concentration and little effect on the transport 
-1 -1 properties. Radical groups such as OH and CN may also 
substitute on the anion lattice and being monovalent they 
require no charge compensating defects. In contrast to the 
monovalent cations and anions, the radical groups combine 
with the divalent cation impurities and possibly with their 
associated cation vacancies to form tightly bound complexes. 
The details of the reaction are not fully understood, but 
their effect on ionic conductivity will be covered in a 
later section. 
Defect pairs 
The force between two charged defects is directly pro­
portional to the product of the squares of the charges and 
inversely proportional to the square of the distance between 
them. This, of course, is Coulomb's law and in the absence of 
screening by conduction electrons is quite long range in 
nature. Anion and cation vacancies form pairs as a result 
of this coulombic attraction. Frenkel pairs are also subject 
to this force, but the concept of the bound nearest-neighbor 
pair leads to the annihilation of the pair when the inter­
stitial ion jumps back into the vacant site. Aliovalent 
impurity ions and oppositely charged vacancies also experience 
this coulombic attraction to form pairs. 
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The discussion will now be directed and limited to only 
those defects believed to be present in alkali halide crystals. 
Subsequent discussion and theory will consider a perfect 
crystal containing separated Schottky vacancies, cation 
vacancy-anion vacancy pairs, isolated impurity ions, and 
impurity ion-cation vacancy pairs. A three dimensional 
representation of the perfect crystal is shown in Fig. 1. 
A point ion representation was chosen to best illustrate the 
site relationships. In a NaCl crystal the anions are nearly 
twice as large as the cations. A two dimensional model of 
the defective crystal is shown in Fig. 2. 
Concentration of Defects 
Schottky defects ; statistical approach 
As noted above a Schottky defect involves the production 
of equivalent numbers of separated anion and cation vacancies. 
Even though considerable energy is required to form the 
vacancies, the increase in the disorder caused by the presence 
of a small number of defects leads to a net reduction in the 
free energy of the system. 
Consider the production of Schottky vacancies in a NaCl 
lattice containing N^, n^, and ng cations, anions, cation 
vacancies, and anion vacancies respectively. The problem is 
to determine the equilibrium distribution of the vacancies 
among the available + n^ and Ng + ng cation and anion 
sites. Denbigh (1968) defined the configurational entropy as 
7 
o CI" 
-f" + Na^ 
2.81 A 
Piq. 1. Throe dimensional model of perfect NaCl crystal 
Fig. 2. Two dimensional model of defective crystal 
+ Na"*" ion 
• ~ Na^ vacancy (net negative charge) 
0 Cl ion 
• ^ Cl~ vacancy (net positive charge) 
++"*" divalent impurity cation (net positive charge) 
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+ 0 + 0 + 0 + 0 + 0 
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s = k In w (1) 
where k is Boltzmann's constant and w the number of dis­
tinguishable ways of placing the vacancies on the available 
sites. The configurational entropy of the crystal described 
above is 
(N, + n^)! (N, + n,)! 
= = N,l nj + k 1" N,! nj • '2' 
If the average Gibbs free energy (neglecting its configura­
tional term) required to form a single cation vacancy is g^ 
and we assume no interactions among the various defects, 
then the energy of n^ vacancies is n^g^» The Gibbs free 
energy relative to the perfect crystal is given by 
(N^ + n^) ! 
G = n^g^ - kT In + ^2^2 
(N, + n,) 1 
^ N,l nj ' (3) 
Applying Stirling's approximation In a! = a In a - a for 
a >> 1 we get 
G = n^g^ - k T[(N^ + n^) ln(N^ + n^) -
N^ln N^-n^ In n^] + 
^2^2 " ^  ^ [(^2 + n^) InfNg + n^) -
In N2 - ng In ng]. (4) 
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The free energy G, will be a minimum with respect to small 
changes in n^ at equilibrium. This condition may be expressed 
as 
Substituting Equation 3 and taking the indicated derivatives 
gives 
N, + n^ 
{g^ - kT In }Ôn^+ 
{gg - kT ln(-:^ -) jgn^ = 0. (6) 
6nj^ must equal ông to maintain charge neutrality and Equation 
6 can be divided through by 5n^ and rearranged to give 
9l + 92 n n, 
• 'nr-' = 
" *1 = SpAç ==2 = 9s = 9l + «2 
9= 
then x^xg = ®*P^~kT~'^ (?) 
where g^ may be decomposed into an enthalpy of formation and 
a vibrational entropy of formation as follows 
9g = hg - Ts . (8) 
vibrational 
The final result is 
Sg h 
*1*2 Gxp[^] exp[- j^]. (9) 
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Note that the individual terms in Equation 6 are 
= + k T ln( (10) 
(11) 
Also note the strong resemblance to the thermodynamic 
potential. 
As pointed out by Kroger (1964), the fixed relation 
between the number of anion and cation sites prevents carrying 
out the indicated variation in n^ while ng is held constant. 
In view of this, the term virtual chemical potential will be 
applied to relations like Equations 10 and 11. These two 
relations also lead to Equation 9 as outlined in the following 
paragraph. 
Schottky defects ; Quasi-chemical approach 
The virtual chemical potentials obtained from the statisti­
cal theory of defects suggest an alternate approach to the 
problem. Kroger (1964) illustrated how defects may be treated 
as separate chemical species in the same manner as atoms. 
Quasi-chemical reactions may be written for the defects as 
long as mass, charge, and the fixed site relation of the 
crystal structure are maintained. 
In order to illustrate and define the notations to be 
used, the general case given in Kroger (1964) will be repeated 
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here. Writing the quasi-chemical reaction for the formation 
of Schottky defects in NaCl as 
0 t (1) + (1) (12) 
where it is convenient to think of the reaction as dissolving 
vacuum in the NaCl lattice to form CD negatively charged 
vacancy on a Na site and (1) positively charged vacancy on 
a Cl site. This defect is illustrated in Fig. 2. Initially 
we will consider a random distribution of non-interacting 
vacancies, i.e., an ideal dilute solution. The defect 
chemical potentials are given by 
^2 = + k T In (13) 
^2 " ^ 2 + k T In Xg (.14) 
where ÇP is dependent only on temperature and corresponds 
to the free energy of the defect at infinite dilution. 
At equilibrium 
Zv- Ç- — 0 (15) 
i ^  ^  
» 
where the v^'s represent the number of specie i taking part 
in the reaction (Equation 12) . For the present case Vj. ~ 
^2 = 1. Therefore it follows from Equation 15 that 
In x^xa = - ( \ ^ ^  ) = In Kg (16) 
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where is the equilibrium constant for the reaction. The 
virtual chemical potentials may be related to the enthalpies 
(h) and the entropies (s) of the reaction by the equations 
^1 = hi - Ts^ (17) 
= h° - Ts° (18) 
with similar equations for « Kroger (1964) included an 
additional term in each of these equations to account for 
the fixed site relation, a term which drops out when the 
expressions are combined according to the equilibrium con­
dition. Substituting Equation 18 into Equation 16 gives 
h? + hj s? + s° h s 
In x^xg = rT + —n— = " jtt (i*) 
which can be rearranged to give 
s- h 
= expl-^] expl- j^]. (20) 
Equation 20 is identical to Equation 9 and the two approaches 
achieve equivalent results. 
Model I; Ideal solution of point defects 
The classical defect models of Koch and Wagner (1937), 
Stasiw and Teltow (1947), and Lidiard (1957) will be developed 
in steps of increasing refinement. Attention will be focused 
on the underlying assumptions of each model. 
The concentration of vacancies in a pure crystal may be 
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obtained from Equation 20. It is well known that real 
crystals contain at least some divalent iitç)urity cations. 
It was shown above that when divalent cations are dissolved 
in a monovalent lattice, an equal number of cation vacancies 
are produced to maintain electrical neutrality. It is now 
possible to formulate an equation to describe the effect 
of temperature and divalent cation impurities on the vacancy 
concentration in a NaCl crystal. Model I is based on the 
assumption that the defects are completely noninteracting 
and was first proposed by Koch and Wagner (19 37). 
Equation 20 will be repeated here along with the electri 
cal neutrality condition to define the problem of a NaCl 
crystal containing a concentration c of divalent impurity 
cations. 
s s h 
XjX2 = expl-j^] exp[ - (20) 
Since Z (positive charges) = Z (negative charges) 
C + Xg = x^. (21) 
Solving for Xg in Equation 21 and substituting into Equation 
20 gives 
2 
x^ - cx^ - = 0 which can be arranged to give 
c + (c^ + 4 K.) 
= 2 (22) 
16 
Thus Model I is completely described by Equations 22 
and 20. Given the thermodynamic parameters, is obtained 
from Equation 22 and Xg is found by substituting this value 
of x^ into Equation 20. The product relation of Equation 20 
is always satisfied. The importance of this fact is graphical 
ly illustrated in Fig. 3. The concentrations in Fig. 3 were 
calculated using the free energy of formation of Schottky 
defects reported by Allnatt et al. (1971). The influence of 
the product relation is clearly demonstrated by the change 
in anion vacancy concentration as a function of temperature 
and impurity concentrations. At high temperature and low 
impurity levels, the concentration of either type of vacancy 
is approximated by Equation 20. The slope in this range tends 
toward h^ /2k. At low temperatures and high impurity levels 
expression 20 of course still holds, but the cation vacancy 
concentration is fixed by the impurity concentration. This 
leads to a slope of zero for the cation concentration and h^/k 
for the anion concentration. The addition of controlled 
amounts of either divalent anion or cation impurity allows 
dramatic alterations of the x^/xg ratio, assuming, of course, 
the impurities are sufficiently soluble. 
Model II; Ideal solution plus bound pairs 
The model will now be refined by including the effect of 
pair formation that results from the coulombic attraction 
between oppositely charged defects. This variation was first 
Fig. 3. Defect concentrations predicted by Model I 
The concentration of cation vacancies (x\) and 
anion vacancies (Xg) for impurity levels of 0, 
3.6, 28, and 246 mole ppm SrClg as a function 
of 1/T. The calculations were based on the 
values hg = 2.48 eV, s^/k = 9.75, h^ = 0.57 eV, 
and s^/k = 1.39 taken from Allnatt et al. (1971). 




proposed by Stasiw and Teltow (1947). The formation of pairs 
of intrinsic defects will be considered first, followed by a 
treatment of impurity ion-vacancy pairs. The equilibrium 
concentration of neutral vacancy pairs may be determined by 
applying the mass action law to the following quasi-chemical 
reaction. 
: (VNaVcl'*- (231 
At equilibrium Zv.ç. = 0. The reaction product represents 
i ^ ^ 
a bound vacancy pair. The superscript x indicates the pair 
is electrically neutral. The free vacancies will be treated 
as noninteracting at all separations greater than the nearest 
neighbor separation. As nearest neighbors they will be con­
sidered as bound pairs. As before, this assumption permits 
the use of concentrations in the equilibrium condition. 
Replacing the virtual chemical potentials with their thermo­
dynamic equivalents gives 
h° - Ts° - h° + Ts° - h° + Ts° 
' 
(25) 
Slndlnc, _ (zg, 
20 
Kroger (19 64) decomposed the entropy change on forming 
a complex into configurational and vibrational components to 
give 
^binding ~ ®config. ^  ^ vibrational* 
The configurational term is related to the number of dis­
tinguishable orientations of the vacancy pair and is given by 
=oonfig. = ^ (Z) (28) 
with Z the number of distinguishable orientations of the 
vacancy pair (Z = 6 for nearest neighbor pairs in the NaCl 
lattice). The vibrational term reflects the change in the 
vibrational frequency of the ions surrounding the vacancy 
pair. 
Substituting Equations 27 and 28 into Equation 24 gives 
the following expresssion 
"e . Z expl- . (29, 
x^xg J k T 
The concentration of Schottky defects may be eliminated 
through Equation 20 to give 
Xp = z expl - "binding + 
Making the following substitutions 
Sp = Ss + =vib 130) 
21 
hp = hs + binding 
one gets 
s h 
Xp = Z exp[-£] exp[- . (32) 
The enthalpy represents the coulombic interaction 
and polarization effects and is therefore a negative number 
(i.e., the quasi-chemical reaction equation (21) is exothermic) 
Notice that Equation 32 is independent of the concentra­
tions of the other defects. The independence of the vacancy 
pair concentration plays an important role in the determina­
tion of the pair contribution to diffusion. The vacancy pairs 
do not enter into the low frequency electrical conductivity 
because they are electrically neutral. 
The expression governing the formation of bound impurity 
ion-cation vacancy complexes will now be developed on the 
basis of the same model and procedure employed for the vacancy 
pairs. For NaCl containing SrClg the complex consists of a 
negatively charged sodium ion vacancy on one of the 12 nearest 
2+ 
neighbor sites to a Sr ion on a sodium site. The association 
2+ 
of separated sodium ion vacancies and Sr may be expressed 
by the following quasi-chemical reaction. 
The virtual chemical potentials may be written as a 
function of their concentrations if it is assumed that there 
22 
is no interaction between the isolated defects. The require­
ment for conservation of the total number of Sr ions must be 
considered when defining the concentrations to be employed 
in the mass action expression. The following relation must 
be satisfied 
total = =' "4) 
This notation can be simplified by the relations. 
= = - %k (36) 
[V^^l = (37) 
Applying the equilibrium condition = 0, Equation 38 
analogous to Equation 29 is obtained. 
Equation 38 may be simplified to give 
The entropy term in Equation 39 may be replaced by Equations 
27 and 28 as before to yield 
^binding = % 1= 'Z) + (40) 
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with Z the number of distinguishable orientations of the 
complex, equal to 12, in the NaCl lattice. Substituting this 
relation in Equation 39 gives 
(c • (41) 
The equilibrium concentration of complexes is given by 
2 exp[!^J exp[-%Si] = K^. (42) 
Note that the quasi-chemical reaction (Equation 33) also is 
exothermic and that the enthalpy change will be negative. 
Equations 20, 30, and 42 along with the electrical 
neutrality condition may be combined to give a refined ap­
proximation to the defect state of a NaCl crystal containing a 
concentration c of divalent impurity cations. Model II con­
sists of a NaCl crystal containing isolated anion vacancies, 
isolated cation vacancies, vacancy pairs, isolated divalent 
impurity cations, and cation vacancy-divalent impurity cation 
complexes. It is assumed that the five types of defects in 
the model are noninteracting. 
Model II is defined by the following relations. 
Sg h 
*1^2 ~ exp[- j^] = (20) 
s_ h 
Xp = Z exp[j^] expr - (30) 
^ = Z exp[-^^] exp[ = K, (42) Xi(c-Xj^) " --b-i k J kT 
24 
and 
c - + *2 = *1 • (43) 
Equations 20 and 42 are solved for and Xj^ respectively. 
The resulting expressions are substituted into Equation 43 to 
give 
Xg + Xg (c + - XgK^ - = 0. (44) 
The detailed description of Model II is provided by Equations 
20, 30, 42, and 44. The solution now follows the procedure 
employed for Model I. Given the thermodynamic parameters 
Equation 44 is solved for -x.^, and x^ is found from Equation 20. 
The independence of the vacancy pair formation and that of 
the concentration product relation (Equation 20) is clearly 
illustrated in Fig. 4 for various impurity concentrations. 
The thermodynamic parameters used in generating Pig. 4 were 
taken from Allnatt et (1971) . The particular impurity 
levels were selected to approximate the experimental samples. 
The results of calculations based on Model I have been included 
as dashed lines for comparison. The most striking differences 
occur at high impurity levels and/or low temperatures where 
the vacancy concentrations of the second order model exhibit 
a negative curvature as opposed to the constant concentration 
of the simple model. 
Fuller (1972) has observed that the number of complexes 
is not necessarily an increasing function of reciprocal 
Pig. 4. Defect concentrations predicted by Model II 
The concentration of cation vacancies (x^) and 
anion vacancies (Xg) for impurity levels of 0, 
3.6, 28, and 246 mole ppm SrClg as a function 
of 1/T. Model I predictions are shown as dashed 
lines. 
CONCENTRATION 
S, ^ S N o 
27 
temperature as might be expected from the form of Equation 42. 
Percent association is defined as 100(x^/c) and is plotted as 
a function of reciprocal temperature in Fig. 5. Fuller (1972) 
explained the negative slope of the high temperature region 
on the basis of an increasing availability of cation vacancies 
to form the complex. 
Model III: Ideal solution plus bound pairs and interactions 
between charged species 
The foregoing was based on the assumption that except for 
nearest neighbor pair formation, the defects behaved ideally 
and were distributed at random. In reality, the presence of 
charged defects account for significant departures from the 
concept of an ideal dilute solution. The final refinement 
of the theory considers the distribution of the five defect 
species (three of which are charged) in a continuum of uniform 
dielectric constant. The model bears a strong resemblance 
to an electrolyte solution, indeed the theory borrows heavily 
from the theory of dilute solutions of strong electrolytes. 
The charged species are subject to Coulomb's law in which 
the force between defects varies as the product of the charges 
and inversely as the square of the distance. Positively 
charged defects will then be surrounded by a "defect atmos­
phere" of net negative charge and vice versa. The distribu­
tion of defects is obviously not random and the use of 
concentrations instead of activities in the virtual chemical 
potential expressions cannot be justified. Teltow (1949) was 
Pig. 5. Percent association as a function of 1/T 
Model II predictions of the percentage of impurity 
cations having a Na^ vacancy as a nearest neighbor 
(i.e. impurity complex) for impurity levels of 
3.6, 28, and 246 mole ppm SrClg. 
PERCENT ASSOCIATION X 10^ 







among the first to recognize the possible importance of 
defect interactions in solids. Lidiard (1954 and 1957) 
utilized the Debye-Huckel activity coefficients to complete 
the defect theory. His development is summarized below. 
The third approximation will now be obtained by replacing 
concentrations with activities in Equations 20, 30, and 42 
to account for the interaction among the defects. The activity 
of the i^ species is given by 
where f. is the activity coefficient of the i species. 
Fowler and Guggenheim (1939) gave the following definition of 
the activity coefficient 
k T in f. = çf 
0X 
where G represents the change in the free energy due to the 
el 
electrostatic interaction between defects, represents the 
change in the electrostatic free energy when one defect is 
added to the assembly of defects, i.e. the defect electro­
chemical potential. Fowler and Guggenheim (19 39) also reported 
a more useful expression of the activity coefficient which is 
given by 
^i " 2ekT ^1 + kR^ (46) 
where is the charge of the i^^ specie, e the electronic 
charge, e the dielectric permittivity of the "solvent" NaCl 
31 
crystal lattice,k Boltzmann's constant, and R is the distance 
from a defect to the next nearest neighbor site. At separa­
tions less than R, pairs are formed. The factor k has the 
dimensions of reciprocal length and is a measure of the mean 
thickness of the defect atmosphere. The reciprocal length 
is given as 
4nZx.Z?e2 
2 i (47) 
AekT 
where A is the volume occupied by one molecule of the pure 
solvent. 
Replacing the concentrations with the appropriate activi­
ties in Equations 20, 30, and 42 gives the following relations 
*1^1*2^2 ^ ^ 1 ' (20a) 
Vp " S' (30a) 
and 
f ^ =^2- <42a) 
The vacancy pairs and complexes are electrically neutral 
and it is assumed that f = f. = 1. Letting f_ = f = f = f. 
P K 1 6 L 1 
substitution from Equation 47 gives 
s h - A 
*1*2 = ®xp[j^] exp[ (48) 
s h 
Xp = Zp exp[j^]exp[ - (49) 
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bind hbind + (50) 
x^(c - x^) kT 
The electrical neutrality condition is unchanged and Equation 
44 is obtained as before 
The defect concentrations of the Model III are described 
by Equations 49 and 44 along with the equilibrium constants 
from Equations 48 and 50. Note that solution of Equations 48 
and 50 requires numerical techniques as is also contained 
in Ag. Model III is commonly referred to as the Lidiard-
Debye-Huckel model in the current literature. 
Inspection of Equations 48 and 50 shows that the inter­
actions act to reduce the enthalpies of formation and binding 
hence increasing the number of free defects. The results of 
Model III are illustrated in Figs. 6 and 7. The results from 
Model II are also included for comparison. The thermodynamic 
parameters of Allnatt et (1971) were used once again in 
the calculations. 
Figure 6 illustrates the profound effect of including 
the Debye-Huckel activity coefficients. The results of Model 
III are represented by the solid curves and those of Model II 
by the dashed curves. 
x| + Xgfc + K^Kg) - XgK^ - = 0 (44) 
Fig. 6. Cation vacancy concentration (x,) as a function 
of 1/T 
Model III predictions of the cation vacancy 
concentration (x^) for impurity levels of 3.6, 
28, and 246 mole ppm SrClg are shown as solid 
lines. The energy values included in the plot 
were determined from the slope of linear approxi­
mations to the different parts of the curve. 
The results of Model II are indicated as dash-
dot-dash lines. The curve marked D.H. limit 
represents the upper concentration limit of 
applicability of the Debye-Hiickel theory. 
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Fig. 7. Concentration of Schottky vacancies as a function 
of 1/T for impurity levels of 3.6, 28, and 246 
mole ppm SrClg 
Model III results are shown as solid lines and 
Model II results are included as a dashed line. 
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The curve marked D. H. limit will be discussed in the 
next section. Each pair of curves represents the concentra­
tion of cation vacancies as a function of 1/T for the indi­
cated impurity level. Linear approximations have been drawn 
on the curves from Model III. It is very important to note 
that a region of zero slope does not exist for the particular 
set of energies and concentrations used to generate these 
curves. The implication is that association between the 
cation vacancies and the divalent impurity cations is signifi­
cant throughout the impurity controlled region. The minimum 
slope is roughly proportional to the impurity level. 
The slope of the lower temperature region should approach 
hbind/2 (i.e. 0.29 ev for these data). This is true only at 
low temperatures and high impurity levels. In real samples, 
the impurity probably precipitates as a second phase before 
this approximation is valid. 
Figure 7 shows the concentration of Schottky defects as a 
function of reciprocal temperature for three impurity levels, 
levels. Once again the results of Model III are shown as 
solid curves and that of Model II as a dashed curve. By in­
cluding the interactions among the free defects, a dependency 
on impurity concentration has been introduced into the 
Schottky equation (Equation 48). An important consequence of 
this is that the vacancy concentration curves for different 
impurity levels do not join a single curve at high temperatures. 
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Limitations of Debye-Huekel theory The Debye-Hiickel 
theory for strong electrolytes is only valid for dilute 
solutions. An attempt will now be made to establish a validity 
range for the theory as applied to defects in solids. The 
development of the Debye-Hlickel theory is available in numerous 
texts on electrochemistry. The discussion will be directed 
toward the assumptions crucial to the theory as it applies to 
solids. Fowler and Guggenheim (19 39) state that the Debye-
Hiickel approximation is valid when 




are satisfied where R represents a critical separation. 
Equation 51 results when the sinh (y) in the Poisson-
Boltzmann equation is replaced by y in order to obtain a 
solution in closed terms. The concentration limit of validity 
has been approximated by replacing the inequality with an 
equal sign, substituting Equation 46 for k into Equation 51 
and solving for x^^ to get 
x, = 8.65 X lO^Ae^T^ . (53) 
^limit 
Equation 53 is plotted in Fig. 6 along with the results 
of Models II and III. The assumption expressed by Equation 51 
is clearly not justified for concentrations commonly employed 
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in the study of alkali halides. 
Equation 52 places a minimum separation between 
defects. In effect. Equation 52 gives the distamce beyond 
which the lattice is adequately represented through its 
dielectric constant as a continuum. If Equation 52 is set 
equal to one and solved for R, we get values of 10 to 15 times 
the anion cation separation distance for the temperature range 
of interest. The assumption implies very large separations 
indeed. The restriction to large defects may be circumvented 
by a technique first proposed by Bjerrum as discussed by 
Fowler and Guggenheim (1939), Bjerrum divided the volume 
around a central defect at the radius R. At separations much 
larger than R the Debye-Hiickel theory is valid. For defects 
in the region less than r, association to form bound pairs 
was considered most important. In the development of Models 
II and III, only nearest neighbor pairs were considered. 
Clearly the Model III exhibits an internal inconsistency. 
The inconsistency may be removed by refining either the 
association theory to include the necessary separation 
distances or by employing a more rigorous description of the 
electrolyte theory. Neither alternative is attractive in 
terms of formulating a tractable scheme to analyze experi­
mental data. 
Before examining the alternative approaches, it would 
be useful to determine the nature of the inaccuracies of the 
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Debye-Hiickel theory as applied to solids by comparison with 
more rigorous approaches. 
Allnatt and Loftus (1973) characterized the cluster 
expansion approach as treating the discrete nature of the 
lattice, rather than a continuum and by including interactions 
(e.g. those between the paired defects and the free defects) 
not considered in Model III. After comparing numerical 
results of Model III with those of the more exact cluster 
formalism for the case of CdClg doped AgCl, Allnatt and Loftus 
(1973) concluded that the two effects are important at high 
concentrations, but they tend to cancel. As a result, the 
Model III approximation of Lidiard (1957) is quite accurate 
over a considerable range. 
In summary, three models have been developed to describe 
the defect state of an alkali halide crystal (i.e. materials 
exhibiting predominantly Schottky type intrinsic disorder) 
containing divalent cation impurities. The refinements to 
the basic model were included to account for the nonideal 
behavior of a system of charged defects by first providing for 
pair formation and finally by including the interactions 
between the "free" defects. 
The next section will describe the motion of the defects, 
which when combined with the description of the concentrations 
of defects will determine the mass transport properties of 
the material. 
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MOBILITY OF POINT DEFECTS 
The ability of an ion to move from one lattice position 
to another is obviously essential for the transport of mass 
and charge. The jumping ion must cross a potential energy 
barrier in order to reach the next equilibrium position. The 
process is illustrated in Fig. 8 where (a) shows the initial 
position, (b) the intermediate position atop the potential 
energy barrier, (c) the final equilibrium position, and (d) 
a schematic representation of the potential energy of the 
ion as a function of position. The jump frequency may be 
expressed as 
9 mi 
"i " ^i exp[ j^] (54) 
where is an effective vibration frequency in the direction 
of the jump of the ion. Clyde (1967) discussed some of the 
many approaches employed to obtain the jump frequency, all of 
which result in an equation similar to Equation 54. 
The presence of an applied field modifies the situation 
somewhat as depicted in Fig. 9. Mott and Gurney (1948) gave 
the following development of the mobility expression. From 
Fig. 9 it can be seen that the energy barrier is reduced by 
an amount 1/2 e a E in the direction of the field E and 
increased by the same amount in the opposite direction. The 
jump in the direction of the field is given by 
Fig. 8. Schematic representation of a single ion jxmip 
+ Na^ ion 
0 Cl ion 
a) initial position of jumping ion, the arrow 
indicates the direction of the jump. 
b) intermediate (saddle point) position of 
jumping ion. 
c) final position after completing jump. 
d) potential energy of jumping ion as a function 
of positions a, b, and c mentioned above. 
g^ = the enthalpy of motion of the cation. 
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Pig. 9. Potential energy as a function of position for an 
ion jump in an electric field 
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g - 1/2 eaE 
"forward = ^  " kT ' 
and in the reverse direction by 
g + 1/2 eaE 
%aok = V exp[- kT J 
The drift velocity may be defined as the jump frequency 
times the jump distance. The net drift velocity is given as 
drift velocity = av exp[- 2{ sinhl|^]} 
for the usual fields eaE << kT and the sinh term may be 
replaced by its argument. The mobility is then given as 
Wi = drift velocity , 4eA expl--^] (55) 
which may be reduced to 
^^i = "i • 
The factor 4 results from the number of equivalent final 
positions for the jump. 
Ionic Conductivity 
The ionic conductivity is given by 
2 2 
a = g Z N^x^ey^ = g Z x^w^ (56) 
where is the number of i type sites per cm?. The term g in 
Equation 56 has been included (Lidiard (1957)) to account for 
the fact that the defect and its surrounding atmosphere are 
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pulled in opposite directions by the electric field. The 
net result is a retardation of the motion of the defect and 
may be expressed as 
„ , A 
' 3eKT(^ + 1) (1 + kR) + KE) (57) 
Equation 56 along with Equations 47, 48, 50, 44, 55, and 57 
are formally complete within the framework of Model III con­
sidered in the defect concentration section. 
Diffusion 
The diffusion of a given specie results from jumps into 
isolated vacancies and jumps into the appropriate vacancy of a 
vacancy pair. The total diffusion coefficient may then be 
expressed as 
Di = + Dp . (58) 
Shewmon (1963) gave the following expression for the 
diffusion coefficient 
D = ^ ra^ (59) 
where F is the average number of jumps per second and a is the 
jump distance (a = a a being the anion-cation separation). 
r is equal to the number of nearest neighbor sites times the 
jump frequency times the probability that a given site is 
vacant. For single vacancy diffusion in a face centered cubic 
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lattice 
r = 12 
and for vacancy pair diffusion 
••p = ^vi • 
Equation 58 may be rewritten to give 
D. = 4f a^x.w. + 1 f.a^x w. (60) 1  V  1 1  J i p i  
where represents the jump frequency into the pair. The 
correlation factors f^ and f| account for the non ra ndomne s s of 
the tracer ion jumps. For face centered cubic lattices, 
Compaan and Haven (19 56) reported f^ = 0.78146. The correla­
tion factor fj depends on the relative jump frequencies of the 
anion and cation into the pair 
"2 
- or ' 
Details of vacancy pair correlation factors can be found 
in work by Compaan and Haven (1956), Howard (1966), and Nelson 
and Friauf (1970) . Tlie limiting cases will simply be repeated 
here. 
fi = W = fy 
+ O (()•->• o 
" ^v ^2 = 
(J) ' 00 00 
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Notice that the slow moving species are unrestricted in their 
jumps, while the jumps of the mobile ion are highly restricted 
in order that the pair remains bound. The relative contribu­
tion of pairs can be seen from the following example. Con­
sider the ratio of the pair contribution to single vacancy 
contribution. If we make the reasonable assumptions that h^ 
> hg /2 and h^ > h^, then it is seen that the pair contribution 
becomes increasingly more important as the temperature is 
raised. Note that the pair contribution to the anion dif­
fusion need not equal the pair contribution to the cation 
diffusion (see Nelson and Friauf (1970)). Equation 60 can 
also be used to illustrate a powerful technique for determining 
the pair contribution to the anion diffusion (i.e. i = 2 in 
Equation 60) . Remembering that the concentration of pairs is 
independent of impurity level and that the concentration of 
anion vacancies can be strongly suppressed by doping (see 
Fig. 5) it is possible to make the single vacancy contribution 
negligible v^en compared to the pair contribution. 
It is important to note the occurrence of the product 
in the transport equations (Equations 56 and 60) . One 
of the terms must be controlled in order to gain information 
on the remaining term. As discussed earlier it is possible 
to gain a limited amount of control over the concentration term 
by intentional doping with a divalent impurity. 
The occurrence of the x^ product in both the diffusion 
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and the conductivity expressions suggests the following scheme 
for comparing results from the two types of measurements. 
Solving Equation 56 for and substituting this into the 
term for the single vacancy contribution to tracer diffusion 
of the i^ species gives 
f. kT 
D. = —x CJ . (61) 
Ne^g 
which is of course a form of the Nemst Einstein equation. 
Equation 61 has proved valuable as a tool for determining the 
transport mechanism through its dependence on the correlation 
factor f,. 
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REVIEW OF LITERATURE 
Data Sources 
Beginning with the elegant study by Lehfeldt (1933) of 
several alkali and silver halides an incredible mass of data 
has been accumulated on the transport properties of these 
materials. It would be beyond the scope of this section to 
attempt a comprehensive review of all the data. The intent 
of this section will be to point out the numerous excellent 
reviews that have appeared through the years and to examine 
more recent work in terms of both the results and the approach 
used in the analysis of the data. The discussion will not 
be limited to NaCl as there is much to be learned from all 
the alkali emd silver halides. 
A catalog of the early data along with what is still one 
of the most complete descriptions of the defect model can be 
found in Lidiard (1957). Suptitz and Teltow (1967) reviewed 
the data of the next decade along with a useful discussion 
of the various experimental techniques employed in the study 
of transport properties. Barr and Lidiard (1970) presented 
the experimental results of both halides and oxides and the 
insight provided by a discussion of the theoretical model for 
calculating point defect energies. The recent review by 
Franklin (1972) integrates the theory and results of the 
classical ionic materials with a discussion of metals, 
semiconductors, and the noble gas solids. Unfortunately a 
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comprehensive compilation of data on the alkali halides is 
rendered useless by inaccurate referencing in the Franklin 
(1972) article. Fuller (1972) gave a lucid development of 
the current theory along with the data that has appeared since 
the Barr and Lidiard (1970) article. Friauf (1972) recently 
compiled conductivity, transport number, and diffusion data 
of a wide variety of ionic materials. 
Analytical Approaches 
Dreyfus and Nowick (1962) decomposed the log a T vs. 1/T 
plot into several different regions. A typical plot is shown 
in Fig. 10. Within each region the concentration of defects 
was controlled by a particular mechanism. Recall that the 
conductivity is related to the product of the concentration 
and the mobility of each type of defect. The slope of each 
region is the sum of the enthalpy of motion and the enthalpy 
of whatever process is controlling the concentration of 
defects. 
For relatively pure samples in the high temperature 
region I, the concentration controlling process is the thermal 
creation of equivalent numbers of anion and cation vacancies 
(i.e. Schottky vacancies). If the mobility of the anion is 
assumed small compared to the cation mobility, the slope of 
region I may be interpreted as h^/2+ h^. Region II assumes a 
constant concentration of cation vacancies (i.e. negligible 
association) equal to the impurity concentration. The slope 
Pig. 10. Dreyfus and Nowick (1962) interpretation of typical 
log(aT) vs. 1/T plot 
An activation energy Q can be extracted from the 
slope of each region. The interpretation of Q 
is given on the graph. 
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of region II is then merely h^. The low temperature region 
III is dominated by the association of cation vacancies and 
divalent impurities. The slope of region III is h^/2 + h^. 
Unfortunately the assumptions inherent in the above 
approximations are not justified for the reasons given in 
the discussion of Fig. 6. It is also unfortunate that much 
of the early work on the alkali halides and much of the 
current work on the alkaline earth oxides and fluorides has 
been interpreted by the above approach. In general, this 
approach leads to an overestimate of the enthalpy of motion 
with a corresponding underestimate of the enthalpies of 
formation and association. The interpretation of region I is 
further complicated by significant anion conduction and by 
the effect of the long range interactions as indicated in 
Fig. 7. The precipitation of the impurity often obscures a 
true region III, leading to an even greater underestimation 
of the association enthalpy. This approach is not entirely 
useless for it does provide us with an upper limit for the 
enthalpy of motion and a lower limit for the enthalpy of 
association. These can be used to check more reliable methods. 
Some of the difficulties of the above approach may be a-
voided by examining the conductivity as a function of impurity 
level at a fixed temperature. An isothermal approach first 
suggested by Koch and Wagner (1937), later modified by Stasiw 
and Teltow (1947) to include the effect of association between 
nearest neighbor cation vacancies and impurity ions has been 
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summarized by Lidiard (1957). If we substitute 
and rearrange Equation 44 we get 
TT^TTc) ^ ^ 
Ç may be determined from the ratio of the conductivity of the 
doped sample to that of the pure sample according to 
p: = (Ç + I )/(l H) . (63) 
#2 
I f  (j) = — is known, x , K_, and may be obtained from plots 
o A X 
of the left hand side of Equation 62 vs. ç. Unfortunately (}> 
is not known eind is usually assumed to be zero for alkali 
halides. The silver halides are more amenable to this approach 
because doping with a divalent cation allows a positive de­
termination of the mobility ratio. Rolfe (1964) applied this 
approach to KBr after obtaining (j) from high temperature 
measurements on divalent anion doped KBr. The limited solu­
bility of KgCOg made it necessary to assume negligible associa­
tion between the and the anion vacancies. This 
assumption would only be reasonable if the enthalpy of associa­
tion was relatively small. As pointed out in the discussion 
of Pig. 6, association persists into the intrinsic region in 
heavily doped material having an association enthalpy of 
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~ 0.6 eV. 
Beaumont and Jacobs (1966) employed a computer least 
squares analysis to fit Model II to the experimental data 
on pure and SrClg doped KCl. The least squares fit was 
carried out by suitable adjustments to the eight thermodynamic 
parameters defined in the model. This method permits one to 
analyze the data without any assumptions other than those 
contained in the particular model employed. 
Allnatt and Pantelis (1968) extended the approach used by 
Beaumont and Jacobs (1966) to include the coulombic inter­
actions between the isolated defects (i.e. Model III) in their 
analysis of "pure" NaCl. 
The available methods have been outlined above and 
attention will be focused on the details of those analyses 
employing Model III in conjunction with either the iso­
thermal or computer nonlinear least squares technique. 
Potassium Chloride 
Fuller et (1968) measured the conductivity and the 
chloride ion diffusion in pure and SrClg doped KCl. The ^ 
results were analyzed in terms of Model III by a simultaneous 
fitting of diffusion and conductance data for all samples. 
Those parameters governing the anion migration were not allowed 
to vary in the conductivity analysis and those governing the 
formation and association of defects were held constant in the 
diffusion analysis. Plots of the differences between the • 
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calculated points and the experimental points as a function of 
temperature all exhibited nonrandom distributions about zero, 
a feature that will be seen to be common to nearly all such 
analyses. The implications of the nonrandom deviation plots 
are that the wrong model has been employed and/or the least 
squares routine has failed to converge to the true minimum. 
Chandra and Rolfe (1970a) measured the conductivity of 
pure KCl, SrClg doped KCl, and KgCOg doped KCl. The approach 
used was somewhat different from the foregoing in that the 
parameters governing the anion migration and the formation of 
defects was obtained from the carbonate doped material. The 
comments concerning the assumption of negligible association 
in the KgCOg doped KBr work (Rolfe (1964)) also apply here. 
Another limitation of this approach is the very limited solu­
bility of the carbonate in KCl. Nevertheless the KCl results 
of Chandra and Rolfe (1970a) are in reasonable agreement with 
those of Fuller ejt al. (19 68). It should be remembered that 
the diffusion data utilized by Fuller et a^. (1968) involved 
assumptions of its own. Despite its attractiveness as a 
direct measurement, the separation of the vacancy pair con­
tribution from the total diffusion introduces significant 
uncertainties. 
Jacobs and Pantelis (1971) also performed a least squares 
computer analysis of the conductivity of KCl in terms of 
Model III. Only "pure" KCl was analyzed as the authors felt 
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the model was not adequate to handle significant dopant levels. 
A comparison of the results for KCl are contained in Table 1. 













2.59 2.49 2.30 
s^/k 9.61 7.64 4.15 
Cation vacancy 
migration 
"l 0.73 0.76 0.67 
s^/k 2.70 2.56 2.62 
Anion vacancy 
migration >>2 0.99 0.89 1.30 





0.58 0.57 0.58 
Sa/k 1.30 1.88 — — — 
It can be seen that the results of Fuller e^ a^. (1968) and 
Chandra and Rolfe (1970a) indicate better agreement with each 
other than with the work of Jacobs and Pantelis (1971). The 
largest difference is found in the enthalpy and entropy of 
anion migration. 
The disagreement in Table 1 does not fall within the 
expected confidence limits given by the minimization routine. 
The lack of agreement of the Schottky and anion migration 
parameters is notable. Draper and Smith (1966) noted that 
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confidence limit determinations are generally not valid for 
the nonlinear case. The eight parameters contained in the 
model may be divided into formation (h and s), migration and 
association of cation vacancies (h,, s^, h^ , ), and 
X J. a a 
migration of anion vacancies (hg and Sg). 
Chandra and Rolfe (1970b) emphasized the importance of 
using data dominated by each of the three different classes of 
parameters. Chandra and Rolfe (1970a) satisfied these con­
ditions by measuring the conductivity of pure, divalent cation 
doped and divalent anion doped KCl. Fuller et (19 68) 
measured the conductivity and anion diffusion of pure and 
strontium doped KCl. 
Jacobs and Pantelis (1971) measured only pure KCl. 
Minimum slopes in the extrinsic region of this pure KCl placed 
an upper limit on h^^ of 0.70 eV as discussed in relation to 
Fig. 5. In view of this, their value for h^ seems reasonable. 
The high value for hg looks suspect in comparison with the 
others and may be a result of having been determined from too 
little data. In general, the minimization routines provide 
the most accuracy for those parameters controlling the largest 
amount of data. For pure samples, the anion contribution to 
the conductivity is only apparent at the highest temperatures. 
Of the three values of hg, that of Fuller e^ al. (1968) was 
determined with the largest amount of data. 
If all else fails theoretically calculated values can be 
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used to choose the "best" value. Rao and Rao (1968) reported 
hg/h^ of 1.57, while Guccione et (1959) found 1.05. 
Perhaps the agreement on hg should be considered adequate 
considering the uncertainties of the three techniques. 
The values for the Schottky formation enthalpy h^ indicate 
a similar trend. All three values were determined from 
measurements on pure samples and were therefore dependent on 
roughly the same amount of data. Since the Schottky terms 
are also only evident in the high temperature region one might 
expect h and h^ to be correlated (i.e. high value of h2 with a 
low value of h and vice-versa). Again the distinction of the 
value of h by Jacobs and Pantelis (1971) was that the h and 
hg contributions had to be separated using a relatively small 
amount of data. The above example serves to illustrate a 
certain sensitivity of results to the particular approach used 
in the application of computer least squares techniques. 
Potassium Bromide 
KBr has also been subjected to extensive study by dif­
ferent laboratories. As mentioned earlier, Rolfe (1964) first 
applied the anion doping method to KBr. This study employed 
the simple association model (Model II) , but did not include 
the effects of coulombic interactions. Chandra and Rolfe 
(1971) re-examined this system after serious errors in tempera­
ture measurements were uncovered in the earlier work. Pure 
KBr, CaBrg doped, and KgCOg doped samples were measured. The 
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model included the effect of coulombic interactions. The 
criticisms of the Chandra and Rolfe (1970a) KCl work also 
apply to this work. Dawson and Barr (1967) reported 
preliminary results in their extensive study of the transport 
properties of pure and divalent cation doped KBr. Dawson 
and Barr (1967) compared the enthalpies and entropies of self-
diffusion obtained from the diffusion measurements with similar 
quantities derived by different techniques from conductivity 
measurements. The preliminary work did not include coulombic 
interactions, yet the importance of utilizing the complete 
conductivity expression was adequately demonstrated. Chandra 
and Rolfe (1971) compared their results with the yet un­
published final results of Dawson and Barr. Chandra and Rolfe 
(1971) attributed the good agreement between the sets of 
cation migration and association parameters to the use of the 
same approach in the analyses. Once again, differences are 
evident in the anion migration and the formation parameters 
as a result of the two different approaches—the conductivity 
values being considerably larger than those derived from 
diffusion measurements. 
Potassium Iodide 
Chandra and Rolfe (1970b) also studied the conductivity of 
pure, Srig doped, and KgCO^ doped KI. They adhered to the 
following procedure for the data analysis. The four parameters 
governing the cation migration and association were determined 
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from least squares fits to only the extrinsic data of several 
samples. The mean values of these parameters were then held 
constant in succeeding computations. First approximations 
to x^ and <|) were derived from experimental values of 
and under the unjustifiable assumption that association 
was negligible in samples containing from 19 to 650 ppm di­
valent impurity, where and were the conductivity 
of Srig doped, KgCOg doped, and pure KI respectively. Note 
that this segment of the calculations employs only Model I, 
i.e. it neglects both association and interactions between 
free defect. The anion migration parameters were calculated 
from (p and the formation parameters obtained from the intrinsic 
conductivity data by adjusting only h^ and s^. A new value of 
x^ was calculated from the formation parameters through 
Equation 48 and this value was used to repeat the above pro­
cedure until the parameters changed by less than 1%. The 
details of the procedure were given to point put the use of an 
oversimplified expression in the chain of calculations used 
to obtain the final values of the anion migration and defect 
formation parameters. The exact nature of the errors due to 
the above procedure could only be determined by applying this 
approach on fabricated data where the correct answers are 
already known. Note that the same procedure was employed by 
Chandra and Rolfe in their work on KCl and KBr (Chandra and 
Rolfe (1970a) and (1971) respectively. 
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The discussion will now be directed to conductivity 
analyses using only pure and divalent cation doped material. 
In most cases, the resulting anion terms have been compared 
with existing diffusion data via the Nemst-Einstein equation. 
Rubidium Iodide 
Chandra and Rolfe (1973) attempted to extend their efforts 
to Rbl, but were unable to achieve any detectable solid solu­
tion of RbgCOg. They were, however, successful in doping with 
Srig and analyzed their results using a modified version of 
their earlier approach. As before, the cation migration and 
association parameters were determined from the extrinsic 
region of the Srig doped samples. The intrinsic conductivity 
of pure samples was fit by allowing only the formation and 
anion migration parameters to vary. Comments concerning the 
extraction of the anion terms from the highest temperature 
data also apply to this work. Recognizing this, Chandra and 
Rolfe (1973) attempted to arrive at an estimation of the 
uncertainties in the Schottky and anion terms by the following 
procedure. The original data was multiplied by random numbers 
of unity mean and a standard deviation of 2%. Four new sets 
of "data" were then analyzed as discussed above and the results 
were compared with the original analysis. As expected, the 
variations in the formation and anion migration terms was 
significantly larger than that for the cation migration and 
association terms. Chandra and Rolfe (1973) chose the 2% 
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figure because this was the estimated overall experimental 
error and is primarily a result of systematic errors in 
temperature measurement and sample size measurement. The 
random errors of a typical conductivity experiment are probably 
much less than 2%. Unfortunately, Chandra and Rolfe (1973) 
neglected to report the differences between the data and the 
calculated results over the complete temperature range of the 
experiment for any one sample. A successful fit to the 
complete data for one sample would provide some justification 
for working with just portions of the curve. Note that this 
criticism also applies to the other studies by Chandra and 
Rolfe. 
Sodium Fluoride 
The conductivity of pure and CaFg doped NaF was reported 
by Bauer and Whitmore (1970). The results were analyzed by 
a least squares fit to both Models II and III (i.e. association 
only and association plus coulombic interactions). Comparison 
of the results of the two models revealed a slight improve­
ment in fit when the coulombic interactions were included, 
however, both models exhibited notable nonrandom deviations 
between the calculated and experimental points. It was sug­
gested that the nonrandom deviations resulted from the use of 
a temperature independent vibrational frequency and the lack 
of accurate high temperature dielectric constant data. 
Detailed self diffusion data was not available for,comparison. 
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As noted in previous studies the formation and anion migration 
parameters exhibited the largest sample to sample variation. 
Sodium Chloride 
The discussion will now be directed to a few of the more 
recent results on NaCl. Despite a tremendous amount of 
emphasis, NaCl cannot be considered well characterized. Much 
of the early effort employed graphical and/or isothermal 
techniques interpreted through Model II. 
Kirk and Pratt (1967) analyzed the conductivity of pure 
and MnClg doped NaCl in terms of the second model. The 
enthalpy of migration was reported as 0.68 eV. and was found 
to be independent of impurity level provided care was exercised 
in choosing the free vacancy region. They were among the first 
to recognize the importance of avoiding the association region 
in the determination of the migration enthalpy. This should 
be a valid procedure for material doped with divalent cations 
smaller than Na^, as the enthalpy of association is only 
about 0.3 eV. 
The interpretation of the association region is compli­
cated for material containing impurity ions smaller than Na^. 
Tosi and Airoldi (1958) predicted the preference for the next 
nearest neighbor separation distance for "smaller" impurity 
ions and nearest neighbor separations for "larger" impurity 
ions in alkali halides. The importance of the more distant 
sites has since been confirmed by the ESR work of Watkins 
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(1959) and the Zeeman spectroscopy work of Fong 11970). 
Indeed/ the relative importance of the more distant sites 
was thought to be an increasing function temperature for the 
case of larger impurity ions. Fong et al. (1970) developed 
a statistical treatment for a crystalline ionic solution which 
predicted a distribution of separation distances. Significant 
fractions of more distant neighbor pairs were once again 
predicted for material containing smaller impurity ions. The 
significance of the more distance neighbors is mainly due 
to the large number of neighbors at some of the more distant 
separations (i.e. the configurational entropy of the bound 
pair, the z in Equation 50) even though the binding enthalpy 
may be less than some closer site. This presents a most 
+ 2 difficult situation for the,Sr doped potassium and rubid­
ium halide studies. It would be possible to include more 
distant neighbors in the model, but the increase in the number 
of parameters would seriously complicate the computer analysis. 
Kirk and Pratt (1967) believed it was unnecessary to include 
the effects of coulombic interactions between the free defects 
because their isotherm plots were linear. Lidiard (1957) 
reported that the nature of the isotherm plot was very sensi­
tive to small errors in the concentration of impurities in 
the pure and lightly doped samples. The presence or lack of 
curvature in such plots then cannot be considered as sufficient 
justification for the inclusion or exclusion of coulombic 
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interaction effects. 
Brown and Hoodless (1967) performed a similar analysis on 
pure, SrClg and BaClg doped NaCl using Model II. The analysis 
utilized Equation 63 and assumed # = 0. Association enthal-
+2 2+ pies of 0.5 3 and 0.79 eV for Sr and Ba respectively were 
reported. 
Laredo and Dartyge (1970) also studied the pure and SrCl2 
doped NaCl system. Their approach differed only slightly from 
the Brown and Hoodless (1967) work in that coulombic inter­
actions were considered in the association region, but not in 
the Schottky equilibrium. The results revealed significant 
differences with those of Brown and Hoodless (1967) and also 
with important predictions of the model. Laredo and Dartyge 
(1970) employed both alcohol dispersions of colloidal graphite 
and silver paint electrodes. The silver paint electrodes were 
chosen because a constant slope of the extrinsic region was 
found for all concentrations. The final point is in direct 
contradiction with the model as discussed in reference to 
Fig. 6 where it was demonstrated that the minimum slope was 
in fact an increasing function of concentration. Laredo and 
Dartyge (19 70) concluded that association was not evident at 
high temperatures. It would seem that the silver paint 
electrodes have interfered with the measurements in some way. 
Nelson and Friauf (1970) measured the conductivity and 
cation diffusion in pure NaCl. The vacancy pair contribution 
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to the cation diffusion was separated by measuring tlie dif­
fusion in a d.c. field. The mobility of the cation was 
determined from the d.c. field diffusion data. The cation 
contribution to the conductivity was determined from the 
mobility and the intrinsic conductivity was fit by adjusting 
only the anion parameters. The results were somewhat surpris­
ing in that a constant cation transport number of 0.66 was 
predicted. This result implies equal enthalpies of motion 
for the anions and cations! For a reasonable value of the 
formation enthalpy, the enthalpy of motion is ^  1 eV in 
significant disagreement with the value of 0.685 eV determined 
from the slope of their extrinsic conductivity data. 
Beniere et al. (1970,'/ measured the conductivity and self-
diffusion of pure and SrClg doped NaCl. The analysis relied 
on graphical slope techniques to extract the desired 
parameters. In principal, such a procedure should at least 
produce some good limiting values of some of the parameters 
provided the vacancy pair contribution is properly determined. 
Beniere et al. (1970) assumed the pairs contributed equally 
to both anion and cation diffusion. The results of Nelson 
and Friauf (1970) and those of Rothman ^  (1972) point 
to a much larger contribution to the cation diffusion than to 
anion diffusion. It is difficult to assess the effect of this 
assumption on the results. 
Allnatt and Pantelis (1968) measured the conductivity of 
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pure NaCl and analyzed the results in terms of Models II and 
III by a nonlinear least squares fit to the experimental data. 
Model III provided a slightly improved fit to the data, but 
the distribution of the residuals (i.e. the differences 
between the calculated and experimental points) was far from 
random. The inclusion of an additional cation Frenkel disorder 
was used in order to improve the fit. It was noted that the 
results from the third model were not consistent with the anion 
diffusion data of Barr et (1965) . 
Allnatt et al. (1971) re-examined the conductivity of NaCl 
and included data from SrClg doped samples. As before, the 
conductivity was analyzed in terms of Model III by a nonlinear 
least squares technique. The results of the earlier study 
(Allnatt and Pantelis (1968)) were found to be a consequence 
of the very slow convergence of the minimization routine used 
in the least squares analysis. The latest results for the two 
pure samples showed significant differences in their formation 
and anion migration parameters and both sets were in notable 
disagreement with the anion diffusion results of either Barr 
et al. (1965) or Laurance (1960). The anion migration 
parameters were found to be much larger than those predicted 
from the diffusion measurements. This feature is not unexpected 
considering the results of similar approaches on other alkali 
halides. The value of the association enthalpy ranged from 
0.64 to 0.91 eV within four different samples. The disparity 
71 
of the values of the enthalpy of association between the 
different samples is surprising considering that the con­
centration varied by only a factor of 2 and that other workers 
report much better agreement for this parameter (e.g. KBr by 
Chandra and Rolfe (1971)). It may be that the particular 
recipe used in the fitting procedure caused the association 
parameters to take on unrealistic values. This last point 
will be considered again in a later section. Notable non-
random distributions of the residuals was also apparent in 
the final results. Allnatt and Sime (1971) made a separate 
report of an interesting feature of the conductivity. The 
conductivity of both NaCl and KCl exhibited an enormous 
reversible increase within 4°K of the melting point. The 
conductivity of the melt is roughly 250 times that of the 
solid at the melting point in the absence of an anomalous 
region. The anomalous conductivity was followed over about 
one-half of this difference. The slope of this region is 
'V' 200 eV. The increase may be considered as some premelting 
phenomena due to either a sudden increase in the defect con­
centration or dislocation density. In view of the steep slope, 
it seems safe to assume that there would be negligible effect 




Single crystals of NaCl containing controlled amounts of 
SrClg were purchased from the Crystal Growth Laboratory at the 
University of Utah. The starting material used was Ultrex 
grade NaCl produced by the J. T. Baker Chemical Company. The 
starting material is considered to be the purest material 
available. Rosenberger (1972) emphasized the distinction of 
the Ultrex material as having typical impurity levels for 
either anion or cation impurities in the 1-10 ppm range. 
Single crystals of NaCl were also purchased from Harshaw 
Chemical Company. 
Conductivity Samples 
The conductivity samples were prepared from the bulk 
ingots by cleaving to size 7 x 7 x 2 mm ) . A glove box 
containing air atmosphere of less than 10% relative humidity 
was used for all sample preparation operations. The large 
surfaces were rubbed on 600 grit silicon carbide paper to 
guarantee flatness. Electrodes of colloidal graphite dispersed 
in isopropyl alcohol (Dag dispersion No. 154 made by Acheson 
Colloids Co., Port Huron, Michigan) were applied by dipping 
the samples in the graphite dispersion. The dipping method 
produced a uniform smooth electrode surface which could not 
be matched by other application methods. Vacuum deposited 
73 
carbon electrodes have been reported ( Sano and Tomiki (1966)) 
as superior electrode material, but initial conductivity runs 
showed that they disappeared at high temperatures. The 
edges of the sample were cleaved to the final dimensions after 
the electrodes were applied, leaving the two large faces 
coated with the graphite electrode. The cell constant for 
the sample was determined by measuring the thickness and 
weight of the sample both before and after the conductivity 
run. 
The strontium content of the material was determined by 
flame emission spectroscopy. The impurity analysis samples 
were taken from cleaves adjacent to the conductivity samples. 
The barium content was also checked as this was believed to 
be present at ~ 1 mole ppm in the starting material. The 
impurity levels in mole ppm were reported as 27, 53, 246, and 
306. The sample containing 306 mole ppm SrClg and that con­
taining 246 mole ppm SrClg were cleaved from the cloudy and 
clear portions respectively of the same ingot. The pure 
sample material was found to contain ~ 1.5 mole ppm BaCl2 and 
~ 1.5 mole ppm SrClg. 
Conductivity Apparatus and Furnace 
The materials to be used in constructing the sample 
chamber must be chosen carefully to minimize possible contami­
nation of the sample. Penley (1966) found significant iron 
and copper contamination at temperatures above 600°C from a 
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silver soldered stainless steel sample holder. The hot zone 
portion of the sample holder used in the present study was 
constructed only of clear fused quartz, platinum, and spectro­
scopic grade graphite. The configuration of the sample holder 
is shown in Fig. 11. Details of the arrangement of the four 
samples and electrodes are shown in Fig. 12. Electrical 
contact was made through the platinum leg of platinum-platinum 
10% rhodium thermocouples welded to the corners of platinum 
foils located between the graphite discs. The graphite discs 
provided a reliable, low resistance contact with the sample 
electrode surface. The lead resistance of the assembly was 
~ 1 ohm over the temperature range of the experiment. Tungsten 
springs located outside the hot zone were relied on to stabi­
lize the assembly of samples and contacts. Platinum foil heat 
shields were included to minimize temperature gradients around 
the samples. 
Atmosphere control for the system included provisions 
for both vacuum and purified inert gases. Vacuum capabilities 
were achieved by an oil diffusion pump (CVC model MCF-60) 
backed by a mechanical forepump (Precision Scientific Co., 
model 75). A foreline trap (NRC model 0230) was included to 
minimize backstreaming of mechanical pump vapors. A discharge 
vacuum gage (Cenco model No. 94187) was also included. Argon 
was dried and purified by flowing through molecular sieve 
materials (J. T. Baker Co., No. 2708) and then purified 
Pig. 11. Sample holder 
The sample holder is made up of a fused quartz 
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Fig. 12. Photograph of sample configuration (actual size) 
78 
79 
titanium sponge at 800°C. The pressure of argon in the 
system was measured with a mercury manometer and controlled 
at 800 mm Hg with a cartesian diver regulator (Gilmont 
model 911). 
The furnace was wound in three separate sections. 
Variable external resistors in series with the end windings 
made it possible to minimize the temperature gradients that 
are present in a vertical tube furnace. Different settings of 
the variable resistors were necessary to compensate for the 
change in the temperature gradient with temperature. A 
grounded 1/4 inch wall stainless steel tube surrounded the 
sample holder tube to further minimize temperature gradients. 
A platinum-platinum 10% rhodium thermocouple located on the 
inside wall of the furnace served as a control thermocouple. 
The temperature was controlled with an electronic set point 
controller and power supply (Leeds and Northrup Electromax 
model 6261 and Zero Voltage Power Pack). The controller was 
fitted with a clock drive to allow programmed heating and 
cooling at 1/2"K per minute. The equipment associated with 
the temperature, conductance, and capacitance measurements 
is indicated in block form in Fig. 13. 
The sample temperature read-out employed five calibrated 
platinum-platinum 10% rhodium thermocouples. Cold junction 
compensation was provided by an electronically controlled 
















. 13. Block diagram of temperature and conductance 
circuits 
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BMP readings were made with a potentiometer and null detector 
system (Leeds and Northrup models 7555 type K-5 and 9834-1 
respectively). A high speed potentiometric recorder (Honeywell 
model Electronik 15) produced a record of the output of the 
null detector and allowed a full scale span of ~ 10®K. 
The equivalent parallel conductance and capacitance of 
the sample was measured with a transformer ratio-arm bridge 
(Wayne Kerr model B221A) and autobalance adapter (Wayne Kerr 
AA221) at 1592 Hz. An external signal source (General Radio 
model 1210-C) and tuned amplifier and null detector (General 
Radio model 1232-A) permitted measurements in the range 20-
20,000 Hz. Measurements were carried out in the three terminal 
mode which, with a judicious choice of the neutral connection, 
made it possible to make accurate measurements in the presence 
of relatively heavy shunt loading. The three terminal mode 
also allows the use of very long measurement cables without 
affecting the measurement. 
Typical Conductance Run 
The typical conductivity run was completed according to 
the following pattern. The four samples and their associated 
electrodes were mounted in the sample holder and the system 
was evacuated to < 10"* mm Hg for a period of 12 hours. 
The temperature was then raised at the rate of 1/2 °C per 
minute to 420®C and held for 12 hours while the system remained 
under vacuum. Rosenberger (1972) recommended this procedure 
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for the drying of the starting materials prior to crystal 
growth. The graphite dispersion used as electrodes un­
doubtedly contained some water and it was felt that the above 
procedure minimized the hydrolysis of the sample. It should 
be pointed out that other investigators have not, in general, 
reported the use of such a vacuum bake out procedure. The 
system was then valved off and back-filled with the purified 
argon to a pressure of 'v- 800 mm Hg. The argon was allowed 
to flow slowly ('\' 5 cc/min) through the system. 
The temperature was raised to 600 °C for an overnight 
anneal, conductance and capacitance readings being taken at 
a few points on the way up. The temperature was finally 
increased to 790°C and the main conductance and capacitance 
readings were taken on cooling at intervals of 0.01 x 
10~^ ®K~^. After resetting the controller, the approach to 
equilibrium was followed by displaying both conductance and 
temperature on strip chart recorders. The frequency de­
pendence of the conductance was checked at every fifth reading. 
High temperature polarization effects were avoided by measur­
ing at 10 KHz. At the lowest temperatures, it was necessary 
to go to low frequencies (300 Hz) to avoid possible shunt 
loading of the bridge that occurs at high impedence and high 
frequencies. Upon completion of the main measurements the 
last few points were repeated on increasing temperature to 
check for hysteresis effects due to the precipitation of the 
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dopant. Evaporation was a problem at the highest tempera­
tures, the samples underwent a weight loss of 2-3%. It is 
probable that most of the weight loss occurred during the 
high temperature annealing treatment before beginning the 
main measurements; consequently post run weight and thickness 
measurements were used in the calculation of the cell con­
stants . The typical conductivity run required about three 
weeks to complete all the measurements. 
Thermocouple Calibration 
The temperature was measured with five platinum-platinum 
10% rhodium thermocouples which were welded to the electrodes 
and arranged as indicated in Fig. 10 and Fig. 11. The con­
figuration of the sample chamber and heat shield assembly 
prevented a direct comparison between the sample thermocouples 
and the reference thermocouple. A secondary standard was 
calibrated against the reference thermocouple which had been 
calibrated by the National Bureau of Standards. A specially 
constructed calibration furnace was used in which the reference 
and secondary standard thermocouples were located in a massive 
graphite heat sink to minimize temperature gradients. The 
deviation between the reference thermocouple and the secondary 
standard EMF^^g - was plotted as a function of 
EMF^g£ . Following Benedict (1969), the "best" values of the 
deviations were determined by a least squares fit to the data 
with the lowest order polynomial necessary. 
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The secondary standard was then placed in thermal con­
tact with the sample thermocouples for the final calibration. 
At each calibration temperature the vertical gradient was 
checked by raising the secondary standard. Variable external 
resistors in series with the end windings of the furnace made 
it possible to minimize the gradient in the area of the thermo­
couples. Best values of the deviations were determined as 
described above. It should be noted that the necessary 
compensating lead wires were included in the calibration and 
arranged in the configuration to be used in the conductivity 
experiments. 
The report of calibration accompanying the reference 
thermocouple estimated the calibration uncertainties as less 
than 5 microvolts in the range 0° to 1100"C. Roeser and 
Lonberger (1958) state the uncertainties for comparison 
calibration techniques at temperature intervals of 100°C as 
0.5°C for 0® to 1100°C. Considering the two stage calibration, 
the overall uncertainty in the temperature measurement is 
estimated to be 1°C. A slightly greater uncertainty may exist 
for the thermocouple welded to the bottom electrode as the 
five platinum electrodes stacked above it during calibration 
may have acted as a heat shield separating it from the second­
ary standard. The implications of a 1®C error in temperature 
will be covered in the discussion of errors section. 
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Discussion of Errors 
The types of errors encountered in the experiment may be 
classified as either random or nonrandom. The nonrandom 
errors may be divided into constant errors which affect every 
point to the same degree and variable nonrandom errors. 
The random errors result from the variability or precision of 
the measuring equipment at each measurement. The nonrandom 
errors are associated with the accuracies of the various 
measuring equipment. 
The conductivity is obtained from the measured values 
of the conductance G and the geometric cell constant g by the 
relation a = gG. The conductance may be expressed as 
s = «0 
where is a constant and Q is the activation energy of the 
conduction process. The geometric cell constant is given as 
g = ^ 
^ w 
where t is the thickness, p the density, and o) the weight of 
the sample. 
The overall experimental error resulting from errors 
in measuring the thickness, weight, conductance, and tempera­
ture of the sample may be determined from the expression 
= I 
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where s is the overall standard deviation and the s^'s are 
the standard deviations of each of the type measurements 
(i.e. thickness, weight, conductance, and temperature). The 
range of the error for the various measurement was 0.001" 
for the thickness measurement, 0.2 mg for the weight measure­
ment, 0.1% for the conductance measurement, and 2°K for the 
temperature measurement. Given the above errors the overall 
experimental error was round to be ± 2.75%. 
The estimated overall error may be compared to the 
variation between pure samples in the intrinsic conduction 
region. Figure 14 shows the high temperature results of six 
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The conductance and capacitance of twelve samples of NaCl 
was measured as a function of temperature. The results of 
nine samples are plotted as log^g (conductivity x absolute 
temperature) vs. (absolute temperature) ^ in Fig. 15. The 
concentration of SrClg in mole ppm is indicated at the end 
of each curve. Three samples have been omitted from the graph 
for the sake of clarity as their results coincide with other 
samples of the same impurity level. The duplicate runs con­
sisted of one 53 mole ppm SrClg doped sample, one 27 mole ppm 
SrClg doped sample, and one Harshaw sample coincident with 
the purest Harshaw sample shown. 
Additional details of an experimental run on one ultra 
pure and three samples containing different amounts of SrClg 
are revealed in Fig. 16. The points numbered 1-4 on each of 
the curves were taken on the initial heating. After the points 
labeled 4 were obtained, the temperature was raised to 600°C 
for a twelve hour anneal and then to 790°C to begin the main 
measurements on cooling. After reaching the lowest tempera­
ture, the last several points were repeated during re-heating. 
The lack of agreement between the initial four points and 
those taken on the main cooling run for the pure sample and 
the sample containing 27 mole ppm SrClg requires some explana­
tion. This phenomena was exhibited by all pure and 27 mole 
ppm SrClg doped samples (eight samples). One possible 
Pig. 15. Log oT vs. 1/T for nine samples 
The numbers at the low temperature end of the 
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Fig. 16. Log aT vs. 1/T for samples containing 1.07, 
27, 53, and 246 mole ppm SrClg 
Points were taken in the following order: 
points 1-4 initial heating 
main curves cooling from 790®C 
low temperature points re-measured on 
re-heating. 
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explanation is that the high temperature anneal resulted in 
better contact between the graphite disc and the sample; 
however, the same relative change should have been found 
for all samples. It seems likely then that a small amount 
of contamination (^^.5 mole ppm) has occurred during the run. 
This would explain why the effect is less noticeable in the 
more heavily doped samples. The four initial points of the 
heavily doped samples (53 mole ppm SrClg and higher) are in 
fact accurately reproduced on the cooling run. Laredo and 
Dartyge (1970) reported a loss of dopant to the electrodes 
at high temperatures for very heavily doped material C^l mole 
percent SrClg). This effect evidently does not occur to a 
measurable amount for the concentration range used in the 
present experiment. 
The hysteresis evident in the results for the sample con­
taining 53 mole ppm SrClg is probably due to precipitation of 
SrClg as a second phase. At the lowest temperature, the con­
ductance changed with time and showed no evidence of reaching 
equilibrium. The re-solution of the precipitate was also a 
slow process and the points taken on re-heating are not 
equilibrium measurements. Had measurements been continued to 
higher temperatures and/or longer times, it appears that the 
curve would re-join the cooling curve. 
Close examination of the three lower curves in Fig. 16 in 
the region of 1/T ^ 1.55 x 10"^ °k"^ reveals a small step in 
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each of the curves. This occurred quite suddenly- and appears 
to be a temperature measurement problem as the relative 
differences between the five sample thermocouples also changed 
at this point. 
Because of the temperature measurement problem and the 
possibility of nonequilibrium measurements due to precipitation 
the analysis was only applied to the data taken at values of 
1/T < ^ 1.54 X 10"^ °K"1. 
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METHOD OF ANALYSIS 
Procedure 
The thermodynamic parameters controlling the formation, 
motion, and association of point defects in NaCl were de­
termined from a fit of a theoretical model to the experimental 
data. As pointed out by Fuller et aJL. (1968), some of the 
temperature effects cancel as a result of experimental pro­
cedures. The conductivity at temperature T was calculated 
from the geometric cell constant measured at room temperature 
and the conductance measured at temperature T. The tempera­
ture dependence of the geometric cell constant cancels that 
of the pre-exponential term in the conductivity equation 
(Equation 56). The temperature dependence of the volume term 
in Equation 47 was accounted for through the thermal expansion 
data of Enck and Dommel (1965). The temperature dependence 
of the dielectric permittivity was taken from the data of 
Rao and Smakula (1965) and is given as 
|- = 5.4 + 3.0 exp[ - 9^] 
where is the permittivity of free space. 
The effective vibration frequency v was taken as the 
mean lattice frequency for NaCl (Karo and Hardy (1963)) and 
was given as 
V = 3.98 X 10^^ sec""^. 
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The conductivity equation (Equation 56) along with the 
defect concentrations given by Model III were employed in the 
analysis. The analysis was carried out according to the 
following procedure. The nonlinear least squares program 
refined the initial estimates of the thermodynamic parameters 
to minimize the function 
Î = s - log(cT)caic.:^ 
the summation running over all data points. 
Non-linear Minimization 
Marquardt C1963) described an algorithm for the least 
squares estimation of non-linear parameters. For linear 
problems, the contours of constant <!> are ellipsoids. In non­
linear problems the contours are distorted and the minimum 
is at the bottom of a long curving trough. A pictorial 
analogy of the problem would be to locate the deepest point 
of a small lake by starting along a mountain stream which 
empties into the lake. Minimization routines only promise 
to find a local minimum and therefore may stop at the bottom 
of depressions in the stream bed before reaching the lake. 
The above visualization is considerably simplified because the 
conductivity problem involves up to nine parameters and 
therefore the mountain stream idea must be extended to nine 
dimensional space. Despite the formidable nature of the 
problem, various modifications of Marquardt's method have been 
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employed with reasonable success. The algorithm of Marquardt 
(1963) employs an optimum interpolation between the gradient 
and Taylor series methods to take advantage of the strong 
points of each while avoiding their pitfalls. The subroutine 
ZXMARQ used in the present experiment employed a modified 
Marquardt method and was obtained from International Mathe­
matical and Statistical Libraries Inc., Houston, Texas. A 
write-up of the subroutine appears in the appendix. ZXMARQ 
Utilizes finite differences for the partial derivatives neces­
sary to the problem. 
Criteria of a good fit 
A good fit to the data has been obtained if (p is low and 
the deviations between the calculated points and the experi­
mental points are randomly distributed about zero (Fuller, 
et (1968)). The physical significance of the resulting 
thermodynamic parameters may also be tested by calculating 
the anion and cation diffusion coefficients from the Nernst-
Einstein relation (Equation 61). 
Problems 
Failure to satisfy all of the above criteria may be due 
to several factors. The possibility of mistaking a local 
minimum for the true minimum has already been mentioned. The 
procedure may also fail as a result of slow convergence of the 
minimization routine as demonstrated by Allnatt et al. (1971). 
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Marquardt (1963) noted the rapid initial progress of gradient 
techniques followed by very slow convergence. Difficulties 
will also be encountered if the (p surface is broad and flat 
in the vacinity of the true minimum. The result will be 
equally good fits from significantly different parameter sets. 
It is also possible that the minimum will be "flat" in terms 
of some of the parameters but not all of them. The poorly 
defined formation and anion migration terms reported by other 
investigators evidently result from a flatness with respect 
to these quantities. 
Jacobs and Pantelis (1971) fabricated data for a sample 
containing about 1 ppm of divalent impurity from a set of 
starting parameters and then introduced varying amounts of 
random error. The resulting "data" was used to test the con­
vergence of the various thermodynamic parameters. The test 
results indicated rather strong correlation between impurity 
concentration, the entropy of formation, and the entropy of 
motion of the cation. From an initial estimate that was too 
big by a factor of six, the converged value of the impurity 
concentration was off by about 50% from the true value with 
corresponding errors in the entropies. Note that a reasonable 
fit was still possible even though three of the eight parame­
ters converged to incorrect values. It would be interesting 




Analyses of ionic conductivity data have used various 
recipes for applying the minimization routines to the data. 
It can be appreciated from Fig. 4 that all the data are not 
sensitive to all eight parameters contained in Model III. 
Consequently, the programs utilized in the analyses are 
usually capable of holding any number of the parameters 
constant. Judicious use of constant parameters can facilitate 
convergence as time is not wasted by adjusting parameters 
which have little or no effect on the calculated value of the 
conductivity.. The difficulty is that the region of significant 
sensitivity to various parameters may not be easily defined. 
The possibility exists that the adjustable parameters are 
being forced into incorrect values as a result of the fixed 
parameters. 
The recipe employed by Beaumont and Jacobs (1966) entailed 
fitting the data from the pure samples by allowing all the 
parameters to vary except those governing the association of 
cation vacancies and divalent impurity ions. The doped 
samples were then fit by varying only the parameters governing 
the motion and association of the cation vacancies; the forma­
tion parameters and the anion migration parameters remained 
fixed at the values obtained for the pure samples. 
Chandra and Rolfe (1970a) held the cation migration and 
association parameters fixed at the mean value of results on 
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several divalent impurity samples while the anion migration 
and the formation parameters were determined. 
Allnatt et a]^. (1971) noted high correlations between 
the enthalpy of migration of the cation and the enthalpy of 
association when the doped samples were fit by adjusting all 
eight parameters. This effect was also noted by Bauer and 
Whitmore (1970), yet Chandra and Rolfe (1970a) evidently 
experienced no such difficulty. Allnatt et (1971) fit 
the results of the heavily doped samples by adjusting only the 
association parameters and the cation entropy of migration, 
the remaining five parameters were fixed at the pure sample 
values. The wide variation in the association enthalpies 
for different doped samples which resulted from this procedure 
has already been mentioned and seems to be a consequence of 
the fitting procedure. 
Corish and Jacobs (1972) analyzed the ionic conductivity 
of AgCl by an attractive method. Five samples of different 
impurity levels were measured. The data from two of the five 
were analyzed very thoroughly and the results of the other 
three were fit by adjusting only the impurity concentration. 
Fuller elb (1968) employed simultaneous fits of all 
the conductivity data and all the diffusion data to arrive 
at one set of parameters that would describe the transport 
properties of all the samples. This is also an appealing 
approach, however very long computer runs were required for 
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each analysis. 
Unfortunately, all of the above procedures lead to 
relatively high values of ^ and nonrandom distributions of 
the deviations. Considering the difficulties encountered 
with the eight parameters of Model III, it is indeed risky to 
"improve" the fit by proposing additional mechanisms. The 
increased number of parameters would probably only reduce 
the probability of finding a unique set of parameters. 
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RESULTS AND DISCUSSION 
Two pure and six SrClg doped NaCl samples were analyzed 
in terms of Model III. The parameters providing the best 
fit to the experimental data were then used to calculate 
single vacancy self diffusion coefficients. 
The parameters for each impurity level are collected 
in Table 2. It should be pointed out that the parameters are 
not mean or average values taken from several computer 
analyses but are the results of the best fit to a specific 
sample. The concentrations were also allowed to vary in the 
fitting routine to ascertain whether incorrect results from 
the emission spectroscopy analysis were distorting the other 
parameters. The 1.07 and 26.2 mole ppm values resulted from 
the above procedure. The spectroscopy analysis of the pure 
sample indicated a total divalent cation impurity content of 
about 3 mole ppm. The discrepancy could be considered within 
the experimental error for the two methods or may be due to 
other factors. Stoebe (1967) noted that the presence of OH*"^ 
ions caused a reduction in the ionic conductivity of LiF. It 
was thought that the OH ^ formed complexes with the divalent 
impurity cation and cation vacancy. The possibility of a 
small amount of 0H~^ contamination from the DAG electrode 
dispersion cannot be ruled out even though extra steps were 
taken to eliminate the water. 
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Table 2. Best fit parameter sets for NaCl 
Impurity level 
(mole ppm SrClg) 1.07 26.2 53 246 306 
hs 2.10 2.61 2.69 2.74 2.73 
4.77 11.7 11.9 12.6 12.3 
"a 
0.646 0.639 0.642 0.639 0.646 
s^/k 2.30 2.40 2.22 2.32 2.29 
"l 0.623 0.623 0.624 0.630 0.620 
S]/k 1.40 1.40 1.71 1.68 1.60 
^2 1.33 1.49 1.49 1.47 1.40 
Sg/k 9.66 9.30 9.71 9.50 9.00 
10^ $ 1.21 0.453 0.487 0.514 0.311 
10^ V 1.43 . 0.892 0.925 0.934 0.739 
Table 2 includes values of the sum of the squares of the 
residuals $ and also values of the variance V. Jacobs and 
Pantelis (1971) defined the variance as 
v= 
where L is the number of experimental points. For pure KCl 
they found values of 1.3 to 5.4 x 10for V. The values in 
Table 2 indicate an even better fit to the data. A better 
indication of the goodness of fit is provided by plots of 
the residuals (i.e. log oT^^ptl ~ ^^calc ^ vs. 1/T. 
Residual plots are given for best fits for 1.07, 26.2, and 
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306 mole ppm SrClg doped samples in Fig. 17, Pig. 18, and 
Pig. 19 respectively. Note the expansion of the y-axis in 
Pig. 19. With the exception of a few points for the pure 
sample, it was possible to fit the data to within ± 0.5%. 
The fits for the doped samples appear to be slightly better 
in terms of the value of $ and the residual plots. It is 
surprising the fits are so similar considering the distinctly 
different Schottky parameters for the pure sample. Additional 
information is necessary before it is possible to decide 
which set of parameters is most realistic. The parameters 
of the pure and 26.2 mole ppm SrClg doped samples were used 
to calculate single vacancy self-diffusion coefficients. The 
calculated single vacancy diffusion coefficients for Na and CI 
in the pure sample are given in Pig. 20 and Pig. 21 respective­
ly. Similarly, the single vacancy diffusion coefficients for 
Na and CI in the sample containing 26.2 mole ppm SrClg are 
plotted as a function of 1/T in Pig. 22 and Pig. 23 re­
spectively. 
Before comparing the calculated diffusion coefficients 
with measured values from the literature, it might be instruc­
tive to examine the calculated transport numbers for the two 
parameter sets. At 790®C the parameters of the pure sample 
give tjj^ 'V' 0.4. The parameters of the 26.2 mole ppm SrClg 
doped sample give t^^ 0.8 at the same temperature. Beniere 
et al. (1970) reported a value of t^^ = 0,84 at 650®C. The 
Pig. 17. Residuals vs. 1/T for sample containing 1.07 
mole ppm divalent impurity 
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Fig. 20. Calculated single vacancy Na diffusion coefficient 
vs. 1/T for sample containing 1.07 mole ppm 
divalent impurity 
calculated single vacancy Na diffusion 
coefficient. 
single vacancy Na diffusion coefficient 
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Fig. 21. Calculated single vacancy CI diffusion coefficient 
vs. 1/tf for sample containing 1.07 mole ppm 
divalent impurity 
calculated single vacancy CI 
diffusion coefficient. 
single vacancy CI diffusion 
(Puller and Reilly (1967)). 
single vacancy CI diffusion 
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Fig. 22. Calculated single vacancy Na diffusion coefficient 
vs. 1/T for sample containing 26.2 mole ppm SrClg 
calculated single vacancy Na diffusion 
coefficient. 
single vacancy Na diffusion coefficient 
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Pig. 23. Calculated single vacancy CI diffusion coefficient 
for sample containing 26.2 mole ppm SrClg 
calculated single vacancy Cl diffusion 
coefficient. 
single vacancy Cl diffusion coefficient 
(Fuller and Reilly (1967)). 
single vacancy Cl diffusion coefficient 
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pure sample parameter set is beginning to look suspicious. 
Comparison with published diffusion coefficients leads to 
further difficulties for the pure sample parameter set. 
The dashed line in Fig. 20 represents the single vacancy 
contribution to the Na diffusion as reported by Nelson and 
Friauf (1970). The curves intersect at lower temperatures 
while at 790°C the value due to Nelson and Friauf is about 
2-1/2 times the calculated diffusion coefficient. The 
calculated values of the single vacancy contribution to the 
CI diffusion are compared with published values in Fig. 21. 
The dash-dot-dash curve represents the results of Laurance 
(1960) as recalculated by Fuller and Reilly (1967). The 
dashed line in Fig. 21 represents the single vacancy Cl 
diffusion results of Barr et (1965) . The agreement with 
the published data is poor but then one is tempted to point 
to the less than exemplary agreement between the values of 
Laurance (1960) and those of Barr e^ (1965). Overall, 
the pure sample parameters offer very little in the way of 
physically meaningful predictions. 
Directing attention to Fig. 22 one finds somewhat better 
agreement between the single vacancy Na diffusion coefficient 
as calculated from the 26.2 mole ppm SrClg parameters and 
the results of Nelson and Friauf (1970). At 790*C the calcu­
lated single vacancy Na diffusion coefficient is only about 
15% lower than the Nelson and Friauf (1970) prediction. The 
discussion of the anion diffusion comparisons found in Fig. 23 
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must first be prefaced with the fact that the intrinsic 
range for the 26.2 mole ppm SrClg doped sample only extends 
to about 1.1 X 10~^ ®K Recall that in the extrinsic 
region, the doping acts to suppress the anion vacancy con­
centration (See Fig. 3.). In the intrinsic range, the 
calculated values are between the predictions of Laurance 
(1960) and Barr e^ (1965) , however the slope of the curve 
seems much too large. It may be expecting too much to get 
meaningful anion parameters from a doped sample. 
An attempt was made to constrain the anion enthalpy of 
motion at 1.0 eV but the resulting pure sample fit was un­
acceptable in terms of both the value of $ and the distribu­
tion of the residuals. 
The pure sample analysis converged to parameter sets 
similar to that given in Table 2 even when the doped sample 
parameters were used as starting values. Similarly, the doped 
sample analyses converged to typical doped sample values when 
pure sample parameters were used as starting values. This 
feature of the analysis may be due to incorrect anion 
parameters. 
As the dopant level increases, the conductivity becomes 
more dependent on the parameters governing the migration and 
association of the cation vacancies. With the exception of 
the entropy of motion s^/k, these parameters show excellent 
agreement considering the concentration range of the samples. 
The foregoing discussions and comparisons suggest that 
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the best fit parameters of the 26.2 mole ppm SrClg doped 
sample provide the most reasonable description of the trans­
port properties of NaCl. These parameters are compared with 
both experimentally determined and theoretically calculated 
values from the literature in Table 3. The successful pre­
diction of the single vacancy Na diffusion coefficient only 
Sg hg 
implies that the quantities (g— + s^) and + h^) are 
reasonable. Recall that the transport properties are a 
function of the product. The individual entropy and 
enthalpy terms are not necessarily correct. 
Table 3. Values of the thermodynamic parameters for NaCl 
(a) (b) (c) (d) Theory 
hg (eV) 2.61 2.4 2.30 2.50 2.36 (e) 
SgA 11.7 8.6 3.93 11.1 
h^(eV) 0.639, 0.6-0.9 0.55 — — 0.45 (f) 
SaA 2.40 2.6-4.5 1.1 — — 
h^ (eV) 0.623 0.65 0.75 0.72 
s^/k 1.40 1.7 3.03 2.07 
hgteV) 1.49 1.43 — — 0.86 
SjA 9.30 9.6 2.27 
(a) this work 
(b) Allnatt et (1971) 
(c) Laredo and Dartyge (1970) 
(d) Beneire et al. (1970) 
(e) Boswarva~Tl^2) 
(f) Bassani and Fumi (1954) 
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However if confidence can be expressed in either the con­
centration (formation) or the jump frequency (uu) then the 
remaining term can be determined. The enthalpy of motion of 
the cation found in this work is lower than any of the others 
in Table 3. An upper limit of the cation migration enthalpy 
can be obtained from the minimum slope of the extrinsic 
region (Region II in Fig. 10). For the pure samples in this 
study, a limiting value of h^^ £ 0.67 eV was found. The mini­
mum slope for the sample containing 26.2 mole ppm SrClg was 
found to be 0.72 eV. Referring to Fig. 6, it can be seen 
that the slope of this region overestimates the true migration 
enthalpy by about 0.1 eV. In view of the above considerations, 
a cation enthalpy of migration of 0.62 eV seems quite reason­
able. 
The final column of Table 3 contains theoretical estimates 
of the enthalpy of formation of Schottky defects and the 
2+ 
enthalpy of association between a Sr impurity ion and a 
cation vacancy in NaCl. It should be pointed out that calcu­
lated energies are dependent on assumptions that are not 
easily justified and the resulting values should be used with 
some discretion. Boswarva (19 72) emphasized the importance 
of employing a model that correctly described the electrical 
properties (i.e. the static dielectric constant) of the 
substance. The general procedure for the energy calculation 
is to divide the crystal into two regions. The first region 
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contains the defect and its nearest neighbors and is de­
scribed in detail. The second region consists of the rest 
of the crystal and is described as a harmonic oscillator. 
Boswarva (1972) was able to show that the results were 
relatively independent of the size of the first region, a 
feature unique to this method. The agreement 10%) indi­
cated in Table 3 seems reasonable. 
Bassani and Fumi (1954) calculated the enthalpy of 
association using a model chosen to describe the elastic 
properties of the defect rather than the electrical proper­
ties. The association enthalpy found in this experiment 
is nearly 50% larger than that calculated by Bassani and 
Fumi (1954). It would be interesting to see if Boswarva's 
approach would result in better agreement. 
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CONCLUSION 
Careful measurements of the ionic conductivity of pure 
and doped (26 to 306 mole ppm SrClg) NaCl were made from 
375°C to 790®C. The thermodynamic parameters controlling 
the formation, migration and association of point defects 
were obtained from a nonlinear least squares computer analysis 
of the experimental data. The model employed in the analysis 
included the effects of divalent cation impurities, pair 
formation between oppositely charged defects, and coulombic 
interactions between isolated defects. 
Results of model fitting are: 
hg = 2.61 eV 
Sg 
ÎT = 11-7 
h = 0.639 eV 
a 
— 2.40 
h^ = 0.623 eV 
®1 
IT = 1-40 
hg = 1.49 eV 
®2 
ir = 9.30, 
The results of the model fitting were used to predict 
single vacancy self diffusion coefficients. The predicted 
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single vacancy cation self diffusion coefficients are in 
excellent agreement with the diffusion measurements of 
Nelson and Friauf (1970). The predicted single vacancy 
anion diffusion coefficients exhibited somewhat poorer agree­
ment with published results. Assuming the anion diffusion 
experiments are substantially correct, the discrepancy may 
result from the anion parameters being extracted from insuf­
ficient data. 
The high quality of the nonlinear least squares fits 
and the successful cation diffusion predictions leird~strong 
support to the values of the parameters controlling the 
formation, migration, and association of the cation vacancies. 
Finally it can be concluded that an eight parameter 
nonlinear least squares analysis must be approached with 
caution as it is possible to achieve equally good fits with 
distinctly different sets of parameters. 
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- A MODIFIED MARQUARDT ALGORITHM FOR FINDING 
THE MINIMUM OF THE SUM OF SQUARES OF M 
FUNCTIONS OF N VARIABLES 
- CALL ZXMARQ(F,EPS,NSIG,M,N,C,X,FX,ITMAX,WA, 
1ER) 
F - USER-SUPPLIED VECTOR-VALUED FUNCTION WHICH 
MUST PROVIDE THE FUNCTION EVALUATIONS FOR 
M DIFFERENT FUNCTIONS. ITS USAGE IS AS 
FOLLOWS 
F(X.I) 
WHERE X IS AN INPUT VECTOR OF LENGTH N 
CONTAINING A SET OF VALUES FOR THE 
N VARIABLES» AND 
I IDENTIFIES THE PARTICULAR FUNCTION 
IN F TO BE EVALUATED AT X, 
I — 1#2#*###M# 
EPS - INPUT SCALAR CONTAINING THE FIRST STOPPING 
CRITERION. A MINIMIZING VALUE, X, IS 
ACCEPTED IF ABS(F<X,I)) IS LESS THAN EPS 
FOR ALL I = 1,2,...,M. 
NSIG - INPUT SCALAR CONTAINING THE SECOND STOPPING 
CRITERION. A MINIMIZING VALUE IS ACCEPTED 
IF, ELEMENT BY ELEMENT, TWO SUCCESSIVE 
APPROXIMATES TO THE MINIMIZING VALUE AGREE 
IN  THE FIRST NSIG SIGNIFICANT DIGITS, 
M - INPUT SCALAR CONTAINING THE NUMBER OF 
FUNCTIONS TO BE EVALUATED BY F. 









































REQ*0 IMSL ROUTINES 
CODE RESPONSIBILITY 
LANGUAGE 
INPUT NON-NEGATIVE SCALAR THAT MAY BE USED 2XMAÛ340 
TO MODIFY THE ALGORITHM. THIS ALGORITHM ZXMA0350 
IS A COMBINATION OF NEWTON'S METHOD AND THE ZXMA0360 
METHOD OF STEEPEST DESCENT. C LESS THAN 1.0 ZXMA0370 
BIASES THE ALGORITHM IN FAVOR OF NEWTON'S ZXMA0380 
METHOD. C GREATER THAN 1.0 BIASES THE ZXMA0390 
ALGORITHM IN FAVOR OF THE METHOD OF ZXMA0400 
STEEPEST DESCENT. NORMALLY, C IS SET TO ZXMA0410 
1.0. SEE PROGRAMMING NOTES. ZXMA0420 
INPUT/OUTPUT VECTOR OF LENGTH N CONTAINING ZXMA0430 
INDEPENDENT VARIABLE VALUES. ON INPUT, X ZXMA0440 
CONTAINS THE INITIAL GUESS FOR THE LOCATION ZXMA0450 
OF THE MINIMUM. ON OUTPUT, X CONTAINS THE ZXMA0460 
FINAL ESTIMATE FOR THE LOCATION OF THE ZXMA0470 
MINIMUM. ZXMA0480 
OUTPUT VECTOR OF LENGTH M CONTAINING THE ZXMA0490 
COMPONENTS OF F, EACH EVALUATED AT . ZXMA0500 
OUTPUT X. ZXMA0510 
INPUT/OUTPUT SCALAR CONTAINING THE ITERATION ZXMA0520 
COUNT, ON INPUT, ITMAX CONTAINS THE MAXIMUM ZXMA0530 
NUMBER OF ITERATIONS ALLOWED FOR FINDING ZXMA0540 
THE MINIMIZING VALUE. ON OUTPUT, ITMAX ZXMA0550 
CONTAINS THE ACTUAL NUMBER OF ITERATIONS ZXMA0560 
USED. . ZXMA0570 
VECTOR WORK AREA OF LENGTH N(N*l)/2 • 4*N ZXMA0580 
ERROR PARAMETER ZXMA0590 
TERMINAL ERROR = 128*N ZXMA0600 
N=1 INDICATES A SINGULAR SYSTEM(JACOBIAN) ZXHA0610 
N=2 INDICATES FAILURE TO CONVERGE WITHIN 2XMA0620 




T.J. AIRD/L.L. WILLIAMS ZXMA0670 
FORTRAN ZXMA0680 
ZXMA0690 
