Abstract. We consider minimizing a conic quadratic objective over a polyhedron. Such problems arise in parametric value-at-risk minimization, portfolio optimization, and robust optimization with ellipsoidal objective uncertainty; and they can be solved by polynomial interior point algorithms for conic quadratic optimization. However, interior point algorithms are not well-suited for branch-and-bound algorithms for the discrete counterparts of these problems due to the lack of effective warm starts necessary for the efficient solution of convex relaxations repeatedly at the nodes of the search tree.
Introduction
Consider the minimization of a conic quadratic function over a polyhedron, i.e., (CO) min x∈R n c x + Ω x Qx : x ∈ X , where c ∈ R n , Q ∈ R n×n is a symmetric positive semidefinite matrix, Ω > 0, and X ⊆ R n is a rational polyhedron. We denote by CDO the discrete counterpart of CO with integrality restrictions: X ∩ Z n . CO and CDO are frequently used to model utility with uncertain objectives as in parametric value-at-risk minimization [18] , portfolio optimization [5] , and robust counterparts of linear programs with an ellipsoidal objective uncertainty set [10, 11, 13] .
Note that CO includes linear programming (LP) and convex quadratic programming (QP) as special cases. The simplex method [17, 31, 29] is still the most widely used algorithm for LP and QP, despite the fact that polynomial interior point algorithms [21, 26, 25] are competitive with the simplex method in many large-scale instances. Even though non-polynomial, the simplex method has some distinct advantages over interior point methods. Since the simplex method iterates over bases, it is possible to carry out the computations with high accuracy and little cost, while interior point methods come with a trade-off between precision and efficiency. Moreover, an optimal basis returned by the simplex method is useful for sensitivity analysis, while interior point methods do not produce such a basis unless an additional "crashing" procedure is performed [e.g. 24] . Finally, if the parameters of the problem change, re-optimization can often be done very fast with the simplex method starting from a primal or dual feasible basis, whereas warm starts with interior point methods have limitations [32, 16] . In particular, fast re-optimization with the dual simplex method is crucial when solving discrete optimization problems with a branch-and-bound algorithm.
CO is a special case of conic quadratic optimization [23, 3] , which can be solved by polynomial-time interior points algorithms [2, 27, 12] . Although CO can be solved by a general conic quadratic solver, we show in this paper that iterative QP algorithms scale much better. In particular, simplex-based QP algorithms allowing warm starts perform orders of magnitude faster than interior point methods for CO.
For the discrete counterpart CDO, a number of different approaches are available for the special case with a diagonal Q matrix: Ishii et al. [20] give a polynomial time for optimization over spanning trees; Bertsimas and Sim [14] propose an approximation algorithm that solves series of linear integer programs; Atamtürk and Narayanan [7] give a cutting plane algorithm utilizing the submodularity of the objective for the binary case; Atamtürk and Goméz [4] give nonlinear cuts for the mixed 0-1 case; Atamtürk and Narayanan [8] give a parametric O(n 3 ) algorithm for the binary case with a cardinality constraint. Maximization of the same objective over the binaries is N P -hard [1] .
The aforementioned approaches do not extend to the non-diagonal case or to general feasible regions, which are obviously N P -hard as quadratic and linear integer optimization are special cases. The branch-and-bound algorithm is the method of choice for general CDO. However, branch-and-bound algorithms that repeatedly employ a nonlinear programming (NLP) solver at the nodes of the search tree are typically hampered by the lack of effective warm starts. Borchers and Mitchell [15] and Leyffer [22] describe NLP-based branch-and-bound algorithms, and they give methods that branch without solving the NLPs to optimality, reducing the computational burden for the node relaxations. On the other hand, LP-based branch-and-bound approaches employ linear outer approximations of the nonlinear terms. This generally results in weaker relaxations at the nodes, compared to the NLP approaches, but allows one to utilize warm starts with the simplex method. Therefore, one is faced with a trade-off between the strength of the node relaxations and the solve time per node. A key idea to strengthen the node relaxations, as noted by Tawarmalani and Sahinidis [28] , is to use extended formulations. Atamtürk and Narayanan [6] describe mixed-integer rounding inequalities in an extended formulation for conic quadratic integer programming. Vielma et al. [30] use an extended formulation for conic quadratic optimization that can be refined during branch-and-bound, and show that an LP-based branch-and-bound using the extended formulations typically outperforms the NLP-based branch-and-bound algorithms. The reader is referred to Belotti et al. [9] for an excellent survey of the solution methods for mixed-integer nonlinear optimization.
In this paper, we reformulate CO through the perspective of its objective function and give algorithms that solve a sequence of closely related QPs. Utilizing the simplex method, the solution to each QP is used to warm start the next one in the sequence, resulting in a small number of simplex iterations and fast solution times. Moreover, we show how to incorporate the proposed approach in a branchand-bound algorithm, efficiently solving the continuous relaxations to optimality at each node and employing warm starts with the dual simplex method. Our computational experiments indicate that the proposed approach outperforms the state-of-the-art algorithms for convex as well as discrete cases.
The rest of the paper is organized as follows. In Section 2 we give an alternative formulation for CO using the perspective function of the objective. In Section 3 we present coordinate descent and accelerated bisection algorithms that solve a sequence of QPs. In Section 4 we provide computational experiments, comparing the proposed methods with state-of-the-art barrier and other algorithms.
Formulation
In this section we present a reformulation of CO using the perspective function of its objective. Let X = {x ∈ R n : Ax = b, x ≥ 0} be the feasible region of problem CO. For convex quadratic q(x) = x Qx, consider the function h :
We will show that problems CO and PO have, in fact, the same optimal objective value and that there is a one-to-one correspondence between the optimal primaldual pairs of both problems. Proposition 1. Problem PO is a convex optimization problem.
Proof. It suffices to observe that h is the closure of the perspective function tq(x/t) of the convex quadratic function q(x), and is therefore convex [e.g. 19, p. 160]. Since all other objective terms and constraints of PO are linear, PO is a convex optimization problem.
Proposition 2. Problems CO and PO are equivalent.
Proof. If t > 0, the objective function of problem PO is continuous and differentiable, and since the feasible region is a polyhedron and the problem is convex, its KKT points are equivalent to its optimal solutions. The KKT conditions of PO are
where λ and µ are the dual variables associated with constraints Ax = b and x ≥ 0, respectively. Note that t > 0 and (2) imply that t = √ x Qx. Substituting t = √ x Qx in (1), one arrives at the equivalent conditions
Ignoring the redundant variable t and equation (4), we see that these are the KKT conditions of problem CO. Therefore, any optimal primal-dual pair for PO with t > 0 is an optimal primal-dual pair for CO. Similarly, we see that any optimal primal-dual pair of problem CO with x Qx > 0 gives an optimal primal-dual pair of problem PO by setting t = √ x Qx. In both cases, the objective values match. On the other hand, if t = 0, then PO reduces to problem min x∈R n {c x : Ax = b, x ≥ 0, x Qx = 0} , which corresponds to CO with x Qx = 0, and hence they are equivalent.
Since they are equivalent optimization problems, we can use PO to solve CO. In particular, we exploit the fact that, for a fixed value of t, PO reduces to a QP.
Algorithms
For simplicity, assume that PO has an optimal solution; hence, X is nonempty and may be assumed to be bounded. Consider the one-dimensional optimal value function
As X is nonempty and bounded, g is real-valued and, by Proposition 1, it is convex. Throughout, x(t) denotes an optimal solution to (5) . In this section we describe two algorithms for PO that utilize a QP oracle. The first one is a coordinate descent approach, whereas, the second one is an accelerated bisection search algorithm on the function g. Finally, we discuss how to exploit the warm starts with the simplex method to solve convex as well as discrete cases.
3.1. Coordinate descent algorithm. Algorithm 1 successively optimizes over x for a fixed value of t, and then optimizes over t for a fixed value of x. Observe that the optimization problem in line 4 over x is a QP, and the optimization in line 5 over t has a closed form solution: by simply setting the derivative to zero, we find that t i+1 = x i+1 Qx i+1 . 
i ← i + 1 7: until stopping condition is met 
Let · be a norm and suppose that the QP oracle finds feasible primal-dual pairs with > 0 tolerance with respect to · . In particular x i+1 in line 4 violates (6) by at most , i.e.,
Proposition 3 below states that, at each iteration of Algorithm 1, we can bound the violation of the dual feasibility condition (3) corresponding to the original problem CO. The bound depends only on the precision of the QP oracle , the relative change of t in the last iteration ∆i ti , where ∆ i = t i+1 − t i , and the gradient of the function f (x) = Ω √ x Qx evaluated at the new point x i+1 .
Proposition 3 (Dual feasibility bound
Proof.
Let t * be a minimizer of g on R + . We now show that the sequence of values of t produced by Algorithm 1, {t i } i∈N , is monotone and bounded by t * .
Proposition 4 (Monotonicity
) is a minimizer of an optimization problem with a larger coefficient for the quadratic term than x(t * ), and therefore x i+1 Qx i+1 = t 2 i+1 ≤ t * 2 = x * Qx * , and t i+1 ≤ t * . Moreover, the inequality t i ≤ t i+1 follows from the convexity of the one-dimensional function g and the fact that function g is minimized at t * , and that g(t i+1 ) ≤ g(t i ). The case t i ≥ t * is similar.
Since the sequence {t i } i∈N is bounded and monotone, it converges to a supremum or infimum. Thus {t i } i∈N is a Cauchy sequence, and lim i→∞ ∆ i = 0. Corollaries 1 and 2 below state that Algorithm 1 converges to an optimal solution. The cases where there exists a KKT point for PO (i.e., there exists an optimal solution with t * > 0) and where there are no KKT points are handled separately.
Corollary 1 (Convergence to a KKT point).
If PO has a KKT point, then Algorithm 1 converges to a KKT point.
Proof. By convexity, the set of optimal solutions to (5) is an interval, [t , t u ]. Since by assumption there exists a KKT point, we have that t u > 0. The proof is by cases, depending on the value of t 0 in line 1 of Algorithm 1.
Case t ≤ t 0 ≤ t u : Since t 0 is optimal, we have by Proposition 4 that t 1 = t 0 .
Since ∆ 0 = 0 and t 0 = x i+1 Qx i+1 > 0, we have that ∇f (x i+1 ) < ∞ in Proposition 3, and
Case t 0 < t : We have by Proposition 4 than for all i ∈ N, t i = x i Qx i ≥ t 0 > 0. Therefore, there exists a number M such that 1 ti ∇f (x i+1 ) < M for all i ∈ N, and we find that
We have by Proposition 4 than for all i ∈ N, t i = x i Qx i ≥ t u > 0. Therefore, there exists a number M such that 1 ti ∇f (x i+1 ) < M for all i ∈ N, and we find that
Therefore, in all cases, Algorithm 1 convergences to a KKT point by Proposition 3.
Corollary 2 (Convergence to 0). If t * = 0 is the unique optimal solution to min{g(t) : t ∈ R + }, then for any ξ > 0 Algorithm 1 finds a solution (x,t), wherē t < ξ andx ∈ arg min c x :
Proof. The sequence {t i } i∈N converges to 0 (otherwise, by Corollary 1, it would converge to a KKT point). Thus, lim i→∞ x i Qx i = 0 and all points obtained in line 4 of Algorithm 1 satisfy x i+1 ∈ arg min c x :
We now discuss how to initialize and terminate Algorithm 1, corresponding to lines 1 and 7, respectively.
Initialization. The algorithm may be initialized by an arbitrary t 0 > 0. Nevertheless, when a good initial guess on the value of t * is available, t 0 should be set to that value. Moreover, observe that setting t 0 = ∞ results in a fast computation of x 1 by solving an LP.
Stopping condition. Proposition 3 suggests a good stopping condition for Algorithm 1. Given a desired dual feasibility tolerance of δ > , we can stop when +
can be found by maximizing/minimizing the numerator x Q over X and minimizing x Qx over X. The latter minimization is guaranteed to have a nonzero optimal value if 0 ∈ X and Q is positive definite.
3.2. Bisection algorithm. Algorithm 2 is an accelerated bisection approach to solve PO. The algorithm maintains lower and upper bounds, t min and t max , on t * and, at each iteration, reduces the interval [t min , t max ] by at least half. The algorithm differs from the traditional bisection search algorithm in lines 7-11, where it uses an acceleration step to reduce the interval by a larger amount: by Proposition 4, if t 0 ≤ t 1 (line 7), then t 0 ≤ t 1 ≤ t * , and therefore t 1 is a higher lower bound on t * (line 8); similarly, if t 0 ≥ t 1 , then t 1 is an lower upper bound on t * (lines 9 and 10). Intuitively, the algorithm takes a "coordinate descent" step as in Algorithm 1 after each bisection step. Preliminary computations show that the acceleration step reduces the number of steps as well as the overall solution time for the bisection algorithm by about 50%.
Initialization. In line 1, t min can be initialized to zero and t max to x LP Qx LP , where x LP is an optimal solution to the LP relaxation min x∈X c x. 
is a lower bound on the optimal objective value c x * +Ω x * Qx * . Therefore, in line 5, a lower bound z l on the objective function can be computed, and the algorithm can be stopped when the gap betweenẑ and z l is smaller than a given threshold. Alternatively, stopping when
< δ − provides a guarantee on the dual infeasibility as in Proposition 3.
3.3. Warm starts. Although any QP solver can be used to run the coordinate descent and bisection algorithms described in Sections 3.1 and 3.2, simplex methods for QP are particularly effective as they allow warm starts for small changes in the model parameters in iterative applications. This is the main motivation for the QP based algorithms presented above.
3.3.1. Warm starts with primal simplex for convex optimization. All QPs solved in Algorithms 1-2 have the same feasible region and only the objective function changes in each iteration. Therefore, an optimal basis for a QP is primal feasible for the next QP solved in the sequence, and can be used to warm start a primal simplex QP solver.
3.3.2.
Warm starts with dual simplex for discrete optimization. When solving discrete counterparts of COwith a branch-and-bound algorithm one is particularly interested in utilizing warm starts in solving convex relaxations at the nodes of the search tree. In a branch-and-bound algorithm, children nodes typically have a single additional bound constraint compared to the parent node.
For this purpose, it is also possible to warm start Algorithm 1 from a dual feasible basis. Let (x * , t * ) be an optimal solution to PO and B * be an optimal basis. Consider a new problem
where the feasible setX is obtained from X by adding new constraints. Note that B * is a dual feasible basis for (7) when t = t * . Therefore, Algorithm 1 to solve problem (7) can be warm started by initializing t 0 = t * and using B * as the initial basis to compute x 1 with a dual simplex algorithm. The subsequent QPs can be solved using the primal simplex algorithm as noted in Section 3.3.1.
Computational experiments
In this section we report on computational experiments with solving convex CO and its discrete counterpart CDO with the algorithms described in Section 3. The algorithms are implemented with CPLEX Java API. We use the simplex and barrier solvers of CPLEX version 12.6.2 for the computational experiments. All experiments are conducted on a workstation with a 2.93GHz Intel R Core TM i7 CPU and 8 GB main memory using a single thread.
Test problems.
We test the algorithms on two types of data sets. For the first set the feasible region is described by a cardinality constraint and bounds, i.e., X = {x ∈ R n :
For the second data set the feasible region consists of the path polytope of an acyclic grid network. For discrete optimization problems we additionally enforce the binary restrictions x ∈ B n . For both data sets the objective function q(x) = c x + Ω √ x Qx is generated as follows: Given a rank parameter r and density parameter α, Q is the sum of a low rank factor matrix and a full rank diagonal matrix; that is, Q = F ΣF + D, where
• D is an n × n diagonal matrix with entries drawn from Uniform(0, 1).
• Σ = HH where H is an r×r matrix with entries drawn from Uniform(−1, 1).
• F is an n × r matrix in which each entry is 0 with probability 1 − α and drawn from Uniform(−1, 1) with probability α. Each linear coefficient c i is drawn from Uniform(−2 √ Q ii , 0).
4.2.
Experiments with convex problems. In this section we present the computational results for convex instances. We compare the following algorithms: ALG1: Algorithm 1. ALG2: Algorithm 2. BAR: CPLEX' barrier algorithm (the default solver for convex conic quadratic problems). For algorithms ALG1 and ALG2 we use CPLEX' primal simplex algorithm as the QP solver.
Optimality tolerance. As the speed of the interior point methods crucially depends on the chosen optimality tolerance, it is prudent to first compare the speed vs the quality of the solutions for the algorithms tested. Here we study the impact of the optimality tolerance in the solution time and the quality of the solutions for CPLEX' barrier algorithm BAR and simplex QP-based algorithm ALG1. The optimality tolerance of the barrier algorithm is controlled by the QCP convergence tolerance parameter ("BarQCPEpComp"), and in Algorithm 1, by the stopping condition |∆i| t ≤ δ. In both cases, a smaller optimality tolerance corresponds to a higher quality solution. We evaluate the quality of a solution as optgap = |(z min − z)/z min | , where z is the objective value of the solution found by an algorithm with a given tolerance parameter and z min is the objective value of the solution found by the barrier algorithm with tolerance 10 −12 (minimum tolerance value allowed by CPLEX). Table 1 presents the results for different tolerance values for a 30 × 30 convex grid instance with r = 200, α = 0.1, and Ω = 1. The table shows, for varying tolerance values and for each algorithm, the quality of the solution, the solution time in seconds, the number of iterations, and QPs solved (for ALG1). We highlight in bold the default tolerance used for the rest of the experiments presented in the paper. The tolerance value 10 −7 for the barrier algorithm corresponds to the default parameter in CPLEX. First observe that the solution time increases with reduced optimality tolerance for both algorithms. With lower tolerance, while the barrier algorithm performs more iterations, ALG1 solves more QPs; however, the total number of simplex iterations barely increases. For ALG1 the changes in the value of t are very small between QPs, and the optimal bases of the QPs are thus the same. Therefore, using warm starts, the simplex method is able to find high precision solutions inexpensively. ALG1 achieves much higher precision an order of magnitude faster than the barrier algorithm. For the default tolerance parameters used in our computational experiments, Algorithm 1 is several orders of magnitude more precise than the barrier algorithm.
Effect of the nonlinearity parameter Ω. We now study the effect of changing the nonlinearity parameter Ω. Tables 2 and 3 show the total solution time in seconds, the total number of simplex or barrier iterations, and the number of QPs solved in cardinality (1000 variables) and path instances (1760 variables), respectively. Each row represents the average over five instances for a rank (r) and density(α) configuration and algorithm used. For each parameter choice the fastest algorithm is highlighted in bold. First observe that in both data sets the barrier algorithm is the slowest: it is 3.5 and 6 times slower than the simplex QP-based methods for the cardinality instances, and is up to 15 times slower for the path instances. The barrier algorithm does not appear to be too sensitive to the nonlinearity parameter Ω, whereas the simplex QP-based methods are faster for smaller Ω.
The number of simplex iterations in ALG1 increases with the nonlinearity parameter Ω. Indeed, the initial problem solved by ALG1 is an LP (corresponding to Ω = 0), so as Ω increases the initial problem becomes a worse approximation, and more work is needed to converge to an optimal solution. Also note that Algorithm 2 requires fewer QPs to be solved, but as a result it benefits less from warm starts (it requires more simplex iterations per QP than ALG1). Indeed, in ALG2 the value of t changes by a larger amount at each iteration (with respect to ALG1), so the objective function of two consecutive QPs changes by a larger amount.
Effect of the dimension. Table 4 presents a comparison of the algorithms for the convex cardinality instances with sizes 400, 800, 1600, and 3200. Each row represents the average over five instances, as before, generated with parameters r = 200, α = 0.1, and Ω = 2. Additionally, Figure 1 shows the solution time for each algorithm and the speed-up factor of the simplex QP-based algorithms compared to the barrier algorithm as a function of the dimension (n). Observe in Table 4 that the number of QPs solved with the simplex-based algorithms does not depend on the dimension. The number of simplex iterations, however, increases with the dimension. For n = 400 all algorithms perform similarly and the problems are solved very fast. However, as the dimension increases, the simplex-based algorithms outperform the barrier algorithm, often by many factors. For n = 3200, the fastest simplex-based algorithm ALG2 is more than 20 times faster than the barrier algorithm. Similar results are obtained for other parameter choices and for the path instances as well. In summary, the simplex-based algorithms scale better with the dimension, and are faster by orders of magnitude for large instances.
Discrete instances.
In this section we describe our experiments with the discrete counterpart CDO. As of version 12.6.2 of CPLEX, it is not possible to employ a user-defined convex solver such as Algorithm 1 at the nodes of the CPLEX' branch-and-bound algorithm. Therefore, in order to test the proposed approach for CDO, we implement a rudimentary branch-and-bound algorithm described in Appendix A. The algorithm uses a maximum infeasibility rule for branching, and does not employ presolve, cutting planes, or heuristics. We test the following configurations:
BBA1: Branch-and-bound algorithm in Appendix A using Algorithm 1 as the convex solver. The first QP at each node (except the root node) is solved with CPLEX dual simplex method using the parent dual feasible basis as a warm start (as mentioned in Section 3.3) and all other QPs are solved with CPLEX primal simplex method using the basis from the parent node QP as a warm start. BBBR: Branch-and-bound algorithm in Appendix A, using CPLEX barrier algorithm as the convex solver. This configuration does not use warm starts. CXBR: CPLEX branch-and-bound algorithm with barrier solver, setting the branching rule to maximum infeasibility, the node selection rule to best bound, and disabling presolve, cuts and heuristics. In this setting CPLEX branch-and-bound algorithm is as close as possible to our branch-and-bound algorithm. CXLP: CPLEX branch-and-bound algorithm with LP outer approximations, setting the branching rule to maximum infeasibility, the node selection rule to best bound, and disabling presolve, cuts and heuristics. In this setting CPLEX branch-and-bound algorithm is as close as possible to our branchand-bound algorithm. CXLPE: CPLEX branch-and-bound algorithm with LP outer approximations, setting the branching rule to maximum infeasibility, the node selection rule to best bound, and disabling cuts and heuristic. Since presolve is activated, CPLEX uses extended formulations described in [30] . Besides presolve, all other parameters are set as in CXLP. CXD: CPLEX default branch-and-bound algorithm with LP outer approximations.
In all cases the time limit is set to two hours. Table 5 presents the results for discrete cardinality instances with 200 variables and Table 6 for the discrete path instances with 1,740 variables (30 × 30 grid). Each row represents the average over five instances with varying rank and density parameters, and algorithm. The tables show the solution time in seconds, the number of nodes explored in the branch-and-bound tree, the end gap after two hours as percentage, and the number of instances that are solved to optimality for varying values of Ω. For each instance class we highlight in bold the algorithm with the best performance. First of all, observe that the difficulty of the instances increases considerably for higher values of Ω due to higher integrality gap. The problems corresponding to high values of the density parameter α are also more challenging.
Performance of CPLEX branch-and-bound. Among CPLEX branch-and-bound algorithms, CXD is the best choice when Ω ≥ 2. Configuration CXD is much more sophisticated than the other configurations, so a better performance is expected. However, note that for Ω = 1 configuration CXD is not necessarily the best. In particular in the path instances (Table 6 ) CXLP and CXLPE are 2.3 times faster than CXD. This result suggests that in simple instances the additional features used by CXD (e.g. cutting planes and heuristics) may be hurting the performance. The extended formulations result in much stronger relaxations in LP based branch-and-bound and, consequently, the number of branch-and-bound nodes required with CXLPE is only a small fraction of the number of nodes required with CXLP. However, CXLPE requires more time to solve each branch-and-bound node, due to the higher number of variables and the additional effort needed to refine the LP outer approximations. For the cardinality instances, CXLPE is definitely the better choice and is faster by orders of magnitude. For the path instances, however, CXLP is not necessarily inferior: when Ω = 1 CXLP is competitive with CXLPE, and when Ω = 3 CXLP performs better.
The barrier-based branch-and-bound CXBR, in general, performs poorly. For the cardinality instances, it outperforms CXLP but is slower than the other algorithms. For the path instances it has the worst performance, often struggling to find even a single feasible solution (resulting in infinite end gaps).
Performance of BBA1. Note that BBA1 and BBBR are very simple and differ only by the convex node solver. BBA1 is faster than BBBR by an order of magnitude. BBA1 is also considerably faster than the simplest CPLEX branch-and-bound algorithms CXBR and CXLP.
We see that BBA1 outperforms CXLPE (which uses presolve and extended formulations) in all instances. Observe that in the cardinality instances with Ω = 1, 2 and path instances with Ω = 1, BBA1 requires half the number of nodes (or less) compared to CXLPE to solve the instances to optimality (since the relaxations solved at each node are stronger), which translates into faster overall solution times. In the more difficult instances BBA1 is able to solve more instances to optimality, and the end gaps are smaller.
Despite the fact that BBA1 is a rudimentary branch-and-bound implementation, it is faster than default CPLEX in most of the cases. Indeed, BBA1 is the better choice in 21 of the instance classes considered, while CXD is better in only 2. Moreover, in the instances where CXD is better the difference between the algorithms is small (around 10% difference in solution times), while in the other instances BBA1 is often faster by many factors. We observe that CXD is comparatively better for the instances with a low factor rank (r = 100), and BBA1 is comparatively better for the instances with a high factor rank (r = 200).
Warm starts. Algorithm BBA1 is faster than BBBR in part due to a faster convex solver (as observed in Section 4.2), and in part due to node warm starts. To quantify the impact of warm starts, we plot in Figure 2 the time per node (computed as solution time divided by the number of branch-and-bound nodes) for BBA1, BBBR and CXLPE, and also plot the solution time for the corresponding convex instances with solvers ALG1 and BAR For the small cardinality instances with 200 variables, Algorithm 1 is slightly worse than the barrier algorithm to solve the convex relaxations; however, it is 15 times faster than barrier when used in branch-and-bound due to the node warm starts from dual feasible solutions. For the larger path instances with 1,740 variables, Algorithm 1 is 10 times faster than the barrier algorithm to solve the convex relaxations, and is about 20 times faster for the discrete instances. Thus node warm starts make the algorithm twice as fast. Finally, observe that the solve time per node for BBA1 is smaller compared to CXLPE: the proposed simplex-based algorithm is thus as effective as the simplex method for extended formulations in exploiting warm starts. Moreover, it solves the nonlinear convex relaxations at each node to optimality, whereas CXLPE solves its LP relaxation. The improved lower bounds lead to significantly small search trees.
We conclude that Algorithm 1 is indeed suitable for branch-and-bound algorithms since it benefits from node warms starts from the parent nodes, resulting in a significant improvement in solution times.
Conclusions
We consider minimization problems with a conic quadratic objective and linear constraints, which are natural generalizations of linear programming and quadratic programming. Using the perspective function we reformulate the objective and propose simplex QP-based algorithms that solve a quadratic program at each iteration. Computational experiments indicate that the proposed algorithms are faster than interior point methods by orders of magnitude, scale better with the dimension of the problem, return higher precision solutions, and, most importantly, are amenable to warm starts. Therefore, they can be embedded in branch-and-bound algorithms quite effectively.
and chooses the node with the smallest lower bound when the previous node has no child nodes. The list L is thus implemented as a sorted list ordered by the bounds, so that the PULL operation is done in O(1) and the insertion is done in O(log |L|) (note that in line 18 we only add to the list the node that is not to be processed immediately). A solution x is assumed to be integer (line 12) when the values of all variables are within 10 −5 of an integer. Finally, the algorithm is terminated when ub−lb best |lb best +10 −10 | ≤ 10 −4 , where lb best is the minimum lower bound among all the nodes in the tree.
The maximum infeasibility rule is chosen due to its simplicity. The other rules and parameters correspond to the ones used in CPLEX branch-and-bound algorithm in default configuration.
