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Abstract 
 
Questa tesi ha come obiettivo quello di studiare l’ambiente Kubernetes 
e di importare l’applicazione sviluppata per il progetto SWAMP su 
Google Kubernetes Engine (GKE). SWAMP (Smart Water Management 
Platform) è un progetto Europeo H2020 che ha come obiettivo quello di 
realizzare una piattaforma per la gestione dell’acqua in agricoltura, con 
lo scopo primario di ridurne al minimo il consumo. Essa si basa su IoT, 
cioè “Internet of Things”, ed altre tecnologie avanzate come sensori e 
droni. Kubernetes è una piattaforma open source che permette di 
orchestrare tra loro applicazioni containerizzate ,  le quali hanno il 
vantaggio di essere facili da utilizzare e distribuire. Per creare i 
container contenenti le varie parti dell’applicazione complessiva si è 
utilizzata la tecnologia Docker.  
Come primo approccio si è studiato Kubernetes su un sistema di prova, 
il  quale contiene il database a grafo Virtuoso e il motore SEPA (alla 
base anche di SWAMP). In seguito si è testato il sistema di prova su 
Google Kubernetes Engine cercando di capire il suo funzionamento, 
con le relative similitudini a Kubernetes. Come ultimo passaggio è 
stata importata l’applicazione SWAMP su GKE. Per il corretto 
funzionamento dell’applicazione in GKE sono stati studiati anche una 
serie di concetti utili  al corretto funzionamento dell’intera applicazione 
quali: volumi persistenti ed esposizione di servizi in rete.   
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KUBERNETES 
 
 
 
Introduzione a Kubernetes 
 
Kubernetes [2] è una piattaforma open-source in grado di gestire 
applicazioni in container, in particolar modo orchestrarle e renderle 
scalabili.  
I container sono un ottimo modo per distribuire applicazioni, in quanto 
sono molto leggeri e hanno al loro interno tutto ciò che servirà 
all’applicazione per essere eseguita. Si consideri ora un sistema 
composto da diverse applicazioni containerizzate in comunicazione tra 
loro: qualora una dovesse interrompersi si bloccherebbe l’intero 
sistema. Inoltre se un’applicazione deve essere aggiornata, essa viene 
cancellata e poi rigenerata una volta eseguito l’upgrade. Kubernetes è 
lo strumento che permette di non interrompere mai un sistema che si 
basa su un insieme di applicazioni eseguite all’interno di container. 
Per lo scopo di questa tesi Kubernetes servirà a orchestrare fra loro 
container che contengono ciascuno un’applicazione. Il grande 
vantaggio che dovrà fornire è quello di non interrompere mai il  
sistema, anche quando una delle applicazioni dovesse decadere oppure 
venisse aggiornata (caso di grande interesse). 
Kubernetes si serve di una interfaccia che è lo strumento da riga di 
comando sul terminale: “kubectl”. 
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Glossario 
 
Kubernetes ha una propria terminologia, che di seguito verrà 
specificata in quanto certi termini verranno utilizzati spesso nell’intera 
tesi. 
• Cluster:  Insieme di macchine, fisiche o virtuali,  che eseguono le 
applicazioni e prendono il nome di “nodi”. In ogni cluster vi è 
almeno un “Worker Node”. 
• Nodo:  Può essere una macchina fisica o virtuale. Esso 
rappresenta un solo elemento nella molteplicità di nodi che 
possono creare il cluster. Il suo compito è quello di eseguire le 
applicazioni nei container e contiene i servizi di supporto 
richiesti.  In ciascun cluster c’è sempre un nodo “master” che ha 
più poteri degli altri ed ha il compito di mantenere il corretto 
funzionamento del cluster.  
 
 
Figura 1 Cluster e nodi in Kubernetes (fonte [13]) 
    
• Container:  Immagine leggera e facile di una applicazione da 
distribuire ed eseguire. Esso contiene tutte le informazioni per far 
eseguire correttamente l’applicazione. In questa tesi i  container 
vengono creati attraverso la piattaforma “Docker” [5] e attraverso 
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l’interfaccia “docker hub” [6] si possono scaricare gratuitamente 
da internet. 
• Deployment:  Mezzo con il quale si può aggiornare lo stato 
presente scrivendo lo stato desiderato di un pod. Ciascun 
deployment fa rifermento a un solo pod del quale, però, si può 
scegliere di avere più replica set: in questo caso a ciascun 
deployment corrisponderanno più pod distinti,  i  quali contengono 
la stessa applicazione e funzionano esattamente allo stesso modo. 
• Pod:   Il  più piccolo e semplice oggetto in Kubernetes 
rappresenta un gruppo di container nel cluster e, la singola istanza 
di un’applicazione. Nel pod è contenuta l’immagine Docker e tutte 
le modalità di esposizione dell’applicazione. In questa tesi a ogni 
pod corrisponde un solo container e quindi una sola applicazione 
da eseguire, in questo modo è risultato più semplice trattarli.  
Questa soluzione risulta comunque la più utilizzata in senso 
generale ed è denominata”one-container-per-pod”. Ciascun pod 
nasce con un preciso IP che permette di individuarlo unicamente. 
 
Figura 2 Rappresentazione di pods in Kubernetes (fonte [14]) 
• Service:  Mezzo attraverso il quale si espongono i pod. 
L’esposizione può avvenire sia tramite la rete, accedendo  
dall’esterno, oppure tutta interna al cluster, quindi mettendo in 
comunicazione i pod tra loro. Esistono diverse tipologie di 
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service; in questa tesi si utilizza il service “NodePort”, che 
consente l’interfaccia tra i vari pod, ma anche l’esposizione su 
Internet. 
 
Figura 3 Service in Kubernetes (fonte [15]) 
• Volume:   Unità di memoria utilizzata per salvare i vari dati 
generati e/o utilizzati dalle applicazioni. Ciascun pod contiene 
una memoria al proprio interno, che però va persa ogni volta che 
si rigenera il pod. L’idea è quella di creare uno spazio che 
mantenga i dati generati dalle applicazioni: quando un pod viene 
cancellato e ne viene generato immediatamente un altro, 
quest’ultimo prende i vari dati dal volume e permette all’intero 
cluster di non accorgersi della perdita di dati. 
• Dashboard:  Interfaccia web per l’utente. Si può utilizzare per 
avere una panoramica generale sul cluster, ma anche per eseguire 
degli aggiornamenti, creare nuovi pod e deployment, esporre 
servizi, verificare eventuali errori e riavviare i vari pod. In 
generale quasi tutte le operazioni si possono eseguire anche con 
codici di comando kubectl su terminale, ma utilizzare l’interfaccia 
dashboard agevola queste procedure. 
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Cluster di prova 
Introduzione 
Per iniziare si è creato un cluster di prova con i relativi deployment, 
pod e service per cercare di capire il funzionamento dell’ambiente 
Kubernetes. Il sistema sviluppato comprende 5 applicazioni 
implementate ciascuna con un pod e messe in comunicazione dai 
service di tipo NodePort.  
Applicazioni: 
• Database: Virtuoso [7] 
• Engine: SEPA [8] 
• Produttore 
• Aggregatore 
• Consumatore 
Il database è l’elemento strutturalmente più in basso nel sistema, è alla 
base del funzionamento del SEPA. Quest’ultimo si posiziona al secondo 
posto nella struttura gerarchica sopra il database e sotto a produttore, 
aggregatore e consumatore. SEPA si basa su database per poter 
funzionare ed è il motore dell’intero sistema, in quanto acquisisce, 
elabora ed invia dati,  per mezzo di un meccanismo di 
publish/subscribe. 
Gli ultimi tre elementi costituiscono l’applicazione di prova. Produttore 
è un agente software che si occupa di contare i numeri in ordine 
crescente dallo zero e li invia all’ engine. Aggregatore è l’applicazione 
che preleva i numeri dal SEPA, li somma e il risultato lo invia 
nuovamente ad esso. Infine il consumatore legge la somma.  
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Figura 4 Schema dell'applicazione di prova 
Minikube 
Minikube è lo strumeto utilizzato in questa tesi per creare un cluster a 
nodo singolo su una macchina virtuale. Quindi dopo averlo scaricato 
dall’apposito sito [16] si lancia sul terminale con il comando “minikube 
start”. 
 
Figura 5 Avvio dello strumento Minikube 
Come prima cosa si può verificare la creazione del nodo sul quale poi 
si lavorerà con il comando: 
“ kubectl get nodes” 
Il risultato di questa ricerca è mostrato nella seguente immagine.  
produttore 
engine 
db 
aggregatore consumatore 
count(To)=0 
count(Tn) 
= 
count(Tn-1)+1 
sum(To)=0 
sum(Tn) 
= sum(Tn-1) + 
+count(Tn) 
Sum (Tn) 
count (Tn) 
co
un
t 
(T
n)
 sum
 
(Tn) 
sum
 (T
n) 
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Figura 6 Risposta al comando "kubectl get nodes" 
Creazione dei deployment/pod 
Per la realizzazione dei deployment e di conseguenza dei relativi pod si 
possono percorrere diverse strade equivalenti:  
• Riga di codice su terminale 
• Documento JSON 
• Documento YAML (opzione utilizzata in questa tesi) 
 
Figura 7 Esempio di file YAML nel quale sono presenti le informazioni su come deve essere creato il deployment del DB Virtuoso 
Questo è il file che crea il deployment del database. Contiene tutte le 
informazioni necessarie al nostro scopo (si potrebbero specificare altre 
caratteristiche), da notare:  
• “replicas:1” indica quanti pod differenti,  ma tutti uguali a livello 
di funzionalità, questo deployment dovrà creare; è l’informazione 
che permette di scalare l’applicazione. 
• “image: tenforce/virtuoso:1.3.1-virtuoso7.2.2” indica l’immagine 
Docker che si utilizza per creare il container. 
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• “containerPort: 8890”: è la porta per accedere a questo container. 
Infine, per eseguire il file ci sono due opzioni: tramite dashboard 
oppure tramite la riga di comando “kubectl apply -f <nome file 
yaml>.yaml”. 
 
Creazione dei service 
Ogni pod necessita di comunicare con alcuni degli altri,  per questo 
vengono utilizzati i  service. In questa tesi si utilizzerà quello di tipo: 
“NodePort”. 
 
Figura 8 File YAML per la creazione di un service di tipo NodePort 
Nella Figura 8 si vede il file yaml utilizzato per creare il service del 
engine. Si vedono due porte perché una è quella per i dati in ingresso 
(publish) e l’altra è utilizzata per i dati in uscita (subscribe). Per 
ciascun “passaggio” di dati ci sono a sua volta due porte: “Port” indica 
la porta riconosciuta dal container interno al pod; ”NodePort” è la porta 
che si vede dall’esterno quando il servizio espone l’app. 
 
Il comando kubectl 
 
In questo sotto-capitolo vengono riportati alcuni dei comandi da 
terminale kubectl spesso utilizzati in questa tesi.  
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• Visualizzazione dei pod: “kubectl get pods”. 
Come si può notare nella seguente figura, la risposta a questo 
comando è la visualizzazione di tutti i  pod presenti con i relativi 
nomi, replicaset, status: running corrisponde al corretto 
funzionamento; restarts indica quante volte è stato riavviato 
automaticamente il pod, ed infine l’età del pod.   
 
Figura 9 Comando "kubectl get pods" e relativa risposta 
  
• Visualizzazione dei deployment: “kubectl get deployment”. 
Questo comando serve a visualizzare tutti i  deployment presenti. 
Anche in questo caso viene visualizzato il nome, mentre “ready”, 
il  quale indica quante replica set nasceranno da ciascun 
deployment, segue il modello pronti/richiesti.  “Up-to-date” indica 
il numero di repliche aggiornate per raggiungere lo stato 
desiderato, mentre “available” indica le repliche disponibili per 
gli utenti; infine viene visualizzata l’età dei deployment. 
 
Figura 10 Comando "kubectl get deployment" e relativa risposta 
• Visualizzazione dei service: “kubectl get service”. 
Questo comando viene utilizzato per visionare tutti i  service 
presenti, con le relative caratteristiche: nome, “type”, il  quale 
indica la tipologia di service che, come già detto, in questo caso è 
di tipo “NodePort”. “Cluster-ip” indica l’ip unico del cluster su 
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cui è posizionato il pod relativo; mentre “external-ip”: visualizza 
l’ip che serve per accedere dall’esterno (in questo caso non è 
presente). “Port(s)” indica le porte utilizzate dal service per 
esporre il pod, (<porta interna dell’applicazione>:<nodeport del 
service>; fondamentali entrambe altrimenti l’informazione non 
riesce ad avere il giusto passaggio per accedere al pod) e TCP 
indica il tipo di protocollo, infine anche in questo caso l’età del 
service.  
 
Figura 11 Comando "kubectl get service" e relativa risposta 
 
• Visualizzazione dell’esecuzione dell’applicazione: 
 “kubectl logs <nome del pod>”. 
Con questo comando è possibile visualizzare sul terminale il 
corretto funzionamento dell’applicazione. Nella seguente figura è 
riportata l’esecuzione del produttore. E’ importante notare che 
viene visualizzato il contenuto eseguito fino al momento in cui è 
lanciato il comando. Nel caso in cui le applicazioni siano 
dinamiche e quindi, come in questo caso, un nuovo numero venga 
prodotto in ogni secondo, non verranno visualizzati i  numeri 
prodotti temporalmente dopo l’esecuzione del comando sopra 
riportato. 
 15 
 
Figura 12 Comando "kubectl logs <nome del pod>" e relativa risposta 
Un’altra opzione per vedere dinamicamente l’esecuzione 
dell’applicazione è il comando “kubectl attach <nome del pod>”. 
In questo caso, fino al momento in cui sul terminale non venga 
stoppato il comando, si vedranno comparire sequenzialmente i 
numeri prodotto dal pod. 
 
Figura 13 Comando "kubectl attach <nome del pod>" e relativa risposta 
• Apertura automatica sul browser della dashboard:  
“minikube dashboard”. 
Questo comando permette di creare il link e quindi di aprire la 
dashboard del cluster. Il terminale sul quale si esegue il comando 
dovrà essere dedicato solamente a questa operazione, in caso 
contrario la dashboard smetterà di funzionare. 
 
Figura 14 Comando "minikube dashboard" 
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Figura 15 Visione generale della dashboard di Kubernetes 
 
Notare in Figura 15 l’indirizzo web utilizzato per aprire la dashboard 
ed il bottone “+” per aggiungere file yaml, e caricarli direttamente 
dal computer.  
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         Google Kubernetes Engine (GKE) 
 
 
Google Cloud Platform 
 
 Google Cloud Platform è la piattaforma lanciata da Google nel 
2011. Fornisce servizi su vasta scala tra cui: machine learning, 
intelligenza artificiale, big data, gestione e distribuzione di 
applicazioni. La piattaforma è a pagamento, eccetto una prova gratuita 
iniziale usufruibile da tutti gli utenti che si approcciano ad essa.  
Tra i servizi principali offerti ci sono Google App Engine, Google 
Compute Engine, Google Kubernetes Engine. 
Google App Engine consente agli utenti di distribuire il  codice delle 
loro applicazioni senza dover più pensare alla fase di distribuzione, in 
quanto è gestita dalla piattaforma che crea più istanze se l’applicazione 
ha grande richiesta, lasciando al programmatore il solo impegno nello 
sviluppo del codice. 
Google Compute Engine si occupa di mettere a disposizione macchine 
virtuali altamente personalizzabili dagli utenti.  Questa sezione della 
piattaforma consente l’utilizzo di container per la distribuzione di 
applicazioni. Google Kubernetes Engine è la sezione in cui si utilizza il 
software Kubernetes (di proprietà Google) per la gestione, 
distribuzione ed orchestrazione di applicazioni. In questa sezione, che è 
quella utilizzata in questa tesi, molti aspetti,  come i codici da 
utilizzare, l’impostazione dei cluster, le modalità in cui vengono gestiti  
i  container, sono identici a quelli trattati nel capitolo precedente. 
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Introduzione a Google Kubernetes Engine 
 
Google Kubernetes Engine è quella sezione della Google Cloud 
Platform finalizzata all’utilizzo di Kubernetes per la gestione, 
orchestrazione e distribuzione di applicazioni containerizzate. Google 
porta diversi vantaggi rispetto all’utilizzo di Kubernetes in locale: 
• Identità di accesso: ogni utente può accedere da qualsiasi 
computer attraverso il login e sarà abilitato al suo ruolo. 
• Opzioni cluster: nel momento in cui si crea un nuovo cluster lo si 
può sviluppare conforme alle proprie esigenze scegliendo il luogo 
geografico dove crearlo, quantità di memoria, quantità di CPU, 
quantità di RAM da dedicare al cluster. 
• Scalabilità automatica: verso l’alto o verso il basso in base alle 
richieste. 
• Upgrade automatico: permette di mantenere il cluster sempre 
aggiornato alla nuova release di Kubernetes, ovviamente fino a 
che il cluster supporta le nuove versioni. 
• Limite di risorse: Kubernetes permette di dedidicare una quantità 
specifica di CPU e di memoria (RAM) per ogni pod, così da 
organizzare al meglio i carichi di lavoro nel cluster. 
• Monitoraggio costante delle attività visibile sulla dashboard. 
• Fatturazione al secondo: si paga il servizio in base al tempo di 
utilizzo al secondo. 
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Cluster di prova 
 
Dopo aver testato il corretto funzionamento del cluster di prova su 
Kubernetes localmente, si è importato il medesimo cluster su Google 
Kubernetes Engine. 
Come primo passaggio ci si deve registrare su Google Cloud Platform 
con un account che poi permetterà di accedere e ritrovare sempre il 
progetto nella situazione in cui lo si era lasciato, anche a distanza di 
diverso tempo (mesi attestato). Allo stesso account è inviata la mail di 
fatturazione. 
Creazione del cluster 
 
Dopo aver effettuato l’accesso sulla piattaforma ci si trova in una 
schermata in cui si deve cliccare il pulsante “menù di navigazione” >  
“kubernetes engine” > “cluster”.  
 
 
 
 
 
 
 
 
Figura 16 Percorso per creare un cluster 
A questo punto si clicca il bottone “crea Cluster”. Nella nuova 
schermata bisogna selezionare alcune caratteristiche del cluster (di 
seguito sono riportate le caratteristiche consigliate da Google per 
creare un cluster poco costoso, utilizzate anche in questa prova):  
 
•   Nome del cluster: my-first-cluster-1 
•   Zona del cluster: us-central1-c 
•   Versione: canale di rilascio rapido invece della versione 
predefinita 
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•   Tipo di macchina: g1-small invece di n1-standard-1 
•   Dimensioni del disco di avvio: 32 GB invece di 100 GB 
•   Scalabilità automatica: disabilitata 
•   Kubernetes Engine Monitoring: disabilitato 
 
Infine si clicchi il pulsante “crea cluster” .  
Ora accedendo sulla sezione “Kubernetes engine” > “cluster” ci si 
ritrova il cluster appena creato e selezionandolo si ritrovano le 
caratteristiche scelte nel momento della creazione. Si deve considerare 
che alcune di esse potranno essere modificate in seguito, mentre altre 
rimarranno invariate, come per esempio la zona del cluster. Da questa 
pagina si può anche scegliere di eliminare il cluster cancellandolo dai 
server e bloccando la relativa fatturazione (bisogna tenere in 
considerazione che mentre ci sono carichi di lavoro attivi verrà 
addebitato un costo all’utente, quindi si consiglia sempre di eliminare 
tutto quello che non si utilizza più). 
 
Importazione del sistema di prova 
 
A questo punto occorre aprire la cloud shell di Google con un bottone 
sulla schermata in alto a destra. 
 
 
Figura 17 Bottone di attivazione della cloud shell 
 
 
Figura 18 Schermata all'apertura della cloud shell 
 21 
Nella cloud shell i  comandi utilizzati nel precedente capitolo su 
Kubernetes rimangono validi quindi, per esempio, se si digitasse il 
comando “kubectl get pods” il risultato sarebbe la visualizzazione dei 
pod presenti nel progetto. 
 
 
 
Figura 19 Esecuzione del comando "kubectl get pods" 
Per importare o scrivere i file yaml ci sono due possibilità: scriverli 
direttamente tramite l’editor oppure importarli dal computer attraverso 
“espandi” > “carica file” (in Figura 18 sono cerchiate le due possibilità). 
I file yaml utilizzati in questo approccio sono gli stessi utilizzati nel 
capitolo 1, quindi non saranno riportati nuovamente. 
Anche in questo caso vengono creati i  cinque deployment, con i relativi 
pod, e i cinque service che permettono di far comunicare tra loro i pod. 
Caricato il sistema di prova per verificare il corretto funzionamento si 
consiglia di lanciare il consumatore, ultimo anello nella catena, che se 
funzionante garantisce il corretto funzionamento dell’intero sistema. Il 
comando da utilizzare è: ”kubectl attach <nome pod>”. 
Nella schermata si vede il consumatore che ogni volta che riceve il dato 
aggiornato dal SEPA lo scrive, come riportato in Figura 20. 
 
 
 
Figura 20 Utilizzo del comando "kubectl attach <nome pod>" 
GKE dashboard 
 
La dashboard della piattaforma Google Cloud è molto più completa di 
quella utilizzata da Kubernetes. 
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La schermata iniziale, alla quale si ritorna da qualunque posizione 
cliccando “Google Cloud Platform”, mostra le caratteristiche di base 
del progetto, quali: 
• Informazioni sul progetto (nome, id, numero) 
 
 
Figura 21 Finestra di informazioni sul progetto nella dashboard 
 
• Risorse utilizzate 
• Stato di Google Cloud Platform 
• Fatturazione 
• API: grafico richieste/secondo. 
 
 
Figura 22 Finestra API nella dashboard 
• Compute engine: CPU%, cioè monitora costantemente l’utilizzo di 
CPU.    
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Figura 23 Finestra Compute Engine nella dashboard 
 
Per entrare nella sezione specifica del progetto in esame si deve 
accedere alla sezione riservata a Kubernetes Engine cliccando i 
bottoni: “menù di navigazione” > “Kubernetes Engine”. 
 
 
Figura 24 Menù della sezione Kubernetes Engine 
Le voci del menù utilizzate in questa tesi sono: Cluster, Carichi di 
lavoro, servizi e Ingress, Archiviazione. 
Accedendo relativamente a carichi di lavoro e servizi si trovano i 
deployment ed i service creati fino a quel momento (esempio Figura 
25). 
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Figura 25 Visualizzazione dei deployment attraverso la voce "carichi di lavoro" 
 
Esposizione delle porte in rete 
 
Come già descritto in precedenza si è utilizzato il service di tipo 
“NodePort”, in quanto assicura ad ogni pod una porta ben definita ed 
unica poiché la si può scegliere personalmente. Inoltre, questo tipo di 
service garantisce una esposizione sia dentro il cluster, quindi tra i pod 
stessi, sia sulla rete. Questo consente di poter accedere anche 
dall’esterno del cluster all’applicazione. Per potervi accedere bisogna 
conoscere l’indirizzo IP e la porta da digitare nella barra degli indirizzi 
sul browser. 
Esiste una procedura per poter esporre il servizio in rete ed è la 
seguente: 
• digitare sul terminale il comando: ”kubectl get nodes --output 
wide” la cui relativa risposta è visualizzare le caratteristiche dei  
nodi, tra cui l’IP esterno di interesse per questo scopo. 
Figura 26 Risposta al comando "kubectl get nodes -output wide" 
  
• digitare il seguente comando:  
“gcloud compute firewall-rules create <nome del permesso> 
 --allow tcp:<porta del nodo>” . 
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Questo comando crea le firewall-rules per permettere un traffico 
TCP sulla porta indicata. 
Per verificare la corretta esposizione occorre scrivere sulla barra 
degli indirizzi del browser: “external ip:nodeport”. Per esempio in 
questo caso verifico l’esposizione del db virtuoso, il  cui external 
IP è: 34.65.136.66; mentre la porta è: 30012. Quindi digitando sul 
browser: “34.65.136.66:30012” si vedrà aprire la pagina di 
Virtuoso, come rappresentato in  Figura 27. 
 
 
Figura 27 Accesso alla pagina di amministrazione del DB Virtuoso 
 
Volumi di memoria 
 
Il  volume di memoria è una sezione che  permette di salvare dei dati ,  
che non vanno persi qualora un pod venisse rigenerato.  
In questo caso il database è l’applicazione che deve mantenere i dati 
altrimenti il  SEPA ogni volta che il pod db dovesse decadere 
perderebbe tutte le informazioni passate. 
In questo caso come primo passaggio si deve creare un volume. In 
particolar modo bisogna creare un “PersistentVolumeClaim”, cioè una 
richiesta di volume permanente, nella quale si specifica la modalità di 
utilizzo e la quantità di spazio da dedicare. In Figura 28 si può vedere il 
file yaml utilizzato per creare un “PersistentVolumeClaim”. 
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Figura 28 Esempio di file YAML per creare un PersistentVolumeClaim 
Da notare nel file in Figura 28 le voci: 
• “accessMode” nella quale va specificata la modalità di utilizzo. In 
questo caso si utilizza “ReadWriteOnce”, cioè il volume è 
utilizzato in lettura e scrittura da un solo nodo. In alternativa si 
può utilizzare “ReadWriteMany”, cioè il volume è utilizzabile in 
lettura e scrittura da più nodi. Infine “ReadOnlyMany” indica 
l’utilizzo del volume in sola lettura da più nodi. 
• “storage” nel quale va indicato la quantità di memoria da dedicare 
in questo volume. 
Una volta scritto il file yaml come sempre per applicarlo si digita sul 
terminale: “kubectl apply -f persistentvolumeclaim.yaml”. 
Una volta creato lo si dovrebbe trovare anche nella voce del menù 
“Archiviazione” (visibile anche in Figura 24). 
A questo punto bisogna modificare il deployment del db per fare in 
modo che si specifichi il  salvataggio di dati su questo volume 
persistente. In Figura 29 si vede il nuovo file yaml del db utilizzato per 
salvare i dati sul volume permanente. 
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Figura 29 Esempio di file YAML per creare un pod che utilizzi persistent volume claim precedentemente creata per slavare i dati 
generati dall'applicazione 
 
In questo file si può vedere che rispetto alla Figura 7 sono state aggiunte 
le voci: “volumeMounts” che specifica il percorso da seguire per 
inviare i dati e “volumes” che specifica il volume da utilizzare. 
Verifica corretto funzionamento dei volumi 
  
Per verificare il corretto funzionamento del sistema si deve in primo 
luogo accedere al SEPA e inserire dei dati.  Si deve cercare sul browser 
l’indirizzo http://mml.arces.unibo.it/apps/dashboard/ ,  cioè la 
dashboard del SEPA. Nella prima schermata che si vede in Figura 30, 
viene caricato un file jsap nel quale sono contenute le informazioni di 
configurazione; in particolare il file contiene l’indirizzo IP e le porte 
alle quali deve accedere, che sono le stesse esposte come spiegato 
precedentemente. 
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Figura 30 Pagina di configurazione del SEPA 
 
Ora si inseriscono per esempio degli utenti andando nella sezione 
“update” > “register_users”. 
 
Figura 31 Modalità di inserimento di nuovi dati 
Poi si verifica che nelle sezioni ”subscribe” e “query” ci siano i 
risultati degli inserimenti precedentemente effettuati.  E’ importante che 
la verifica venga fatta in entrambe le voci così che vengano testate le 
due porte, e quindi le relative esposizioni sulla rete utilizzate dal 
SEPA. 
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Figura 32 Verifica degli utenti inseriti precedentemente 
 
Infine rigenerando il pod db (eliminando il pod dalla dashboard, esso si 
rigenera automaticamente) e, tornando sul SEPA, si vedrà che non sono 
stati persi i  dati inseriti precedentemente, cioè quelli salvati dal 
vecchio pod sul volume permanente. 
 
Costi 
 
L’utilizzo di Google Kuberntes Engine (GKE) non è gratuito a meno di 
una prova iniziale di 12 mesi e del valore di 300€. Di seguito verrà 
riportato il costo di questa esperienza. Il costo si basa prettamente sulle 
attività svolte: memoria utilizzata, quantità di cpu richiesta, 
localizzazione del cluster, durata dell’esistenza del cluster sulla 
piattaforma. 
Un mese di attività di questo specifico sistema di prova sulle 
piattaforme Google è costato 166,11€. 
 
 
 
Figura 33 Spesa di crediti nel mese di Giugno 
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Chiaramente questi crediti vengono sottratti dai 300 iniziali di prova 
gratuita, infatti il  nostro account di fatturazione non ha avuto spese 
come attesta anche la mail inviata da Google all’indirizzo di 
fatturazione. 
 
 
Figura 34 Mail contenente la fattura del nostro account 
 
 
Figura 35 Andamento giornaliero delle spese 
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          SWAMP su Google Kubernetes Engine 
 
 
Introduzione a SWAMP 
  
SWAMP (Smart Water Management Platform) [24] è una piattaforma 
che si occupa di gestire al meglio le risorse idriche in agricoltura. 
Questa piattaforma si basa su: IoT (Internet Of Things), analisi dei 
dati,  dispositivi autonomi e  altre tecnologie correlate. Lo scopo 
principale è quello di creare un sistema di irrigazione intelligente ad 
alta precisione, che distribuisce la giusta quantità di acqua alle colture 
senza eccedere né scarseggiare.  
 
Figura 36 Descrizione del progetto SWAMP (fonte [26]) 
Per fare questo si utilizza una serie di sensori e droni, come per 
esempio: sensori per prelevare la quantità di acqua nei canali e sensori 
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per l’umidità presente nel terreno. Si intrecciano i dati con altre 
informazioni, come le previsioni meteo e dati ARPAE Emilia-Romagna 
[26] sull’umidità dei terreni, e infine si ottiene la quantità giusta di 
acqua da distribuire.  
Questa tecnologia al momento è stata implementata nelle zone limitrofe  
a Reggio Emilia dove sono stati mappati tutti i  campi con le relative 
colture. 
 
Figura 37 Mappa che mostra le richieste di irrigazioni per i vari campi nella zona del pilot Italiano di Reggio Emilia 
 
Per accedere in modo diretto a tutti i  dati monitorati si deve consultare 
il sito SWAMP al link [25]. In questo sito si possono vedere: tutti i  
campi presenti (Figura 37), e il loro utilizzo, le previsioni meteo in tempo 
reale, la quantità di acqua negli acquedotti e tutte le informazioni 
necessarie al sistema. Questo sito si basa sulla tecnologia del SEPA, in 
questo modo si possono eseguire delle query per conoscere i dati 
raccolti e anche lo storico. 
 33 
 
Figura 38 Pagina Web in cui si vedono le condizioni meteo e la quantità di acqua necessaria per irrigare questo campo 
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Sistema SWAMP 
 
La Figura 39  mostra tutti i  container presenti nello sviluppo di SWAMP 
su GKE. Essa, inoltre, fa vedere anche tutti i  collegamenti tra i vari 
pod. 
   
 
 
 
 
 
 
 
 
   Sensori MQTT 
  
      
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
     
                                    
                    
 
Figura 39 Schema riassuntivo delle componenti del sistema SWAMP 
 
Swamp mapper 
Observation 
logger 
Meter mapper Lepida mapper 
Guaspari 
mapper 
Default mapper MQTT IoT 
agent 
 
SEPA 
Db Virtuoso File di memoria e setup 
Criteria 
CBEC 
WDA 
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Di seguito vengono riportati tutti i  software presenti nel sistema con i 
relativi riferimenti  Docker Hub  e  Git Hub. 
Componente Link Docker Hub 
Applicazione MQTT che si occupa di prelevare i dati dei sensori provenienti da varie fonti. 
L’applicazione si collega a vari broker MQTT e consente di mappare i messaggi in dati semantici. 
GitHub: ht tps : / /g i thub.com/arces-wot /SEPA-Mqt t Io tAgent  
MQTT IoT Agent ht tps : / /hub.docker .com/r / l rof f ia /swamp-mqt t io tagent  
SWAMP mapper ht tps : / /hub.docker .com/r / l rof f ia /swamp-swampmapper  
METER mapper ht tps : / /hub.docker .com/r / l rof f ia /swamp-metermapper  
LEPIDA mapper ht tps : / /hub.docker .com/r / l rof f ia /swamp-lepidamapper  
Default mapper ht tps : / /hub.docker .com/r / l rof f ia /swamp-defaul tmapper  
Guaspaeri mapper ht tps : / /hub.docker .com/r / l rof f ia /swamp-guaspar imapper  
Storicizza i dati 
GitHub: ht tps : / /g i thub.com/arces-wot /SEPA-Mqt t Io tAgent  
Observation Logger ht tps : / /hub.docker .com/r / l rof f ia /swamp-observat ionlogger  
Il motore del sistema 
GitHub: ht tps : / /g i thub.com/arces-wot /SEPA 
SEPA ht tps : / /hub.docker .com/r /a lessandramanzel l i /engine 
I l  database a grafo 
Gi tHub:  h t tps : / /g i thub.com/openl ink/vi r tuoso-opensource 
DB VIRTUOSO ht tps : / /hub.docker .com/r / tenforce/vi r tuoso 
Si occupa di prelevare i dati di irrigazione dal DB gestito dal CBEC (Consorzio Bonifica Emilia 
Centrale) 
GitHub: ht tps : / /g i thub.com/arces-wot /swamp-cbec 
CBEC adapter ht tps : / /hub.docker .com/r / l rof f ia /swamp-cbec- i r r iga t ion 
E’ l’applicazione Web per l’utente finale 
GitHub: ht tps : / /g i thub.com/arces-wot /SEPAview 
WDA (Water Distribution 
Application) 
ht tps : / /hub.docker .com/r / l rof f ia /swamp-wda 
Implementa il modello di bilancio idrico del suolo ed è fornita da ARPAE [28] 
GitHub: ht tps : / /g i thub.com/arces-wot /Cr i ter iaSWAMPService 
CRITERIA ht tps : / /hub.docker .com/r / l rof f ia /swamp-cr i ter ia  
Tabella 1 Docker containers dell'applicazione SWAMP 
 
Di seguito vengono riportati i  file yaml utilizzati per creare i 
deployment dei relativi software. Non vengono riportati quello del db e 
quello di SEPA, in quanto sono uguali a quelli riportati nei capitoli 
precedenti.  
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Figura 40 File YAML per il deployment di SWAMP mapper (sinistra), file YAML per il deployment di Observation logger (destra) 
   
Figura 41 File YAML per il deployment di MQTT Agent (sinistra), file YAML per il deployment di METER mapper (destra) 
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Figura 42 File YAML per il deployment di LEPIDA mapper (sinistra), file YAML per il deployment di Guaspari mapper (destra) 
   
Figura 43 File YAML per il deployment di Default mapper (sinistra), file YAML per il deployment di CRITERIA (destra) 
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Figura 44 File YAML per il deployment di CBEC adapter (sinistra), file YAML per il deployment di WDA (destra) 
 
Di seguito vengono riportati i  file yaml utlizzati per creare i service dei 
relativi pod del sistema SWAMP anche in questo caso non vengono 
riportati quello di SEPA e  Virtuoso in quanto sono uguali a quelli 
trattati nel capitolo precedente. 
 
                       
Figura 45 File YAML per il service di SWAMP mapper (sinistra), file YAML per il service di Observation logger (destra) 
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Figura 46 File YAML per il service di MQTT IoT Agent (sinistra), file YAML per il service di METER mapper (destra) 
    
Figura 47 File YAML per il service di LEPIDA mapper (sinistra), file YAML per il service di Guaspari mapper (destra) 
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Figura 48 File YAML per il service di Default mapper (sinistra), file YAML per il service di CRITERIA (destra) 
 
   
Figura 49 File YAML per il service di CBEC adapter (sinistra), file YAML per il service di WDA (destra) 
 
 
 
 
 
 
 41 
Modalità di accesso remoto a file condivisi 
 
Si possono trovare diverse soluzioni per poter accedere a dei registri di 
memoria permanenti per salvare e mantenere alcuni dati utili  alle 
applicazioni contenute nei pod.  
Il primo di quelli provati in questa tesi è utilizzare i volumi permanenti 
e le relative richieste di volumi permanenti (persistent volume claim). 
In questo modo il modo il pod si collega al volume (che può avere 
capienza variabile a seconda del necessario), e lì  salva i suoi dati,  che 
rimarranno anche qualora il pod dovesse essere rigenerato. Questo caso 
è stato trattato nel paragrafo Volumi di memoria. 
Seconda possibilità è quella di utilizzare dei persistent disk. Ciò è 
simile all’utilizzo delle istanze nel filestore, ma permette di 
risparmiare molto a livello economico in quanto, una istanza minima è 
di un terabyte, mentre i disk possono essere della capienza che si 
sceglie nel momento della sua creazione. In questo caso bisogna creare 
un NFS (Network File Sistem) per permettere ai pod di accedere ai 
dischi. Come primo passaggio bisogne creare un disco, o tramite 
dashboard oppure tramite il comando: gcloud compute disks create --
size=<dimensione del disco>     --zone=<zona geografica del cluster> 
gce-nfs-disk. In seguito si deve creare il server NFS, il relativo service, 
persistent volume e persistent volume claim con file yaml visibili al 
link [28].  
Infine un’altra opzione è quella di utilizzare gli FTP container. Si deve 
creare una un volume persistente e una volume persistent claim e la si 
associa a questo container il quale fa solo da tramite grazie alla rete tra 
il locale e questo volume. 
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