U ser-generated content on social media platforms and product search engines is changing the way consumers shop for goods online. However, current product search engines fail to effectively leverage information created across diverse social media platforms. Moreover, current ranking algorithms in these product search engines tend to induce consumers to focus on one single product characteristic dimension (e.g., price, star rating). This approach largely ignores consumers' multidimensional preferences for products. In this paper, we propose to generate a ranking system that recommends products that provide, on average, the best value for the consumer's money. The key idea is that products that provide a higher surplus should be ranked higher on the screen in response to consumer queries. We use a unique data set of U.S. hotel reservations made over a three-month period through Travelocity, which we supplement with data from various social media sources using techniques from text mining, image classification, social geotagging, human annotations, and geomapping. We propose a random coefficient hybrid structural model, taking into consideration the two sources of consumer heterogeneity the different travel occasions and different hotel characteristics introduce. Based on the estimates from the model, we infer the economic impact of various location and service characteristics of hotels. We then propose a new hotel ranking system based on the average utility gain a consumer receives from staying in a particular hotel. By doing so, we can provide customers with the "best-value" hotels early on. Our user studies, using ranking comparisons from several thousand users, validate the superiority of our ranking system relative to existing systems on several travel search engines. On a broader note, this paper illustrates how social media can be mined and incorporated into a demand estimation model in order to generate a new ranking system in product search engines. We thus highlight the tight linkages between user behavior on social media and search engines. Our interdisciplinary approach provides several insights for using machine learning techniques in economics and marketing research.
Introduction
As social media and user-generated content (UGC) become increasingly ubiquitous, consumers rely on a large variety of Internet-based sources prior to making a purchase. However, although product search engines have access to lots of UGC (not only on their own site but also across other social media channels), they typically fail to effectively leverage and present such product information going beyond simple numerical ratings. Moreover, existing ranking algorithms typically induce consumers to focus on only one single product characteristic dimension (e.g., price, star rating, number of reviews). This rudimentary approach largely ignores consumer heterogeneity and their multidimensional product preferences.
In this paper, we propose a new ranking system for product search engines that aims to maximize the expected utility gain for consumers from a purchase. We instantiate our study by looking into the hotel industry. According to a study by comScore (Lipsman 2007) , more than 87% of customers rely on the online UGC to make purchase decisions for hotels, higher than any other product category. This situation motivates the need for a robust ranking mechanism on travel search engines that can more efficiently incorporate the publicly available knowledge within and across a large variety of social media platforms. Toward this goal, we propose a system that ranks each hotel according to the expected utility gain across the consumer population. The advantage of this system is that it uses consumer utility theory and 494 Marketing Science 31(3), pp. 493-520, © 2012 INFORMS characteristics theory (e.g., Fader and Hardie 1996) to design a scalar utility score with which to rank hotels while incorporating all the dimensions of hotel quality observed from diverse information sources. No established measures currently exist that quantify the economic impact of various internal (service) and external (location) characteristics on hotel demand. By analyzing UGC from social media, we are able to estimate consumer preferences toward different hotel characteristics and recommend products that provide the best value for money on an average.
We use a unique data set of hotel reservations from Travelocity.com. The data set contains complete information on transactions conducted over a threemonth period, from November 2008 to January 2009, for 1,497 hotels in the United States. We have data on UGC from three sources: (i) user-generated hotel reviews from two well-known travel search engines, Travelocity.com and TripAdvisor.com; (ii) social geotags generated by users identifying different geographic attributes of hotels from GeoNames.org; and (iii) user-contributed opinions on important hotel characteristics based on user surveys from Amazon Mechanical Turk (AMT). Moreover, because some location-based characteristics are not directly measurable based on UGC, we use image classification techniques to infer such features from the satellite images of the area. We then merge these different data sources to create one comprehensive data set that summarizes the location and service characteristics of all the hotels.
In the first step of our analysis, we determine the particular hotel characteristics customers value most and thus influence the aggregate demand of the hotels. Beyond the directly observable characteristics (e.g., the "number of stars") most third-party travel websites provide, many users also tend to value specific location characteristics, such as proximity to the beach or downtown. We incorporate satellite image classification techniques and use both human and computer intelligence (in the form of social geotagging and text mining of reviews) to infer these location features. In the second step, we use demand estimation techniques (Berry et al. 1995 , Berry and Pakes 2007 , Song 2011 to quantify the economic influence and relative importance of location and service characteristics. Our empirical modeling and analyses enable us to compute the "expected utility gain" from a particular hotel based on the estimation of price elasticities and average utilities. In the third step, we use this measure of expected utility gain to propose a new ranking system in which a hotel that provides a comparably higher average utility gain would appear at the top of the list displayed by a travel search engine. By doing so, we can provide customers with the "best-value" hotels early on, thereby improving the quality of online hotel search. In the final step, we validate the superiority of our proposed ranking system by conducting online experiments across 7,800 users on AMT, across six different cities based on a number of benchmark systems.
Our key results are as follows: 1. Five location-based characteristics have a positive impact on hotel demand: the number of external amenities, presence near a beach, presence near public transportation, presence near a highway, and presence near a downtown area. The textual content and style of reviews also demonstrate a statistically significant association with demand. Reviews that are less complex, have shorter words, and have fewer spelling errors influence demand positively, as do reviews with more characters and those written in simple language. Consumers prefer hotels with reviews that contain objective information (such as factual descriptions of hotels) rather than subjective information, indicating they trust third-party information over descriptions provided by the hotels. Consumers also prefer to stay in hotels with reviews written in a "consistent objective style" rather than a mix of objective and subjective sentences.
2. We examine interaction effects between travel purpose, price, and hotel characteristics. Business travelers are the least price sensitive, whereas tourists are the most price sensitive. In addition, business travelers have the highest marginal valuation for hotels located closer to a highway and with easy access to public transportation. In contrast, romance travelers have the highest marginal valuation for hotels located closer to a beach and those with a high service rating.
3. A comparison between the model that conditions on the UGC variables and a model that does not shows that the former outperforms the latter in both in-sample and out-of-sample analyses. Additional model fit comparisons suggest that the model's predictive power is weakest when excluding all the location variables, followed by the service variables, and then the UGC variables. Moreover, within the set of UGC variables, we find textual information (e.g., text features, review subjectivity, readability) has a significantly higher impact than numerical information on the model's predictive power.
There are three key contributions of this paper. First, we illustrate how researchers can mine UGC from multiple and diverse sources on the Internet to examine the economic value of different product attributes, using a structural model of demand estimation. Customers today make their decisions in an environment with a plethora of available data. Some consumers might research a hotel using tour guides and mapping applications, or they may consult online review sites to determine a hotel's quality and amenities. To replicate this decision-making 495 environment, we construct an exhaustive data set, collecting information from a variety of sources and using a variety of methodologies, such as text mining, on-demand annotations, and image classification. We demonstrate the marginal contribution from different information sources by conducting model fit comparisons between models that condition for one set of variables versus another.
Second, our empirical estimates enable us to propose a new ranking system for hotel search based on the computation of each hotel's expected utility gain, which measures the "net value" a consumer gets from the transaction. The key notion is that in response to a search query, the system would take into account consumers' multidimensional preferences in order to recommend and rank higher those hotels that provide a higher "value for money." Thus, our paper shows how businesses can leverage UGC in social media to generate a ranking system in product search engines that improves the quality of choices available to consumers. The methodological approach used in this paper can be applied toward ranking any product or service that has multiple attributes, and hence the applicability of this paper is very wide. This is also the first study that demonstrates the linkages between user behavior on social media platforms and search engines.
Third, to evaluate the quality of our ranking technique, we conducted several user studies based on online surveys on AMT across six different markets in the United States. Using 7,800 unique user responses for comparing different rankings, we unequivocally demonstrate that our proposed ranking system performs significantly better than several baseline-ranking systems currently used by travel search engines. A follow-up survey reveals that users strongly preferred the diversity of the retrieved results, given that the list produced by our method consisted of a mix of hotels cutting across several price and quality ranges. This finding indicates that customers prefer a list of hotels with each specializing in a variety of characteristics, rather than a variety of hotels with each specializing in only one characteristic. Besides providing consumers with direct economic gains, such a ranking system can lead to nontrivial reductions in consumer search costs. Furthermore, directing customers to hotels that are better matches for their interests can lead to increased usage of travel search engines.
The rest of this paper is organized as follows. Section 2 discusses related work and places our work in the context of prior literature. Section 3 discusses the work related to the data preparation, including the methods used to identify important hotel characteristics, the steps undertaken to conduct the surveys on AMT to elicit user opinions, and the text-mining techniques used to parse user-generated reviews. Sections 4 and 5 provide an overview of our econometric approach and discuss empirical results, respectively. Section 6 discusses how one can apply our approach to design a real-world application, such as a ranking system for hotel search. Section 7 concludes.
Prior Literature
Our paper draws from multiple streams of work. A key challenge is to bridge the gap between the textual and qualitative nature of review content and the quantitative nature of discrete choice models. With the rapid growth and popularity of the UGC on the Web, a new area of research has emerged that applies text-mining techniques to product reviews. The first stream of this research focused on the sentiment analysis of product reviews (Hu and Liu 2004 , Pang and Lee 2004 , Das and Chen 2007 . This focus stimulated additional research on identifying product features in which consumers expressed their opinions Liu 2004, Scaffidi et al. 2007 ). The automated extraction of product attributes has also received attention in the recent marketing literature (Lee and Bradlow 2011) .
Meanwhile, the hypothesis that product reviews affect product sales has received strong support in prior empirical studies (e.g., Godes and Mayzlin 2004 , Chevalier and Mayzlin 2006 , Liu 2006 , Dellarocas et al. 2007 , Duan et al. 2008 , Forman et al. 2008 , Moe 2009 ). However, these studies focus only on numeric review ratings (e.g., the valence and volume of reviews) in their empirical analysis. Researchers using only numeric ratings have to deal with issues such as self-selection bias (Li and Hitt 2008) and bimodal distribution of reviews (Hu et al. 2006) . More importantly, the matching of consumers to hotels in numerical rating systems is not random. A consumer only rates the hotel she frequents (i.e., the one that maximizes her utility). Consequently, the average star rating for each hotel need not reflect the population's average utility. Because of the above drawbacks, the average numerical star rating a product receives may not convey a lot of information to a prospective buyer.
To the best of our knowledge, only a handful of empirical studies have formally tested whether the textual information embedded in online UGC can have an economic impact. Ghose et al. (2009) estimate the impact of buyer textual feedback on price premiums sellers charge in online secondhand markets. Eliashberg et al. (2007) combine natural-language processing techniques and statistical learning methods to forecast the return on investment for a movie, using shallow textual features from movie scripts. Netzer et al. (2012) combine text mining and semantic network analysis to understand the brand associative Marketing Science 31(3), pp. 493-520, © 2012 INFORMS network and the implied market structure. Decker and Trusov (2010) use text mining to estimate the relative effect of product attributes and brand names on the overall evaluation of the products.
None of these studies focuses on estimating the impact of user-generated product reviews on influencing product sales beyond the effect of numeric review ratings, which is one of the key research objectives of this paper. Controlling for the volume of blog posts, Dhar and Chang (2009) show that changes in the number of friends of an artist are correlated with sales of music albums. The papers closest to ours are Ghose and Ipeirotis (2011) and Archak et al. (2011) , who explore multiple aspects of review text to identify important text-based features and to study their impact on review helpfulness and product sales Ipeirotis 2011, Archak et al. 2011) . However, these studies do not have data on actual product demand and do not use structural models, nor do they examine the use of UGC in developing a ranking system for product search in online markets.
Our work is related to models of demand estimation such as BLP (Berry et al. 1995) . Because of the limitations of the product-level "taste shock" in logit models, Berry and Pakes (2007) proposed a new model based on pure product characteristics. The pure characteristics model (hereafter, PCM) differs from the BLP model in the sense that it does not contain the product-level taste shock. It describes the consumer heterogeneity, based purely on consumers' different tastes toward individual product characteristics, without consideration of the tastes of certain products as a whole (i.e., brand preferences). However, as Song (2011) points out, whether one should introduce the product-level taste shock depends on the context of the market. Keeping in mind the two levels of consumer heterogeneity introduced by different travel categories (i.e., family trip, romantic trip, or business trip) and different hotel characteristics, we propose a random coefficients-based hybrid structural model to identify the latent weight distribution consumers assign to each hotel characteristic. The outcome of our analysis enables us to compute each hotel's expected utility gain and rank the hotels accordingly on a travel search engine.
Finally, our paper is related to the work in online recommender systems. By generating a novel ranking approach for hotels, we aim to improve the recommendation strategy for travel search engines and provide customers with the "best-value" hotels early on in the search process. The marketing literature has proposed several model-based recommendation systems to predict preferences for recommended items (Ansari et al. 2000 , Ying et al. 2006 , Bodapati 2008 . A more recent trend along this line is adaptive personalization systems (Ansari and Mela 2003 , Rust and Chung 2006 , Chung et al. 2009 ).
Data Description
Our data set, compiled from various sources, consists of observations from 1,497 hotels in the United States. We have three months of hotel transaction data from Travelocity.com (November 1, 2008 to January 31, 2009 ) that contains the average transaction price per room per night and the total number of rooms sold per transaction.
Our work leverages three types of UGC data:
• on-demand user-contributed opinions through Amazon Mechanical Turk (AMT),
• location description based on user-generated geotagging and image classification, and
• service description based on user-generated product reviews.
We first discuss how we leverage AMT to collect information on user preferences for different hotel characteristics. Their responses suggest we can lump these characteristics into two groups: location and service. Once we identify the set of consumer preferences, we use other UGC to infer the external location characteristics, the internal service characteristics, and the textual characteristics of hotel reviews that can influence consumer purchases. We present the data sources, definitions, and summary statistics of all variables in Tables 1 and 2 .
Identification of Hotel Characteristics
Our analysis first requires knowledge of which aspects of a hotel are most important to consumers and therefore determine the aggregate prices of the hotels. We use a survey of potential hotel customers to identify these aspects.
To reach a wide demographic, we relied on AMT, an online marketplace used to automate the execution of micro tasks that require human intervention (i.e., cannot be fully automated using data-mining tools). Task requesters post simple micro tasks, known as hits (human intelligence tasks), in the marketplace. The marketplace provides proper control over the task execution, such as validation of the submitted answers or the ability to assign the same task to several different workers. It also ensures the proper randomization of the assignments of tasks to workers within a single task type. Each user receives a small monetary compensation for completing the task.
Our main goal was to obtain a diversity of consumer opinions. Therefore, we wanted to first ensure the participants were representative of the overall Internet population. Therefore, we constructed a survey in which we asked AMT workers to provide We also asked them how much time they spend every week on AMT, how much work they complete, how much payment they receive, and their reasons for participating on AMT. We conducted the survey monthly for six months and found the results were robust. The results of the survey indicate that most of the workers-70% to 80%-are based in the United States. More than 60% of the workers had a university education, and more than 15% of them had graduate degrees. The age of the workers varied widely but with an overrepresentation of young ages (21-30). Because the participants are therefore marginally younger than the overall Internet population, their income levels are lower and they have smaller families. Overall, despite some differences, we see that the AMT population is generally representative of the overall U.S. Internet population and more representative than surveys conducted using only locally available participants. 1 We also asked survey participants about their previous experiences with Travelocity.com. Of the 92.5% that had visited the website before, 55% had made hotel reservations.
Having determined that AMT workers are representative of the general Internet user population, we used them as the sample for our following survey. As part of this survey, we asked 100 random AMT users which hotel characteristics they considered important. We grouped and coded the answers (see Table 1 ), identifying two broad categories of hotel characteristics:
1. location-based characteristics (e.g., near a beach, near a waterfront (lake/river), near public transportation, near downtown) and 2. service-based characteristics (e.g., hotel class, number of internal amenities).
Next, we describe how we use UGC to collect information about the variables that are either too difficult to collect otherwise (e.g., density of shops around the hotel) or are likely to be subjective (e.g., quality of service).
1 In Online Appendix G (at http://mktsci.journal.informs.org/), we provide the exact analysis of the survey and a comparison of the demographics, with the demographics of Internet users in the United States according to the data provided by comScore. To compensate for the differences in the population, we also stratified the responses from the sample based on demographics and placed appropriate weights on the responses so that the results would match the composition of the Internet user population in the United States.
Extraction of Location and
Service Characteristics For the location-based characteristics, we combine UGC with automatic techniques to scale our data collection and generate data sets that are comprehensive at the national and international levels (i.e., tens or hundreds of thousands of hotels). A first automatic approach is to use a service such as the Microsoft Virtual Earth Interactive SDK (software development kit) that enables us to compute location characteristics such as "near restaurants and shops" for a given hotel location on a map. Using the application programming interface from Microsoft, we can automatically perform such local search queries.
However, the presence of a characteristic such as "near a beach" or "near downtown" cannot be retrieved using existing mapping services. To measure such characteristics, we use a combination of user-generated geotagging and automatic classification of satellite images of areas near each hotel in our data set. The concept of geotagging has been popularized lately by photo-sharing websites on which users annotate their photos with the exact longitude and latitude of the location. The concept has been extended and is now used in "wiki"-style websites on which users annotate maps with tags such as "bridge," "lake," or "park." In our study, we extracted the location characteristics "near public transportation," "near a beach," and "near the downtown" via GeoNames.org. For the characteristics "near public transportation," "near a lake/river," and "near the interstate highway," we extracted the features using on-demand annotations from a set of workers from AMT. Such geotagging and on-demand annotations enable us to generate a richer description of each hotel's location, using features that are not directly available through existing mapping services.
Regardless of how comprehensive the tagging is, users may not have yet tagged all locations. Therefore, we need to leverage the tag database and allow for the automatic tagging of nontagged areas. We therefore use automatic image classification techniques of satellite images to tag location features that can influence hotel demand. See Online Appendix §F-1 for details. Finally, we collect the "crime rate" at the city level from the FBI website. It contains the total number of violent crimes (e.g., murder, aggravated assault) and property crimes (e.g., burglary, larceny theft, arson).
We use two broad service-based characteristics: hotel class is an internationally accepted standard ranging from one to five stars, representing low to high hotel grades; and the number of internal amenities includes, for example, indoor swimming pools, high-speed Internet, free breakfasts, hair dryers, and parking facilities. We extracted this information from TripAdvisor.com using fully automated 499 parsing. Because the website does not explicitly list hotel amenities, we retrieved them by following the link provided on the hotel Web page directing users to one of the hotel's partner websites (i.e., Travelocity.com, Orbitz.com, Expedia.com, Priceline.com, or Hotels.com) .
Extraction of Linguistic Style of
Customer Reviews We collected customer reviews from Travelocity.com. We also collected reviews from a neutral, third-party site and the world's largest online travel community, TripAdvisor.com, to account for the indirect influence of word of mouth. We collected all available online reviews and reviewers' information up to January 31, 2009 (the last date of transactions in our database).
Consistent with prior work, we use the total number of reviews and the numeric reviewer rating to control for word-of-mouth effects. In addition, given that the actual quality of reviews affects product sales, we looked into two text style features-subjectivity and readability, both of which can influence consumers' purchase decisions . For more details, see Online Appendix §F-2.
Five broad types of characteristics are present in this category: (i) total number of reviews, (ii) overall review rating, (iii) review subjectivity (mean and variance), (iv) review readability (the number of characters, syllables, and spelling errors; complexity; and SMOG index), and (v) disclosure of the reviewer's identity.
Model
In this section, we will discuss our random coefficients-based structural model and how we apply it to estimate the distribution of consumer preferences toward different hotel characteristics. The estimates from these analyses are then used toward computing the expected utility gain from each hotel, which, in turn, is used in designing the ranking system described in §6.
Model Setup
Our model is motivated directly by Song (2011) , who proposes a hybrid discrete choice model of differentiated product demand. Whereas Song (2011) has one random coefficient on price, we have multiple random coefficients on price as well as hotel characteristics. Note that his hybrid model is a combination of the BLP and PCM approaches. It is called a hybrid model because it resembles the random coefficient logit demand model in describing a brand choice (BLP) and the pure characteristics demand model in describing a within-brand product choice (PCM). This hybrid model is a discrete choice model of differentiated product demand in which product groups are horizontally differentiated, whereas products within a given group are vertically differentiated conditional on product characteristics. These two types of differentiation are distinguished by a group-level "taste shock," which is assumed to be independently and identically distributed with a Type I extreme value distribution. This taste shock represents each consumer's specific preference toward a product group that product characteristics-both observed and unobserved-do not capture. Song (2011) refers to a product group that contains vertically differentiated products as a "brand." This hybrid model identifies the preference for product characteristics in a similar way as the PCM, the main difference being that the hybrid model compares products of each brand on the quality ladder separately, whereas the PCM compares all products on it at the same time. Hence, the quality space is much less crowded in the hybrid model.
2
In our context, a hotel "travel category" represents a "brand," and the hotels within each travel category represent "products." In particular, the market share function of hotel j k within travel category k can be written as the product of the probability that travel category k is chosen and the probability that hotel j k is chosen given that travel category k is chosen. The former probability is similar to the choice probability in BLP and the latter to that of the PCM.
We define a consumer's decision-making behavior as follows. A consumer needs to locate the hotel whose location and service characteristics best match her travel purpose. For instance, if a consumer wants to go on a romantic trip with a partner, she will be interested in the set of hotels located close to a beach as well as to a downtown area with such amenities as nightclubs and restaurants. She is also aware that hotels specializing in the romance category are more likely to satisfy such location and service needs. Each hotel can belong to one of the following eight types of travel categories: family trip, business trip, romantic trip, tourist trip, trip with kids, trip with seniors, petfriendly trip, and disability-friendly trip. Each travel category is defined and chosen according to the information gleaned from TripAdvisor.com, which allows 2 This hybrid model provides more efficient substitution patterns according to its basic assumptions and model foundations. As Song (2011) describes, it distinguishes between two types of cross substitutions: within-travel and between-travel category substitution. The former is confined to hotels within the same travel category and has the same substitution pattern as in the PCM. The latter determines the substitution pattern for hotels in different travel categories and has a similar pattern as in BLP but with a distinct difference: the impact of a change (in price or availability) on other travel categories is confined to hotels of similar quality. As a result, a hotel will have fewer substitutes in our model than in the BLP (Berry et al. 1995) model. We have data on all the hotel reviews posted by users for a given hotel right from the time the first review was posted until the last date of our transaction data set (January 31, 2009). We classify a hotel into a specific travel category based on reviewers' most frequently mentioned travel purpose for that hotel. Hence, each hotel belongs to a single travel category. To capture the heterogeneity in consumers' travel purpose, we introduce an idiosyncratic taste shock at the travel category level. This shock is similar to the product-level taste shock in the BLP model.
Each travel category has a hotel that maximizes a consumer's utility in that category. We refer to this as the "best" hotel in that category. To find the best hotel within each travel category, we use the PCM, which enables us to capture the vertical differentiation among hotels within the same travel category. A rational consumer chooses a travel category if and only if her utility from the best hotel in that category exceeds her utility from the best hotel in any other travel category. Thus, in our model, the utility for consumer i from choosing hotel j with category type k in market t can be represented as follows:
where i represents a consumer, j k represents hotel j with travel category type k k ∈ 1 2 7 8 , and t represents a hotel market (city-week combination). In this model, i and i are individualspecific random coefficients that capture consumers' heterogeneous tastes toward different observed hotel characteristics, X = X 1 X 2 X Z , and toward the average price per night, P , respectively. Note that i is a scalar, whereas i is a Z-dimensional vector corresponding to Z hotel characteristics. j k t represents hotel characteristics unobservable to the econometrician. ikt with a subscript k represents a travel category-level taste shock. Note that in our model, the travel category-level shock is independently and identically distributed across consumers and travel categories, consistent with Song (2011).
3
We define a "market" as the combination of "cityweek." Correspondingly, we calculate the market share for each hotel based on the number of rooms 3 Besides our model, which incorporates a travel category-level taste shock, at least three other plausible modeling approaches exist in this context: (i) a model with only a hotel-level taste shock approach; (ii) a model with both travel category-level and hotellevel taste shocks, with the travel category at the top hierarchy, resembling the nested logit model; and (iii) a model with no taste shocks at either the travel category level or the hotel level, resembling the PCM (Berry and Pakes 2007) approach. We have estimated all these models and found that our hybrid model provides the best performance in both precision and deviation. Details are provided in §5.3.
sold for that hotel in that market (i.e., city-week) divided by the total size of that market. With regard to market size, in our main estimation, we applied the same idea as in the demand estimation literatures (e.g., Berry et al. 1995 , Nevo 2001 , Song 2011 , computing the market size by estimating the potential consumption in a market. That is, we estimate the total potential market consumption to be proportional to the total number of rooms available in the existing hotels in a certain market (including the hotels whose transactions appear in our current choice set and those whose transactions we do not observe). 4 We acquired the total number of existing hotel rooms in each market via TripAdvisor.com. Under this measure, the outside good is defined as "no purchase from the current choice set." 5 Alternatively, in our robustness checks, we define the market size as the total number of rooms all hotels in that city sold during that week, based on the transaction data from Travelocity.com. Recall that our main data set comes from two sources: Travelocity.comgenerated transaction data and TripAdvisor.com hotel listing data. The data set we use is the set of hotels at the intersection of the two sources, which means the hotel choice set for each market includes those hotels that not only have a transaction generated via Travelocity.com but also have information available from user-generated reviews on TripAdvisor.com. Because not every hotel that has a Travelocity.com-generated transaction is listed on TripAdvisor.com, we define our "outside good" as the set of hotels listed in the original Travelocity.com transaction data but not TripAdvisor.com.
We follow Berry et al. (1995) and model the distribution of consumers' taste parameters as multivariate normal, conditional on demographics:
where D i is a d × 1 vector of consumer demographic variables, P * D D is a nonparametric distribution observed from other data sources, and v i is a Z + 1 × 1 vector capturing the additional unobserved consumer-specific preference toward hotel characteristics. It follows a multivariate normal distribution.
is a Z + 1 × d matrix of coefficients 501 that measures how consumers' taste parameters vary with observed demographics. is a Z + 1 × Z + 1 scaling matrix. This specification allows the observed demographics D i and the unobserved factor v i to determine the consumer-specific taste.
As we know, a consumer's income, y i , normally affects his taste. In particular, we notice that y i affects the consumer's taste primarily through price. Thus we propose our basic model with two assumptions: (i) D i contains only the consumer income y i , which follows the empirical income distribution F y and can be derived from the U.S. Census data; and (ii) is zero in all but one row. The nonzero row corresponds to the price coefficient. We relax both assumptions in our extended model in §4.4.
Given these assumptions, we basically model i and i as a function of consumer income and the unobserved characteristic: i =¯ + y y i + v v i and
Then we rewrite our model as follows:
where j k t = X j k t¯ +¯ P j k t + j k t represents the mean utility of hotel j with category type k in market t; ¯ y v , and v are the parameters to be estimated.
Estimation
As mentioned in the previous subsection, our goal here is to estimate the mean and deviation of i and i . We apply methods similar to those used in Berry and Pakes (2007) and Song (2011) . In general, with a given starting value of 0 = 0 y 0 v 0 v , we look for the mean utility , such that the model-predicted market share is equal to the observed market share. We then form a generalized method of moments (GMM) objective function using the moment condition that the mean of unobserved characteristics is uncorrelated with the instrumental variables. We then update the parameter value of 1 = 1 y 1 v 1 v and use it as the starting point for the next-round iteration. This procedure is repeated until the algorithm finds the optimal value of that minimizes the GMM objective function. The algorithm searches only over a subset of parameters because we concentrate on the mean utility parameters that enter linearly, out of the search. We conduct the estimation in three stages.
To calculate the market share for a particular hotel, we need to know (1) the size of a certain consumer segment and (2) the probability of that segment choosing this hotel. Multiplying the two gives us the overall market share. See Online Appendix D for the mathematical details for the derivation.
We next identify the mean utility by equating the estimated market share with the observed market share conditioning on a given = y v v . The solution to this problem satisfies a system of nonlinear equations. In our case,
equations (where J k is the total number of hotels within travel category type k) and
. To solve, we apply the Newton-Raphson method per Song (2011) , which works well when the number of products per market is up to 20. To guarantee the robustness of the results when the number of products is larger than 20, we tried different initial values in the iteration and found the final solution was consistent. In practice, this approach locates the closest solution for our settings, whereas the iteration procedure provides a closed form to locate the roots rapidly.
To account for the endogeneity of price, we use a GMM estimator and form an objective function by interacting the unobservable parameter, , with a set of instrumental variables. We use the Nelder-Mead simplex algorithm to update the parameter values for y v , and v , and we use them as the starting points to recalculate the market share and solve for the new mean utility. This process allows us to extract the new structural error and form the GMM objective function. This entire procedure iterates until the algorithm finds the optimal combination of y v v , and that minimizes the GMM function.
Identification.
A critical issue in the estimation process is price endogeneity. To separate the exogenous variation in prices (i.e., as a result of differences in marginal costs) and endogenous variation (i.e., as a result of differences in unobserved valuation), we use the average price of the same-class hotels in the other markets as an instrument for price. This is similar to Hausman's (1996) approach. The identification assumption is that, controlling for classspecific means and demographics, market-specific valuations are independent across markets (but are allowed to be correlated within a market). Hence, prices of the same-class hotels in two markets will be correlated as a result of the common marginal cost but because of the independence assumption will be uncorrelated with market-specific valuation.
In addition, we used three other sets of instruments. First, we followed Villas-Boas and Winer (1999) and Archak et al. (2011) and used lagged prices as instruments in conjunction with Google Trends data. The lagged price may not be an ideal instrument because common demand shocks may be correlated over time. Nevertheless, common demand shocks that are correlated through time are essentially trends. Controlling for trends through our use of search volume data for different major hotel brands should alleviate most, if not all, such concerns.
Second, cost-side variables that are correlated with prices but uncorrelated with factors that are reflected in the unobserved characteristics term are widely used as instruments for price (see, e.g., Chintagunta et al. 2005) . We used region dummies as proxies for the marginal costs, as suggested by Nevo (2001) . The marginal costs include costs related to production (e.g., facilities, labor, energy) and distribution (e.g., transportation, labor, storage space). Because production costs exhibit little variation over time, they constitute too small a percentage of marginal costs to be correlated with prices (Nevo 2001) . Thus, instead of finding instruments for production costs, our model uses brand dummies and hotel class variables to control for such costs. Because distribution costs contribute to most of the marginal costs that are correlated with prices, we used region dummy variables as proxies for the distribution costs.
Third, we used BLP-style instruments. Specifically, we used the average characteristics of the hotels with the same class in the other markets. All these alternative estimations yielded similar results. See Table 3 , columns 5-7, for the corresponding estimation results using alternative instruments.
We performed an F -test in the first stage for each of the instruments. In each case, the F -test value was well over 10, suggesting that our instruments are valid (i.e., the instruments are not weak). In addition, the Hansen's J -test could not reject the null hypothesis of valid overidentifying restrictions. See Online Appendix E for the detailed estimation algorithm. 
Model Extension 1: Additional Text Features
So far, we have not fully exploited the information about hotel service characteristics from the data, which is embedded in the natural-language text of the consumer reviews. For example, the helpfulness of the hotel staff is a service feature one can assess by reading the consumer opinions. Toward extracting such information, we build on the work of Hu and Liu (2004) , Popescu and Etzioni (2005) , and Archak et al. (2011) .
First, we extract the important hotel features. Following the automated approach introduced previously (Archak et al. 2011) , we use a part-of-speech tagger to identify the frequently mentioned nouns and noun phrases, which we consider candidate hotel features. We then use WordNet (Fellbaum 1998 ) and a context-sensitive hierarchical agglomerative clustering algorithm (Manning and Schutze 1999) to further cluster the identified nouns and noun phrases into clusters of similar nouns and noun phrases. The resulting set of clusters corresponds to the set of identified product features mentioned in the reviews. For our analysis, we kept the top five most frequently mentioned features, which were hotel staff, food quality, bathroom, parking facilities, and bedroom quality.
For sentiment analysis, we extracted all the evaluation phrases (adjectives and adverbs) that were used to evaluate the individual service features (for example, for the feature "hotel staff," we extracted phrases such as "helpful," "smiling," "rude," "responsive"). The process of extracting user evaluation phrases can be automated. To measure the meaning of these evaluation phrases, we used AMT to exogenously assign explicit polarity semantics to each word. To compute the scores, we used AMT to create our ontology, with the scores for each evaluation phrase. Our process for creating these "external" scores was done using the methodology of Archak et al. (2011) . Finally, to handle the negation (e.g., "I didn't think the staff was helpful"), we built a dictionary database to store all the negation words (e.g., "not," "hardly") using an approach similar to NegEx (http://code .google.com/p/negex; accessed February 1, 2012). For more details on how we extracted the text features together with the corresponding sentiment analysis, see Online Appendix §F-3.
Model Extension 2: Interactions
with the Travel Category As discussed in §4.1, we simplify our basic model framework by making two assumptions: (i) D i contains only the consumer income, INCOME i ; and (ii) is zero in all but one row, which corresponds with the price coefficient. However, other consumer demographic characteristics are also likely to affect consumers' tastes. Moreover, other interaction effects might also exist beyond the one between income and price. Based on the basic model, we now relax these assumptions by considering interaction effects with the demographic variables. This extension is done similar to that of Nevo (2001) by enabling interactions between consumer travel purposes and hotel characteristics. More specifically, we extend our basic model by allowing D i to contain both consumer travel purposes and income. We also allow to be nonzero in all its elements. We define T i as an indicator vector with identity components representing consumer travel purpose:
The empirical distribution of T i can be acquired from online consumer reviews and reviewers' profiles. After writing an online review for a hotel, a reviewer is asked to provide additional demographic and trip information-for example, "What was the main purpose of this trip? (Select one from the eight choices.)" The distribution of T i is derived based on reviewers' responses to this question. Our robustness test showed that consumers' demographics derived from different online resources stay consistent (JensenShannon divergence = 0 03). Note that because there are eight travel purpose dummies, we use seven of them in estimating the interaction effects. Notes. I is based on the main data set (at least one review from either TripAdvisor or Travelocity). II is based on the main data set with review count ≥ 5. III is based on the main data set with review count ≥ 10.
A1 denotes alternative instruments 1-lag price with Google trends. A2 denotes alternative instruments 2-region dummy variables (northeast, south, midwest, southwest, west). A3 denotes alternative instruments 3-BLP-style instruments (average characteristics of the same-star hotels in other markets). T is based on data set I, considering interactions of temperatures with "lake/river" and with "beach." N denotes Normal distribution of the idiosyncratic error term.
a We use dummy variables to control for nine major hotel brands: Accor, Best Western, Cendant, Choice, Hilton, Hyatt, InterContinental, Marriott, and Starwood. b In the main estimation, we used the average price of the "same-star rating" hotels in the other markets as instruments. * * *
Significant at a 0.1% level; * * significant at a 1% level; * significant at a 5% level; † significant at a 10% level.
Ghose, Ipeirotis, and Li: Designing Ranking Systems for Hotels Using UGC Thus, the extended model can be rewritten as u ij k t = j k t + X j k t y y i + X j k t T T i + X j k t v v i + y y i P j k t
In the next section, we discuss the empirical results from our basic and extended models.
Empirical Analysis and Results
In §5.1, we discuss the main results obtained from the main data set. In §5.2, we discuss our robustness tests using (1) the same model based on different samples using alternative levels of online review data and (2) a different model based on the same data sets. Then, in §5.3, we further discuss the results on model validation by comparing our model with the current competitive ones. In §5.4, we provide some managerial implications by conducting counterfactual policy experiments. Finally, in §5.5, we briefly discuss the results from our extended model.
Results from the Basic Model
Five location-based characteristics have a positive impact on hotel demand: external amenities, proximity to the beach, public transportation, a highway, and downtown. Hotels providing easy access to public transportation (e.g., subways or bus stations), highway exits, restaurants, shops, or a downtown area can have a much higher demand. BEACH also has a positive impact on demand. Most beachbased hotels in our data set were located in the South, where the weather typically stays warm year round. Therefore, the desirability of a "walkable" beachfront did not lessen even in the winter (the time of our data).
Two location-based characteristics have a negative impact on hotel demand: the annual crime rate and proximity to a lake. The higher the average reported crime rate in a local area, the lower the desirability of that area's hotels. This result indicates that neighborhood safety plays an important role in the hotel industry. The second of these characteristics is interesting because one would expect people to chooserather than avoid-a hotel near a lake. However, most waterfront-based hotels in our data set were located in places where the weather becomes extremely cold from November to January. A waterfront location is therefore going to be less desirable to travelers in winter.
To further examine the impact of lakefront locations, we collected weather data from the National Oceanic and Atmospheric Administration (NOAA) on the average temperature from November 2008 to January 2009 for all cities in our data set. Then we defined two dummy variables: HIGH TEMP, which equals 1 if the average temperature is higher than 50 , and LOW TEMP, which equals 1 if the average temperature is lower than 40 . 8 We interacted HIGH TEMP and LOW TEMP separately with LAKE in our model. The results show that the interaction of LOW TEMP with LAKE has a significantly negative effect. This finding supports our earlier argument. Meanwhile, the interaction of HIGH TEMP with LAKE showed a significantly positive effect, suggesting that warmer weather may help the lake area to attract more visitors. As a robustness check, we conducted a similar analysis for BEACH conditional on high and low temperatures. The results show a similar trend. Column 8 of Table 3 shows the corresponding estimation results considering the interactions with the temperature.
Class and amenity count both have a positive impact on hotel demand. Hotels with a higher number of amenities and higher star levels have higher demand, controlling for price. Reviewer rating is also positively associated with hotel demand. With regard to the TL_REVIEWCNT and TA_REVIEWCNT variables, we find a positive sign for their linear form and a negative sign for their quadratic form. This finding indicates that the economic impact from the customer reviews is increasing in the volume of reviews but at a decreasing rate, as one would expect.
The textual quality and style of reviews demonstrated a statistically significant association with demand. All the readability and subjectivity characteristics had a statistically significant association with hotel demand. Among the readability subfeatures, complexity, syllables, and spelling errors had a negative sign and therefore are negatively associated with hotel demand. This finding implies that reviews with higher readability characteristics (shorter sentences and less complex words) and reviews with fewer spelling errors are positively associated with demand. On the other hand, the sign of the coefficients on CHARACTERS and SMOG is positive, implying that longer reviews that are easier to read are positively associated with demand. 9 These results indicate that consumers can form a judgment about the quality of 8 We tried other combinations to classify high versus low temperatures (≥70 as high and ≤30 as low (or) ≥60 as high and ≤20 as low), but they all yielded qualitatively similar results. 9 To alleviate any possible concerns with multicollinearity between SMOG and SYLLABLES, we reestimate our model after excluding the SMOG index variable. We found no change in the qualitative nature of the results across the different data sets.
Marketing Science 31(3), pp. 493-520, © 2012 INFORMS a hotel by judging the quality of the (user-generated) reviews.
Both "mean subjectivity" and "subjectivity standard deviation" are negatively associated with demand. This finding implies that consumers tend to believe reviews that contain objective information (e.g., factual description of a room) over reviews that contain subjective information (e.g., comfort of a room). With respect to the subjectivity standard deviation, our findings suggest that people prefer a "consistent objective style" from online customer reviews compared to a mix of objective and subjective sentences. The last review-based characteristic was disclosure of reviewer identity (ID). This variable demonstrated a positive association with hotel demand. This result is consistent with previous work (Forman et al. 2008 ), suggesting that identity information about reviewers in the online travel community can positively shape community members' judgment of hotels. PRICE has a negative sign, which is as expected.
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Besides the above qualitative implications, we also quantitatively assess the economic value of different hotel characteristics. More specifically, we examined the magnitude of marginal effects on hotel demand for the location-, service-, and review-based hotel characteristics. The presence of a nearby beach increases hotel demand by 18.23%, on average. In contrast, a nearby lake or river decreases demand by 12.83%. Meanwhile, easy access to transportation and to highway exits increases demand by 18.32% and 7.87%, respectively. Presence near a downtown area increases demand by 5.29%. With regard to servicebased characteristics, a one-star increase in hotel class leads to an increase in demand by 4.13%, on average. Moreover, the presence of one more internal or external amenity increases demand by 0.06% or 0.08%, respectively. Demand decreases by 0.28% if the local crime rate increases by one unit.
With regard to the review-based characteristics, the SMOG index (which represents the readability of the review text) was associated with the highest marginal influence on demand on average. A one-level increase in the SMOG index is associated with an increase in hotel demand by 9.3%, on average. A one-unit increase in the number of characters is associated with an increase in hotel demand by 0.12%, whereas a one-unit increase in the number of spelling errors, syllables, or complexity is associated with a decrease in hotel demand by 1.41%, 0.50%, and 1.18%, respectively. In terms of review subjectivity, a 10% increase in the average subjectivity level 10 We also considered the covariates "airport," "convention centers," and "number of rooms." The estimation results are consistent with our current results, but the coefficients for the three characteristics are statistically insignificant.
is associated with a decrease in hotel demand by 1.55%, and a 10% increase in the standard deviation of subjectivity reduces demand by 4.74%. Finally, a 10% increase in the reviewer identity-disclosure levels is associated with an increase in hotel demand by 0.68%.
Note that during the period of our data collection, Travelocity displayed 5 reviews per page, whereas TripAdvisor displayed 10 per page. To minimize the bias Web page design might cause (as some customers may only read the reviews on the first page of each site), we decided to consider two more alternatives besides our main data set: data set (II), with hotels that have at least 5 reviews, and data set (III), with hotels that have at least 10 reviews. Controlling for brand effect, the estimation results from these three data sets are illustrated in columns 2-4 of Table 3 . For normalization purposes, we used the logarithms of price, characteristics, syllables, spelling errors, crime rate, internal amenities, external amenities, and review count (both TripAdvisor and Travelocity) in all the analyses in this paper. See Table 3 , columns 5-7, for the corresponding results. The estimation results from the three data sets are highly consistent. In general, all the coefficients illustrate a statistical significance, with a p-value equal to or below the 5% level across all three data sets. Moreover, a large majority of variables present a high significance, with a p-value below the 0.1% level.
Robustness Checks
To assess the robustness of our estimation model and results, we report some additional checks. First, we estimated the same model on alternative sample splits. We considered three alternative data sets: data set (IV), containing hotels with at least one review from TripAdvisor.com; data set (V), containing hotels with at least one review from Travelocity.com; and data set (VI), containing hotels with at least one review from both sites. Table A .1 in Appendix A presents the results. We found that the coefficients from the estimations are qualitatively similar to our main results. Moreover, similar to those in the main results, most variables in the robustness tests illustrate statistical significance at or below the 5% level or stronger. Thus our estimation results, based on the hybrid random coefficient model, are consistent across different data sets.
Second, we conducted another group of tests using an alternative model commonly used in the industrial organization and marketing literature, the random coefficient logit model (BLP; Berry et al. 1995) . As mentioned in §4, the key difference between the BLP approach and our model is that BLP introduces a demand taste shock at each product level (i.e., hotel) rather than at a group level (i.e., the travel category), as in our model. Consequently, the substitution space for BLP is different in the sense that BLP does not distinguish between the two types of cross substitutions-the within-travel and between-travel categories. Rather, it would treat all hotels as possible substitutes for each other. We added two sets of dummy variables, one for brand and the other for travel category. We conducted the same set of estimations based on data sets (I)-(VI). Table A .2, columns 2-7, in Appendix A contain the results. In addition to an alternative specification with homogeneous coefficients on the travel category dummies, we further considered consumers' heterogeneous preferences by assigning random coefficients to these dummies. The last column in Table A .2 in Appendix A shows the corresponding results.
The results from the BLP model are consistent with our main estimation results using the hybrid model. Specifically, the coefficients from the BLP estimation demonstrate three trends: (i) they have the same signs as our main results from the hybrid model, which means the economic effects are consistent in direction; (ii) they exhibit lower levels of statistical significance compared with our main results; and (iii) the magnitude of these coefficients is generally higher compared with our main results. These three trends are also consistent with the findings in Song (2011) . In the next subsection, our model validation results further confirm this finding.
Third, to alleviate concerns regarding whether UGC has a causal effect on demand, we conducted an additional robustness test using a regression discontinuity (RD) design as suggested by Luca (2011) . More specifically, our test builds on the special "rounding mechanism" used by both Travelocity.com and TripAdvisor.com. These two websites generate their overall rating for each hotel by rounding the average review ratings to the closest half star. For example, if the average rating across all reviewers is 3.24, the site rounds that number to 3; if the average rating is 3.25, the site rounds that number to 3.5. Thus, we looked at those hotels with an unrounded average rating just below and just above each rounding threshold. Then we looked for any discontinuous jumps in sales patterns following discontinuous jumps in the rounded overall rating while controlling for the continuous unrounded rating and other hotel characteristics. Similar to Luca (2011), we based this design on the assumption that all sales-affecting predetermined characteristics of hotels become increasingly similar when approaching both sides of a rounding threshold. We found a significant positive treatment effect, suggesting that keeping all else the same, the discontinuous pattern in the sales is caused by the discontinuous pattern in the rating. This finding strongly suggests user-generated reviews have a causal impact on hotel demand.
As a further robustness check, we tried different bandwidths (bin size) of the neighborhood near the rounding threshold. Our results are consistent and insensitive to the bin size. Moreover, to eliminate the possibility of self-selection bias (e.g., as addressed by Hartmann et al. 2011 ) that could potentially invalidate the RD design (e.g., hotels may submit the reviews themselves to pass the threshold), we performed an additional McCrary density test (McCrary 2008) as suggested by Luca (2011) . In particular, we divided the range of rating into small bins with a range of 0.05. Then we checked for whether the density for the number of submitted reviews is disproportionately large in the bins just above the rounding threshold (e.g., 3.25-3.3). We performed this check because if hotels are gaming the system and submitting reviews themselves, we would expect to see such a pattern. We did not find any significant difference in the density from our data, suggesting no evidence for hotel "gaming" behavior. In summary, the additional robustness tests using RD design together with the McCrary density test give us more confidence in the causal impact of online reviews on product demand.
Model Comparison
For comparison purposes, we estimated three baseline models: the BLP model, the PCM, and the nested logit model with the travel category at the top hierarchy. Based on a study by Steckel and Vanhonacker (1993) , we randomly partitioned our main sample data set (I) into two parts: a subset with 70% of the total observations as the estimation sample and a subset with 30% of the total observations as the holdout sample. To minimize any potential bias from the partition procedure, we performed a 10-fold cross validation. We conducted this validation process for our random coefficient model and the three baseline models. Furthermore, to examine the model's ability to capture a deeper level of consumer heterogeneity, we compared an extended version of our model with an extended version of the BLP model when incorporating additional interaction effects (i.e., travel purpose interacted with price and hotel characteristics).
To examine the significance of the UGC-based, location-based, and service-based hotel characteristics, we compared the original hybrid model with the same model but excluding the UGC, location, and service variables, respectively. Finally, to evaluate the usefulness of different aspects of UGC in modeling the demand, we further conducted model comparison using the hybrid model but excluding the numerical ratings and the textual review features, Marketing Science 31(3), pp. 493-520, © 2012 INFORMS respectively. We also evaluated models without each of the textual features, such as readability, subjectivity, and reviewer-identity variables, respectively. We have done the above work for both in-sample and out-ofsample comparisons. Tables B.1-B.8 in Appendix B contain the results.
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The results show that conditioning on UGC variables significantly improves a model's predictive power. With respect to out-of-sample root mean square error (RMSE), the model fit improves by 36.16% when adding the UGC variables. Similar trends in improvement in our model fit occur with respect to the other two metrics, mean square error (MSE) and mean absolute deviation (MAD), in both in-sample and out-of-sample analyses.
Our out-of-sample results in Table B .5 illustrate that our model improves by 12.86% in RMSE compared to the BLP model with no random coefficients on travel category dummies. This number becomes 53.85%, 63.28%, and 9.64% for the PCM, the nested logit model, and the BLP model with random coefficients on travel category dummies, respectively. Thus, our model provides the best overall performance in both precision (i.e., RMSE, MSE) and deviation (i.e., MAD) of the predicted market share. The nested logit model demonstrates the weakest predictive power. Moreover, as illustrated in Table B .6, when incorporating interaction effects, although both models show improvement in predictive power, the extended hybrid model performs much better than the extended BLP model. Table B .7 shows that by including the UGC, location-based, and service-based variables, our model fit improves by 36.16%, 55.77%, and 53.56%, respectively, in RMSE. Similar trends in improvement in our model fit occur with respect to MSE and MAD. Therefore, our results suggest that the model's predictive power would decrease the most if we were to exclude the location-based variables from our model, followed by the service-based variables, and finally by the UGC variables. This finding strongly indicates location-and service-based characteristics are indeed the two most influential factors for hotel demand.
Moreover, Table B .8 shows that of all the UGCrelated features, textual information improves the model's predictive power significantly more than the 11 With regard to the unobserved characteristics required for out-ofsample prediction using the hybrid model, BLP model, and PCM, we applied the same method as suggested in Athey and Imbens (2007) . We drew the unobserved characteristics for the holdout sample randomly from the marginal distribution of unobserved characteristics from the estimation sample. This method has also been used in the marketing literature. See, for example, Nair et al. (2005) , who infer the structural error for the holdout sample from the marginal distribution of the structural error across different markets derived from the estimation sample. numerical features by 35.17% and 21.06%, respectively, in RMSE. In addition, within the set of textual features, the review readability and subjectivity show a higher impact than the reviewer-identity information.
Counterfactual Experiments
A key advantage of structural modeling is its potential for normative policy evaluation. To explicitly measure the economic impact of strategic policies, we conducted a counterfactual experiment. Specifically, we looked into how a price change in one type of hotel affects the demand for other types of hotels to examine the extent of competition (and consequent substitution patterns) between hotels. We focused on hotels with different star ratings for this analysis.
We assumed a price cut by 20% for all fourstar hotels in an effort to determine the demand changes for the five-, three-, two-, and one-star hotels. We find the demand for four-star hotels increases 2.9%, whereas the demand for all other hotel classes decreases. Demand for five-star hotels drops the most (5.34%), followed by three-star hotels (3.88%), onestar hotels (2.87%), and finally two-star hotels (2.6%). We also conducted similar analyses for hotels from other classes. For example, by assuming a 20% price cut for the three-star hotels, we find the demand for three-star hotels increases by 2.79%, and the demand for four-and two-star hotels drops the most-5.14% and 5.01%, respectively.
The basic findings from the above set of experiments are as follows: (i) a price cut for a particular class of hotels tends to cause a demand drop for all hotels in the lower-level classes, and (ii) the closest substitutes for four-star hotels are five-star hotels, the closest substitutes for three-star hotels are four-and two-star hotels, and the closest substitutes for twostar hotels are one-star hotels.
Results from Model Extensions
As discussed in § §4.3 and 4.4, we also estimated two extended models. Table 4 shows the estimation results for the extended model with additional text features. We see the qualitative nature of our main results remains the same. The three features that have a positive and statistically significant impact on demand are food quality, hotel staff, and parking facilities. Among these three features, food quality presents the highest positive impact, followed by hotel staff and parking. In contrast, bedroom quality has a negative impact on demand. This negative sign may seem surprising. One possible explanation is that consumers often use bedroom quality as a cue for price, especially given that quality in our data is a proxy for the number of beds and size of the room (full, queen, king, etc.) . This situation may occur when prices are obfuscated Table 4 Extended Notes. I is based on the main data set (at least one review from either TA or TL). II is based on main data set with reviews ≥ 5. III is based on main data set with reviews ≥ 10. * * * p ≤ 0 001; * * p ≤ 0 01; * p ≤ 0 05; † p ≤ 0 1.
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Marketing Science 31(3), pp. 493-520, © 2012 INFORMS on the main results page and are only available just before checkout. Next, we estimate the model with additional interaction effects to better understand how the distribution of consumers' demographic information influences the distribution of consumers' heterogeneous preferences. More specifically, the extended model is able to capture six interaction effects:
1. Between travel category and hotel characteristics (e.g., location, service).
2. Between travel category and price. 3. Between income and hotel characteristics. 4. Between income and price. 5. Between unobserved consumer characteristics and hotel characteristics.
6. Between unobserved consumer characteristics and price.
Note that the basic model already captures interaction effects 4-6, whereas the extended model further relaxes the model assumptions by considering three additional interaction effects. The corresponding results for the extended model are provided in Tables 5(a) and 5(b).
First, we notice that consumers' travel purposes can explain their heterogeneous tastes toward price. For example, from Table 5 (a), we see the mean price coefficient is −0 145. From Table 5 (b), we can infer that if a consumer is on a business trip, her price 511 coefficient will increase by 0.038 relative to the average traveler. In contrast, if a consumer is on a family trip or a romantic trip, her price coefficient is 0.011 or 0.003, respectively, below that of the average traveler. Among all types of travelers, all else being equal, tourists (i.e., travelers with a large group tour) tend to be the most price sensitive, with a price coefficient 0.015 below that of the average traveler, whereas business travelers are the least price sensitive. These findings are consistent with those from the marginal effects of price change on demand. For instance, we find that a 20% increase in hotel price leads to a 1.8% demand drop from business travelers, a 2.6% drop from family travelers, a 2.48% demand drop from romantic travelers, and a 2.67% demand drop from tourists. Furthermore, we find travel purpose also influences consumer heterogeneity toward different hotel location and service characteristics. For instance, business travelers have the highest marginal valuation for close proximity to a highway and public transportation. From Table 5 (a), we see the mean coefficients for HIGHWAY and TRANS are 0.064 and 0.159, respectively. According to the estimated interaction effects in Table 5 (b), the coefficients from business travelers for HIGHWAY and TRANS are higher than the mean coefficients, with an increase to 0.120 and 0.157, respectively. Likewise, the presence of an interstate highway near a hotel increases demand from business travelers by 19.20%, compared to a 6.68% increase from the average traveler and a 5.34% increase from romantic travelers. Similarly, the presence of public transportation near a hotel increases hotel demand from business travelers by 35.74%, compared to a 17.98% increase from the average traveler and a 15.16% increase from family travelers.
In contrast, romantic travelers are more sensitive to CLASS and BEACH compared with other types of travelers. For example, the presence of a beach near a hotel increases demand from romantic travelers by 37.11%, compared to an 18.15% increase from the average traveler and a 13.54% increase from business travelers. Similarly, a one-star improvement in hotel class leads to an increase in hotel demand from romantic travelers by 21.95%, compared to a 5.61% increase from the average traveler and a 3.47% increase from tourists.
Finally, Table 5 (b) shows that after we account for the interaction effects, all the estimates on the unobserved consumer characteristics (i.e., v i become insignificant at conventional significance levels. This finding is consistent with Nevo (2001) , who shows that the observable-rather than the unobservable-demographics explain most of the consumer heterogeneity.
Utility Gain-Based Hotel Ranking
Having estimated the parameters from the model in §4, we next derive the utility gain a consumer with a particular travel purpose receives from staying in a given hotel. This helps us propose a new ranking system for hotels based on the average utility gain from transactions in each hotel. As discussed in §4, to capture consumer heterogeneity, we model the utility from each hotel for each consumer as consisting of two parts: the mean and the deviation. The mean utility provides us with a good estimation of how much consumers can benefit from choosing a particular hotel, whereas the deviation of utility describes the variance of this benefit. We are interested in knowing consumers' utility gain on an aggregate level from choosing a certain hotel. Therefore, we define the average utility gain from hotel j with travel category type k as the sum of its mean utility across all weeks:
Ranking Hotels
In the ranking approach we propose, a hotel that provides a comparably higher average utility gain than others would appear at the top of our list. Using the coefficients for hotel characteristics estimated from our model, we are able to compute the average utility gain based on Equation (4). Notice that in this equation,¯ j k t is the average value of the estimated utility gain over the consumer population in market t:
where N represents the total number of consumers involved in the estimation. This definition takes into account all the sources of uncertainty, such as the random coefficients and model errors. Since by assumption X j k t v v i + y y i P j k t + v v i P j k t + ikt is mean-zero (e.g., Nevo 2001), in our computation, Equation (5) can be simplified as follows:
Using the estimates from the previous analysis, we compute¯ j k t . We determine the final average utility gain, Utility Gain j k , by summing over¯ j k t across all markets. As the final ranking criterion, the average utility gain provides us with a new metric to rank hotels in response to a user query on the travel search engine.
User Study Based on Online Survey
To evaluate the quality of our ranking technique, we conducted an extensive user study in which we Marketing Science 31(3), pp. 493-520, © 2012 INFORMS designed and executed several online surveys using Amazon Mechanical Turk. We computed the expected utility for each hotel from our parameter estimates and ranked the hotels in each city according to their average utility gain. Then we generated different rankings for the top 10 hotels in accordance with several existing baseline criteria deployed by travel search engines: most booked, price low to high, price high to low, hotel class, hotel size (number of rooms), and number of internal amenities. We also considered four other benchmark criteria based on UGC: customer rating from TripAdvisor.com, customer rating from Travelocity.com, mixed rating from TripAdvisor.com and Travelocity.com, and maximum online review count. Moreover, to examine the significance of the UGC and of the comprehensive model to the overall performance of the ranking scheme, we generated two more baselines using the BLP model (as described in §5.2) and the same hybrid model, but excluding all UGC variables. Finally, we also generated a combined ranking using combined criteria of price and hotel class to examine whether a ranking that attempts to introduce diversity artificially can compete with our utility-based ranking. We did this by interlacing the top five hotels with "the lowest price" and the top five hotels with "the highest number of stars."
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In our study, we presented our model-generated ranking together with one of the above-mentioned alternative rankings and asked users to compare each pair of rankings-that is, our ranking paired with one of the existing benchmarks. To avoid any potential bias, we did not release any information to the users about the criteria for generating those rankings, and we randomized the presentation order of the rankings. The studies in our ranking evaluations were blind pairwise tests in which we presented the two rankings side, by side and the user had to pick one of them without having any information beyond the list of the hotels. This setting resulted in 13 different surveys for each of the six cities (Los Angeles, New Orleans, New York, Orlando, San Francisco, and Salt Lake City), giving us 78 surveys with 100 participants each, equaling 7,800 user comparisons of different ranking lists. To further control for any biases, we conducted this user study with stringent controls in the design and execution of the survey. Appendix C provides more details on the user study.
Our results (see Table 6 ) show that for each of the 13 comparisons in each of the six cities, the majority of customers preferred our ranking (p = 0 05, sign test). Notice that in all 78 surveys, we observe a statistically significant difference for our ranking (p = 0 05, sign test). The overall set of results (i.e., in none of the 78 surveys was our ranking deemed worse) indicates that our ranking strategy is preferable to the existing baselines. (Figure C .1 in Appendix C provides a screenshot of sample tasks from the online survey.) Moreover, users preferred our ranking based on the hybrid model with UGC variables over the one without UGC variables and over the one generated based on the BLP model. This finding further demonstrates the importance of incorporating UGC variables in any demand estimation model that generates a ranking system for products in shopping search engines. Furthermore, we checked the click-throughs of the topranked hotel in each ranking list. On average (over a total of 78 comparison tasks), the top-ranked hotel in our utility-based ranking list received approximately two times the clicks compared to its counterpart in the competitor ranking list. This provides additional support that our ranking can help users locate the best-value hotel early on.
To better understand how users interpret the utility-based ranking, we also asked consumers why they chose a particular ranking. The majority of users indicated our utility-based ranking promoted the idea that price was not the main factor in rating a hotel's quality. Instead, a good ranking recommendation satisfies customers' multidimensional preferences for hotels. Moreover, users strongly preferred the diversity of the retrieved results, given that the list consisted of a mix of hotels cutting across several price and quality ranges. In contrast, the other ranking approaches tended to list hotels of only one type (e.g., very expensive for "star ratings" or mainly three-star hotels for "most booked"). Notice that even the ranking baseline with the combined criteria showed a similar trend. This finding further indicates customers prefer a list of hotels where each specializes in a variety of characteristics rather than a variety of hotels where each specializes in only a few characteristics.
Of course, diversity of results is a well-known factor of user satisfaction in Web search (Agichtein et al. 2006 ). Although we could potentially try to imitate solutions from Web search and introduce diversity in the results in an exogenous manner, we observe that the approach based on consumer-utility theory introduces diversity naturally in the results. This result seems intuitive: if a specific segment of the market systematically appears to be underpriced-hence, introducing a nondiverse set of results-market forces would modify the prices for the whole segment Significance P = 0 05
Notes. The percentages in the table indicate how often users preferred our ranking scheme when presented side by side with an alternative. For example, in one of the surveys for New York City, 64% users chose our ranking over the alternative ranking based on the TripAdvisor rating. This rate is statistically significant at P < 0 01 level according to the sign test. TA, TripAdvisor.com; TL, Travelocity.com. a Mixed rating strategy: (i) average of TripAdvisor and Travelocity ratings when both are available, (ii) equal to one of the two ratings if the other one is missing, and (iii) zero when both ratings are missing.
b BLP with homogeneous coefficients on travel category dummies.
accordingly. Thus, these results dovetail well with our empirical estimation, which suggests that our utilitybased ranking model can capture consumers' true purchase motivations. Moreover, our user study indicates a star rating system would not come close to achieving the same goal. Apparently, one could interpret a subject's star rating as a discrete approximation of her utility for a hotel; thus, a ranking based on star rating should perform as well as a ranking based on utility, as the latter is just a money-metric transformation of the former. However, this argument is not true, because the matching of consumers to hotels in star rating systems is not random. A consumer only rates a hotel she has previously chosen (i.e., the one that maximizes her perceived utility gain). Consequently, the average star rating for each hotel need not reflect the population average utility but rather consumers' satisfaction with their own choices. Thus, a ranking based on average star ratings need not reflect a ranking based on average utility.
Conclusions and Implications
In this paper, we estimate the economic value of different location-and service-based characteristics of hotels, given the associated local infrastructure. We build a discrete choice structural model, taking into consideration the two sources of consumer heterogeneity introduced by the different travel occasions and different hotel characteristics. Using techniques from text mining, image classification, social geotagging, human annotations, and geomapping tools, we estimate this model based on a unique data set consisting of actual transactions for hotels located in the United States, their external and internal attributes, and multiple aspects of review text.
Based on the estimates, we propose a new hotel ranking system in which a hotel that provides a comparably higher average utility gain would appear at the top of our list. By doing so, we can provide customers with the best-value hotels early on, thereby improving the quality of local searches for such hotels. The estimation models are privacy friendly, as they do not require individual consumer data but rather rely on aggregate data.
On a broader note, the objective of this paper is to illustrate how user-generated and crowdsourced content on the Internet can be mined and incorporated into a demand estimation model. Our interdisciplinary approach can provide insights for using text-mining and image classification techniques in economics and marketing research. Simultaneously, such research can also highlight the value of using an economic context to computer scientists to estimate both the intensity and the polarity of the UGC. Toward this end, we empirically estimate the economic value of different hotel characteristics, including both service-and location-based characteristics.
Our research enables us to not only quantify the economic impact of hotel characteristics but also, by reversing the logic of this analysis, to identify the characteristics that most influence demand for a particular hotel. After inferring the economic significance of each characteristic, we incorporate the characteristics in a model of expected utility gain estimation. The end goal is to generate a ranking system that recommends hotels that provide the best value for the money, on average. The key idea is that hotels (or products, in general) that provide consumers with a higher surplus should be ranked higher in response to consumer queries on search engines. We conduct blind tests using real users recruited through AMT to examine how well our ranking Marketing Science 31(3), pp. 493-520, © 2012 INFORMS system performs relative to existing alternatives. We find our ranking performs significantly better than several baseline ranking systems that are currently being used.
We should also note that our ranking scheme is causal, in the sense that the model can predict what should happen when we observe changes in the market. For example, when we see a new product in the marketplace, we can rank it by simply observing its characteristics, without waiting to see consumer demand for the product. Furthermore, we can dynamically change the rankings in response to changes in the products. For example, if we observe a price change or if we observe a hotel closing its pool for renovations, we can immediately adjust the surplus values and reestimate the rankings.
Such research can provide us with critical insights into how people make choices when exposed to multiple ranked lists of options online. Furthermore, by examining product search through the "economic lens" of utilities, we leverage and integrate theories of relevance from information retrieval and microeconomic theory. Our interdisciplinary approach has the potential to improve the quality of results any product search engine displays and to improve the quality of choices available online to consumers.
To better understand the antecedents of consumers' decisions, future work can look not only at transaction data but also into consumers' browsing history and learning behavior. For example, our current model assumes consumers engage in optimal utilitymaximizing behavior. However, they do not always, as some consumers are more thorough than others in their searches. By leveraging browsing histories, we can build models that explicitly take into consideration the fact that some users are utility optimizers and others simply engage in satisficing behavior. The difference in the conversion rate of users when presented with surplus-based rankings would also be an interesting avenue for study.
Our work has several limitations, some of which can serve as fruitful areas for future research. To better understand the antecedents of consumers' decisions, future work could look not only at transaction data but also into consumers' browsing history and learning behavior. Furthermore, by incorporating more individual-level demographics and context information from the time of purchase, one could extend our techniques to infer expected utility gains at a more personalized level. This step would potentially improve the evaluation process by comparing our recommendations with the results from the traditional collaborative filtering or content-based algorithms. Our model has a limited structure with regard to competition, preventing us from studying the impact of entry/exit decisions of hotels in different regions.
Future work can relax this constraint. In our model, the travel category-level shock is independently and identically distributed across consumers and travel categories. However, correlations could be present in the travel category shocks, wherein a consumer combines multiple purposes in one trip occasion. Although our model does not capture this possibility, it is a promising area for future work. Our analysis assumes that each hotel is exogenously endowed with a capacity of rooms, and this could bias results in favor of larger hotels. However, solving the revenue management problem fully is beyond the scope of this work, and hence we leave it for future researchers to address it, including issues such as hotel room availability (Bruno and Vilcassim 2008) . Our AMT-based user studies presented a series of default rankings to users without the ability to sort the offers. Future work can enhance the nature and scope of such user studies by letting users choose their own sorting algorithm in a more interactive platform and execute randomized experiments. Future work can also examine the associations between product reviews on UGC sites and travel search engine ranking decisions using keyword-level analyses, as described in Dhar and Ghose (2010) . Notwithstanding all these limitations, we believe our paper can pave the way for more research in this increasingly important domain.
Electronic Companion
An electronic companion to this paper is available as part of the online version that can be found at http://mktsci.journal .informs.org/. 515 Appendix A. Notes. IV is based on a filtered data set (≥ 1 review from TripAdvisor). V is based on a filtered data set (≥ 1 review from Travelocity). VI is based on a filtered data set (at least one review from both TripAdvisor and Travelocity). * * * p ≤ 0 001; * * p ≤ 0 01; * p ≤ 0 05; † p ≤ 0 1. Notes. I is based on the main data set (at least one review from either TripAdvisor or Travelocity). II is based on the main data set with review count ≥ 5. III is based on the main data set with review count ≥ 10.
IV is based on the filtered data set (at least one review from TripAdvisor). V is based on the filtered data set (at least one review from Travelocity). VI is based on the filtered data set (at least one review from both TripAdvisor and Travelocity). R is based on data set I, with random coefficients on travel category dummies.
a
We consider dummy variables with homogeneous coefficients to control for the eight corresponding travel categories.
b
We consider dummy variables with random coefficients to control for the eight corresponding travel categories. * * * Significant at a 0.1% level; * * significant at a 1% level; * significant at a 5% level; † significant at a 10% level.
Appendix B. In-Sample Basic Model Comparison Results
In-sample and out-of-sample results are estimated based on a 10-fold cross validation. The size of the estimation sample for both the in-sample and out-of-sample estimations is 5,669. The size of the holdout sample for out-of-sample estimation is 2,430. Appendix C. More Details on the Design of the User Study To further control for biases, we conducted the user study with stringent controls in the design and execution of the online survey. This led to a set of 7,800 user comparisons. Our additional design takes into account the following issues:
• First, to prevent each AMT worker from seeing the same ranking multiple times, we restricted each worker to only participate in at most one ranking comparison for each city.
• Second, to make sure each AMT worker is exposed to the full decision-making environment as a "real" visitor, in addition to the hotel name, address, price, and class information, we provided the URLs for each hotel's main Web pages from five different major (travel) search engine websites: TripAdvisor.com, Expedia.com, Hotels.com, Travelocity.com, and Google.com. Moreover, we were able to track whether or not a particular AMT worker clicked on any of these URLs for a particular hotel in a particular ranking comparison task.
• Third, we were able to track the exact time each AMT worker spent on a task (i.e., from the moment an AMT worker accepted a task until the moment that worker submitted the result).
• Finally, to control for the quality of the responses, we allowed only those AMT workers with a prior approval rate higher than 95% to participate in the survey. AMT provides an approval rate for each worker based on the frequency with which tasks have been approved by the buyer. This approval rate can provide information on the quality of the workers.
Our finding suggested that, on average, each AMT worker spent 116.8 seconds (∼2 minutes) per task. Besides, more than 50% of AMT workers clicked on the provided URLs to facilitate their decisions based on the detailed information of the hotels.
