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Abstract—This paper addresses preamble-based low com-
plexity synchronization, channel estimation and equalization
for Zero-padded (ZP) MB-OFDM based UWB systems. The
proposed synchronization method consists of sync detection,
coarse timing estimation, ﬁne timing estimation, and oscillator
frequency offset estimation. The distinctive features of MB-
OFDM systems and the interplay between the timing and carrier
frequency hopping at the receiver are judiciously incorporated
in the proposed synchronization method. In order to apply the
low complexity one-tap frequency-domain equalizer, the required
circular convolution property of the received signal is obtained
by means of an overlap-add method after the frequency offset
compensation. The proposed low complexity channel estimator
for each band is developed by ﬁrst averaging the over-lap-
added received preamble symbols within the same band and
then applying time-domain least-squares method followed by the
discrete Fourier transform. We develop an MMSE equalizer and
its approximate version with low complexity. We also derive the
probability density functions of the UWB channel path delays,
and using them we present several optimization criteria for our
proposed synchronization, channel estimation, and equalization.
The effectiveness of our proposed methods and optimization
criteria are conﬁrmed by computer simulation results.
Index Terms—BLUE, channel estimation, equalization, fre-
quency offset, OFDM, synchronization, timing offset, UWB.
I. INTRODUCTION
O
NE of the promising ultra-wide band (UWB) tech-
nologies is multi-band orthogonal frequency division
multiplexing (MB-OFDM) [1] which has been proposed for
the IEEE 802.15.3a and ECMA standard [2] [3]. OFDM is a
relatively mature technology and has been adopted in digital
broadcasting, wireless LAN and MAN standards. OFDM has
several advantages such as low complexity equalization in
dispersive channels and the spectral scalability/adaptability.
However, OFDM is more susceptible to nonlinear distortion
at the transmit power ampliﬁer [4] and more sensitive to
synchronization errors [5] [6]. It is shown in [7] that the MB-
OFDM based UWB receivers are quite sensitive to carrier
frequency estimation errors. Hence, the application of OFDM
technology in UWB systems requires a high performance
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synchronization method, while UWB systems demand a low
complexity approach.
The MB-OFDM systems from [2] [3] have the following
distinctive characteristics if compared to conventional OFDM
systems: 1) different channel responses and channel energies
across different bands, 2) different carrier frequency offsets
across different bands, 3) the use of zero padding (ZP) instead
of cyclic preﬁx (CP), 4) the interplay between the timing
and the frequency hopping (a mismatched timing point at the
receiver will yield a mismatched frequency hopping and hence
a signiﬁcant performance degradation). These characteristics
provide diversity components as well as additional design con-
straints, and hence, should be taken into account in the designs
of synchronization, channel estimation, and equalization.
There exist several preamble-based synchronization and
channel estimation methods for regular OFDM systems (e.g.,
see [8]–[11] and references therein), but only a few counter-
parts for MB-OFDM-based UWB systems [12]–[15]. These
existing works have overlooked most of the distinctive features
of MB-OFDM systems. The works in [13] and [14] applied
the concept of utilizing the ﬁrst signiﬁcant channel tap for
timing improvement, which was previously proposed in [10]
[11] for regular OFDM systems, in MB-OFDM systems. [13]
considered a ZP MB-OFDM system with the same frequency
offset and channel impulse response for all bands, while
[14] considered a CP MB-OFDM system with independent
channels across different bands and no frequency offset.
The work in [12] developed best linear unbiased estimation
(BLUE) based oscillator frequency offset (OFO) estimators
for MB-OFDM systems by exploiting some of the MB-OFDM
characteristics, but other synchronization, channel estimation
and equalization tasks were not addressed and the interplay
between the timing and the frequency hopping was not consid-
ered. An MMSE-based one-tap equalizer for ZP MB-OFDM
systems was recently proposed in [15], but no optimization
for ZP MB-OFDM systems was attempted, and the method is,
as will be shown in this paper, just an approximate MMSE.
The overlap-add (OLA) method was proposed in [16] for the
low complexity equalization in ZP OFDM systems, but the
effects of OLA window lengths and timing offsets were not
considered.
In this paper, we propose low-complexity synchronization,
channel estimation and equalization methods and correspond-
ing parameter optimizations for ZP MB-OFDM systems based
on the preamble of [2] [3]. The main contributions of this
paper are as follows.
1) We derive the probability density functions (pdf) and the
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statistics of the channel path delays of the IEEE 802.15
UWB channel model from [17]. Note that these pdfs
are also useful in evaluating or optimizing the energy
capture of other UWB systems.
2) We present distinctive characteristics of the ZP MB-
OFDM systems which are worthy to be taken into
account into the system design but have been overlooked
by the existing works.
3) We present how to optimize the parameter settings
of the proposed synchronization, channel estimation,
and equalization methods by utilizing the distinctive
characteristics of the ZP MB-OFDM systems and the
channel path delay pdfs we derive. Note that existing
works neither exploited all of these characteristics nor
addressed all synchronization, channel estimation and
equalization tasks together.
4) We derive an exact MMSE equalizer for ZP MB-OFDM
systems, and its low-complexity implementation. Our
MMSE equalizer reduces to the equalizer in [15] after
a high SNR approximation.
5) Our investigation provides new insights for improving
the receiver functionalities with low complexity. For
example, it reveals different performance sensitivities
to different parameters, and provides guidelines in set-
ting these parameters for robustness and complexity-
reduction.
The rest of this paper is organized as follows. Section II
describes the signal and channel models. Section III introduces
the statistics of the UWB channels. The proposed synchro-
nization, channel estimation, and equalization methods are
presented in Section IV, and the parameter optimizations of
the proposed methods are described in Section V. Simulation
results and discussions are provided in Section VI, and the
paper is concluded in Section VII.
Notations: The superscripts T and H represent the transpose
and the Hermitian transpose, respectively. The kth row, nth
column element of a matrix X is denoted by [X]k,n. E[·]
represents a statistical expectation. The N × N unitary DFT
matrix is denoted by F =[ f0,f1,...,fN−1], while F K is
the sub-matrix of F consisting of the ﬁrst K columns and
F(:,i : k) represents [fi,fi+1,...,fk]. The corresponding
frequency-domain variable of a time domain variable x is
denoted by ˜ x.  {·} represents the real part of {·}.T h eN ×N
identity matrix is denoted by I and ei represents the ith
column of I.
II. SIGNAL AND CHANNEL MODELS
We consider the MB-OFDM-based UWB systems from
[2] [3] where the carrier frequency is hopped within a pre-
deﬁned set of carrier frequencies {fq} (corresponding to
disjoint frequency bands) from symbol to symbol, according
to a time-frequency code. The MB-OFDM system from [2]
and [3] has 4 different preamble patterns (for 4 pico-nets),
each associated with a different time-frequency code. Each
preamble pattern is constructed by a synchronization sequence
portion followed by a channel estimation sequence portion.
The synchronization sequence is composed by successively
repeating a time-domain preamble sequence (symbol) over
Fig. 1. The structure of the preamble pattern 1 from [2] and [3] (Also
shown are the three preamble parts used in our synchronization method.
The preamble symbols of carrier 2 and 3 within Part-a are not used in our
synchronization method.
24 periods with an inverted polarity for the last period in
each band. The channel estimation sequence is composed of 6
identical periods of the frequency-domain channel estimation
sequence. The structures of the preamble pattern 1 in each of
the three different bands are shown in Fig. 1 (see [3] [12] for
other patterns).
The MB-OFDM-based systems from [2] and [3] use ZP
guard intervals consisting of Npre preﬁx and Nsuf sufﬁx zero
samples, instead of the conventional CP guard interval. An
OFDM symbol including the guard interval has a total of M =
N+Ng samples where Ng = Npre+Nsuf and, N is the number
of the OFDM sub-carriers. Between ith and (i+1 ) th OFDM
symbols in [2] and [3], there are 37 guard samples consisting
of Nsuf =3 2sufﬁce samples and Npre =5preﬁx samples.
The preamble sample index 0 corresponds to the ﬁrst non-zero
sample of the ﬁrst preamble symbol. Denote the low-pass-
equivalent time-domain samples (sampled at N/T =1 /Ts, N
times the sub-carrier spacing) transmitted in the q-th frequency
band by {sq(k)} and their corresponding frequency-domain
symbols by {˜ sq(n)}. During the m-th symbol interval, i.e.,
k ∈ [mM −Npre,(m+1)M −Npre −1], {sq(k)} can be all
zeros if no signal is transmitted in the qth band.
The IEEE 802.15.3a UWB RF channel model described in
[17] is given by
hRF(t)=X
Lh  
l=0
K  
k=0
αk,lδ(t − Tl − τk,l) (1)
where Tl, τk,l, and X are random variables representing
the delay of the l-th cluster, the delay (relative to the l-
th cluster arrival time) of the k-th multipath component of
the l-th cluster, and the log-normal shadowing, respectively.
The channel coefﬁcients are deﬁned as a product of small-
scale and large-scale fading coefﬁcients, i.e., αk,l = pk,lξlβk,l
where pk,l takes on equiprobable ±1 to account for signal
inversion due to reﬂections, and {ξlβk,l} are log-normal
distributed path gains. Then we have E [αk,l(Tl,τ k,l)] = 0
and E
 
|αk,l(Tl,τ k,l)|2 
=Ω 0e−Tl/Γe−τk,l/γ. Γ and γ are the
cluster decay factor and ray decay factor, respectively. Details
of the channel models are referred to [17].
In this paper, we consider a low-pass-equivalent system that
absorbs the carrier-frequency hopping into the channel impulse
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for the q-th band is given by
hq(n)=X
Lh  
l=0
K  
k=0
αk,le−j2πfq(Tl+τk,l)p(nTs−Tl−τk,l−t0)
(2)
where the effect of the combined transmit and receive ﬁlter
with the impulse response p(t) whose span is [−t0,t 0] has
been included in the CIR, and the delay t0 is inserted for the
causality.
Deﬁne {t
q
l} = {t
q
l(i): i =0 ,...,N  − 1;l =1 ,...,L q}
where {t
q
l(i):i =0 ,1,...,N  −1} denotes the time-domain
sample index set corresponding to the l-th non-zero preamble
symbol period in the q-th band with N ≤ N  ≤ N +Nsuf. Lq
is the number of nonzero preamble symbols in the q-th band
and depends on the preamble pattern and the band index q.L e t
{xq(k)} denote the low-pass-equivalent time-domain channel
output signal samples corresponding to the q-th band. Then
the corresponding low-pass-equivalent time-domain received
samples {¯ rq(t
q
l(i))} in the q-th band can be expressed as 1
¯ rq(t
q
l(i)) = ej2πυqt
q
l (i)/Nxq(t
q
l(i)) + n(t
q
l(i)) (3)
where {n(t
q
l(i))} are zero-mean independent and identically-
distributed circularly-symmetric complex Gaussian noise sam-
ples with variance σ2 = E{|n(t
q
l(i))|
2}, and υq is the
normalized (by the subcarrier spacing) carrier frequency offset
( C F O )o ft h eq-th band which is related to the normalized OFO
υ by
υq = bq υ, for q =1 ,2,3. (4)
For the frequency synthesizer in [1], we have [b1,b 2,b 3]=  13
16, 15
16, 17
16
 
(c.f. [12]). Since the receiver does not know
in advance when the preamble will arrive, we denote the
low-pass-equivalent received signal as {rq(k)} which contains
noise-only samples followed by the received preamble samples
{¯ rq(m)}. The number of the initial noise-only samples is a
random variable depending on the arrival time of the preamble
and the receiver’s sync detection window timing.
III. STATISTICS OF THE UWB CHANNEL MODELS
We ﬁrst derive the pdf of the delay Zk,l
∆ = Tl +τk,l for the
k-th ray of the l-th cluster of the UWB channel, from which
the pdfs of Tl and τk,l are obtained.
Note that T0 =0 , τ0,l =0 ; and Zk,l can be expressed as
the sum of inter-arrival times of the ﬁrst l clusters and the ﬁrst
k rays of the lth cluster. Since inter-arrival times of the UWB
channel paths are independent exponential random variables,
Zk,l is the sum of (l+k−2) independent exponential random
variables. The moment generating function of Zk,l is given by
ΦZk,l(s)=
 
Λ
Λ − s
 l  
λ
λ − s
 k
, ∀k,l except k = l =0 .
(5)
1An arbitrary carrier phase offset can be absorbed into the CIR and hence
it is not included explicitly in the signal model.
Λ and λ are the cluster arrival rate and the ray arrival rate,
respectively. The m-th moment of Zk,l is obtained as
E[zm
k,l]=
dmΦZk,l(s)
dsm |s=0
=
m  
i=0
 
m
i
  i−1  
n=0
(−l − n)(−Λ)−i
m−i−1  
u=0
(−k − u)(−λ)−m+i.
(6)
Applying the residue theory, we obtain the pdf of Zk,l as
fZk,l(zk,l)=
  ∞
−∞
ΦZk,l(s)e−szk,lds
=
 
(R1 + R2)Λlλk(−1)(l+k) k  =0o rl  =0
δ(zk,l) k =0&l =0
(7)
where
R1 =
⎧
⎪ ⎪ ⎪ ⎪ ⎨
⎪ ⎪ ⎪ ⎪ ⎩
(−1)le−Λzk,l  l−1
i=0
 i−1
m=0(k+m)
i!(l−i−1)!
(Λ − λ)(−k−i)z
(l−i−1)
k,l u(zk,l) k  =0&l  =0
(−1)
l
(l−1)!z
(l−1)
k,l e−Λzk,lu(zk,l) k =0&l  =0
0 l =0
R2 =
⎧
⎪ ⎪ ⎪ ⎪ ⎨
⎪ ⎪ ⎪ ⎪ ⎩
(−1)ke−λzk,l  k−1
i=0
 i−1
m=0(l+m)
i!(k−i−1)!
(Λ − λ)(−l−i)z
(k−i−1)
k,l u(zk,l) k  =0&l  =0
(−1)
k
(l−1)!z
(k−1)
k,l e−λzk,lu(zk,l) k  =0&l =0
0 k =0 ,
with u(·) being the unit step function.
Since {Tl} and {τk,l} are independent, we have
fTl,τk,l(x,y)=ftl(x)fτk,l(y) (8)
where fTl(x)=fZ0,l(x) and fτk,l(y)=fZk,0(y).
Next, we ﬁnd the covariance matrix of the CIR for each
band. Let L denote the maximum length of the sample-spaced
CIR vector of each band and hq denote the L×1 CIR vector
of the qth band. Depending on the actual length of each
channel realization, hq may contain some zero samples. The
covariance matrices of hq are the same for all bands as will
be apparent in the following. Hence, we simply denote the
covariance matrix of hq by Ch. From (2), we can calculate
the element of Ch as2
Ch(m,n)=
  ∞
0
  ∞
0
Lh  
l=0
K  
k=0
E
 
|αk,l(Tl,τ k,l)|2 
× p(mTs − Tl − τk,l − t0)p(nTs − Tl − τk,l − t0)
× fTl,τk,l(Tl,τ k,l) dTl dτk,l (9)
where we have used the statistical independence among
{αk,l(Tl,τ k,l)}.
Substituting (7)-(8) and E
 
|αk,l(Tl,τ k,l)|2 
=
Ω0e−Tl/Γe−τk,l/γ into (9) gives
Ch(m,n)=
Lh  
l=0
K  
k=0
  T
0
  T
0
Ω0e−Tl/Γe−τk,l/γ
× p(mTs − Tl − τk,l − t0) p(nTs − Tl − τk,l − t0)
× fZ0,l(Tl)fZk,0(τk,l) dTl dτk,l (10)
2We neglect the shadowing parameter X in this paper and hence realiza-
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which can be numerically evaluated. We will use the above
channel covariance matrix in optimizing our proposed methods
in Section V. Note that the pdfs of the UWB channel path
delays we derive are also useful in calculating or optimizing
the energy capture of other UWB systems.
IV. PROPOSED SYNCHRONIZATION,C HANNEL
ESTIMATION AND EQUALIZATION
In this paper, we consider sync detection, timing offset esti-
mation, OFO estimation, channel estimation and equalization
for the packet-based MB-OFDM system in [2] and [3]. We
assume that the receiver knows what preamble the transmitter
uses but not the OFO and the arrival time of the preamble.
The whole interval of the 30 preamble symbols with the
sample index set {t
q
l(i)} is divided into three disjoint parts
– part-a, part-b, and part-c – with the corresponding sample
index sets {t
q
a,l(i)}, {t
q
b,l(i)}, and {t
q
c,l(i)}, respectively. All
the distances of the preamble symbol pairs within part-x are
denoted by {dx(m):m =1 ,2,...} where x is a, b,o r
c representing the corresponding part. For example, for the
preamble pattern 1, we may set the ﬁrst part as the ﬁrst 6
symbol interval, the second part as the next 18 symbol interval,
and the third part as the last 6 symbol interval (see Fig. 1). In
this case, {t
q
a,l(i)} = {t
q
l(i):l =1 ,2}, {t
q
b,l(i)} = {t
q
l(i):
l =3 ,4,5,6,7,8}, {t
q
c,l(i)} = {t
q
l(i):l =9 ,10}, {db(m)}
= {3M,6M,9M,12M,15M}. We also deﬁne dx(0) = 0 for
convenience.
Deﬁne the correlation term with a correlation distance
dx(m) between non-zero received preamble symbols within
part-x in the q-th band as
Rx,q(m,kt,N )
=
 
{k,k + dx(m)}
∈{ kt + t
q
x,l(i)}
(−1)  r∗
q(k)rq(k + dx(m)) (11)
where
  =
 
1, if {k + dx(m)}∈{ kt + t
q
b,8(i)}
0, else
(12)
note that i =0 ,1,...,N  − 1.   is a parameter introduced
by the burst cover sequence (see [2] [3] for details). During
part-a where the sync detection and coarse timing estimation
are performed, the receiver carrier frequency hopping is not
performed. During the remaining parts, the receiver carrier
frequency is hopped according to the preamble pattern. The
ﬁne timing and the OFO estimations are based on the received
preamble symbols within part-b, while channel estimation task
is based on part-c 3. The reason for the use of only part-
b for the ﬁne timing estimation is to allow processing time
so that timing adjustment (for frequency hopping instants)
based on the ﬁne timing estimation can be made at the end
of the preamble. The receiver tasks are performed in the
following order: sync detection, coarse timing estimation, ﬁne
timing estimation, OFO estimation and compensation, channel
estimation, equalization and data detection.
3Note that preamble symbols from part-b can also be used to improve the
channel estimation.
A. Sync Detection and Coarse Timing Estimation
The carrier frequency of the receiver is initially set to
the one that corresponds to the ﬁrst preamble symbol, and
denote the corresponding band index by ¯ q. During the sync
detection process, the receiver carrier frequency hopping is
not performed since it requires timing information which is
unavailable yet. We use the ﬁrst two preamble symbols in the
¯ qth band to detect the arrival of the preamble. Then the sync
detection metric is given by
M(k)=|Ra,¯ q(1,k,N )|. (13)
For complexity reduction4 and energy saving, the computation
of M(k) is performed only at k =0 , ∆, 2∆, ..., where ∆
(an integer) is a design parameter.
Once M(k) becomes larger than a pre-deﬁned threshold
MSD, say at k = kSD, the receiver decides that the preamble
has been detected and starts ﬁnding the coarse timing point
as follows:
kct = arg max
kSD≤k≤kSD+W1−1
{M(k)} (14)
where W1 is the length of the window within which the coarse
timing point is searched and W1 can be set to M.Al o w e r
complexity version of the above coarse timing estimator can
be implemented by ﬁnding the point k1 corresponding to the
maximum of the metric values at k = kSD, kSD +∆ 1, kSD +
2∆1, ..., and then the point corresponding to the maximum
of the metric values at k1 −  ∆1/2 , k1 −  ∆1/2  +1 , ...,
k1 +  ∆1/2 . Here, ∆1 (an integer) is a design parameter.
Based on the coarse timing point kct, the receiver determines
at what time instant it should hop the carrier frequency to
demodulate the rest of the preamble.
B. Fine Timing Offset Estimation
The ﬁne timing estimation is based on the preamble part-b
while the coarse timing estimation is based on part-a. Hence,
the correct points for the coarse timing point kct and the ﬁne
timing point kft correspond to the beginning of part-a and part-
b, respectively. We denote the beginning of part-b by kref.T h e
proposed ﬁne timing estimator is described by 5
kft = −η + arg max
i∈(kct+Da−W2,k ct+Da+W3)
3  
q=1
|Rb,q(1,i,N )|
(15)
where Da is the length (in samples) of part-a and η is a ﬁxed
timing adjustment. For CP-based OFDM systems, η should be
set such that the timing point is most of the time within the
ISI-free part of the CP [10]. We will describe how to set η
for the considered ZP OFDM system in Section VI.
C. OFO Estimation and Compensation
We adopt the BLUE-based OFO estimator from [12] with
a few differences. In [12] the OFO estimator utilizes the ﬁrst
21 preamble symbols, while in this paper the OFO estimator
4M2(k) can also be used in place of M(k).
5Note that although more correlation terms can be included in the ﬁne tim-
ing estimation, for low complexity implementation we just use the correlation
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is based only on part-b allowing processing time and resource
for prior tasks of sync detection and coarse timing estimation.
Furthermore, the correlation window length for each preamble
symbol is ﬁxed at N samples in [12] but is set to N  in this
paper which will be optimized for better performance.
The OFO estimator is given by
  υ =
 3
q=1 1TC
−1
θq 1 bq  vq
 3
q=1 1TC
−1
θq 1 b2
q
(16)
where   υq =
Hq  
m=1
ωq(m)θq(m) (17)
θq(m)=
N
2πdb(m)
angle{Rb,q(m,kft,N )} (18)
with ωq(m) being the m-th component of the weighting vector
ωq = C
−1
θq 1
 
1TC
−1
θq 1
 −1
. (19)
In (19), Cθq is the covariance matrix of {θq(m):m =
1,...,H q}, Hq is a design parameter (see [12]) and 1 denotes
the all-one column vector, whose size should be apparent from
the expression. Two approaches (Methods A and B) for the
calculation of {Cθq} are given in [12]. Due to the different
window length in this paper, the covariance matrices {Cθq}
become slightly different from those in [12]. For example,
for preamble pattern 1 or 2, denoting the number of non-zero
preamble symbols within the combined part-b in the qth band
by ¯ Lq, and applying Method A, we obtain
Cθq(m,n)=g(m,n)
×
⎧
⎪ ⎪ ⎪ ⎨
⎪ ⎪ ⎪ ⎩
m +
(¯ Lq−m)N
 σ
2
2Ex,q(N ) , if m = n & m<¯ Lq/2
(¯ Lq − m)+
(¯ Lq−m)N
 σ
2
2Ex,q(N ) , if m = n & m ≥ ¯ Lq/2
min(m,n), if m  = n & m + n<¯ Lq
¯ Lq − max(m,n), if m  = n & m + n ≥ ¯ Lq
(20)
where
g(m,n)=
N2σ2
4π2(3M)2Ex,q(N )
1
mn(¯ Lq − m)(¯ Lq − n)
(21)
and applying Method B gives
Cθq(m,n)=g(m,n)
×
 
min(m,n), if m + n<¯ Lq
¯ Lq − max(m,n), if m + n ≥ ¯ Lq.
(22)
The estimator in (16) can be implemented as
  υ =
 3
q=1   Ex,q(N )Aqbq  υq
 3
q=1   Ex,q(N )Aqb2
q
(23)
where the received preamble symbol energy estimate in the
qth band is calculated as
  Ex,q(N )=Rb,q(0,k ft,N )/¯ Lq, (24)
and Aq can be pre-computed as
Aq =
1TC
−1
θq 1
Ex,q(N )
. (25)
Next, CFO compensation for the qth band is performed
starting from preamble part-b as
rq(kft + m)e−j2πm  υbq/N ∆ = ˘ rq(kft + m)f o rm =0 ,1,....
(26)
D. Channel Estimation
The use of zero-amplitude guard samples in MB-OFDM
UWB systems [2] [3] instead of conventional CP guard
samples saves transmit power and allows a sufﬁcient amount
of time for the transmitter and receiver to switch between
carrier frequencies. To obtain the circular convolution prop-
erty required for the frequency-domain one-tap equalization,
we apply the OLA method [16] to the frequency-offset-
compensated received signal. Speciﬁcally, for every l-th non-
zero OFDM symbol in the qth band after CFO compensation,
the OLA method adds M0(0 ≤ M0 ≤ Nsuf) samples {˘ rq(kft+
lM+N),˘ rq(kft+lM+N+1),...,˘ rq(kft+lM+M0+N−1)}
to {˘ rq(kft+lM),˘ rq(kft+lM+1),...,˘ rq(kft+lM+M0−1)},
resulting in an N ×1 vector y
(l)
q with the k-th element given
by
y(l)
q (k)=
⎧
⎪ ⎨
⎪ ⎩
˘ rq(kft + lM + k)
+˘ rq(kft + lM + k + N), if 0 ≤ k ≤ M0 − 1
˘ rq(kft + lM + k), else.
(27)
The OLA length M0 need not be the same for preamble sym-
bol and data symbol. We use Mp and Md to denote the OLA
length for preamble symbol and data symbol, respectively.
After applying the OLA method, the preamble symbols in
each band are averaged as
¯ yq =
1
Lq,c
Lq,c  
l=1
y(l)
q (28)
where Lq,c is the number of non-zero preamble symbols of
part-c in the qth band. After applying CFO compensation
and the OLA method, we can assume in developing the CIR
estimator that ¯ yq is approximately the same as the received
preamble symbol with circular convolution property under
perfect frequency synchronization but with a possible timing
offset. Although the maximum number of CIR taps is L,w e
estimate length-L  CIR to account for the effects of random
timing offset on the channel estimation. The optimization of L 
will be discussed in Section V-C. We apply the time-domain
least-squares channel estimator and obtain the length L  CIR
vector estimate for the qth band as
ˆ hq =( S
HS)−1S
H¯ yq (29)
where [S]k,n = s((k − n)m o dN) , 0 ≤ k ≤ N − 1,
0 ≤ n ≤ L  − 1, and {s(m):m =0 ,1,...,N− 1}6 are the
low-pass-equivalent time-domain OFDM preamble samples.
Further improvements on the channel estimation and timing
estimation (e.g., see [10] [11]) are possible at the cost of
much larger complexity, but we will not pursue them here
since UWB systems demand low complexity algorithms. The
frequency-domain channel estimates are then simply obtained
6The band index q is dropped since the preamble symbols are the same.6 IEEE TRANSACTIONS ON WIRELESS COMMUNICATIONS, VOL. 7, NO. 11, NOVEMBER 2008
by taking the DFT of ˆ hq as [˜ ˆ hq(0),˜ ˆ hq(1),...,˜ ˆ hq(N −1)]T = √
NF L ˆ hq.
E. Equalization
1) One-tap Zero-Forcing (ZF) Equalizer: In general, data
can be transmitted with or without spreading using a time-
frequency code. Suppose the mth OFDM data symbol (after
spreading if applied) is transmitted in the qth band, and let
˜ yq,m(i) denote the corresponding received symbol on the
ith subcarrier after performing CFO compensation, the OLA
method, and DFT. If the data are not spread by a time-
frequency code, the frequency-domain one-tap ZF equalizer
output decision variable for the ith subcarrier data of the mth
OFDM data symbol is given by
˜ Y (m)(i)=˜ ˆ hq(i)∗˜ yq,m(i)/|˜ ˆ hq(i)|2. (30)
If data spreading is performed using a time-frequency code [2]
[3] such as each data symbol is transmitted on two consecutive
symbol intervals using a frequency hopping pattern of [l0 n0
l1 n1 l2 n2]( e . g . ,[ 123123 ] ) ,t h e nt h eZ Fequalizer output
decision variable for the mth data (before spreading) on the
i-th subcarrier is obtained as
˜ Y (m)(i)=
 ˜ ˆ hlξ(i)∗˜ ylξ,2m(i)+˜ ˆ hnξ(i)∗˜ ynξ,2m+1(i)
 
 
|˜ ˆ hlξ(i)|2 + |˜ ˆ hnξ(i)|2
  (31)
where ξ = m mod 3 in the band indexes lξ and nξ.
2) MMSE Equalizer: A one-tap MMSE-based equalizer for
MB-OFDM systems has been proposed in [15] by assuming
that the frequency-domain noise remains white after applying
the OLA method. However, the covariance matrix of the
frequency-domain noise after applying the OLA method is
given by Cn = σ2(IN + F MdF
H
Md), which is no longer
diagonal. Hence the MMSE equalizer in frequency domain
is no longer a one-tap equalizer, and the equalizer proposed
in [15] is not an MMSE equalizer in the strict sense. In this
section, we will introduce the MMSE equalizer for the MB-
OFDM systems. First we assume the data are not spread.
Deﬁne
Hq = diag
 
[˜ ˆ hq(0),˜ ˆ hq(1),...,˜ ˆ hq(N − 1)]T
 
. (32)
The frequency-domain MMSE equalizer output decision vari-
able for the mth OFDM data symbol on the qth band is given
by
˜ Y m = HqC˜ s
 
HqC˜ sH
H
q + Cn
 −1
˜ yq,m (33)
where C˜ s represents the covariance matrix for transmit data
in the frequency-domain. If the data are independent QPSK
signals in frequency-domain, C˜ s is a diagonal matrix with
“1”s on the transmitted subcarrier and “0”s on the guard
subcarriers [2] [3].
If data are spread using a time-frequency code and the
frequency hopping pattern of [l0 n0 l1 n1 l2 n2], the MMSE
equalizer output decision variable for the mth data (before
spreading) is obtained as
˜ Y m =
 
H
H
lξC˜ s H
H
nξC˜ s
 
V
−1[˜ y
T
lξ,2m ˜ y
T
nξ,2m]T (34)
where V =
 
HlξC˜ sH
H
lξ + Cn HlξC˜ sH
H
nξ
HnξC˜ sH
H
lξ HnξC˜ sH
H
nξ + Cn
 
(35)
The matrix inverse operation indicates that the MMSE
equalizer is much more complicated than the one-tap ZF
equalizer. We provide a much simpliﬁed computation of the
inverse in (33) and (34) in Appendix.
3) One-tap MMSE Equalizer: Although the MMSE equal-
izer can be simpliﬁed, the complexity is still higher than the
one-tap ZF equalizer. If we neglect the extra noise introduced
by the OLA method, then the noise can be approximated
as the white Gaussian noise with variance σ2. Under this
circumstance, the MMSE equalizers in (33) and (34) can be
simpliﬁed to the same form as proposed in [15]. For the UWB
system without data spreading, the output of the approximated
one-tap MMSE equalizer is given by
˜ Y (m)(i)=˜ ˆ hq(i)∗˜ yq,m(i)/|(˜ ˆ hq(i)|2 + σ2
n/E[|˜ s(i)|2]). (36)
For the system using data spreading, the output of the approx-
imated one-tap MMSE equalizer is given by
˜ Y (m)(i)=
 ˜ ˆ hlξ(i)∗˜ ylξ,2m(i)+˜ ˆ hnξ(i)∗˜ ynξ,2m+1(i)
 
 
|˜ ˆ hlξ(i)|2 + |˜ ˆ hnξ(i)|2 + σ2
n/E[|˜ x(i)|]2
  . (37)
Furthermore, if the frequency-domain data are QPSK sym-
bols [2] [3], the approximated one-tap MMSE equalizer is
equivalent to the one-tap ZF equalizer we introduced in
(30) and (31). The reason is that the detection of QPSK
symbols only depends the phase of the received signal, and
the noise variance term in the expression of the approximated
one-tap MMSE equalizer will not affect the received phase
information.
V. OPTIMIZING THE PROPOSED METHODS
This section presents how to optimize the proposed methods
by designing the window lengths involved in several tasks.
Recall that we consider Nsuf =3 2zero-amplitude sufﬁx sam-
ples and Npre =5zero-amplitude preﬁx samples. We assume
that the maximum channel dispersion is Nsuf =3 2samples,
and the interval of the Npre =5preﬁx samples is reserved
for switching the carrier frequency. Hence, the considered
correlation window length range is [N,N+Nsuf] = [128,160]
and the OLA window length range is [0,32].
A. Window Length for Timing Estimation
Deﬁne
β(i,T1,N )=Ra,1(1,T 1 + i +1 ,N ) − Ra,1(1,T 1 + i,N ).
(38)
Then for a given channel output signal {x1(k)},
{β(i,T1,N )} are independent complex Gaussian randomLI et al.: SYNCHRONIZATION, CHANNEL ESTIMATION, AND EQUALIZATION IN MB-OFDM SYSTEMS 7
˜ x
ICI
q =
⎧
⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎨
⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎩
F(:,(Md : L − kft − 1))Ha(Md + kft)(F(:,(N − L + Md + kft : N − 1)))
H ˜ sq
+ F(:,(N − kft : N − 1))Hb(kft)(F(:,(0 : kft − 1)))
H ˜ sq if kft > 0&Md + kft <L
F(:,(N − kft : N − 1))Hb(kft)(F(:,(0 : kft − 1)))
H ˜ sq if kft > 0&Md + kft ≥ L
F(:,(Md : L − kft − 1))Ha(Md + kft)(F(:,(N − L + Md + kft : N − 1)))
H ˜ sq if kft ≤ 0&Md ≥− kft
F(:,(0 : L − 1))Ha(0)(F(:,(N − L : N − 1)))
H ˜ sq
+ F(:,(Md : −kft − 1))xq(N + kft + Md : N − 1) if kft ≤ 0&Md < −kft
(48)
E[|˜ x
ICI
q |
2]=
⎧
⎪ ⎪ ⎨
⎪ ⎪ ⎩
trace
 
E[Ha(Md + kft)(Ha(Md + kft))
H]+E[Hb(kft)(Hb(kft))
H]
 
if kft > 0&Md + kft <L
trace
 
E[Hb(kft)(Hb(kft))
H]
 
if kft > 0&Md + kft ≥ L
trace
 
E[Ha(Md + kft)(Ha(Md + kft))
H]
 
if kft ≤ 0&Md ≥− kft
trace
 
E[Ha(0)(Ha(0))
H]
 
−
 N−1
i=N+kft+Md E[|xq(i)|
2]i f kft ≤ 0&Md < −kft
. (51)
variables with
E[β(i,T1,N )]
= x∗
1(i + N )x1(i + N  + da(1)) − x∗
1(i)x1(i + da(1))
(39)
Var[β(i,T1,N )] = σ2(|x1(i)|2 + |x1(i + da(1))|2
+ |x1(i + N )|2 + |x1(i + N  + da(1))|2)+2 σ4. (40)
Then we use the following criterion to design the correlation
window length Nt for timing estimation
Nt = arg max
N≤N ≤N+Ng
⎧
⎨
⎩
N/2  
i=0
 
1 − Q
 
|E[β(i,T1,N )]|
 
Var[β(i,T1,N )]
  ⎫
⎬
⎭
(41)
where Q(·) is the Gaussian tail probability, and T1 for each N 
is chosen such that [T1,T 1 +N  +N/2−1] is approximately
symmetric with respect to [kref,k ref+N+Nsuf]. This criterion
can be approximately considered as the probability of the
joint events {|Ra,1(1,¯ k,N )| > |Ra,1(1,¯ k + l,N )| : l =
±1,±2,...} where ¯ k is the time instant corresponding to
the maximum of |Ra,1(1,k,N )|. In the design, we replace
|x1(k)|2 with E[|x1(k)|2] which can be calculated using the
channel covariance matrix Ch obtained in Section III.
B. Window Length for OFO Estimation
We use the BLUE variance of the CFO estimation to
optimize the window length for our OFO estimator. We can
simply consider the BLUE variance in the qth band given by
Var{  υq|N } =( 1TC
−1
θq|N 1)−1 (42)
where Cθq|N  is given in (20). Then the best window length
Nf for our OFO estimator is determined by
Nf = arg min
N≤N ≤N+Nsuf
{Var{  υq|N }}. (43)
C. CIR Estimation Window Length and Preamble OLA Length
The channel taps with largest delays may contain negligible
channel energy and neglecting them in the CIR estimation
will suppress noise from those neglected taps and hence
may improve the CIR estimation performance. Hence, in this
section, we derive channel estimation MSE obtained with the
CIR estimation window length L , and ﬁnd the optimum L 
which yields the minimum channel estimation MSE. Since ﬁne
timing and frequency synchronization have been performed,
we develop our optimization for CIR estimation under perfect
synchronization ﬁrst. Next, we incorporate the effect of timing
offset into our design.
After applying the OLA method with window length Mp
on the CFO-compensated averaged received preamble sym-
bol, the MSE of the length-L  CIR estimation under perfect
synchronization can be derived as
MSEh(L ,M p) = trace(Ch)+σ2trace
 
Υ
HΥ(I + T)
 
+t r a c e
 
Υ
HΥ¯ SCh ¯ S
 
− 2  
 
trace
 
Υ¯ SCh
  
.
(44)
where T =[ e1,...,eMp,0N×(N−Mp)], Υ =( S
HS)−1S
H
and ¯ S = SL− ¯ S∆. ¯ S∆ is an N ×L matrix, and for L>M p,
¯ S∆(Mp+1:L,Mp+1:L)=S∆, and the other elements of
¯ S∆ are all zeros. If L ≤ Mp, ¯ S∆ is the all-zero matrix. S∆
is an (L−Mp)×(L−Mp) matrix with the (n,k)th element
given by s(N − 1 − k + n) if k ≥ n, and zero if k<n .
SL is an N×L matrix with [SL]k,n = s((k−n)m o dN) ,
0 ≤ k ≤ N −1, 0 ≤ n ≤ L−1. Then, we obtain the optimum
(L ,M p) for the CIR estimation under perfect synchronization
as
([L ]∗
perfect,[Mp]∗
perfect) = arg min
{L ,Mp}
{MSEh(L ,M p)} (45)
which can be numerically evaluated where the required
Ch(m,n) is obtained from (10). In the presence of timing
errors, the above window lengths in (45) should be increased
accordingly so that the CIR estimation window contains the
ﬁrst [L ]∗
perfect actual channel taps most of the time. We will
discuss this issue in Section VI.
D. Optimizing the Data OLA Length
The OLA method increases the noise power if compared
to the CP-based systems since the noise terms are also
added up. In this sense, we prefer a smaller OLA length
Md (for data) which will decrease the extra noise power.
However, the shortening of the OLA length Md may destroy
the circular convolution property and in this circumstance the
OLA method with one-tap frequency-domain equalizer will
introduce the inter-carrier interferences (ICI). For example,
with perfect timing, if Md is less than the order of the CIR,
there will be ICI. Note that the timing offset also affects
the optimal value of Md. In this section, we will ﬁnd the8 IEEE TRANSACTIONS ON WIRELESS COMMUNICATIONS, VOL. 7, NO. 11, NOVEMBER 2008
optimum Md which minimizes the combined interference and
extra noise power introduced by the OLA method.
After applying the OLA method, the received i-th subcarrier
data can be expressed as
˜ yq(i)=˜ xq(i) − ˜ xICI
q (i)+˜ ne
q(i)+˜ n(i) (46)
where ˜ xq(i)=˜ hq(i)˜ sq(i), ˜ n(i) is the frequency-domain noise
sample (the same statistics as in CP-based systems), ˜ ne
q(i)
is the extra frequency-domain noise sample due to the OLA
method, and ˜ xICI
q (i) is the ICI term on the i-th subcarrier
due to the OLA method. Denote the corresponding vectors
of ˜ sq(i), ˜ xICI
q (i), ˜ n(i), and ˜ ne
q(i) by ˜ sq, ˜ x
ICI
q , ˜ n, and ˜ n
e
q,
respectively. Note that we have
˜ n
e
q = F(:,(0 : Md − 1))
× n(kft + lM + N : kft + lM + N + Md − 1). (47)
For simplicity in presentation, we assume in this section that
the perfect timing point index (for kft)i s0 (i.e., kref =0 ).
Then, the ICI vector ˜ x
ICI
q can be expressed as (48), where
Ha(x) is an (L−x)×(L−x) matrix with the (n,k)th element
being equal to hq(L−1−k+n) if k ≥ n, and zero if k<n .
Hb(x) is a x × x matrix with the (n,k)th element given by
hq(n − k) if n ≥ k and zero if n<k .
Since we choose the same OLA length Md for all bands
and the channel covariance matrices are also the same for all
bands, the interference plus extra noise power caused by the
OLA method in each band can be expressed as
Ξ=E[|˜ x
ICI
q |2]+E[|˜ n
e
q|2] (49)
where E[|˜ n
e
q|2]=Mdσ2. (50)
Considering independent and identically-distributed data
symbols on the subcarriers, we have E[˜ sq˜ s
H
q ]=σ2
sI.
Then, E[|˜ x
ICI
q |2] is given by (51). The elements of
E[Ha(x)(Ha(x))H] and E[Hb(x)(Hb(x))H] can be ob-
tained as
E[Ha(x)(Ha(x))H]|(m,n)
=
L−x−max(m,n)  
i=0
Ch(x + m + i,x + n + i) (52)
E[Hb(x)(Hb(x))H]|(m,n)
=
min(m,n)−1  
i=0
Ch(m − i,n − i). (53)
Substituting (52), (53) and (51) into (49), we ﬁnally obtain
the interference plus extra noise power Ξ caused by the OLA
method which varies with Md for a ﬁxed kft. We obtain the
optimal Md that minimizes Ξ as
M∗
d = arg min
Md
{Ξ(Md)} (54)
which can be numerically solved easily.
VI. SIMULATION RESULTS AND DISCUSSIONS
We use the simulation parameters as speciﬁed in [2]: N =
128, Npre =5 , Nsuf =3 2 , Ng =3 7 , carrier frequencies
f1 = 3432 MHz, f2 = 3960 MHz, f3 = 4488 MHz, the
sub-carrier spacing 1/T =4 .125 MHz, and preamble pattern
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Fig. 2. The timing correlation window length design metric.
1.7 The normalized OFO v is set to 0.02. The channel model
CM-2 with Ω0 =1 , Lh =6and K =6is adopted. p(t) is a
spectral raised cosine pulse with a ﬁlter span of [−5Ts,5Ts]
and t0 =5 Ts unless mentioned otherwise. We deﬁne SNR as
the ratio of the channel input signal power to the receive ﬁlter
output noise power. The parameters of the synchronization
method used are MSD =0 .5Nσ2, ∆=8 , ∆1 =1 , W1 =
165, W2 =3 2 , W3 =3 2 , and Hq =2 .
It should be pointed out that the proposed sync detection is
based on ∆=8times smaller sampling frequency than that
of the conventional approach (∆=1 ), and hence it requires
only about 1/∆=1 /8 of the complexity associated with
the conventional sync detection approach. Note that the sync
detection and coarse timing estimation performances based on
∆=8are almost the same as those based on ∆=1(see [18]
for details).
Fig. 2 shows the proposed optimization metric of the
timing correlation window length. The best timing correlation
window length is Nt = 130 for SNR = 5 dB and Nt = 132
for SNRs = 10 and 15 dB. The metric differences are very
small for 128 ≤ Nt ≤ 136, but become signiﬁcant as Nt
increases further. The design results are almost insensitive to
SNR values and we choose Nt = 132 in our simulation. The
simulation results for the mean and the variance of the ﬁne
timing estimation obtained with η =0and several different
window lengths are plotted in Fig. 3. The mean of the timing
offset estimate depends on the correlation window length
which can be ascribed to the different energy captures of
different window sizes. The timing offset variances of different
window sizes match very well with our design metric in Fig. 2.
Also shown in Fig. 3 are the mean timing offsets obtained with
different spans (2t0 seconds or 1+(2t0/Ts) taps) of the raised-
cosine pulse-shape. We observe that the proposed ﬁne timing
estimator with η =0and the chosen window length Nt = 132
7Our method can also be applied to other preamble patterns.LI et al.: SYNCHRONIZATION, CHANNEL ESTIMATION, AND EQUALIZATION IN MB-OFDM SYSTEMS 9
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Fig. 3. The simulation results of the ﬁne timing offset estimation with η =0 .
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Fig. 4. The simulation results of the OFO estimation.
(see the curves with solid line in the ﬁgure) gives the mean
timing offset (in samples) between (t0/Ts) and 2+( t0/Ts)
for SNRs of practical interest.
The OFO estimation8 MSE results are given in Fig. 4.
Both BLUE variance and MSE results are quite insensitive to
different correlation window lengths. It can be seen from Fig. 4
that different window lengths give virtually the same MSE
performance. Since using a smaller length requires smaller
complexity, a good design choice is to use the best timing
estimator correlation window length for the OFO estimator
window length as well, i.e., (Nf = Nt = 132). We also
present the performance of a conventional estimator as a refer-
8The plots of the BLUE variances versus correlation window lengths and
the corresponding discussion are skipped due to the space limitation (see [18]
for details).
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Fig. 5. The effects of timing offset and data OLA length Md.
ence which is obtained by correlating adjacent OFDM symbols
and averaging on each band. For the reference method, the
estimated CFOs on the three bands are converted to OFO
estimates (see (4)) and averaged to get an OFO estimate. It
can be seen that the proposed OFO estimators outperform the
reference estimator by nearly 2dB SNR advantage.
Fig. 5 presents the average interference plus extra noise
power Ξ for several OLA lengths (Md) and timing offsets. Ξ
increases signiﬁcantly when the timing offset lies outside a
certain range [a,b], e.g., a = −8,b =5for Md =2 0 , and
this range increases with Md but b is observed to be ﬁxed
around t0/Ts. For a particular Md, the timing offset should
be within the corresponding range [a,b] in order to minimize
the interference plus extra noise power. This range is similar
to the ISI-free timing offset range in CP-based OFDM systems
but there are two differences. First, in CP-based systems the
above timing offset range is [−Ng + L − 1,0] and positive
timing offsets deﬁnitely introduce interference, while in ZP
OFDM systems the above timing offset range includes some
positive timing offsets. Second, for a timing offset within
the corresponding best timing offset range, there is neither
interference nor extra noise for CP-based systems but there is
always extra noise and possibly interference for ZP systems.
The timing adjustment parameter η should be chosen such that
the timing offset is most of the time within the above range
[a,b]. Based on our observations in Fig. 3 and Fig. 5, our
suggestion is to set η approximately equal to  σt +( t0/Ts) 
where σt is the standard deviation of the ﬁne timing estimator.
We set η =1 0in our simulation with t0/Ts =5 .
In Fig. 6, we present the channel estimation MSE given
in (44) versus the channel estimation window length L  for
different values of the OLA length Mp at SNR of 10 dB.
For our considered channel, the best parameter setting for the
CIR estimation under perfect synchronization is ([L ]∗
perfect =10 IEEE TRANSACTIONS ON WIRELESS COMMUNICATIONS, VOL. 7, NO. 11, NOVEMBER 2008
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Fig. 6. The effects of CIR estimation length [L ]perfect and preamble OLA
length [Mp]perfect on the channel estimation MSE (SNR = 10dB) under
perfect synchronization.
23,[Mp]∗
perfect = 10). The MSE performance degradation due
to the use of a smaller L  than [L ]∗
perfect is more signiﬁcant
than that due to the use of a larger L . When taking into
account the random timing offset ∆k = kft − kref,t h eL 
should be chosen larger than [L ]∗
perfect so that most of the
time the CIR estimation window contains the ﬁrst [L ]∗
perfect
actual CIR taps. Mp should also be increased accordingly. A
good design is to set L  =[ L ]∗
perfect +  σt − E[∆k]  +2
and Mp =[ Mp]∗
perfect +  σt − E[∆k]  +2 . With t0/Ts =5 ,
Nt = 132, and η =1 0 ,w eh a v e σt−E[∆k]  5 and hence
a good choice is L  =3 0and Mp =1 7 . At SNR of 15 dB
9, we obtain [L ]∗
perfect =2 5and [Mp]∗
perfect =1 2 , and hence
L  =3 2and Mp =1 9 . Since [L ]perfect and [Mp]perfect are
quite insensitive to the SNR, we can use the same L  and Mp
for different SNRs in our design.
Fig. 7(a) presents the plot of Ξ/N versus Md at SNR
=1 0dB with different ﬁxed timing offset values10 of 0, −5
and −10 samples, respectively. We observe that with perfect
timing the best Md is 13, while with a timing offset ∆k (a
negative number due to the timing advancement) the best Md
is 13−∆k. In Fig. 7(b) we present the corresponding uncoded
BER simulation results for the QPSK modulated signals with
one-tap frequency-domain equalization. The BER curves are
consistent with the interference plus extra noise power curves
in Fig. 7(a). Note that choosing a larger value of Md is
more robust to random timing offsets. Our suggestion is to
set Md a few samples (say 2) larger than the best Md value
corresponding to a timing offset around  E[∆k] − σt . With
t0/Ts =5 , Nt = 132, and η =1 0 , this timing offset would
be around −5 and hence a good choice for Md is 20, which
is close to Mp =1 7 , and hence we may set Mp = Md =2 0
for simplicity.
9The corresponding plots are omitted due to the space limitation.
10We only consider non-positive timing offsets since the timing adjustment
yields negative timing offset most of the time.
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Fig. 7. The effect of data OLA length Md (SNR = 10 dB). (a) Proposed
design metric for Md (b) The uncoded BER performance versus Md.
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Fig. 8. The uncoded BER performance of the UWB systems using one-
tap equalizer and MMSE equalizer with Md =2 0 , assuming perfect timing,
OFO and channel estimations.
In Fig. 8, we present the uncoded BER performances for the
UWB systems using one-tap equalizer and MMSE equalizer
assuming perfect timing, OFO and channel estimations. The
BER advantage of the MMSE equalizer is marginal, indicating
the one-tap equalizer as a preferred choice due to its low
complexity advantage.
Finally, Fig. 9 and Fig. 10 present the uncoded BER
performance. The “reference” in the ﬁgures represents the
system performance obtained by using conventional methods
and parameters, i.e. correlation-based timing estimator with
Nt = 160, the conventional CFO estimator mentioned beforeLI et al.: SYNCHRONIZATION, CHANNEL ESTIMATION, AND EQUALIZATION IN MB-OFDM SYSTEMS 11
5 1 01 52 02 53 03 5
10
−2
10
−1
M
d
u
n
c
o
d
e
d
 
B
E
R
 
 
reference, SNR = 0dB
one−tap, SNR = 0dB
MMSE, SNR = 0dB
reference, SNR = 5dB
one−tap, SNR = 5dB
MMSE, SNR = 5dB
one−tap (spread), SNR = 0dB
one−tap (spread), SNR = 5dB
Fig. 9. The uncoded BER performance of the proposed and reference
methods with Nt = Nf = 132, L  =2 8 , η =1 0versus the OLA length
(Md = Mp) when SNRs = 0,5 dB.
for Fig. 4, frequency domain least-square channel estimator,
and one-tap ZF frequency-domain equalizer. The proposed
method uses Nt = Nf = 132, and L  =2 8 .
In Fig. 9, we present the uncoded BER performance versus
Md (= Mp) at SNR = 0, 5 dB (the performance plots for
SNR = 10, 15 dB are skipped due to space limitation; see
[18] for details). Compared with the reference method, our
proposed methods obtain nearly 2 dB SNR advantage. We
observe that the optimum values of Md slightly vary with
different SNR values and our design of Mp = Md =2 0gives
approximately the best result across the SNRs of interest. And
the performance difference between the one-tap ZF equalizer
and the MMSE equalizer is small. The BER curve for the time-
frequency spread data is shown as “(spread)” in Fig. 9. We
observe that at the cost of data rate reduction, the spreading
improves the error performance signiﬁcantly.
In Fig. 10, we present the uncoded BER performance
versus SNR. We use Md (= Mp)=2 0for both proposed
and reference methods. The proposed method gives about
2 dB SNR advantage at uncoded BER of 10−2. The BER
performance advantage of the proposed method becomes
more obvious at higher SNR, which may be ascribed to its
better synchronization performance and the fact that the BER
performance is dominated by synchronization errors at higher
SNR and by the noise at lower SNR.
VII. CONCLUSIONS
We have presented low complexity synchronization, channel
estimation and equalization methods for MB-OFDM based
UWB systems by utilizing the distinctive features of MB-
OFDM systems. We have derived the probability density
functions (pdfs) of the UWB channel path delays and using
these pdfs we present how to optimize the synchronization,
channel estimation and equalization methods. The timing
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proposed (MMSE)
Fig. 10. The uncoded BER performance of the proposed and reference
methods with Nt = Nf = 132, L  =2 8 , η =1 0 ,a n dMd = Mp =2 0 .
estimation performance is more sensitive to the correlation
window length than the frequency offset estimation. Hence,
although the best correlation window lengths for timing and
frequency offset estimation are not the same, we may use
the same correlation window length designed for the timing
estimation when performing both tasks. The best overlap-add
window lengths for preamble and data are observed to be
approximately the same, and the use of the overlap-add length
larger than the best value gives a more robust performance
than the use of a smaller length. The MMSE equalizer for the
ZF-OFDM systems is no longer a one-tap frequency-domain
equalizer, but the latter gives almost the same performance as
the former, and hence is a better choice for practical systems.
The simulation results corroborate the effectiveness of our
proposed synchronization, channel estimation and equalization
methods and corresponding optimization criteria.
APPENDIX
In (33), we ﬁnd that the matrix Ψ 
 
HqC˜ sH
H
q + Cn
 
,
which needs to be inverted, is a patterned matrix with the form
Ψ = D+σ2  Md
k=1 fkf
H
k , where D = HqC˜ sH
H
q +σ2IN is
a nonsingular diagonal matrix, {fk} are N ×1 DFT vectors.
Applying a similar approach from Theorem 8.3.3 in [19], the
inverse of Ψ can be simpliﬁed by
Ψ
−1 =
 
HqC˜ sH
H
q + σ2IN
 −1
+
Md  
k=1
˜ γkD
−1fk(D
−1fk)H
(55)
where ˜ γk = −σ2/(1 + σ2f
T
k D
−1f
∗
k). By applying (55)
we avoid the non-diagonal matrix inverse and reduce the
complexity of the MMSE Equalizer.
The MMSE equalizer for the system with the data spreading
needs the inverse of the matrix V deﬁned in (35), which is12 IEEE TRANSACTIONS ON WIRELESS COMMUNICATIONS, VOL. 7, NO. 11, NOVEMBER 2008
given by [19]
{V
−1}11 =[ V 11 − V 12V
−1
22 V 21]−1 (56)
{V
−1}12 = −V
−1
11 V 12[V 22 − V 21V
−1
11 V 12]−1 (57)
{V
−1}21 = −V
−1
22 V 21[V 11 − V 12V
−1
22 V 21]−1 (58)
{V
−1}22 =[ V 22 − V 21V
−1
11 V 12]−1 (59)
where V 11  HlξC˜ sH
H
lξ +Cn, V 12  HlξC˜ sH
H
nξ, V 21 
HnξC˜ sH
H
lξ and V 22  HnξC˜ sH
H
nξ + Cn. V 12 and V 21
are diagonal matrices, and V 11 and V 22 have the same pattern
as Ψ. Hence, the computation of the inverse can be simpliﬁed
using the method we proposed for Ψ
−1.
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