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Capítulo  1
Introducción  y  Resumen
Esta  Tesis  se  centra  en  el  análisis  de  algunas  propiedades  dinámicas  de  las  series  tem
porales  univariantes  y multivariantes.  Concretamente,  se  analizan  tres  problemas  habituales
en  el  análisis  de una  serie temporal:
(1)  Observaciones  atípicas,  que  son  aquellas  que  no  siguen  la  pauta  generada  por  la
estructura  dinámica  de la  serie temporal.
(2)  Cambios  en  las varianzas  marginales  de  las componentes  de  un  vector  de  series.
(3)  Criterios  de selección de modelos.
Estos  tres  problemas  son importantes  por  las  razones  siguientes:  la  presencia  de  datos
atípicos  en  series  temporales  es  habitual  y  estos  datos  pueden  afectar  mucho  el  análisis  de
la  serie.  Por  ejemplo,  si se  ignora  su  presencia,  se  pueden  obtener  estimadores  sesgados  de
los  parámetros,  lo  que  puede  conducir  a  malas  predicciones.  Un  segundo  problema  es  la
presencia  de cambios  en la varianza  incondicional,  lo que  puede afectar  a la  estimación  de la
varianza  residual,  a  los intervalos de confianza de predicciones puntuales  o a la  estimación  de
las  correlaciones al cuadrado  de la serie. Los criterios  de selección se utilizan  para  determinar
un  modelo para  ajustar  a  la serie, pero además  son una  de las herramientas  principales  para
detectar  los efectos  comentados  anteriormente.
Las  aportaciones  de  esta  Tesis  contribuyen  a  la  resolución  de  estos  tres  problemas.  Se
propone  un  método  de  detección  y  estimación  de  datos  atípicos  en  series  multivariantes
basado  en la proyección  del vector  de series  en direcciones adecuadas.  El  método  propuesto
tiene  la  ventaja  de  no  requerir  un  modelo  inicial  para  la  serie.  De  esta  manera  se  puede
limpiar  la serie de  atípicos y posteriormente,  obtener  un  modelo para  estimar  conjuntamente
los  parámetros,  tamaños  y  efectos  de  los  atípicos.  Para  cambios  de  varianza,  se  proponen
dos  algoritmos  para  la  detección y estimación  de cambios  en las varianzas  marginales de  las
componentes  de  una  serie  multivariante.  También  se  proponen  contrastes  para  identificar
cambios  de correlaciones  entre  las componentes  del vector  de series.  Finalmente,  se propone
un  método  para  seleccionar  modelos  basado  en  análisis  discriminante  que  unifica criterios
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clásicos  y  Bayesianos  obtenidos  mediante  diferentes  enfoques.  Además,  este  planteamiento
permite  añadir  un  término  de corrección en estos  criterios  que, sin  modificar  sus propiedades
asintóticas,  mejora  su  comportamiento  en  muestras  finitas.  El  método  se  aplica para  selec
cionar  modelos  autorregresivos  y  de media  móvil y  un  tipo  especial  de modelos  no lineales,
los  modelos autorregresivos  por  umbrales.
A  continuación  se  resumen  brevemente  los  contenidos  y  contribuciones  de  cada  uno  de
los  capítulos  de  esta  Tesis.
El  capítulo  2 introduce  los tres  problemas  que  se  estudian  en la  Tesis.  En primer  lugar,
se  presentan  las  características  básicas  de  los  modelos  autorregresivos  y  de  media  móvil
(ARMA)  univariantes  y  multivariantes,  así  como  los  modelos autorregresivos  por  umbrales
(TAR),  que se estudian  en los siguientes capítulos.  Se presenta  su definición y las condiciones
de  estacionaridad  e  invertibilidad.  Para  evitar  los  problemas  derivados  de  la  presencia  de
datos  atípicos  es  importante  disponer  de técnicas  de  detección  y  tratamiento  y  se  revisan
los  métodos  propuestos  para  tratar  con  este  tipo  de datos  en modelos  ARMA univariantes
y  multivariantes.  A  continuación,  se  analizan  cambios  en la  varianza  marginal  de una  serie
temporal.  Este  tipo  de cambio es el equivalente  a un  cambio de nivel en la media  y se observa
a  menudo  en  series  económicas  y  medio  ambientales.  Se  revisan  los  métodos  de  detección
y  estimación  de  estos  cambios, que  ha  sido  ampliamente  estudiado  para  series  univariantes
pero  no  para  series  multivariantes.  En  la  práctica  rara  vez se  conocen  los  ordenes  de  los
modelos  ARMA y  TAR  a  ajustar  a una  serie.  Para  ello se utilizan  criterios  de selección de
modelos,  que  minimizan  una  cierta  función objetivo.  En  este  capítulo  se revisan  algunos  de
los  criterios  más  utilizados  para  series univariantes  y  multivariantes.
En  el capítulo  3,  se  analizan  datos  atípicos  en  series temporales  multivariantes  mediante
el  uso de proyecciones. Uno de los principales problemas  de los métodos  existentes  es suponer
conocido  el modelo,  lo  cual  es  irreal  en  la  práctica,  puesto  que  la  presencia  de  estos  datos
hace  más  difícil  la  identificación  del  modelo.  El  método  propuesto  permite  la  detección  de
atípicos  sin  necesidad  de  construir  un  modelo  inicial  para  la  serie  multivariante.  En  este
capítulo  se  obtienen  los siguientes  resultados:
(1)  Se demuestra  que un atípico  en una  serie multivariante  produce  un  atípico  en casi toda
proyección  y que  contrastar  la presencia  del atípico  en direcciones  de  proyección  adecuadas
puede  ser más  potente  que  en la  serie multivariante.
(2)  Se demuestra  que  la  dirección  del  atípico  es  la  dirección  que  produce  máxima  sepa
ración  entre  los datos  limpios y  los afectados  por  el  atípico.
(3)  Se demuestra  que  estas direcciones  óptimas  para  detectar  atípicos  se  obtienen  medi
ante  la  optimización  numérica  del coeficiente de curtosis  de la  serie  proyectada.
(4)  Se propone  un  método  iterativo  de  Projection  Pursuit  de  búsqueda  de  estas  proyec
ciones  para  detectar  y  estimar  varios  atípicos  basado  en  dos  tipos  de  estadísticos:  los  de
razón  de verosimilitudes  y  los estadísticos  cusum.
(5)  Se demuestra  que  un estadístico  cusum  es más potente  para  detectar  cambios de nivel
3y  que  es  robusto  a  la  presencia  de  otros  atípicos,  por  lo que  se  propone  detectar  primero
cambios  de nivel y después el resto de datos  mediante  estadísticos  de razón de verosimilitudes.
(6)  Se comprueba  el buen  comportamiento  del  método  mediante  un  amplio  experimento
de  Monte  Carlo,  que tiene en cuenta  diferentes tipos,  tamaño  muestral,  localización y número
de  atípicos,  además  de  ilustrar  las  ventajas  del  método  mediante  su  aplicación  a  una  serie
de  datos  reales.
En  el capítulo  4,  se  estudia  la  detección  de  cambios  en  las varianzas  marginales  de  las
componentes  de series  temporales  multivariantes.  En este  capítulo  se obtienen  los siguientes
resultados:
(1)  Se derivan  dos estadísticos  para  contrastar  la  presencia  de un  cambio en las varianzas
marginales  de las componentes  de un  vector  de series. El primero  está  basado  en la  razón  de
verosimilitudes  y el  segundo  es  de  tipo  cusum,  y  utiliza  las componentes  principales  de  los
residuos  del modelo.
(2)  Se obtiene  el estimador  máximo verosímil del tamaño  del cambio y las distribuciones
asintóticas  de ambos  estadísticos.
(3)  Se proponen  algoritmos  iterativos  para  cada uno de los estadísticos  cuando  el número
y  el lugar de los cambios es desconocido. El primero,  para  el estadístico  de razón de verosimil
itudes,  se  basa  en  obtener  el máximo  de  los estadísticos  en la  muestra,  contrastar  si en  el
momento  en  el  que  se  alcanza  el  estadístico  máximo  existe  un  cambio,  limpiarlo  en  caso
afirmativo  y  volver  a  buscar  un  nuevo  cambio.  El  segundo,  para  el  estadístico  cusum,  se
basa  en  buscar  el  máximo  de los  estadísticos  cusum  en toda  la  muestra,  contrastar  si en  el
momento  en el que  se alcanza  el máximo existe un  cambio, y si existe,  dividir  la  serie en dos
partes,  antes  y después  del momento  y  buscar  nuevos cambios.
(4)  Se demuestra  mediante  un  experimento  de Monte  Carlo  que el  procedimiento  basado
en  el estadístico  cusum  es el más  potente.
(5)  Se derivan  el  estadístico  de razón  de verosimilitudes  y un  estadístico  de tipo  cusum
para  contrastar  la  presencia  de  cambios  en las  correlaciones  de  las componentes  del  vector
de  series. Se  generalizan  los  algoritmos  descritos  para  estos  estadísticos  y  se  demuestra  en
un  experimento  de  Monte  Carlo  que, de nuevo,  el algoritmo  cusum  es más  potente.
(6)  Se  estudia  la  potencia  de  los  estadísticos  propuestos  para  detectar  cambios  en  los
parámetros  y se  demuestra  que  estos  estadísticos  parecen  adecuados  también  para  detectar
este  tipo  de cambios.
Como  ilustración,  se  analizan  dos series  reales de  precios y  se estudia  el funcionamiento
en  la práctica  de los algoritmos  propuestos,  comprobando  que los estadísticos  cusum resultan
ser  más  potentes.
En  el capítulo  5,  se  analiza  el problema  de  selección de  modelos  para  series  temporales
ARMA  como un  problema  de  discriminación  cuadrática.  En  este  capítulo  se  obtienen  los
siguientes  resultados:
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(1)  Se  demuestra  que  este  enfoque  unifica  la  derivación  de  los  más  conocidos  criterios
de  selección y que  también  sugiere  una  definición  diferente  a  la  propuesta  por  Akaike de  la
esperanza  de  la  verosimilitud.  En  particular,  se  demuestra  que  la  regla  de  discriminación
cuadrática  mediante  un  enfoque  máximo  verosímil  proporciona  versiones  corregidas  de  los
criterios  AIC  y  AICc  y  con  un  enfoque  Bayesiano  proporciona  una  versión  corregida  del
criterio  BIC.
(2)  Se  obtiene  un  término  de  corrección  en  la  definición  de  los  criterios  anteriores  que
depende  de  la  correlación  dinámica  de la  serie.  Este  factor  no  modifica  el  comportamiento
de  los criterios  más  habituales  en  muestras  grandes,  pero  puede  producir  una  gran  mejora
en  muestras  pequeñas.
(3)  Se extienden  estas  ideas para  modelos  autorregresivos  por  umbrales  (TAR).
(4)  Se  constata  en un  experimento  de  Monte  Carlo  que  la  correción  introducida  mejora
el  comportamiento  en muestras  finitas  de criterios  tales  como el  AIC,  el AIC  corregido y  el
BIC,  para  modelos  ARMA,  y de algunos criterios  de validación  cruzada  para  modelos TAR.
Por  último,  en el  capítulo  6 se  presentan  algunas  futuras  líneas de  investigación.
Capítulo  2
Algunos  problemas  relevantes  en  el
análisis  de  series  temporales
2.1.   Introducción
Este  capítulo  plantea  los tres  problemas  que  estudia  esta  Tesis: análisis  de datos  atípicos
multivariantes,  cambios de  varianza  en series vectoriales  ARMA,  y  criterios  de selección de
modelos  ARMA y TAR  univariantes.  El  resto  del capítulo  se  divide  en seis secciones. En  la
sección  2.2  se  presentan  las  características  básicas  de  los  modelos  que  estudiamos  en  esta
tesis.  En  la  sección  2.3,  se  ofrece una  visión  general  del  problema  de  los  atípicos  en  series
temporales.  Se  analizan  algunas  de  las consecuencias  de  la  presencia  de  este  tipo  de  datos
en  una  serie  temporal  y  se  revisan  los  principales  métodos  de  detección  y  estimación  en
el  caso  univariante  y  multivariante.  En  la  sección  2.4,  se  presenta  el problema  de  cambios
de  varianza  en  series  temporales  univariantes.  En  primer  lugar  se  analiza  el caso  de  datos
independientes  y a  continuación,  el caso de datos  dependientes.  En la sección 2.5 se discuten
los  criterios  de selección de modelos en series temporales,  analizando  los diferentes enfoques
para  seleccionar  los  ordenes  de  los modelos  ARMA  y  TAR.  En  la  sección  2.6  se  incluyen
algunas  conclusiones. Por  último,  la sección 2.7 es un  apéndice  donde  se derivan  los criterios
AIC  y BIC.
2.2.   Modelos
2.2.1.  Univariantes
Se  supone  que  una  serie  temporal,  x  (x1, ...,XT),  ha  sido  generada  por  la  clase  de
procesos  Gaussianos  autorregresivos  y de media  móvil  de ordenes p y  q,  si se  verifica:
=  c+9(B)at,     t=  ...,—1,O,1,...               (2.1)
o
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donde  B  es  el  operador  retardo,  Bx  =  Xt_1,   (B)  =  1  —  ç1B  —  ...  —  çíB  y  O (B)  =
1  —  91B —  ...  —  9qB,  son polinomios  de grados  finitos  p  y q,  e es  una  constante  y at  es una
secuencia  de  variables  aleatorias  independientes  Gaussianas  de  media  cero  y  varianza  cr.
Denotaremos  a  este  modelo  por  ARMA(p, q).  En  el  caso  particular  de  que  q =  O, diremos
que  la serie  temporal  Xt  ha  sido generada  por  un  modelo  autorregresivo  de orden  p,  AR(p),
y  si p =  O, diremos  que ha  sido generada  por  un  modelo  de media  móvil de  orden  q,  MA(q).
Los  modelos  autorregresivos  fueron  creados  con  la  idea de  que  el valor  actual  de la  serie
pueda  ser explicado  linealmente  en función de los p valores anteriores,  donde  p es  el número
de  datos  necesarios  para  predecir  el  valor  actual.  Estos  modelos  tienen  un  número  infinito
de  autocorrelaciones  distintas  de  cero  y,  como alternativa  a  ellos,  surgieron  los  modelos de
media  móvil, donde  la  correlación  entre  observaciones  distanciadas  más  de  q periodos  es  O.
Los  modelos ARMA aparecen  como compromiso entre  los dos modelos,  siendo principalmente
atractivos  por ser capaces de modelizar  muchas  series con un número  pequeño de parámetros.
Las  condiciones  que  debe  verificar  un  proceso  ARMA(p, q)  como en  (2.1)  para  ser  esta
cionario  es  que las raíces del polinomio  (z) estén  fuera  del circulo unidad.  Esto  es,  (z)  =  O
sólo  cuando  Izi >  1. En  este  caso,  el proceso Xt  se puede  escribir  como un  proceso lineal,
=   +              =  +  (B)a,                    (2.2)
donde  L’(B)  =  q  (B)’  O (B).  Se dice que  (2.2)  es la  representación  de  media  móvil infinita
del  proceso Xt.  Además,  el proceso  Xt  se  dice que es invertible  si las raíces del polinomio O (z)
están  fuera  del círculo unidad,  esto  es, O (z)  =  O sólo cuando  Izi > 1. En  este  caso, el proceso
Xt  se  puede  escribir  como un  proceso  autorregresivo  infinito,
               (2.3)
donde  ‘ir(B) =  O (B)’ q (B) y se dice que  (2.3) es la representación  autorregresiva  infinita  del
proceso  Xt.  En  caso  de que  la serie no  sea invertible,  también  se  puede definir (2.3)  mediante
O (B)  rr(B)  =   (B).  Además,  siempre  se  supondrá  que  los  polinomios   (B)  y  O (B)  del
proceso  ARMA(p, q) en  (2.1)  no  tienen  raíces  comunes.
Un  modelo  integrado  es  una  generalización de los  modelos ARMA para  incluir  series  no
estacionarias.  Un proceso  Xt  se dice ARIMA(p, d, q) si,
(B)(1_B)dxt=c+9(B)at,     t=...,—1,O,1,...           (2.4)
es  decir,  Xt  es  un  ARIMA(p, d, q) si  (1 —  B)°x  es  un  ARMA(p, q).  En  este  caso,  el  valor
de  la  constante  es  c =   (1  —  —  ...  —  çb)  donde  E  [(1 —  B)dxt]  =  i.  Estos  modelos tam
bién  tienen  una  representación  de media  móvil  (2.2)  definiendo el polinomio (B)  mediante
 (B)  (1 —  B)(B)  =  9 (B). Se dice que  d es el  número  de raíces  unitarias.
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A  veces,  la  dependencia  del  pasado  tiende  a  ocurrir  ms  fuertemente  en  múltiplos  de
algún  retardo  s.  Por  ejemplo,  con  datos  económicos  o  medioambientales  mensuales  donde
s  =  12,  o datos  trimestrales  donde  s =  4.  Por  lo tanto,  hay  que  tener  en  cuenta  las  fluc
tuaciones  estacionales  de estos  procesos.  El  modelo  que  combina  las relaciones  estacionales
y  regulares,  es el llamado  modelo  multiplicativo  estacional  autorregresivo  y de  media  móvil,
ARIMA(p,  d, q) x  (P, D, Q).  dado  por,
 (B)   (B8) (1 —  B(1  —  B)dxt  =  e +  e (B8) 0(B)  at,                       (2.5)
donde   (B)  y  O (B)  son  polinomios  de  ordenes  p  y  q,   (BS)  y  e (Bs)  son  polinomios  en
el  operador  BS de  órdenes  P  y  Q,  y  (1 —  B)d  y  (1 —  B6)D  son  las  diferencias  en  B  y  B3,
respectivamente.  Las condiciones de estacionaridad  e invertibilidad  en  el caso d =  D  =  O, se
generalizan  para  los  polinomios  1 (B)  y  e (B3).
Hasta  ahora se han  considerado modelos que dependen  linealmente  de su pasado. A veces,
esto  no ocurre,  por  lo que  se  pueden  considerar  modelos que sean  de  la  forma,
Xt  =  m(xt_l,xt_2,  .  .  .)  + a,
donde  m(xt_i,  Xt_2,...)  es una  función no  lineal de los valores pasados  de xt.  En  el capítulo
5,  se  analiza  la  selección de criterios  de un  tipo  especial  de modelos no  lineales,  los modelos
autorregresivos  por  umbrales  (TAR)  propuestos  por  Tong  (1983).  La  idea  bósica  de  estos
modelos  es ajustar  modelos AR(p)  localmente.  Se supone que se pueden  identificar  r  regiones
dependiendo  de los valores previos  de Xt,  de  tal  manera  que  la dinámica  del sistema  cambia
en  cada  una  de  ellas.  Más  concretamente,  se  dice que  una  serie  temporal,  x  =  (x1, ...,XT)’
ha  sido generada  por  la  clase de modelos  TAR si sigue el modelo,
Xt  =  jO  +     +     si r_   Xt_d  <  r             (2.6)
donde  at,  j  =  1,..  . ,  k,  son  series  de  ruido  blanco  de  media  O y  varianza  finita  o.,  d es
un  valor  entero  positivo  y  —oc =  ro  <  r1  <  ...  <  rk  =  oc  son  llamados  los  umbrales.
La  estimación  del  modelo  se  realiza  por  máxima  verosimilitud  condicional,  debido  a que  la
función  de verosimilitud  depende  de los  umbrales,  que  no son  parámetros  continuos.  En  el
caso  de  que  los  modelos  (2.6)  sean  estacionarios,  con  momentos  segundos  finitos  y  la  dis
tribución  estacionaria  de x =  (x1, ...,  XT)’  admita  una  densidad positiva  en todo  punto,  Chan
(1993)  demuestra  que  los estimadores  condicionales  máximo verosímiles  de los  parámetros
son  fuertemente  consistentes.  Tong (1983) propone  un  procedimiento  iterativo  para  la identi
ficación  y estimación  del modelo en (2.6) que depende  de un  criterio  de selección de modelos.
Como  se ha  mencionado,  los criterios  serán estudiados  en una  sección próxima  por  lo que  el
procedimiento  no  se  detalla  aquí.
8         CAPÍTULO 2.  PROBLEMAS  EN  EL  ANÁLISIS  DE  SERIES  TEMPORALES
2.2.2.  Multivariantes
Muchas  series  temporales  se  analizan  mejor  cuando  se consideran  componentes  de series
temporales  multivariantes,  Xt,  en  cuya  especificación  se  incluye  la  dependencia  de  cada
componente  de  la  serie.  Se considera  una  serie temporal  k  dimensional  X  =  (X1,.  . .  ,  X.)’
donde  las  componentes   j  =  1, .  .  .  ,  k  son  series  univariantes.  Una  serie  multivariante
X,  sigue  un  modelo  vectorial  autorregresivo  y  de  media  móvil  de  ordenes  p  y  q si sigue  el
modelo,
(B)x=c+e(B)A,     t=...—1,O,1,...              (2.7)
donde   (B)  =  1—1B—...—B  y e (B) =  1_e1B_..._eqB, son polinomios matriciales
de  grados finitos  p  y q sin  factores  comunes,  C  es un  vector constante  de tamaño  k  x  1 y  A,,
es  una  secuencia de  variables  aleatorias  multivariantes  independientes  Gaussianas  de  media
el  vector  de ceros y matriz  de covarianzas  >1 Denotaremos  a  este modelo  por  VARMA(p, q).
En  el  caso particular  en que  q  O, diremos  que  la  serie  temporal  X,  ha  sido  generada  por
un  modelo  autorregresivo  vectorial  de  orden  p,  VAR(p),  y  si p  =  O, diremos  que  la  serie
temporal  X,  ha  sido generada  por  un  modelo de media  móvil vectorial  de orden  q, VMA(q).
La  serie temporal  X  es  estacionaria  si, y solo si,  1 —  —  .  .  .  zP   O para  Izi  1, y
es  invertible  si,  1 —  e1z  .  OqzI   O para  IzI  1.  La serie Xt  tiene  una  representación
autorregresiva,  11(B)X,,  =  C11 + A,  donde  11(B)  =  e  (B)’   (B)  =  1 —    C11
e  (1)’  C  es un  vector  de constantes  si Xt  es  invertible  y  O (B)  11(B) =   (B)  si no  lo  es.
La  representación  de  media  móvil,  X  =  C  +  W (B)  E,  donde  W (B)  =   (B)’  e (B)  =
I—  ‘IJB,  1 (1) C  =  Ces  un vector de constantes  si X,, es estacionaria  y  (B)  iT! (B)  =
e  (B) si no lo es.
Se  dice que  una  serie no estacionaria  de k componentes,  está  cointegrada  si existen menos
raíces  unitarias  que componentes.  Si existen  h raíces  unitarias,  entonces  hay  k —  h  combina
ciones  lineales  de  las  componentes  del vector  de  series  que  son  estacionarias.  En  este  caso,
la  diferenciación  de  todas  las  componentes  individuales  para  lograr  la  estacionaridad  lleva
a  la  sobrediferenciación  de  la  serie,  lo  que  conduce  a  problemas  de  raíces  unitarias  en  los
polinomios  de las matrices  de media  móvil, en  cuyo caso obtendremos  un  modelo  no  invert
ible.  Engle y Granger  (1987) proponen  un  modelo, que  denominan  modelo  de corrección  del
error,  que no  tiene  dificultades para  la estimación  de modelos no invertibles.  Para  un  modelo
VARMA(p,  q) como en  (2.7) donde  el número  máximo de raíces unitarias  de las componentes
es  1, el modelo  de  corrección del error  está  dado  por,
p—1                q
VX,, =  aX  +   VX  +  A  -  
donde  a  y   son  dos  matrices  de  tamaños  k  x  (k  —  h)  y  (k —  h)  x  k  de  rango  máximo  y
son  matrices  de  tamaño  k  x  k  que  son  funciones  de  la  matrices   originales.  La  serie
vectorial  j3X  contiene  a h  componentes  estacionarios.
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2.3.   Atípicos
El  estudio  de  datos  atípicos  tiene  una  larga  historia.  Barnett  y  Lewis  (1994)  recopilan
su  estudio  en  diversas  áreas  de  la  Estadística.  En  esta  sección se  revisan  algunos  conceptos
básicos  del  análisis  de  datos  atípicos  en  series  temporales,  lo cual  incluye  sus  definiciones,
efectos  y procedimientos  para  su  detección y  tratamiento.
No  todos  los datos  atípicos  tienen  la  misma  naturaleza.  Por ejemplo,  un  error de medida,
un  error de escritura  o un  error de grabado  son errores  habituales  en el tratamiento  de datos.
Esto  es  diferente  a  determinadas  observaciones que  en  un  experimento  controlado  resultan
ser  inesperadas,  por  ejemplo, un  pequeño  número  de observaciones que son heterogéneas  con
respecto  a la gran  mayoría y que forman  un  grupo homogéneo.  Existe  evidencia, véase Stigler
(1986),  de que  datos  procedentes  de  experimentos  muy  controlados  presentan  este  tipo  de
datos  heterogéneos.  Su  estudio  puede  ser  útil  para  mostrar  que  una  determinada  teoría  es
imperfecta,  o para,  mejorar  el ajuste  de modelos que no  son capaces de explicar un  fenómeno
más  complejo. Se  debe  dejar  claro  que  un  dato  es  atípico  relativo  a  un  modelo.
2.3.1.  Atípicos  en  series  univariantes
Fox  (1972) define el atípico  innovativo  (10)  y el atípico  aditivo  (A0)  en series temporales
estacionarias,  Supongamos  que  Xt  sigue  el modelo  ARMA  (2.1)  y  que  en  lugar  de  observar
Xt,  observamos  una  serie  Yt definida  como:
(10)   Yt  Xt  +   (B)  1(h)     (A0)  y  =  Xt  +  wI,
donde  i  es O si  t   h  y es  1 si t  =  h  y  L’ (B)  es la  representación  de  media  móvil de  la
serie  Xt.  Un  10  representa  un  cambio repentino  en  el  ruido  del  proceso.  Se hace  notar  que
el  efecto  de  este  atípico  en  la  serie observada  depende  de  la  dinámica  del  modelo.  Un  A0
representa  un  cambio  externo  del valor observado  de la  serie, como puede  ser un  error  en la
recogida  del dato.  Un A0  sólo afecta  a  una  observación  de la  serie.  La serie  de  residuos  es
afectada  como sigue:
(10)   et =  at + wi     (A0)  et =  at +  (B)  wI,
esto  es, en  el caso JO,  únicamente  un  residuo  es  afectado,  mientras  que  un  A0  afecta  a  un
número  de residuos  que depende  de la  dinámica  de  la serie.
Fox  (1972) propone  el  uso  de  la  razón  de  verosimilitudes  para  contrastar  la  existencia
de  estos  atípicos.  Abraham  y  Box (1979)  analizan  ambos  atípicos  desde  un  punto  de vista
Bayesiano.  Basándose  en  determinadas  probabilidades  a  priori  de  que  cada  observación sea
atípica,  los autores  obtienen  las correspondientes  probabilidades  a posteriori.  Chang  y Tiao
(1983)  y  Chang,  Tiao  y  Chen  (1988)  generalizan  los  resultados  de  Fox  (1972) a  modelos
ARIMA  proponiendo  un  procedimiento  iterativo  para  detectar  innovativos  y  aditivos  y  es
tudian  como distinguirlos.  Tsay  (1986) propone  un  procedimiento  para  identificar  atípicos
de  ambos  tipos,  eliminar  sus  efectos y  especificar un  modelo  para  la serie  libre  de atípicos.
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El  primer  artículo  que  introduce  cambios  de nivel  en  series  temporales  no  estacionarias
es  Box y Tiao  (1965).  Un cambio  de nivel  (LS) está  dado  por,
W   (h)         (h)
Yt  =  Xt  +  1 —  B’t     Xt +  wS
donde  S  es O para  t  <  h y  es  1 para  t    h. Por  lo tanto,  la  media  o el nivel del  proceso se
modifica  hasta  el final  del periodo  observado.  Este  efecto  es diferente  del producido  por  un
JO  o por  un  AO, porque  un  cambio de nivel produce  un  cambio permanente  en la estructura
de  la  serie  observada,  mientras  que  un  AO o  un  JO tienen  una  influencia  transitoria.  Los
residuos  están  afectados  como sigue,
et  =  at  +  n(B)i(h)  =  at  +  n (B) wS.
Box  y Tiao  (1975) introducen  el Análisis  de Intervención  para  modelizar  cambios en una
serie  temporal  en un  momento  temporal  conocido.  El  modelo  general  está  dado  por,
Yt  =  Xt  + y  (B) wI,                         (2.8)
donde  y  (B)  es  un  polinomio  en  B.  Basado  en  el  modelo  (2.8),  Tsay  (1988) considera  que
puede  ser  más  adecuado  el  uso  de  métodos  unificados  para  detectar  y  estimar  atípicos  y
cambios  de  estructura  en  modelos  ARIMA,  donde  los  cambios  estructurales  considerados
por  Tsay  (1988) son  cambios  de  nivel, cambios  transitorios  y  cambios  en  la  varianza  de  la
serie.  Un cambio transitorio  (TC)  está  dado  por,
W    (h)
Yt_Xt+l6BIt
donde  O <  6  <  1.  Cuando  6 —  0,  un  TC  converge a  un  AO y cuando  8 —  1,  un  TC converge
a  un  LS.  Por  lo tanto,  un  TC  en  un  efecto  intermedio  entre  un  AO  y un  LS. También,  se
hace  notar  que  en  algunos  modelos  un  TC  puede  ser  muy  próximo  a  un  10.  Los residuos
están  afectados  como sigue,
ir(B)  (h)
et=at+l8BwTt
Tsay  (1988) deriva los estadísticos  de la razón  de verosimilitudes  para  contrastar  la existencia
de  un  cambio de  nivel y  de un  cambio transitorio.
La  figura  2.1  ilustra  los  cuatro  tipos  de  atípicos  en  una  serie  de  100 datos  generada  a
partir  de  un  modelo  AR(1).  Se  comprueba  como  los  tipos  JO,  A0  y  TC  son  atípicos  que
modifican  transitoriamente  a una  serie estacionaria,  mientras  que  un  LS modifica  a la  serie
de  manera  permanente.
Chen  y  Tiao  (1990)  introducen  cambios  de  nivel  aleatorios  (RLARMA)  y  estudian  la
eficiencia  con respecto  a  la estimación  del nivel  inicial  y las predicciones  de  aproximaciones
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ARIMA  a  series generadas  por  el modelo  RLARMA.  El resultado  principal  es que  las aprox
imaciones  ARIMA  son inadecuadas  para  estimar  el nivel del proceso.  Se propone  un  proced
imiento  de detección  para  tratar  diferentes  niveles de la  serie. En  dicho artículo  se introduce
un  nuevo efecto,  denominado  efecto rampa  (RS),  dado  por,
Yt    Xt +   _BSt  =  Xt  +  wR,
donde  R  es  O para  t  < h  y es j  para  t   h,  donde  t  =  h  + j.  Un efecto  rampa  produce  un
cambio  en la  pendiente  de  la serie.
También  mencionar  que  Wu,  Hosking  y  Ravishanker  (1993)  estudian  rachas  de  atípi
cos  consecutivos  cuya  suma  total  es  cero  y  que  Kaiser  y  Maravail  (2002) estudian  atípicos
estacionales.
2.3.2.  Efectos  en  la  identificación,  estimación  y  predicción
Varios  artículos  han  estudiado  los efectos  de  atípicos  y  cambios  estructurales  en  áreas
relevantes  del estudio  de series  temporales,  como son  identificación  del modelo,  estimación
y  predicción.  Los métodos  usuales  de identificación  del modelo  ARIMA  están  basados  en la
Serie  original y con un  O Serie  original y con un AO
Serie  original y con un LS Serie  original y con un TC
Figura  2.1:  Series con  atípicos.
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función  de autocorrelación  muestral,  función de autocorrelación  parcial  muestral,  o mediante
criterios  de selección  de  modelos  como  el  criterio  de  Akaike  (AIC)  o  el  criterio  Bayesiano
(BIC).  La  presencia  de  observaciones  anómalas  puede  distorsionar  las funciones  utilizadas
en  la identificación  del  modelo. Por  ejemplo,  los efectos  de atípicos  en las funciones de auto-
correlación  son estudiados  en Tsay  (1986),  Chan  (1995) y  Trfvez y Nievas  (1998). Deutsch,
Richards  y  Swain  (1990) estudian  los efectos  de  los atípicos  en la  identificación  de modelos
ARMA,  demostrando  que la presencia  de un  dato  atípico  en un  modelo AR(p) puede  llevar a
identificar  estructura  ARMA o MA. Más aun,  los ordenes p y q de un  modelo  ARMA pueden
ser  mal estimados.
Para  ilustrar  estos  problemas,  suponemos  que  observamos  Yt  =  Xt  + wS,  donde  el
proceso  Xj  sigue  un  modelo  AR(1)  estacionario,  Xt  =  Xt—i  +  at.  Sea  r  (1),  la  primera
autocorrelación  del proceso yt  y  sea r  (1), la correspondiente  autocorrelación  del proceso Xt.
Entonces,  se puede  demostrar  que,
1  WL()h_l+yh+1+2yh+2++2YT)+(T)
r  (1) =  r++2L(yh+..+y)+(T-h+1)
donde  WL  =  w/  y &, es la varianza  muestral  de Yt  Si  WL  —  oc  y T —  h  es lo suficientemente
grande,  r  (1) —y  1. Puesto  que  la primera  autocorrelación  tiende  a 1,  el proceso parece  tener
una  raíz  unitaria.
Si  suponemos  que  el  modelo  está  bien  especificado,  los  parámetros  estimados  pueden
sufrir  de un  fuerte  sesgo. Algunas  referencias a  este  problema  son Chang  y Tiao  (1983), Tsay
(1986)  y Chang,  Tiao  y Chen  (1988).  Chen y Liu  (1993, a)  demuestran  mediante  un  estudio
de  simulación  que  un  AO,  LS  o un  TC  pueden  producir  un  fuerte  sesgo en los  parámetros
estimados  mientras  que  un  10  tiene  un  efecto  muy  pequeño  en la  estimación.  Para  ilustrar
el  efecto  en la  estimación  supongamos  que  observamos  Yt  =  Xt  +  wI,  donde  el  proceso Xt
sigue  un  modelo  AR(1)  estacionario,  Xt  =  q5xt_i +  at.  El  estimador  de  mínimos  cuadrados
de   basado  en la  serie Yt,  está  dado  por,
T
YtYti         WA(Yh-1+Yh+1)
t=2        _XT
y—        — 1+2Ah+
donde   es  el  estimador  mínimo  cuadrático  del  parámetro   basado  en  Xt,  WA  =  
=  yt/&.  Por  lo  tanto,  si  WA  —  oc,   —  0.  Cómo  ç  es  también  la  autocorrelación
parcial  de orden  1, la  serie puede  ser  identificada  como un  proceso  de ruido  blanco en  lugar
de  un  AR(1).  Si  la  serie  observada  está  afectada  por  un  atípico  innovativo,  esto  es,  Yt  =
2.3.  ATÍPICOS                                                          13
—1    (h)Xt  + (1 —  qB)  wI  ,  entonces,
T                  T—h+1          T—h—1
  +(  Yh-1++
Yt
y  si  —  oo,  —e ,  y  el estimador  mínimo  cuadrático  basado  en yt  converge al parámetro
autorregresivo.
También  existen  trabajos  que  estudian  el efecto de atípicos  y cambios  de nivel en predic
ción  de  series  temporales.  Chen  y  Tiao  (1990)  estudian  predicciones  basadas  en  aproxi
maciones  ARIMA  a  modelos  RLARMA  y  concluyen  que  aproximaciones  ARIMA  no  son
robustas  para  predecir  cuando  existe  un  número  pequeño  de cambios  de nivel  o  cuando  la
serie  tiene una  fuerte  correlación  negativa.  Ledolter  (1989) y Hotta  (1993) estudian  el efecto
de  atípicos aditivos  en predicciones. En ambos artículos  se concluye que  las predicciones pun
tuales  no son excesivamente  afectadas  por  atípicos  aditivos  pero  los intervalos  de predicción
pueden  ser  severamente  incrementados  por  los atípicos.  El  efecto en  predicción  de LS y TC
es  considerado en Trívez  (1993) quien  demuestra  que tanto  las predicciones  puntuales,  como
los  intervalos  de predicción  están  fuertemente  afectados.  Otro  punto  de vista  es  suponer  la
presencia  de  atípicos  y  obtener  predicciones.  Este  planteamiento  es  adoptado  por  Hillmer
(1984)  o  Chen  and  Liu  (1993, b),  entre  otros,  quienes  demuestran  las  mejoras  de tener  en
cuenta  a los atípicos.
2.3.3.  Procedimientos  de  modelización
2.3.3.1.   Contrastes  de  la  razón  de  verosimilitudes
Estos  procedimientos  son  los  más  estudiados  e  implementados  en  software  estadístico.
Por  ejemplo,  los códigos de identificación y estimación  de atípicos  en SCA y TRAMO  están
basados  en LRT.  Se basan  en tres  pasos fundamentales.  Primero,  detectar  el atípico,  segun
do,  identificar  su tipo  y tercero,  eliminar  su efecto  en la  serie observada  para  posteriormente
especificar  un modelo  que  lo contenga.  Suponiendo que  los parámetros  del  modelo son cono
cidos,  los  contrastes  de la  razón  de verosimilitudes  para  la  existencia  de  un  JO,  AO,  LS y
TC  son,
Wj            WA                           WT
=  —                                                                             =,         (2.9)
cra           PA0a           PLa           PTa
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respectivamente,  donde  WJ  =  eh,  y,
WA  =  p  (i  —  n1F  —  ...  —  nT_hFT  h)  eh
=  p  (1 —    —...  —  _hFT  h)  eh    p  =  (i  +  (n)2  + ...  +  (n_h)2)_l
WT  =  p  (1 —    —   —  nTT _hFT  h)  eh    p  =  (i  +  ()2  +  . ..  +  (n_h)2)
donde  F  es tal  que  Fx  =  Xt+i,  nL  (B)  =  ir (B)  (1 —  B)  y n  (B)  =  ir  (B)  (1 —  éB).  Las
cantidades  w1,  WA,  WL  y  ‘wT  son  las estimaciones  del  tamaño  del atípico  bajo  la  hipótesis  de
cada  tipo.
En  la práctica,  la  localización y el tipo  de los at.ípicos es desconocido. Chang  y Tiao  (1983)
proponen  un  algoritmo  para  los  casos  JO y  AO que  posteriormente  fue  extendido  para  los
casos  LS y TC  por  Tsay  (1988). El  procedimiento  tiene  diversos pasos.  Primero,  calcular  los
estadísticos  LRT para  todos  los tipos.y  todos  los datos  de la  serie. A  continuación,  se deter
mina  el máximo de los estadísticos  (2.9) en valor absoluto.  El estadístico  que proporcione  el
valor  máximo en el correspondiente  tiempo  h es el  candidato  a ser  atípico.  Si es significativo,
su  efecto  es eliminado  de la  muestra.  Los valores  críticos  para  el  máximo  en valor  absoluto
para  los  LRT  se obtienen  mediante  simulación.  Alguna  de estas  simulaciones  para  valores
críticos  aparecen  en  Chang,  Tiao  y  Cheng  (1988), Chen  y Liu  (1993, a)  y  Sánchez y  Peña
(2003).  Chen  y  Liu  (1993, a)  y  Sánchez y  Peña  (2003) proponen  dos  procedimientos  alter
nativos.  Aquí  mencionamos brevemente  el procedimiento  de Tsay  (1988).  Posteriormente,  se
comentaran  los  otros  dos  procedimientos.  En  primer  lugar,  ajustar  el modelo  por  máxima
verosimilitud  bajo  la  hipótesis  de  no  atípicos  en  la  serie.  Entonces,  calcular  los estadísticos
(2.9)  para  todas  las observaciones.  Para  1  h   T,  obtenemos
=  max{IXI,hI,   )L,hI,  P’T,h}.
Si  maxLh  =  I).I,hI >  C,  donde  C  es un  valor  crítico  dado,  suponemos  un  10  en  t  =  h,  y
lo  mismo ocurre  para  los  otros  casos.  Cada  vez que  un  atípico  es  detectado,  se  elimina  su
efecto  utilizando  la  serie  de residuos.  Después de  esto,  se  reestima  el  modelo  y se  repite  el
paso  anterior.  El  algoritmo  se itera  hasta  que no  se  detectan  més  atípicos.
2.3.3.2.   Métodos  basados  en  influencia
Se  denominan  observaciones  influyentes  en regresión,  a  los puntos  con  una  fuerte  influ
encia  en la  estimación  de los parámetros.  Como los  atípicos  pueden  influir  en la  estimación
de  los parámetros  y en las  predicciones,  la  detección  de observaciones  influyentes  puede  ser
un  arma  para  la  detección  de  atípicos.  Es  importante  hacer  notar  que  las observaciones  in
fluyentes  no son siempre  atípicas  y que los atípicos  no  son siempre  observaciones influyentes.
En  los  modelos  de  regresión,  se  definen  las  medidas  de  influencia  de  una  observación  por
el  cambio  en los  parámetros  estimados  al  eliminarla.  En  series temporales,  debida  a  la  cor
relación  entre  las observaciones,  esto  no es  tan  fácil de generalizar.
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Peña  (1987, 1990) propone  estudiar  la influencia de  una observación  en modelos ARIMA,
considerándola  como si  fuera  un  dato  faltante.  Es  decir,  la  observación  es  reemplazada  por
su  predicción  dado  el resto  de la  serie.  Se definen  dos  medidas,  una  que  mide  el  cambio  del
vector  de parámetros  estimados  y otra  que  mide  el  cambio  en la  varianza  de  la  serie.  Dado
un  ajuste  autorregresivo  de orden  p de la  serie Xt,
Xt  =    +  a,
la  medida  propuesta  para  medir  el cambio  en  la  estimación  de  los  parámetros  de la  obser
vación  xh, está  dada  por,
 (h))  ((h))
I(h)  =                                        (2.10)
donde  es  el  estimador  máximo  verosímil del  vector  de  parámetros   =  (ççb)  para
la  muestra,  (h)  es  el estimador  máximo verosímil  de  suponiendo  que  la  observación  h es
faltante  y  es  la  matriz  de  covarianza  de  .  La  medida  de  influencia  (2.10)  se  puede
escribir  en términos  de las predicciones basada  en ambos vectores  de parámetros  como sigue,
—  (—(h))’(—(h))I(h)_
Pa
donde   y  son los vectores  de predicción  para  cada  vector  de  parámetros  estimados.  Se
hace  notar  que esta  medida de influencia es válida  para  series estacionarias  y no estacionarias.
Como  los atípicos también  influyen en la varianza,  Peña  (1987) propone  una  medida para
la  influencia  en la  varianza  dada  por, —  U2  h
I  (h) =      a                          (2.11)
Ua(h)
donde  es la  estimación  en  la varianza  con la  observación  h considerada  como faltante.
Ambas  medidas  de  influencia  pueden  ser  usadas  como  estadísticos  para  observaciones  in
fluyentes.
La  medida (2.11) es estudiada  en Bruce y Martin  (1989), Ledolter  (1990) y Ljung  (1993),
entre  otros.  Peña  (1991) extiende  los resultados  anteriores  al  caso  de  modelos  de regresión
dinámica.  Un  procedimiento  diferente  se  propone  en  Chernick,  Downing  y  Pike  (1982) y
Lefrançois  (1991) donde  se estudia  la  influencia  de una  observación  en la  función de  auto
correlación.
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2.3.3.3.   Métodos  Robustos
Otra  manera  de  tratar  con  atípicos  son  los  métodos  robustos.  Estos  métodos  están
diseñados  para  obtener  estimadores  no  afectados  por  la  presencia  de atípicos.  En  un  modelo
de  regresión,  Huber  (1973) propone  estimadores  M,  que  son  el resultado  de  reemplazar  la
ecuación  de mínimos cuadrados  por un  sistema equivalente  donde la función de minimización
es  simétrica,  convexa,  acotada  y con valor  0 en el 0.  Esta  función debe ser  robusta  a la  pres
encia  de  atípicos.  Denby  y  Martin  (1979)  generalizan  estimadores  M  al  caso  de  procesos
AR(1).  Dada  una  serie termporal  x,  el estimador  GM se obtiene  minimizando,
p(xt)g(xt  —
donde  p (.)  es  una  función  de  pesos  y  g (.)  es  una  función  simétrica.  En  el  caso  AO,  los
estimadores  GM son más robustos  que los estimadores  M pero para  el caso JO, los estimadores
M  son  más  robustos.  Martin  (1980) y  Bustos  (1982) extienden  estimadores  GM  a  modelos
AR(p),  Martin  (1981) y Lee y Martin  (1982) extienden  a modelos ARMA y Martin,  Samarov
y  Vandaele  (1983) a  modelos ARIMA.  Otras  referencias  son  Bustos  y Yohai  (1986),  Luceño
(1998),  García  Ben,  Martínez  y Yohai  (2001) y Bianco  et  al  (2001).
2.3.3.4.   Métodos  Bayesianos
Como  se  ha  mencionado,  el  primer  trabajo  Bayesiano  que  trata  de  atípicos  en  series
temporales  es  Abraham  y  Box  (1979).  En dicho  artículo,  se estudia  un  procedimiento  para
modelos  autorregresivos  afectados  por  innovatovos  y aditivos.  El principal  problema  radica
en  la  obtención  de las  correspondientes  probabilidades  a posteriori.  Los muestreos  de Gibbs
ayudan  a  solucionar  este  problema  y  varios  trabajos  utilizan  estos  métodos  para  detectar
atípicos.  McCulloch y Tsay  (1993, 1994) presentan  procedimientos  para  estimar  los parámet
ros  de modelos autorregresivos  y detectar  atfpicos y para  detectar  cambios de nivel y cambios
en  la varianza,  respectivamente.  Justel,  Peña  y Tsay  (2000) proponen  un  muestreo  de Gibbs
modificado  para  detectar  rachas  de  atípicos.
2.3.4.  Atípicos  en  series  multivariantes
Sea  X  un vector  de series temporales  multivariantes  k—dimensional que sigue un proceso
ARMA  vectorial  dado  por  (2.7).  Dada una  serie temporal  observada  (Y1’, ..  .  ,Y)’  donde Y  =
Ykt)’,  Tsay,  Peña y Pankratz  (2000) definen cuatro  tipos  de atf picos univariantes  para
vectores  de series  temporales  mediante  la  representación,
Y  =  X  +  n (B) wi,                       (2.12)
donde  w  =  (wi,  ...,  wk)’,  es  el  tamaño  del atípico  y  Xt  sigue un  proceso vectorial  ARMA.
El  tipo  de  atípico  se  define  mediante  el  polinomio  matricial  a  (B):  si  a  (B)  =  ‘1’ (B),  se
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tiene  el  atípico  innovativo  multivariante  (MIO),  si  a  (B)  =  1,  se  tiene  el  atípico  aditivo
multivariante  (MAO),  si a  (B)  =  (1  —  B)’,  se tiene  el cambio de nivel multivariante  (MLS),
y  si a  (B)  =  (1  —  6B)’  1, se tiene el cambio temporal  multivariante  (MTC),  donde 0 <  d <  1
es  una  constante.  Los  efectos  de  estos  atípicos  sobre  los  residuos  son  obtenidos  fácilmente
cuando  se conocen los parámetros  del modelo ARMA vectorial  para  X.  Entonces,  ajustando
la  serie observada  con  los verdaderos  valores de los parámetros  de la  serie  X  se obtiene  una
serie  de  residuos,  E,  definida  por,
=  ll(B)  —  C0,     t =  1,...  ,T                  (2.13)
donde   =  X  y  E  =  A  para  t  <  h.  La  relación  entre  las verdaderas  innovaciones  de ruido
blanco,  A,  y los  residuos  calculados,  E,  está  dada  por,
=  A  + F(B)wI,                       (2.14)
donde  F (B)  =  H (B)  a  (B).  Tsay,  Peña y Pankratz  (2000) demuestran  que cuando  el modelo
es  conocido la estimación  del tamaño  de un atípico  multivariante,  en tiempo  h de tipo i, donde
i  1, A, L, T,  está  dada  por:
/T-h           /T-h
Wh  —  ( r;_1F)  ( F’Eh+i)  ,              (2.15)
j=o             i=o
donde  F0 =  —1. La  matriz  de covarianz  de esta  estimación  es           =  F_1F)  ‘.
De  (2.14), tenemos  Eh+  =  Ah+j  —  Fw,  y  se puede  escribir,
/T-h         -1 /T-h
Wj,h  =  —   r-’r)   F_1Ah+i)
i=o             i=o
lo  que implica que  112Wj,h  está  distribuida  como N  (2w,  i).  Por lo tanto,  el estadístico
multivariante,
Ji,h  Wj,h’Wi,h,     i =  I,A,L,T                 (2.16)
se  distribuirá  como  una  y  (l7j)  no  central  con  parámetros  de  no  centralidad  7)  =  
para  i  =  1, A,  L, T.  En  particular,  bajo  la  hipótesis  nula,  H0  : w  =  0,  la  distribución  de
J,h  será  x2 con k  grados  de  libertad.  Un segundo  estadístico  propuesto  por  Tsay,  Peña  y
Pankratz  (2000) es  el estadístico  del máximo de  los componentes,  definido  por,
=  max  IWj,i,hI      i =  1  A  L  T                 (2.17)
donde  Wj,i,h  es  el  elemento  j-ésimo  de  Wi,h  y  Uj,i,h  es  el  elemento  j-ésimo  de  la  diagonal
principal  de la  matriz  j,h•
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En  la  práctica,  el  tiempo  h  de  aparición  del  atípico  y  los  parámetros  del  modelo  son
desconocidos.  Entonces,  las matrices  de parámetros  se substituyen  por  sus  estimaciones  y se
definen  los siguientes  estadísticos  globales:
Jmajc(i)  =  ma  J,h,     Cmax(j,hfl =  max  C,h,     i  I,A,L,T      (2.18)
donde  se ha llamado  h  y h  a  los  tiempos  en que  se  alcanzan  los  máximos de  los estadísti
cos,  conjuntos  y de  componentes.  Tsay,  Peña  y  Pankratz  (2000) proponen  un  algoritmo  de
detección  y  estimación  cuando  el número  de  atípicos  es  desconocido  basado  en la  obtención
del  máximo  de  los  estadísticos  para  cada  tipo  y  suponer  un  atípico  en  el  caso  de  que  al
guno  de ellos sea  significativo.  Si  hay  varios  estadísticos  significativos,  se  selecciona el  más
significativo  de ellos.
2.4.   Cambios  de  varianza
El  problema  de  detectar  un  cambio repentino  en la  varianza  marginal  de una  serie tem
poral  univariante  ha  sido  ampliamente  estudiado.  En  esta  sección,  se  revisan  los  trabajos
más  relevantes.  Se analiza  el caso de observaciones independientes  y  dependientes.  Por  últi
mo,  se  revisan  brevemente  los modelos de  heterocedasticidad  condicional,  que  modelizan  la
varianza  condicional  de la  serie temporal  igual  que  los  modelos ARMA modelizan  la  media
condicional.
2.4.1.  Observaciones  independientes
Dada  una  serie temporal  x =  (x1,.  .  .  ,  XT)  de  observaciones independientes,  se dice que  x
tiene  un  cambio de varianza  en el instante  t  =  h,  si las observaciones en los bloques de datos
x1,.  .  .  ,  X  y  XJ), .  .  .  ,  Xf  tienen  varianzas  comunes  dentro  de  cada  bloque,  pero  diferentes
entre  ellos. Un problema  importante  es  detectar  la  presencia  de este  cambio  y el instante  de
aparición.  Un  cambio  de  varianza  en  observaciones  independientes  es  que  puede  introducir
correlación  en los  cuadrados  de los datos.  Para  ilustrar  este  efecto,  se ha  generado  una  serie
de  1000 datos  Gaussianos  independientes  de media  O y varianza  1,  y  posteriormente  se  ha
definido  una  nueva  serie  igual  que  la  primera  pero  con  los últimos  500 datos  multiplicados
por  2.  Se han  obtenido  las  correlaciones  de los  cuadrados  de las dos series  que  aparecen  en
la  Figura  2.2. Como  se puede  apreciar  un  cambio de varianza  incluye correlación  en  la serie
de  cuadrados.
Hsu,  Miller y  Wichern  (1974) estudian  series  económicas  que  presentan  evidencias  de
cambios  bruscos en la varianza.  Smith (1975) propone  un procedimiento  Bayesiano para hacer
inferencia  en  el punto  de cambio  de una  distribución,  considerando  el  caso particular  de la
distribución  normal  donde  puede existir  un  cambio en la  media y la varianza  de la  serie. Hsu
(1977),  para  el  caso  de variables  normales,  propone  dos contrastes  para  cambio  de varianza
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Figura  2.2:  Correlación  en los cuadrados  de la  serie.
basados  en la suma ponderada  de los datos  al cuadrado,  que es posteriormente  extendido  por
Hsu  (1979) al caso de la distribución  Gamma.  Davis  (1979) propone  un  método  robusto  para
la  detección de cambios en la  varianza de las innovaciones de una serie temporal.  Menzefricke
(1981)  propone  detectar  un  cambio  en  la  varianza  en  una  secuencia  de  variables  normales
mediante  el  cálculo  de  la  probabilidad  a  posteriori  de  que  cada  una  de  las  observaciones
sea  un  momento  de  cambio  y  estudia  datos  de  rendimientos  de  activos  y  de  procesos  de
producción.
2.4.2.  Observaciones  dependientes
Un  caso  más  interesante  es  el  de  cambios  de  varianza  en  observaciones  dependientes.
Whichern,  Miller  y  Hsu  (1976)  estudian  estimadores  máximo  verosímiles  del  momento  de
cambio  de la varianza  en diferentes periodos  de tiempo  para  el caso de un  proceso autorregre
sivo  de primer orden.  Ah y Giaccotto  (1982) estudian  contrastes  cuando  se suponen  modelos
no  paramétricos  para  series  temporales.  Abraham  y  Wei (1984)  realizan  inferencia  en  los
parámetros  de una  serie  temporal  cuando  existe  la  posibilidad  de  un  cambio  en su  varianza
en  un  punto  desconocido.  Para  ello obtienen  la  distribución  a  posteriori  de los parámetros  y
del  radio  entre  varianzas  de  observaciones antes y  después  de un  determinado  punto.
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El  caso de  varios  puntos  de  cambio  ha  sido también  estudiado.  Baufays  y  Rason  (1985)
estiman  las varianzas  y los puntos  de cambio por  máxima  verosimilitud  y Tsay  (1988) pro
pone  un  algoritmo  para  detectar  atípicos,  cambios  de nivel y cambios de varianza  en modelos
ARIMA.  Para  ello  utiliza  el contraste  de  razón  de  verosimilitudes  para  detectar  un  cambio
de  varianza  en t  =  h.  Vamos a  describir  su propuesta.
Sea  Xt  una  serie  temporal  que  sigue un  modelo  ARIMA  como en  (2.4).  Se supone  que
en  lugar  de  observar  Xt  se  observa  una  serie  yt  definida  como sigue.  Sean  S  una  función
escalón  y  w  una  constante  que  denota  el  impacto  del  cambio  de  varianza.  Entonces,  las
innovaciones  que  afectan  a  la  serie,  et,  no  forma  una  secuencia  de  N(0,  o)  independientes
sino  que tienen  un  cambio  en la varianza  de la  serie  en t  =  h,  dado  por,
(h)
st  =  a  +  wS,,  at,
de  manera  que  la  varianza  de  e  cambia  de  a  a  cr(l  + w)2 en el  punto  t  =  h.  Sin perdida
de  generalidad  se  asume  que  1 +  w >  O para  que  w  esté  bien  identificado.  La  relación entre
la  serie observada,  yt,  y la  serie inobservada  ARIMA,  xt,  vendrá  dada  por,
yt  =xt+(B)wSat.
Para  contrastar  la  significatividad  de  un  cambio  de  varianza  en  t  =  h,  se  supone  que
los  parámetros  del  modelo  ARIMA  en  (2.4)  son  conocidos  y  se  utilizan  para  calcular  los
residuos:
et  =  Yt —   íYt—i  —  C  +  
El  objetivo  es  contrastar  la  hipótesis  de que  estos  residuos  son homocedásticos,  independi
entes  e idénticamente  distribuidos,  contra  la alternativa  de que son heterocedásticos.  De este
modo,  se considera  la hipótesis  nula  H0 : w =  O contra  la hipótesis  alternativa  H1 : w  0.  El
contraste  de razón  de veromilitudes  para  estas  hipótesis  es el más potente  asintóticamente  y
está  dado  por,
(2)T
LRh  log (2h—1  (2T—h+1’
i)     2)
donde  2   y  son  las  varianzas  estimadas  de  los  residuos  con  toda  la  muestra,  con
los  primeros  h —  1  residuos  y  con  los últimos  T  —  h  +  1 residuos,  respectivamente.  Bajo  la
hipótesis  nula de que no existen cambios de varianza  y suponiendo  que el modelo es conocido,
el  estadístico  LRh  tiene  una  distribución  asintótica  x2 con un  grado  de  libertad.
El  algoritmo  propuesto  por  Tsay  para  detectar  varios  cambios,  consiste  en  obtener  el
estadístico  LRh  para  todos  los puntos  de la  muestra,  quedarse  con el máximo  de todos  ellos
y  contrastar  si el  estadístico  asociado a  este  máximo es mayor  que un  cierto  valor crítico.  Si
lo  es,  se considera  que  en el punto  correspondiente  hay  un cambio  de varianza  que se estima
comparando  las  varianzas  antes  y  después  de ese  punto.  El cambio  se  elimina  de  la  serie  y
se  vuelve  a  iterar  el proceso hasta  que  no  se detecten  nuevos cambios.
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Inclán  (1993) propone  un procedimiento  Bayesiano  iterativo  basado  en cocientes  de prob
abilidades  a  posteriori  para  detectar  la existencia  de  varios  cambios  de  la  varianza  de  una
serie.  Primero,  el  método  se  aplica  al  caso  de  observaciones  independientes,  y  después  se
generaliza  para  modelos  autorregresivos.  El  procedimiento  se  ilustra,  como en  varios  de  los
artículos  anteriores,  con la serie  de precios  de mercado  de  IBM.
McCulloch  y  Tsay  (1993)  realizan  inferencia  y  predicción  sobre  cambios  en  la  media  y
en  la varianza  de procesos  autorregresivos  mediante  el uso del muestreo  de  Gibbs.  Para  ello,
generalizan  el modelo  de  Chen y  Tiao  (1990) para  cambios  aleatorios  en  la  varianza.  Dada
una  serie  Xt  que  sigue  un  modelo  autorregresivo,
donde  at  es  una  secuencia  de variables  aleatorias  independientes  de media  O y varianzas  u
tales  que, Í  ot—i    siét=0
at—i  si6=1
donde  6  es  una  secuencia  de variables  Bernoulli  tal  que  P (8 =  1)  =  e,  e es  un  valor  muy
pequeño  y  13t es  una  secuencia  de  variables  aleatorias  independientes  positivas  de  alguna
distribución  conocida.  Este  modelo  es  una  generalización  del  propuesto  por  Tsay  (1988)
donde  están  permitidos  varios cambios y que permite  predecir  futuros  cambios.  Basado en el
muestreo  de Gibbs,  se pueden  obtener  las probabilidades  a posteriori  de todos  los parámetros
del  modelo, de  donde  se puede hacer  inferencia  acerca  de todos  ellos. El  método  es aplicado
a  una  serie de  precios  mensuales  de  un  cierto  tipo  de gasolina  y  los cambios  son  asociados
con  diversos hechos  que  pudieron  afectar  a dichos precios.
Inclán  y Tiao (1994) proponen  un procedimiento  basado  en estadísticos  cusum para  series
de  ruido  blanco.  El  estadístico  Ch =   a  es  la  suma  de  cuadrados  acumulada  de  una
serie  de  datos  incorrelados,  a1,..  .  ,  aT,  de  media  O y varianzas  a?,  t  =  1,.  .  .  ,  h.  Entonces,
Ch   h
es  la  suma  de  cuadrados  acumulada  centrada  y  normalizada.  Bajo  la  hipótesis  de  homo
cedasticidad,  /f/D5  se distribuye  asintóticamente  como un  puente  Browniano.  Inclán  y
Tiao  (1994) proponen  un  algoritmo  basado  en  el máximo  del estadístico  ./7D5  evaluado
en  todos  los puntos  de  la serie.  El máximo  de estos  estadísticos  en valor  absoluto  tiene  una
distribución  asintótica  conocida,  ver  Billingsley  (1968),  por  lo  que  el  algoritmo  comienza
buscando  el máximo  de los estadísticos  cusum  en valor absoluto.  Si este  estadístico  es mayor
que  un  cierto valor crítico,  la serie se divide en dos, se vuelve a calcular  los estadísticos  cusum
en  ambas  subseries  y se  busca  el máximo.  El  proceso se  itera  hasta  que  no se  detectan  más
cambios.  Park,  Lee y  Jeong  (2000) y  Lee y Park  (2001)  extienden  el  algoritmo  de Inclán  y
Tiao  a  modelos autorregresivos  y de media  móvil, respectivamente.
Chen  y Gupta  (1997) estudian  la detección de varios cambios de varianza  en una  serie de
variables  Gaussianas  independientes.  La idea es  obtener  el criterio  BIC  para  T  + 1 modelos,
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un  modelo  sin cambios  y el resto  suponiendo  un  cambio  en cada  punto  de  la serie y obtener
el  modelo que  proporciona  el menor  valor del BIC.  Si se detecta  un  cambio  se procede  como
en  Inclán  y  Tiao  (1994) dividiendo  la  serie  en  dos  partes,  antes  y  después  del  cambio  y  se
repite  el proceso.
Wang  y  Zivot  (2001) proponen  un  procedimiento  Bayesiano  consistente  en  obtener  la
probabilidad  a  posteriori  del  número  de  posibles  cambios,  incluyendo  cambios  de  nivel,  de
tendencia  y  de  varianza.  El  lugar  de  los  posibles  cambios  se  determina,  como  en  Chen  y
Gupta  (1997),  utilizando  el criterio  BIC.
Sensier  y  Dijk  (2004) buscan  cambios  en la  varianza  incondicional  de  214 series  macroe
conmicas  de Estados  Unidos en el  periodo  de  1959 a  1999 mediante  un  contraste  de Wald  y
concluyen  que  en  más  del 80 % de  las series  existe  un  cambio en  la  varianza.  Por su  parte,
Hamori  y  Tokihisa  (1997),  Kim,  Leybourne  y Newbold  (2002) y Busetti  y Taylor  (2003) es
tudian  los efectos  de los cambios de varianza en contrastes  de raíces  unitarias,  y proponiendo
contrastes  adecuados  a  la presencia  de estos  cambios.
2.4.3.  Modelos  de  heterocedasticidad  condicional
Recientemente,  ha existido  un  gran  auge,  especialmente  en el  estudio  de series  de  datos
financieros  y de alta  frecuencia, de modelos que  consideran  que la presencia  de grupos  de ob
servaciones  consecutivas  con diferentes varianzas  son debidos a cambios  en la varianza  condi
cional  de  la  serie.  Los modelos  autorregresivos  condicionalmente  heterocedásticos  (ARCH)
fueron  introducidos  por  Engle  (1982) y posteriormente  extendidos  a  los modelos ARCH  gen
eralizados  (GARCH)  por  Bollerslev (1986).  Por ejemplo,  consideramos  el rendimiento  o tasa
de  crecimiento  de  un  activo  financiero,  Xt,  que  está  definido  por,  Yt  =  (Xj  —  Xt_i)/Xt_i,  y
que  típicamente  no  tiene  varianza  constante  sino que  presenta  periodos  de  alta  volatilidad.
El  modelo  més  simple  de heterocedasticidad  condicional  es el  ARCH(1).  Supongamos  que
se  ha  modelado  la media  condicional del rendimiento  mediante  un  modelo  ARMA, pero  que
las  innovaciones del  proceso,  at,  se  puede  escribir  por,
at  =
cr  =  a0  + a1a1,
donde  e  es  ruido  blanco  Gaussiano.  El  modelo  (2.4.3)  es un  proceso  de ruido  blanco  de tal
forma  que  la  varianza  condicional  depende  del  valor  previo  de  la  innovación.  Es  fácil  ver
que  la  distribución  de atlat_1  es normal  de  media  O y varianza  a0 +  a1a_1,  mientras  que  la
distribución  de  at  es  normal  de  media  O y varianza  ao/(1  —  a1).  Esto  supone  que  se  deben
tomar  restricciones  sobre  los parámetros  por  que  si no  la  varianza  puede  ser  negativa.  En
este  caso,  O <  a0 y  a1  <  1. Una  medida  importante  para  estos  modelos  es  el coeficiente de
curtosis  dado  por,
k(at)=  E[a]  =31a1  >
E  [afl2    1 —  3a
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indicando  que  la distribución  marginal  de las innovaciones es leptocúrtica,  es decir,  que tiene
colas  pesadas.  Por otro  lado,  se puede  demostrar  que  este modelo  presenta  correlación  entre
los  cuadrados  de at.
Los  modelos  ARCH(p)  se  definen  como  los ARCH(1),  pero  con  la  varianza  condicional
dada  por  =  a0 + a1a_1  +  +  y muestran  propiedades  parecidas  a  las del modelo
ARCH(1).
Los  modelos  GARCH(p, q)  son  la  generalización  de  los modelos  ARCH(p)  mediante  la
inclusión  de componentes  de media  móvil en la ecuación de la varianza  condicional.  El modelo
más  estudiado  es  el  GARCH(1,1)  dado  por,
=  °te
=  a0  + a1a1  +  11’
donde  a  y i  son constantes  positivas.  Un valor alto  de a_1  da  lugar  a  una  mayor  varianza
condicional  de la observación at,  que se atenúan  por  el coeficiente ,  lo que produce  rachas  de
mayor  variabilidad.  La estimación  de estos modelos se realiza mediante  máxima verosimilitud
condicionada.
Existe  un  gran  número  de  modelos  de  heterocedasticidad  condicional,  por  ejemplo,  los
modelos  EGARCH  (Nelson,  1991), los modelos de  volatilidad  condicional  de Taylor  (1986)
y  Harvey,  Ruiz  y  Sheppard  (1994),  los  modelos  CHARMA  de  Tsay  (1987).  Vease  Peña,
Tiao  y  Tsay  (2000),  Carnero,  Peña  y  Ruiz  (2001) y  Tsay  (2002) para  la  descripción  de  las
características  de estos  modelos.
Por  último,  mencionar  que  también  existen  trabajos  que estudian  cambios  en la varian-
za  incondicional  de  una  serie  que  sigue un  modelo  de  heterocedasticidad  condicional.  Por
ejemplo,  Kim, Cho y Lee (2000),  Lee, Tokutsu  y  Maekawa (2003) y  Sansó,  Aragó y Carrión
(2003)  estudian  diferentes  contrastes  de tipo  cusum  en series  financieras.
2.5.   Criterios  de  selección  de  modelos
Un  punto  clave en el análisis  de una  serie temporal  a  la  que se  quiere  ajustar  un  modelo
ARMA  es determinar  sus ordenes.  Se han  propuesto  diferentes  ideas  para  llevar  a  cabo este
objetivo:  (1)  seleccionar  el  modelo  que  predice  mejor  fuera  de  la  muestra,  (2)  seleccionar
el  modelo  que  minimize  una  medida  de la  distancia  al  modelo  verdadero,  y  (3)  seleccionar
el  modelo  con  máxima  probabilidad  a  posteriori.  Podemos  dividir  los  criterios  propuestos
en  dos clases diferentes,  por  sus  propiedades  asintóticas:  la  clase  de  los criterios  eficientes,
que  son  aquellos  que  asintóticamente  seleccionan  el  modelo  que  produce  el  menor  error
de  predicción,  y  la  clase  de  los  criterios  consistentes,  que  asintóticamente  seleccionan  el
verdadero  modelo.  Evidentemente,  a  la  vista  de  las  propiedades  asintóticas,  los puntos  de
partida  de  ambos  criterios  son  diferentes.  Los criterios  eficientes  parten  de  la  hipótesis  de
que  el modelo verdadero  no tiene  por qué  pertenecer  al conjunto  de candidatos,  como puede
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ocurrir,  por  ejemplo,  en  el  ajuste  autorregresivo  de  modelos lineales  infinitos.  Los criterios
consistentes  parten  de  que  el  verdadero  modelo  está  entre  los  candidatos,  por  lo  que  su
propiedad  asintótica  es así  justificada.
A  continución  se ofrece una  revisión de ambas  clases de criterios.  Hay que notar  que  en
general,  los criterios  de  selección han  sido derivado  para  diferentes  modelos estadísticos,  por
lo  que aquí  se  presentan  sus  versiones para  el caso  de series temporales.
2.5.1.  Criterios  eficientes
2.5.1.1.   Criterios  basados  en  el  error  cuadrático  medio  de  predicción
El  primer  criterio  de  selección de  modelos  fue  introducido  en  Akaike  (1969) y es  el  de
nominado  error  de  predicción  final  (FPE).  Dada una  serie temporal  x1, ..  .  ,  x,  la  idea  es
ajustar  modelos  autorregresivos  de órdenes  1,.  . .  ,Pm  y seleccionar el modelo  que minimize
el  error  de predicción  final, que  se  define como el  error  cuadrático  medio  de predicción  es
perado  cuando  se ajusta  un  modelo  autorregresivo.  El estimador  propuesto  de este  error  por
Akaike  es:
FPE(p)=      
donde   es el estimador  máximo verosímil de la  varianza  residual  después  del ajuste  autor-
regresivo.  Si T  es suficientemente  grande,  el valor  de  FPE(p)  será dominado  por  el término
que  disminuye  con  el  aumento  de p.  Por  lo tanto,  el  criterio  FPE  tiende  a  seleccionar
modelos  con  muchos parámetros.  Sóderstrom  (1977) demuestra  que  el criterio  FPE  se puede
aplicar  a  otros  modelos  de series  temporales  tales  como  los modelos  ARMA reemplazando
p  +  1 por  el número  de  parámetros  del modelo.  Bhansali  y  Downham  (1977) sugieren  el uso
del  criterio  FPE  generalizado,  dado  por:
FPE5(p)=
donde  6 es una  constante  positiva.  La justificación  es que  tomando  6 >  2,  el criterio  penaliza
más  que el FPE por  la inclusión de parámetros  adicionales.  Akaike (1979) analiza  la propuesta
de  Bhansali  y Downham,  mostrando  diversas  dificultades.
2.5.1.2.   Criterios  basados  en  la  información  de  Kullback-Leibler
Un  planteamiento  diferente  que  ha tenido  gran  impacto  en la  selección de  modelos es  el
propuesto  por  Akaike  (1973) basado  en  la  teoría  de la  información.  Sea  una  serie temporal
x  =  (x1,.  . .  ,  XT)’  que  ha  sido  generada  por  una  función  de  densidad,  p (xao),  donde  o0  es
el  vector  de parámetros  verdaderos.  Supongamos  un  conjunto  de modelos  ARMA(p, q)  que
denotamos  por  Mp,q con  parámetros  ap,q  donde  p  =  O,. ..  ,  Pmax y  q  =  O,. .  .  ,   siendo
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Pmax y  q  dos  cotas  positivas.  La  información  de  Kullback-Leibler  para  dos funciones  de
densidad  p (mo) y p (ap,q)  está  dada  por:
I(p(no),p(p,q))  =JP(YIao)bog  (°)  dy  0,          (2.19)
de  tal  manera que  dos densidades estarán  cerca cuanto  menor sea  la información  de Kuliback
Leibler.  Akaike propone  seleccionar  el  modelo  que  proporcione  el  valor  mínimo  de  (2.19).
Puesto  que  la  distribución  P(Ylno)  es  desconocida,  y  para  obtener  una  regla  manejable,
desarrollando  en  (2.19) se tiene  que,
J(p(.o)  ,p(p,q))  fP(Io)logP(Yo)dY  —  f p(yo)logp(yJnp,q)  dy =
=  P20 [logp(ylno)] —  E0 [logp(ylnp,q)],
donde  las esperanzas  se toman  con  respecto  a la  verdadera  distribución  p (no).  Puesto  que
E0  [logp (ko)1 es una  constante  desconocida,  minimizar  (2.19) es  equivalente  a  maximizar
E0  [logp (ylnp,q)], es decir,  seleccionar  el  modelo  que  da  el  máximo  del  valor  promedio  de
logp  (yap,q) para  todos  los valores y  de la  densidad  verdadera  p (yc).
En  la  práctica,  dada  la  serie  x  =  (x1,...  ,XT)’,  la  idea  más  natural  es  estimar  (2.19)
mediante:
r           7p(yko) J(p(.o)  ,p(np,q))  j  P(YIo) log                        )dy,
p  (yIcp,q) /
donde  p,q  es  el  estimador  de  máxima  verosimilitud  basado  en la  serie  x.  En lugar  de  esto,
Akaike  propone  obtener  el estimador  p,q  que minimize  el valor esperado:
E  [I(p(Iao) ,p(pq))]  =  E  [E0 [log °)]].          (2.20)
Desarrollando  (2.20), se tiene  que:
E  [I(p(.ao)  ,p(p,q))J  E  [E0 [logp(yko)]J  —  E  [E0 [logp(y&p,q)]] ,      (2.21)
siendo  el  primer  término  de  (2.21)  un  valor  constante.  Por  lo  tanto,  minimizar  (2.20)  es
equivalente  a  maximizar  E  [E0 [log (p (yI&p,q))]]. Akaike deriva  la  siguiente  aproximación,
como  se muestra  en el  apéndice  de este  capítulo:
T    -2E  [E0 [logp (ycp,q)]]  —--  log Up,q —  (p  + q +  1),
y  que  proporciona  el criterio  de Akaike:
AIC(p,  q) =  Tlogq  +  2(p +  q +  1).
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Otros  autores  han  propuesto  derivaciones  del criterio  AIG bajo  hipótesis  alternativas,  ver
Sugiura  (1978), Ogata  (1980),  Chow (1981), Stone  (1982), Findley  (1985), Bozdogan  (1987),
Shibata  (1989),  Cavanaugh  (1997) o Burnham  y Anderson  (2002).
Akaike  (1974)  aplica  el  criterio  AIG  para  determinar  el  orden  de  ajuste  de  modelos
autorregresivos.  En  este  caso, se  verifica que:
(T+p+12   /    2(p+l)2       -2FPE(P)=Tpl)JP__l+  T  )+O(T  )‘
y  tomando  logaritmos  tenemos  que asintóticamente,  el  FPE  y  el AIG son equivalentes.
Shibata  (1976)  obtiene  la  distribución  asintótica  del  orden  seleccionado  por  el  criterio
de  Akaike para  modelos  autorregresivos  y  demuestra  que  dicha  distribución  depende  de los
ordenes  máximo  y mínimo ajustados.  A partir  de dicha  distribución  se puede  concluir  que  si
el  modelo  real de la  serie se  encuentra  entre  los modelos candidatos,  incluso  asintóticamente
el  criterio  de Akaike no tiene  porque seleccionar el orden  verdadero.  Hannan  (1980) generaliza
este  resultado  para  modelos ARMA.  Shibata  (1980) demuestra  que  los criterios  AIG y  FPE
son  asintóticamente  eficientes  para  procesos  autorregresivos  infinitos,  en  el  sentido  en  que
los  ordenes seleccionados alcanzan  asiñtóticamente  el menor  error de predicción.  Tsay  (1984)
generaliza  estos  resultados  para  el caso de modelos  autorregresivos  no  estacionarios.
Sugiura  (1978)  obtiene  una  mejor  aproximación  para  muestras  finitas  de  la  distancia
de  Kullback-Leibler  que  se  deriva  en  un  criterio  que  denomina  AICc  y  que  para  modelos
ARMA(p,  q) viene  dado  por,
AICc(p,  q) =  log ,q  +
Hurvich  y  Tsai  (1989)  derivan  el  criterio  de  Sugiura  para  el  caso  particular  de  regresión
lineal  y  modelos  autorregresivos,  demuestran  que  mejora  el  comportamiento  del  AIG  en
muestras  finitas  y  que  es  un  criterio  asintóticamente  eficiente.  Hurvich,  Shurnway  y  Tsai
(1990)  y Hurvich  y Tsai  (1991) estudian  el sesgo de los criterios  AIC y AIGc para  estimar  la
información  de Kullback-Leibler y proponen  un refinamiento  basado  en un  método  de Monte
Carlo.
Konishi  y  Kitagawa  (1996) derivan  un  criterio  similar  al de  Akaike,  y  que  denotan  por
GIC,  en el sentido  de que es un estimador  de la distancia  de Kullback-Leibler  pero suavizando
las  hipótesis  de partida  de Akaike. Es  decir, no es necesario la estimación  máximo verosímil y
la  familia  de distribuciones  paramétricas  puede o no  contener  al verdadero  modelo.  El criterio
obtenido  es  bastante  complicado  y depende  de funcionales,  pero  es válido  para  estimadores
de  la  densidad  robustos,  Bayesianos  y bootstrap.
McQuarrie,  Shumway y Tsai  (1997). introducen  una  corrección para  modelos de regresión
lineal  al  criterio  AICc  que denominan  AIGu que  aparentemente  funciona  mejor en pequeñas
muestras  en el  sentido  de que selecciona  el verdadero  modelo  més  veces que  otros  criterios  y
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que  está  dado  por:
--2    2T(p+q+1)           TAICu(p,q)=logcxpq+             +logT—p—q—2      T—p—q—2
El  inconveniente  es que  el criterio  resultante  no  es ni  consistente,  ni  eficiente, por  lo que
no  posee  propiedades  asintóticas  conocidas.
Shi  y  Tsai  (1998,  2002)  derivan  versiones  modificadas  robustas  de  los  criterios  AIC  y
AICc  y proponen  un  criterio  que  denominan  RIC  basada  en la  verosimilitud  de  los residuos
y  que  estudia  el comportamiento  residual  después  del  ajuste  de  cada  modelo  candidato.
2.5.1.3.   Criterios  basados  en  el  análisis  espectral
Otro  enfoque para  seleccionar  el  orden  de  un  modelo  autorregresivo  lo propone  Parzen
(1974,  1975) mediante  el  uso  de  un  procedimiento  basado  en  la  Teoría  espectral.  Parzen
supone  que  la serie temporal  está  generada  por  un  autorregresivo  infinito y que  este proceso
puede  ser  aproximado  adecuadamente  por  un  autorregresivo  finito.  Basado  en  una  medida
de  distancia  entre  densidades  espectrales,  define  un  criterio  que  denomina  CAT  (“criterio
para  funciones de transferencia  autorregresivas”)  y que está  dado  por:
(  p
CAT(p)  =             p 1,...  ,Pmax
 —(1+)       p=O.
Posteriormente,  Tong  (1979) sugiere  una  modificación  del  criterio  debido  a  que  suele
tomar  modelos más  sencillos de  lo deseable y  que está  dada  por:
1
C  ,jT*(    —      -—2  ---2     —112   —        —   .    Ji —  .  .  .i=o
Bhansali  (1986) demuestra  que los diversos criterios  CAT de Parzen  y Tong son asintótica-
mente  eficientes en el  mismo sentido  que el  AIC y el FPE  en Shibata.
2.5.2.  Criterios  consistentes
Los  criterios  consistentes  son aquellos  que  asintóticamente  seleccionan  el  modelo  gener
ador  de  los datos.  Por  lo tanto,  la  hipótesis  de  partida  supone  que  el  verdadero  generador
del  conjunto  de  datos  es uno  de  los modelos  candidatos,  lo que  lleva de  manera  natural  a
considerar  un  punto  de vista  Bayesiano y seleccionar el  modelo con la  mayor  probabilidad  a
posteriori  dados  los datos.  Un procedimiento  Bayesiano  completo  a  este  problema  requiere
tener  en  cuenta  probabilidades  a  priori  de  los  modelos  y  de  los  parámetros.  Por  lo tanto,
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la  derivación de  probabilidades  a  posteriori  que requieren  integración  nos puede  llevar  a  un
problema  igual  de  complicado  y  no  comparable  desde  un  punto  de  vista  práctico  a  la  ob
tención  de  los  valores  del  criterio  de  Akaike  o  similares.  Aquí  se  revisará  la  obtención  de
criterios  de  selección  desde  un  punto  de vista  Bayesiano,  pero  no  se  considera  el  problema
Bayesiano  completo  y  su  relación  con  otros  conceptos  tales  como  factores  Bayes,  métodos
MCMC  (“Markov Chain  Monte  Carlo”),  promedio  Bayesiano,  etc...  Para  un  análisis  comple
to  del  problema  véase  Kass  y Raftery  (1995),  Kass  y Wasserman  (1995),  Raftery,  Madigan
y  Volinsky  (1995) o  Chipman,  George y McCulloch  (2001).
Como  en el caso de los criterios  eficientes, a continuación  se revisan los criterios propuestos
en  la literatura  adaptando  las definiciones y desarrollos  al caso de series  temporales.  Para  ello
y  como en el caso de los criterios  eficientes, supongamos  una serie temporal,  x =  (xi,.  ..  ,
y  una serie de modelos Mp,q de parámetros  cp,q donde p =  0,.  .  .  ,  p  y  q  =  0,.  .  .  ,   siendo
Pmax y qmax  dos  cotas  positivas.
Schwarz  (1978) con el objetivo  de  determinar  el modelo  con mayor  probabilidad  a  poste
riori,  deriva el criterio  Bayesiano (BIC)  para  el caso de observaciones independientes  e idénti
camente  distribuidas  y modelos lineales bajo  la hipótesis  de que  la verosimilitud  pertenece  a
la  familia  exponencial  regular.  Para  el caso de modelos ARMA(p, q)  el criterio  BIC  se define
por:
BIC(p,  q)  =  T  log ,q  +  log(T)  (p +  q -1- 1).               (2.22)
Se  han  propuesto  diferentes  derivaciones  del  criterio  BIC  que  se  pueden  encontrar  en
Chow  (1981), Haughton  (1988),  Raftery,  Madigan  y  Volinsky (1995) y  Cavanaugh  y Neath
(1999).  En  el apéndice  se  presenta  la  propuesta  por  Chow (1981).  Por  su  parte,  Haugthton
(1988)  deriva el  criterio  BIC  mediante  el uso del método  de aproximación  de Laplace  de  los
momentos  de distribuciones  posteriores  (ver Tierney  y Kadane,  1986), mientras  que  Raftery,
Madigan  y Volinsky (1995) derivan  el criterio  Bayesiano por  el mismo método  para  promedio
de  modelos.
Akaike  (1981)  realiza  un  análisis  crítico  de  este  criterio,  argumentando  que  el  uso  de
(2.22)  sólo puede  ser  justificado  tras  definir las probabilidades  a  priori  y  no  omitiéndolas  y
Chow  (1981) demuestra  que  la  aproximación  del logaritmo  de  la  probabilidad  a  posteriori
que  conileva el criterio  BIC  no  es buena.
Simultáneamente  al trabajo  de  Schwarz, Akaike  (1977) propone  maximizar  la  esperanza
del  logaritmo  de  la  probabilidad  a  posteriori  del modelo,  y que está  dado  por:
+                      ____BAIC  (p,  q)  =  Tlog  q—(T—p—q)log  (i  + Tq)  +(p+q)  log (T)+(p+q)log   +q
y  que,  asintóticamente,  es similar al criterio  propuesto  por  Schwarz. Además,  Akaike justifica
su  uso porque  no  requiere  probabilidades  a  priori para  cada  modelo.
También,  mediante  un  procedimiento  no  Bayesiano,  Rissanen  (1978)  deriva  el  criterio
(2.22)  basándose  en  el principio  de minimizar  el número  de dígitos  binarios  requeridos  para
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describir  los datos  observados.  Hannan  y Quinn  (1979) buscan  un  criterio  de selección de  un
modelo  autorregresivo  de  la forma:
log  +  CT X
de  manera  que el  criterio  sea  consistente  y  CT decrezca  tan  rápido  a  O como sea  posible.  El
criterio  obtenido  está  dado  por:
HQ(p)  1og  + 2lo  (logT)     >  1
pero  este  criterio  tiene  un  peor  comportamiento  en muestras  finitas  que  el criterio  BIG.
Hannan  (1980)  demuestra  que  el  orden  de  un  proceso  ARMA  es  estimado  consistente-
mente  por  los criterios  BIC y HQ,  pero no  por  el AIG y determina  la  distribución  asintótica
del  orden  seleccionado por el AIG. Estos  resultados  son generalizados  para  procesos autorre
gresivos  no estacionarios  por  Tsay  (1984). Le, Raftery  y Martin  (1996) proponen  una  versión
del  criterio  Bayesiano  que  es  robusta  frente  a  atípicos  y  que  está  basada  en la  substitución
de  la  verosimilitud  por  una  verosimilitud  robusta.
2.5.3.  Selección  de  modelos  mediante  validación  cruzada
Un  procedimiento  alternativo  de selección de modelos es validación  cruzada.  Stone  (1977)
mediante  un argumento  heurístico  deriva la equivalencia asintótica  de la selección de un mod
elo  mediante  validación  cruzada  y mediante  el criterio  de Akaike, lo que  fue  posteriormente
demostrado  con  mayor  detalle  por  Stoica  et  al  (1986).  El  método  de  validación  cruzada
utiliza  los datos  pasados  y futuros  para  predecir  la  observación presente.  Un método  alter
nativo  es estudiado  por  Kavalieris  (1989), consistente  en modificar  el método  de validación
cruzada  para  que  únicamente  las observaciones pasadas  se utilicen  para  predecir  las observa
ciones  presentes.  Kavalieris  demuestra  que este  procedimiento  es asintóticamente  equivalente
al  criterio  BIC.  Gheng y  Tong  (1992) generalizan  estos  resultados  para  el  caso de modelos
autorregresivos  no  lineales. Otras  referencias son Zhang (1993) y Peña  y  Sánchez (2004). Por
último,  De  Gooijer  (2001) implementa  el  procedimiento  de validación  cruzada  en modelos
TAR  y  define nuevos  criterios  de selección basados  en los criterios  AIG,  AIGc y AIGu para
modelos  lineales y  son comparados  por  simulación.
2.5.4.  Selección  de  modelos  mediante  Bootstrap
El  bootstrap  es  un  método  de  Monte  Garlo  que,  en  los  últimos  tiempos,  ha  gozado  de
una  alta  popularidad  en  aplicaciones  estadísticas.  Dada  una  muestra  de  tamaño  T  y  una
serie  de  modelos,  la  idea  es  obtener  un  número  grande  B  de muestras  bootstrap  mediante
remuestreo,  y  seleccionar  para  cada  una  de  ellas,  uno  de  los  modelos.  El  modelo  más  fre
cuentemente  seleccionado  será  el  elegido.  En  series  temporales,  este  proceso  es  algo  más
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complejo,  por  la  dependencia  y  posible  no  estacionaridad  de  los  datos.  La  idea  de  utilizar
bootstrap  para  mejorar  el comportamiento  de los criterios  de selección se debe  a Efron  (1983,
1986)  y se  discute  en Efron  y Tibshirani  (1993). Algunas  referencias básicas  de este  tipo  de
procedimientos  para  la  selección de modelos son Shao  (1996),  Cavanaugh  y Shumway (1997),
Shibata  (1997) e Ishiguro  et  al  (1997).
2.5.5.  Algoritmos  de  selección  de  modelos  ARMA
Algunos  autores  han  estudiado  un  problema  que  aparece  al  ajustar  modelos ARMA  de
órdenes  mayores  que  los  verdaderos.  Hannan  (1980) y  Hannan  y  Rissanen  (1982)proponen
un  procedimiento  práctico  para  selección de  ordenes  de  modelos  ARMA  mediante  la  elim
inación  de  los  modelos  candidatos  que  sean  problemáticos  y  que  además  reduce  el  coste
computacional  de  la  estimación  de  muchos  modelos.  El  procedimiento  puede  ser  adapta
do  a  los  criterios  AIC  o  BIC.  Hannan  y  Kavalieris  (1984) modifican  el  método  propuesto
por  Hannan  y Rissanen  (1982) debido  a que  dicho  método  puede  sobrestimar  alguno  de  los
ordenes.  Poskitt  (1987),  Pótscher  (1990)  y  Pukkila,  Koreisha  y  Kallinen  (1990) proponen
modificaciones  alternativas  y  demuestran  las propiedades  de  eficiencia  y  consistencia  para
los  mismos.
2.5.6.   Criterios  para  modélos  multivariantes
Los  criterios  de  selección de  modelos se  generalizan  para  series  multivariantes.  De  esta
manera,  si   es  la  matriz  de  covarianzas  de los  residuos  de  dimensión  k  y  p,q  es su  esti
mación  máximo  verosímil  bajo  la  hipótesis  de  un  modelo  ARMA(p, q)  vectorial,  se  definen
los  siguientes  criterios:
C(p,q)  =logp,q  +g(T,p,q,k),
donde  g(T,p,q,k)  =  2k2(P+)  para  el  criterio  AIC,  g(T,p,q,k)  =         para el  criterio
AICc,  g(T, p, q, k)  =  log(T) k2(p+q)  para  el  criterio  BIC  y g(T, p, q, k)  =  2 log(log(T)) k2(p+q)
para  el criterio  HQ.
Quinn  (1980) y  Paulsen  (1984) demuestran  las  condiciones  de consistencia  de los  crite
rios  BIC  y  HQ para  series vectoriales  estacionarias  o  con raíces  unitarias  respectivamente.
Lutkepolh  (1985) realiza  un  amplio  estudio  de  simulación  comparando  los criterios  anteri
ores  y  otros  métodos  basados  en  contrastes  para  la  determinación  del  orden  de  una  serie
autorregresiva  vectorial,  poniendo  de  manifiesto  las  diferencias  entre  los criterios  eficientes
y  consistentes.  Hannan  y  Deistler  (1988) y Poskitt  (1989) generalizan  el método  de Hannan
y  Kavalieris  (1984)  y  Poskitt  (1987) para  el  caso  de  vectores  ARMA.  Koreisha  y  Pukkila
(1993)  proponen  un  método  basado  en el uso de criterios  de selección sobre los residuos para
determinar  si  se  acepta  un  modelo  de  ruido  blanco  para  los  modelos  seleccionados  previ
amente  en  modelos  ARMA.  Hurvitz  y  Tsai  (1993)  derivan  el  criterio  AICc  para  modelos
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autorregreSiVOS.
2.5.7.  Criterios  para  modelos  TAR
Por  último,  se  hace  mención  a  los  trabajos  que  consideran  criterios  de  selección  para
el  caso  de  series  que  siguen  modelos  TAR,  si bien  la  definición  de  los  criterios  para  estos
modelos  será presentada  posteriormente.  Tong (1990) proporciona  una  derivación del criterio
de  Akaike para  este  tipo  de  modelos.  Wong y  Li  (1998)  derivan  el  criterio  AICc  para  estas
series,  lo comparan  con los criterios  AIC y BIC en un estudio  de simulación  y determinan  que
el  criterio AICc es conveniente  en muestras  pequeñas,  si bien en muestras  medianas y grandes
el  BIC funciona  mejor.  De Gooijer  (2001) introduce  tres  criterios  de validación  cruzada  para
estos  modelos basados  en los criterios AIC,  AICc y AICu,  los compara  mediante  simulación y
determina  que los criterios  de validación cruzada  funcionan  mejor que sus respectivos criterios
en  versión  máximo  verosímil.  Por  último,  Kapetanios  (2001) proporciona  condiciones  que
debe  verificar un  criterio  para  ser  consistente  para  modelos TAR.
2.6.   Conclusiones
En  este  capítulo,  se  han  presentado  las  carácterísticas  básicas  de los  modelos  ARl’1A y
TAR  univariantes  y  los  modelos ARMA vectoriales,  que  vamos  a  utilizar  en  los siguientes
capítulos.  A continuación  se ha presentado  el problema  de datos atípicos en series temporales,
revisando  diferentes  modelos  propuestos  y  métodos  de  estimación.  Se  ha  comprobado  que
este  tipo  de datos  tiene  grandes  efectos  en la  identificación,  estimación  y predicción  de  una
serie,  por  lo  que  son  necesarios  procedimientos  para  su  detección  y  tratamiento.  Se  han
sido  revisado métodos  basados  en estadísticos  de razón  de  verosimilitudes,  en  estadísticos
cusum,  en  funcionales  de  influencia  y  en  métodos  BayesianoS y  robustos.  A  continuación,
se  han  analizado cambios  de varianza  en series temporales  con observaciones independientes
y  dependientes.  Se  ha  comprobado  como  un  sólo  cambio  en  datos  independientes  puede
producir  correlaciones  significativas en los cuadrados  de  los datos.  Se han  revisado métodos
de  detección y estimación  de este tipo de cambios, comprobando  que si bien se han  propuesto
muchos  métodos  en  series  univariantes,  el  caso  multivariante  no  ha  sido  suficientemente
analizado.  Por  último,  se  ha  estudiado  uno  de  los  aspectos  más  importantes  en  el  análisis
de  series  temporales,  como es la  selección del  modelo  a  ajustar.  Se  han  revisado  diferentes
criterios  de selección basados  en enfoques muy diversos, si bien se puede dar  una  clasificación
de  los criterios en dos tipos dependiendo de sus propiedades  asintóticas:  los criterios  eficientes,
como  el  AIC, el  AICc  o el CAT, y  los consistentes,  como el BIC y  el HQ.
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2.7.   Apéndice
En  este  apéndice  se derivan  los criterios  de Akaike (1973) y de Schwarz  (1978). En primer
lugar,  se  procede  a  adaptar  la  derivación  del  criterio  que  propone  Akaike  para  el  caso  de
modelos  ARMA(p, q).  Para  ello,  sean  x  la  serie  observada,  y  una  serie  de  observaciones
futuras  generadas  por  el verdadero  modelo  y p,q  los estimadores  máximo verosimiles de  los
parámetros  bajo  la  hipótesis  de  un  modelo  ARMA(p, q)  basados  en  la  serie x.  La expansión
de  segundo  orden  de logp (yI,)  alrededor de a0  está  dado  por:
(3logp(yIao)  -.logp  (ylap,q)  logp (ylao) +             )  —  ao) +
1         ,(2logp(yIao)
+  (c7  —  ao)               )  ao)
Tomando  la  esperanza  de  logp  (yIp,q) con  respecto  a  y,  y  teniendo  en  cuenta  que
E  [(81oko)]  =  O y  que  E  [a21o)]  =  —1(ao),  donde  1(ao)  es la  información  de
Fisher,
E  [logp(yI&p,q)]  E,  [logp(yIao)]  —   (p,q  —  ao)’ 1(ao) (p,q  ao).
Tomando  la  esperanza  respecto  a x,  tenemos:
E  [E  {logp(yI&p,q)]]   [E  [logp(yao)]]  —   [(&p,q —  ao)’ 1(ao)  (&p,q  ao)]  =
E  [logp (ylao)] —  Tr  [I(ao)A],
donde  A =  E  [(p,q —  ao)  (p,q  —  ao)’].
En  segundo  lugar,  se  obtiene  una  aproximación  del valor  de  E  [logp (yao)].  Para  ello,
se  hace notar  que:
E  [logp(yao)]  =  E  [logp(xIao)],
puesto  que  x e  y son dos series de la  misma distribución,  p (yIao).  La expansión  de segundo
orden  de logp  (xlao)  alrededor  de  ap,q está  dado  por:
(alogp(xI&pq) ’logp(xIao)  logp(xIap,q)  +                (ao —  ap,q)+
1      ,(D2logp(xpq)’ 
+  (  —  ap,q) (8999’‘)  (ao — ap,q).
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Tomando  la  esperanza  respecto  de  x  y  teniendo  en  cuenta  que               = o, y que
E  [02boP&P]  =  _I(&p,q),  donde  I(&p,q) es la  información  de Fisher,  se tiene  que,
E  [logp(xao)]   logp(xp,q)  —   [(°  —  p,q)’I(p,q)  (  —  p,q)]  =
=  logp  (xp,q)  —  Tr  [I(p,q)A].
Akaike  aproxima  I(&p,q) e 1(ao) por  A’,  ya que asintóticamente  son iguales, lo que lleva
a  la  aproximación,
E  [E  [logp(yp,q)]]   1ogp(x,)  —  (p+  q +  1)  —1ogq  —  (p+  q +  1),
y  que  proporciona  el criterio  de Akaike:
AIC(p,  q)  Tlog&q  + 2(p + q + 1).
A  continuación,  se revisa la  derivación del criterio  Bayesiano  propuesta  por  Chow (1981).
Bajo  el modelo  Mp,q, x  tiene  densidad  p(xcp,q,  Mp,q) donde  ap,q  es  el  vector  de  parámetros
desconocidos.  El  procedimiento  Bayesiano  asigna  una  distribución  de  probabilidad  a  priori
a  los  parámetros  del  modelo,  p(ap,qIMp,q) y  una  probabilidad  a  priori  para  cada  modelo,
p(Mp,q).  La probabilidad  de que  Mp,q sea  el modelo  generador  de  los datos,  condicionado  a
la  serie x,  es la  probabilidad  a  posteriori  del modelo,
P  M            —    P(xIMp,q)P(Mp,q)(  p,qlX) —
 P(xIMp,q)P(Mp,q)
p=O q=O
donde,
p(x  1 Mp,q) =  f p(x  Mp,q)p(p,q 1 Mp,q)dp,q.
Entonces,  la  distribución  posteriori  de  cp,q se puede  escribir  como  (ver Zellner, 1987):
p(ap,q  1 x,Mp,q) =  P(X1ap,q)p(cp,q1Mp,q)  =  (2rr)  ‘T’I  1  (&p,q)I  X
x  exp  (—  (p,q  —   (x;p,q)  (ap,q  —  &p,q))  (i  +  op  (T)),
donde  1  (&p,q)  es  la  información  de  Fisher  evaluada  en  los  parámetros  máximo  verosímiles,
&p,q.  Tomando  logaritmos  y  evaluando  esta  expresión  en  ap,q,  se  tiene  que,
logp  (x  1  Mp,q)  =  logp  (x  p,q)  +  logp  (&p,q  1  Mp,q)  +
+  +  q  +1  1og2  —        +1  logT  +    1ogII(p,q)I  +  0p  (T),
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y  la  probabilidad  a  posteriori  de cada  modelo  será  proporcional  a,
P(Mp,qlx) c  log (Mp,q) + logp  (x 1 Mp,q) =  log (Mp,q) + logp (x  1 &p,q) +
Ti
+logp(ap,q  Mp,q) —   (p + q + i)log   +  log IIT (x; ap,q)j + 0p (T),
lo  que  deriva  el  criterio  Bayesiano  tras  eliminar  constantes  e  ignorar  las  probabilidades  a
priori:
BIC(p,q)  =  T1ogq  +log(T)(p+  q+  1).
Capítulo  3
Detección  de  atípicos  en  series
temporales  multivariantes  mediante
Projection  Pursuit
3.1.   Introducción
Construir  modelos  para  series  temporales  multivariantes  puede  ser  una  labor  complica
da,  especialmente  cuando  la  serie está  afectada  por  atípicos.  En este  capítulo,  se propone  un
método  para  identificarlos  que  no  requiere  una  especificación  inicial  del modelo  multivari
ante.  El  método  está  basado  en la  detección de atípicos  univariantes  en las proyecciones del
vector  de series  temporales  en  algunas  direcciones  útiles.  Un  atípico  multivariante  produce
al  menos  un atípico  univariante  en casi toda  serie proyectada  y la  detección de estos  atípicos
univariantes  conduce  a  identificar  los  correspondientes  multivariantes.  Se demuestra  que  es
posible  identificar  los  atípicos  multivariantes  mediante  estadísticos  univariantes  en ciertas
direcciones  óptimas,  construidas  maximizando  y minimizando  el coeficiente de curtosis  de la
serie  proyectada.  Se propone  un  algoritmo  iterativo  basado  en proyecciones  para  limpiar  la
serie  de  atípicos.
Este  capítulo  está  organizado  como sigue.  En  la  sección  3.2, se  introduce  la  notación  y
se  discuten  las propiedades  de los  atípicos univariantes  obtenidos  mediante  proyecciones del
vector  de series temporales  y se analizan  algunas  de  las posibles ventajas  de utilizar  proyec
ciones  para  detectar  atípicos.  En  la  sección  3.3,  se  demuestra  que  las  direcciones  óptimas
para  identificar  atípicos  pueden  ser  obtenidas  mediante  la  maximización  y minimización  del
coeficiente  de  curtosis  de  la  serie  proyectada.  En  la  sección  3.4, se  propone  un  algoritmo
de  detección basado  en  proyecciones. En  la sección  3.5, se  generaliza  el  procedimiento  para
series  no  estacionarias.  En  la  sección  3.6, se  analiza  el  comportamiento  del  procedimiento
propuesto  mediante  un  estudio  de  Monte  Carlo.  En  la  sección 3.7,  el método  se ilustra  con
una  serie de datos  reales.  Por último,  la sección  3.8 concluye el capítulo.
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3.2.   Análisis  de  atípicos  mediante  proyecciones
En  esta  sección  se  explora  la  utilidad  de  proyectar  el  vector  de  series  temporales  para
detectar  atípicos.  Primero  se  estudia  la  relación  entre  los modelos univariantes  proyectados
y  el multivariante  y,  a  continuación,  se  analizan  las posibles  ventajas  de buscar  atípicos  en
la  serie proyectada.
3.2.1.  Proyecciones  de  modelos  vectoriales  ARMA
Se  supone  un  vector  de  series  X  =  (X1,  ...,  Xkj)’,  t  =  1,.  . .  ,  T  de  k  componentes  que
sigue  un  proceso ARMA vectorial  dado por  (2.7). Se supone que  en lugar  de observar  la serie
X,  se observa la serie  }‘  dada  en (212),  donde el polinomio  matricial  c(B)  depende  del tipo
de  atípico  multivariante.  Es  bien  conocido que  si proyectamos  el modelo  ARMA vectorial  en
(2.7)  en la dirección y,  se obtiene un modelo  ARMA univariante  (ver, por ejemplo,  Lütkepohl,
1993).  Sea  Xt  =  v’Xt.  Si  X  es  un  vector  ARMA(p, q),  entonces  xt  es  ARMA(p*, q*)  con
 kp  y  q*  (k  —  l)p  +  q.  En  particular,  si Xt  es  un  vector  MA(q), entonces  Xt  es  un
MA(q*),  con q*  q; y si X, es un vector  AR(p),  entonces  Xt  es un  ARMA(p*, q*)  con p* s  kp
y  q*  (k  —  l)p.  En general,  el modelo  de la  serie  univariante  es,
(B)xt=c+0(B)at,                        (3.1)
donde   (B)  =   (B),  c =  v’.  (1)* C y  v’Q (B) A  =  0(B)  at,  donde   (1)  es  el  adjunto
*                     .                          2de   (1),  Q (B) =   (B)  e (B)  y  at  es  un  proceso  de ruido  blanco  escalar  con varianza  oa.
Los  valores para  9 (B)  y  se pueden  obtener  mediante  el algoritmo  propuesto  en Maravall
y  Mathis  (1994), que  siempre  proporciona  una  representación  invertible  del proceso univari
ante.  La  representación  autorregresiva  del  modelo  univariante  (3.1)  es  rr(B)x  =  c,  + at,
donde  c  =  O (1)’  c y n(B)  =  0  (B)’  ç (B)  =  1 —  iI  vB  y su  representación  de  media
móvil  es Xt  =  c  +  (B)  at,  donde  c  =   (1)’  c y  (B)  =   (B)’  O (B)  =  1 +  
Cuando  la serie observada Y  está  afectada  por  un  atípico,  como en (2.12), la serie proyec
tada  y  =  v’Yt verifica Yt =  Xt  + v’a (B)  wI.  Si el  atípico  multivariante  es  aditivo,  la  serie
proyectada  es  Yt =  Xt  + ¡3I,  y  tiene  un  atípico  aditivo  de tamaño  ¡3 =  v’w  en  t  =  h.  De
la  misma  manera  se  comprueba  que la  proyección  de un  vector  de series  temporales  con  un
cambio  de  nivel  multivariante  de  tamaño  w  produce  una  serie  univariante  con  un  cambio
de  nivel  de tamaño  ¡3  v’w.  El mismo resultado  se aplica  para  cambios  transitorios.  Por  lo
tanto,  para  estos  tipos  de atípicos  las siguientes  hipótesis  son equivalentes:
H0:w=O     HH/3=O           k
HA:WO   H:O     VvES  —{vlw}
debidoaque,Ho={flH:vESk_{vIw}},dondeSk={vERk  :v’v=l}.
Los  atípicos  innovativos  multivariantes  producen  una  racha  de  atípicos  consecutivos  de
tamaños  v’w,  v’4’1w,..  .  ,  v”J!T_hw. Suponiendo  que  h  no  es  muy  próximo  a  T  y  debido  a
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que  ‘J!  —  O, el  tamaño  de  esta  racha  de  atípicos  tiende  a  O. En  el  caso  particular  de  que
v’Ww  =  v’w,  Vi =  1, .  .  ,  T  —  h,  entonces  Yt tiene  un  JO en t  =  h  de tamaño  ¡3 =  v’w.  Pero
si  v”I’w  =  O, Vi =  1,...  , T  —  h,  entonces  Yt  tiene  un  atípico  aditivo  en  t  =  h  de tamaño  w,
y  si v’Ww  =  v’w,  Vj  =  O, ...,  T  —  h,  entonces ¡It tiene  un  cambio de nivel en  t  =  h  de tamaño
¡3 =  v’w.  Por  lo tanto,  la serie univariante  ¡It  obtenida  por  la proyección  puede  estar  afectada
por  la  presencia  de  un  atípico  aditivo,  una  racha  de atípicos  o un  cambio  de nivel.
3.2.2.  Algunas  ventajas  de  buscar  atípicos  mediante  proyecciones
La  primera  ventaja  del uso de proyecciones de las series multivariantes  para  la  busqueda
de  atípicos  es  la  simplicidad.  Utilizando  la  serie  univariante  no  necesitarnos  construir  un
modelo  multivariante  completo  para  la  serie. La  segunda,  cuando  los parámetros  son cono
cidos,  una  dirección  de proyección  conveniente  producirá  estadísticos  que  pueden  ser  más
potentes  que  los multivariantes.  La tercera,  que  cuando  los parámetros  no  son conocidos el
sesgo  en su  estimación  es  menor  en los módelos de  proyección que  en  los multivariantes.
Para  ilustrar  la  segunda  ventaja,  consideremos  una  serie TY que  sigue un  modelo ARMA
vectorial  en  (2.7)  afectada  por  un  atípico  multivariante  del  tipo  MAO,  MLS  o  MTC,  en
tiempo  t  =  h.  Sea  la  matriz  V  de tamaño  k  x k cuya  primera  columna  es w/  11w II, mientras
que  el  resto  son  k  —  1  vectores  unitarios  ortogonales  a  la  dirección  del  atípico.  Entonces
la  serie  multivariante  V’Y  estará  afectada  por  un  atípico  de  tamaño  (11w II , O,. .  .  ,  O)’ que
únicamente  afecta  a  la  primera  componente.  Puesto  que  el  estadístico  multivariante  Jj,h  es
invariante  ante  transformaciones  lineales, su  valor  coincidirá  para  las series  ‘  y V’Y.  Esto
demuestra  que  toda  la  información  referente  a  la  detección  del  atípico  se  encuentra  en  la
primera  componente  de  V’Y,  que  es  la  proyección  del  vector  de  series  en  la  dirección  del
atípico,  mientras  que  el resto  de componentes  son irrelevantes  para  detectarlo.
Para  una  mejor  ilustracción,  se  considera  el estadístico  Jj,h  i  =  1,  A,  L,  T,  que  se  dis
tribuye  como  una  x  (j)  no  central  con  parámetro  de  no  centralidad  rj  =  w’Ew.  La
potencia  del  estadístico  J,h  está  dada  por  Pow (M)  =  Pr  (Jjh  >  donde  es  el
percentil  a  de  la  distribución  chi  cuadrado  con  k  grados  de  libertad.  Si  se  proyecta  la  se
rie  Y  en  la  dirección  y,  se  obtiene  una  serie  ¡,it  afectada  por  un  atípico  y  el  estadístico
Jt,h  en  el  caso  univariante,  j,h,  se  distribuye  como  una   ()  no centrada  con  parámetro
de  no  centralidad   =  ¡3/o,  donde  ¡3 =  v’w,  a  =  Var  (/3i,h)  y  /3i,h  es  el  estimador
de  /3. La  potencia  del  estadístico  univariante  j,h  es  Pow(U)  =  Pr  (jj,h  >   Supong
amos  para  simplificar  que  la  serie  es  ruido  blanco  y,  sin  perdida  de  generalidad  porque
el  procedimiento  que  se  propone  es  afín  equivariante,  que   =  1.  Sea  y  =  w,  donde  
es  una  constante  normalizadora  tal  que  yTyv  =  1,  donde  y  es  la  matriz  de  covarianza
poblacional  de  Y.  Entonces,  es  fácil ver  que  para  todo  w,  ij  =  =  w’w,  para  i  =  1,  A,
=       = (T  —  h  + 1)w’w y  T  =        1_82(Th+1)  w’w.  Las potencias,  Pow(U)  y Pow  (M),
y  sus  diferencias Pow(U)  —  Pow  (M)  para  el caso de un  MIO y de  un  MAO se muestran  en
la  Figura  3.1 para  diferentes  valores de  w’w.  La  figura  muestra  que  si suponemos  conocido
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Figura  3.1: Potencia  de los estadísticos  multivariante  y de proyección en  función del tamaño
del  atípico:  (a)  Potencias  Absolutas;  (b) Diferencia  de Potencias.
el  modelo  y el  tamaño  del atípico,  cuanto  mayor  sea  el  número  de  componentes,  mayor  es
la  ventaja  del estadístico  de proyección con respecto  al  multivariante.  Cuando  el tamaño  del
atípico  crece ambos  estadísticos  tienen  potencias  cercanas  a uno y por  lo tanto  sus diferencias
tienden  a  cero.  En  este  análisis  hemos  supuesto  que  el vector  de series  es  de  ruido  blanco.
Para  procesos vectoriales  ARMA la diferencia de potencia  entre  los estadísticos  multivariante
y  de proyección dependen  del modelo.  En la  sección 3.4, se comparan  las potencias  relativas
de  ambos  tipos  de estadísticos  mediante  un  estudio  de simulación.
Vamos  a  ver  que  cuando  la  serie  está  afectada  por  un  atípico,  las  estimaciones  de  los
parámetros  y  de la  matriz  de  covarianzas  estarán  sesgadas,  y  que  este  sesgo,  puede reducir
fuertemente  la  potencia  del  estadístico  multivariante.  Este  sesgo  además  aumenta  con  el
número  de componentes.  Vamos a  centrarnos  en el sesgo en la matriz  de covarianzas  residual.
Como  antes, se  considera  el caso de unaserie  de ruido blanco de k componentes,  ,  afectada
por  un  atípico  en  t  =  h,   =  E  =  A  + F (B) wI,  donde  w  =  mlk,  m  es una  constante
y  ‘k  es  un  vector  k—dimensional con  unos  en todas  sus  componentes,  de  manera  que todas
las  componentes  del  vector  de  series  temporales  están  afectadas  igual  por  el atípico.  Eñ  el
apéndice  de  este  capítulo  se demuestra  el Lema y  Teorema siguientes.
Lema  3.1  Sea una serie vectorial  k—dimensional  dada por E  =  A  + F (B) wI,  donde la
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matriz  de covarianza  de A  es  =  1  y w  mik.  Si  SE  es la matriz  de  covarianza  muestral
de  E  normalizada  por T,  entonces,
E[SEJ=I+m21k1,  i—A,L,T
donde  ¡3j  esta’  dado  en  cada caso por:
T—1       (T—h +1)(h—1)       (1—62(T-h+1)    1 (1  —         2
T                T           _2       1—    )
(3.2)
Este  Lema  prueba  que  de  los  tres  atípicos  considerados  el  cambio  de  nivel  produce  el
mayor  sesgo esperado  en  la  matriz  de  covarianzas residual.  Para  estudiar  el  efecto  de  este
sesgo  en  los estadísticos  J,h  en  (2.16),  definimos  los  estadísticos  muestrales  J,!  obtenidos
reemplazando  en la expresión de J,5,   por E  [SE]. Se define la eficacia relativa del estadístico
muestral  mediante,
E[J,]
L,k,h  ()  =        .      =A, L, T                   (3.3)
1J [)i,hj
Por  lo  tanto,  cuanto  menor  sea   (w)  menor  será  en  términos  relativos  el  estadístico
muestral  y  mayor  será  la  influencia  del  atípico  en  el  valor del  estadístico  multivariante.  A
continuación,  se  obtiene  el valor de  L,k,h  (w) para  w = mlk,  en el sigUiente Teorema.
Teorema  3.2  Sea  una serie vectorial k—dimensional  dada por E  = A+F  (B)  wI,  donde
la  matriz  de covarianza  de A  es  =  1  y w  = mlk.  Entonces,  el  valor  de  (3.3)  para  cada
tipo  de atípico  está  dado por:
1.   Para los casos MIO  y  MAO,
—      m2(1+m2k)
LAkh  (mlk)  —1— (1+m2)(1+m2-k)
2.   Para el caso MLS,
—           m2(1+(T—h+1)m2k)
LL,k,h (mlk)  — 1 — (1 + (T  — h + 1)m2)     (1 + m2k)
3.   Para el caso MTC,
(    (l+6)(l_6(T_1))  2
1      —             m21+(l_5)(l+6(T_h+l))m  k
Lykhmlk)  —1
(1  + (1+1_T_1m2       (1 + m2k)\  (l_S)(l+(T1))  ,/
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Tabla  3.1: Estimación  de  L cuando  h=T/2.
MAO MLS MTC
mk 1 2 3 4 5 1 2 3 4 5 1 2 3 4 5
1 .995 .987 .979 .973 .965 .802 .667 .571 .499 .443 .990 .977 .965 .952 .941
2 .980 .957 .936 .915 .895 .502 .333 .250 .200 .166 .963 .926 .890 .859 .828
3 .957 .913 .875 .839 .806 .308 .181 .129 .099 .081 .921 .851 .791 .738 .691
4 .927 .860 .803 .752 .707 .199 .110 .076 .058 .047 .868 .764 .682 .616 .562
5 .890 .799 .725 .662 .611 .137 .073 .050 .038 .031 .809 .677 .582 .510 .453
En  primer  1ugir,  es  fácil ver  que  L,k,h  (mlk)  es  una  función  decreciente  del  número  de
componentes,  k,  suponiendo  fijo el  tamaño  muestral,  T.  Esto  significa  que  cuanto  mayor
es  el  número  de  componentes  del  vector  de series,  mayor  es  la  influencia  del  atípico  en  el
estadístico   Si se supone  que  el número  de  componentes  y el tamaño  muestral  crecen  de
forma  que  k/T  —+  u  y  el  momento  de  aparición  del  atípico  y el  tamaño  muestral  crecen  de
forma  que  h/T  —  ,  entonces,
LA,k,h  (mlk)      1 —  (1 +  m2)(1+  m2u)
(1  —
LL,k,h  (mik)  —*  1  —             2
1  +  (1 —       u
LT,k,h  (mlk)  —  1 —  (1  + m2)  (1 + m2u)
y  si además,  m  —  oc,  L,k,h  (mlk)  —+  0.  La  Tabla  3.1  ilustra  este  resultado.  Para  cada  tipo
de  atípico,  se han  generado  10000 series  de ruido  blanco  con  matriz  de  covarianzas  1, para
k  =  1,.  .  .  ,  5 y tamaño  muestral  T  =  200,  contaminada  por  un  atípico  w =  rrtlj,  para  m  =  1,
2,  3,  4 y  5.  Se calcula  el  estadístico  J,h  para  cada  serie  con  h  =  T/2,  primero,  estimando
la  matriz  de  covarianzas  y  segundo,  suponiendo  que  la  matriz  de  covarianzas  es  conocida.
Entonces,  se calcula  la  media  sobre  10000 replicas  y se  estima  L,k,h  como sigue:
jM
Li,k,h  (mlk)  =         i=  A,L,T
La  Tabla  3.1 muestra  que cuanto  mayor es  la dimensión  k, mayor  es la perdida  de eficacia. El
resultado  es  especialmente  importante  para  cambios  de  nivel,  como se esperaba  del  análisis
previo.
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303.  Direcciones  de  proyección
Se  ha  demostrado  que  un  atípico  multivariante  produce  un  atípico  univariante  en  casi
toda  serie proyectada.  Los algoritmos  de Búsqueda  de la  Proyección  (“Projection  Pursuit”)
tienen  el objetivo  de encontrar  direcciones interesantes  para  la proyección  de los datos.  Estas
proyecciones  se  obtienen  mediante  la maximización  o minimización  de  una  función objetivo
denominada  índice  de  proyección,  que  depende  de  los  datos  y  del  vector  de proyección.  El
termino  “proyección  interesante”  ha  sido  tradicionalmente  asociado  con  proyecciones  que
muestran  algún  tipo  de  estructura  inesperada,  como  conglomerados,  atípicos  o  cualquier
tipo  de relación  no  lineal  entre  las variables.  Es  habitual  suponer  que  las proyecciones  más
interesantes  son las más lejanas  de la normalidad.  Algunas  revisiones generales de las técnicas
de  Projection  Pursuit  se  pueden  encontrar  en  Huber  (1985), Jones  y Sibson  (1987) y Posse
(1995).
Peña  y  Prieto  (2001, a)  demuestran  que  dadas  dos  variables  aleatorias  vectoriales  que
tienen  distribuciones  simétricas  con diferentes  medias  y la  misma  matriz  de  covarianzas,  la
dirección  que minimiza  el coeficiente de curtosis  de la proyección es la  función lineal discrim
inante,  esto es,  la  dirección que  produce  la  máxima  separación  entre  las medias  proyectadas
con  respecto  a  la  varianza  de la  distribución  de la  proyección,  y proponen  un  procedimiento
para  detección de atípicos multivariantes  basado  en proyecciones que maximizan  y minimizan
el  coeficiente de  curtosis  de los  datos  proyectados.  Peña  y Prieto  (2001, b) demuestran  que
estas  direcciones son tambien  útiles  para  identificar  conglomerados  en datos  multivariantes.
Se  define la  dirección  de máxima  discriminación  como aquella  que  maximiza  el tamaño
del  atípico  univariante,  v’w, con respecto  a  la varianza  de la serie proyectada.  En esta  sección
se  prueba  que en  los casos de atípico  aditivo,  cambio de nivel y cambio transitorio  multivari
antes,  la  dirección  del atípico  es  la  dirección de  máxima  discriminación  y que  esta  dirección
se  obtiene  encontrando  los extremos  del  coeficiente  de  curtosis  de  la  serie  proyectada.  En
el  caso  de un  atípico  innovativo  multivariante,  se  demuestra  que  la  dirección  del  atípico  es
la  de  máxima  discriminación  para  la serie  de  residuos,  y  que puede  obtenerse  buscando  los
extremos  de la  curtosis  al proyectar  los residuos.
Sea   =  X  +  (B)wI,  t  =  1,...,T,  como  en  (2.12)  y  E  =  A  + F(B)wI  como
en  (2.14). Se supone  primero,  para  simplificar la  presentación,  y sin  perdida  de  generalidad
porque  el algoritmo  propuesto  en la siguiente sección es afín  equivariante,  que E  (X)  =  °kxl
y  >lx  =  Coy  (Xi)  =  1.  Se define la  variable determinista,
R(h,T)  —     (h)  —    (h)        (h)               (h)
—     ) W      W   —  a1w   —   —  ayhw               3.4
La  variable  h,T)  tiene  dos parámetros,  el tiempo  en  el que  el  atípico  aparece,  t  =  h  y
el  tamaño  muestral  Y  y  describe  los efectos  del atípico  sobre  la  serie  en todos  los instantes
posteriores  al de  ocurrencia.  Proyectando  4  en la  dirección de  y,  se obtiene  y  x  +
(hT)         , (h,T)                    .       .  .       (hT)donde  r,         =y     . Se  denota  R  y Tt  a los coeficientes en tiempo  t de  las variables R
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(h,T)  respectivamente,  esto es, a los efectos sobre  la serie original y proyectada,  dados  por:
í  O     t<h        í  O      t<hR=<                         Tt=<    /                      (3.5)1  —cEt_h’w   t>h          1..—VcE_W   t>h
donde  a0 =  —1. También  se denota,   = ÷  R, y  =  +  r.  Sean,
E[]  =(I-a1—-aTh)w=,
 (-)]  =I+,        (3.6)
donde,  R  =    (Rt — )  (Rt —  Vamos  a  demostrar  que  la  dirección  del  atípico
es  la  de máxima  discriminación.  Utilizando  resultados  en  Rao  (1973, pg.  60),  el máximo  de
(v’w)2  / (v’Eyv)  bajo  la  restricción  V’2YV  =  1  es  y  =  Eyw.  En  los  casos  de  MAO, MLS  y
MTC,  >y  =  1 + /3ww’,  donde  ¡3 están  dados  en  (3.2),  y entonces,  y  =  (1 + i3w’w)  w,  esto
es,  y  es  proporcional  a  w. Por  el mismo resultado  se generaliza  al  caso MIO para  el máximo
de  (v’w)2  /  (vTAV)  bajo  la  restricción  VTAV  =  1.  Esto  demuestra  que  w es una  dirección  de
máxima  discriminación.
Suponiendo  que  y  verifica  vTyv  =  1,  el  coeficiente de  curtosis  de  la  serie  y  está  dado
por:
T             T
(3.7)
Se  demuestra  ahora  que  w se  puede  obtener  maximizando  o minimizando  el  coeficiente
de  curtosis  ‘yy (y),  es  decir, resolviendo  los problemas  de optimización:
max  7y(v)     and      mm    yy(v).               (3.8)
s.t.  y Eyv=l                st. y  Eyv=l
Para  encontrar  las condiciones de primer orden  para  (3.8), se necesitan  algunos resultados
previos  cuyas  pruebas  se  pueden  encontrar  en el  apéndice  de este  capítulo.
Lema  3.3  El  coeficiente  de curtosis  de Yt  se puede  escribir  como  sigue,
 (y)  =  3 (v’yv)2  —3 (vnv)2  + Wr  (y),                 (3.9)
donde  ‘-r  (y)  =   (rt —
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Lema  3.4  Las  direcciones  extremas  del  coeficiente  de  curtosis  de  Yt  bajo  la  restricción
V’EYV  =  1  están  dados por los  autovectores de la matriz:
[(v)B]  v=(v)v                      (3.10)
donde  B=  (R—)  (R—)’,  y
t  (y)  =  (v’Btv)  —  3  (v’v)  —  ____
 (y)  =  T  (V’ERV)2  (  (y)  —  3),
donde  ‘‘r  (y)  es el coeficiente de curtosis de rT).  Las direcciones que maximizan  y minimizan
el  coeficiente  de curtosis  están  dadas por los  autovectores asociados  al mayor  y  al menor  de
los  autovalores i  (y),  respectivamente.
El  siguiente resultado  demuestra  la utilidad  de las direcciones que maximizan  y minimizan
el  coeficiente de curtosis  de Yt•
Teorema  3.5  Si X  es  un  proceso ARMA(p,  q)  vectorial,  e Y  =  X  +  a (B)  wI.
1.   Para un  MAO,  el coeficiente de curtosis  de y,  se  maximiza  cuando y  es proporcional a
w  y se  minimiza  cuando y  es ortogonal a w.
.   Para un MTC,  el coeficiente de curtosis  de yj  se maximiza  o mírtimiza,  respectivamente,
cuando  y  es  proporcional  a w  y  se  minimiza  o maximiza,  respectivamente,  cuando y
es  ortogonal a w.
3.   Para un  MLS,
a)   el coeficiente  de  curtosis  de Yt  se  minimiza  cuando y  es  proporcional  a w  y  se
maximiza  cuando y  es  ortogonal a w  si:
he
b)   el coeficiente  de  curtosis  de yt  se  maximiza  cuando  y  es  proporcional  a w  y  se
minimiza  cuando y  es  ortogonal a w  si:
h  
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Por  lo  tanto,  para  un  atípico  aditivo  multivariante,  un  cambio  de  nivel  y  un  cambio
transitorio,  una  de las  direcciones  que  maximizan  y  minimizan  el coeficiente de  curtosis  es
asintóticamente  la  dirección  del  atípico.  Observemós  que  estas  direcciones  se  obtienen  sin
conocer  el instante  en que el atípico  aparece. Como un  atípico  innovativo sólo afecta al residuo
en  tiempo  t  =  h,  es natural  pensar  que  la  dirección  del  atípico  se  obtendrá  proyectando  la
serie  de residuos.  Esto  se  demuestra  en el  siguiente  Corolario.
Corolario  3.6  Sea Xt un proceso ARMA  (p, q)  vectorial  estacionario,  e, Y  =  X+  (B)  wI
y  E  =  A  + wI.  El  coeficiente  de curtosis  de et =  v’Et  se  maximiza  cuando y  es pro por
cional  a w  y  se  minimiza  cuando y  es  ortogonal a w.
En  la  siguiente  sección,  se propone  un  algoritmo  iterativo  basado  en  las  direcciones  de
máxima  discriminación.  Si están  presentes  atípicos  de diferentes  tipos,  estas  direcciones  son
complejas.  Por  ejemplo,  para  dos  atípicos  aditivos  multivariantes,  w1  y  w2, se  puede  de
mostrar  que  las  direcciones  extremas  del  coeficiente  de  curtosis  de  la  serie  vienen  dadas,
asintóticamente,  por:
¡33          33
V44W1+/344W2                    (3.11)
donde  /3  =  v’w1 y  /32 =  v’w2.  Las  direcciones  Wi  y  W2  son  soluciones  de  (3.11) y  si  w1 y
w2  son  ortogonales  y  suponiendo  que  liwill >  IIw2H, entonces  el  máximo  está  dado  en  la
dirección  de w1. El mismo argumento  se aplica  al resto  de los casos:  las direcciones  extremas
del  coeficiente de  curtosis  de  la  serie  son  asintóticamente  una  combinación  lineal  de  las
direcciones  de los atfpicos,  incluyendo  las direcciones  de los  atípicos  como soluciones.
3.4.  Algoritmo  para  la  detección  de  atípicos
En  esta  sección,  se  propone  un  procedimiento  secuencial  para  la  detección  de  atípicos
basado  en  las direcciones  de  máxima  discriminación.  El  procedimiento  se  divide  en cuatro
pasos:  (1)  Obtener  las direcciones  de máxima  discriminación  y proyectar  el vector  de  series
en  estas  direcciones.  (2)  Buscar  atípicos  en  las series  univariantes  obtenidas  en  dos etapas:
primero,  identificar  cambios  de  nivel  y  segundo,  identificar  atfpicos  innovativos,  aditivos
y  cambios  transitorios.  (3)  Eliminar  los  efectos  de  los  atípicos  encontrados  sobre  la  serie
utilizando  un  modelo  multivariante  aproximado.  (4)  Repetir  los  pasos  (1)  a  (3)  sobre  la
nueva  serie  limpia  de  los  efectos  detectados  en  etapas  anteriores,  hasta  que  no  se detecten
más  atípicos.  Entonces,  se  identifica  un  modelo  para  la  serie  vectorial  limpia  se  estiman
conjuntamente  los  efectos y los parámetros  en el  modelo  multivariante.
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3.4.1.  Cálculo  de  las  direcciones  de  proyección
El  primer  paso  en  el  algoritmo  es  el  cálculo  de  las  direcciones  de  proyección.  Dada  la
serie  temporal  Y  se  necesitan  resolver los  problemas  de  optimización  en  (3.8).  Se  propone
analizar  un  conjunto  de 2k  direcciones  obtenidas  maximizando  y minimizando  el coeficiente
de  curtosis  de  la  serie  proyectada  directamente  y  sobre  sus  direcciones  ortogonales.  Para
obtener  estas  direcciones, se considera  el siguiente  procedimiento,  propuesto  en Peña  y Prieto
(2001,  b). Sea Y,  la  serie observada.  Entonces:
1.   Seani=iyZ=Yt.
2.   Definir          =                               =i, (z  —  ti))  (4i)  —   y encontrar  v
tal  que,
T1  /  ,  (i)
v  =  argmax—        —‘vZ  )  .               (3.12)
vv=1  t=i
3.   Si i  <k,  definir,
=  (i  —  vv))  z,
esto  es,      son las proyecciones de  las observaciones en la  dirección  ortogonal  a  v.
Sea  i =  i  +  1. En  otro  caso, parar.
4.   Repetir el mismo procedimiento  minimizando  la función objetivo  en (3.12) para  obtener
otro  conj unto  de  k direcciones,  vk+ 1,  , V2k.
El  principal  punto  en  el algoritmo  es resolver el problema  en  (3.12) y su  correspondiente
problema  de minimización.  Para  ello, se utiliza  un método  de Newton  modificado propuesto
por  Peña  y Prieto  (2001, b).
3.4.2.  Búsqueda  de  atípicos  univariantes
Como  se  mencionó  en  el  capítulo  2,  los  contrastes  más  utilizados  en  la  detección  de
atípicos  en  series  temporales  univariantes  son  los estadísticos  de  razón  de  verosimilitudes.
Dada  una  serie temporal  univariante  y,  afectada  por  la  presencia  de un  atípico  en un  punto
temporal  L =  h,  la  serie filtrada  de  residuos está  definida  por:
et  =  at + 7(B)3I,                        (3.13)
donde  7(B)  =  1 —   yBt, y  y(B)  =  1 para  un  atípico  innovativo,  -y(B) =  ir(B) para  un
atípico  aditivo,  ‘y(B)  =  (1  —  B)’  r  (B)  para un  cambio de nivel y 7(B)  =  (1  —  6B)’  ir (B)
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para  un  cambio  transitorio.  El  estadístico  de  razón  de  verosimilitudes  para  contrastar  la
hipótesis  H0 : ¡3 =  O contra  H1 :¡3  O para  cada  tipo  de atípico  está  dado  por,
i,h     ¡3i,h,      =  I,A,L,T                    (3.14)
Pi,h0a
2     /  T—h2                       2/ T—hdonde  Pi,h  =  Ij=O  ‘Y)  con  ‘Yo =  —1 Y ¡3i,h  =  Pj,h  ij=o  ‘Yeh+J)  son  las estimaciones
de  los  tamaños  de  los atípicos.  Como   son  los estadísticos  J,h  en  el  caso  de  k  =  1,  las
distribuciones  de   bajo  la  presencia  de  un  atípico  cuando  los parámetros  son conocidos
son   ()  donde  =  (pi,a)2
En  la  práctica,  la  localización  del atípico  y  los parámetros  del modelo  son desconocidos.
Entonces  los  parámetros  son  substituidos  por  sus  estimaciones  y  se  definen  los  siguientes
estadísticos  globales,
A(i,h)  =  imxI),,     i=  I,A,L,T.
Como  comentamos  en el capítulo  2, Chang  y Tiao  (1983) proponen  un algoritmo  iterativo
basado  en 3.14 para  atípicos  aditivos  e innovativos,  extendido  a  cambios  de nivel y cambios
transitorios  por  Tsay  (1988).
Aquí  se considera  un  enfoque diferente. Existe  gran  evidencia de que el contraste  de razón
de  verosimilitudes  confunde  cambios de nivel  con  atípicos  innovativos.  Esto  fue  demostrado
en  Baike  (1993) y más  tarde  analizado  en Sánchez y  Peña  (2003), quienes  demuestran  que el
valor  crítico  para  el contraste  de razón  de verosimilitudes  para  cambios  de nivel es diferente
de  los de los atípicos  innovativos y aditivos.  Por lo tanto,  identificaremos  primero  cambios de
nivel  en las series antes  de buscar  el resto de atípicos.  Para  ello, es necesario un procedimiento
capaz  de detectar  cambios  de nivel  robusto  a los otros  atípicos.  Carnero,  Peña  y Ruiz  (2003)
demuestran  que  el  contraste  de razón  de verosimilitudes  para  cambios  de nivel  no  funciona
bien  para  series  temporales  financieras  y  proponen  el  uso  de  un  contraste  de tipo  cusum.
Utilizando  la notación  introducida  en la sección 3.2.1, Bai (1994) demuestra  que el estadístico,
h-i        Y
Ch_1 =  1Ua  (h  1     —                  (3.15)
converge  débilmente  a  un  Puente  Browniano  en  [0,  11.  Este  estadístico,  Ch_1  es  el  utilizado
para  contrastar  un  cambio  de  nivel  en  t  =  h.  En  la  práctica,  el  termino  b(l)Oa  se  reemplaza
por  un  estimador  consistente.  Como  í(1)2o  =  2irf  (0),  donde  f  (0)  es  la  densidad  espectral
de  la  serie  en  la  frecuencia  0,  Bai  (1994)  recomienda  el  siguiente  estimador,
K  .
a  [+2(1I)]
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donde  ‘y(h)  es la  autocovarianza  estimada  de orden  h y K  es una  cantidad  tal  que  K  —  
y  K/T  —  O (ver Priestley,  1981). Supongamos  que el cambio  de nivel  aparece  en t  =  h,  y sea
=  h/T  y  (h  —  i)  =  argmaxl<t<T  CI. Entonces,  í  =  h/T  es el  estimador  del  momento
del  cambio.  Bai  (1994) demuestra  que í  —  =  O  (1/T),  esto  es, la  consistencia  del estimador
del  momento del cambio de nivel. El estadístico  maxl<t<T  ICtI bajo  la hipótesis  de que no  hay
cambios  de nivel en la serie se  distribuye  asintóticamente  como el supremo  del valor absoluto
de  un  Puente  Browniano,  W°,  cuya  función  de  distribución  está  dada  por  (ver,  Billingsley,
1968),
Fm  (c)  =  1 + 2  (1)i  e_2i2c2,     c> 0.               (3.16)
El  estadístico  cusum (3.15) tiene  varias ventajas  sobre  el estadístico  de razón de verosimil
itudes  para  detectar  cambios de nivel. Primero,  la distribución  asintótica  es independiente  de
la  distribución  del error,  por lo que  no se requiere  la  hipótesis  de Gaussianidad.  Segundo, no
es  necesario especificar  el orden  del modelo  ARMA.  Tercero,  como se verá  en  la sección 3.6,
este  estadístico  parece  ser más  potente  que  el de razón  de verosimilitudes  en todos  los mod
elos  considerados.  Cuarto,  se  demostrará  que  el estadístico  (3.15)  es  robusto  a  la  presencia
de  atípicos,  mientras  que  el  de razón  de verosimilitudes  no  lo es.
3.4.2.1.   Detección  de  cambios  de  nivel
Dadas  las 2k series univariantes Yt,i  =   ..  ,  Yt,2k  =  VkYt,  se propone  un procedimiento
iterativo  para  identificar  cambios de nivel basado  en el algoritmo  propuesto  por Inclán y Tiao
(1994)  para  cambios  de  varianza  y  Carnero,  Peña  y  Ruiz  (2003) para  cambios  de nivel  en
series  temporales  financieras  de ruido blanco.  El  algoritmo  está  basado  en dividir  la serie  en
dos  partes  después  de  detectar  un  cambio,  y procede  como sigue:
1.   Seat1=1.
2.   Obtener,
DL  =  max  max  C,                     (3.17)
1<i<2k  1<t<T
donde  C  está  dado  por  (3.15) para  t  =  1,...  , T  y las 2k  series.  Obtener,
(tmax,imax)  =  argmax  rgmaxCi.
1<i<2k  1<t<T
Si   >  D,  asumir  que  existe  un  cambio  de nivel  para  el  vector  de  series  en
t  =  tmax  +  1, donde  DL,c,  es  el valor  critico  para  un  nivel  de  significatividad  o  e  ir  a
3.a.  Si  C,  <DL,Y,  suponer  que  no  existe un  cambio de nivel  en la  serie y terminar
el  algoritmo.
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3.a  Definir t2 =  t,  en  el paso  2.  Obtener,
‘max,max)  — argmax  argmax  
1i<2k    i<tt2
Si  cj  >  D,a,  se redefine  t2 =  t,  y se repite  el paso 3.a hasta  que  CJ  <DL,a.
Se  define tfjrt  =  t2 donde t2 es el último valor que alcanza  el máximo de los estadísticos
cusum  y es mayor  que  DL,a.  El punto  tfjrst  + 1 es el primer  punto  con un posible  cambio
de  nivel.
3.b  Se  repite  una  busqueda  similar  en  el  intervalo  t2   t  <  T,  donde  t2 es  el  punto  t
obtenido  en  el paso  2.  Para  ello, definir  t1 =  tm,  +  1, donde,
(tmax,imax)  =  argmax
1<i2k   t1<t<T
y  repetir  hasta  que   <  D.  Se define tlast  =  t1 — 1,  donde  ti  es  el último  valor
que  alcanza  el máximo  de los estadísticos  cusum  y es  mayor  que  DL,.
3.c  Si  Itjast —  tfjrstl <  H,  donde  H  es un  entero  que  define el  menor  intervalo  entre  dos
cambios  de nivel, existe únicamente  un cambio  r termina  el algoritmo.  Si no, mantener
los  dos  valores  como  posibles  cambios  y  repetir  los  pasos  2  y  3  para  t1  =  tfjrt  y
T  t1at,  hasta  que no  se  detecten  más puntos  de cambio.  Entonces,  ir  al paso  4.
4.  Definir  un  vector  £  (4,...  ,4) donde 4  =  1,  4. =  T  y £2,...  ,4—  sean  los puntos
detectados  en los pasos 2 y 3 en orden  creciente.  Obtener  el estadístico  DL en cada  uno
de  los intervalos  (4,  £i)  y  contrastar  si el  máximo  de los  estadísticos  DL  es todavía
significativo.  Si no lo es, se  elimina el correspondiente  punto  de posible  cambio. Repetir
el  paso  4  hasta  que  el  número  de  puntos  de  posible  cambio  no  varíe  y  los  puntos
encontrados  en  el paso  previo  no  difieran en  H  observaciones de  donde  estaban  en  la
iteración  previa.  Se eliminan  los puntos  L  =  1 y 4.  =  T  del vector  final.  Se añade  uno
a  los restantes  valores,  obteniendo  los puntos  con  los cambios  de nivel.
Un  primer  comentario  sobre  este  algoritmo  es  que  el  estadístico  maxi<t<y   bajo  la
hipótesis  de  no  existencia  de  cambios  de  nivel  en  la  serie  está  distribuido  asintóticamente
como  el supremo  del  valor  absoluto  de  un  Puente  Browniano,  W°,  y éste  tiene  una  función
de  distribución  dada  por  (3.16). Se escribe,
DL  =  max  max  C,  =  max  max  max  C
1i2k  i<tT         j=1,2 i<i<k  i<t<T
donde  j  es  1 para  las  k  direcciones  del  máximo  y es  2  para  las  k  direcciones  del mínimo.
Entonces,  DL se puede  escribir  como el máximo  de  dos variables  aleatorias  dependientes  y
debido  a  esa  dependencia,  la  distribución  de  DL  es  intratable.  En  la  sección  siguiente,  se
obtendrán  valores  críticos  mediante  simulación para  diferentes  niveles  de  significatividad.
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El  segundo  comentario  es  acerca  del número  H  en los pasos  3.c  y 4.  Como  los estadísti
cos  (3.15)  para  observaciones  cercanas  están  altamente  correlados,  podemos  obtener  varios
máximos  cuando  existe  un  cambio de  nivel. Por  lo tanto,  no  se permite  que  dos  cambios  de
nivel  estén  muy próximos.  Se propone  tomar  H  =  k + m  donde  m  puede  ser  fijado  por  el
usuario.  En la  implementación  práctica,  se  ha  utilizado  m  =  10.
El  tercer  comentario  se refiere  a  la  estimación  de  los cambios  de  nivel  detectados.  Sean{ si,.  ..  ,  £,.  }  los detectados.  Para  obtener  una  serie  limpia  de cambios  de  nivel, se  ajusta  el
modelo:
(I_niB_..._nB)y*=C+E,                 (3.18)
donde  Y  =  —  >l  wS1’,  y  el orden  se  elige con  que,
=  argminAlC(p)  =  argmin   log  E  +  2  ,
O<P<Pmax            OP_<Pmax         T
donde   =  T—2p—1  >p+1  Et*Et*/ Y Pmax  es  una  cota  dada.  Si  alguno  de  los  efectos  no  es
significativo,  se elimina  de la ecuación (3.18) y se estiman  los efectos de los restantes  cambios
de  nivel.  Este  proceso se  repite  hasta  que todos  los cambios  de  nivel sean  significativos.
3.4.2.2.   Algoritmos  para  la  detección  del  resto  de  atípicos
Después  de obtener  una  serie libre  del efecto de cambios  de nivel, se  propone  el siguiente
procedimiento  de  búsqueda  de atípicos  aditivos,  innovativos y  cambios  transitorios:
1.   Obtener las 2k  direcciones  que  maximizan  y minimizan  el coeficiente de curtosis  de la
serie  Y  proyectada  y sus direcciones ortogonales.  Sean Yt,i,  .  .  .  ,  lh,2k  las series obtenidas.
Obtener  otras  2k  direcciones  que  maximizan  y  minimizan  el  coeficiente  de  curtosis
de  la  serie  proyectada  E,  y  sus  direcciones  ortogonales.  Sean  eti,.  .  .  ,  e2  las  series
obtenidas.
2.   Para cada  serie  univariante  y,  .  .  .  ,  Yt,,  ajustar  un  modelo  autorregresivo  por  medio
del  criterio  de  selección de  Akaike  (AIG).  Para  t  =  1, . .  .  ,  T,  calcular  los  estadísticos,
y  %,, i =  1,.  .  .  ,2k,  utilizando  las  estimaciones  de los parámetros  de  los ajustes
autorregresivos.  Obtener  el máximo de los  estadísticos  y  para  cada serie, y
a  lo largo  de  la  serie. Por  otro  lado, para  cada  serie  residual  univariante  et,i,.  . .  ,
calcular  los estadísticos,   i =  1, .  .  .  ,  2k,  obtener  el máximo de los estadísticos
para  cada serie,  y a  lo largo de la  serie.  Por lo tanto,  se  obtienen:
AA =  max  max         AT=  max  max  4      A1 =  max  max
1<i<2k  1<t<T              1<i<2k 1<t<T             1<i<2k 1<t<T
(3.19)
3.   Sean AA,,  ATa  y  Aj,a los valores críticos  para  algún nivel de significatividad  predeter
minado  a.  Se tienen  tres  posibilidades:
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a)   Si A   j  =  1,  A,  T,  no se detectan  atípicos,  e ir  al  paso  4.
b)  Si A  >  Aj,a, para  un  sólo tipo  j  1, A, T,  se identifica  un  atípico  del tipo  j  y se
elimina  su  efecto  usando  las estimaciones  de los parámetros  multivariantes.
c)   Si A  >   para  más  de  un  tipo,  se  identifica  el  atípico  más  significativo  y se
elimina  su  efecto  utilizando  las  estimaciones  de los parámetros  multivariantes.
Se  repite  este  paso,  hasta  que no  se detectan  más  atípicos.
4.   Sean {h,.  .  .  , h  }, {h,..  .  , h}  y {h,  . .  .  , h1} los tiempos  de los rA,  rT  y r1  atípicos
aditivos,  innovativos  y  cambios  transitorios  detectados,  respectivamente.  Se  estima
conjuntamente  los parámetros  del modelo  y los  atípicos detectados  para  la  serie Yj*:
(I_uiB_..._HB)Yt**=C+E*,
donde,
=  yt* —          —           IT                  = —  h1)
A=1              1T=l                                  Zjl
Si  alguno de los efectos no es significativo, se elimina  el menos significativo. Este  proceso
se  repite  hasta  que  todos  los atípicos  en el  conjunto  final  sea  significativo.
Los  valores  críticos  de los estadísticos    y  deben  ser  obtenido  mediante  sim
ulación.  En  la  sección  3.6,  se  obtendrán  varios  valores  críticos  para  diferentes  modelos  y
número  de componentes.
3.4.3.  Estimación  final  conjunta
En  las  etapas  anteriores  se  han  obtenido  un  conjunto  de  cambios  de  nivel  y  atípicos
significativos.  Ahora,  se  procede  a  una  estimación  conjunta  de  los  parámetros  del modelo,
los  cambios  de nivel  y los atípicos.  Esto es,  se estima  el  modelo:
donde   y  son seleccionados  a partir  de la  serie  y,
=  —          —  WjAItA  —     1  SBIt      B =  E—  i(hi)
L1                ZA—l             T1                                ij=1
y   .  4  }, {h,.  .  .  , h  }, { hi,. .  .  , h’1 } y { hf,..  .  , h,  } son los tiempos  de  los rL,  TA,
r1  y  TT  los cambios de nivel, atípicos  aditivos,  innovativos y cambios transitorios  detectados,
respectivamente.  Si  algún  efecto  (atípico  o  cambio  de  nivel)  se  encuentra  significativo,  se
elimina  el menos  significativo  y se  repite  la  estimación  conjunta  hasta  que  todos  los efectos
sean  significativos.
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3.5.   El caso  no  estacionario
Supongamos  que  X  -‘  1  (d1,.  , d.),  donde  d1,..  .  ,  d  son los grados  de diferenciación  en
cada  componente  necesarios  para  convertirla  en  estacionaria.  Se  supone  que  d   O para  al
menos  un  j.  Sea d  =  max  (d1,...  , d)  y  supongamos  en  primer  lugar  que  d  1. Entonces
consideramos  los atípicos  introducidos  en Tsay, Peña  y  Pankratz  (2000) y además  un cambio
de  rampa  multivariante  (MRS)  definido como sigue:
=  X  + wR                          (3.20)
donde  R  =  (1  —  B)  S.  Este  efecto  es  un  cambio  en  la  pendiente  de  la  serie  multi
variante  y puede  aparecer  en  una  serie  1(1).  Un  caso  especial  ocurre  cuando  d  =  1  para
algunas  componentes  mientras  que  las otras  son d  =  0.  Los  efectos  w  tendrán  valor  O en
las  componentes  donde  d  =  0.  Entonces,  si alguna  componente  es  1(0)  el cambio  de rampa
no  le afecta.
El  modelo para  la  serie Xt  se transforma  en  estacionario  tomando  una  diferencia.  Se es
tudia  a continuación  su afecto  sobre los atfpicos.  En el caso MIO,  (1 —  B)  Y  =  (1  —  B)  X  +
W  (B)  wI,  donde  W (B)  =  ViII (B).  Entonces,  un  MIO  produce  un  MIO en la serie diferen
ciada.  En  el caso  MAO,  (1 —  B)   =  (1  —  B)  X  +  w  (i  —  i),  produciendo  dos  MAO
consecutivos  con  el  mismo  tamaño  pero  signo  opuesto.  En  el  caso  del  MLS,  (1 —  B)  Y  =
(h)      .               .       -(1  —  B)  X,+wI,  ,  produciendo  un MAO con el mismo tamano.  En el caso MTC,  (1 —  B)  Y  =
(1—  B)X  + (1— B)  (1— SB)’  wI  =  (1—  B)X  + ((B)wI,  donde  ((B)  =  1 + 1B  +
2B2  +...  tal  que  (  =  6  (1 —  8).  Entonces,  un  MTC  produce  un  MTC  con  coeficientes
de  decrecimiento (j.  En  el caso IVIRS, (1 —  B)   =  (1  —  B)  X  + wS  produciendo  un  MLS
con  el  mismo tamaño.
Por  lo tanto,  en el  caso  1(1),  se propone  un  procedimiento  similar  al  caso estacionario
después  de tomar  una  diferencia  de la  serie, como sigue:
1.   Tomar una  diferencia  de la  serie Y.  A  continuación,  detectar  MLS como en la sección
3.4.2.1.  Los  cambios  de  nivel  detectados  en  la  serie  diferenciada  se  incorporan  como
cambios  de rampa  en la  serie original  y  se estiman  conjuntamente  con  los parámetros
del  modelo.  Si  alguno  de  los  cambios  de  rampa  no  es  significativo,  se  elimina  y  se
reestima  el modelo.  Se repite  este  proceso  hasta  que  todos  los cambios de  rampa  sean
significativos.  Finalmente,  se obtiene  una  serie Y  =  —   WR  sin  cambios de
rampa.
2.  Se toma  una  diferencia  de  la serie  y  se obtiene  el modelo:
(1  —  B)  y*  =  (1  —  B)  X  +  (B)  wI
donde  (B)  =  (B)  para  un  MIO,  (B)  =  (I—B)  para  un  MAO,  (B)  =  1  para
un  MLS y  r  (B)  =  (1  —  B)  (1 —  8B)  para  un  MTC.  Entonces,  se  procede  como en
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la  sección 3.4.2.2.  Todos  los atípicos  detectados  en  la serie  diferenciada  se  incorporan
como  los efectos  correspondientes  en  la  serie  original  y  son estimados  conjuntamente
con  los parámetros  del modelo.  Si  alguno  de los  atípicos  no  es significativo,  se  elimina
del  modelo que  es otra  vez estimado.  Se repite  este  proceso hasta  que todos  los atípicos
presentes  sean  significativos.
Observemos  que podría  pensarse  que el método  no podría  aplicarse  en series cointegradas
ya  que  el ajuste  de autorregresivos  de orden  largo sería  problemático  al estar  VY  sobredifer
enciado  y  tener  por  tanto  un  componente  de media  móvil de raíz  unidad.  Sin embargo  esto
no  es un  problema  para  el método  propuesto,  ya que  si y  es un  vector  obtenido  maximizando
y  minimizando  el coeficiente de curtosis  y  no es un  vector  de cointegration,  v’VYt =  V  (v’Y)
donde  v’Yt es una  serie no  estacionaria  y  entonces,    (v’Yt) es estacionaria  e  invertible,  por
lo  que  podemos  buscar  en  ella  los  cambios  de  nivel  y  atípicos.  Una  vez que  se  hayan  de
terminado  estos  cambios,  se  traslada  la  información  de  los  atípicos  a  la  serie  original,  esto
es,  un  MLS en  es un  MRS  en  Y,  etc  ...  Entonces,  en lugar  del  VAR sin  restricciones,
se  ajusta  un  modelo  autorregresivo  de  corrección  del  error  para  eliminar  el  problema  de
cointegración.  El  problema  sólo aparece  si y  es  el vector  de  cointegración,  ya que  entonces
v’Yt  es estacionario  y Vv’  está  sobrediferenciado.  Sin embargo, hemos  comprobado  que  no
existe  relación entre  el  vector que  produce  extremos  en la  curtosis  proyectada  y el vector  de
cointegración.  Para  ello,  se han  generado  10000 series  de  un  modelo  vectorial  AR(1)  de dos
componentes  con  una  relación  de  cointegración  y se  han  buscado  las  direcciones  en  (3.12).
Para  compararlas  con  el vector  de cointegración  se  ha  calculado el valor  absoluto  del coseno
del  ángulo  que forman.  Los resultados  demuestran  que la  media de los cosenos está  alrededor
de  0.62 con varianza  0.09,  cuando  si  el ángulo  fuese uniforme  en  el intervalo  (0, ‘r),  la  dis
tribución  del  coseno de  dicho ángulo  tiene  esperanza  0.63 y varianza  0.09.  A  continuación,
se  repite  el mismo experimento  con  las misma  series  pero  afectadas  por  atípicos,  cambios de
nivel  o cambios transitorios  y se  obtiene  que  en cada  caso la  media  de  los ángulos tiende  al
ángulo  que  forma  el  atípico  o su  ortogonal,  con  la  direccón  de cointegración.  Por  lo tanto,
se  concluye  que  no  parece  existir  ninguna  relación  entre  los vectores  de  cointegración  y  las
direcciones  que maximizan  y minimizan  el coeficiente de curtosis.
Se  considera  ahora  el caso  d =  2,  donde  la  serie  es 1(2). Se define  un  cambio cuadrático
multivariante  como sigue:
Y=X+wQ                          (3.21)
donde  Q  =  (1  —  B)’  R.  Este  efecto es un  cambio en  la tendencia  cuadrática  de la  serie
multivariante.  La  serie Xt  puede  ser transformada  en estacionaria  tomando  dos diferencias.
Entonces,  un  cambio  cuadrático  multivariante  se  transforma  en  un  cambio  de  nivel,  un
cambio  de nivel  se  transforma  en un  atípico  aditivo  multivariante,  etc...  Un procedimiento
similar  al  propuesto  para  el caso  1 (1) es  aplicable  a  este  caso. Este  procedimiento  se  puede
generalizar  para  cada  orden  de  diferenciación  d.
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Tabla  3.2:  Modelos para  los experimentos.
k=2
Modelos 1 2 3
e
(  0.6  0.2  
 0.2  0.4) (  —0.7   0
 —0.1  —0.3
k=3
‘)
(  0.6  0.2
 0.2  0.4(  —0.7   0
 —0.1  —0.3
Modelos 4 5 6
‘1?
e
/  0.6  0.2  0  ‘ f  0.2  0.4  0
\  0.6  0.2  0.5 )
—
—
/  —0.7   0     0   (  —0.1 —0.3   0
  —0.7  0    —0.5 )
/  0.6  0.2  0(  0.2  0.4  0
  0.6  0.2  0.5
/  —0.7   0     0
—0.1  —0.3   0
.  —0.7   0    —0.5
3.6.  Experimentos  de  Monte  Carlo
En  esta  sección,  se  exploran  los  aspectos  computacionales  de  los  procedimientos  prop
uestos.  Primero,  se  obtienen  valores  críticos  para  todos  los  estadísticos  considerados.  Se
gundo,  se comparan  los estadísticos  para  detectar  cambios  de nivel.  Por  último,  se presenta
un  estudio  de  simulación  para  estudiar  la  potencia  de  los estadísticos  multivariantes  y  de
proyección.
3.6.1.  Valores  críticos
Se  consideran  6  modelos  ARMA(p, q)  vectoriales  para  los  experimentos.  El  número  de
componentes  es  k  =  2  y  k  =  3  y  los  parámetros  matriciales  aparecen  en  la  Tabla  3.2.  La
constante  en los  modelos  es  siempre  el  vector  ‘k  La  matriz  de  varianzas  residuales  es  la
identidad.
Las  dos  matrices  de parámetros  autorregresivas  tienen  autovalores  0.27 y  0.72 para  los
modelos  1 y  3,  y  0.27,  0.5  y  0.72,  para  los  modelos  4  y  6,  mientras  que  las  matrices  de
parámetros  de media  móvil tienen  autovalores  —0.3 y  —0.7 para  los modelos  2 y  3, y  —0.3,
—0.5  y  —0.7, para  los  modelos 5  y  6.  A  continuación,  se  generan  valores  críticos  para  los
modelos  1 a 6.  Los estadísticos  considerados  son:
A  =  max  max   ,j  =  I,A,T    DL =  max  max  C,.        (3.22)
1<i<2k  1<t<T                            1<i<2k1<t<T
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Tabla  3.3: Valores  críticos para  los estadísticos  considerados  para  T=100,  200 y  500.
T   M   c.v.    A1   AA   AL   AT   DL   c.v.    A1    AA   AL   AT   DL
100   1   95%  3.62  3.93  3.22  3.78   1.33   99%   4.02  4.30   3.61   4.16   1.44
100   2   95%  3.64  3.86  3.06  3.75   1.33   99%   4.03  4.32  3.40  4.12   1.43
100   3   95%  3.64  3.65  3.27  3.76   1.33   99%   3.96  4.08   3.71  4.14  1.44
100   4   95%   3.93  4.10  3.34  3.92   1.36   99%   4.27  4.51   3.81   4.33   1.46
100   5   95%   3.97  4.20  3.23  3.92   1.36  99%   4.32  4.62   3.72  4.35   1.46
100   6   95%   3.87  3.89  3.36  3.98   1.36   99%   4.29  4.32   3.82  4.46   1.46
200   1   95%   3.81   3.98   3.30  3.89   1.40  99%   4.13  4.39   3.72  4.23   1.53
200   2   95%   3.82  3.95   3.10  3.93   1.40  99%  4.23  4.40   3.59  4.33   1.51
200   3   95%  3.79  3.84  3.34  3.87  1.40  99%  4.08  4.14  3.71   4.20   1.52
200   4   95%  4.10  4.22  3.38  4.06   1.40  99%  4.39  4.68  3.78  4.72   1.56
200   5   95%  4.11  4.33  3.20  4.06   1.42  99%  4.49  4.81   3.70  4.60   1.57
200   6   95%  4.14  4.00  3.41   4.04  1.42  99%  4.54  4.34  3.79  4.68   1.56
500   1   95%  4.08  4.18   3.41   4.19   1.44  99%   4.52  4.65   3.91   4.64  1.61
500   2   95%  4.14  4.17  3.21   4.15   1.43  99%  4.55  4.62   3.77  4.50   1.59
500   3   95%  4.06  4.00   3.43  4.17   1.43  99%  4.49  4.40   3.86  4.52   1.59
500   4   95%  4.32  4.39  3.48  4.39   1.46  99%  4.75  4.80  3.93  4.87  1.63
500   5   95%  4.26  4.42  3.38  4.33   1.47  99%  4.79  4.87  3.83  4.76   1.66
500   6   95%  4.28  4.22  3.58  4.38   1.49  99%  4.68  4.58  3.99  4.70   1.63
Se  incluyen  los  estadísticos  de  proyección  para  el  cambio  de  nivel  para  compararlo  con
el  estadístico  cusum  DL.  Para  calcular  los  estadísticos  A  y  DL,  se  procede  como  sigue.
Para  cada  modelo  y  tamaño  muestral  T  =  100,  200 y  500, se han  generado  10000 series.  Se
obtienen  el conjunto  de 2k direcciones ortogonales  maximizando  y minimizando  el coeficiente
de  curtosis  de  la  serie  proyectada  Y.  Para  t  =  1,  .  .  .  ,  T,  se  calculan  los  estadísticos  C,
i  =  1,.  . .  ,  2k  y  obtener  DL en  (3.22). Para  los  otros  estadísticos,  para  cada  una  de  las 2k
series,  se  ajusta  un  modelo  autorregresivo  mediante  el  criterio  de  información  de  Akaike
(AIC).  Se  calculan  los  estadísticos,      para  t  =  1,.  .  .  ,  T,  i  =  1,  .  ..  ,2k  y  se
obtienen  AA, AL and  AT  en  (3.22).  Finalmente,  para  el  atípico  innovativo  multivariante,
para  las  10000 series  generadas  previamente,  se  ajusta  un  modelo  autorregresivo  por  medio
del  criterio  de información  de Akaike y se obtienen  el conjunto  de 2k direcciones  ortogonales
maximizando  y minimizando  el coeficiente de curtosis  de los residuos  proyectados,  E.  Para
t  =  1,.  .  .  ,  T,  se calculan  los estadísticos,   y  se obtinenen  A1. Los valores críticos  aparecen
en  la  Tabla  3.3. Se  observa que  para  T  fijo  los valores  críticos de  A1, AA y AT son  similares
y  mayores que  los  de AL. Los valores críticos  aumentan  con T,  como sería  esperable.
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3.6.2.  Comparación  de  los  estadísticos  multivariantes,  los  estadísti
cos  de  proyección  y  el  estadístico  cusum  para  cambio  de
nivel
A  continuación,  se comparan  los estadísticos  multivariantes,  los estadísticos  de proyección
y  el  estadístico  cusum  para  cambio  de  nivel.  Con este  objetivo  se  han  generado  1000 series
con  tamaños  muestrales  T  =  100  y  200 contaminadas  por  un  cambio  de  nivel  en  hL  =  50
y  100  respectivamente  con  tamaños  WL  =  3  x  1k  4  X  lk,  y  direcciones  aleatorias  para
cada  modelo.  Cada  dirección  aleatoria  se  obtiene  mediante  la  generación  de  un  valor  de la
distribución  uniforme,  ,  para  cada  componente  y definiendo  w  =  —1, 0 o  1 dependiendo
de  si u  pertenece  a  los intervalos  (0, 1/3),  (1/3,  2/3)  o (2/3,  1). Después  de esto, el  vector WL
es  normalizado  para  tener  la  misma norma  que el vector  3 x  ‘k  Se obtienen  las proyecciones
que  maximizan  y minimizan  el coeficiente de curtosis  de la serie proyectada  y  sus direcciones
ortogonales.  Entonces,  se calcula  el máximo de los estadísticos  multivariantes  (2.18) para  un
cambio  de nivel, el máximo del  estadístico  de proyección  (3.22) para  un  cambio de nivel y  el
máximo  de los estadísticos  cusum  (3.22). Se comparan  con sus respectivos  valores críticos  al
nivel  de significatividad  del 95 %. La proporción  de veces donde  los estadísticos  son mayores
que  su valor crítico  se  muestra  en la  primera  y  segunda  parte  de  la Tabla  3.4  (ver columnas
Jmax,  AL y DL).  En  todos  los modelos considerados,  el contraste  cusum  es más  potente  que
los  otros  estadísticos.
Ahora,  se  estudia  la  potencia  de  estos  tres  estadísticos  bajo  la  presencia  de  cambios
de  nivel  y  de  otros  atípicos.  Para  ello,  se  han  generado  1000 series  con  tamaño  T  =  100,
contaminadas  con  un  atípico  innovativo  en  h1  =  20  de  tamaño  w1  w  x  ‘k,  un  atípico
aditivo  en  hA  =  40  con  tamaño  WA  =  —w  X  ls,,  un  cambio  transitorio  en  hT  =  80  con
tamaño  WT =  —w  X  lk  y  un  cambio de  nivel en  hL  =  60  con tamaño  WL  =  w  X  ‘k,  donde
w  =  3  y 4,  o  una  dirección  aleatoria  con  la  misma  norma  que  3  x  ‘k,  para  cada  modelo  y
se  calcula  el  máximo  de  los estadísticos.  Se comparan  los  estadísticos  para  cambio  de  nivel
con  sus  respectivos  valores críticos al  95 % de significatividad.  La  proporción  de veces donde
los  estadísticos  son mayores que sus  valores críticos  aparecen  en la  tercera  parte  de la Tabla
3.4  (ver columnas  Jm,  AL y  DL).  Como en el caso de sólo cambios  de nivel, la  potencia  del
estadístico  cusum  es mayor  que  la  potencia  de otros  estadísticos  en  todos  los casos.  Se ha
medido  la  perdida  de potencia  de cada contraste  debido  a  los atípicos  por,
potenciaconatípicosenelmodeloiperdida(i)  =  1 —
potencia  sin  atipicos  en  el modelo  z
y  se  obtienen  la  media  de  la  perdida  para  los  6 modelos  para  cada  estadístico  para  w  =  3:
la  perdida  media  para  el  estadístico  multivariante  es  de  un  27.7%,  la  perdida  media  para
la  proyección  es  17.1%,  mientras  que  para  el  cusum  es 9.4%.  Por  lo  tanto,  los  estadísticos
multivariantes  y  de proyección están  mucho más  afectados  por  atípicos  que  el cusum.
Por  último, es importante  estudiar  el error de tipo 1 en los estadísticos  bajo  la presencia de
los  otros  atípicos.  Para  ello, se  han  generado  1000 series con tamaño  T  =  100,  contaminadas
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con  un  atípico  innovativo  en       = 25 con tamaño  Wi  w X ‘k,  un  atípico  aditivo  en hA =  50
con  tamaño  wA  =  —w  X  lk,  y  un  cambio  transitorio  en  h  =  75  con  tamaño  WT  =  w  x  lk,
donde  w  =  3,  4 y direcciones  aleatorias  con  la  misma  norma  que  3 x  ‘k  para  cada  modelo,
se  calculan  los  estadísticos  multivariante,  de  proyección  y  cusum  y  se  comparan  con  sus
respectivos  valores  críticos  al  95 % de significatividad.  Las seis últimas  filas en  la Tabla  4.4
dan  la frecuencia  en que  los estadísticos  son mayores que  los correspondientes  valores críticos.
La  frecuencia  de  detécción  de un  falso  cambio de  nivel  para  los  estadísticos  multivariantes
para  el  modelo  6  y  w  =  3  y  4 son  16.6 % y  16.3 % respectivamente,  para  el  estadístico  de
proyección  para  el  modelo  3  y  w  =  5  es  el  57%,  mientras  que  la  frecuencia  de  detección
para  el estadístico  cusum  es siempre  menor  que  el valor  nominal  del  5 %.  Se  concluye  que
los  estadísticos  multivariante  y de proyección parecen  no ser  robustos  a  la presencia  de otros
atípicos.
3.6.3.  Comparación  de  la  potencia  de  los  estadísticos  multivari
ante  y  de  proyección  para  detectar  atípicos
En  esta  sección, se  investiga  la potencia  de los estadísticos  para  detectar  atípicos.  Se han
generado  1000 series  con  T  =  100 y  200, para  todos  los modelos considerados  afectados  por
la  presencia  de  un  atípico  aditivo  en  hA  =  50  y  100,  respectivamente,  otros  conjuntos  de
1000  series con T  100 y 200 afectados  por  la presencia  de un  atípico  innovativo  en h1 =  50
y  100, respectivamente,  y otros  conjuntos  de  1000 series  con T  =  100 y 200 afectados  por  la
presencia  de un  cambio transitorio  en hT =  50  y 100, respectivamente.  Para  cada serie y caso,
se  obtienen  las proyecciones  que maximizan  y minimizan  el coeficiente de curtosis  de la serie
proyectada  y sus  direcciones ortogonales.  Entonces,  se calculan  los estadísticos  multivariantes
en  (2.16)  y  el  máximo  de  los  estadísticos  de  proyección  para  el  caso  correspondiente  en
(3.22).  A continuación,  se compara  cada  valor con su  respectivo  valor  crítico  con  el 95%  de
significatividad.  La  Tabla  3.5  muestra  las  frecuencias  de  detección  de  los  atípicos  para  los
estadísticos  multivariante  y de proyección. En casi todos  los casos, el estadístico  de proyección
es  más  potente  que  el multivariante.
3.7.   Ejemplo
En  esta  sección, se ilustra  el comportamiento  del  procedimiento  propuesto  mediante  una
serie  de datos  reales.  Los datos  corresponden  a  la  tasa  de  crecimiento  del producto  nacional
bruto  de Francia,  Italia  y  España  durante  el siglo XX.  Los datos  se  pueden  obtener  de  la
página  web http://www.fgn.unisg.ch/eurmacro/.  El  gráfico de las series  aparece  en la Figura
3.2.
Primero,  se  calculan  las direcciones de  proyección utilizando  el procedimiento  en la  sec
ción  3.4  y  se  aplica  el  algoritmo  de  detección  de  cambios  de  nivel.  En  este  caso,  el  valor
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Tabla  3.4: Frecuencia  de detección  de un  cambio  de nivel para  los estadísticos  multivariante
(Jmax),  de  proyección  (AL)  y cusum  (DL).
w =3x 1k w =4x lk w —aleat.
T M hj hA hL hT Jmax AL DL Jmax AL DL Jmax AL DL
100 1 — — 50 — 70.0 83.0 100 96.6 98.2 100 68.9 83.9 100
100 2 — — 50 — 58.3 82.6 100 89.2 96.9 100 67.6 94.0 100
100 3 — — 50 46.5 73.3 87.6 91.5 93.2 100 66.9 81.6 95.3
100 4 — — 50 — 93.6 92.7 99.6 100 98.8 100 83.6 87.6 99.7
100 5 — 50 68.1 98.8 100 94.7 99.7 100 76.9 91.3 100
100 6 — — 50 — 86.3 86.6 88.7 98.9 99.0 99.2 78.2 77.2 96.7
200 1 — — 100 — 80.7 95.4 100 98.1 99.6 100 90.3 91.0 100
200 2 — — 100 92.2 95.6 100 97.0 99.3 100 88.3 98.0 100
200 3 — 100 78.1 90.6 99.5 97.1 98.4 100 80.9 84.6 100
200 4 — — 100 — 98.7 98.9 100 100 100 100 90.6 94.0 100
200 5 — — 100 85.8 99.8 100 99.0 100 100 89.3 98.7 100
200 6 — — 100 — 97.5 97.8 100 99.6 99.7 100 90.3 83.6 100
100 1 20 40 60 80 45.6 76.0 92.6 73.0 91.8 99.3 55.2 70.9 95.7
100 2 20 40 60 80 52.0 87.6 100 74.3 96.7 100 58.9 77.6 99.7
100 3 20 40 60 80 17.0 53.6 66.6 40.3 84.3 86.6 44.1 49.2 80.9
100 4 20 40 60 80 73.6 74.0 90.3 92.0 85.0 100 67.9 73.9 94.0
100 5 20 40 60 80 61.3 81.6 100 71.3 92.0 100 65.9 82.9 99.7
100 6 20 40 60 80 63.6 55.3 74.3 87.0 80.0 95.0 58.2 49.5 85.3
100 1 25 50 — 75 4.0 14.0 3.3 2.6 26.3 3.3 3.0 21.0 5.0
100 2 25 50 — 75 0.3 9.0 3.0 1.3 11.0 2.0 1.3 17.4 5.3
100 3 25 50 — 75 4.0 21.3 4.3 2.3 31.3 4.6 9.0 41.4 6.3
100 4 25 50 — 75 6.3 15.6 3.0 7.0 28.0 6.3 10.4 24.4 6.0
100 5 25 50 75 3.3 8.0 4.0 2.3 12.6 4.3 4.3 15.4 5.0
100 6 25 50 75 16.3 22.3 4.3 16.6 27.3 4.6 15.4 37.8 4.7
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Tabla  3.5:  Frecuencia  de  detección  para  los  estadísticos  multivariante  y  de  proyección.
W=3x1k   W4Xlk w=aleat.
Jmax A1TM h1
-
Jmax A1 Jmax A1
IIIiY 11 59.9 77.8 95.0 98.0
100 2 50 53.9 71.5 89.8 95.3 60.9 77.6
MIO 100
100
100
100
200
200
3
4
5
6
1
2
50
50
50
50
100
100
51.1
81.9
62.0
61.8
58.8
58.5
68.6
91.5
76.1
78.1
71.8
68.4
88.0
99.6
95.1
92.3
92.6
92.5
95.2
99.2
97.4
97.6
96.8
95.5
47.5
82.9
73.6
71.6
59.5
56.9
76.6
94.6
86.6
89.3
74.9
72.9
MIO 200
200
200
200
3
4
5
6
100
100
100
100
57.0
81.6
67.4
67.1
68.3
87.5
76.2
75.8
92.7
100
97.7
98.2
95.6
100
98.5
98.8
55.5
80.6
77.3
78.6
75.3
91.3
86.0
86.0
T
100
100
M
1
2
hA
50
50
Jmax
86.6
67.0
AA
93.6
96.0
Jmax
99.3
96.0
AA
99.3
100
Jmax
80.6
63.6
AA
84.6
84.3
MAO 100
100
100
100
200
200
3
4
5
6
1
2
50
50
50
50
100
100
91.0
98.3
78.6
97.0
87.3
67.0
99.0
99.3
95.6
99.0
93.6
91.0
99.6
99.6
98.6
99.6
99.3
95.6
100
100
100
100
100
99.3
87.3
91.6
78.6
92.0
71.9
64.6
95.7
94.0
92.3
92.3
75.6
83.3
MAO 200
200
200
200
T
100
100
3
4
5
6
M
1
2
100
100
100
100
hy
50
50
98.0
99.3
82.6
98.8
Jmax
61.3
64.5
98.0
99.6
89.5
97.8
AT
88.6
97.0
100
100
99.0
100
Jmax
93.3
94.0
100
100
99.0
100
A
98.6
100
92.6
97.3
85.0
97.0
Jmax
60.9
59.5
95.7
93.6
89.6
95.6
A
97.7
97.0
MTC 100
100
100
100
200
200
3
4
5
6
1
2
50
50
50
50
100
100
71.3
90.0
71.0
82.6
61.0
66.0
93.6
98.0
97.6
95.6
88.6
92.0
92.6
100
95.3
97.0
98.0
94.6
99.3
100
99.6
98.6
98.0
99.3
57.2
86.0
79.9
76.9
68.6
68.9
95.7
98.0
99.3
97.3
89.3
92.0
MTC 200
200
200
3
4
5
100
100
100
73.6
92.0
75.3
90.3
92.8
93.3
97.7
99.5
99.3
98.6
99.5
100
75.9
92.6
88.0
84.0
94.7
96.7
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Tasa  de  crecimiento PNB —  Francia
100  u
1900    1910     1920   1930     1940    1950    1960    1970    1980    1990   2000
Tasa  de crecimiento PNB — Italia
:H
1900    1910    1920    1930    1940    1950    1960    1970    1980    1990  2000
Tasa  de  crecimiento PNB  —  España
iI*
1900    1910    1920    1930    1940    1950    1960    1970    1980    1990   2000
Figura  3.2: Tasa  de crecimiento  del producto  nacional bruto  de Francia  Italia  y  España.
crítico  utilizado  es  1.36.  El  algoritmo  detecta  un  cambio  en  el instante  £  =  1946.  El  valor
del  estadístico  (3.17)  para  dicho tiempo  es  1.57.  Se  estima  su  efecto  ajustando  un  modelo
autorregresivo  mediante  el AIC.  Se elimina  dicho efecto  y se pasa  a  detectar  otros  atípicos.
Los  valores  críticos  utilizados  son 3.92,  4.06 y  3.94  para  los  atípicos  innovativo,  aditivo  y
cambio  transitorio  respectivamente.  Los  atípicos  encontrados  por  el  algoritmo  aparecen  en
la  Tabla  3.6. Son detectados  ocho atípicos  por  el procedimiento.  El modelo  seleccionado  por
el  AIC es un  modelo  AR(1)  vectorial,  dado por:
/  3.29    / 0.44  -0.54    0                /56.55  18.71  2.99
X  =  (  2.29  ) + (  0.32    0     0  X,_1 + A     =  (  18.71  33.50  6.15
1.98  /    0.13  -0.15  0.31  /                   2.996.15  16.00
Los  tamaños  de  los  ochó atípicos  estimados  están  dados  en  la  Tabla  3.7 junto  con los t
ratios  de los tamaños  estimados.  Todos los atípicos  detectados  están  relacionados  con hechos
bien  conocidos. Los de 1917 y  1919 aparecen  durante  y al  final de la primera  guerra  mundial.
Ambos  atípicos afectan  principalmente  a Francia e Italia  debido  a que España  no participó  en
aquel  conflicto. El atípico  en  1936 coincide con el comienzo de la  guerra  civil española  y sólo
afecta  a  la  componente  española.  El  resto  de  los  atípicos  aparecen  en  la  segunda  guerra
mundial.  Se hace  notar  que  en  los años  1945 y  1946, el procedimiento  detecta  dos atípicos
en  el  mismo punto.  Esto  puede  ser explicado  porque  un  efecto  externo  puede  afectar  de dos
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Tabla  3.6: Atípicos  detectados  por  el algoritmo  de proyección.
Atípico
Iteraciones    (A1, h1)     (AA, hA)     (AT, hT)    Año   Tipo
1      (5.56,1946)  (9.00,1946)   (8.12,1946)   1946  MAO
2      (5.37,1936)   (5.90,1936)   (5.94,1919)   1919   MTC
3      (5.32,1936)   (6.29,1945)   (5.24,1936)   1945   MAO
4      (5.41,1936)   (6.34,1936)   (5.61,1936)   1936   MAO
5      (3.68,1944)   (3.92,1944)   (4.24,1940)   1940   MTC
6      (4.04,1944)   (4.35,1918)   (5.03,1917)   1917   MIO
7      (4.56, 1946)   (4.81,1946)   (5.03,1945)   1945   MTC
8      (3.95,1944)   (4.03,1944)   (3.71,1961)   1944  MAO
9      (3.22,1915) (3.83,1970)  (3.73,1961)   -     -
Tabla  3.7: Estimación  de  los tamaños  de los atípicos  detectados  por  el algoritmo  de proyec
ción.
Año Tipo í5i
(t—ratio)
W2
(t—ratio)
W3
(t—ratio)
Año Tipo
(t—ratio)
w2
(t—ratío)
W3
(t  —ratio)
1917 MIO —20.5650
(—4.2965)
—2.6168
(—0.6515)
—3.2756
(—1.1527)
1945 MAO 3.5192
(0.6710)
—13.6251
(—3.2224)
—7.5548
(—2.0075)
1919 MTC 21.6840(3.9502)
—12.5705
(—2.8224)
3.9320
(1.1230)
1945 MTC 14.4070(3.5571) 1.4953(0.3686) —2.3170(—0.8207)
1936 MAO 4.0151
(0.7435)
—5.5785
(—1.3803)
—17.8155
(—4.8810)
1946 MAO 29.0448(4.3504)
22.1332
(4.3807)
2.0547
(0.5499)
1940 MTC —21.4018
(—3.9794)
—5.6718
(—1.4000)
2.7293
(0.9516)
1946 MLS. 2.118
(2.305)
1.744
(2.065)
1.086
(1.742)
1944 MAO —8.9874
(—2.1508)
—16.6422
(—3.8230)
—0.1832
(—0.0589)
maneras  diferentes  a  componentes  diferentes.  Por  ejemplo,  en  1945, la  serie  para  Francia
está  afectada  por  un  MAO pero  la  serie para  Italia  está  afectada  por  un  MTC.
Finalmente,  se  comparan  estos  resultados  con  los obtenidos  aplicando  el  procedimiento
en  Tsay,  Peña  y Pankratz  (2000) que  se resume  en  la Tabla  3.8.  El procedimiento  identifica
cuatro  atípicos  innovacionales  y  cuatro  cambios  transitorios  pero  no  identifica  el  cambio
de  nivel  detectado  por  el  procedimiento  de  las  proyecciones  en  t  =  1946.  En  este  año,
el  procedimiento  identifica  un  cambio  transitorio  multivariante  y  un  atípico  innovacional
multivariante.  Como  Baike  (1993) apuntó,  un  procedimiento  que  compara  los  estadísticos
para  cambio  de nivel  con  los estadísticos  para  los  otros  atípicos  debe  confundir  cambios  de
nivel  con  atípicos  innovativos  y esto  es lo que  puede  ocurrir  en este  ejemplo.
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Tabla  3.8: Atípicos  detectados  por  el procedimiento  de Tsay,  Peña  y  Pankratz  (2000).
Atípico
Iteraciones    (J1,hj)     (JA,hA)     (JL,hL)      (JT,hT)   Año  Tipo
1      (31.88,1946)  (28.75,1946)  (6.18,1946)   (31.51,1919)   1919   MTC
2      (28.34,1936)  (23.70,1936)   (5.84,1946)   (23.22,1946)   1936   MIO
3      (25.56,1946)  (23.35,1646)   (6.22,1946)   (24.94,1946)   1946  MTC
4      (20.87,1944)  (15.46,1945)  (6.57,1951)   (23.79,1940)   1940  MTC
5      (22.92,1944)  (15.95,1970)  (6.06,1951)   (15.54,1943)   1944   MIO
6      (22.14,1945)  (16.09,1945)  (6.07,1951)   (15.93,1917)   1945   MIO
7      (18.28,1918)  (17.44,1918)  (5.83,1951)   (20.07,1917)   1917  MTC
8      (17.77,1946)  (15.50,1970)   (5.41,1951)   (14.80,1915)   1946   MIO
9      (15.76,1970) (16.99,1970)  (5.22,1951)  (14.79,1915)   -     -
3.8.   Conclusiones
En  este capítulo,  se han  analizado  atípicos en series  temporales  multivariantes.  Para  ello,
se  ha adoptado  un  enfoque  basado  en proyecciones. Se ha  demostrado  la  utilidad  de obtener
combinaciones  lineales de un  vector de series afectado  por atípicos  y que estadísticos  univari
antes  aplicados  a  las  series  proyectadas  pueden  ser  más  potentes  que  los  correspondientes
estadísticos  multivariantes.  A  continuación,  dada  una  serie  multivariante  afectada  por  un
atípico,  se  han  analizado  las direcciones  que  maximizan  y  minimizan  el  coeficiente de  cur
tosis  de  la serie proyectada  y se ha  demostrado  que  alguna  de  estas  direcciones  corresponde
a  la  dirección  del  atípico.  Basado  en  ello,  se  ha  propuesto  un  algoritmo  de  detección  y  es
timación  de atípicos  en series  multivariantes  estructurado  en varios  pasos.  En primer  lugar,
se  detectan  cambios  de  nivel  mediante  un  estadístico  cusum  para  a  continuación  detectar
el  resto  de  atípicos  mediante  estadísticos  de  razón  de  verosimilitudes.  Un  aspecto  de  gran
importancia  y que demuestra  la  utilidad  del método  propuesto  es que es innecesario construir
un  modelo  multivariante  completo  para  detectar  los  atípicos,  algo  inusual  en  este  tipo  de
métodos.  Un estudio  de simulación  demuestra  la  eficacia del método  propuesto.  Por último
el  método  se ilustra  mediante  la  serie de la  tasa  de crecimiento  del producto  nacional  bruto
de  Francia,  Italia  y  España  durante  el siglo veinte.
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3.9.  Apéndice
Demostración  del  Lema  3.1.  La  matriz  de  covarianzas  muestral  de  los  residuos,  SE,
está  dada  por:
SE  =  SA  +   [1kA’ —  Fl1kA÷1  —  ...  —  FT_nlk4]  +
+  [Ai  —  Ah+l1F  —  ...  —  AT1F_h]  +  [ii  +  Fl1k1F  +  ..  .  +  FT_h1klF_h]  —
—  [1 —  —  ...  —  FT_J  1k1  [1 —  —  —  FT_h]’.
Tomando  esperanzas,  y  substituyendo  la  matriz  polinomial  F (B)  en  cada  caso,  se  ob
tienen  las expresiones  en  (3.2).  •
Demostración  del  Teorema  3.2.  Partiendo  de,
E[SEI’    (I    2i       =    +mlklkJ m2í3T11’
=  —  1+m2k  k  k’
=1,  A,  L,  T.
1.   Para los casos  MIO y MAO,   =  EE  [8EJ1  Eh,  que resulta  ser,
LA,kh  (mlk)  = E[EÇ7,E[SE]’Eh]          m2E[E1k1Eh]  —=1-
E  [EEh]           1+m2k  E  [EEhJ   —
m2    (1+m2k)
=1
—  (1+m2)(1+m2k)
/T  ‘
2.   Para el caso  MLS,   =  Th+1   E  E  [SE]’
‘	=h  1
(T    
 E  ), que conduce  a,
.t=h  1
LL,k,h (mik)  =
E  Í(hEt)’5Er’ (E)]
/T    ‘7T
E  (>E)  (E
	=h  1  	=h
=1  1+m2k
/T  Y
E  (E
	=h
7T
1k1(  
	=h
¡T  ‘/T
E  (E)  (>Et
	=h  .1  	=h
m2
1            T
—     (1+(T—h+1)m2)
(1+(T—_h+1)rn2k)
(i  +  m2&k TI
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3.   Para el caso  MTC,  JTA,h  =  _5(Th+1)             E[SE]’  (t_hE),  y,
E[(st_hEt)E[sE]_1(h6t_hEt)]
LTkh(mlk)=                                            /                             =
/7’       7T
E  ( 5t..hEt  ) ( 5t_h
/  	=h
/7’
E  (  t_hEt)  1k1  ( 
m                 / 	=h
—     1+m27’k       (T
T    E (  6t_hE  )  ( 
	=h      /   t=h
(     (l+5)(l_6(T+1))  2
m27’         1+  (i_)(i+8(T_+1))  m  k
=  1 —  (  +                       (1 + m2k)
k.     (l_)(l+(T_1))  )
u
Demostración  del  Lema  3.3.  El coeficiente de curtosis  de Yt se puede  escribir  como:
=E  
Como  yt  =  Xt  +  y  teniendo  en  cuenta  que  Xt  y  son  independientes  y  E  [Xt]  =
E  [x]  =  O, se obtiene:
T
E  [(Yt  —  Yi)  ] = E  [(Xt  +  Tt  _)4]  =  E  [4] +6E  [4] (r  _)2  +  (Tt  _)4,
y,
 (y)  =    (E  [4] + 6E  [4] (rt -  +  (rt -  )4)  =
=      E [4] +   E  [4] (Tt  -  )2  +   (rt  -
2          /      4           22        ,21   T         —2         /Por  ultimo,  como  E{x]  =  vv,  E[x]  =  3E[x]  =  3(vv)  ,   —r)  =  VV  y
v’v  =  VyV  —  V’RV,  se obtiene,
/      2            ,      2
7(V)3(VyV)    3(VRv)  +Wr(V).
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Demostración  del  Lema  3.4.  El  Lagrangiano  correspondiente  para  obtener  los puntos
extremos  de /y  (y)  está  dado  por:
£  (y)  =  3  3 (v’v)2  + Wr  (y)  —   (vyv  1),
y  su gradiente  por:
V  (y)  —12 (v’ERV)  ERV  +  (  (r  —  )2  B)  y  —  2yv  =  O.
Multiplicando  por  y’  en VC  (y)  y teniendo  en  cuenta  que  VTYV  =  1,  se  obtiene  el valor
T
/     2  1
=  —6 (y  Rv)  +  2w  (y).  Corno >R  =   B,  entonces,
t=1
—12 (VRV)  RV  +4  (  (v’Btv) B)  y  =  (_12  (v’Rv)2  +    (2/Bv))  (1+  R)v.
Por  lo tanto,
—3 (v’v)  RV  +3  (V’RV)2  RV  +      (v’Bv) B)  y  —    (v’Btv)2  RV  =
=  —3 (v’v)2  y  +    (v’Bv)2  y,
y,  finalmente:
 [(v’Bv)  —  3  (v’v)  —     Bv  =  T  (v’RV)2  (  (y) —  3) y.
Las  direcciones  extremas  de  £  (y)  bajo  la  restricción  V’yV  =  1,  son  los autovectores  de
la  matriz:
[t(v)Bt]  v=(v)v,
donde  t  (y)  =  [(v’Bv)  —3 (v’v)  —  y   (y)  =  T  (v’Rv)2  (7r  (y)  —  3).  De  (3.9),  se
obtiene  que:
(v)  
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En  consecuencia, el máximo y el mínimo de ‘y (y)  viene  dado cuando  ¡  (y)  es lo mayor y lo
menor  posible, respectivamente.  Por lo tanto,  el máximo y el mínimo  del coeficiente de curto
sis  coinciden  con el máximo y el mínimo de los autovalores  de la matriz   =    (y)  B.
Demostración  del  Teorema  3.5.  En todos  los puntos  de la  demostración,  se  utilizarán
las  siguientes  igualdades,
v’Rv  =    (Tt  —  )2     v’Bv   (rt —  )2     (v’ERV)2   (y)  =    (r  —
—  1  Tdonde  r  =       r.
1.   En el co  MAO, Th  v’w,  rt  =  O, Vt  h  y  =  +rh.  Primero,  T  (vRv)2  ‘y (y)  c1r
y  VTRV  =  c2r,  donde,
1         i    1           1      1
=(i_)  (‘_)  +
y  en consecuencia,  los autovalores  están  dados  por   (y)  =  c0r,  donde,
c0=c1-3Tc=  (1-)   (i-)].
Por  otro  lado,  despúes  de algunos cálculos  se puede  demostrar  que,
[Bt]  y  =  [mir+m2r]  Rh,
donde,
(    i  1   /    i3                  ií
mi=1_)  +1—)  —3c2      m2=—c01—
Como  Rh  =  w,
m1r+m2r
v=            w.
COTh
y  los otros  autovectores  son  ortogonales  a  w.  Como  los  autovalores  están  dados  por
c0r  y c0 >  O para  T>  5, se  obtiene que el máximo del coeficiente de curtosis  está  dado
en  la  dirección  de w,  mientras  que  el mínimo  se obtiene  en  las direcciones  ortogonales
a  w.
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2.   Ene1casodeunMTC,rtOSit<h,rt=6t_hThParathY=mrh’d01e
m  (i  —  6T—h+1)  /  (T (1 —  6)).  Primero,  T  (V’RV)2  “fr  (y)  =  c1r  y  VTRV  =
donde,
c1  =  (h  —  1) m4 +  (8t_h  —  m)4     c2 =     — 1) m2  +  (5t_h  —  m)2]
y  consecuentemente,  los autovalores  están  dados  por  (y)  =  c0r,  donde  c0 =  c1 —3Tc.
Por  otro  lado,  se  puede demostrar  que,[  (y) Bt]  y  =  [mir  + m2r]
donde.
m1  =  (h  —  1)  (m4  —  3c2m2)  +        —m)  —  3c2  (6t_h  —  )2]
m2  =     — 1) m2  +  (6t_h  —  m)2],
y  un  autovector  es proporcional  a w  y los otros  son ortogonales  a él. Como  los autoval
ores  están  dados  por  c0r,  el  coeficiente de curtosis  de yt  es maximizado  o minimizado
cuando  y  es proporcional  a w  dependiendo  del signo  de co, que  en  general depende  de
los  valores  de T,  h y  6.
3.   En el  caso  MLS,  Tt  =  O si  t  <  h,  rj  =  rh  para  t    h  y   =  T_+irh.  Primero,
T  (v’>Rv)2  ‘y,- (y)  =  c1r  y V’RV  =  c2r,  donde,
=  (h—1)(T—h+1)  {(T— h+1)3+  (h—  1)]  2  =  (h—1)(T—h+1)
y  los  autovalores  están  dados  por   (y)  =  cor,  donde,
c0=c1  —3Tc  =  (h—1)(T—h+1)  [T2—6T(h—  1)+6(h—  1)2].
Por  otro  lado,  se  puede  demostrar  que,[  t (y)  Bt]  y  =  [mir  + m2r]
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donde,
m1    (h—1)(T—h+1)  [(T—  h+  i)  +  (h—  i)  —3c2]
(h—1)(T—h+1)
T2
lo  que  demuestra  que  un  autovector  es  proporcional  a w  y  los  otros  son ortogonales  a
él.  Los autovalores  están  dados  por c0r  y  es fácil ver  que,
c0  <  O             h 
c0  >  O             h
Por  lo tanto,  el  máximo  del  coeficiente  de curtosis  se  obtiene  en  la dirección  de  w  si
c0  > O y  el  mfnimo  en  la dirección  de w si c0 <O.
u
Demostración  del  Corolario  3.6.  La demostración  es inmediata  del Teorema 3.5, porque
la  relación A  = E  + wI  coincide con el  caso MAO  en una serie de ruido  blanco.  u
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Capítulo  4
Cambios  de  varianza  en  series
temporales  multivariantes
4.1.   Introducción
El  problema  de detectar  un  cambio  repentino  en  la  varianza  marginal  de  una  serie  tem
poral  univariante  ha  sido  ampliamente  estudiado  como  se ha  comentado  en  el  capítulo  2.
Sin  embargo,  el caso  de  secuencias  multivariantes  no  ha  sido considerado  hasta  ahora.  En
este  capítulo  se  estudia  la  detección  de  cambios  repentinos  en  la  varianza  y  la  estructura
de  correlación  de  los  componentes  de  un  modelo  vector  autorregresivo  y  de  media  móvil
(VARMA).  Se  introducen  y  comparan  dos  puntos  de  vista.  El  primero  utiliza  la  razón  de
verosimilitudes,  y puede  verse como una  generalización  del procedimiento  univariante  prop
uesto  por  Tsay  (1988).  El segundo  es  un  procedimiento  cusum,  y puede  ser  visto  como una
generalización  del procedimiento  univariante  de Inclán  y Tiao  (1994).
El  resto  de  este  capítulo  está  organizado  como  sigue.  En  la  sección  4.2, se  presenta  el
modelo  para  el cambio  de varianza  y se introducen  dos estadísticos  para  contrastar  cambios
de  varianza  cuando  los parámetros  del modelo  VARMA son conocidos.  En la  sección 4.3,  se
estudian  dos procedimientos  para  la  detección  y estimación  de estos  cambios.  En  la sección
4.4,  se  extienden  estos  procedimientos  para  permitir  cambios en la  estructura  de correlación.
En  la  sección 4.5  los  dos procedimientos  se  comparan  mediante  un  experimento  de Monte
Carlo.  Por último,  en la sección 4.6, los procedimientos  se ilustran  por  medio de dos ejemplos
de  datos  reales. Se concluye que el procedimiento  basado  en el estadístico  cusum  tiene mejor
comportamiento  global que  el basado  en  el contraste  de  la razón  de verosimilitudes.
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4.2.   Contrastes  para  cambios  de  varianza  en  series  mu!
tivariantes
Sea  Xt  =  (X1,  ...,  Xkj)’,  t  =  1, ...,  T  un  vector  de  series  temporales  k—dimensional que
sigue  un  modelo  vector  ARMA  como  ha  sido  definido  en  (2.7).  El  modelo  de  cambio  de
varianza  propuesto  por  Tsay  (1988) se  generaliza  suponiendo  que  en  lugar  de  observar  X
se  observa  la  serie  temporal   =  (Yi,  ...,  Ykt)’,  definida  como sigue.  Sean  S  una  función
escalón  y  W  una  matriz  de  constantes  diagonal  de tamaño  k  x  k  que  denota  el impacto  de
un  cambio  de  varianza.  Entonces,  se  supone  que  las innovaciones  que  afectan  a la  serie,  E,
tienen  un  cambio en la  varianza  de los componentes  en t  =  h,  dado  por,
=  A  + WSA,                         (4.1)
y,  por  lo tanto,  el vector  de  series  observado,  Y,  se puede escribir  como,
=  C+e(B)(A+wSA),
y,  utilizando  (2.7),  la  relación  entre  la  serie  observada,  Y,  y  el  vector  de  series  ARMA  no
observado,  X,,  está  dada  por,
=  X  + W (B)  WSA.                       (4.2)
La  varianza  de E  cambia  de  a  =  (1+  W)  > (1+  W)  en el tiempo  t  =  h.  Sin perdida
de  generalidad  se  supone  que  (1 + W)  es una  matriz  definida  positiva,  por  lo que  la  matriz
W  está  bien  identificada.  Para  ello,  las descomposiciones  espectrales  de  las matrices   y  
están  dadas  por   =  DEREDE  y Q =  D0R0D0  respectivamente,  donde  RE  y  R0  son  las
matrices  de correlación  de  y   que se suponen  iguales,  y DE y  Dn son matrices  diagonales
cuyos  elementos son las  desviaciones típicas  de cada  componente.  Entonces,  tomando,
W  =  D0D’  —  1,                          (4.3)
se  obtiene  que Q =  (1  + W)   (1 + W),  y la  matriz  W  es única.  Se hace notar  que  el cambio
de  varianza  puede afectar  a una  o varias de las componentes,  de tal  manera  que los elementos
diferentes  de O de W  indican  los componentes  con  cambios.
Para  contrastar  la  significatividad  de un  cambio  de varianza  en  t  =  h,  se supone  que  los
parámetros  del modelo  ARMA son conocidos y con  ellos se pueden  obtener  los residuos:
=  —      —  c  +                   (4.4)
Se  busca  contrastar  la  hipótesis  de  que  los  residuos  son  homocedásticos  e  independientes,
contra  la hipótesis  alternativa  de que son heterocedásticos.  Esto  es, se  considera  la hipótesis
nula  H0  :  W  =  O contra  la  hipótesis  alternativa  H1  :  W   0.  El  métbdo  más  usual  para
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contrastar  la  homogeneidad  de  dos matrices  de covarianzas  de dos  poblaciones  Caussianas
es  el contraste  de  la  razón  de  verosimilitud  (LRT),  que  es  asintóticamente  el  test  de mayor
potencia.  Se  definen  los  tres  valores  s (i)  =   (Ea) /T,  s  (i)  =   (Ea)  / (h —  1)  y
82  (i)  =  Th  (Ea) / (T —  h  +  1).  El estadístico  de razón  de verosimilitudes  para  un  cambio
de  varianza  en el  punto  t  =  h  está  dado  por,
[s(1)...s(k)]TLRh  =  log    (1) .  .  .  s  (k)]’  [s2 (1)    2 (k)]T+l’             (4.5)
que,  bajo  la hipótesis  nula  de que no existe cambio de varianza y de que el modelo es conocido,
tiene  una  distribución  asintótica  chi cuadrado  con  k  grados  de libertad.
Se  puede construir  un  estadístico  alternativo  como sigue. Bajo  la  hipótesis  nula  de horno
cedasticidad,  la matriz  de covarianzas  de E  se puede  escribir  como  =  DER>DE.  Se define
=  D’E  con  Coy (Be) =  Rr.  Los componentes  principales  de  la serie B  están  dados  por
=  UxBt,  donde  U  es la  matriz  cuyas  columnas  son los  autovectores  de  la  matriz  R,  y
Coy  (Ce) =  A,  que es  una  matriz  diagonal.  Las componentes  de C  son incorreladas  con  var
ianzas  iguales  a  los elementos  de la  diagonal  principal  de la  matriz  A.  Sea Dm  =   CCt
la  suma  de cuadrados  multivariante  de la secuencia  {C1,..  .  ,  Cm}  donde  m es cualquier  valor
1   m  <T.  Sea,
    m=1,...,T                   (4.6)
donde  FT  0, es la suma de cuadrados  acumulada  centrada  y normalizada  de la secuencia C.
A  continuación, se estudia  el comportamiento  asintótico  del estadístico  (4.6) bajo  la hipótesis
de  homocedasticidad.  Las  demostraciones  del  Lema  4.1  y  del  Teorema  4.2,  enunciados  a
continuación,  aparecen  en el  apéndice  de  este  capítulo.
Lema  4.1  Si  la matriz  de  covarianzas de la secuencia  {E1,...  ,  ET}  en  (4)  es constante,
para  un  valor dado t  =
E  [Fm] =  o(T’).
Consecuentemente,  el valor esperado  del estadístico  Fm de 4.6 es  asintóticamente  0 para
todo  m.  A continuación,  se  estudia  la  distribución  asintótica  del  estadístico  Fm bajo  la
hipótesis  de que  no  existe  cambio para  t  =  1, .  .  .  ,  T.  Sea  M  un  movimiento  Browniano  que
verifica  E  [Mr] =  0,  y E  [MrM3] =  s,  donde  0  s  <r   1. Sea  M°  un  puente  Browniano
dado  por  M°  =  Mr—rMi,  verificando E[Mr°] =  0,  E[MT°MS°]  =  s(1  —r),  O<s<  r  1, y
M0° =  M1° =  0,  con  probabilidad  1. La distribución  asintótica  del estadístico  Fm se obtiene
en  el  siguiente  Teorema.
Teorema  4.2  Sea  {E1,.  .  .  ,  Ey}  una  secuencia  de variables  aleatorias  Caussianas  indepen
dientes  e  igualmente  distribuidas  de media  O y  matriz  de  covarianzas  común  .  Sea  B  =
con  Coy (Be)  =  A,  donde D  es  una  matriz  diagonal cuyos  elementos  son  las desvia
ciones  típicas de las componentes  de E  y  sean C  los componentes principales  de la serie B.
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Si  Fm =  Dm/DT  —  m/T,  donde Dm =   C’Ct, entonces,  D  2)Fm  
donde  tr  denota  traza.
Se  ha  demostrado  que  la  distribución  asintótica  del  estadístico  D  bajo  la  hipótesis
de  matriz  de  covarianzas  constante  es  un  puente  Browniano.  Por  ello,  se  puede  utilizar  el
estadístico  D_1  para  contrastar  la  presencia  de  un  cambio  en  la  matriz  de  covarianza  en
t  =  h,  y  el valor  crítico  asintótico  de la distribución  de  un  puente  Browniano.  El estadístico
D  depende  del  valor  de  tr (A2), que  en  la  práctica  es  desconocido.  Sea  A (i, i)  el  elemento
iésimo  de  la  diagonal  de  la  matriz  A.  Bajo  la  hipótesis  de  no  cambio,  podemos  estimar
A  (i, i)  por  medio  de  A (i, i)  =   (Cg) /T,  que  es  un  estimador  consistente  de  A (i, i).
Si  A  (i, i)  =   (C)  /m  y  teniendo  en  cuenta  que  tr (A)  =  k,  entonces,  se  define  el
estadístico  Cm,  como sigue,
—  mk    ((1,1)+...+(k,k)  1             47
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Bajo  la  hipótesis  de  no  existencia  de  cambio  en  las  varianzas,  puesto  que   (i, i)  es  un
estimador  consistente  de  A (i, i),  los  estadísticos  D  y  Cm tienen  la  misma  distribución
asintótica.
El  impacto  de  un  cambio de varianza  se  puede  estimar  como sigue.  Sean Q (i, i),   (i, i)
y  W (i, i)  los  elementos  iésimos  de  las  diagonales  principales  de  las  matrices  Q,   and
W,  respectivamente.  Entonces,
(1  +W(i,i))2  =
Se  definen las matrices  S1   (EE)  /  (h  — 1) y S2 =  =hEtE)  /  (T— h +  1) y como
los  estimadores  máximo  verosímiles de   y  Q  están  dados  por   =  S  y  Q =  S2, se  estima
W(i,i)  por:
=      i =  1,...,k
dado  que  s  (i) y  2  (i) son los elementos iésimos de las diagonales  principales  de las matrices
S1  y  S2, respectivamente.  Bajo  la  hipótesis  nula  de  no  existencia  de  cambio  de  varianzas,
(1  +   (i, i))2  sigue una  distribución  F  con  (T — h, h — 2)  grados de libertad.  Por  lo tanto,
se  puede  contrastar  la  hipótesis  nula  W (i, i)  =  O contra  la  alternativa  de ser  diferentes  por
medio  de  la  distribuciónF.  Como  1 +  W (i, i)  debe  ser  mayor  que  1,  se  pueden  obtener
estimaciones  finales de  W (i, i)  mediante:
W(i,i)  =         1.                              (4.8)
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Un  intervalo  de confianza para  W  (i, i)  para  un  nivel  de signíficatividad  u  está  dado  por:
           —      —   /F2
  V  (T—h,,h—2)            V(T—h,h—2)
donde  Fh,h_2)  y F       son los valores críticos  de  la distribución  F  con  (T  —  h,  h  —  2)
grados  de libertad  para  los niveles de significatividad  u/2  y  1 —  u/2,  respectivamente.
4.3.   Procedimientos  para  la  detección  de  cambios  de
varianza
Una  serie puede  estar  afectada  por  varios  cambios  de varianza.  En  este  caso, se  observa
una  serie  temporal  ,  definida  como sigue:
Yt=Xt+W(B)(I+WrS)(I+1’ViS’)At,
donde  {h1,..  .  ,  hr}  son  los instantes  de  los  r  puntos  de  cambio  y  W1,..  .  ,  W  son matrices
diagonales  de tamaño  k  x  k  que  denotan  el  impacto  de  los r  cambios.  Suponiendo  que  los
parámetros  son  conocidos, la  serie filtrada  de residuos  está  dada  por:
E  (1 + WrS)  .  (1  + W1S1))A,
y  la  matriz  de  covarianzas  residual  de  E  cambia  de   a  (1 + W1)  (1 + W1) en  t  h1,  a
(I+W2)(I+W1)(I+Wi)(I+W2)ent=h2,...
En  la  práctica,  los parámetros  de un  modelo  VARMA, el  número,  la  localización y  los
tamaños  de los cambios de varianza. son desconocidos.  Sean LR  y  G  los estadísticos  (4.5) y
(4.7)  respectivamente  calculados usando  los residuos  estimados  que son  obtenidos  mediante
(4.4).  Se definen los  máximos de estos  estadísticos  en  la  muestra  como,
 Fmax(hax)=maxt,1<t<T},  (4.9)
donde  h<  y hax  + 1 son las estimaciones  de los tiempos  de cambio utilizando  el estadístico
LRT  o el estadístico  cusum, respectivamente.  La distribución  de Amax  en  (4.9) es intratable  y
valores  críticos deben  ser obtenidos  mediante  simulación.  La distribución  de Fma, en (4.9)  es
asintóticamente  la distribución  de sup {IMI  : O  r   1} que está  dada  por  (ver, Billingsley,
pg.  85,  1968),
P{supM  a:Or1}=1+2(—1)iexp(—2i2a2),
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de  donde  pueden  ser  obtenidos  valores  críticos.  A  continuación  se  proponen  dos  algoritmos
iterativos  para  detectar  varios  cambios  y  estimar  sus  impactos  basados  en  los  estadísticos
Amax  and  Fmax.
Para  motivar  los procedimientos  propuestos  supongamos  una  serie  bivariante  de 500 ob
servaciones  de  un  modelo  vectorial  autorregresivo  de  primer  orden.  Se  consideran  las  tres
situaciones  ilustradas  en la Figura  4.1. Las tres  columnas en esta  matriz  de gráficos represen
tan  tres  procesos  generadores  diferentes.  La  primera  columna  corresponde  al  caso en que  no
hay  cambios de varianza.  La segunda  columna  corresponde  al caso de un cambio en la matriz
de  covarianzas  en  t  =  250,  donde  la  matriz  de  covarianzas  de las  innovaciones  cambia  de  1
a  la  matriz  3 x 1.  La tercera  columna  corresponde  al  caso de dos cambios  en t  =  166,  donde
la  matriz  de  covarianzas  de  las  innovaciones  cambia  de  1  a  3  x  1,  y  en  t  =  333,  donde  la
matriz  de covarianzas  vuelve a  ser 1.  Las filas representan  las series  de las dos  componentes
de  la  serie temporal  bivariante  y la  de los dos estadísticos  introducidos  en la  sección previa.
La  primera  (segunda)  fila en la  Figura  4.1 muestra  la  primera  (segunda)  componente  de esta
serie  bivariante.  La  tercera  y  cuarta  filas  muestran  las  series  de  valores  del  estadístico  de
razón  de verosimilitudes  (4.5) y del estadístico  cusum  (4.7)  respectivamente.  Estos  estadísti
cos  se han  calculado  con la  serie bivariante  presentada  en las dos primeras  filas  de la  misma
columna.  El caso  de varianza  constante  corresponde  a  la  primera  columna  de la  Figura  4.1.
En  este  caso  los  dos estadísticos  dibujados  en la  tercera  y cuarta  filas  están  dentro  de  las
dos  líneas  rectas,  calculadas  como será  explicado  más  adelante,  que  representan  el intervalo
de  confianza  al  nivel  del  95%  de  las  distribuciones  de  Amax y  Fmax.  La  segunda  columna
corresponde  al  caso de  un  cambio en t  =  250.  El  máximo de ambos  estadísticos  en valor  ab
soluto  está  alrededor  de  t =  250,  y es  mayor  que  el valor  crítico  correspondiente,  por  lo que
se  rechaza  la hipótesis  de varianza  constante.  La tercera  columna  corresponde  a dos cambios
de  nivel y existen dos extremos  significativos alrededor  de los tiempos  de los cambios t  =  166
y  t  =  333.
4.3.1.  Procedimiento  LRT
Especificar  un  modelo  vectorial  ARMA para  la  serie  observada  Y  y obtener  las estima
ciones  máximo verosímiles de  los parámetros  del  modelo  así  como la  serie de residuos.
1.   Calcular los estadísticos  LRh,  h  =  H  +  1, ...,  T  —  H,  para  un  valor  dado  de un  entero
H,  utilizando  los  residuos  obtenidos  en el paso  1. El  número  H  =  k  + m  es un  entero
positivo  que denota  el mínimo número de residuos  necesitados  para  estimar  la matriz  de
covarianzas.  El  valor m puede ser  fijado por el usuario,  y en los ejemplos y experimentos
de  Monte  Carlo  se ha  tomado  m  =  10.  Con ellos, se  obtiene  el estadístico  Amax 
en  (4.9).
2.   Comparar Amax (h)  con un  valor  crítico  especifico D para  un  nivel crítico  dado.  Si
Amax  (h)  <D,  se concluye que  no existe  un  cambio de varianzas  y  el procedimiento
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termina.  Si  Amax  (h)    D,  se  asume  que  se  detecta  un  cambio  de  varianzas  en
tiempo  t  =  
3.   Se estima  la  matriz   por  (4.8)  y  se  obtiene  una  serie  de  residuos  modificada  como
sigue:
-1-1.. (i+)  E
y,  con esta  serie de residuos,  se  define una  serie corregida  por,
rfYt                                     t<hl   .+pY*_p+E  1E1..qE_q  th,
donde  los  polinomios   (B)  y  § (B)  son  los  estimadores  máximo  verosímiles  de  los
parámetros.  Entonces,  volver  al  Paso  1 considerando  Y  como  el proceso observado.
4.   Cuando no  se  detecten  más  cambios  de varianza,  los parámetros  de  la  serie  y todos
los  cambios  de  varianza  detectados  en  los  pasos  previos  se  estiman  conjuntamente,
mediante  el modelo,
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Figura  4.1:  Serie bivariante  y estadísticos  para  detección  de  cambio de varianza.
-  hLRmax
 j,LR
—   max,
(B)Y  =C+e(B)(I+WS)...(I+WiS1))At. (4.10)
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Esta  estimación  conjunta  se lleva a cabo  en dos pasos.  Primero,  se estiman  los parámet
ros  suponiendo  que  no  existen  cambios  de varianza  y segundo  con  los residuos  se  es
timan  las  matrices  W.  Después se  corrige  la  serie,  y  se  repiten  estos  dos pasos  hasta
convergencia.
4.3.2.  Procedimiento  cusum
El  siguiente  procedimiento  es una  generalización del propuesto  por  Inclán  y Tiao  (1994).
El  algoritmo  está  basado  en sucesivas divisiones  de la  serie  en dos partes  cuando  se detecta
un  cambio  y procede  como sigue:
1.   Especificar un  modelo  ARMA vectorial  para  la  serie observada  ,  suponiendo  que  no
hay  cambios  de  varianza,  y  obtener  las  estimaciones  máximo  verosímiles  así  como  la
serie  de residuos.  A  continuación,  obtener  los  componentes  principales  de  la  serie  de
residuos,  C,  como en la  sección 4.2.  Se define t1 =  1.
2.   Obtener Fm  (hax)  para  Ct  en (4.9)  para  t  =  1,.  .  .  ,T.  Si Fmax  (h()  >  D,  donde  D
es  el valor crítico  asintótico  para  un  nivel crítico  dado,  ir al Paso  3. Si Fmax  (hax)  <  D,
se  asume que  no  existe  un  cambio de varianza  en la  serie y el  procedimiento  finaliza.
3.   El Paso  3 tiene  tres  subpasos:
a)   Obtener  Fm  (hax)  para  t  =  1,...  ,t2,  donde  t2  =   Si Fm  (ax)  >  D,
redefinir  t2 =  y  repetir  el Paso  3(a)  hasta  que  Fm< (h)  <  D.  Cuando esto
ocurra,  definir hf8t  =  t2  donde  t2 es el último  valor tal  que  Fmax (hax)  >  D.
b)   Repetir  una  búsqueda  similar  en  el  intervalo  t2   t   T,  donde  t2  es  el  pun
to  h  obtenido  en  el  Paso  2.  Para  ello,  definir  t  =  h<  +  1,  donde  hax  =
arg  max  {C  : t  =  ti,.  .  .  ,  T}  y repetir  hasta  que  Fm  (h)  <D.  Definir hiast =
t1  —  1,  donde  t1 es  el último  valor  tal  que  Fmax (ax)  >  D.
c)   Si Ihiast —  hfjr5tj  <  H,  existe  un  único  punto  de  cambio  y  el  algoritmo  finaliza
aquí.  Si  no,  mantener  ambos  valores  como  posibles  puntos  de  cambios y  repetir
los  pasos  2 y  3 para  t1 =  hf8t  y T  =  hia8t, hasta  que no se  detecten  más posibles
puntos  de cambio.  Entonces,  ir al  paso 4.
4.   Definir un  vector  £ =  (L1,. .  .  ,L)  donde  £  =  1,  £  =  T  y £2,...  ,L81  son  los puntos
detectados  en los pasos 2 y 3 en  order creciente.  Obtener  el estadístico  C,  en cada  uno
de  los intervalos  (Li, £j+2)  y comprobar  si los valores máximos son todavia  significativos.
Si  alguno  no  lo  es,  se  elimina  el  correspondiente  punto.  Repetir  el paso  4 hasta  que
el  número  de  posibles  cambios  no  varíe,  y  los  puntos  encontrados  en  las  iteraciones
anteriores  no  difiera  de  la  última.  El  vector  (L2 +  1,.  .  .  ,  £—  +  1)  contiene  los puntos
de  cambios  de varianza.
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5.   Por último,  se  estiman  los parámetros  de la  serie  y los cambios  de  varianza  detectados
en  los pasos  anteriores  conjuntamente  mediante  (4.10).
Observemos  que:  (1) los valores críticos en el algoritmo  LRT deben ser obtenidos  mediante
simulación,  como se verá  en  la  siguiente  sección,  mientras  que  los valores  críticos  utilizados
en  el procedimiento  cusum  son los valores  críticos asintóticos  del máximo  del valor absoluto
de  un  puente  Browniano.  (2)  En  ambos  algoritmos  se  requiere  una  distancia  mínima  entre
cambios  de  varianza  mayor  que  H,  de  tal  manera  que  la  matriz  de  covarianza.s pueda  ser
estimada.  Si se encuentran  varios cambios en un  intervalo  menor  que  H,  estos cambios  serán
considerados  como atípicos  y  estimados  mediante  el  procedimiento  descrito  en el capítulo  3.
(3)  El último  paso en el procedimiento  LRT  es necesario para  eliminar  sesgos en el tamaño  de
los  cambios  de varianza  estimados.  Como  en el paso  4,  el tamaño  del  cambio de  varianza  se
estima  tras  detectarlo,  si existen dos o más cambios,  el impacto  del primer  cambio detectado
se  ha  estimado  sin  tener  en  cuenta  el resto.  Entonces,  es  necesaria  una  estimación  conjunta
con  todos  los cambios  detectados.
4.4.   Cambios  en  las  varianzas  y  en  las  correlaciones
A  continuación,  se  supone  que  en  lugar  de  Xt  se  observa  una  serie  temporal  Y,  =
(Y1,  ...,  Ykt)’,  definida  como sigue. Sea W  una  matriz  constante  triangular  inferior  de tamaño
k  x  k.  Se  supone  que  las  innovaciones  que  afectan  a  la  serie,  E,  tienen  un  cambio  en  la
matriz  de covarianzas  de las componente  en el  mismo punto  t  =  h  dado  por  (4.1)  donde  W
es  triangular  inferior  y  la  serie  ¿bservada  Y  se puede  escribir  como en  (4.2).  La  matriz  de
covarianzas  de  E  cambia  en  el punto  t  =  h  de   a  =  (1 + W)   (1 + W)’.  Sin  perdida
de  generalidad,  se  supone  que  (1 + W)  es una  matriz  definida  positiva,  para  que  la  matriz
W  esté  bien  identificada.  Para  ello,  sean  =  LL  y  Q =  LnL  las descomposiciones  de
Cholesky  de  y Q,  respectivamente.  Entonces,  tomando,
W  =  L0L’  —  1,                         (4.11)
con  W  triangular  inferior,  se obtiene  Q =  (1  + W)   (1 + W)’,  y  puesto  que  la  descomposi
ción  de Cholesky es  única,  la  matriz  W  es también  única.
Como  en  el  caso  anterior,  para  contrastar  la  significatividad  de  un  cambio  en  ¿  =
se  supone  que  los  parámetros  del  modelo  vector  ARIMA  son  conocidos  y  mediante  ellos
se  pueden  obtener  los  residuos  como en  (4.4).  Se  considera  la  hipótesis  nula  H0  W  =  O
contra  la  hipótesis  alternativa  H1 :  W   O y se  define las  matriz  S  =   (EE,)  /T.  El
estadístico  de la  razón  de verosimilitudes  de los residuos en  (4.4) para  un  cambio en la matriz
de  covarianzas  en el  punto  t  =  h  está  dado  por,
sIT
LRh  =  log  51h_1  S2IT_l                     (4.12)
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y  bajo  la  hipótesis  nula  de  que  no  existe  cambio  y  suponiendo  el  modelo  es  conocido,  el
estadístico  LRh  tiene  una  distribución  asintótica  x2 con k  (k +  1)  grados  de libertad.
Un  estadístico  cusum  alternativo  se  obtiene  como  sigue.  Sea  Dm =  I’i  E’E  la
suma  de  cuadrados  acumulada  multivariante  de  {E1, .  .  .  ,  Em}  donde  m  es cualquier  valor
dado  1 <m  <  T.  Sea,
(4.13)
donde  FT =  O, es la suma de cuadrados  acumulada  de la secuencia E  centrada  y normalizada.
La  distribución  asintótica  del  estadístiéo  (4.13)  bajo  la  hipótesis  de  homocedasticidad  se
puéde  obtener  con  los  siguientes  Lema  y  Teorema,  cuyas  demostraciones  son  similares  al
caso  de  cambio de varianza,  por  lo que  no se  presentan.
Lema  4.3  Si  la  matriz  de covarianzas de la secuencia  {E1,.  .  .  ,  ET}  en  (...4) es constante,
para  un  valor dado t  =  m,
E  [Fm] =  o(T’).
La  distribución  asintótica  del estadístico  Fm se obtiene  en  el siguiente  Teorema.
Teorema  4.4  Sea  {E1, .  .  .  ,  ET}  una  secuencia  de  variables  aleatorias  Canssianas  inde
pendientes  e  idénticamente  distribuidas  con  media  O y  matriz  de  covarianzas  común  .
Si  Fm  Dm/DT  —  mIT,  donde  Dm  =   E,72’Et,  entonces,  el  estadístico  F  =
/7Fm   M0.
La  distribución  asintótica  del  estadístico  F  (Tk/2)  Fm bajo  la  hipótesis  de  que  no
existe  cambio  de  covarianzas  es  un  puente  Browniano.  De  este  modo,  el  estadístico  F_1
puede  ser  utilizado  para  contrastar  la  presencia  de  un  cambio  en  t  =  h,  mediante  el  valor
crítico  asintótico  de esta  distribución.  El  estadístico  F,  depende  de la matriz  de covarianzas
,  que  en la práctica  puede ser estimada  consistentemente  por la matriz  5  =   (EE)  /T.
Se  define el estadístico  Cm  como,
Cm  =  m   (S’S1m) —                      (4.14)
donde  S  =   (EE)  /m.  Bajo  la  hipótesis  de no  existencia  de  cambio,  los estadísticos
F,  y  Cm tienen  la  misma  distribución  asintótica.
El  impacto  de la  matriz  de  covarianzas  en  (4.11) se estima  con,
Ls2L’  —  1.                         (4.15)
Cuando  existen  varios  cambios,  los procedimientos  LRT  y cusum  para  cambios  de  var
ianza  se  adaptan  al  caso  de  cambios  en  la  matriz  de  covarianzas,  donde  la  matriz  W  se
estima  con (4.15). Los estadísticos  máximos en  (4.9) se  definen de la  misma manera  para  los
estadísticos  (4.12)  y  (4.14).
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Tabla  4.1:  Modelos para  el estudio  de simulación.
k=2 k=3
0.6
1 0.2
0.2
0.4  1
1
0
0
1
0.6
0.2
0.6
0.2
0.4
0.2
0   1
0
0.5
1 1
0
0
0
1
0
0
0
1
4.5.  Experimentos  de  Monte  Carlo
En  esta  sección  se  lleva a  cabo  un  estudio  de  simulación  dividido  en  varias  partes.  En
primer  lugar,  se  obtienen  valores  críticos  para  el  estadístico  Am<  en  (4.9)  para  W  diagonal
y  W  triangular  inferior  para  dos  modelos  vector  AR(1)  con  k  =  2,  3  respectivamente  y
que  aparecen  en  la  Tabla  4.1,  y tamaños  muestrales  T  =  100,  200,  500 y  1000. Para  cada
modelo  y tamaño  muestral,  se  han  generado  10000 series  y se ha  estimado  un  modelo vector
AR(1),  obtenido  los residuos,  E,  y calculado los estadísticos  (4.9). La  Tabla  4.2 proporciona
algunos  cuantiles  de  la distribución  de Am  para  ambos  modelos y  tamaños  muestrales  bajo
la  hipótesis  de homocedasticidad  de  la serie.  Se hace notar  que  los  cuantiles  dependen  de  la
dimensión  de la  serie temporal.  La  distribución  asintótica  del  estadístico  Fma,,  es conocida,
pero  también  se  estudia  el  comportamiento  en  muestras  finitas  de  los  cuantiles  de  estos
estadísticos  que se muestran  en la  Tabla 4.2. Se puede observar  que los cuantiles  en muestras
finitas  son  siempre  menores  que  los  asintóticos,  lo  que  implica  que  el  uso  de  los  cuantiles
asintóticos  es  una  decisión  conservadora  y  por  lo  tanto  el error  de  tipo  i  no  aumentará.  En
este  caso, los cuantiles  muestrales  no dependen  de  la dimensión  1.
A  continuación,  se  realiza  un  estudio  de  simulación  del  tamaño  y  la  potencia  de  los
procedimientos  para  cambios  de varianza.  Para  ello,  se  consideran  los modelos  de la  Tabla
4.1  para  T  =  100,  200 y  500. Para  el  caso  de un  cambio  de  varianzas,  se  consideran  tres
localizaciones  del punto  de cambio, h =  [0.25TJ, [0.50T] y [0.75T]. Estos  cambios transforman
la  matriz  de covarianzas  original,   =  1,  en Q =  (1  + W)  (1 + W),  donde  W  es una  matriz
diagonal.  Se  consideran  tres  posibles  matrices  de  la  forma  W  =  al,  donde  a  toma  tres
posibles  valores:  a  =  0,  en  el  caso  de  no  haber  cambio  de  varianzas,  a  =  —  1,  en  la
que  la  matriz  de  covarianzas  es  multiplicada  por  2,  y  a  —  1,  en  el  que  la  matriz  de
covarianzas  es  multiplicada  por  3.  En  cada caso,  se generan  5000 series  y se  aplican  los dos
procedimientos  para  cada  serie  con  el  valor  crítico  al  95 % de  la  Tabla  4.2.  Los resultados
se  muestran  en las  Tablas  4.3  y 4.4,  donde  las columnas  4  a  6 y  9 a  11  dan  el  número  de
cambios  de varianza  detectados  por  los algoritmos  y  las columnas  7,  8,  12 y  13 muestran  la
mediana  y  la  desviación  absoluta  media  de  las  estimaciones  del  punto  de  cambio  en  cada
caso.  Los casos  con  a  =  O indican  el error  de tipo  1 de  los procedimientos,  que es  alrededor
del  5 % en todos  los tamaños  muestrales  considerados.  De estas  dos  tablas  se  concluye que
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Tabla  4.2:  Cuantiles  empíricos  para  los  estadísticos  Amax y  Fmax basados  en  10000  series.
W  diagonal  ______________________________
-Probabilidad-LRT            Probabilidad-Cusum
k=2  50%  90%  95%  97.5%  99%  50%  90%  95%  97.5%  99%
n=100   9.02   13.94   16.08   17.96   20.02   0.73   1.12   1.27    1.41    1.55
n=200   9.74   15.10   16.76   18.80   21.27   0.76   1.13   1.28    1.42    1.56
n=500   10.87   15.91   17.82   19.92   21.70   0.80   1.18   1.31    1.46    1.61
n=1000   11.24   16.65   18.55   20.27   22.65   0.81   1.19   1.33    1.47    1.62
n=oo    -     -     -     -      -     0.82   1.22   1.35    1.48    1.62
k=3  50 %  90 %  95 %  97.5  %  99 %  50 %  90 %  95 %  97.5  %  99 %
n=100   11.97   17.76   19.82   21.55   24.68   0.72   1.08   1.22    1.32    1.45
n=200   13.03   18.89   20.79   22.44   25.04   0.77   1.17   1.31    1.41    1.56
n=500   14.34  20.10   22.16   24.13   26.06   0.80   1.19   1.32    1.43    1.57
n=1000   14.71   20.47  22.40   24.40   26.68   0.81   1.20   1.34    1.45    1.59
n=oc    -     -     -     -      -     0.82   1.22   1.35    1.48    1.62
W  triangular  inferior
Probabilidad-LRT Probabilidad-Cusum
k=2 50% 90% 95% 97.5% 99% 50% 90% 95% 97.5% 99%
n=100 11.07 16.87 18.93 20.67 23.66 0.75 1.16 1.30 1.39 1.55
n=200 11.73 17.29 19.34 21.57 23.97 0.77 1.17 1.31 1.41 1.57
n=500 12.69 18.36 20.60 22.31 25.07 0.79 1.18 1.32 1.42 1.58
n=1000 13.16 19.01 21.44 23.56 26.52 0.80 1.19 1.33 1.44 1.60
n=oo - - - - - 0.82 1.22 1.35 1.48 1.62
k=3 50% 90% 95% 97.5% 99% 50% 90% 95% 97.5% 99%
n=100 17.37 24.66 27.30 29.15 32.32 0.75 1.13 1.26 1.38 1.51
n=200 18.24 24.94 27.38 29.18 32.68 0.76 1.14 1.29 1.44 1.54
n=500 19.26 25.88 28.47 30.65 34.78 0.78 1.17 1.33 1.44 1.56
n=1000 19.96 26.86 28.86 30.80 34.95 0.80 1.20 1.34 1.46 1.60
n=oo - - - - - 0.82 1.22 1.35 1.48 1.62
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Tabla  4.3: Resultados  para  el modelo  1 y  un  cambio  de varianza.
Procedimiento  LRT Procedimiento Cusum
T h frecuencia frecuencia
0 1  >  2 Med. Mad 0  1  >  2 Med. Mad
1 100 — 95.8 4.2    0 — — 96.6   3.4    0 —
1 200 — 95.4 4.4   0.2 — 95.6   4.2  0.2 —
1 500 — 95.6 4.2   0.2 — — 96.2   3.6  0.2 —
2  x  1
2  x  1
2  x 1
100
200
500
25
50
75
50
100
150
125
250
375
25
55.7
37.7
49.5
22.8
7.6
14.8
0
0
0.2
9.6
43.5   0.8
61.5   0.8
50.3   0.2
75.0   2.2
90.6   1.8
84.2   1.0
98.6   1.4
96.8   3.2
97.4   2.4
88.8   1.6
26
51
75
51
100
150
126
251
376
25
4
5
4
6
5
4
4
3
4
2
52.3   47.1   0.6
14.2   84.8   1.0
25.3   74.7   0
13.4  83.2   3.4
1.2   96.2   2.6
4.8   93.8   1.4
0.2   95.4   4.4
0    94.0   6.0
0   95.2   4.8
9.4   88.4   2.2
34
52
74
57
101
150
130
252
375
28
7
3
3
7
3
4
6
3
4
3
3  x  1 100 50
75
2.2
6.4
97.0   0.8
92.6   1.0
50
75
2
2
0.2   98.0   1.8
1.6   97.0   1.4
51
75
1
2
3  x  1
3  x  1
200
500
50
100
150
125
250
375
0
0
0.2
0
0
0
97.4   2.6
96.8   3.2
97.4   2.4
95.4   4.6
97.2   2.8
96.6   3.4
50
100
150
125
250
375
2
2
1
1
1
2
0   95.8   4.2
0   96.6   3.4
0.2   95.6   4.2
0   92.0   8.0
0.2   91.8   8.0
0   93.4   6.6
52
101
150
126
251
375
2
1
1
2
1
1
cuando  T  =  100  el  procedimiento  cusum  funciona  mejor  que  el  procedimiento  LRT.  Para
T  =  200 y para  un cambio pequeño,  c  =  2, el procedimiento  cusum  es ligeramente  superior  al
LRT,  pero para  un  cambio  grande  c  =  3,  el procedimiento  LRT  es ligeramente  más potente.
Las  estimaciones  del momento  de cambio,  h, son similares  para  ambos  procedimientos.  Para
T  =  500 el algoritmo  LRT  detecta  más  frecuentemente  un  cambio que  el cusum,  que tiende
a  detectar  más de  un  cambio en  algunas  series.
Para  dos cambios,  se  consideran  los  mismos  tamaños  muestrales  y  puntos  de  cambio
en  (h1, h2)  =  ({0.33T] ,  [0.66T]).  Cada  punto  de  cambio  es  asociado  con  dos  matrices,  Q
y  Q2, que  dan  las  matrices  de  covarianzas  residuales  después  del  momento  de  cambio.  Se
consideran  seis combinaciones  de estas  matrices.  Para  cada  caso, se generan  5000 series con
los  correspondientes  cambios. Entonces,  se aplican  ambos  procedimientos  con el valor crítico
al  95 % de la Tabla  4.2. Los resultados  aparecen  en las Tablas  4.5 y 4.6.  Las columnas  6 a  9
de  esas tablas  son los números  de cambios de varianzas  detectado  por  cada  algoritmo,  y las
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Tabla  4.4:  Resultados  para  el  modelo  2  y  un  cambio  de  varianza.
Procedimien to  LRT Procedimiento Cusum
Ç T h frecuencia frecuencia
0 1  >  2 Med. Mad 0  1  >  2 Med. Mad
1 100 — 95.8 4.0   0.2 96.0   4.0    0 —
1 200 — 93.4 6.2   0.4 — — 95.4   4.4  0.2 —
1 500 — 97.0 3.0    0 — — 95.8   3.8  0.4 —
2  x  1 100
25
50
75
39.7
23.4
41.1
59.7   0.6
76.0   0.6
58.3   0.6
25
50
75
3
4
4
30.5   68.1   1.4
5.4   92.6   2.0
14.4   84.8   0.8
30
51
75
5
2
3
2  x  1 200
50
100
150
125
8.4
1.2
5.4
0
90.4   1.2
96.6   2.2
92.8   1.8
97.8   2.2
50
100
150
125
4
3
3
2
1.2   96.2   2.6
0.2   97.2   2.6
1.2   96.8   2.0
0    92.0   8.0
53
101
150
127
4
2
2
4
2  x  1 500 250
375
25
0
0
1.2
97.8   2.2
98.2   1.8
97.6   1.2
250
375
25
2
3
1
0.2   94.4   5.4
0.2   92.6   7.2
0.8   97.8   1.4
251
375
26
2
2
2
3  x  1
3  x 1
100
200
50
75
50
100
150
0
2.4
0
0
0
98.2   1.8
96.4   1.2
98.4   1.6
95.6   4.4
97.6   2.4
50
75
50
100
150
1
1
1
1
1
0    96.4   3.6
0.4   96.8   2.8
0   96.0  4.0
0.2   92.2   7.6
0    97.0   3.0
50
75
51
101
150
1
1
1
1
1
3  x  1 500
125
250
375
0
0
0
97.8   2.2
96.4   3.6
97.8   2.2
125
250
375
1
1
1
0.2   93.0   6.8
0    92.8   7.2
0    95.2   4.8
126
251
375
2
1
1
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columnas  10 a  13 muestran  la  mediana  y  la  desviación  absoluta  media  de  las  estimaciones
de  los puntos  de  cambio.  Para  dos puntos  de cambio,  las  ventajas  del procedimiento  cusum
sobre  el LRT  es clara.  En  primer  lugar  la  frecuencia  de  detección  de  dos puntos  de  cambio
es  mayor  para  el  procedimiento  cusum  en casi  todos  los  casos, y  segundo,  el  procedimiento
LRT  sufre de una  sobreestirnación  del número  de cambios en algunas  situaciones.  En general,
excepto  cuando  Ic =  2,  el  tamaño  muestral  es  pequeño  (T  =  100)  y  pequeños  cambios
(Q1  =  2  x  1,  Q2 =  1),  la  frecuencia  de  detección  es  baja:  17.2%  y  34.9%  para  k  2  y
k  =  3,  respectivamente.  En  el  resto  de  casos,  el  procedimiento  cusum  funciona  bastante
bien,  con varios  casos sobre  el  90 % de  potencia.  Como  en  el caso previo,  cuando  el tamaño
muestral  crece,  el  cambio  es  mayor  y  el  número  de  componentes  crece,  el  procedimiento
funciona  mejor.  También  parece  que la  estimación  del  segundo  cambio  tiene  menor  mad,  lo
que  sugiere que el procedimiento  detecta  más eficientemente  el cambio  al final  de la  serie. La
mediana  de las estimaciones  son bastante  aproximadas  a  los puntos  de cambio reales excepto
con  el menor  tamaño  muestral  y el menor  de los cambios.
A  continuación  se estudia  el caso de  cambios de varianzas  y correlaciones,  para  lo que se
realiza  un estudio  de simulación que estime  la potencia  de los procedimientos  para  el caso de
un  cambio. Para  ello, se consideran  los mismos modelos y tamaños  muestrales  para  k  =  2 que
en  l  caso previo. Los cambios se introducen  transformando  la matriz  de covarianzas original,
=  1,  en       = (1  + W)  (1 + W)’,  donde  W  es una  matriz  triangular  inferior.  Se consideran
dos  posibles  matrices  W,  asociadas  con  dos matrices  Qi  y Q2 que  representan  la  situación
en  que  las varianzas  de cada  componente  se multiplican  por  2 y las covarianzas  pasan  de O a
0.5  y -0.5 respectivamente.  En cada  caso, se generan  5000 series. Entonces,  se  aplican los dos
procedimientos  con  el valor crítico  del 5 % de la  Tabla  4.2. Los resultados  se  muestran  en la
Tabla  4.7, con  el mismo  diseño que  antes.  El  caso con  Q =  1  muestra  el  error  de tipo  1 de
los  procedimientos,  que  es alrededor  del  5 % en  todos  los tamaños  muestrales  considerados.
Cuando  T =  100,  el procedimiento  cusum  parece  funcionar  mejor que  el LRT. Para  T  =  200
el  procedimiento  cusum  es ligeramente  superior  al LRT,  pero  cuando  T  500, la  frecuencia
de  detección de  un  punto  de cambio  es  mayor  que  el  90 % y  existe  un  pequeño  incremento
de  la  detección  de  dos cambios  en  el procedimiento  cusum,  lo  que  ya  ocurría  en  el caso de
cambios  de varianzas.  Las  estimaciones  del momento  de  cambio,  h,  son  bastante  parecidas
en  ambos  procedimientos.
Finalmente,  se  estudia  la  potencia  de  los  estadísticos  cuando  existe  además  un  cambio
en  las matrices  de parámetros,  lo que  se denominará  un  cambio estructural.  Sea Y  una  serie
generada  por  el siguiente  modelo:
f       1(B)Y=Ci+e1(B)A  t<h
1 2  (B)   =  C2 + e2 (B) (A  + WSA)  t>  h
tal  que  la  matriz  de  covarianzas  y  los  polinomios  del  modelo  cambian  en  tiempo  t  =  h.
Los  polinomios  i  (B),  2  (B),  e1 (B)  y  e2 (B)  se suponen  que  verifican  las condiciones
de  estacionaridad  e  invertibilidad  de  la  sección  4.2.  Si  los  procedimientos  tienen  buenas
propiedades  de  potencia  para  detectar  cambios de  la  matriz  de  covarianzas  bajo  un  cambio
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Tabla  4.5:  Resultados  para  el  modelo  1 y  dos  cambios  de  varianza.
Procedimiento  LRT
i 2 T h1 112       frecuencia 112
0    1    2      3 Med. Mad Med. Mad
100 33 66  75.2  18.2  6.6    0 33 4 68 4
2  x  1 1 200
500
66
166
133  51.1   17.8   30.7   0.4
333   6.6   3.6   85.0   4.8
66
166
3
4
133
333
4
4
3  x  1 1
100
200
500
33
66
166
66   33.9   14.8  50.9   0.4
133   2.6   2.0   92.4   3.0
333    0     0    82.6   17.4
33
66
166
2
2
1
66
133
333
2
2
1
100 33 66  9.4  67.5  22.8  0.2 32 3 66 1
2  x  1 1/2  x  1 200
500
66
166
133   3.8   37.7   57.9   0.6
333  17.4   2.4   76.4   3.8
65
166
4
4
133
333
1
1
100 33 66  12.4  86.0  1.6    0 21 4 66 1
1/2  x  1 2  x  1 200
500
66
166
133   9.2   71.1   19.0   0.6
333  21.4   9.0   59.9   9.6
59
163
7
5
133
334
1
1
100 33 66  3.6  23.4  72.1  0.8 33 2 66 0
3  x  1 1/3  x  1 200
500
66
166
133   4.6   3.8   88.6   3.0
333    0    1.0   81.2   17.8
66
166
2
1
133
333
0
0
1/3  x  1 3  x  1
100
200
500
33
66
166
66   3.8   83.0   12.4   0.8
133   9.0   19.8  63.3   7.8
333   0.8   1.6   78.6   19.0
26
63
164
4
3
2
66
133
333
1
0
0
Procedimiento  Cusum
i
2x  1
2
1
n
100
200
500
hi
33
66
166
h2       frecuencia
0    1    2    > 3
66   75.4   7.4   17.2   0
133  31.3   2.8   64.9   1.0
333   0.6   0.2   91.8   7.4
h1
Med.
35
68
167
Mad
2
2
3
112
Med.
64
132
331
Mad
2
2
3
100 33 66  27.5  3.2  68.9  0.4 34 1 65 1
3  x 1 1 200
500
66
166
133   0.2    0   95.0   4.8
333    0    0.2   91.4   8.4
67
167
1
1
132
331
2
2
100 33 66  20.8  31.5  47.5  0.2 35 3 65 1
2  x  1 1/2  x  1 200
500
66
166
133  26.5   5.2   65.5   2.8
333  23.4   0.6,   70.5   5.4
67
168
3
4
132
332
1
1
100 33 66  12.6  72.7  14.0  0.6 31 2 67 1
1/2  x  1 2  x  1 200
500
66
166
133  30.9  22.6  41.7   4.8
333  23.4   3.6   65.3   7.6
64
165
3
3
134
334
1
1
100 33 66  16.2  4.4  78.4  1.0 34 1 65 1
3  x  1 1/3  x  1 200
500
66
166
133   8.2   2.2   86.0   3.6
333   0.2   0.8   92.0   7.0
67
167
1
2
132
332
1
1
100 33 66  18.4  43.9  34.5  3.2 32 1 67 1
1/3  x 1 3  x  1 200
500
66
166
133   9.2   7.4   78.6   4.8
333   0.8   4.0   87.8   7.4
65
165
2
2
134
334
1
1
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Tabla  4.6:  Resultados  para  el  modelo  2  y  dos  cambios  de  varianza.
Procedimiento  LRT
1 í2 T h1 h2       frecuencia h1 h2
0    1    2    > 3 Med. Mad Med. Mad
2  x  1 1
100
200
500
33
66
166
66   67.9  21.8  10.2    0
133   3.6   6.4   80.4   9.6
333   1.2   0.2   93.8   4.8
32
64
166
4
2
4
67
133
333
3
0
3
3  x  1 1
100
200
500
33
66
166
66   19.4  13.2  66.5   0.8
133   0.2   0.2   95.0   4.6
333    0     0    73.3   26.7
33
66
166
2
1
1
66
133
333
1
1
1
2  x  1 1/2  x  1
100
200
500
33
66
166
66   2.8   65.1  32.1   0
133   3.8   25.1   68.3   2.8
333   7.6   1.0   85.8   5.6
32
65
166
3
4
3
66
133
333
1
1
1
1/2  x  1 2  x  1
100
200
500
33
66
166
66   3.0   93.0   4.0    0
133   7.0   61.3  29.9   1.8
333   10.2   3.0   71.1   15.6
24
61
163
6
5
4
66
134
334
0
1
1
3  x  1 1/3  x  1
100
200
500
33
66
166
66   3.6   13.2  82.4   0.8
133   1.6   1.2   90.9   6.2
333    0     0    78.8   21.2
33
66
166
1
1
1
66
133
333
0
0
0
1/3  x  1 3  x  1
100
200
500
33
66
166
66   4.8   76.4  18.4   0.4
133   4.8   5.6   78.6   11.0
333    0    0.4   81.0   18.6
29
64
165
4
2
1
66
133
333
0
0
0
Procedimiento  Cusum
1
2  x  1
2
1
T
100
200
500
h1
33
66
166
h2       frecuencia
0     1     2      3
66   54.9   9.8   34.9   0.4
133   3.6   4.6   88.0   3.8
333    0    0.2   92.6   7.2
í1i
Med.
34
65
167
Mad
2
1
2
í
Med.
65
133
332
Mad
1
0
2
3  x  1 1
100
200
500
33
66
166
66   6.4   0.8   90.6   2.2
133   0.2    0    95.2   4.6
333    0     0   92.0   8.0
34
66
167
1
1
1
65
132
333
1
1
1
2  x 1 1/2  x  1
100
200
500
33
66
166
66   15.0   18.8  65.7   0.4
133  20.8   1.4   74.3   3.4
333   10.0   0.4   81.4   8.2
34
67
167
1
2
2
65
132
332
1
1
1
1/2  x  1 2  x  1
100
200
500
33
66
166
66   14.4  59.5   23.8   2.2
133   19.4   9.0   64.9   6.6
333   12.8   3.0   78.8   5.4
32
65
165
2
2
2
66
133
334
0
0
1
3  x 1 1/3  x  1
100
200
500
33
66
166
66   13.4   0.8   84.4   1.4
133   2.0   0.8   93.4   3.8
333    0     0   90.6   9.4
33
67
167
1
1
1
66
133
333
0
0
0
1/3  x  1 3  x  1
100
200
500
33
66
166
66   12.4  24.6  58.7   4.2
133   4.6   3.0   85.0   7.4
333    0    0.8   90.8   8.4
33
65
165
1
1
1
66
133
333
0
0
0
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Tabla  4.7: Resultados  para  el modelo  1 con  cambio de varianzas  y  de correlaciones.
Procedimiento  LRT Procedimiento Cusum
í T h frecuencia 1i frecuencia
0 1   > 2 Med. Mad 0     1   > 2 Med. Mad
1 100 — 95.4 4.6    0 — — 94.6   5.4    0 — —
1 200 — 95.0 5.0    0 — — 95.4   4.4  0.2 — —
1 500 — 94.6 5.2   0.2 — 94.6   5.0  0.4 — —
Ç 100
25
50
75
50
63.3
45.9
58.7
26.1
36.3   0.4
53.3   0.8
40.7   0.6
71.9   2.0
26
50
75
51
6
5
3
4
60.7   38.1   1.2
18.0   81.2   0.8
31.3   67.9   0.8
21.0   77.6   1.4
34
52
74
56
7
3
3
6
Ç 200 100
150
125
9.2
16.6
0.2
89.0   1.8
81.8   1.6
96.4   3.4
101
151
126
5
4
4
1.6   95.8   2.6
5.4   91.8   2.8
0.2   93.0   6.8
103
149
129
4
4
6
Ç 500 250
375
25
0
0
65.3
97.4   2.6
96.8   3.2
34.1   0.6
251
376
26
3
3
5
0    94.0   6.0
0   93.0   7.0
60.7   38.1   1.2
252
375
36
4
4
7
2 100 50
75
47.1
53.9
52.3   0.6
45.3   0.8
51
75
6
4
20.8   78.6   0.6
31.3   68.1   0.6
52
74
3
3
50 20.2 77.8   2.0 51 5 15.4   81.8  2.8 56 6
Q2 200 100
150
125
9.4
15.8
0.4
87.8   2.8
83.0   1.2
98.0   1.6
101
151
126
4
5
4
0.4   97.6   2.0
5.4   92.2   2.4
0.2   95.4   4.4
102
150
130
4
4
6
Q2 500 250
375
0
0
97.2   2.8
96.4  3.6
251
376
3
3
0    94.8   5.2
0.2   93.6  6.2
252
375
4
4
Tabla  4.8:  Modelos  para  el  estudio  de  simulación  con  cambios  estructurales.
ç1___  ri1       112
0.b.2     0.Ó.4      2   0.5       2    —0.5
0.2  0.4     0.4 0.7     0.5   2      —0.5   2
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Tabla  4.9:  Resultados  para  cambios  estructurales.
Procedimiento  LRT Procedimiento Cusum
í T h frecuencia h frecuencia
Q 100
25
50
75
0
74.1
54.3
54.1
1    > 2
25.3   0.6
45.3   0.4
45.7   0.2
Med.
24
50
75
Mad
6
5
4
0     1    > 2
73.3  26.5  0.2
28.1   71.5   0.4
30.5  69.1   0.4
Med.
41
52
74
Mad
10
3
3
Q 200
50
100
150
43.7
15.8
14.2
54.9   1.4
81.8   2.4
80.4   5.4
50
101
152
8
8
5
43.9  54.5   1.6
5.0   92.6   2.4
5.4  91.6   3.0
63
102
149
12
5
4
Ç 500
125
250
375
3.2
0
0.2
91.2   5.6
91.6  8.4
72.5   27.3
126
251
377
6
4
4
2.0   94.0   4.0
0    93.2   6.8
0    94.0   6.0
132
252
375
11
5
5
2 100
25
50
75
73.7
53.9
48.7
26.1   0.2
44.9   1.2
50.5   0.8
25
49
75
5
8
4
75.8  23.8   0.4
31.5  67.7   0.8
31.3  67.9   0.8
38
52
74
10
4
4
Q2 200
50
100
150
44.5
12.4
11.2
53.1   2.4
85.6   2.0
83.4   5.4
50
101
151
8
7
4
40.9  58.3  0.8
3.0   93.0   4.0
5.0   92.8   2.2
62
102
149
12
5
5
125 5.8 91.4   2.8 126 8 3.2   93.4  3.4 132 10
2 500 250
375
0
0.2
90.2   9.8
71.9  27.9
251
377
5
4
0   96.0  4.0
0   92.0   8.0
253
375
5
4
88
5.5
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Logaritmo  del  Índice del  precio de  la harina  en  Buffalo
1973      1974      1975      1976      1977      1978      1979      1980      1981
Logaritmo del Índice del precio de la harina en Minneapolis
Figura  4.2:  Índices  de precios de  la  harina  en tres  ciudades  de U.S.A.
estructural,  éstos  pueden  ser  un  arma  útil  para  detectar  además  cambios  estructurales.  Se
consideran  los  modelos  en  la  Tabla  4.8  y  los  tamaños  muestrales  T  100,  200  y  500,
para  k  =  2.  Los  cambios  se  introducen  transformando  la  matriz  de  covarianzas  original,
=  1,  en íl  y  Q2, y  los polinomios  autorregresivos  11  en  112. Para  cada  caso,  se  generan
5000  series  y  se  aplican  los  procedimientos  con  los valores  críticos  al  5 % de  la  Tabla  4.2.
Los  resultados  aparecen  en la  Tabla  4.9.  Se concluye  que  ambos  procedimientos  tienen  un
pequeño  decrecimiento  en la  potencia  para  pequeñas  muestras,  especialemente  en el caso en
que  h =  [0.25T1, pero  no pierden  potencia  para  tamaños  muestrales  grandes,  aquí  T  =  500.
4.6.  Ejemplos
4.6.1.  El  precio  de  la  harina
Se  considera  la  serie bivariante  de los logaritmos  de los índices mensuales  de precios de la
harina  en tres  ciudades  de  Estados  Unidos  en el periodo  de Agosto  de  1972 a  Noviembre de
1980.  Esta  serie vectorial  fue analizada  por  Tiao  y Tsay  (1989), Grubb  (1992) y Lütkepohl  y
Poskitt  (1996) y  aparece  en la  Figura  4.2. Tiao y Tsay  (1989) ajustan  un  vector ARMA(1,1)
con  restricciones  a  la  serie  mientras  que  Grubb  (1992),  por  el  criterio  de  información  de
5.5
5
4.5
5
4.5
1973      1974
5
1975     1976     1977     1978     1979
Logaritmo  del  Índice del  precio de  la harina en  Kansas City
1980      1981
4. -
1973     1974     1975     1976     1977     1978     1979     1980 1981
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Tabla  4.10: Matriz  de parametros  AR  (fi), matriz  de  covarianza  estimada  ()  y matriz  de
correlaciones  estimada  (R)  para  los  tres  modelos  ajustados  para  la  serie  del  precio  de  la
harina.  Errores  estándar  de los coeficientes aparecen  bajo  paréntesis.
Cambio  en t  =  33Mod.       VAR(1)                           Pr.parte  (1-32)     Seg. Parte  (33-100)Abril,_1975
— =
fl
—0.86   1.01   0
(0.17)    (0.18)
—0.43   0.62   0
(0.17)   (0.19)
0    0.25  0(0.10)
—0.83   0.96   0
(0.15)    (0.16)
—0.48   0.64   0
(0.13)   (0.14)
0    0.21  0
(0.11)
—0.61   0.95   0
(0.14)    (0.20)
0    0.40  0(0.16)
0    0.43  0
—            (0.18)
—
—0.28   0.26   0
°“  °“0     0    0
0     0    0 1
—              —
— —
102
0.20  0.21   0.20
0.21   0.24  0.22
0.20  0.22   0.27
0.20  0.21   0.20
0.21   0.23  0.22
0.20  0.22  0.26
0.24  0.26  0.27
0.26  0.30  0.31
0.27  0.31   0.37
—
0.19  0.20  0.17
0.20  0.21   0.19
0.17  0.19  0.21
—
—
R
1    0.95   0.86
0.95    1    0.86
0.86  0.86    1
1    0.97  0.87
0.97    1    0.89
0.87  0.89    1
1    0.96  0.90
0.96    1    0.93
0.90  0.93    1
1    0.99  0.85
0.99    1    0.90
0.85   0.90    1
Tabla  4.11: Resumen  de los procedimientos  LRT  y cusum  para  los datos  de la  harina.
Método VAR(1) LRT
W  diag.
Cusum
W  diag.
LRT
W  triang.
Cusum
W  triang.
h — 28 60 33 33
Am/Pmax
fi
13.26
—
0.63
—
-0.14
0.40
-0.02
28.95
0
-0.53
-0.17
0
0
-0.09
-0.14
0.40
-0.02
1.78
0
-0.53
-0.17
0
0
-0.09
AIC -14.01 -14.01 -14.01 -27.39 -27.39
BIC -13.77 -13.77 -13.77 -26.99 -26.99
0.1 •
0
•• .
—0.1
—0.2
—0.2    —0.1
•
,0     0.1
0.2 • .
0.1 •
0 . . •
—0.1
,
—0.1     0     0.1     0.2      L.2    —0.1     0     0.1     0.2
0.2
0.1
•
—0.1
—0.2
—0.1     0     0.1     0.2      —0.2    —0.1     0     0.1     0.2
Figura  4.3: Gráfico de puntos  de la  primera  diferencia  del logaritmo  de cada  fndice frente  al
primer  retardo  de  la  misma  serie.
Akaike  (AIG),  selecciona  un  vector  AR(2)  con  restricciones.  Lütkepohl  y  Poskitt  (1996)
investigan  cointegración  en estas  series  mediante  el  test  de  Johansen  en  un  modelo  vector
AR(2),  rechazando  la  hipótesis  nula  de  cointegración.  Entonces,  ajustan  un  vector  AR(1)
para  la  serie diferenciada,  que  se  muestra  en la  segunda  columna  de  la  Tabla  4.10.
Utilizando  este  modelo,  se  aplican  los  procedimientos  LRT  y  cusum  para  cambios  de
varianza  a  los  datos.  La  Tabla  4.11 resume  los  resultados.  Las  columnas  3  y  4  muestran
que  los  máximos  de  los  estadísticos  LRT  y  cusum  no  son  significativos,  por  lo  que  no  se
detecta  ningún  cambio  de varianza.  Entonces  se  aplican  los procedimientos  para  el caso  de
cambio  de varianzas  y de correlaciones  para  los datos  y  ambos  procedimientos  detectan  un
cambio  en  t  =  33  (Abril,  1975) como  se muestra  en  las  columnas  5  y  6 de  la  Tabla  4.11.
La  estimación  de  W  se obtiene  como en  (4.15). Teniendo  en cuenta  que  no  existe evidencia
de  cambios  de  varianza,  aparentemente  el  cambio  acontece  en  la  estructura  de  correlación
entre  los componentes  de la serie.  En la  Tabla  4.11 se  incluyen los valores  de los criterios  de
información  Akaike  y Bayesiano  (AIG y BIC)  para  cada  modelo. El  valor de ambos  criterios
se  reduce  cuando  el cambio en la matriz  de covarianzas  se  incluye en  la estimación,  y  los dos
criterios  indican  que  el modelo con  un  cambio de varianza  en t  =  33  (Abril,  1975) parece  ser
más  apropiado  para  los datos.  El modelo  final estimado  se muestra  en la  tercera  columna  de
la  Tabla  4.10.
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Datos  en 1—32                       Datosen 33—100
0.2
0.1
Buffalo  O
—0.1
—0.2  —
—0.2    —0.1     0     0.1     0.2
0.2  —
0.1
Minnea.  O
—0.1
nc.  —
0.2  —
0.1
Kansas C. O
—0.1
—0.2 L...
—0.2
0.2
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Avila
1881   1882   1883   1884   1885   1886   1887   1888    1889    1890    1891
Palencia:
1881   1882   1883   1884   1885   1886   1887   1888   1889   1890   1891
Salaman.3
1881  1882  1883  1884  1885  1886  1887  1888  1889  1890  1891
Vallado. :     
1881  1882  1883  1884  1885  1886  1887  1888  1889  1890  1891
Zamora : 
1881  1882  1883  1884  1885  1886  1887  1888  1889  1890  1891
Figura  4.4:  Índices de precios  del trigo  en cinco  provincias  de  Castilla,  España
Finalmente,  se  estima  un  modelo  vector AR(1)  a  las submuestras  1-32 y 33-100. Los dos
modelos  estimados  con  sus  errores  estándar  se  muestran  en la  cuarta  y  quinta  columna  de
la  Tabla  4.10.  Como  puede  verse,  los parámetros  del  modelo y  las  matrices  de  covarianzas
residuales  son  diferentes  en  ambos  modelos  por  lo  que  se  concluye  que  la  serie  tiene  un
cambio  estructural  en  t  =  33  (Abril,  1975). El  modelo  para  la  segunda  parte  de  la  serie  es
aparentemente  un  paseo  aleatorio  y la  matriz  de covarianzas  residual  tiene  valores  menores
que  la  obtenida  en la  primera  parte  de la  serie. Para  entender  mejor  el cambio,  las tres  filas
de  la  figura  4.3  muestran  los  gráficos de  puntos  de  la  diferencia  del  logaritmo  del  Indice
en  cada  una  de  las  ciudades  frente  al  primer  retardo  de la  misma  serie.  En  cada  columna
aparece  una  de las  submuestras,  1-32 y 33-100. Se puede  comprobar  que  la  primera columna
muestra  puntos  con una  pequeña  correlación  positiva,  mientras  que  en  la segunda  columna
los  datos  aparentemente  no  muestran  correlación.
4.6.2.  El  precio  del  trigo
Se  considera  la serie en logaritmos  del índice mensual  de precios del trigo de cinco provin
cias  en  Castilla  en  España,  en  el periodo  de  Julio  de  1880 a  Diciembre  de  1890. Esta  serie
vectorial  fue analizada  en Peña  y  Box (1987) y se muestra  en la  Figura  4.3. En primer  lugar
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Tabla  4.12:  Matriz  de  parametros  AR  (fi), matriz  de  covarianza  estimada  ()  y matriz  de
correlaciones  estimada  (R)  para  los tres  modelos  ajustados  para  la  serie  del  precio  del  trigo.
Errores  estándar  de  los  coeficientes  aparecen  bajo  paréntesis.
Modelo              VAR(1)          —            3C.V.          -
— —
ji
111
0.87    0     0    0.44    0
(0.07)                   (0.12)
0.13   0.32    0    0.43    0(0.05)    (0.07)           (0.09)
0    —0.26   0.40   0.82    0
(0.13)    (0.09)   (0.16)
0.17   —0.21   0.15   0.85    0
(0.05)    (0.08)    (0.06)   (0.10)
o     0     0    0.46   0.47
(0.14)   (0.08) -  —
-  —
0.92   —0.34    0    0.48    0
(0.05)    (0.10)           (0.09)
0.10   0.39   0.06   0.37    0
(0.03)    (0.05)    (0.03)   (0.05)
0    —0.73   0.41   1.10    0
(0.18)    (0.09)   (0.16)
0.17   —0.50   0.14   1.05    0
(0.05)    (0.10)    (0.05)   (0.09)
0     0    0.14   0.55   0.54
-                 (0.06)  (0.10)   (0.11) -  —
- -  —
i0
1.44  0.46  0.59  0.68  0.59
0.46  0.84  0.48  0.32  0.40
0.59  0.48  2.39  0.59  0.62
0.68  0.32  0.59  0.91   0.50
0.59  0.40  0.62  0.50  2.00
0.64  0.21   0.34  0.30  0.35
0.21   0.18  0.31   0.24  0.26
0.34  0.31   1.94  0.32  0.71
0.30  0.24  0.32   0.61   0.37
0.35  0.26  0.71   0.37  0.77
—
R
1    0.41  0.31   0.59  0.34
0.41    1    0.33  0.36  0.30
0.31   0.33    1    0.40  0.28
0.59  0.36  0.40    1    0.37
0.34  0.30  0.28  0.37    1
1    0.61   0.30   0.48  0.49
0.61    1    0.52   0.72  0.69
0.30  0.52    1    0.29  0.58
0.48  0.72  0.29    1    0.53
0.49  0.69  0.58   0.53    1  —
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Tabla  4.13: Resumen  de  los  procedimientos  LRT  y  cusum  para  cambios  de  varianzas  para
los  datos  del trigo.
Método VAR(1) LRT Cusum
h — 23         90 22 41 90
Amax/Fmax 30.99       90.93 1.61 1.71 1.70
W(i.1) 0        —0.48
(—0.57—0.37)
0.54
(0.02,1.22)
—0.38
(—0.60,—O. 13)
—0.38
(—0.52—0.21)
W (2.2)
i.c.
—
0.71       —0.34
(—0.46—0.21)   (—O.46,—O.21)
1.16
(0.43,2.10)
0 —0.33
(—O.49,—O.15)
W (3,3)j.c. —0.30      —0.58(—O.52,—0.04)   (—O.66,—O.5O)
0 0 —0.53
(—0.64—0.40)
(4,4)
j.c.
— 0        —0.29
(—0.42—0.15)
0 —0.37
(—0.59—0.11)
0
W(5.5)
j.c1
— 0.51       —0.29
(0.03,1.05)     (—0.42—0.14)
1.12
(0.40,2.04)
—0.43
(—0.63—0.20)
0
AIG -19.84 -32.85 -37.52
BIC -19.52 -32.28 -36.98
se  investiga si existen  relaciones de  cointegración  en las series utilizando  el test  de  Johansen.
Utilizando  el BIC se selecciona un  modelo vector  AR(1)  con tres  relaciones  de cointegración,
lo  que  coincide con los dos factores  encontrados por  Peña  y Box (1987).  Entonces,  se aplican
los  procedimientos  para  cambios  de varianza  a  los  datos  bajo  un  modelo  vector  AR(1)  sin
restricciones  y  después  en un  modelo  de  corrección  del error  con  tres  relaciones  de  cointe
gracián.  Como  los  resultados  obtenidos  con  ambos  modelos  son similares,  sólo mostramos
los  obtenidos  con  el  vector  AR(1)  sin  restricciones  y  que  aparecen  en  la  segunda  fila  de  la
Tabla  4.12.  La  Tabla  4.13 resume  los resultados.  El  procedimiento  LRT  detecta  un  cambio
de  varianzas  en h  =  22  (Abril,  1882) y otro  en  h  =  90  (Diciembre,  1888). El  procedimiento
cusum  detecta  tres  cambios  en  h  =  22  (Abril,  1882),  h  =  41  (Noviembre,  1883) y  h  =  90
(Deciembre,  1888). La  estimación  de  los cambios y  sus  intervalos  de confianza  aparecen  en
la  Tabla  4.13. Si  algún  cambio  en  alguna  componente  no  es  significativo,  se  representa  por
un  0.  Los valores  mínimos de  los criterios  AIG y  BIC  se obtienen  para  el modelo  propuesto
por  el procedimiento  cusum  con  tres  cambios.
A  continuación,  se  aplican  los procedimientos  LRT  y  cusum  para  cambios  de varianzas
y  de  correlaciones  que  son  resumidos  en  la  Tabla  4.14.  El  procedimiento  LRT  detecta  un
cambio  en h =  88  (Octubre,  1888), mientras  que el procedimiento  cusum detecta  tres cambios
similares  a  los anteriores  en h =  22  (Abril,  1882),  h  35  (Mayo, 1883) y h =  90  (Diciembre,
1888).  La  estimación  de los  cambios aparecen  en la  Tabla  4.14.  Los mínimos  de los valores
de  los criterios  AIG  y  BIC  corresponden  a  los  modelos propuestos  por  el algoritmo  cusum
con  tres  cambios.
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Tabla  4.14; Resumen  de  los  procedimientos  LRT  y  cusum  para  cambios  de varianzas  y  de
correlaciones  para  los  datos  de la  harina.
Método  h  Amax/Pmax                                   AIC BIC
VAR(2)                         —                 -19.84 -19.52
LRT    88     82.79
—0.50    0      0      0      0
—0.17   0.09     0      0      0
0.07   —0.42  —0.53    0      0
—0.07   0.00  —0.03  —0.20  0
—0.20  —0.33  —0.16   0.72   —0.32
- -
-29.33  -27.36
Cusum  22     2.35
0.74     0      0     0    0
—0.51   2.00     0     0    0
0.53   —1.67   0.31    0    0
0.81   —2.55   0.35   0.50   0
0.22   —2.35  —0.33  0.06  1.48  -
-
-38.85  -37.43
35     2.26
—0.41    0      0      0      0
0.07   —0.42    0      0      0
0.11    0.32   —0.33    0      0
—0.12   0.30  —0.05  —0.41  0
0.00   0.25    0.19  —0.06  —0.28
90     2.03
—0.39    0      0     0     0
0.03   —0.32    0     0     0
—0.08  —0.21  —0.40  0  0
—0.04   0.05  —0.06  0.00  0
—0.08  —0.02  —0.33  0.61  —0.32
El  modelo  final  seleccionado  por  el BIC  (aunque  el  AIC da  el  mismo resultado),  es  el
obtenido  por el procedimiento  cusum  que contrasta  cambios en las varianzas  y en las correla
ciones.  Los parámetros  estimados  para  este  modelo  vector  AR(1)  aparecen  en la  tercera  fila
de  la  Tabla  4.12.  Para  entender  mejor  los cambios,  las cinco filas  de la  figura  4.5 muestran
los  gráficos de puntos  de la  diferencia  del logaritmo  del  Indice en  cada  una  de las ciudades
frente  al primer  retardo  de la  misma serie. En cada  columna  aparece  una  de las submuestras,
1-21,  22-34, 35-89 y 90-126. Las  diferencias entre  las submuestras  parecen  claras.
4.7.   Conclusiones
En  este  capítulo  se  estudian  cambios  en  la  matriz  de covarianzas  marginal  de  una  serie
temporal  multivariante  que sigue un  modelo ARMA vectorial.  Se analizan  las dos propuestas
ms  conocidas  en  el caso  univariante:  el  procedimiento  basado  en  el  contraste  de razón  de
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Datos en 1—21       Datos en 22—34      Datos en 35—89      Datos en 90—126
0.2             0.2               0.2             0.2
Avila  O             O             O             O    
—0.2            —0.2               —0.2            —0.2
—0.2     0     0.2 —0.2     0     0.2 —0.2     0     0.2 —0.2     0     0.2
0.2            0.2            0.2             0.2
Palencia  O             O                                            O
—0.2            —0.2               —0.2            —0.2
—0.2     0     0.2 —0.2     0     0.2 —0.2     0     0.2 —0.2     0     0.2
0.2            0.2               0.2             0.2
Salaman.  O                                                        o                                               o                             o
-0.2            —0.2            —0.2            —0.2
-0.2     0     0.2 —0.2     0     0.2 —0.2     0     0.2 —0.2     0     0.2
0.2            0.2            0.2             0.2
Vallado.  O    •         O                           O
—0.2            —0.2            —0.2            —0.2
—0.2     0     0.2 —0.2     0     0.2 —0.2     0     0.2 —0.2     0     0.2
0.2            0.2            0.2            0.2
Zamora      •                               :
—0.2            —0.2            —0.2            —0.2
—0.2     0     0.2 —0.2     0     0.2 —0.2     0     0.2 —0.2     0     0.2
Figura  4.5:  Gráfico de puntos  de la primera  diferencia  del logaritmo  de  cada Índice frente  al
primer  retardo  de la  misma serie.
verosimilitudes  propuesto  por Tsay  (1988) y el procedimiento  de segmentación  basado  en un
estadístico  cusum  propuesto  por  Inclán  y  Tiao  (1994).  Para  ello,  se  propone  el  uso de  dos
estadísticos  multivariantes  para  detectar  cambios  en las varianzas  de las componentes  de  la
serie  multivariante  y  otros  dos estadísticos  que  además  contrastan  la  hipótesis  de cambios
en  las varianzas  y correlaciones  de las componentes  del vector de series.  Se proponen  sendos
algoritmos  para  cada tipo  de estadístico.  Un estudio  de simulación compara  ambos algoritmos
y  se  demuestra  que  en  general,  el  algoritmo  de  segmentación  para  estadísticos  cusum  es
superior  al  algoritmo  basado  en  el contraste  de razón  de verosimilitudes.  El funcionamiento
práctico  de ambos métodos  es ilustrado  en dos series  previamente  analizadas  en la  literatura
de  precios  de la  harina  y del trigo.
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4.8.  Apéndice
Demostración  del  Lema  4.1.  El desarrollo  de Taylor  de segundo  orden  del radio  Dm/Dr
en  el valor  (E  [Dm] , E  [Dr]) es:
E   —  E  [Dm]    E [DmDT]    E [Dm] E  [Di]     ‘T’
DT  j  —  E  [DT] —  E  {D]2  +    E [Dr]3    + o  ).
Teniendo  en  cuenta  que  tr  (A) =  k,  como E [Dm]  =  mk,  y
m            T
E[DmDT]  =  E  [(cC)  (Ccl)]  =
mT
=        E [(CC)  (CC)I  =  m  [2tr  (A2) +  k2],
t=1  1=1
el  radio  E [Dm/Dr]  se puede  escribir  como:
Dm1    m  rn [2tr(A2)+k2]  T [2tr(A2)+k2]  mk           m     
E  D]  =  T  -      T2k2      +        T3k3        +o T   =    + o T  ,
y  por  lo tanto,  E  [Fm] =  o(T’).  1
Demostración  del  Teorema  4.2.  Sea em =  CCm  —  k,  tal  que  E  [Cm] 0, y,
=  E  []  =  E  [(CCrn)2]  —  k2  2tra  (A2).
Sea  XT  (r)  =  S[TT]  +  (Tr  —  [Tr])  C[Tr]+1,  donde   =   j.  Por  el  Teorema  de
Donsker,  Xr   M, por  lo que  {XT  (r) —  rXr  (1)}   Mo, ver Billingsley  (1968, Th.  10.1
and  Th.  5.1).  Sea Tr  =  m,  m  =  1,...  ,T.  Entonces,
XT(r)—rXT(l)  S[Tr]+(TT  [Tr])  C[TrI+lTS[TI  =   (Sm_  
Como  ST  =    —  Tk  y Sm  =   CC  —  mk,  se  obtiene,
Sm  —   =  (  CCt) Fm.
Entonces,  cuando  T  —  oc,
 ()  Fm D”  M°.
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Por  lo tanto,  como    CC  —
T
__                  k+CCt    F  __
	=1    1  tr(A2)    k      m D
que  prueba  el resultado  establecido.  
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Capítulo  5
Criterios  de  selección  de  modelos  y
discriminación  cuadrática  en  séries
temporales
5.1.   Introducción
La  mayoría de los criterios  de selección de modelos en series temporales  pueden ser escritos
como,
min{log+rxC(T,r)},                      (5.1)
donde   es el estimador  máximo verosímil de la varianza  residual, r es el número  de parámet
ros  estimados  para  la  función de  medias  del proceso,  T  es el  tamaño  muestral  y  C(T, r)  es
una  función  que  converge  a  O cuando  T  —  oc.  Como  ya  mencionamos  en  el  capítulo  2,
estos  criterios  se  pueden  clasificar en  dos grupos.  El primero  incluye  a  los  criterios  consis
tentes  que,  bajo  la  hipótesis  de  que  los datos  han  sido  generados  por  un  proceso  ARMA
de  ordenes finitos,  tienen  probabilidad  de seleccionar el  verdadero  modelo  que tiende  a  uno
cuando  el tamaño  muestral  crece.  El  criterio  de  información  Bayesiano,  BIC,  de  Schwarz
(1978),  donde  C(T,  r)  =  log(T)/T,  y  el  criterio  de  Hannan  y  Quinn  (1979),  HQC,  donde
C(T,r)  =  2mloglog(T)/T  con m>  1, son ¿riterios  consistentes.  El  segundo  grupo incluye a
los  criterios  eficientes, que  asintóticamente  seleccionan  el orden  que  produce  el menor  error
cuadrático  de predicción.  El  criterio  del  error  de  predicción  final,  FPE,  de  Akaike  (1969),
donde  C(T,r)  =  r’log(),  el  criterio  de  información  de Akaike, AIC,  de Akaike (1973),
donde  C(T, r)  =  2/T  y  el criterio  de información  de Akaike corregido,  AICc,  de  Hurvich  y
Tsai  (1989), donde  C(T,r)   son  criterios  eficientes.
Como  se comentó  en  el  capítulo  2,  estos  criterios  han  sido  derivados  desde  diferentes
puntos  de vista.  En  este  capítulo  se  considera  el problema  de selección de  modelos como un
problema  de  discriminación  y  se  demuestra  que  los  criterios  BIC,  AIC  y  AICc  pueden  ser
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derivados  como aproximaciones  de una  regla de discriminación  cuadrática.  Este  planteamien
to  además  proporciona  un  término  de  corrección  que  mejora  el  comportamiento  de  estos
criterios  én muestras  finitas,  manteniendo  sus propiedades  asintóticas.
Una  extensión  no  lineal  de los modelos  ARMA son  los modelos autorregresivos  por  um
brales  (TAR),  ver  Tong  (1990).  Estos  modelos  pueden  explicar  características  interesantes
que  se  encuentran  en  los datos  reales,  como  ciclos asimétricos,  fenómenos  de  salto,  caos  y
otros.  Una serie que  sigue un  modelo TAR es lineal en regímenes separados,  por  lo que la cor
rección  considerada  para  modelos lineales puede  ser fácilmente  extendida  a estos modelos  no
lineales.  Criterios  de selección para  modelos TAR han  sido estudiados  en  Wong y  Li (1998),
Kapetanios  (2001)  y De  Gooijer  (2001).  Aquí  se  analiza  el  término  de  corrección obtenido
por  el  enfoque propuesto  y  se  demuestra  que  este  término  hace mejorar  el  comportamiento
en  muestras  finitas  de los criterios  previos.
El  resto  de  este  capítulo  está  organizado  como  sigue.  En  la  sección  5.2 se  introduce  la
familia  de  criterios  para  modelos  ARMA.  La  sección  5.3  discute  el  cálculo  del  término  de
corrección.  La sección  5.4 incluye  el término  de  corrección en los modelos  TAR.  Por  último,
en  la  sección 5.5 se  explora  el comportamiento  de los criterios  propuestos  en un  experimento
de  Monte  Carlo  y se  demuestra  que  dichos  criterios  tienen  mejor  comportamiento  que  los
criterios  clásicos para  todos  los modelos considerados.
5.2.   Una  familia  de  criterios  de  selección  de  modelos
basados  en  la  regla  de  discriminación  cuadrática
El  problema  de  discriminación  en  series  temporales  se  plantea  como  sigue.  Se  supone
conocido  que una  serie  temporal,  x =  (x1,  ...,  XT)’,  ha  sido generada  por  uno  de los modelos
M,  j  =  t,  ...,  jmax•  Desde  un  punto  de  vista  Bayesiano  también  se  tienen  probabilidades
a  priori  del  modelo,  p (Ms).  El  objetivo  es  seleccionar  el  modelo  generador  de  los  datos
dada  la  serie  temporal.  En  el  caso  general,  se  supone  que  los  modelos  M  son  procesos
Gaussianos  dados  por  Xt  =  Iijt  +  donde   son  funciones de media  determininstas  y rit
son  modelos ARMA de media  cero de la forma  Çj  (B)  nj  =  O  (B)   donde  çb (B)  y 6Lj (B)
son  polinomios en el operador  retardo  B  tal  que Bx  Xt_i,  sin  raíces  comunes. Los modelos
se  suponen  casuales  e  invertibles.  Las  series  ajt  son residuos  ruido  blanco  con  varianza  o.
El  problema  de discriminación  más simple es suponer  que las funciones deterministas  ,Uj  son
diferentes,  pero las  matrices  de covarianzas  >j  son  todas  iguales  a  .  Este  caso corresponde
a  la  situación  en que  todos  los modelos tienen  la  misma  estructura  ARMA.  Llamando  ¡  =
(j’,  ...,  pj)’,  esto  es  equivalente  a  considerar  la  hipótesis  M  x  €  NT (ij,  >),  y  se tiene
que,
p(x  M)  =  (2)  jj  exp     (x —  j)’   (x  —      j =  1,...  , j.
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Maximizar  la  verosimilitud  de  los datos  implica  minimizar  la  distancia  de  Mahalanobis
entre  los  datos  y  el  vector  de  medias  marginal.  La  misma  conclusión  se  obtiene  desde  un
punto  de  vista  Bayesiano  suponiendo  probabilidades  a  priori  p (M1)  =  1/jrnax  iguales  y
maximizando  la  probabilidad  a  posteriori  de seleccionar  el verdadero  modelo.
Aparece  un  caso  más  interesante  cuando  los  modelos  ARMA  son  diferentes,  esto  es,
x   ATT (j, E),  para  j  =  1, -..,jm,  donde  E  son las  matrices  de covarianza  de x  bajo
cada  modelo  ARMA,   Entonces,
p(x  1 M)  =  (2)  lEI  exp (_  (x -  j)’E’  (x  -
la  regla  de clasificación cuadrática  selecciona el  modelo  i  si,
i  =argmax(2)    EIexp  —(x—)’EJ’(x—)           (5.2)
1<j<m                  2                  /
y  la  regla  Bayesiana  selecciona el modelo  i  si,
1     /1
 ——(x—j)’EI’(x—j)).       (5.3)
1max                    2                  /
Estas  reglas  (5.2)  y  (5.3) se  aproximan  en esta  sección para  obtener  versiones corregidas
de  los criterios  AJO,  AICc  y  BJC.  Para  ello,  se  considera  el  caso en  que  la  serie  temporal,
x  (x1, ...,Xy)’,  ha  sido generada  por  la  clase de procesos  Gaussianos  ARMA dados  por,
Xt  —      —  .  .  .  —         = at  —  81a_  .  .  .  —  0qtq,    t =  .  .  .  ,  1,0,  1, . .  .    (5.4)
donde  at  es  una  secuencia  de variables  aleatorias  Gaussianas  independientes  de media  cero
y  varianza  a,q.  Se supone  que  p  E  {0,...,pm}  y  q E  {0,,..,qmax},  donde  Pmax  Y qmax  SOfl
cotas  máximas  fijas.  Se  denota  por  Mp,q al modelo  ARMA(p, q)  con  vector  de  parámetros
p,q  =  (&P,.  ,  pp,  0, .  .  .  ,  0, °lq,•  .  ,  0qq, 0,. .  .  ,  0)’  y  se  define  p,q  =  (p,q,  ,q),  de  tamaño
(Pmax  +   +  1)  x  1.  Se denotan  a  los parámetros  del modelo  que  han  generado  los datos
por  a0  =  (no, o).  Sea  /3p,q  el  estimador  máximo  verosímil  del  vector  de  parámetros  /3p,q
suponiendo  que el  verdadero  modelo  es Mp,q  y  sea  el  estimador  máximo  verosímil de la
varianza  de las  innovaciones.  La  matriz  de  covarianzas  de x  suponiendo  el modelo  Mp,q se
puede  escribir  como  ET  (ap,q)  =  up2,qQT  (p,q),  donde  QT (1p,q)  es una  matriz  T  x  T  que  de
pende  de los parámetros  I3.  Sea QT  (I3pq)  =  L  (13p,q) L’ (p,q)  la descomposición  de Cholesky
de  QT  (p,q).  Se  denotan,  a (p,q)  =  L  (p,q)’  x  y S1 (p,q)  =  a  (p,q)’  a  (p,q).  Por  último,  se
considera  la  siguiente  hipótesis:
Hipótesis  1: Los modelos Mp,q son casuales, invertibles  y estacionarios  y con polinomios
1—  çl1B —...  —   y 1— 91B —...  —  9qB  sin  raíces  comunes.
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5.2.1.  Una  aproximación  máximo  verosímil
La  regla  discriminante  (5.2)  asigna  los  datos  x  =  (x1, .  .  .  ,  XT)’,  al  modelo  Mp,q COil
parámetros  p,q  que  maximizan  p (x 1 Mp,q) =  p (X  1 ap,q).  En  la  práctica,  los  parámetros
son  desconocidos  y  la  primera  idea  es  substituir  los  parámetros  desconocidos  ap,q  por  sus
estimadores  máximo verosímiles,  &p,q. Es bien  conocido que esta  solución siempre  selecciona
el  modelo  con  el  mayor  número  de parámetros  y,  para  evitarlo,  se  calculan  los  estimadores
máximo  verosímiles  p,q  basados  en  los datos,  x,  para  cada  posible  modelo  y  se selecciona
aquel  que  maximiza,
E0[logp(yI&p,q)]  =  fP(YIao)b0gP(Yl&P,q)dY                (5.5)
esto  es,  el modelo  que  maximiza  la  esperanza  con respecto  a las futuras  observaciones gener
adas  por  el modelo verdadero.  El modelo seleccionado  por este  criterio  es aquel  que minimiza
la  distancia  de Kullback-Leibler  entre  el  modelo  estimado  y el verdadero.  En  efecto, como,
p(ylao)1     f             p(ylao)E0  log                     = / p(yao)  log      dy   O
p(Yiap,q)j   .i          p(yIa,)
esta  integral  es  siempre  positiva.  Como  fp  (yao)  logp  (ylao) dy  es  desconocida  pero  con
stante,  minimizar  esta  divergencia implica  maximizar  fp  (yoo)  logp  (y1&p,q)  dy que es el cri
terio  (5.5).  Minimizar  la  distancia  implica  hacer  p(yap,q)  lo más  cercano  posible  a  p(yjco).
El  criterio  será  calcular  el logaritmo  de la  verosimilitud  de cada  modelo  utilizando  los  esti
madores  p,q  y  la  esperanza  con respecto  a  las futuras  observaciones. El  modelo seleccionado
será  aquel  que  obtiene  la  mayor  esperanza  con respecto  a  las observaciones  futuras.
Este  criterio  está  relacionado  con  el  propuesto  por  Akaike  (1973).  Este  autor  propuso
seleccionar  la  estimación  que  proporcione  el mayor  valor de,
E&pq [E  [logp(yI&p,q)]] =  ff  P(yo) logp(yI&p,q)dydp,q
donde  &p,q e y  se suponen  independientes.  Así, Akaike calcula  el valor  esperado con respecto
a  la  distribución  de  las  observaciones futuras  y respecto  a  la  distribución  del  estimador.  El
criterio  aquí  propuesto,  es  más  sencillo y  en la  práctica  lleva al  mismo  resultado,  como  se
verá  en  el siguiente  Lema  cuya demostración  se presenta  en el apéndice.
Lema  5.1  Bajo  la  hipótesis  1,  la  esperanza con respecto a  la verdadera  distribución  de los
datos  del logaritmo  de la probabilidad de x  dados los parámetros  está  dada por:
1.   si los parámetros  son  evaluados en /3p,q  y
—  (log 2n  +1)  —   1ogq  —  log  QT  (p,q)  —  (p + q) + O(1),     (5.6)
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2.   silos  parámetros  son  evaluados en p,q  y
-(log2n+  1)-  logq  -  logQT  (p,q)  -               +Op(1).   (5.7)
La  aproximación  (5.6)  lleva al  criterio,
2(p  + q)  logQT(p,q)              logQT(,q)
AIC*(p,q)=logq+    T    +      T      =AIC(p,q)+      T        (5.8)
que  es  la  versión  corregida  del  criterio  de  Akaike.  La  expresión  (5.6)  lleva al  criterio  de
selección  de modelos  de la  forma,
2(p  +  q +1)     logQr(p,q)               logQT(p,q)AICc*  (p, q) =  log Up,q +  (T — p — q — 2)  +      T      =AICc  (p, q) +      T
(5.9)
que  es  la  versión corregida  del criterio  de Hurvich  y Tsai.
5.2.2.  Una  aproximación  Bayesiana
A  continuación,  se analiza  la  regla  en  (5.3) teniendo  en cuenta  que  este  enfoque requiere
probabilidades  a priori  de los modelos, p(Mp,q) y de los parámetros,  p(ap,qMp,q).  El punto  de
vista  Bayesiano de maximizar  la  probabilidad  a  posteriori  ha sido érnpliamente  considerado,
ver  Schwarz (1978),  Chow (1981), Haughton  (1988) o Raftery,  Madigan  and  Volinsky (1995),
pero,  que  el autor  de esta  Tesis  sepa,  no  ha  sido formalmente  analizado  como un  problema
de  discriminación.  La  demostración  del siguiente  Lema se presenta  en  el apéndice.
Lema  5.2  Bajo  la  hipótesis  1,  el  logaritmo  de la  probabilidad  de x  dados  los  parámetros
está  dado por,
logp(xMp,q)  =  (p+  q+  1— T)log(2n)  — (p+  q+  1)logT  — 1ogq     (5.10)
—  log  QT (p,q)  — T  + logp(ap,qIMp,q) +  o(1).
Entonces,  dividiendo  por  T  en  (5.10),  tomando  las  mismas probabilidades  a priori  para
todos  los parámetros  e  ignorando  algunos  términos  constantes,  se  obtiene  el  criterio  de se
lección  BIC corregido,
BIC*  (p, q) =  log &q  + log(T)(p+  q+1)  +  logQT(p,q)  =  BIC  (p, q) +  log
(5.11)
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Todos  los criterios  obtenidos  pueden  ser escritos  de manera  compacta  como miembros  de
la  familia  de criterios,
Í                                 logQTp,q)
min  1ogq+(p+q)  x  C(T,p+q+1)+           ,        (5.12)(p,q)  ‘                                T   j
donde  el término  QT  (,q)  se calcula  como se detallará  en la  sección 5.3.  Las propiedades
de  eficiencia y  consistencia  de  los  criterios  en  (5.12)  no  están  afectadas  por  el  término  de
corrección,  como  ilustra  el  siguiente  Teorema  cuya  prueba  aparece  en  el  apéndice  de  este
capítulo,  y  que  demuestra  que  los criterios  (5.8)  y  (5.9)  son eficientes.
Teorema  5.3  Bajo  las  hipótesis:  (Al)  {Xt}  es  generada por  un  proceso  estacionario  Xt  —
—  ÇI2Xt_2  —  ...  =  a,  t  =  ..  .  ,  —1,0, 1,...  donde  at  es  una  secuencia  de  variables
aleatorias  Gaussianas  independientes  con media  O y  varianza  a  y   <  oc;  (A2)  La
secuencia   (B)  =  1 —  q1B  —  2B2  —...,  es  no  cero para IB   1;  (AS)  Pma  es una  secuencia
de  enteros  positivos  tales  que Pmax  .‘  00  Y Pmax/V  ,‘  O  cuando T  —  oc;  (A4)  {Xt}  flO
es  degenerada  a un  proceso  autorregresivo de  orden finito,  los  criterios  AI  y  AICc*  son
eficientes.
De  este  modo,  AIC* y  AICc* son similares  a  AIG y  AIGc para  muestras  grandes,  pero
incluyen  el factor  de corrección log  QT  (p,q)  /T,  que  como se verá  es importante  en mues
tras  finitas.  Para  el  criterio  en  (5.11),  la  propiedad  de  consistencia  se  mantiene  gracias  al
Teorema  3 en Hannan  (1980, p.  1073). Entonces,  el criterio  (5.11) es un  criterio  consistente.
Hay  que  remarcar  que  la  principal  contribución  de  esta  sección  es  ver  el  problema  de
selección  de modelos como un  análisis  de discriminación  y presentar  un  enfoque unificado  de
los  criterios  propuestos  en la  literatura  desde  diferentes  puntos  de vista.  La  conexión entre
estos  dos problemas  de decisión no ha sido previamente  planteada.  Los detalles  técnicos en los
enfoques  de máxima  verosimilitud  y Bayesiano  se incluyen para  completar  los razonamientos.
La  inclusión  del término  de corrección fue analizada  por  Hannan  (1980) quien  concluyó que
puede  ser omitido  porque  tiende  a  cero. Aquí  se  demuestra  en la  sección 5.5 su  importancia
en  series  de datos  finitos.  Hannan  (1980) omite  este  término  al  derivar  las propiedades  de
consistencia  del  BIC.  El  Teorema  5.3  demuestra  que  los  resultados  en  Hannan  (1980)  y
Shibata  (1980) no  están  afectados  por  la  inclusión  de este  término.
5.3.   Análisis  del  término  de  corrección
Un  punto  clave en la discusión de la  sección anterior  es obtener  una  expresión  manejable
del  término  QT  (/3p,q)  .  Este  determinante  depende  de los estimadores  máximo verosímiles
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bajo  la  hipótesis  de  un  modelo  ARMA(p, q).  Leeuw  (1994)  obtiene  una  expresión  para
1 Q’r (p,q)I que sólo  depende  de  los  parámetros  /3p,q  y  sólo  requiere  el  cálculo  de  dos  de
terminantes  de orden  m  =  max  (p, q).  Dicha  expresión  puede  ser  escrita  como,
—  (R’R—  SS’)+(RV  —  US)’HH1(RV  —  US)
IQT (113p,q)I —               IR’R —  SS                       (5.13)
donde  R,  S,  U y  V son matrices  de tamaño  ni  x  m  dadas  por,
í  o    i<j         ÍO    i<j
R=    1    i=j       U=    1    i=j
 _i-i  i  >  i            _&i-i  i  >  i
s  —  f  m+(i-j)       y —  f   9m+(i-j)    
—       O      i>j     —       O     i>j
y  la  matriz  H1 es  la  matriz  de  tamaño  T  x  ni  definida  por  las  primeras  m  columnas  de
la  matriz  adjunta  H  de  tamaño  Y x T,  que  tiene  la  misma  estructura  que  U con ceros  en
cualquier  posición que  no  sean  las primeras  m  diagonales  inferiores.  Los elementos  ç5, de las
matrices  previas  son  O si m  >  p  y  los elementos  8  son  O si m  >  q.  Por  lo tanto,  se  puede
obtener  Qy (p,q)  substituyendo  los estimadores  p,q  en  las fórmulas  de las matrices  R,  8,
U,VyH.
A  continuación,  analizamos  el  término  QT  (13p,q)j.  Como  QT C@p,q)  =  (cr/o)  RT  (op,q),
donde  o  es la  varianza  de Xj  y  RT  (cp,q)  es  la matriz  de correlación de orden  T,  se tiene  que
IQT  C3p,q)I =  (2/0.2)T  RT  (ap,q)I Durbin  (1960) y  Ramsey  (1974) demuestran  que,
11(1-   (p,q))’,     IRT (ap,q)l =  fi  (1-   (p,q))TÍ
respectivamente,  donde  ii  (3)  son las  correlaciones  parciales  del  proceso.  Es  importante
notar  que estas correlaciones parciales se obtienen  bajo  la hipótesis  de un  modelo ARMA(p, q).
Entonces,
T-1            --
IQT (p,q)I     oo             T=     -   p,q)YfI (1-   (p,q)T     (5.14)U (1   ç5(/3p,q))
j=1
y  los criterios  (5.12) se  pueden  escribir  como sigue:
(p+q)  x  C(T,p+q)  -‘log  (1 -  (p,q))  -  log  (i_   (p,q))}.
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Para  entender  mejor  los  criterios  corregidos,  la  diferencia  AIC* (p +  1, q) _AIC*  (,  q)
está  dada  por,
AIC*  (p +1,  q) -  AIC* ,  T=1.      q +  -           iog(i  -   (p+i,q))  -
-  T  (1-   (+i,q))  +  log (1   (,q))  + log  (i  -   (,q)),
y  que  puede  ser  aproximada  por,
+  +     (  (+i,q)  -   (,q))  +  (  (+i,q)  -   (,q))
El  primer  término  mide  el  cambio  relativo  entre  las varianzas,  +1,q  y   El segundo
término  es una  penalización  por la  inclusión de un  parámetro  adicional.  Los términos  tercero
y  cuarto  miden  la  discrepancia  entre  todos  los  coeficientes  de  autocorrelación  bajo  ambas
hipótesis,  ARMA(p,  q)  y  ARMA(p +  1, q),  con  pesos  que  se  incrementan  con  el  retardo.
Entonces,  AIC* (p +  1, q)  <AIC* (p, q)  si:  (a)  +1,q  es  significativamente  menor  que
o  (b) la  suma  ponderada  de  coeficientes  de  correlación  parcial  obtenidos  bajo  el  modelo
ARMA(p,  q)  es  mayor  que  la  correspondiente  suma  bajo  el  modelo  ARMA(p  +  1, q).  La
misma  interpretación  se  aplica  al  BIC*  y  AICc*,  con  la  única  diferencia  del  término  de
penalización  por  incluir  un  parámetro  adicional.
En  el caso de  ajuste  autorregresivo,  donde  los criterios  (5.12)  tienen  la  forma:
Í                    logQT(p))
min1log+pxC(T,p)+     T             ‘              (5.15)
el  término  (5.13) se  reduce a:
QT(p)I=  R’Rss’I                       (5.16)
y  utilizando  que               =   (1 —   ())‘  y  teniendo  en cuenta  que   ()  =  O si i  > p,
(1-   ())Ti
IQT(3p)I                   H(’2())-1           (5.17)fl  (1-  ç  ())T
Por  lo tanto,  para  modelos AR(p),  los criterios  (5.15)  se pueden  escribir  como sigue:
mm  {io  +P  x  C(T,p)  -  log  (1-  
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y  la  diferencia  AIC* (p  +  1) _AIC*  (p)  puede  ser  aproximada  por:
 ++1   (+)  -  ()) ++,+1  (+).
Como  en el caso de  modelos ARMA,  el primer  término  mide  el cambio  relativo  entre  las
varianzas,  d  y   el  segundo término  es la penalización  por incluir  un  parámetro  adicional
y  el  tercero  mide  la  discrepancia  entre  las primeras  p autocorrelaciones  parciales  bajo  ambas
hipótesis,  AR(p)  y  AR(p  +  1).  Finalmente,  el  último  término  mide  la  significatividad  del
coeficiente  de autocorrelación  de orden  p + 1.
5.4.   Criterios  de  selección  en  modelos  TAR
Uno  de los modelos más  utilizados  para  series temporales  no lineales  es el modelo  autor-
regresivo  por  umbrales  (TAR).  Una serie  temporal,  x  =  (x1, ...,  XT)’  ha  sido generada  por  la
clase  de procesos  TAR si sigue el modelo:
Xt  =  jO  +    +     ifrj_i   Xt_d  <  r            (5.18)
donde  se supone que   j  =  1,...  , k,  es una  serie  de ruido  blanco  con  media  O y varianzas
finitas  O,  dE  {0,...,dmax}  es un  entero  positivo  y  —oc =  r0  <  r  <  ...  <   < r  =  oc
son  los umbrales.  También  se  supone  que p  E  {o, ,  pmax}  donde  con cotas  máximas
fijas.  Se denota  por  M1pk,d  al  modelo  TAR(p1,..  . ,pk,d).
Como  se menciona  en el capítulo  2, no  se consideran  estimadores  máximo verosímiles ex
actos  de los parámetros  del modelo (5.18) porque  los umbrales r1,.  ..  , r_  no son parámetros
continuos.  Entonces,  los parámetros  del modelo (5.18) son estimados  por  verosimilitud  condi
cional.  Se supone  la  siguiente  hipótesis:
Hipótesis  2: Los modelos M1pk,d  son estacionarios y ergódicos con momentos segundos
finitos  y la distribución  estacionaria  de x =  (x1, ..., XT)’ admite  una  densidad  que  es positiva
en  todo  punto.
Chan  (1993) demuestra  que bajo  la hipótesis  2, los estimadores  mínimo  cuadráticos  condi
cionales  de  los parámetros  de  un  modelo autorregresivo  por  umbrales  son  fuertemente  con
sistentes.  Sea  çbj =  (jO,.  . . , çjpj’,  j  =  1,.  . . , k,  el  vector  de  parámetros.  La  función suma
de  cuadrados  se  define por:
S  (i,.  . . , k,  r0, . . . , Tk) =  S  (i,  ro, ri)  +  . . . +  S  (k,  rk_1, rk)  =      (5.19)
=    >                 a,
ro<xt_drl         rk_1xt.d<rk
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y  los  estimadores  mínimo  cuadráticos  condicionales  de(i,.  .  .  ,  ,  r1,  .  .  .  ,  r_)  son  los val
ores  que minimizan  (5.19), que  se  denotan  por  ,  .  .  .  ,çk  y pi,...  ,rk_1.  Las varianzas  resid
uales  se definen  como,
s(1,0,1)                                 sX(k,k_1,rk)
,j=2,...,k—1,          =
1                                            Tk
donde  T  son el  número  de observaciones  en cada  regimen para  los estimadores   .
Se  ha  prestado  poca  atención  a  los  criterios  de  selección  de  modelos  TAR.  Wong  y  Li
(1998)  derivan  el criterio  AICc para  el caso en que  k =  2,  y proponen  un  procedimiento  para
seleccionar  y estimar  un  modelo TAR. También comparan  mediante  un  estudio  de simulación
tres  criterios  de  selección de  modelos,  AIC,  AICc  y  BIC,  que para  k  regimenes  están  dados
por:
BIC  (pi,...  , Pk)     {  log  + log  (pj  +  i)}
AIC(pl,...,pk)  =  {Tl+2(+2)}              (5.20)
k           2  _________
AICc  (pi,.  .  .  ,p)  =      log a  +  T  —  — 3
L                        P3
El  procedimiento  propuesto  por  Wong  y  Li  (1998)  cuando  k  =  2  y  r1  =  r  y  d  son  de
sconocidos  es  el  siguiente:  (a)  Fijar  los  ordenes  autorregresivos  y  del  retardo  máximos
{p.xpax,  dm};  (b)  Suponer  r  e  [1,u] c  R,  donde  1 es  el  percentil  0.25 x  100%  y  u
es  el  percentil  0.75 x  100%  de  xt;  (c)  Sea  X(i),.  .  .  ,  X(T)  los  estadísticos  del orden  de  xt;  (d)
Sea  Ir =  {[0.25T] ,  .  .  .  ,  [0.75T]}.  Sea r =  X(j),  E Ir;  (e)  Calcular,
mm  { C (pi ,P2,  d, X())  : Pi E  {1,.  .  .  ,p}  ,P2  E  { 1,. .  .  ax  }  d E  { 1, .  .  .  ,  dm  }  X()  E  ‘  },
donde  C (Pi, P2, d, .x())  es el criterio  de selección  utilizado.  Los ordenes  autorregresivos  y el
parámetro  de retardo,  (pl,p2,d,x())  y d, respectivamente  y el umbral  estimado  son los que
minimizan  C (pi,p2,  d,x()).
Este  procedimineto  proporciona  los  ordenes  autorregresivos  y  el  parámetro  retardo  se
leccionado  por  el criterio  y una  estimación  del  umbral.  Wong y  Li  (1998) llevan  a cabo  un
experimento  de Monte  Carlo para  diferentes  modelos y tamaños  muestrales  para  los criterios
en  (5.20), y  concluye  que  el  criterio  AICc  es  adecuado  para  tamaños  muestrales  pequeños
pero  el criterio  BIC  es  preferible  para  tamaños  muestrales  medios  y largos.
De  Gooijer  (2001) propone  un  procedimiento  para  seleccionar y  estimar  los parámetros
de  un  modelo  TAR  para  tres  criterios  de validación  cruzada.  Los primeros  cuatro  pasos  del
procedimiento  propuesto  para  el primer  criterio  que  se  denota  por  C1 son como en  Wong y
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Li  (1998). El resto  del procedimiento  es como sigue:  (e)  Omitir  una  observación de la  serie y
con  las restantes  obtener  el estimador  mínimo cuadrático  condicional  de  los parámetros  del
modelo  correspondiente,  que  se  denota  por   predecir  la  observación  omitida  y obtener  el
residuo  predictivo,  at  (, _i,  );  (f)  Repetir  el paso anterior  para  todas  las observaciones
y  el modelo  final  es  aquel  que  minimiza  el  criterio  C1 definido  como sigue:
Cj(pl,...,pk)  =Tlog  (T_1a             (5.21)
Stoica  et  al  (1986) demuestran  que  para  un  modelo  dado,
Cl(pl,...,pk)—AIC(pl,...,pk)+O(T).               (5.22)
y  basado  en  la  definición  del  criterio  AICc  y  (5.22),  De  Gooijer  (2001)  define  el  criterio
siguiente:
Cc(pi,  . . . ,Pk)  =  C1 (p’Pk)  +  {(.+Pi+1)  }.         (5.23)
De  Gooijer  (2001)  propone  también  una  generalización  de  un  criterio  de  selección  de
modelos  introducido  por  McQuarrie,  Shumway  y  Tsai  (1997)  para  modelos  lineales.  Este
criterio  no  es eficiente ni consistente,  pero tiene  buenas  propiedades  para  muestras  pequeñas,
y  está  dado  por,
AICu(pi,..  .,pe)  =  AICc(pi,..  .,pk)+  log{T  _p.  — 2}’  (5.24)
mientras  que el criterio  de validación cruzada  propuesto  por De Gooijer  (2001) es de la forma:
,pk)  =  Cc(pi,. . . ,pk)+  log{T_—2}         (5.25)
Como  los modelos TAR son lineales por  tramos,  se  puede incluir  el término  de corrección
en  (5.16)  en  cada  uno  de  los regímenes.  Por  lo tanto,  se  explorará  el  comportamiento  del
procedimiento  de Wong y  Li  (1998) pero  modificando  los criterios  BIC,  AIC,  AlCe  y AICu
por:
C* (pi,...  ,pk)  =  C(p1,..  . ,pk)   l   () ,            (5.26)
donde  C (pi,. .  .  ,pk)  representa  los  criterios  BIC,  AIC,  AICc  y  AICu  en  (5.20)  y  (5.24)
respectivamente.  Para  obténer  el término  de corrección en cada régimen,  primero  se estiman
(
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los  parámetros  del  modelo  por  máxima  verosimilitud  condicional y  se  obtiene  el término  de
corrección  en cada  regimen  como en  (5.16).
De  la misma  manera,  los criterios  de validación cruzada  propuesto  por  De Gooijer  (2001)
se  pueden  modificar  como  sigue:
          (5.27)
donde  C (pi,.  .  .  ,Pk)  representa  C1 (pi,.  .  .  ,pk),  Cc(pi,  .  .  .  ,p)  y  Cu  (Pi, .  ,pk).  En este  caso,
el  procedimiento  en  De Gooijer  (2001) se  modifica  añadiendo  el término  de corrección en el
último  paso estimando  los  parámetros  por  máxima  verosimilitud  condicional  con  todas  las
observaciones  de la  serie. Entonces,  el modelo  final  seleccionado  es  aquel  que minimiza  uno
de  los criterios  (5.27). El  término  de corrección se  obtiene  como en el  caso previo.
5.5.   Experimentos  de  Monte  Carlo
5.5.1.  Experimentos  para  modelos  ARMA
Para  evaluar el comportamiento  de los criterios  propuestos  para  modelos ARMA y difer
entes  tamaños  muestrales,  se  generan  1000 series  para  cada  uno de  los siguientes  seis mod
elos,  (Mi)  Xt  =  0.9x_  +  at,  (M2)  Xt  =  l.4x-i  —  0.7xt2  +  at,  (M3)  Xt  0.4x_  —
O.8xt2  +  0.6xt_3 +  at,  (M4)  Xt  =  at  +  0.8at_i,  (M5)  Xt  =  0.8x_  + at  +  0.7at_i  and  (M6)
Xt  =  1.4x_  —  Ü.7xt_2 +  at + 0.8at_i,  donde  at  son normales  estándar  independientes.  Estos
modelos  han sido elegidos para  representar  diferentes  situaciones.  Los primeros  tres  represen
tan  estructuras  autorregresivas  comunes:  una  fuerte  dependencia  AR(1)  (Mi),  un  AR(2)  con
dos  raíces  complejas  (M2), y un  modelo  AR(3)  con una  raíz real  y  dos complejas  (M3).  Los
segundos  tres  modelos  incluyen  modelos ARMA que requieren  aproximaciones  autorregresi
vas  largas  con  raíces  reales  (M4 y  M5)  y mixturas  de  raíces  real  y compleja  (M6).  Los tres
primeros  modelos  se  utilizan  para  demostrar  el comportamiento  de  los  criterios  corregidos
en  modelos de ordenes  autorregresivos  finitos y los últimos  tres  en procesos  ARMA. Basados
en  las secciones previas,  se  compara  el comportamiento  de criterios  de la  forma:
rnin{logq+(p+q)  x  C(T,p+q)}
í                           logQT (p,q)
log  &,q  +  (p  +  q)  x  C(T,  p  +  q)  +      T
En  todos  los  casos,  se  generan  1000  series  de  cada  modelo,  Mi  a  M6  con  tamaños  mues
trales  T  =  31,  51  y  101.  Para  procesos  autorregresivos,  donde  q  =  0,  se  ajusta  cada  modelo
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Tabla  5.1:  Frecuencia  de selección del  modelo  correcto  y  raíz  del error  cuadrático  medio  de
predicción  para  los modelos seleccionados  por  cada  criterio.  Si C  es  un  criterio  dado,  C  es
la  versión corregida  incluyendo  el término  de corrección  propuesto  en  esta  Tesis.
T  = 30
M BIC BIC* AIC AIC* AICc AICc* M BIC BIC* AIC AIC* AICc AICc*
1 793 851 469 612 667 749 1 1.28 1.16 1.58 1.35 1.17 1.12
2 763 829 454 662 694 782 2 1.13 1.08 1.41 1.26 1.03 0.99
3 566 587 422 578 596 623 3 1.22 1.10 1.39 1.23 1.07 1.03
4 495 595 187 309 360 460 4 1.03 1.01 1.12 1.05 1.07 1.02
5 302 423 101 185 224 352 5 1.09 1.05 1.10 1.02 1.09 1.01
6 314 510 111 270 262 474 6 1.04 0.99 1.07 1.03 1.04 1.03
T  = 50
M BIC BIC* AIC AIC* AICc AICc* M BIC BIC* AIG AIC* AlCe AICc*
1 879 902 538 641 675 727 1 1.06 1,06 1.10 1.10 1.09 1.09
2 878 914 553 677 695 771 2 1.06 1.06 1.10 1.08 1.08 1.07
3 802 819 554 681 690 745 3 1.11 1.11 1.15 1.13 1.12 1.11
4 655 728 246 314 326 399 4 1.09 1.09 1.24 1.16 1.17 1.14
5 554 628 226 283 314 397 5 1.13 1.13 1.18 1.16 1.17 1.14
6 598 725 265 384 385 512 6 1.03 1.00 1.06 1.01 1.01 1.00
M BIC BIC* AIG AIC* AlCe
T  =
AICC*
100
M BIC BIC* AIG AIC* AlCe AICc*
1 931 940 584 629 633 671 1 1.17 1.17 1.17 1.16 1.16 1.16
2 906 917 589 655 663 704 2 0.99 0.98 0.94 0.94 0.93 0.90
3 944 954 622 702 685 758 3 1.09 1.09 1.12 1.10 1.09 1.10
4 833 852 378 418 441 458 4 1.14 1.14 1.23 1.23 1.23 1.22
5 826 843 418 435 463 493 5 0.91 0.89 0.92 0.92 0.92 0.92
6 857 888 500 537 564 607 6 1.02 1.01 1.03 1.03 1.04 1.03
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con  las  primeras  T  —  1  observaciones  de  cada  serie  por  máxima  verosimilitud  y  en  cada
modelo,  se  obtiene  QT  como  en  (5.16).  Se  fija  p  15,  por  lo  que  se  ajustan
16  modelos  para  cada  serie.  Para  procesos  ARMA  se  ajustan  los  modelos  del  conjunto  de
(Pmax  +  1) x (qn<  +  1) ordenes ARMA para  las primeras  T— 1 observaciones donde Pmax  =  4
y   =  4  por  estimación  máximo verosímil, por  lo que se  ajustan  25 modelos para  cada  se
rie.  En cada  modelo,  se obtiene  Qr  (p,q)  mediante  (5.13). En ambos  casos, con el modelo
seleccionado  por  cada  criterio  y  los parámetros  ajustados,  se  obtiene  la  predicción  para  la
última  observación y se compara  con el verdadero  valor de la observación.  Como los criterios
BIC  y BIC* son consistentes,  esto es, buscan  determinar  el verdadero  modelo,  y AIC,  AICc,
AIC*  y AICc* son criterios  eficientes, esto es, buscan  el modelo que mejor  predice,  se analizan
las  propiedades  de  consistencia  y  eficiencia para  todos  los criterios  en  muestras  pequeñas  y
medianas.
Es  importante  hacer  notar  que  el  ajuste  de  los  (Pmax  +  1)  X  (qmax  +  1)  modelos  ARMA
puede  llevar  a  serios  problemas  de  estimación.  Ver  Hannan  y  Rissanen  (1982),  Hannan  y
Kavalieris  (1984),  Poskitt  (1987),  Pukkila,  Koreisha  y  Kallinen  (1990)  o  Pótscher  (1990),
entre  otros.  Estos  autores  han  propuesto  algoritmos  para  estimar  los  ordenes  (p, q)  de  un
proceso  ARMA mediante  la  estimación  consistente  de m=max(p,  q).  Conocer  rn elimina  la
estimación  de procesos ARMA sobreparametrizados  lo que  lleva a problemas  de inconsisten
cia.  Aquí,  para  simplificar, se considera la búsqueda  total  sobre todos  los modelos candidatos.
Cuando  se encuentra  una  matriz  de covarianzas  singular  en el experimento  de Monte  Carlo,
se  elimina  de la  comparación  con  otros  modelos.
Se  comparan  los tres  criterios  con sus versiones corregidas  en los seis modelos, por  lo que
se  llevan  a  cabo  54  comparaciones.  Las  frecuencias  sobre  1000 que  los criterios  seleccionan
el  orden  correcto  para  los  seis  modelos  se  muestran  en  las  columnas  2  a  7  en  la  Tabla
5.1.  Se  puede  ver  que  para  tamaños  muestrales  pequeños,  T  =  30,  la  mejora  en  el  número
de  veces que  se  selecciona  el verdadero  modelo  puede  ser  tan  grande  como  un  143 %  (ver
AIC  y  AIC* en  M6)  y  para  T  =  100  puede  ser  del  13%  (ver  AIC  y  AIC*  en  M3).  Por
otro  lado,  las columnas  9 a  14 en  la  Tabla  5.1  muestran  la  raíz  del  error  cuadrático  medio
de  predicción  estimado  para  cada  criterio  en  todos  los  tamaños  muestrales.  Para  T  =  30,
los  criterios  corregidos  mejoran  el comportamiento  predictivo de los criterios  originales.  Para
T  =  50 y T  =  100,  los errores  cuadráticos  medios de predicción  de los criterios  corregidos son
también  menores  en la  mayoría  de los casos, pero  las diferencias entre  los criterios  originales
y  corregidos  es pequeña,  especialmente  para  T  100.
La  Tabla  5.2 presenta  la  media  y el error  estándar  de los ordenes seleccionados  por  cada
criterio  para  ajuste  autorregresivo  para  los primeros  tres  modelos.  Para  todos  los tamaños
muestrales  considerados,  los criterios  corregidos se comportan  mejor que los originales. Notar
que  la inclusión del término  QT (3)  es muy  efectiva en reducir  el  error estándar  del orden
seleccionado  por  los criterios,  especialmente  para  el  caso  de T  =  30,  donde  la  desviación  se
reduce  en  más del  50 % por  la  inclusión del término  de corrección.
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Tabla  5.2: Media  y error  estándar  de los ordenes  seleccionados por  los  criterios  para  Mi,  M2
y  M3.
T  =30
M BIC BIC* AIC  AIC* AICc AICc*
1 1.50 1.23 3.93   2.04 1.71 1.41
(154) (0.73) (4.26)  (1.94) (1.41) (0.94)
2 2.57 2.19 4.86   2.83 2.60 2.31
(1.71) (0.68) (3.99)  (1.69) (1.28) (0.81)
3 3.23 2.80 5.12   3.30 3.19 2.89
(1.69) (0.74) (3.62)  (1.42)
T  =50
(1.15) (0.76)
M BIC BIC* AIC  AIC* AICc AICc*
1 1.20 1.13 3.27   2.13 1.87 1.56
(0.70) (0.48) (3.69)  (2.23) (1.81) (1.24)
2 2.18 2.10 4.01   2.90 2.78 2.44
(0.66) (0.43) (3.39)  (1.87) (1.67) (1.05)
3 3.15 3.04 4.53   3.64 3.56 3.31
(0.77) (0.56) (2.74)  (1.52)
T  =  100
(1.32) (0.92)
M BIC BIC* AIC  AIC* AICc AICc*
1 1.09 1.07 2.66   2.20 2.13 1.86
(0.40) (0.33) (3.00)  (2.33) (2.15) (1.72)
2 2.12 2.10 3.69   3.13 3.04 2.76
(0.44) (0.36) (2.90)  (2.18) (2.01) (1.63)
3 3.07 3.05 4.38   3.86 3.89 3.56(0.36) (0.31) (2.59)  (1.89) (1.87) (1.32)
Tabla  5.3:  Raíz del  error  cuadrático  medio de predicción  para  M4.
T BIC BIC* AlO AIC* AICc AICc*
30 1.33 1.23 1.51 1.36 1.13 1.11
50 1.15 1.14 1.17 1.14 1.12 1.13
100 1.09 1.10 1.09 1.08 1.09 1.09
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Tabla  5.4:  Frecuencia  de  selección  del  orden  correcto,  raíz  del  error  cuadrático  medio  de
estimación  y  raíz  del  error  cuadrático  medio  de  predicción  suponiendo  que  el  retardo  es
conocido.
Por  último,  se realiza  un último  experimento  para  analizar  el comportamiento  predictivo
de  aproximaciones  AR a modelos ARMA. Se generan  1000 series del modelo M4 para  tamaños
muestrales  T  =  31,  51 y  101. Se ajusta  un  modelo  autorregresivo  por  máxima  verosimilitud
con  Pmax =  15 para  las primeras  T —  1  observaciones, y se obtiene  el error  de predicción para
la  última  observación  por  el  modelo  seleccionado  por  cada  criterio.  Con  las  1000 series  se
estima  la  raiz  del  error  cuadrático  medio de  predicción.  La Tabla  3 muestra  los  resultados.
Para  T  =  30,  en todos  los casos, los criterios  corregidos mejoran  los criterios  originales.  Para
los  tamaños  muestrales  T  =  50 y T  =  100, los criterios  corregidos mejoran  el comportamiento
de  los  criterios  originales  en los casos  de BIC y  AIC,  pero  las diferencias  entre  ellos es  muy
pequeña.  Se  concluye  que  el  término  de  corrección  mejora  el  comportamiento  en  muestras
pequeñas  y medianas  para  los criterios  corregidos.
5.5.2.  Experimentos  para  modelos  TAR
Para  evaluar  el comportamiento  de los criterios  propuestos  para  modelos TAR en  difer
entes  modelos  y  tamaños  muestrales,  se  generan  1000  series  de  los  siguientes  dos  modelos
M T  =  30 BIC BIC*  AIG AIC* AICc AICc* AICu AICu Ci C Cc Cc Cu ‘Ju
7 (pi,p) 306 377 254 331 800 856 903 923 363 474 818 854 895 923
7 RMSE 0.62 0.62 0.60 0.60 0.41 0.40 0.40 0.39 0.55 0.54 0.40 0.40 0.40 0.39
7 RMSPE 1.41 1.37 1.38 1.32 1.13 1.13 1.12 1.12 1.22 1.22 1.14 1.12 1.12 1.11
8 (pi,pz) 306 361 243 310 779 825 876 913 378 450 786 840 890 921
8 RMSE 0.84 0.84 0.82 0.82 0.65 0.66 0.65 0.65 0.73 0.74 0.64 0.65 0.63 0.63
8 RMSPE 1.64 1.63 1.64 1.64 1.16 1.15 1.13 1.12 1.31 1.31 1.14 1.13 1.12 1.12
M T  =  50 BIC BIC* AIG AIC* AICc AICc* AICu AICu* C1 C Cc Cc* Cu Cu*
7 (pi,p) 420 512 198 298 629 686 789 827 286 395 634 688 796 836
7 RMSE 0.58 0.56 0.55 0.54 0.47 0.47 0.47 0.47 0.53 0.52 0.45 0.45 0.45 0.44
7 .RMSPE 1.15 1.14 1.19 1.19 1.06 1.06 1.06 1.06 1.15 1.15 1.07 1.07 1.07 1.06
8 (pi,p2) 412 507 216 307 633 704 802 846 313 406 659 724 820 855
8 RMSE 0.74 0.74 0.73 0.74 0.63 0.63 0.63 0.64 0.70 0.70 0.63 0.65 0.64 0.64
8 RMSPE 1.19 1.19 1.24 1.23 1.15 1.15 1.13 1.12 1.22 1.22 1.15 1.14 1.12 1.12
M T  =  100 BIC BIC* AIG AIC* AICc AICc* AICu AICU* Ci C Cc Cc Cu Cu*
7 (p1,p2) 743 796 359 431 537 591 753 789 358 439 522 589 765 799
7 RMSE 0.54 0.52 0.52 0.51 0.50 0.48 0.50 0.47 0.51 0.49 0.49 0.47 0.48 0.46
7 MSPE 1.06 1.06 1.08 1.06 1.07 1.06 1.06 1.06 1.08 1.08 1.07 1.07 1.06 1.06
8 (p1,p2) 771 819 365 446 545 600 773 816 398 461 542 611 773 805
8 RMSE 0.59 0.59 0.58 0.59 0.57 0.58 0.57 0.57 0.58 0.58 0.56 0.57 0.56 0.57
8 RMSPE 1.06 1.05 1.07 1.07 1.07 1.07  - 1.06 1.05 1.07 1.07 1.07 1.06 1.06 1.06
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Tabla  5.5:  Frecuencia  de  selección  del  orden  correcto,  raíz  del  error  cuadrático  medio  de
estimación  y  raíz  del  error  cuadrático  medio  de  predicción  suponiendo  que  el  retardo  es
desconocido.
M     Y =  30     BIc    BJc    AI    AIC*    AIcc    AICC*    Alcu    AIcu    c1   q   cc     cc*     
7 (pi,p) 205 303 163 248 739 808 862 897 292 403 761 824 83 913
7 d 540 559 553 571 582 616 589 617 540 540 573 578 573 575
7 (pi,p2,d) 135 187 117 165 463 517 527 566 187 240 469 499 517 536
7 RMSE 0.65 0.64 0.63 0.62 0.43 0.42 0.42 0.41 0.55 0.55 0.41 0.41 0.41 0.41
7 RMSPE 1.62 1.61 1.64 1.62 1.18 1.17 1.17 1.17 1.29 1.28 1.19 1.19 1.18 1.18
8 (pl,p2) 184 249 147 221 733 802 846 879 292 390 754 809 860 885
8 d 569 555 562 568 601 590 608 598 611 599 649 632 653 633
8 (pi,p2,d) 119 146 98 141 461 485 527 538 203 254 512 526 577 570
8 RMSE 0.90 0.90 0.88 0.88 0.68 0.69 0.67 0.67 0.78 0.78 0.67 0.68 0.66 0.67
8 RMSPE 1.90 1.86 1.90 1.86 1.27 1.25 1.24 1.22 1.52 1.51 1.28 1.27 1.25 1.24
M T  =  50 BIC BIc AIc AIC AIcc AIcc* Alcu AIcu* c1 c cc cc* cu cu*
7 (pi,p) 223 340 85 168 529 624 744 800 187 292 554 645 746 812
7 d 335 337 337 320 364 365 369 371 384 380 394 403 406 419
7 (pi,p,d) 99 130 40 63 225 250 296 318 107 149 252 288 326 360
7 RMSE 0.63 0.61 0.61 0.60 0.48 0.47 0.47 0.47 0.53 0.53 0.46 0.46 0.45 0.45
7 RMSPE 1.25 1.22 1.30 1.26 1.17 1.16 1.14 1.14 1.24 1.23 1.18 1.18 1.16 1.15
8 (pl,p2) 247 325 105 183 570 655 773 824 217 293 594 668 784 834
8 d 419 421 400 423 483 474 500 483 480 478 528 521 544 529
8 (p1,p2,d) 146 182 66 115 325 347 419 427 143 178 359 380 455 460
8 RMSE 0.84 0.84 0.82 0.82 0.68 0.68 0.68 0.68 0.72 0.72 0.66 0.66 0.65 0.66
8 RMSPE 1.44 1.44 1.39 1.35 1.20 1.20 1.17 1.16 1.31 1.29 1.20 1.19 1,18 1.18
M T  =  100 mc BIC AIC A1c AIcc Mcc AICu AICu* c1 c cc cc Cu Cu*
7 (pi,p) 652 747 221 330 388 480 667 773 235 316 401 481 662 773
7 d 491 542 489 527 504 542 522 527 552 567 567 572 582 582
7 (pi,p,d) 351 421 135 192 210 286 376 436 195 251 301 351 436 481
7 RMSE 0.53 0.52 0.52 0.50 0.49 0.46 0.49 0.47 0.49 0.49 0.48 0.47 0.49 0.46
7 MSPE 1.04 1.03 1.05 1.05 1.06 1.06 1.04 1.02 1.06 1.06 1.04 1.02 1.04 1.03
8 (pl,p2) 808 888 371 466 547 632 838 863 421 532 602 662 798 863
8 d 732 727 667 667 677 692 717 712 747 773 773 788 788 793
8 (pl,p2,d) 632 662 291 371 431 486 632 637 376 456 517 562 657 697
8 RMSE 0.58 0.59 0.60 0.59 0.56 0.57 0.56 0.56 0.56 0.56 0.54 0.57 0.55 0.56
8 RMSPE 1.04 1.03 1.05 1.05 1.04 1.04 1.04 1.03 1.06 1.06 1.07 1.05 1.05 1.05
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estacionarios  TAR,
M7  f  x  =  —0.8x_  + ait,       Xt_i  O     (M8 f        =O.Sxt_i +  ait,       Xt_i <0
=  —O.2x_  + a2t,       x_i  >  O                                 = —0.5x_1 + a2t,       Xt_i >0
donde  ajt  N  (0, 1), j  =  1,  2.  Basado  en  la  sección  5.4,  se compara  el comportamiento  de
los  criterios  en  (5.20),  (5.24)  con  respecto  a  los  criterios  en  (5.26)  y los  criterios  en  (5.21),
(5.23)  y  (5.25)  con  respecto  a  los  criterios  en  (5.27).  En  todos  los  casos,  se  generan  1000
series  de  los modelos  M7 y M8 con  tamaños  muestrales  T  =  31,  51 y  101. Se procede  como
en  Wong  y  Li  (1998) y  De  Gooijer  (2001)  utilizando  una  malla  para  estimar  el  parámetro
umbral,  r.  Se ajusta  cada  modelo  a las primeras  T —  1  observaciones de cada  serie mediante
máxima  verosimilitud  condicional  en cada  modelo  y  se  obtiene  el  término  de corrección  en
(5.16)  en cada  regimen.  En  primer  lugar,  se supone  que  el parámetro  retardo  es  conocido y
se  fija p  =  p’<  =  5  para  T  =  31,  51 y  101, por  lo que  teniendo  en cuenta  que  el número
de  posibles  valores del parámetro  umbral  es  (T —  1)/2,  se comparan  375, 625 y 1250 modelos
respectivamente.  En todo  caso, se consideran  las siguientes  medidas  del comportamiento  de
los  criterios  de  selección:  (a)  la  frecuencia  de  detección  del orden  correcto  (Pi, P2)  =  (1,  1),
(b)  la  raíz  del  error  cuadrático  medio  de  estimación  del  parámetro  umbral  y  (c)  la  raíz
del  error  de predicción  mínimo  cuadrático  para  la  última  observación  basado  en  el  modelo
seleccionado  por  cada  criterio,  los parámetros  ajustados  y  el verdadero  valor.  Los resultados
aparecen  en la Tabla  5.4. Se puede  observar  que para  tamaños  muestrales  pequeños, T  =  30,
la  mejora  en el número  de veces en  el se selecciona  el modelo  correcto  puede  ser  tan  grande
como  30.5%  (ver Ci  y C  en M7), para  T  =  50  puede  alcanzar  el 50.5%  (ver AIC y AIC* en
M7)  y para  T  =  100 puede  alcanzar  el  22.6%  (ver AIC  y AIC* en M7).  Hay que  notar  que
los  criterios  AICu,  AICu*,  Cu  y  Cu* tienen  mayores  frecuencias  de detección  para  T  =  30
pero  la  frecuencia  de detección  disminuye  cuando  el tamaño  muestral  crece.
Por  otro  lado,  la  raíz  del  error  medio  cuadrático  de  estimación  (RMSE)  del  parámetro
umbral  es muy cercana  para  los criterios  originales y modificados,  mientras  que el error medio
cuadrático  de predicción  (RMSPE)  es, en general,  menor  para  los criterios  corregidos.
A  continuación,  se  supone  que  el  retardo  es  desconocido  y  se  fija  pax  =  p2max  =  5  y
 =  4  para  T  =  31,  51 and  101, por  lo que teniendo  en cuenta  que  el  número  de posibles
valores  del  umbral  es  (T —  1)/2,  se  comparan  1500, 2500 y  5000 modelos  respectivamente.
En  todo  caso, se  consideran  las siguientes  medidas  del  comportamiento  de  los criterios:  (a)
la  frecuencia  de  detección  de  los  ordenes  correctos,  (pi,p2)  =  (1,  1),  (b) la  frecuencia  de
detección  de  seleccionar  el  retardo  correcto  d  1,  (c)  la  frecuencia  de  detección  de  los
ordenes  y retardo  correcto,  (d) la raiz  del error  mínimo cuadrático  de estimación  del umbral,
y  (e)  la  raiz del error  de predicción  mínimo cuadrático  para  la última  observación basada  en
el  modelo seleccionado  por  cada  criterio,  los parámetros  ajustados  y el verdadero  valor.  Los
resultados  aparecen  en la  Tabla  5.5. Se puede  observar  que  para  tamaño  muestral  pequeño,
T  =  30,  la mejora  en el número  de veces en que  los ordenes correctos  (Pi, P2, d) =  (1, 1, 1) son
seleccionados  puede  ser  tan  grande  como el  43.8%  (ver  AIC y  AIC* en  M8), para  T  =  50
puede  alcanzar  el  74.2 % (ver AIC y AIC* en M8)  y para  T  =  100 puede  alcanzar  el 42.2 %
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(ver  AIC y AIC* en M7).  Como  en el  caso en que  d se supone  conocido,  los  criterios  AICu,
AICu*,  Cu y Cu* tienen  una  frecuencia de detección  mayor  para  los ordenes  autorregresivos
y  el retardo  para  T  =  30  pero  la  frecuencia  de detección  decrece cuando  el tamaño  muestral
se  incrementa.  Se nota  que a veces los criterios  corregidos  tienen  una  frecuencia  de detección
menor  del  parámetro  retardo  pero  esto  no  es  un  problema  debido  a  que  el  interés  en  este
caso  es  seleccionar correctamente  los ordenes  autorregresivos  y el  retardo  al  mismo tiempo.
Respecto  a los  valores  de RMSE  y el RMSPE,  los  resultados  son  similares  al caso  en que  d
es  conocido.
5.6.   Conclusiones
En  este  capítulo,  se ha  demuestrado  que  analizar  selección de  modelos  en  modelos AR
MA  como un problema  de discriminación  cuadrática  proporciona  un  enfoque unificador para
derivar  criterios  de selección de modelos. También  este  enfoque sugiere  una  diferente  defición
de  esperanza  de  la  verosimilitud  a  la  propuesta  por  Akaike  (1973).  Este  enfoque  lleva a  la
inclusión  de un  término  de  correcián  en  los  criterios  que  no  modifican  su  comportamiento
en  muestras  grandes  pero  que hacen  mejorar  el comportamiento  en  muestras  pequeñas.  Por
lo  tanto,  se  ha  propuesto  una  familia  de  criterios  que  generalizan  los  criterios  de  selección
comunmente  utilizados  en  la  práctica.  Estas  ideas  son  extendidas  al  caso  de  modelos  au
torregresivos  por  umbrales  (TAR)  y  se  generaliza el  enfoque  propuesto  para  estos  modelos
de  series  no lineales.  Un estudio  de Monte  Carlo  demuestra  que esta  familia  mejora el  com
portamiento  en  muestras  finitas  de criterios  tales  como el AIC,  AICc  y  BIC,  para  modelos
ARMA,  y  AIC,  AICc,  BIC  y  algunos  criterios  de  validación  cruzada  para  modelos  TAR.
En  particular,  para  tamaños  muestrales  pequeños  y  medios,  la  frecuencia  de  selección  del
verdadero  modelo  aumenta  para  los  criterios  consistentes  y la  raíz  del  error  de  predicción
cuadrático  medio disminuye  para  los criterios  eficientes.  Estos  resultados  son obtenidos  para
modelos  lineales ARMA  y modelos TAR en los que se  asume que el umbral  y los parámetros
son  desconocidos.
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5.7.  Apéndice
Demostración  del  Lema  5.1.  Utilizando  (5.2),  se  tiene  que,
Eao  [logp (y  1 &p,q)]  =  —  log 2n —  log q  —  log  QT  (p,q)  —  Eao  [s(,q)]
donde  S,  (jp,q)  y’Q’  (i3p,q)  y.  Suponiendo  que  el  modelo  Mp,q es el  verdadero  modelo,
Brockwell  y  Davies  (1991) demuestran  que,
E  Sy(p,q)     E[Sy(p,q)]  —  T(T+p+q)    O          528
—    E  [q]   —  (T  —  p  —  q  —  2)  +  P  )‘
lo  que  conduce  a  (5.6).
Por  otro  lado,  utilizando  que Tlog(1  —       — (p  + q) +  o(1),  se tiene  que,
Tlo2+Tlo_   +log  QT  (p,q)  =
=  T  log 2  —  T  log (i  —  q))  + T log ,q  + log  QT (p,q)
=  Tlog2n  + T1ogq  +  (p +  q) +  log  QT  (p,q)  +  o(1).
Más  aun,  de  (5.28),
E[]  T(TT_2  +O(1)_—(T+p+q)+O(1),
T_(pq)Up,q     T—(p+q)  (    y  q
lo  que  prueba  (5.6).  u
Demostración  del  Lema  5.2.  Sea,
h  (ap,q)  =  —  log (2n) —  log  IET (ap,q)l —   (p,q)’  x  +  logp(ap,qIMp,q),
entonces,  aplicando  el método  de Laplace,  ver  Tierney  y  Kadane  (1986), se  obtiene,
p(xIMp,q)   (  )p+g+1-T  H  (p,q)J  IT  (p,q)I  exp         (p,q)’    p(p,qMp,q),
donde  p,q  es el  estimador  máximo  verosímil  de cxp,q y H  es menos  el  Hessiano inverso de  h
evaluado  en &p,q.  Entonces,
logp(xIMp,q)  p +q  +1—T  log (2w) +  log jH (&p,q)I —
—  log IT  (&p,q)I — X’T  (&p,q)1 x +  logp(p,qIMp,q).
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Raftery,  Madigan  y Volinsky (1995) demuestran  que  log  H (&p,q)  =  —(p + q +  1) log T +
O(1)  porque  H  (p,q)  es asintóticamente  igual  a  la  matriz  de información  observada,  que  es
asintóticamente  igual  a  T  veces una  matriz  constante.  Entonces,
logp(xIMp,q)  =  (p  +  q +  1 —  T)  log(2n)  —  (p  +  q + 1)logT  —  log  (p,q)
—X’T  (&p,q)’  x +  logp(&p,qIMp,q) + 0(1)  =  (p +  q +  1 —  T)  log(2n)  —  (p  +  q +  1)logT
—  1og&  —  log  QT  (p,q)  —  +  logp(&p,qMp,q) + o(1),
que  demuestra  el  resultado.  u
Demostración  del  Teorema  5.3.  Shibata  (1980)  considera  criterios  de  selección  de  la
forma:
S(p)  =  (TPmax+T(p)+2P).
El  orden  seleccionado  por  los  criterios  S  (p)  es  eficiente  si  6T  (p)  verifica  las  condiciones
impuestas  en el Teorema  4.2 de  Shibata:
1.  plím  (  max  15T(p)I =  0,
T00  1<P<Pmax  TPmax  /
/       ________2.  plimi  max  T-    L
T—oo   i_<PPmax  (  pmax)  T(P)  /
donde  plím denota  limite  en probabilidad,  LT  (p), es la  siguiente  función,
2        00    00
LT     TPaa    +      
Pmax z=p+1  ]=p+l
donde  j•  =  Coy  (xt, xt_ IjI)  y  p  es una  secuencia  de  enteros  positivos  con  1   Pmax
que  alcanzan  el  mínimo  de  LT  (p)  para  cada  T  (ver  Shibata,  1980, p154).  El  criterio  AIC
puede  escribirse en términos  de S  (p) tomando  cy  (p)  =  8’  (p) =  T  exp  ()  — (T  —  pm)  —
2p.  Shibata  (1980) demuestra  que  este  término  verifica las  dos condiciones,  y  esto  propor
ciona  el eficiencia asintótica  del AIG. Podemos  escribir  AIC* en terminos  de  S  (p) tomando
6T  (p)  5IC  (p)  =  Texp  ()  (log QT  (fin))T  —  (T  Pmax) —  2p.  Por  lo tanto,
5AIC*  ()  =  STAIC (p) -  Texp  ()  (_  (log QT  () ) +)
A  continuación,  se  demuestra  que  8’  (p)  verifica  ambas  condiciones.  Primero,  se  es
cribe,                                                     1
óAIC  (  -  exp  ()(logQT ())  - ____ -T-     -        1-         1_2           (.max     T        T
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Hannan  (1973) demuestra  que  (log  QT  ()+  —p1, para  cada  ‘y perteneciente  al  espacio
paramétrico,  y  consecuentemente,  (log  QT  ()  ) T  .‘  1  y  el  limite  cuando  T  .‘  oc  del
máximo  de  los  valores  (5.29)  en  el  conjunto  1   P   Pmax  es  0.  Esto  prueba  la  primera
condición.
Para  la  segunda  condición,  se  escribe la  siguiente  descomposición:
AICç  ‘  ,çAIC(  *     ,çAIC(     .ÇAIC( *UTkP)—‘TPT,     ‘T.P—UTPT
(T  — prna)  LT (p)      (T — Pmax)  LT (p)
 (i  (1ogQT())  -Texp()  (i  (logQT()(T  — Pma)  LT  (p)
Shibata  (1980) demuestra  que  el primer  término  tiende  a  O implicando  que  AIC  es  efi
ciente.  Para  la  segunda  expresión, para  cada  p tal  que  1   p  Pmax  incluyendo  p,  se puede
demostrar  que,
límTexp  () (i_  (log  QT  ()  ) T)  =  -  log  (-  ilog  (1-  )))  <oc.
Como  el  límite  es  acotado  para  cada  p  y  (T —  Pm)  LT (p) —  oc  cuando  T  —+  oc,  para
cada  1    Pmax,  la  segunda  expresión  también  tiende  a  0.  Entonces,   (p)  verifi
ca  la  segunda  condición.  Por  lo tanto,  AIC* es  eficiente  y  como  AICc* es  asintóticamente
equivalente  a  AIC*,  AICc* es también  eficiente.  u
Capítulo  6
Futuras  líneas  de  investigación
Es  este  capítulo  se  describen  algunas  futuras  líneas  de  investigación  que  extienden  el
trabajo  realizado  en  esta  Tesis.
En  los  capítulos  3  y  4  se  han  propuesto  métodos  de  detección  de  atípicos  y  cambios
de  nivel  y  cambios  de  varianzas  y  de  correlaciones  en  series  multivariantes  por  separado.
Parece  razonable  desarrollar  un  método  que  detecte  todos  estos  cambios  de  una  vez.  La
primera  línea de  extensión  es  construir  un  procedimiento  para  identificar  simultáneamente
todos  estos efectos  y desarrollar  procedimientos  que posibiliten  su  tratamiento  conjunto.  Se
estudiará  la capacidad  de un  modelo  que incluya  todos  los efectos mencionados  para  ajustar
series  multivariantes.  Algunos puntos  a estudiar  son los siguientes.  En primer  lugar, analizar
la  influencia  del grado  de  diferenciación  de  la serie  en  los atípicos.  Por  ejemplo,  un  atípico
innovativo  tiene  un  efecto transitorio  en una  serie  estacionaria  y  un  efecto  permanente  muy
parecido  a  un  cambio  de  nivel en  una  serie  1(1). Por  ello,  es  importante  estudiar  cual es  la
mejor  manera  de modelizar  estos  efectos para  evitar  posibles  confusiones. En segundo  lugar,
comparar  el modelo  que  incluya todos  los efectos  con  otros  tales  como los de  heterocedasti
cidad  condicional,  para  determinar  si ofrecen  un  mejor  ajuste  para  algunas  series.  La razón
de  esta  comparación  es  que se  han  estimado  algunas  series financieras  suponiendo  cambios
discretos  en la varianza  y distribución  Gaussiana  en el término  de error,  y se ha  comprobado
como  se reduce  drásticamente  la  correlación  entre  los  cuadrados  de  los  residuos  obtenien
do  un  ajuste  adecuado.  En tercer  lugar,  analizar  modelos de heterocedasticidad  condicional
para  series multivariantes  que  incluyan atípicos y cambios en las varianzas  marginales.  Como
se  ha  mencionado  en el  capítulo  2,  algunos  artículos  han  tratado  estos  modelos  en el  caso
univariante  pero  no  en el  multivariante.
La  segunda  linea de extensión es utilizar  los criterios  de selección de modelos para  detectar
atípicos  y cambios  de varianza.  Por  ejemplo,  Kitagawa  (1979) utiliza  el AIC  para  detectar
atípicos  en observaciones multivariantes  y Chen y Gupta  (1997) utilizan  el BIC para  detectar
cambios  de varianza  en series de ruido blanco.  Una segunda  línea de investigación es obtener
métodos  de  detección  de  atípicos y  cambios  de varianza  mediante  el  uso de  los criterios  de
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selección  propuestos  en el capítulo  5. Supongamos  una  serie univariante  que sigue un  modelo
ARMA  y  se quiere  contrastar  la  presencia  de un  atípico  o cambio  de varianza  en  t  =  h.  La
idea  es  comparar  el valor  del criterio  de selección  de un  modelo  que  incluya  el  atípico  o el
cambio  de varianza  como un  parámetro  a  estimar,  con  el valor  del criterio  para  un  modelo
que  no  lo iricluya. Si  el valor del criterio  es menor  para  el modelo  con  el atípico  o el cambio,
entonces  se  asume  que  la  serie tiene  uno  de estos  efectos  en el instante  t =  h.  La  ventaja  de
este  método  con respecto  a uno basado  en contrastes  es que  se obtiene  una regla  objetiva para
determinar  la  existencia  de  un  atípico  o de  un  cambio  de varianza,  que  es  independiente  de
niveles  de significatividad.  Los criterios  BIC y BIC* parecen adecuados  para  detectar  atípicos,
ya  se  ha  demostrado  que  asintóticamente  siempre seleccionan  el modelo  adecuado.  También
se  ha  demostrado  que  los  criterios  eficientes como el  AIC,  AIC*, AICc  y  AICc*, no  parecen
adecuados  én este  sentido  ya que  incluso asintóticamente  existe una  probabilidad  positiva  de
seleccionar  el modelo  con el atípico  aunque  no exista.  Se estudiará  la  aplicación  de este  tipo
de  procedimientos  en series univariantes  y multivariantes  y en modelos lineales y no  lineales.
La  tercera  extensión  es  explorar  la  posibilidad  de  detectar  cambios  de  las  varianzas  y
de  las correlaciones  en series  multivariantes  mediante  el uso de proyecciones.  Se analizará  la
proyección  del vector  de series y del vector de residuos.  En  ambos casos, el primer  paso debe
ser  obtener  los efectos  de los cambios en las series proyectadas.  Para  el  caso de los residuos,
si  suponemos  el  momento  de  cambio conocido,  una  posibilidad  es  obtener  la  dirección  que
maximize  o minimize el cociente  entre  varianzas  de los residuos proyectados  antes  y después
del  momento  de cambio.  Si  y Q denotan  estas  matrices,  entonces,  las direcciones  buscadas
son  las de  los vectores  asociados  a  los autovalores  máximo  y mínimo de la  matriz  ‘Q.  Un
inconveniente  es  que  en  la  serie  univariante  proyectada  se  pierde  la  información  referente
a  si  el cambio  es  de  varianzas,  de  correlaciones  o  de ambos,  por  lo que  habría  que  realizar
una  comparación  posterior  a detectar  un  cambio.  Algunos puntos  a  investigar  serán también
como  evitar  detectar  cambios  espúreos y  como obtener  una  dirección  que  sea independiente
del  momento  de cambio.
Una  cuarta  línea  de investigación es construir  un  procedimiento  para  identificar  cambios
estructurales  basado  en estadísticos  multivariantes,  como los que  aparecen  en el  capítulo. 4,
que  tengan  en  cuenta  posibles  cambios  en  los  parámetros.  También  se  analizará  el  uso  de
proyecciones  para  detectar  estos  cambios  obtenidos  para  series  proyectadas,  debido  a  que
un  cambio  en  los  parámetros  también  afecta  al  modelo  de la  serie  proyectada.  Para  ello es
necesario,  como en  los casos anteriores,  determinar  un  índice de proyección  adecuado.
Una  quinta  línea  de  investigación  es  ampliar  los resultados  de  selección de  modelos  del
capítulo  5 al caso  de series multivariantes.  El planteamiento  del  problema  mediante  análisis
discriminante  para  modelos ARMA parece  que se puede  extender  de manera  natural  al  caso
multivariante.  Un punto  a  investigar es si de este  planteamiento  se puede  derivar  un  término
de  correción  similar  al  caso univariante  y si dicho término  tiene  en cuenta  las correlaciones
de  las componentes  del vector  de series.
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