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Adiabatic quantum computing (AQC) can be protected against thermal excitations via an en-
coding into error detecting codes, supplemented with an energy penalty formed from a sum of com-
muting Hamiltonian terms. Earlier work showed that it is possible to suppress the initial thermally
induced excitation out of the encoded ground state, in the case of local Markovian environments,
by using an energy penalty strength that grows only logarithmically in the system size, at a fixed
temperature. The question of whether this result applies beyond the initial time was left open. Here
we answer this in the affirmative. We show that thermal excitations out of the encoded ground state
can be suppressed at arbitrary times under the additional assumption that the total evolution time
is polynomial in the system size. Thus, computational problems that can be solved efficiently using
AQC in a closed system setting, can still be solved efficiently subject to coupling to a thermal envi-
ronment. Our construction uses stabilizer subspace codes, which require at least 4-local interactions
to achieve this result.
I. INTRODUCTION
In adiabatic quantum computing (AQC), computa-
tions are performed using a time-dependent Hamiltonian
that evolves smoothly from an initial Hamiltonian with
a known and easily preparable ground state, to a final
Hamiltonian whose ground state is unknown and encodes
the desired result [1] (for a review see Ref. [2]). This
model appears promising for near-future large scale re-
alization, especially in terms of (non-universal) quantum
annealing devices, which already feature a few thousand
qubits [3, 4].
Despite enjoying a certain degree of inherent robust-
ness to errors, AQC has four main and well documented
failure modes [5–14]: (i) diabatic transitions out of the
ground state arising from an evolution on a timescale that
is faster than that set by the inverse gap, (ii) control er-
rors resulting in the implementation of the wrong final
Hamiltonian, (iii) decoherence of the ground state, and
(iv) thermal excitations out of the ground state. The first
of these is a purely unitary error mode which arises even
in the absence of coupling to the environment. It is mit-
igated by slowing the evolution down in accordance with
the adiabatic theorem [15], i.e., in order to remain in the
ground state throughout, the total evolution time is re-
quired to be large relative to the timescale set by (a small
power of) the inverse of the smallest energy gap from the
ground state encountered along the evolution [16]. The
second can be viewed as arising from technical imper-
fections or from the environment; either way it can be
mitigated to some extent by imposing smooth bound-
ary conditions on the interpolation between the initial
and final Hamiltonians [17–20] or by encoding the final
Hamiltonian [21], but the absence of a complete theory of
fault tolerance in AQC (despite impressive attempts [22])
means that it is not currently known how to scalably and
reliably overcome control errors. The third and fourth
are entirely environment-induced errors. Decoherence of
the ground state (due to decoherence in the computa-
tional basis) is a catastrophic failure mode that occurs
when the coupling to the environment is too strong for
AQC to be meaningfully executed. Quantum error cor-
rection methods can be deployed in principle, but at
present they are impractical in that they require the use
of many-body interactions that scale with the problem
size [23]. To avoid decoherence of the ground state, AQC
should be performed in systems obeying the weak cou-
pling limit to the environment, where decoherence occurs
in the instantaneous energy eigenbasis [24].
In this work we address thermal excitations. This fail-
ure mode can be suppressed using a scheme first pro-
posed by Jordan, Farhi, and Shor (JFS) [25]. In the
JFS scheme, an error detecting stabilizer subspace code
is chosen, and the system Hamiltonian is encoded us-
ing the logical operators of the same code. A penalty
Hamiltonian Hp proportional to the sum of the stabi-
lizer generators of the code is added, which suppresses
excitations out of the code subspace. This is useful since
without encoding thermal excitations are suppressed only
by the gap of the system Hamiltonian, but with encod-
ing, thermal excitations are suppressed by the gap of the
penalty Hamiltonian (which is a constant for stabilizer
codes) times the magnitude ηp of the energy penalty.
In their analysis, JFS assumed a particular system of
spins weakly coupled to a photon bath and a pure ini-
tial state. They then identified the lowest-weight possible
subspace stabilizer codes for detecting 1-local and 2-local
noise compatible with the suppression of thermal exci-
tation errors. Ref. [26] generalized the JFS suppression
result to arbitrary Markovian master equations and arbi-
trary subspace (as opposed to subsystem) error detection
codes, while allowing for mixed initial states. However,
both Refs. [25, 26] only considered the ultra-short-time
performance of this error suppression scheme for Marko-
vian environments. More precisely, they established con-
ditions for the success of the scheme only in terms of the
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2initial thermal excitation rate out of the code subspace.
Here we complete the analysis initiated in Ref. [26] and
consider the performance of subspace-based error sup-
pression schemes for arbitrary times t. We prove that
thermal excitation errors can be suppressed for all phys-
ically reasonable, local Markovian environments by in-
creasing ηp only logarithmically in the number of qubits
n at constant bath temperature, provided the total evo-
lution time scales at most polynomially in n. Our main
technical result is formulated in terms of an upper bound
on the excited state population at arbitrary t, assum-
ing that the system is initialized in the ground subspace.
We show that, provided the conditions mentioned above
hold, this bound can be made arbitrarily small by in-
creasing ηp in proportion to log(n). Since we require
that the total evolution time tf ∼ poly(n), our result
does not guarantee protection against thermal excitation
errors for problems with exponentially (or superpolyno-
mially) small gaps, for which, by the adiabatic theorem,
we expect tf to have to scale faster than poly(n).
The structure of this paper is as follows. In Sec. II we
provide a general bound on the excitation rate out of the
ground subspace at arbitrary time. We observe that the
bound involves an off-diagonal component (coherence be-
tween the ground and excited subspaces) that did not ap-
pear in the earlier initial-time treatment of Refs. [25, 26].
In Sec. III we derive an upper bound on the excited state
population after encoding using a subspace-based error
detection code and adding an energy penalty term, and
show that it can be made arbitrarily small provided the
penalty strength ηp ∼ log(n) and total evolution time
tf ∼ poly(n). This is the content of our main result,
Eq. (52). Readers interested primarily in the conclusions
can skip many details of the derivation and read the pa-
per starting from this point. We provide a summary and
discussion in Sec. IV, and provide a few additional tech-
nical details in the Appendix.
II. BOUNDING THE EXCITATION RATE OUT
OF THE GROUND SUBSPACE AT ARBITRARY
TIME
Consider the spectral decomposition of a time-
dependent Hamiltonian H(t):
H(t) =
∑
l≥0
l(t)Πl(t) , (1)
where Πl(t) denotes the projection onto the (possibly de-
generate) H(t)-eigensubspace with eigenvalue l(t). The
eigenvalues are ordered so that 0(t) ≤ 1(t) ≤ . . . ∀t, and
we assume that there are no level crossings. The eigen-
projectors are orthogonal: Πl(t)Πl′(t) = δll′Πl(t). From
now on we usually drop the explicit time-dependence to
simplify the notation. But it important to remember that
all our quantities are explicitly time-dependent unless ex-
plicitly stated otherwise.
A. General expression for the excitation rate out
of the ground subspace
Assume that the system is initially prepared in the
(possibly degenerate) ground subspace of H, with energy
0, i.e., ρ(0) = Π0ρ(0)Π0. Using ρ = (Π0 + Π
⊥
0 )ρ(Π0 +
Π⊥0 ), the population in the subspace orthogonal to Π0 is
p⊥ ≡ Tr(Π⊥0 ρΠ⊥0 ) = 1− Tr(Π0ρΠ0) (2)
so that
p˙⊥ = −∂tTr(Π0ρ) ≡ −R(t) (3)
and
p⊥(t) = −
∫ t
0
R(t′)dt′ + p⊥(0) . (4)
Since we assumed that the initial population is fully in
Π0, i.e., Tr[Π0ρ(0)Π0] = 1, it follows that p⊥(0) = 0.
In contrast to Ref. [26], which focused on the ini-
tial excitation rate out of the ground subspace, R(0) =
∂tTr(Π0ρ)|t'0, here we are interested in the excitation
rate for arbitrary t
R(t) = ∂tTr(Π0ρ) = Tr(Π˙0ρ) + Tr(Π0ρ˙) . (5)
Again using ρ = (Π0 + Π
⊥
0 )ρ(Π0 + Π
⊥
0 ), we have
Tr(Π˙0ρ) = Tr(Π0Π˙0Π0ρ) + Tr(Π
⊥
0 Π˙0Π
⊥
0 ρ) (6a)
+ Tr(Π˙0Π
⊥
0 ρΠ0) + Tr(Π˙0Π0ρΠ
⊥
0 ) . (6b)
The terms in line (6a) vanish: differentiating the identity
Π20 = Π0 yields
Π0Π˙0 + Π˙0Π0 = Π˙0 =⇒ Π˙0Π0 = Π⊥0 Π˙0 . (7)
Multiplying from the left or from the right gives
Π0Π˙0Π0 = 0 , Π
⊥
0 Π˙0Π
⊥
0 = 0 . (8)
The two complex conjugate terms in line (6b) are due
to coherence between Π0 and Π
⊥
0 . They vanish if we
assume that at arbitrary time t the state is in Π0 ⊕Π⊥0 :
R(t) = Tr(Π0ρ˙) if ρ = Π0ρΠ0 + Π
⊥
0 ρΠ
⊥
0 ∀t. (9)
Since the initial state satisfies ρ(0) = Π0ρ(0)Π0, Eq. (9)
holds at t = 0 without an additional no-coherence as-
sumption. This was the case studied in Ref. [26]. But
since here we are interested in arbitrary t, we have:
R(t) = Tr(Π0ρ˙) + [Tr(Π˙0Π0ρΠ
⊥
0 ) + c.c.]. (10)
One way for the assumption ρ = Π0ρΠ0 + Π
⊥
0 ρΠ
⊥
0 ∀t
to hold is if decoherence between Π0 and Π
⊥
0 is fast on
the timescale of the evolution, i.e., T2  tf , where T2 is
the timescale over which Π0ρΠ
⊥
0 and Π
⊥
0 ρΠ0 decay, and
tf is the final time, i.e., the total evolution time. This is
certainly true in the time-independent case (where we ex-
pect these coherences to decay at least as fast as e−t/T2),
but it does not hold in the general time-dependent case,
as we discuss below.
3B. Adiabatic master equation in Davies-Lindblad
form
Let us define our open system model. Assuming a total
Hamiltonian of the form
Htot(t) = HS(t) +HB +HSB , (11)
where HS(t) is the time-dependent system Hamiltonian,
HB is a general bath Hamiltonian, and
HSB =
∑
α
Aα ⊗Bα (12)
is a general system-bath interaction Hamiltonian, an adi-
abatic Markovian master equation in Davies-Lindblad
form [27, 28] can be derived in the weak coupling
limit [29]:
ρ˙ = L(t)[ρ] = −i[H(t) +HLS(t), ρ] +D(t)[ρ] , (13)
where HLS(t) is the Lamb shift, which commutes with
HS(t), and D(t) denotes the dissipative (non-unitary)
part. Henceforth we use units such that ~ ≡ 1. We
assume that the system operators Aα are `-local, with `
a constant that is independent of the number of system
particles (e.g., qubits) n. The interaction Hamiltonian
HSB then has a local structure, and can be expressed as
a sum over
(
n
`
)
terms, which is polynomial in n.
We briefly review the structure of D(t) (see, e.g.,
Ref. [24] for more details). Let ρB denote the initial
state of the bath. The bath correlation function is
〈Bαα′(t)〉 = Tr(ρBe−iHBtBαeiHBtBα′) , (14)
and its Fourier transform is
γαα′(ω) =
∫ ∞
−∞
dt eiωt〈Bαα′(t)〉 = γ∗α′α(ω) . (15)
The matrix γ = {γαα′} is positive semi-definite. There-
fore it can be diagonalized by a unitary matrix u. Define
new system operators
Fα =
∑
α′
(u†)αα′Aα′ , (16)
and their transforms
Fα(ω) =
∑
l′−l=ω
ΠlFαΠl′ , (17)
where the sum is over all pairs of eigenvalues l′ and l
whose difference is equal to the given Bohr frequency ω.
Then, the dissipator D(t) can be written as:
D[ρ] =
∑
ωα
γα(ω)[Fα(ω)ρF
†
α(ω)−
1
2
{F †α(ω)Fα(ω), ρ}] ,
(18)
where {γα(ω)} are the eigenvalues of γ(ω).
If the bath is in thermal equilibrium at inverse temper-
ature β = 1/(kBT ), then the matrix of decay rates satis-
fies the Kubo-Martin-Schwinger (KMS) condition [30]:
γα(−ω) = e−βωγα(ω) , ω > 0 . (19)
It relates the excitation rate γα(−ω) to the relaxation
rate γα(ω), and shows that excitation is exponentially
suppressed in βω relative to relaxation.
C. Upper bound on the off-diagonal term
To bound the off-diagonal term Tr(Π˙0Π0ρΠ
⊥
0 ) in
Eq. (10), we note that Π˙0 can be replaced by the re-
duced resolvent S = Π⊥0 (H−0)−1Π⊥0 . Namely, it is well
known that Π˙0Π0 = −SH˙Π0 and ‖S‖ ≤ 1/∆(H), the
inverse minimum spectral gap of H(t), i.e., the gap be-
tween Π0 and the first excited state (see, e.g., Appendices
B and F of Ref. [31]). This gives the following bound:
|Tr(Π˙0Π0ρΠ⊥0 )| = |Tr(SH˙Π0ρΠ⊥0 )| (20a)
≤ ‖SH˙‖‖Π0ρΠ⊥0 ‖1 (20b)
≤ ‖H˙‖
∆(H)
‖Π0ρΠ⊥0 ‖1 , (20c)
where ‖ · ‖ is the operator norm (largest singular value)
and ‖ · ‖1 is the trace-norm, and we used the inequality
|Tr(AB)| ≤ ‖A‖‖B†‖1 (operator norm of A times trace
norm of B†) [32].
How tightly can we bound the ‖Π⊥0 ρΠ0‖1 factor in
general? As mentioned above, for the time-independent
case and in the weak coupling limit this quantity decays
rapidly due to decoherence between eigenstates. But in
the time-dependent case the best we can do in general is
the following. Let ρad be the solution of of the Davies-
Lindblad master equation in the adiabatic limit. This is
known to be the Gibbs state [33], which is diagonal in
the energy eigenbasis. Hence Π⊥0 ρ
adΠ0 = 0, and using
‖Π0‖ = ‖Π⊥0 ‖ = 1:
‖Π⊥0 ρΠ0‖1 = ‖Π⊥0 (ρ− ρad)Π0‖1 (21a)
≤ ‖Π⊥0 ‖‖ρ− ρad‖1‖Π0‖ ≤ C/tf , (21b)
where we used the adiabatic theorem for open sys-
tems [33] for the last inequality. The tf -independent con-
stant C is given by Eq. (4) of [33] and depends on a power
of 1/∆(L) where L is the Lindbladian from Eq. (13) and
∆(L) is the minimal gap from the zero eigenvalue of L(s)
along the evolution from s = 0 to s = 1, where s = t/tf .
The bound (21b) can be tightened using boundary can-
cellation methods, and improved to Cv/t
v+1
f , where v is
the number of vanishing derivatives of H(t) at tf , and
the bounded, tf -independent constants Cv are given in
Eq. (11b) of Ref. [20]. It is important to note that Cv
does depend on the system size n, a point we return to
below. Thus, altogether we have:
|Tr[Π˙0Π0ρΠ⊥0 ]| ≤
‖H˙‖Cv
∆(H)tv+1f
, (22)
4where ‖H˙‖ and ∆(H) are maximized and minimized over
the interval [0, tf ], respectively.
D. Computation of the diagonal term
Now we consider the diagonal term in Eq. (10):
Tr(Π0ρ˙) = −iTr(Π0[H +HLS, ρ] + Tr(Π0D[ρ]) . (23)
Let us compute each term in turn.
1. Computation of Tr(Π0[H +HLS, ρ])
Let H ′ ≡ H + HLS. Recall that [H,HLS] = 0 and
[Π0, H
′] = 0. Now note that Π0[H ′, ρ] = [H ′,Π0ρ] +
[Π0, H
′]ρ, so that:
Tr(Π0[H
′, ρ]) = Tr([Π0, H ′]ρ) = 0 . (24)
Thus there is no contribution from the unitary part.
2. Computation of Tr(Π0D[ρ])
Eq. (18) gives:
Tr(Π0D[ρ]) =
∑
ωα
γα(ω)
(
Tr[Π0Fα(ω)ρ(t)F
†
α(ω)] (25a)
− 1
2
Tr[Π0{F †α(ω)Fα(ω), ρ}]
)
. (25b)
The term in line (25a) is:∑
ω
γα(ω)Tr[Π0Fα(ω)ρF
†
α(ω)Π0]
=
∑
ω
γα(ω)
∑
l′−l=ω
∑
l′′′−l′′=ω
Tr[Π0(ΠlFαΠl′)ρ(Πl′′′F
†
αΠl′′)Π0]
=
∑
ω
γα(ω)
∑
l′=ω+0
∑
l′′′=ω+0
Tr[(Π0FαΠl′)ρ(Πl′′′F
†
αΠ0)]
=
∑
l
γα(l − 0)Tr[Π0FαΠlρΠlF †αΠ0] . (26)
For the term in line (25b), we first note that:
Π0F
†
α(ω)Fα(ω)
=
∑
l′−l=ω
∑
l′′′−l′′=ω
Π0(Πl′′′F
†
αΠl′′)(ΠlFαΠl′)
=
∑
l′−l=ω
∑
0−l=ω
Π0F
†
αΠlFαΠl′
=
∑
l=0−ω
Π0F
†
αΠlFαΠ0 . (27)
An identical result holds for F †α(ω)Fα(ω)Π0. Using
this, the term in line (25b) becomes −∑l γα(0 −
l)Tr[Π0ρΠ0F
†
αΠlFα]. Therefore, after using the KMS
condition to write γα(0 − l) = e−β(l−0)γα(l − 0):
Tr(Π0D[ρ]) =
∑
α
∑
l>0
γα(l − 0)
(
Tr[ρΠlF
†
αΠ0FαΠl]
−e−β(l−0)Tr[ρΠ0F †αΠlFαΠ0]
)
. (28)
These terms represent opposite processes: the first rep-
resents relaxation into Π0, the second represents excita-
tion out of Π0. When just the initial excitation rate is
accounted for, only the excitation term appears [26].
3. The case without degeneracies: Pauli master equation
In the absence of any degeneracies the projectors are
all rank 1, i.e., Πl = |l〉〈l| and we can simplify Eq. (28)
by factoring out the populations
pl = ΠlρΠl . (29)
This yields:
Tr(Π0D[ρ]) =
∑
α
∑
l>0
γα(l − 0)pl
(
Tr[ΠlF
†
αΠ0Fα]
−e−β(l−0)p0Tr[Π0F †αΠlFα]
)
(30a)
=
∑
l>0
W0lpl −Wl0p0 (30b)
(30c)
where we used the KMS condition and defined the
Markov transition matrix (whose elements are positive):
Wl′l =
∑
α
γα(l − l′)Tr[ΠlF †αΠl′Fα] . (31)
In this case Tr(Π0ρ˙) = Tr(Π0D[ρ]) is simply the Pauli
master equation, expressing repopulation of the ground
state |0〉 with transition rate W0l, and depopulation with
transition rate Wl0 = e
−β(l−0)W0l (detailed balance).
Both positivity and the detailed balance conditions are
proved in Appendix A.
III. EXCITATION RATE REDUCTION USING
AN ERROR DETECTING CODE
A. The encoded Hamiltonian
We now choose a code C that can detect all the errors
(system operators) Fα [34]:
∀α : PCFαPC = 0 , (32)
where PC projects onto the code space. More explicitly,
we choose C to be an [[n, k, d]] stabilizer code, where the
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FIG. 1. (color online) Subspaces and energy level structure. Before the introduction of H¯S the Hilbert space splits into the
n − k + 1 eigenspaces of the penalty Hamiltonian Hp, indexed by the number of detected errors m. These subspaces are(
n−k
m
)
2k-dimensional and are separated by gaps of 2ηp. The lowest (m = 0) is the code subspace C. Transitions between
different eigenspaces of Hp are suppressed by these gaps. After H¯S is introduced the degeneracy of each such subspace is split.
The encoded adiabatic computation takes place in the encoded ground state, the lowest energy state in C. Diabatic evolution
or undetected errors can cause transitions inside the code space, which are not protected against by the penalty Hamiltonian.
number of physical and logical qubits is n and k, respec-
tively, and d is the code distance (d ≥ 2). Let us denote
the stabilizer generators by {Si}n−ki=1 . This partitions the
Hilbert space into 2n−k stabilizer syndrome subspaces,
each of which is 2k-dimensional. Each such subspace is
defined by a particular ordered assignment of ±1 eigen-
values of the stabilizer generators [35].
We construct a penalty Hamiltonian Hp by summing
the stabilizer generators [25]:
Hp = −
n−k∑
i=1
Si . (33)
The eigenvalues of Hp are
ξm = −(n− k) + 2m , m = 0, . . . , n− k , (34)
with corresponding rm =
(
n−k
m
)
2k-dimensional eigen-
subspaces having the property that exactly m of the
stabilizer generators have eigenvalue −1. Note that∑n−k
m=0 rm = 2
k
∑n−k
m=0
(
n−k
m
)
= 2n, as required.
We define the codespace C as usual as the linear span
of the simultaneous eigenstates of all the stabilizer gen-
erators with eigenvalue +1 [35]. Therefore the codespace
is the ground subspace of Hp. The codespace (m = 0)
is r0 = 2
k-dimensional, supporting k logical qubits. The
code therefore has k logical X and k logical Z operators
denoted X¯i and Z¯i, respectively, and their products form
logical XX and ZZ operators. We encode the system
Hamiltonian HS(t) using these logical operators. The
following encoded Hamiltonian is universal for AQC [36]:
H¯S(t) =
k∑
i=1
hxi (t)X¯i + h
z
i (t)Z¯i
+
∑
i<j
Jxij(t)X¯iX¯j + J
z
ij(t)Z¯iZ¯j , (35)
so we may assume this form without loss of general-
ity. The entire time-dependence is in the parameters
{hxi (t), hzi (t), Jxij(t), Jzij(t)}.
The total system Hamiltonian is then
H(t) = ηpHp + H¯S(t) , (36)
where the dimensionless quantity ηp > 0 quantifies the
strength of the energy penalty. Every error detected by
the code anticommutes with at least one stabilizer gen-
erator [this is equivalent to Eq. (32)] [35], so every such
error “pays” an energy penalty equal to the number of
anticommuting generators times ηp. Adding the encoded
system Hamiltonian H¯S(t) to ηpHp splits the 2
k-fold de-
generacy of the code space. The ground state of H(t)
is the encoded ground state which the error suppression
scheme is designed to protect. The protection is against
bath-induced errors that excite the system out of the code
space (m = 0 7→ m > 0), but not against errors that in-
duce transitions inside the code space (m = 0 7→ m = 0).
The latter can be either logical errors due to coupling of
the bath to system operators with weight ≥ d, or due to
6diabatic transitions arising from non-adiabatic evolution.
These considerations, as well as additional ones discussed
below, are illustrated in Fig. 1.
Since by construction [Hp, H¯S(t)] = 0 ∀t, it follows
that we may express the two Hamiltonians in terms of
the same set of time-dependent eigenprojectors:
Hp =
∑
l≥0
ξlΠl(t) , H¯S(t) =
∑
l≥0
ω¯l(t)Πl(t) , (37)
where the {ξl}l and {ω¯l(t)}l are, respectively, the eigen-
values of Hp and H¯S(t). Since H¯S(t) breaks the degen-
eracy of Hp, the index l ranges over a set of values that
is at least as large as that of the index m in Eq. (34).
I.e., unlike in Eq. (34) where m 6= m′ =⇒ ξm 6= ξm′ , the
index l may repeat certain eigenvalues of Hp, and ξl = ξl′
is possible when l 6= l′.1
We may now choose the Πl’s of Eq. (1) as the same
eigenprojectors and write the eigendecomposition of H(t)
as
H(t) =
∑
l≥0
l(t)Πl(t) , l(t) = ηpξl + ω¯l(t) . (38)
As mentioned above, the codespace is the ground space
of Hp. We may associate a corresponding projection op-
erator
PC =
∑
l∈C
Πl . (39)
The fact that we have a sum over l is due to the breaking
of the degeneracy of the codespace by H¯S(t); the sum is
over all l required to span the 2k-dimensional codespace.
Eq. (38) tells us the ground subspace projector of H(t)
is Π0, i.e., the ground space of H(t) is a subspace of the
code space.
B. Modified excitation rate after encoding
We assume that the initial state, which is now encoded
into C and evolves according to H(t) of Eq. (36), belongs
1 It may seem surprising that the time-independent Hp can be
expressed in terms of a linear combination of time-dependent
projectors. To see this explicitly, let {ξm, {|v(m)j 〉}rmj=1}m denote
the time-independent eigenvalues and corresponding eigenvec-
tors of Hp, where rm is the degeneracy of ξm [recall Eq. (34)].
Since [Hp, H¯S(t)] = 0, H¯S(t) preserves the eigenspaces of Hp but
may break the degeneracy within each such subspace, and the
eigenvectors of H¯S(t) are time-dependent linear combinations
of the eigenvectors of Hp. I.e., we can write the eigenvectors
of H¯S(t) as {{|w(l)k (t)〉 =
∑
j a
(l)
jk (t) |v
(l)
j 〉}k}l, with correspond-
ing time-dependent eigenvalues {ω¯l(t)}l. We can trivially check
that the time-dependent vectors {{|w(l)k (t)〉}k}l are also eigen-
vectors of Hp with eigenvalues {ξl}l. Namely, Hp |w(l)k (t)〉 =∑
j a
(l)
jk (t)Hp |v
(l)
j 〉 =
∑
j a
(l)
jk (t)ξl |v
(l)
j 〉 = ξl |w(l)k (t)〉. Therefore
we may express Hp as in Eq. (37), with the projectors explicitly
identified as Πl(t) =
∑
k |w(l)k (t)〉〈w
(l)
k (t)|.
to Π0, i.e., again ρ(0) = Π0ρ(0)Π0. This means that
p⊥(0) = 0 in Eq. (4), and we can focus exclusively on
the excitation rate R(t). Let us collect the results from
above [Eqs. (10), (22)-(24), (28)], as follows.
First, we note that the off-diagonal term Q(t) ≡
Tr(Π˙0Π0ρΠ
⊥
0 )+c.c. satisfies the bound given in Eq. (22):
|Q(t)| ≤ 2‖H˙‖Cv
∆(H)tv+1f
, t ∈ [0, tf ] . (40)
Next:
R(t)−Q(t) = Tr(Π0ρ˙) (41a)
= −iTr(Π0[H +HLS, ρ] + Tr(Π0D[ρ])
(41b)
=
∑
α
∑
l>0
γα(l − 0)
(
Tr[ρ(t)ΠlF
†
αΠ0FαΠl]
−e−β(l−0)Tr[ρ(t)Π0F †αΠlFαΠ0]
)
.
(41c)
Thanks to the error detection properties of the code
[Eq. (32)] we have
∀l ∈ C : Π0FαΠl = 0 , (42)
so that the sum over l reduces to a sum only over terms
not in the codespace:
R(t) =
∑
α
∑
l∈C⊥
γα(l − 0)(ml,0α − e−β(l−0)m0,lα ) +Q(t)
(43a)
ma,bα ≡ Tr[ρ(t)ΠaF †αΠbFαΠa] . (43b)
The term m0,lα represents the excitation out of the
codespace associated with error operator Fα, while
ml,0α , represents the corresponding relaxation into the
codespace.
C. The non-codespace population is exponentially
suppressed by the energy penalty
Next, let us show that for reasonable models of the
bath the excitation rate is exponentially suppressed with
increasing energy penalty ηp.
First, repeating the argument given in Ref. [26], let Πl
denote an eigenprojector of H with energy l = Tr[ΠlH].
Recall that the Πl’s are simultaneous eigenprojectors of
H¯S and Hp as well. We have ∀l ∈ C⊥:
l − 0 = Tr[Πl(H¯S + ηpHp)]− Tr[Π0(H¯S + ηpHp)]
= Tr[(Πl −Π0)H¯S ] + ηpTr[(Πl −Π0)Hp]
≥ ηpg , (44)
where g is the ground state gap of Hp:
g ≡ min
l∈C⊥
Tr[(Πl −Π0)Hp] . (45)
7When Hp is a sum of commuting terms, as is true for
the stabilizer construction we consider here, the gap g is
guaranteed to be a constant [37].
Next, note that, using the spectral decomposition
ρ(t) =
∑
i λi|i〉〈i|, both the excitation and relaxation
terms in Eq. (43a) are positive:
ma,bα =
∑
i
λi‖ΠbFαΠa |i〉 ‖2 ≥ 0 . (46)
Using Eqs. (4) and (43a), the non-codespace population
is
p⊥(t) = −
∫ t
0
R(t′)dt′ =
∫ t
0
Q(t′)dt′+
∑
α
∑
l∈C⊥
∫ t
0
γα(l − 0)
(
e−β(l−0)m0,lα −ml,0α
)
dt′ .
We may replace e−β(l−0) by the upper bound e−βηpg,
and further increase the RHS by removing the relaxation
term, since it is positive. Hence:
p⊥(t) ≤
∑
α
∑
l∈C⊥
∫ t
0
γα[l(t
′)− 0(t′)]e−βηpgm0,lα (t′)dt′
+
∫ t
0
|Q(t′)|dt′ (47a)
≤ tγ˜maxe−βηpg
∑
α
∑
l∈C⊥
m˜0,lα + t|Q| , (47b)
where we defined
γ˜max≡ max
l∈C⊥,α,t∈[0,tf ]
γα[l(t)− 0(t)] (48a)
= max
l∈C⊥,α
γα(ω¯l + ηpξl − 0) (48b)
m˜0,lα ≡ max
t∈[0,tf ]
m0,lα (t) (48c)
|Q| ≡ max
t∈[0,tf ]
|Q(t)| , (48d)
and used the fact that we already know that both γ˜max
and m˜0,lα are positive. To obtain line (48b) we used
Eq. (38). Note the appearance of the factor t due to the
integration in Eq. (47). This factor will play an impor-
tant role in our final upper bound considerations below,
and was absent from the initial-time-only considerations
of Refs. [25, 26].
The bound on |p⊥| depends on γ˜max. To ensure a non-
trivial bound this quantity has to be finite, which is a
natural assumption. We also assume that γ(ω) is a poly-
nomial (or any subexponential) function of ω for ω > 0;
this too is an assumption that is compatible with all com-
monly used bath models [38]. Therefore γ˜max ∼ poly(ηp).
What remains to be shown is that the sum over all non-
code states—which might appear to involve exponentially
many terms—does not spoil this conclusion. Now, since
we already showed [Eq. (46)] that each m0,lα ≥ 0, we have:∑
α
∑
l∈C⊥
m˜0,lα ≤
∑
α,l
m˜0,lα = max
t∈[0,tf ]
Tr[Π0ρΠ0
∑
α
F †αFα] ,
(49)
where we used
∑
l Πl = I. Using the inequality|Tr(AB)| ≤ ‖A‖‖B†‖1 again, we have
Tr[Π0ρΠ0F
†
αFα] = |Tr[Π0ρΠ0F †αFα]| (50a)
≤ ‖F †αFα‖ ≤ ‖Fα‖2 , (50b)
since ‖Π0ρΠ0‖1 ≤ 1. Thus:∑
α
∑
l∈C⊥
m˜0,lα ≤ max
t∈[0,tf ]
∑
α
‖Fα‖2 . (51)
The sum over α contains a polynomial number of terms
in n due to our earlier assumption of `-local system
operators in the system-bath interaction Hamiltonian
HSB =
∑
αAα ⊗Bα. Each ‖Fα‖ is itself a sum over
poly(n) n-independent terms due to Eq. (16).
Combining all this with Eqs. (40) and (47b) we thus
conclude that
p⊥(tf ) ≤ tf exp(−βgηp)poly(ηp)poly(n) (52a)
+
2‖H˙‖Cv
∆(H)tvf
. (52b)
Line (52a) states that the non-codespace population is
exponentially suppressed in terms of the energy penalty,
and grows at most linearly in time. This contribution to
the bound is due to the error suppression strategy, and
is similar to the result in Ref. [26]. The new aspect is
the factor of tf . The dependence of tf on problem size
n is dictated by the adiabatic theorem: tf must scale
as a small inverse power (2 or 3) of the minimum gap
∆(H) encountered along the evolution [16, 17]. The same
condition also ensures that the denominator in line (52b)
grows with n. This line arises purely due to diabatic
transitions, which cannot be suppressed using the energy
penalty or encoding. Note that one factor of tf present
in Eq. (40) cancelled after integration, so that we must
enforce v ≥ 1.
To ensure that the entire contribution of line (52b) de-
creases with n, the number of vanishing derivatives v at
t = tf must be sufficiently large to overcome both the
scaling of ‖H˙‖ with n (which is at most quadratic, in
the case of all-to-all interactions), and the scaling of Cv
with n. The latter depends on powers of both ∆(H)
and ∆(L), since it is known that in the Davies-Lindblad
adiabatic master equation case and in the presence of a
thermal bath satisfying the KMS condition, the constant
C appearing in the adiabatic theorem bound without
assuming any boundary conditions [Eq. (21b)] satisfies
C = O[‖L′‖/∆2(L)] (where prime denotes differentiation
with respect to s) [? ].
Therefore, assuming that all inverse gap dependencies
are polynomial in n, Eq. (52) implies that as long as
tf ∼ poly(n) (with an appropriately high degree) then
one only needs to increase the strength of the energy
penalty, ηp, logarithmically in n, at any fixed inverse tem-
perature β.
8To see explicitly why, let poly(n) ∼ np, tf ∼ nq, and
ηp ∼ r log(n). Then
tf exp(−βgηp)poly(n) ∼ exp[log(n−βgr)]np+q (53a)
= np+q−βgr , (53b)
so that if r > (p + q)/(βg) then this guarantees that
line (52a) decreases (polynomially) in the system size n.
The poly(ηp) factor does not change this conclusion since
it is a polynomial in log(n).
If, on the other hand, the inverse gap dependencies are
exponential in n then we need tf ∼ exp(n), and then
ηp must grow at least linearly in n in order for error
suppression to be effective, which is unacceptable: the
same suppression could be achieved simply by scaling up
all the coupling constants linearly without incurring the
cost of encoding.
The main conclusion reported in Refs. [25, 26] therefore
remains valid for arbitrary evolution times, namely, that
by using error detecting codes built on commuting Hamil-
tonians (for which g is constant), for physically plausible
Markovian models, a logarithmically increasing energy
penalty strength suffices for error suppression. The main
new caveat is that the proof holds for problems with poly-
nomially small gaps, but not for problems with gaps that
decrease superpolynomially.
IV. SUMMARY AND DISCUSSION
In this paper we studied error suppression for Marko-
vian models. These are interesting, despite the fact that
general results of a similar nature have already been es-
tablished for non-Markovian models [39, 40], since they
are widely used [38], and moreover decay in these models
is always exponential [41]. In this sense error suppres-
sion in the non-Markovian case is less challenging than
for Markovian AQC, since in the latter case one can-
not rely on the use of non-Markovian recurrences, as is
commonly done in error suppression techniques such as
dynamical decoupling [42–44] or the Zeno effect [45].
Ref. [26] generalized the JFS result [25], that it suf-
fices to increase the energy penalty logarithmically with
system size in order to protect AQC against excitations
out of the ground state, to general Markovian dynam-
ics and mixed states. However, these earlier results were
only valid for the initial excitation rate, and the natural
question of whether they generalize to arbitrary evolu-
tion times was left open. Here we settled this question in
the affirmative, under the assumption that the problem
gap is at most polynomially small in the problem size.
While it seems unlikely, we did not rule out the possibility
that this method of error suppression could be adapted
to work even for problems with an exponentially small
gap. Still, the present result establishes that one of the
main failure modes of AQC can be overcome under plau-
sible physical assumptions for problems for which AQC
is efficient.
We emphasize that our results require the ability to
encode both the final and the initial Hamiltonian. There-
fore they do not apply to transverse field implementations
of quantum annealing, where only the final Hamiltonian
can be encoded [46, 47]. A further caveat is that it is
known that for penalty Hamiltonians comprising a sum
of commuting Hamiltonians, as is the case here, at least
3-local interactions are required [48], and for stabilizer
subspace codes at least 4-local interaction are required
for universality [25]. However, we expect that our entire
construction will generalize straightforwardly to the sta-
bilizer subsystem setting [49], where the penalty Hamil-
tonian becomes a sum over the 2-local generators of the
(non-Abelian) gauge group of the code [50, 51]. We ex-
pect this to improve upon the locality of the construction
presented here as well. The generalization of our results
to the subsystem code case is an important problem left
for future work.
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Appendix A: Properties of the Markov transition
matrix
We defined the Markov transition matrix in Eq. (31):
Wl′l =
∑
α γα(l − l′)Tr[ΠlF †αΠl′Fα].
Positivity of the matrix elements can be seen by recall-
ing Eq. (16) and that the Aα are Hermitian. Then:
〈l|F †α |l′〉∗ =
∑
α′
u∗α′α 〈l′ |Aα′ |l〉 = 〈l′ |Fα |l〉 ,
(A1)
so that:
Wl′l =
∑
α
γα(l − l′) 〈l|F †α|l′〉〈l′ |Fα |l〉 (A2a)
=
∑
α
γα(l − l′)| 〈l′ |Fα |l〉 |2 ≥ 0 . (A2b)
9To prove that detailed balance holds, let us write:
Wl′l =
∑
α
γα(l − l′) 〈l|F †α|l′〉〈l′ |Fα |l〉 (A3a)
=
∑
α
γα(l − l′)
∑
α′
u∗α′αAl′l,α′
∑
α′′
uα′′αAll′α′′
(A3b)
=
∑
α′α′′
γα′′α′(l − l′)Al′l,α′All′,α′′ (A3c)
where γα′′α′(l − l′) =
∑
α uα′′αγα(l − l′)(u†)αα′ and
Al′l,α ≡ 〈l′ |Aα |l〉. Thus
Wll′ =
∑
α′α′′
γα′′α′(l′ − l)All′,α′Al′l,α′′ (A4)
But using the the KMS condition with l′ > l, we have
from Eq. (A3c)
Wl′l = e
−β(l′−l)
∑
α′α′′
γα′α′′(l′ − l)Al′l,α′All′,α′′ (A5)
= e−β(l′−l)Wll′ . (A6)
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