With the increased accuracy and angular scale coverage of the recent CMB experiments it has become important to include calibration and beam uncertainties when estimating cosmological parameters. This requires an integration over possible values of the calibration and beam size, which can be done numerically but increases computation times. We present a fast and simple algorithm for marginalization over beam and calibration errors by analytical integration. We also illustrate the effect of incorporating these uncertainties by calculating the constraints on various cosmological and inflationary parameters including the spectral index n s and the physical baryon density Ω b h 2 , using the latest CMB data. We find that parameter constraints are significantly changed when calibration/beam uncertainties are taken into account. Typically the best fit parameters are shifted and the errors bars are increased by up to fifty per cent for e.g. n s and Ω b h 2 , although as expected there is no change for Ω K , because it is constrained by the positions of the peaks.
INTRODUCTION
Fluctuations in the cosmic microwave background (CMB) radiation on scales of fractions of a degree and larger are potentially a direct probe of the state of the universe 300,000 years after the big bang, modified by the geometry of the universe. If the initial fluctuations were Gaussian and structure formed by gravitational collapse then the angular power spectrum of the CMB contains much cosmological information, and is also easy to calculate using codes CMB-FAST (Seljak & Zaldarriaga 1999) and CAMB (Lewis, Challinor & Lasenby 1999) . Therefore many experiments have been carried out to estimate its form, and the results from the second generation of CMB telescopes are eclipsing previous results. Recent work involving parameter estimation from the CMB includes Wang, Tegmark & Zaldarriaga (2001) , Netterfield el (2001) , de Bernardis et al. (2001) , Pryke et al. (2001) , Stompor et al. (2001) , Jaffe et al. (2001) , Bridle et al. (2001) , Kinney, Melchiorri & Riotto (2001) , Le Dour et al. (2000) , Lahav et al. (2000) , Dodelson & Knox (2000) , Melchiorri et al. (2000) , Efstathiou (2000) , Gawiser & Silk (1998) and Lineweaver (1998) .
CMB power spectrum results have significant calibration uncertainties, due to the unknown flux of the calibration source (eg. Jupiter, CMB dipole, etc.) or uncertainty in its measurement by the experiment in question. As a result the band power ∆T or ∆T 2 estimates from any single experiment can be scaled up or down by some unknown factor. This calibration uncertainty is now of greater significance because of the increased precision of experiments: it is now of a similar size to the quoted random errors. In addition, because of the correlations in errors that it introduces, the calibration uncertainty is not simple to take into consideration. This contrasts with the case of a calibration uncertainty on a single data point, which can be approximately taken into account by adding the calibration uncertainty in quadrature with the random errors.
A fast method in the literature for dealing with this uncertainty couples the marginalization over the calibration with that over the CMB power spectrum normalization (Ganga et al. 1997 , Lange et al. 2001 . However, this is non-trivial to extend to the case where several CMB data sets have independent and significant calibration uncertainties (∼ 20 per cent in dT 2 for BOOMERANG (Netterfield et al. 2001 ) and ∼ 8 per cent for MAXIMA-1 (Lee et al. 2001 ) and DASI (Halverson et al 2001) ). Wang et al. (2001) account for the calibration uncertainty by using a method related to that presented here, however the derivation is not well documented in the literature. Frequently the marginalisation is carried out numerically which is quite time consuming. Here we present the full derivation of a fast method, in which the calibration correction for a single data set is marginalized over analytically. This takes no longer to calculate as when the calibration uncertainty is ignored. This method follows the general approach of marginalizing over nuisance parameters analytically discussed, for example, in Gull (1989) , Sivia (1996) and Lahav et al. (2000) .
In addition to a calibration uncertainty, the bolometer experiments eg. BOOMERANG and MAXIMA suffer from pointing and beam uncertainties. The pointing uncertainty is due to a lack of precise knowledge of where the telescope is looking, and effectively smooths a CMB map, leading to a loss of power on small scales. Imprecise knowledge of the telescope beam produces a similar effect. The impact on the CMB power spectrum is to introduce an 'angular-scale-dependent' error. For conciseness in the rest of this paper, we refer to the combined effects of pointing and beam uncertainties simply as beam uncertainty.
To include both calibration and beam uncertainties is computationally costly. In general the beam uncertainty is integrated over numerically, thus the computation time is increased by a factor equal to the number of integration steps used (eg. around ten). In this paper we show how an 'angular-scale-dependent' uncertainty such as the beam error can be marginalized over analytically assuming a Gaussian prior on the size of the correction. The combined analytic calibration and beam marginalisation takes two to three times as long to calculate as when there are no such uncertainties.
The analytic technique we describe here assumes that the observed power spectrum band powers are Gaussianly distributed. This is clearly an approximation only, as the power spectrum measurements must be positive definite. When there are only a few modes in a band power measurement, a better approximation is to assume a lognormal probability distribution (Bond, Jaffe & Knox, 2000) . However, if there are sufficiently many modes and the error bars are significantly smaller than the measured band powers, then the Gaussian approximation should be reasonable.
In Section 2 we show the analytic marginalised result for the general case of a correlated beam uncertainty, reserving the mathematical derivation for the Appendix. Section 3 gives fast computational versions of the formulae for the special cases of calibration alone and CMB calibration and beam uncertainties. In Section 4 we illustrate the effect of the marginalizations by applying them to the latest BOOMERANG and COBE data.
ANALYTIC MARGINALIZATION
In many problems in which observational data x o can be considered drawn from some predictions x p via a multivariate Gaussian there are some additional uncertainties, such as calibration, which also need to be taken into account. For the case of a calibration uncertainty, the predictions are those expected from the underlying model, multiplied by some unknown factor, c which is the potentially incorrect experimental calibration, thus the predictions become x p′ = cx p (see Appendix A).
In the general case the predictions may be modified by an arbitrary 'template' x b ,
(1)
Here we will consider a special form of the template, where it is a linear function of the predictions x p ,
where A is some matrix, and x f is some additional offset, independent of the theory or observations. For example, the following subection discusses the form of A for the CMB beam uncertainty.
As another example, in the analysis of the COBE data, there was the possibility that the data were contaminated by a quadrupole of unknown amplitude, which was removed by marginalisation over the possible amplitude of quadrupoles. This was accomplished by simply modifying the noise correlation matrix using the Woodbury formula (see Bond, Jaffe & Knox 1998 for more information). Thus in general we have
where N is the covariance matrix of the observations which is independent of x p or b, N N = (2π) −n/2 |N | −1/2 and n is the number of data points.
To obtain the likelihood of the data independent of the calibration type errors, we must marginalize over b
using Bayes theorem and assuming P
If the prior on the calibration parameter b has a simple analytical form then this marginalisation can be performed analytically.
Here we assume the prior is a Gaussian of width σ b ,
although an analytic result can also be obtained, for example, if the prior is a top hat. Note that if the data and predictions are positive definite, as in the case of the cosmic microwave background radiation bandpowers, then in fact b > −1, although this is a negligible problem for σ b < ∼ 0.2. Substituting Eq. 3 and Eq. 6 into Eq. 5, gathering up terms in powers of b, completing the square and integrating over b (see Appendix), one finds
It is straightforward to show that
which is the Sherman-Morrison result (see e.g. Press et al. 1992 ). Note that Eq. 7, 8 is an exact result, and does not, for example, rely on a Taylor expansion. This calculation looks almost the same as that when calibration uncertainty is not taken into account (x p′ = x p Eq. 3), except that the matrix N has been replaced by the matrix M , and the normalization is a function of the predicted data points
x p . Note that, even in the case where correlated errors between data points are assumed to be negligible, i.e. N −1 is diagonal, the new matrix M −1 is not diagonal. The calibration uncertainty effectively introduces a correlated error between the data points. If there are several independent parameters (e.g. for the CMB there are often both calibration and beam uncertainties) then the above process can be repeated several times, building up more complicated matrices M . The result for CMB calibration and beam uncertainties is given in the following Section. This may also be carried out where there are several experiments each with internal and correlated external calibration uncertainties, as discussed in Knox & Page (2000), and Tegmark & Zaldarriaga (2001). In addition, some simple cosmological parameters, in particular the overall theory normalization, can be performed in the same way.
When applying this technique to the marginalization over many non-orthogonal parameters simultaneously, it can be useful to use the block form of the above result. The Woodbury formula (also Press et al. 1992 ) can be used
where X is a m × n matrix containing m templates of n elements each. Note that this requires only the inversion of a m × m matrix, where m is the number of parameters being margnalized over. This formula can be much easier to implement than repeated application of the Sherman-Morrison result once the number of parameters being integrated over exceeds two.
PRACTICAL IMPLEMENTATION
In this Section the above equations are rewritten in a more computationally practical way for the specific case of CMB calibration and beam uncertainties.
Calibration Uncertainty
As discussed at the beginning of the previous section, the above result is a generalisation of the simple calibration uncertainty for which c = 1 + b and A ≡ 1 (and x f i = 0). For clarity in the following subsections we will write the calibration uncertainty as σ c . Therefore
Note that this is identical to the formulation used in Wang et al. (2001) except that they use the assumption that the theory x p is approximately equal to the data x o to make a theory independent correction to the noise matrix. This just must be performed once rather than for each theory, making it as fast as if the calibration uncertainty was ignored. Formally, this is almost equivalent to applying the calibration correction to the data, but not their error bars. In practical terms we find that using x o instead of x p makes a shift of a few per cent in estimated parameter values. The same remarks apply to the beam marginalisation in the following subsections.
Unfortunately as a result, because the matrix M is a function of the predicted quantities, x p , it must be re-calculated for each underlying model which can be very time consuming. (Not necessarily as time consuming as evaluating the predictions for a given theory, but here we assume these are already known.) For the simple calibration uncertainty case a fast computational implementation would be to calculate in advance the quantities
Then dropping terms which are independent of the model predictions the effective chi-squared defined by
is given by
If the covariance matrix is not diagonal, the matrix product, Eq. 17, scales as n 2 and this dominates the time required to calculate χ 2 . If the covariance matrix is diagonal, the matrix product and the vector products are both linear in n and take comparable amounts of time. In either case however, the effects of marginalizing over the calibration (the last two terms in Eq. 15) use the same factors required to calculate the naive χ 2 , so this process takes no more computation time.
Nothing in the above is specific to the CMB so in fact it could also be used e.g. for the uncertain normalisation of the matter power spectrum resulting from Lyman−α forest measurements (e.g. Croft et al. 2001 ).
Beam Uncertainty
Measurements of the cosmic microwave background radiation angular power spectrum are often hampered by an uncertainty in the telescope beam. For a Gaussian beam shape of true size θ and estimated size θ 0 , a single predicted bandpower x p i at mean multipole ℓ i must be is transformed by the relation
assuming the estimate is not too far from the truth. Thus if the beam is assumed to be too small, the inferred band power will be smaller than the true band power. The error in the measurement will increase for band powers at higher ℓ. If the beam uncertainty is small compared to its mean size and is Gaussianly distributed, σ θ << θ 0 , then (θ 2 − θ 2 0 ) will also be Gaussian distributed, with a width of σ θ 2 = 2σ θ θ 0 . The marginalization then can be performed exactly as derived in Section 2, with σ b = σ θ 2 and A = diag(ℓ 2 i ), where ℓ i is the mean multipole of the i th band. In practice, this is very close the scaling of beam uncertainties given by the experiments such as BOOMERANG and MAXIMA.
However, if the scaling is determined to better accuracy by the experiment teams, then it can be incorporated in this formalism just as easily. The BOOMERANG and MAXIMA teams give 1 − σ beam uncertainties, dx o (for BOOMERANG see Fig. 2 of Netterfield et al. 2001; for MAXIMA-1 we add in quadrature the beam and pointing contributions given in Table 1 of Lee et al. 2001) . Thus
with σ b = 1 (and x f i = 0). Fast marginalization over the beam uncertainty alone may be carried out in a similar way to that over the calibration uncertainty. However, since the recent experiments with a beam uncertainty also carry a calibration uncertainty, we proceed straight to marginalization over both the calibration and beam uncertainties simultaneously.
Calibration and Beam Uncertainty
The equations for fast computation use the quantities already defined in Eq.s 13, 15 to 18 and 21. The calculation can be speeded up by advance calculation of
The effective chi-squared defined by
This takes two to three times as long to calculate as when there are no calibration or beam uncertainties, depending on whether N is diagonal (and assuming n is large).
APPLICATION TO DATA
In this Section we apply the formulae presented above to CMB data, investigating how big a difference the inclusion of calibration and beam uncertainties make to parameter estimation. We consider the latest BOOMERANG and COBE data alone, for simplicity and because this data set has the largest calibration and beam uncertainties. The power spectrum from this experiment was estimated in 19 bins spanning the range 75 ℓ 1050. Since no information on the BOOMERANG window functions and full covariance matrix is publicly available yet, we assign a top-hat window function for the spectrum in each bin and neglect correlations between bins. This approach is a good approximation of the correct one (see de Bernardis et al. 2001 ) and does not affect our conclusions. For our marginalizations over the beam uncertainties, we took the 1 − σ error bars from Fig. 2 of Netterfield et al. (2001) . We also include the COBE data using the RADPack packages (Dodelson & Knox 2000) .
Within the standard cosmological model with adiabatic and scale-invariant primordial fluctuations, the structure of the C ℓ spectrum of the primary anisotropies depends mainly on three cosmological parameters (see e.g. Efstathiou and Bond 1998) : the physical baryonic density ω b = Ω b h 2 and the overall matter density ω m = Ω m h 2 = (Ω cdm + Ω b )h 2 which define the size of the acoustic horizon at decoupling and the acoustic peak heights; and the angular size distance to the last scattering surface, which shifts the angular scales of the acoustic peaks and depends mainly on Ω K . Furthermore the spectral tilt n S of the primordial inflationary perturbations has important effects on the CMB, changing the relative small to large angular scale power.
The theoretical models are computed using the publicly available CMBFAST code (Seljak & Zaldarriaga) . The ranges of our database of models, or equivalently top hat priors, are 0.1 < Ω m < 1.0, 0.015 < Ω b < 0.2, 0.0 < Ω Λ < 1.0 and 0.25 < h < 0.95. We define h = H 0 /(100 kms −1 Mpc −1 ) throughout. We vary the spectral index of the primordial density perturbations within the range 0.5 < n s < 1.5 and we re-scale the amplitude of fluctuations by a pre-factor C 10 .
To begin, let us focus on how calibration and beam marginalization affect the determination of those parameters most likely to be changed, n s and C 10 , fixing h = 0.72, Ω m = 0.3, Ω K = 0 and Ω b h 2 = 0.02. Varying n s tilts the whole power spectrum up and down. We aim to see how much the error bars on n s are increased on including calibration and then beam marginalisation. Fixing the normalisation would suggest an unrealistically large increase in the uncertainties in n s on moving from no marginalisation to marginalisation over c. Therefore we show in Fig. 1 the results marginalised over the normalisation. We see a 45 per cent increase in uncertainty on n s on marginalising over the calibration uncertainty. Marginalisation over the beam uncertainty alone gives a similar size increase in uncertainty, and marginalisation over both simulataneously doubles the error in comparison to no marginalisation over calibration or beam.
Let us now illustrate the effect of calibration and beam uncertainty on the extraction of cosmological parameters after marginalization over the 'nuisance' parameters, i.e. letting the various parameters vary freely in the range of our database. We also assume an external Gaussian prior on the Hubble parameter h = 0.70 ± 0.1 and limit the analysis to models with age t 0 > 10 Gyrs (see, e.g. Ferreras, Melchiorri, Silk 2001) . We compare the results with and without calibration/beam marginalization, and also compare with a numerical marginalization, in which the calibration error is 'max- imised' over and the beam error is marginalised over in seven integration steps. It is important to note that the constraints we will derive on the various parameters are heavily affected by the size of our database and by the priors assumed. Considering a background of gravitational waves or a different optical depth of the universe, for example, would change our constraints. Here we illustrate the effect of the CMB systematics on just the simplest models.
In Fig. 2 we plot the likelihood obtained for the scalar spectral index n S . It can be seen that the approximate numerical (dashed line) and analytical (solid line) marginalizations give consistent results. The result on ignoring the calibration uncertainty (dotted line) indicate that the determination of n S can be considerably affected by insufficient treatment of the calibration systematic and the error bars on this parameter could be underestimated. More quantitatively, we found that neglecting the calibration error n s = 0.91 ± 0.04, while including calibration one has n s = 0.89 ± 0.06. Even if these numbers are compatible, it is important to notice that a scale invariant n s = 1 power spectrum is excluded at 2σ in the first case, while is still inside two standard deviations when the calibration error is included.
In Fig. 3 we analyse the effect of beam uncertainties on the constraints on the physical baryon density parameter Ω b h 2 . The baryon density plays a crucial role in the determination of the relative amplitude of the peaks in the power spectrum and could therefore be significantly affected by beam uncertainty. This is particularly true if only the first two Doppler peaks are well constrained by the data. (The determinaton of a third peak would likely break this degeneracy.) Neglecting beam uncertainty one obtains the tight constraint Ω b h 2 = 0.022 ± 0.004, excluding a low Ω b h 2 ∼ 0.010 region which is still compatible with some Big Bang Nucleosynthesis data at more than 2σ, while including the beam error one infers Ω b h 2 = 0.020 ± 0.006. Again, the analytic and approximate numerical methods are in very good agreement.
We find that the constraint on the universe curvature is insensitive to whether beam and calibration uncertainties are taken into account, which is perhaps to be expected since the curvature affects the acoustic peak positions, rather than their amplitudes. We also found that the constraints on Ω c h 2 are generally unaffected.
The fast method presented in this Paper is particularly important when combining multiple experiments, each of which may have independent calibration and beam uncertainties. In this case the χ 2 cb values for each experiment are simply added together. Thus the computational time is still only a few times longer than that when calibration and beam uncertainties are ignored completely. To illustrate this we combined the latest BOOMERANG, MAX-IMA, DASI and COBE data to obtain cosmological parameter constraints. We find that the results on the scalar spectral index are n s = 0.91 ± 0.02 if we do no take in to account calibration and beam uncertainties, while we obtain a similar value but larger error bars n s = 0.91 ± 0.04 when the above systematics are considered. However, we found Ω b h 2 = 0.019 +0.003 −0.002 independent of whether calibration and beam uncertainties are taken into account. This is mainly due to the absence of beam uncertainty for DASI.
CONCLUSION
Our result for the analytic marginalization over calibration uncertainty is simple, easy to implement and fast. In general, a numerical marginalization (integration) over calibration and beam increases the computation time by a factor equal to the number of integration steps squared (eg. 10 2 = 100). Inclusion of calibration uncertainties by analytical methods does not increase computation times, and adding in beam uncertainties leads to a further increase by a factor of only two or three. This is true irrespective of the number of different data sets, each with their own independent calibration and beam uncertainties.
We have shown that marginalization over the calibration and beam uncertainties can make a significant difference to parameter estimation, particularly in widening the error bars on some parameters as much as fifty per cent. We verify that the constraint on the universe curvature is unaffected by the inclusion of the calibration and/or beam uncertainty, but that the physical density of baryons or the spectral index of primordial fluctuations n s can be significantly affected, allowing significantly lower values for Ω b h 2 and widening the error bars for n s .
In summary, we show that calibration and beam uncertainties should be taken into account and we present a method which allows this to be done exactly and with little extra work.
APPENDIX B
We substitute Eq. 3 and 6 into Eq. 5 and collect up terms in b, assuming N −1 is symmetric. We then complete the square and use the standard result for the integral over a Gaussian.
where,
This result is equivalent to Eq. 7.
