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ABSTRACT
Seals are, arguably, the single most important component in any complex machine. Seals
maintain lubrication and prevent the ingestion of contaminants into bearing surfaces, allowing
high tolerance components to function reliably. Consequently, the performance of seals can be
directly linked to the performance, life span and reliability of virtually all equipment of any
complexity. Investigation of the failure of these components due to external contaminants
ingestion and lubrication breakdown is of particular importance. To facilitate the study of the
lubricant behavior, a unique non-invasive two-dimensional optical technique which allows
instantaneous measurement of the lubricating film thickness and temperature was developed.
The technique is based on the use of Laser Induced Fluorescence (LIF). In its simplest
form, LIF has a number of limitations and shortcomings. In the past, it has been mostly used as a
tracer for qualitative purposes, seeing limited use as a quantitative tool. This stems primarily
from the dependence of fluorescence on exciting light intensity, rendering the emission useful
only as a tagging indicator. In order to use the fluorescent emission as a signal for highly
accurate quantitative measurements, a dual emission ratiometric approach that suppresses
excitation intensity information was implemented.
The concept is to use one emission as the carrier of the desired information, while the
other emission provides the excitation intensity information. Film temperature measurements
require optically thin conditions and a strong dependence on temperature of one fluorescent
emission. Film thickness measurements were performed using an innovative approach that
requires an optically thick fluorescence system that portrays reabsorption of one fluorescent
emission. Alluding to this requisite, the new technique was termed Emission Reabsorption Laser
Induced Fluorescence (ERLIF) and along with the temperature measurement approach they are
presented and discussed in the first part of this thesis.
The second part of this thesis addresses the particulars of the investigation carried out on
rotating shaft seals, in specific on the particle ingestion mechanics that lead to the failure of these
components. A correlation between dust particle ingestion and the hydrodynamically generated
"reverse pumping" mechanism was established through a joint schedule of experimental testing
and analytical/numerical modeling.
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Introduction
Due to the nature of the research work that was carried out as part of the MIT-CAT Seal
Science program, and as the title suggests, this thesis will be divided into two parts. The first
part addresses the development of a fluorescence based optical diagnostics technique that allows
instantaneous two-dimensional mapping of film thickness and temperature in fluids. The second
part addresses the investigation of particle ingestion and accumulation in the contact region of
rotating shaft seals through the use of optical diagnostic techniques such as Laser Induced
Fluorescence (LIF).
The primary goal of the MIT-CAT Seal Science program is to obtain a better
understanding of the behavior of tribological components (in particular sealing elements) used in
heavy machinery, with the aim of improving the performance and life expectancy of such
components. Due to the intrinsic nature of the work performed by heavy machinery, these
tribological components are usually subjected to extreme operating and environmental
conditions, such as high loads and temperatures as well as extremely abrasive environments
(especially in the case of earth moving equipment). One of such components, which is the
subject of the second part of this thesis, is the rotating shaft seal. The approach taken in the
study of this and all other tribological components investigated, as part of the MIT-CAT Seal
Science program, was to use optical diagnostics and visualization techniques. Of particular
interest was the use of Laser Induced Fluorescence (LIF). LIF is a very robust technique that
allows tracking of fluorescence tagged components. It also has the potential for quantitative
measurement of scalars, like oil film thickness and temperature, over a two-dimensional space,
based on the intensity of the fluorescent emission. However, in its simplest form it has some
limitations and shortcomings and is useful mainly as a qualitative tool. These limitations and
shortcomings became apparent very early in the program and the need for the development of a
more accurate fluorescence based method arose.
One of the major pitfalls of LIF, which makes it useful mainly as a qualitative tool, is the
dependence of fluorescent emission on exciting light intensity. This renders the fluorescent
emission useful only as a tagging indicator for tracking. In order to use the fluorescent emission
16
as a signal for quantitative purposes (measurement of scalars on which fluorescence is
dependent), the exciting light intensity at the time and location where the fluorescent emission
signal measurement is taken must be known. This is often difficult, if not impossible, to
accomplish to any extent. The problem gets compounded when a non-uniform light intensity
source is used, as is the case with lasers. On the other hand, besides being useful as a tracking
device, at worst, LIF can provide a qualitative two-dimensional map of any scalar field on which
fluorescence is dependent.
It is of particular interest in the study of the aforementioned tribological components
(rotating shaft seals and so forth) to measure the thickness and temperature distributions of the
lubricating film at the contact interfaces. Due to the dynamic characteristics of most of these
components, it is important to accomplish this in an instantaneous manner. In addition, the fact
that these components operate in extreme conditions requires robust instrumentation capable of
withstanding vibration and insensitive to motion. Optical diagnostics provide a way of isolating
probing instrumentation from test subject. For these reasons it was decided to develop an LIF
based system capable of measuring film thickness and temperature. The aim was to exploit the
advantages of LIF (ability to map entire regions at once) while eliminating its limitations
(inability to accurately quantify the scalar of interest). The new system was to be used not only
in the study of rotating shaft seals, but also on other tribological studies and projects of the MIT-
CAT Seal Science program (face seals, pin joints, metal seals, just to mention a few). Based on
previous work, a dual emission ratiometric approach was adopted. The idea is to use one
emission as the desired information carrier, while the other emission provides the excitation
intensity information. This approach has been previously used on fluorescence based systems for
temperature (Sakakibara, J., Adrian, R. J., 1999) and pH (Coppeta, J., Rogers, C., 1998)
distribution fields measurements. This technique was extended to the measurement of film
thickness by implementing an innovative approach that takes advantage of the emission
reabsorption that certain dye combinations present. This new technique was termed Emission
Reabsorption Laser Induced Fluorescence (ERLIF) (**Hidrovo, C. H., Hart, D. P., 2001) and
along with the temperature measurement approach they are presented and discussed in the first
part of this thesis.
The second part of this thesis addresses the particulars of the investigation carried out on
rotating shaft seals, in specific on the particle ingestion mechanics that lead to the failure of these
17
components. A correlation between dust particle ingestion and the hydrodynamically generated
"reverse pumping" mechanism was established through a joint schedule of experimental testing
and analytical/numerical modeling. The basic lubrication mechanics and the effects that surface
geometry (helical grooves) have on the sealing behavior of rotating shaft seals were numerically
investigated with the use of a finite difference model (FDM). Experimental testing consisted of
the use of LIF based optical diagnostics to track the oil and dust particles as they enter the seal-
shaft interface. The seal-shaft interface was examined under non-equilibrium conditions when
the "reverse pumping" mechanism is dominant. This testing established a correlation between
oil ingestion and dust particle ingestion and therefore supported the initial premises of the
research, that dust particles get ingested due to hydrodynamic dispersion via the "reverse
pumping" mechanism.
Although optical diagnostics, in specific LIF, were used in this investigation, the
separation of the thesis into two parts is required since, although to some extent complementary,
the goals of the two projects were different. Although the measurement and mapping of
thickness and temperature of the film at the seal-shaft interface are important in the
understanding of the behavior of rotating shaft seals, they are not necessarily indispensable in the
study of dust particle ingestion by "reverse pumping".
18
Part I
Development of a Fluorescence Based Optical
Diagnostics Technique
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Part I Nomenclature
A area of one pixel
ABS absorbance
ABS 1  dye 1 absorbance
ABS 2  dye 2 absorbance
C dye molar concentration, effective two-dye molar concentration
C1  dye 1 molar concentration
C2  dye 2 molar concentration
D collecting lens diameter
dF differential element fluorescence power
dIf differential element fluorescence intensity
dif 1 differential element fluorescence 1 intensity, without reabsorption
dlf1' differential element fluorescence 1 intensity, with reabsorption
dV differential element volume
dx differential element length in x-direction
di beam expander lens 1 diameter
d2 beam expander lens 2 diameter
E error functionality
f primary lens focal length
fi beam expander lens 1 focal length
f2 beam expander lens 2 focal length
f# primary lens f-number
F1  fluorescence 1 excitation intensity functionality
F2  fluorescence 2 excitation intensity functionality
FR ratio excitation intensity functionality
G1 fluorescence 1 all parameter (except excitation intensity) functionality
G2 fluorescence 2 all parameter (except excitation intensity) functionality
h Planck's constant
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hi image height
ho object height
Ie exciting light intensity
If total fluorescence intensity
If, total fluorescence 1 intensity, without reabsorption
I1' total fluorescence 1 intensity, with reabsorption
If 2 total fluorescence 2 intensity
I0 exciting light intensity at x=O
k molar absorption (extinction) coefficient temperature dependence proportionality
constant
L distance from sample to collecting lens
m optical magnification
N.A. numerical aperture
Noisej recorded fluorescence 1 noise
Noise2 recorded fluorescence 2 noise
p inverse polynomial fit function
P polynomial fit function
PI/2  polynomial fit function: fluorescence 1 divided by fluorescence 2
P21  polynomial fit function: fluorescence 2 divided by fluorescence 1
P' polynomial fit function derivative
P'1 /2  polynomial fit function derivative: fluorescence 1 divided by fluorescence 2
P'21  polynomial fit function derivative: fluorescence 2 divided by fluorescence 1
R fluorescence ratio
R1/2 fluorescence ratio: fluorescence 1 divided by fluorescence 2
R2/1 fluorescence ratio: fluorescence 2 divided by fluorescence 1
si image distance to lens
so object distance to lens
So ground state
S1 relaxed singlet excited state
S1' singlet excited state
Signali recorded fluorescence 1 actual signal
21
Signal2 recorded fluorescence 2 actual signal
t film thickness
te thickness constant
t,' fluorescence 1 thickness constant, with reabsorption
tc,2 fluorescence 2 thickness constant
tuin quasi-linear film thickness range
tPin,' fluorescence 1 quasi-linear film thickness range, with reabsorption
tlin,2 fluorescence 2 quasi-linear film thickness range
tsat, 1' fluorescence 1 saturation thickness, with reabsorption
tsat,2 fluorescence 2 saturation thickness
T temperature
Tavg average temperature in the direction perpendicular to plane of observation
W oil film sample width
x coordinate perpendicular to plane of observation
y coordinate parallel to plane of observation
A discrete change
E(A) molar absorption (extinction) coefficient at a given wavelength (absorption
spectrum); effective two-dye molar absorption (extinction) coefficient
E1) dye 1 molar absorption (extinction) coefficient at a given wavelength (absorption
spectrum)
dye 1 molar absorption (extinction) coefficient zero temperature reference value
at a given wavelength
e2(A) dye 2 molar absorption (extinction) coefficient at a given wavelength (absorption
spectrum)
y power law exponent
1 fluorescence 1 power law exponent
2 fluorescence 2 power law exponent
F power law exponents ratio
0 quantum efficiency
0 1 dye 1 quantum efficiency
22
<02 dye 2 quantum efficiency
7(1(A) dye 1 relative emission at a given wavelength (emission spectrum)
172() dye 2 relative emission at a given wavelength (emission spectrum)
VEM frequency of emission
VEX frequency of excitation
Alaser laser wavelength
Afllterl narrow band interference filter 1 nominal wavelength
Afilter2 narrow band interference filter 2 nominal wavelength
T time
monitoring efficiency
allowable percentage deviation from linearity
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Chapter 1
Introduction
1.1 Motivation
It is well known that the performance of tribological components is greatly improved
when a lubricating agent is present (Shaw, M. C., Macks, E. F., 1949, Suh, N. P., 1986). One of
such agents is oil, whose primary purpose is to form a lubricating film between rubbing
components. In the study of lubrication of tribological components it is of utmost importance to
investigate the operating conditions of these lubricating films. Of particular interest are the
measurements of the lubricating film thickness and temperature throughout the contact region of
the components. Investigation of these areas will shed light into the lubrication mechanics and
conditions under which the components operate. Film thickness measurements provide
information about the separation between components and the lubrication regime (boundary, mix
or hydrodynamic) under which the components operate (Lebeck, A. 0., 1991). Temperature
measurements are important since the behavior of lubricants is directly related to their
temperature. Viscosity is strongly dependent on temperature and in extreme cases high
temperatures can lead to the oxidation and break down of the lubricating oil (Shaw, M. C.,
Macks, E. F., 1949). These measurements can be accomplished with the use of Laser Induced
Fluorescence (LIF) based techniques.
LIF, a technique based on the photo excitation of a fluorophore or fluorescent dye, has
been extensively used as a general-purpose visualization tool in ID, 2D, and 3D applications
(Ayala, H. et al, 1998, Joffe, A. Y., et al, 1999). However, it is mainly used as a tracer for
qualitative purposes (Georgiev, N., Alden, M., 1997, Kovacs, A., 1995, Thirouard, B., Hart, D.
P., 1998), and has seen very limited use as a quantitative tool. This limitation stems primarily
from the fact that fluorescent intensity is dependent on exciting light intensity, thus, variations in
exciting light intensity make fluorescence-based correlations (fluorescence calibrations) very
impractical if not obsolete. By using two different fluorescent dyes and rationing their emissions
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it is possible to get rid of the exciting light intensity information, while preserving the
information of interest.
1.2 The Fluorescence Process
As stated by Haugland (Haugland, R. P., 1999):
Fluorescence is the result of a three-stage process that occurs in certain
molecules (generally polyaromatic hydrocarbons or heterocycles) called
fluorophores or fluorescent dyes. These three stages are (see figure 1.1):
1: Excitation
A photon of energy hvEX is supplied by an external source such as an
incandescent lamp or a laser and absorbed by the fluorophore, creating an
excited electronic singlet state (Si').
2: Excited-State Lifetime
The excited state exists for a finite time (typically 1 ns to 10 ns). During this time,
the fluorophore undergoes conformational changes and is subject to a multitude
of possible interactions with its molecular environment. These processes have two
important consequences. First, the energy of Si' is partially dissipated yielding a
relaxed singlet excited state (Si) from which fluorescent emission originates.
Second, not all the molecules initially excited by absorption (Stage 1) return to
the ground state (So) by fluorescent emission. Other processes such as coalitional
quenching, fluorescence energy transfer and intersystem crossing may also
depopulate Si. The fluorescence quantum yield, which is the ratio of the number
of fluorescence photons emitted (Stage 3) to the number of photons absorbed
(Stage 1), is a measure of the relative extent to which these processes occur.
3: Fluorescence Emission
A photon of energy hvEM is emitted, returning the fluorophore to its ground state
So. Due to energy dissipation during the excited-state lifetime, the energy of this
photon is lower, and therefore of longer wavelength, than the excitation photon
hvEX. The difference in energy or wavelength represented by (hvEX - hvEM) is
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called the Stokes shift. The Stokes shift is fundamental to the sensitivity of
fluorescence techniques because it allows emission photons to be detected against
a low background, isolated from excitation photons.
S!
Figure 1.1: The fluorescence process
From this description it is apparent that the fluorescent intensity aside from being
dependent on the molecular characteristics and concentration of the fluorophore, is directly
related to the number of exciting photons available, that is, to the exciting light intensity. In
general, one would try to measure a scalar quantity that affects the fluorescent intensity, via a
molecular characteristic dependence, as in the case of temperature, or through the number of
molecules (dye amount) present at a particular location, as in the case of film thickness. The
problem lies in the intensity fluctuations, both in space and time, of the light source. This is
especially true for lasers. Most laser beams are not uniform. They fluctuate in intensity in space
and time. Pulsed Nd:YAG lasers are particularly prone to exhibit this behavior. Use of pulsed
Nd:YAG lasers is desirable though, because of their short pulse duration (consequently short
fluorescent emission), which allows for nearly instantaneous measurements of the desired scalar,
their high power output, and their visible spectrum when frequency doubled (532 nm
wavelength).
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1.3 Fluorescence Applications
Fluorescence is used in a multitude of applications ranging from the biomedical sciences
to the engineering field. In biology it is generally used for tagging chemical and biological
components in order to track their progression over time and determine the extent of chemical
reactions. One particular application in the bioengineering and polymeric sciences is the use of
fluorescence to visualize the stretching and deformation of long polymeric molecules, such as
DNA, previously tagged with a fluorescent agent and subjected to different flow field conditions
(Perkins, T. T. et al, 1997). Fluorescence is also an important tool in the study of fluid behavior.
Techniques such as Particle Image Velocimetry (PIV) use fluorescent tracers to determine flow
field velocities (Kompenhans, J. et al, 2001). In engine research fluorescence is used to visualize
the flow of lubricating oil (Thirouard, B., Hart, D. P., 1998)) and/or fuel mixing (Hiltner, J.,
Samimy, M., 1997, Kovacs, A., 1995).
Apart from the applications that use fluorescence as a tracking device, there are also
applications that use the intensity of the fluorescent emission both for qualitative and quantitative
purposes. They rely on the dependence that the fluorescence intensity and/or processes have on
certain scalars. Some examples include the measurement of film thickness in tribological
components (Poll, G. et al, 1992), temperature and pH measurements in fluids (Coppeta, J.,
Rogers, C., 1998, Sakakibara, J., Adrian, R. J., 1999) and the measurement of chemical species
concentrations in combustion processes (Georgiev, N., Alden, M., 1997). Most of these studies
are only able to produce qualitative results: assessments about the magnitude and value of the
scalar measurements can only be made relative to each other. At best, any type of absolute
quantitative measurement will have a lot of uncertainty, mainly due to the dependence of
fluorescent intensity on excitation intensity.
1.4 Laser Induced Fluorescence (LIF)
It is apparent from the previous section that there is an increasing trend towards using the
intensity of fluorescence for quantitative measurements. The goal is to measure the value of a
particular scalar that affects the intensity of the fluorescence. A correlation between the intensity
of the fluorescent emission and the value of the desired scalar can therefore be established. The
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strength of the fluorescence is of utmost importance in this type of measurement. The
fluorescent intensity levels must be high enough in order for their scalar induced fluctuations to
be differentiable by a photodetector: an amplification of the fluorescent signal is desired. Since
fluorescent intensity is proportional to excitation intensity, using a strong illumination source can
accomplish this. When a laser is used as the excitation source for fluorescence, the technique is
termed Laser Induced Fluorescence (LIF). LIF is unique not only because of the high excitation
and fluorescent intensities involved, but also due to the fact that only a single wavelength (or
more precisely a very narrow band of wavelengths) is used for excitation. This limits the
number of excited electronic singlet states that the fluorophore molecules can transition to,
producing very distinctive emissions that are easier to characterize.
When a pulsed laser is employed, LIF can be used for quasi-instantaneous fluorescence
measurements. This is due to both the short duration of the laser pulse and the short-lived
fluorescence process. Usually the laser pulse duration is in the order of 10 ns, which is about the
same time duration of the fluorescence process. Thus, when a pulsed laser is used, the overall
duration of the fluorescent emission is in the order of 20 ns, which is a lot faster than any
conventional or electronic camera shutter available. This is particularly important when
measurements of scalars with very short transient times, beyond the capabilities of the recording
devices, are required.
1.5 Pros and Cons of LIF
One of the main advantages of using LIF is that, by using an array of photodetectors like
a Charge Coupled Device (CCD) camera, 2D regions can be probed at once. This is in stark
contrast to techniques that perform point measurements: to obtain 2D maps of the scalar being
measured scanning is required, which takes time. As mentioned before, when LIF is performed
with the use of a short-pulsed laser, not only is it possible to map entire 2D regions at once, but it
is also possible to do it almost instantaneously. This is particularly useful when dealing with
dynamic events whose time constants are very short.
When a CCD camera is used for detection, LIF also shares the advantages associated
with imaging techniques. By using different imaging optics (lenses and so for), it can be
28
customized to meet different probing area size requirements through system magnification
adjustment. The probing system components (laser, camera, lenses and optical filters) can be
isolated from the actual experimental setup, particularly important when vibrations are involved.
When used for the measurement of film thickness between two surfaces, as in the case of
tribological components, it has the advantage that it probes the film medium itself, as opposed to
the separation between the surfaces, like is the case of techniques such as interferometry. This is
important when the film is not continuous or has a free boundary due to the presence of
cavitation regions, for example.
The main disadvantage LIF has is the difficulty it presents to accurately infer absolute
scalar values from measurements of the intensity of the fluorescence. This difficulty stems
primarily from the dependence of the fluorescent intensity on the excitation intensity, which
makes it hard to correlate fluorescent intensity measurements to a given scalar value unless the
excitation intensity is known (Inagaki, H. et al, 1997). This problem is accentuated in LIF due to
the use of a laser as the illumination source. High power lasers, like the pulsed Nd:YAG, are
particularly prone to exhibit fluctuations in intensity, both in space and time. This is due in part
to their high heat production, which leads to thermal deformations of the lasing rod, and
consequently variations in the power output. Figure 1.2 shows the spatial intensity profile of a
pulsed Nd:YAG laser. This profile was obtained by shooting the laser into a thick and uniform
pool of fluorescent oil. Therefore, the variations in fluorescent intensity are solely due to spatial
fluctuations of the laser intensity. Coincidentally, this is a good example of the problems
associated with LIF. If one were trying to infer the film thickness of the pool of oil, even from a
qualitative point of view, one would be misled to think that there are fluctuations in the thickness
of the film (assuming no previous knowledge of the laser intensity profile).
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Figure 1.2: Pulsed Nd:YAG laser spatial intensity profile
1.6 Objective
The objective of the research was to develop an LIF based system for thickness and
temperature measurements of lubricating films. The approach was to take advantage of the
robustness and ability to map entire two-dimensional regions instantaneously. At the same time,
a ratiometric approach was to be used to suppress laser intensity fluctuation information from the
measurements. This ratiometric approach was to be accomplished with the use of two
fluorescent emissions. Film thickness measurements required an optically thick system with
reabsorption, in order to preserve the film thickness information in the ratio. Temperature
measurements on the other hand required an optically thin system, with minimal reabsorption
and a strong dependence on temperature of one fluorescent emission.
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Chapter 2
Fluorescence Modeling
2.1 The Differential Volume Element Fluorescence Equation
Consider a rectangular differential volume element of fluid mixed with a fluorescent dye
with cross-sectional area A and length dx irradiated by light (normal to the area A) with uniform
intensity I, (see figure 2.1). The total fluorescence, dF, emitted by this differential volume is
given by:
dF = Ie E(Aa, )C~idV (2.1)
From equation (2.1), it is evident that fluorescence is dependent on:
(1) the amount of exciting light available to produce molecular transitions to higher,
excited levels,
(2) molar absorptivity, which determines how much of the incident light per molecule
produces actual molecular transitions,
(3) dye concentration, which is a measure of the number of molecules present per unit
volume,
(4) quantum efficiency, which is the ratio of the energy emitted by the energy absorbed,
and is a measure of how much of the energy stored in the higher electronic states is
emitted as fluorescent light, when the molecules return to their ground state, and,
(5) the volume of the element, which is the control volume over which excitation and
fluorescence takes place.
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Figure 2.1: Fluorescence of fluid element
If the area A is assumed to be the projected area of a single pixel, the intensity collected
by a CCD pixel from this differential fluorescent element is given by
dIf = I eE(A1, )C~dx (2.2)
This is the fluorescent intensity equation for a differential length volume element, and is
linear on all terms (Hidrovo, C. H., Hart, D. P., 2000).
2.2 Monitoring Efficiency
The previous analysis assumes that all the fluorescent light emitted by the differential
volume element is collected by the imaging system. In reality, since the fluorescent light is
directed in all directions, only a fraction of the total fluorescence emitted by a differential
volume element is collected by the CCD detector. This is referred to as the "monitoring
efficiency" of the system (Wang, N. S., et al, 1988), and is a function of the size of the aperture
of the collecting system (lens diameter in this case) and the location of the emission site relative
to the aperture (see figure 2.2). For such an arrangement, the monitoring efficiency is given by
=4
4(x, y) = 1 1- xLx (2.3)
2 V(x+ L)2 +(D/I2)7_ 
_(x+ L )2 _y
32
If the thickness and sample half-width over which fluorescence takes place is much
smaller than the distance from the fluorescent sample to the collecting system aperture, the
"monitoring efficiency" can be approximated as
- = const. (2.4)
22 + (D /2Y2
which is a constant (between 0 and 1) over the entire sample. Both of the previous
conditions are achieved with the use of a long working distance lens. Therefore, the only
modification required on the analysis is a multiplication of equation (2.2) by this constant. Thus,
equation (2.2) becomes
dIf = { Ie(,lser )C PdX (2.5)
Collecting Lens
Film Sample
L t
Figure 2.2: Monitoring efficiency
2.3 Beer-Lambert Law
It is apparent that pixel intensity is linearly proportional to the excitation intensity, dye
characteristics, concentration, and thickness of the fluid element. For very thin film thickness,
this representation is accurate. If the excitation intensity is known, dye characteristics, and
concentration are constants, the fluid film thickness can be directly inferred from the
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fluorescence. A more accurate representation of the fluorescence phenomena can be obtained
from Beer-Lambert's Law of Absorption (Guilbault, G. G., 1990, Poll, G., et. al., 1992), which
takes into account the absorption of the exciting light by the finite fluid through which it travels.
The Beer-Lambert's Law of Absorption assumes that there is a linear absorption of the exciting
light intensity as it travels through an infinitesimal distance;
dIe = - Iecia,,,)Cdx (2.6)
Integration of equation (2.6) over a finite distance provides an equation relating exciting
light intensity to distance traveled
Ie(X) = Ioexp[-E(A laser) C x] (2.7)
The Beer-Lambert's Law of Absorption states that there is an exponential decay of
exciting light intensity with distance traveled as a consequence of the linear absorption of
exciting light intensity.
2.4 Optically Thick vs. Optically Thin Systems
Consider the differential element shown in figure 2.3 within a region of finite film
thickness. The fluorescent intensity collected by the CCD from this fluid element is
dIf = Iee(Aiaser)C'kdX (2.8)
Thus, from equations (2.5) and (2.7):
dI = I0 exp [-EA laser) Cx] E(A lase, )C' dx (2.9)
For a given fluid thickness, t, the total intensity collected by the CCD is
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(2.10)If(t) = JdIf = J Ioexp-E(A se,., )CX] E(A laser)Cdx
such that
If(t) = Io0{1-exp[-i(Aase)Ct]
For small values of t (thin films), equation (2.11) can be approximated as:
if(t W = Io E(( las, ) CO t
(2.11)
(2.12)
This is identical to equation (2.2) and is the basis for the concepts of optically thin and
optically thick systems. The fluorescence dependence on film thickness is linear (or more
properly, quasi-linear) for optically thin systems, while it is exponential for optically thick
systems (Hidrovo, C. H., Hart, D. P., 2000). What is considered a thin or thick film thickness
depends on the product E(Alaser)C.
fluid film
clImera
X
-'4
Figure 2.3: Fluorescence through a thick fluid film
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2.5 Emission and Absorption Spectra
The previous fluorescence analysis assumes that both the absorption and emission
processes occur at only one particular wavelength. In reality, both the absorption and emission
processes take place over a wide range of wavelengths. A fluorophore behavior is typically
characterized by its absorption and emission spectrums (Saeki, S., Hart, D. P., 2001). The
absorption spectrum of a dye is a graphical representation of the molar absorptivity as a function
of wavelength. It represents the range of wavelengths over which absorption, and therefore
excitation of the fluorophore, can take place and the strength with which those wavelengths are
absorbed (Fig. 2.4). Similarly, the emission spectrum of a dye is a graphical representation of
the fluorescence strength as a function of wavelength and it represents the range of wavelengths
over which the dye fluoresces and the relative strength with which those wavelengths are emitted
(Fig. 2.4).
wavelengith wavelength
Figure 2.4: Emission and absorption spectrums
2.6 Reabsorption
Emission reabsorption is often encountered in fluorescent techniques and is generally
regarded as problematic. When the emission spectrum of one dye overlaps the absorption
spectrum of another dye (or its own absorption spectrum), reabsorption of the dye fluorescence
occurs (Fig. 2.5). This has two effects: (1) it increases the fluorescent emission of the second
dye as, in addition to the external light source excitation, it is being excited by the fluorescence
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of the first dye. More importantly, (2) the fluorescent emission of the first dye is reduced since it
is being reabsorbed by the second dye. In LIF, the external illumination intensity is generally
much greater than dye fluorescent emission. Consequently, the increase in fluorescent emission
due to excitation by the fluorescence of one dye by another can be neglected. This is not the case
for the reduction in fluorescence of a dye due to reabsorption by a second dye. This reduction
can be substantial in comparison with the total emission of the dye when there is no reabsorption.
From the differential element of figure 2.3, it is apparent that the differential fluorescent
emission produced by any single element must travel back through the medium before reaching
the CCD.
dye 2 dye I emission/
absorption emission absorption
overlap
wavelength
Figure 2.5: Reabsorption schematic
If there is reabsorption of the differential element fluorescence, Lambert's law must be
applied to the differential fluorescent emission in order to compute the actual fluorescence
collected by the CCD. Thus, assuming the situation represented in figure 2.5 occurs,
dIf = Iexp(-E(A aser )Cx] A ,)C 1 11(A) dxCda (2.13)
dIfI' = dIf1exp [-c2 (A)C2 x] (2.14)
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dI = I exp(-E( laser )Cx] )E'(laser )C1 i1?7()eXp [- 2 ()C 2x]dxd
Equation (2.9) has been modified in equation (2.13) to reflect the fact that the fluorescent
emission occurs over a wide range of wavelengths that constitute the emission spectrum. In the
same way equations (2.14) and (2.15) portray a reabsorption that occurs over a wide range of
wavelengths. If the emission spectrum of dye 1 and the absorption spectrum of dye 2 are known,
equation (2.15) can be integrated over varying film thickness and wavelengths in order to
compute the total intensity collected by the CCD. If a very narrow interference filter is used to
filter all wavelengths except for the one of interest, equation (2.15) can be simplified by
removing the dependence of the differential intensity on the emission and absorption spectrums.
Thus, the total intensity collected on the CCD can be calculated as (Hidrovo, C. H., Hart, D. P.,
2000):
I 1'(t, filter) = 0 Ioexp ( laser ) Cx18 (A laser) C1P1 71(A fel)ex [-2(Aler1)C 2 x]dx (2.16)
o Iser(A )C1 1q1 (A iler, ) (1-exp {-[(6( laser )C +C2 (A filerl )C 2 )t
In(,A e,)=(2.17)~ Afilterl) =6(A laser ) C + 2 (A fiterl 12
For reabsorption to play a significant role on the fluorescence, the system must be
optically thick and E2(Afilerl)C2 >~ O[E(Alaser)C.
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(2.15)
Chapter 3
The Measuring Technique
3.1 Ratiometric Approach
In the previous analysis of Chapter 2 and in equations (2.5) through (2.15), the non-
uniformities of the exciting light intensity over the plane of observation and in time are not taken
into consideration. In reality, illumination intensity is a function of both position and time;
I = I (y,r) (3.1)
Therefore,
If = If(t, y, r)
or
i= I(t, T, y, r)
(3.2)
(3.3)
depending on whether or not there is a fluorescence dependence with temperature.
Consequently, the scalar of interest (in this case film thickness and/or temperature) cannot be
inferred from fluorescent intensity unless illumination intensity at a particular location and time
is known. The ratio of the fluorescent intensity and the illumination intensity, however, is
independent of spatial and temporal variations in excitation light intensity.
(3.4)R = -f
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This is the basic principle behind a ratiometric approach: divide the fluorescent intensity
by the excitation intensity in order to cancel the excitation intensity dependence of the
fluorescence measurement (Coppeta, J., Rogers, C., 1998, Sakakibara, J., Adrian, R. J., 1999).
Obviously, in order to do this, a measurement of the excitation intensity must be obtained first.
In the case of a two-dimensional fluorescence image an excitation intensity map must be
acquired before the image can be normalized (Inagaki, H. et al, 1997).
3.1.1 Excitation Intensity Rationing
Obtaining illumination intensity is not trivial. A beamsplitter can be used to split the
excitation light rays into two paths: one directed towards the sample to be excited and other
directed towards a monitoring device (CCD camera, most likely), which will record the
excitation intensity. However, this requires very precise alignment and there is no assurance that
the recorded excitation intensities are exactly the excitation intensities at the sample location.
After all, once the excitation light rays are split into two paths they become independent of each
other, and any changes or modifications incurred by the separated rays after the split do not
translate into each other.
Even if an accurate excitation intensity map at the location of the sample could be
obtained, it is insufficient, at least in the case of temperature measurements, to assure the
invariance of the ratio to other factors. If fluorescent intensity is to be correlated to temperature,
not only is it necessary to know the excitation intensity, but also the film thickness at the location
of the measurement. Dividing fluorescent intensity by excitation intensity suppresses the
dependence of the measurement on excitation intensity, but not on film thickness. Thus
if(t, T, y, r = R(t, T) (3.5)
Io(y, r)
which is a ratio that has a dependence both on film thickness and temperature, so that a
unique correlation between its value and temperature can not be established.
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3.1.2 Dual Emission Rationing
Information about the two-dimensional instantaneous illumination map can also be
inferred from the fluorescence of a second dye. This is the principle behind the two-dye
fluorescence scheme:
(1) the fluorescence of dye 1 in a two-dye system contains the desired information (film
thickness, temperature, which will be discussed later), along with exciting light
intensity information.
(2) the fluorescence of dye 2 also contains the exciting light intensity information but
behaves differently than dye 1 to the scalar of interest.
(3) By rationing the fluorescence of dye 1 with the fluorescence of dye 2, the excitation
light information is canceled out, giving a ratio that contains only the desired scalar
information.
This methodology ensures that the excitation intensity information to be rationed is the
same. In addition, as it will become evident later, this methodology allows for suppression of
additional unwanted information, such as film thickness in the case of temperature
measurements, so that
if 2 R = R(t) (3.6)
or
- - R = R(T) (3.7)
and the ratio is only dependent on the scalar of interest (film thickness or temperature, in
these particular cases). It should be noted that the film thickness ratio is computed using a
reabsorbed fluorescent emission (If1') and a non-reabsorbed one (I 2), while the temperature ratio
is computed using two non-reabsorbed fluorescent emissions (f1 and If 2). As it will become
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apparent later, these requirements are needed in order to insure proper scalar dependence and/or
suppression.
The use of a two-dye ratiometric scheme for scalar measurements, other than film
thickness, has been previously implemented. In specific, this technique has been used for
temperature (Sakakibara, J., Adrian, R. J., 1999) and pH (Coppeta, J., Rogers, C., 1998)
measurements under the names of Two-Color LIF and Dual Emission Laser Induced
Fluorescence (DELIF), respectively. Although the scalars being measured are different, both
techniques rely on the same principles, in specific, the use of two non-reabsorbed fluorescent
emissions. The only difference between the techniques is the scalar on which one of the
fluorescent emissions is dependent (temperature or pH). In this project, the theoretical
framework in terms of optical conditions and fluorescence behavior requirements has been
expanded, leading to a better understanding of why these techniques work and what is needed for
accurate scalar measurements, in particular of temperature.
On the other hand, the use of a two-dye ratiometric scheme for accurate film thickness
measurements is a brand new endeavor. Both the theoretical framework and actual
implementation are pioneering work. Research in this area has led to the development of the
technique named Emission Reabsorption Laser Induced Fluorescence (ERLIF) (**Hidrovo, C.
H., Hart, D. P., 2001). The name of the technique alludes to the fact that a reabsorbed
fluorescent emission is needed in order to accomplish ratiometric measurements of film
thickness. Because of the novelty of ERLIF technique, most of the experimental work done
during the research focused on film thickness measurements.
3.2 Film Thickness Measurement: Emission Reabsorption Laser
Induced Fluorescence (ERLIF)
Normally, the scalar information contained in fluorescent emission is a result of the molar
absorptivity (or extinction coefficient) and/or quantum efficiency dependence on the scalar.
This is not the case for film thickness where the fluorescence is solely dependent on the amount
of light absorbed through a finite thickness for both optically thin and optically thick systems.
The difference between the two optical conditions is a result of the dependence of fluorescence
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with film thickness. For optically thin systems, there is a quasi-linear dependence between film
thickness and fluorescence. In the case of optically thick systems, there is a dependence based
on the decay of light intensity as it travels through an absorbing medium. This fluorescence
dependence due to light intensity decay is non-linear with film thickness, following Lambert's
Law.
Film thickness measurements are achieved using an optically thick system that takes
advantage of reabsorption (**Hidrovo, C. H., Hart, D. P., 2001). Film thickness information is
contained in both fluorescent emissions due to the absorption of the exciting light (laser in this
case). But in addition to this, film thickness information is also embedded in the emission of dye
1 due to the reabsorption of the fluorescence of dye 1 by dye 2. The excitation light intensity
information is contained both in the fluorescence of dye 1 and dye 2. Therefore the ratio of the
two fluorescent emissions still contains film thickness information, while suppressing excitation
intensity information.
3.2.1 Required Optical Conditions
In order to use a ratiometric scheme for film thickness measurements, the fluorescence
system must be optically thick. With an optically thin fluorescence system the ratio of the
fluorescent emissions would not display dependence on film thickness since both fluorescent
emissions will be linear (quasi-linear) with film thickness and therefore will cancel out in the
ratio. Let's assume that we have an optically thin two-dye fluorescence system. Based on
equations (2.8) through (2.12) (chapter 2, section 2.4), the fluorescent emissions of the two dyes
are given by:
I (t, A figer, Y, T) = Io (y, T) 1(A aser,,T)C 011(Af, Iter)t (3.8)
and
If2(tA fter2, y, r) = 0 Io(y, T*)2 ( lase, )C 2 0 2N? 2(Afile,2 )t (3.9)
If we take their ratio
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R = f
If 2
R(A A filter2
(3.10)
(3.11)E1(p lase,. C1 0171(A iie,
E2( a ser )C2 q 2(A fier 2 )
we end up with a value that is only dependent on the filter combination used to capture
the desired fluorescent emissions wavelengths.
3.2.2 Reabsorption Requirement
If there is no reabsorption, dividing the two fluorescent emissions cancels the ratio
dependence on thickness even for optically thick systems as both fluorescent emissions thickness
dependence are governed only by the absorption of the excitation light. Consider the case of an
optically thick two-dye system where each dye is excited by the same light source and there is no
reabsorption. Based on equations (2.8) through (2.12) (chapter 2, section 2.4), the fluorescent
emissions of the two dyes are given by:
I (y,T)81(A laser )C 1  1 q1(A fiter ) (I -exp{-[(A laser )Ct)
4(L laser ) C
and
i2 (t, A filter2, y, )
SIo(Y' ,)62(A laser )C 2 021 2( filter2 ) (1 -exp {-(A laser ) C] t)
E(A laser )C
Taking their ratio the equation
R =
if 2
If1(t, A filter1, Y, r) = (3.12)
(3.13)
(3.14)
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R(pfiltelAfilter2) - i(Alaser)Ci 0 (3.15)
E2(A laser ) C2 4 2?q2 (A filter2 )
is obtained. Equation (3.15) is exactly the same as equation (3.11), which is not
dependent on t (film thickness). In order for the ratio to be thickness dependent, additional
thickness information must be imbedded in one of the fluorescent dye emissions. This can be
achieved by taking advantage of the reabsorption phenomena in optically thick systems where
one of the fluorescent emissions is absorbed as it travels through the medium towards the CCD
(Fig. 2.3, chapter 2, section 2.4).
3.2.3 Ratiometric Equation
Consider the case of two dyes where the emission of dye 1 is being absorbed by dye 2 but
not vice versa. As mentioned earlier, this results in a reduction in the emission of dye 1 and an
increase (boosting) of the emission of dye 2. Since the external illumination intensity (laser
intensity in LIF) is much greater than the fluorescent intensity of dye 1, the boosting effect can
be neglected. Consequently, the total fluorescence captured by the CCD from dye 2 can still be
approximated as given by equation (3.13). However, the reduction in total fluorescent emission
from dye 1 as perceived by the CCD is quite substantial, especially if the system is optically
thick and the condition c2(Aflter)C2 ~> O[E(Aaser)C] is achieved. In this case, the emission
thickness dependence of the fluorescence of dye 1 is not only governed by the absorption of the
excitation light as it travels through the medium but also by the absorption of the fluorescent
emission as it travels through the medium towards the CCD. Consequently, the total
fluorescence of dye 1, as perceived by the CCD, is given by equation (2.17) (chapter 2, section
2.6) resulting in (**Hidrovo, C. H., Hart, D. P., 2001):
= Io(y, T) 1(A laser)C 1 p171 (A lter) (1 -exp { [8(A laser )C +6 2 (A filter )C2 t
ItA fillerl T)E(A laser) C +E2 (A filter )C2
(3.16)
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If 2(t, A fier2, y, r) =
o Iy)2(A loser )C 2 0 2 7 2 (A filier2 (1-ex p{-x(1 E(A lase)C t )
E(Aser ) C
R = If"
i2
R(t, Af 1i, Afite 2) =
The excitation light intensity dependence is cancelled by taking the ratio of the emission
of the two dyes leaving a quantity that is only dependent on film thickness. Since the film
thickness information is contained in the reabsorption of the fluorescence of dye 1 by dye 2, the
system must be opticaily thick, in order for the reabsorption to be substantial and measurable
(Fig. 3.1).
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Figure 3.1: Film thickness ratio
Since the technique was originally developed for lubrication and tribological purposes,
the system was initially tested on its ability to measure oil films. Figure 3.2 shows the
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fluorescence dependence on film thickness for Pyrromethene 567 and Pyrromethene 650, both at
a concentration of 8x10 4 mo/liter of oil. There is a noticeable increase in fluorescence with film
thickness that becomes non-linear as the film thickness increases (optically thick system). It is
apparent, however, that the laser intensity fluctuations are embedded within the film thickness
information making it difficult to separate the two. The bottom of figure 3.2 shows the ratio of
the two fluorescent emissions. Note the disappearance of the laser intensity fluctuations
illustrating that the laser intensity information is canceled in the ratio. Note also that the ratio
has a nearly linear dependence on film thickness. As explained earlier, this is a consequence of
reabsorption within the optically thick system. For the dye combination used, it was possible to
resolve film thickness from 5 pm to 400 pm with 1% accuracy. As it will be explained later in
chapter 5, accuracy can be greatly improved over a specific range of film thickness through
careful dye selection and adjustment of dye concentrations.
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Figure 3.2: Comparison of the film thickness LIF signal for Pyrromethene 567 and
Pyrromethene 650 versus their ratio (optically thick system with strong reabsorption)
47
3.3 Temperature Measurement
It is possible to use LIF as a temperature indicator when there is a dependence of either
the molar absorption (extinction) or quantum efficiency coefficient with temperature.
E=E(T) (3.20)
and/or
0k= O(T) (3.21)
The problem of separating the temperature information from the exciting light intensity
contained in the fluorescence still exists. This is further complicated by the film thickness
information that is also imbedded in the fluorescence. The same two-dye fluorescence
ratiometric approach used to separate the film thickness information from the exciting light
intensity information can be used for temperature measurements. However, the optical
conditions for proper temperature measurements are quite different from that of film thickness
measurements. Reabsorption of one dye fluorescence by the other must be avoided as it adds
film thickness information to the fluorescence making it difficult to separate the temperature
information contained in the fluorescence (*Hidrovo, C. H., Hart, D. P., 2001). In addition, the
system must be optically thin. There are two reasons for this: (1) even if there is reabsorption (it
is hard to control whether a system will have reabsorption or not, and in most practical situations
reabsorption is present) an optically thin system will ensure that the reabsorption effects are
minimal as the fluorescence is approximately linear with film thickness. More importantly, (2) it
is easier to deal with temperature variations in the direction of observation (i.e., x direction in
figure 2.3, chapter 2, section 2.4).
3.3.1 Required Optical Conditions
In contrast to the film thickness measurements requirements, in order to use a ratiometric
scheme for temperature measurements, the fluorescence system must be optically thin. With an
optically thin fluorescence system the ratio of the fluorescent emissions would not display
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dependence on film thickness since both fluorescent emissions will be linear (quasi-linear) with
film thickness and therefore will cancel out in the ratio (see section 3.2.1 in this chapter). This is
the desired behavior since one would like to have a ratiometric value that is only dependent on
temperature. Even if there is an overlap between the emission spectrum of one dye and the
absorption spectrum of the other dye, the optically thin condition will ensure that the effects of
reabsorption are negligible and that no additional film thickness information is contained in the
fluorescent emission of the dye whose emission spectrum overlaps an absorption spectrum. In
order to see this let's rewrite the reabsorbed fluorescence equation (equation 2.17, chapter 2,
section 2.6)
(Af, yle r) =
SIo(y, )E1(A laser) C 1 O 1 (A filerl ) (I -exp{- [(A lase,)C +E2 (A flterl )C 2 ]
E( laser ) C +82 (A filterl 2
(3.22)
if the system is optically thin, equation (3.22) can be approximated as
If(t, Afitrl, y T) ~
SIo(y1 T) 1 (A laser) C1 '1 ( ,A filterl) [E(A laser )C +E2(A filterl )C 2 ]t
E(A laser) C +,2 (,A fiterl )C2
and simplifying terms
If'(t, A ,lerl, Y,) ~ I (y, i)C (A laser)C 1  1 (Afilter1 ) t
such that
R =
If 2
R(Afilterl, Afilter ) El(A laser) C 1 (l?11(A filerl )
E2(Alaser)C 2 'k 2 ?72 (Afiler2)
(3.23)
(3.24)
(3.25)
(3.26)
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is not dependent on film thickness.
The other reason for desiring an optically thin system has to do with temperature
variations or gradients in the direction of observation (*Hidrovo, C. H., Hart, D. P., 2001). The
goal in using fluorescence for temperature measurement is to obtain a two-dimensional map of
temperature, that is, temperature variations in the plane of observation. However, it is very
likely that the temperature field also varies in the direction of observation. If this is the case and,
if in particular, equation (3.20) holds, one can rewrite equation (2.10) (chapter 2, section 2.4) as
If(tT) = f dIf = f I0ex p(er,,T) Cx] e,,T) CO dx (3.27)
However, since T = T(x), equation (3.27) cannot be integrated unless the temperature
field as a function of x is known. This implies that, in order to correlate fluorescence to
temperature, an a priori knowledge of the temperature field in the direction of observation is
needed, defeating the purpose of the technique. Thus, the two-dimensional temperature map
cannot be easily inferred from the fluorescence for optically thick films. In general, it is difficult
to correlate fluorescence with temperature if there are temperature variations in the direction of
observation. However, if the system is optically thin, the effects of temperature variation in the
direction of observation on the fluorescence are less substantial and a more accurate two-
dimensional map of the temperature can be obtained (*Hidrovo, C. H., Hart, D. P., 2001). In the
limit of optically thin systems, the fluorescence ratio will correlate to the average temperature of
the film in the direction of observation, provided that equation (3.20) or (3.21) is linear with
respect to temperature.
3.3.2 Desired Temperature Behavior
In order to minimize the effects associated with temperature variations in the direction of
observation, the fluorescence system must be linear (*Hidrovo, C. H., Hart, D. P., 2001). This
implies using an optically thin system, which makes fluorescence linear with film thickness. In
the same fashion, one would like to have a linear dependence of fluorescence with temperature.
The fluorescence dependence with temperature is usually contained in the molar absorptivity
(molar absorption or extinction coefficient) or quantum efficiency of the dye, as portrayed in
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equations (3.20) and (3.21). Fluorescence usually decreases as temperature increases. Since
fluorescence is proportional to both the molar absorptivity and quantum efficiency, this implies
that either or both of them decrease in value with increasing temperature. In what follows, it will
be assumed that the fluorescence dependence with temperature is contained in the molar
absorptivity (molar absorption or extinction coefficient), and that dye 1 is temperature
dependent, while dye 2 is not. If this is the case, and based on the linear requirement and
empirical fluorescence behavior with temperature, one would like the molar absorptivity of dye 1
to have the following functional form with respect to temperature
E (A laeT)6o( laser) - kT (3.28)
Equation (3.28) implies a linear decrease of the absorptivity (and therefore the
fluorescence) with temperature. If this is the case, and since the system is considered optically
thin, we can neglect the absorption of the exciting light, and use equation (2.2) (chapter 2,
section 2.1) in the computation of the total fluorescent emission of dye 1. Thus, we have:
Ifl0,TA filterT , Y, ) = J I(y, T)(A laser' T)C 1 011( flter)dX (3.29)
and expanding
If1(t,T,Aer1, y, ) = 4 I 0 (yr)C 1 1q 1(, 1fi)terl E ,, (A laser- kT(x)]dX (3.30)
If1(t,T, Afilter y, T) = 4 Io(y,r)C 1 O1i1(A, filter) ,A lser )t - kf T(x)dx} (3.31)
where the integral term represents the sum of temperatures over the film thickness. As
will be shown in the next section, when this is the case, dividing this fluorescent emission with a
temperature insensitive one, will give rise to a ratio that can be correlated to the average
temperature in the direction of observation.
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3.3.3 Ratiometric Equation
Assuming an optically thin two-dye fluorescence system, with a temperature dependent
dye as prescribed in section 3.3.2, then we have for the two fluorescent emissions that
I~ (t,T , A ,1,yfilsr , T) = { I0 (y,r)C1 1il(Ailter) o (A laser - kJ T(x)dx}
I fi(tAer2, Y, r) = 0 Io(Y' 0)2( laser )C 2 I 2 ?12(Aiter 2 )t
and taking their ratio
InR I= f
if2
(3.32)
(3.33)
(3.34)
_ E(A laser ) C 1 1q1 (A, fiterl )
(2 (A laser ) C2 2 12 (A filter2)
where
JT(x) dx
=t TX-av g
k C1 2'71 (A fil ) T(x) dx
2( lase, )C2 0212 file,2) t
and therefore
R(T-avg I '2 iteri Y afiler2) = o ( laser)CIPtl1( filterl)
82(A laser )C 2k 2 q 2(Afilter2) E kC ( pl1 (77 
lter ) g
2(A lasr)C2 (2 q2 (Air2 ,)
which is independent of excitation intensity and film thickness, while
measure of the average temperature in the direction of observation. Equation
rewritten in a simpler form by letting
providing a
3.37 can be
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(3.35)
(3.36)
(3.37)
l(A laser )C 'p 2(' filter )
62 (A lase, ) C2 02' 12 (A file,2 )
k C1 111( lfilter )
C2 (A lase, ) C2 (P2' 12 (A file,2
= const.= a
= const. = b
in which case
R(Tavg IAflterl I 'filter2) = a - b Tx-ag (3.40)
Equation (3.40) reflects the fact that the ratio would be a function of the interference
filters used (that is, on the portion of the emission spectrums recorded) by way of a and b, but in
addition, it would be a function of the average temperature along the direction of observation.
The same analysis and results would be obtained if it were the quantum efficiency, instead of the
absorptivity, that bears the temperature dependence (as long as this dependence is also linear).
The dependence of fluorescence on excitation light intensity and film thickness cancels
when the ratio of the two fluorescent emissions is used. By using this ratiometric approach on
optically thin systems, temperature variations in the direction of observation are averaged over
the film thickness and the fluorescence ratio can be correlated to an average temperature in the
direction of observation (see figure 3.3).
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Figure 3.3: Temperature ratio
An optically thin system was used, in order to test the ability of the ratio in suppressing
excitation intensity and film thickness information. A dye combination consisting of 8X10-5
molliter Pyrromethene 567 and 2.4xl0~4 mol/liter Rhodamine 640 dissolved in oil was used.
Although this two-dye system exhibits reabsorption (since the emission spectrum of Rhodamine
640 overlaps the absorption spectrum of Pyrromethene 567), the low concentrations used for
both dyes and the fact that only thickness up to 45 micrometers were considered results in an
optically thin behavior were reabsorption is minimal. Consequently, the fluorescence
dependence of both dyes over the film thickness range of the calibration fixture is linear. This
results in a constant value for the ratio over the thickness range. Figure 3.4 shows the
fluorescence dependence on film thickness for Pyrromethene 567 and Rhodamine 640. Again, a
noticeable increase in fluorescence with film thickness is observed for both dyes, and laser
intensity fluctuations are evident within the film thickness information. The bottom of figure 3.4
shows the ratio of the two emissions. As in the case of ERLIF, the laser intensity fluctuations
disappear with the ratio. However, in this case, the ratio remains constant over the film thickness
range. There is no dependence of the ratio with film thickness because the system is optically
thin and reabsorption has minimal influence. This is appropriate when a ratiometric approach is
to be used to measure scalar quantities such as temperature.
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Figure 3.4: Film thickness LIF signal for Pyrromethene 567, Rhodamine 640 and their
ratio (optically thin system with negligible reabsorption)
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Chapter 4
System Design and Implementation
4.1 Dual Camera System
In order to validate and implement the technique, a system capable of acquiring
simultaneous images of the two fluorescent emissions was required. For this purpose, two
cameras were required, each one capable of capturing a different wavelength emission. Parallax
(difference in viewing angle and therefore perspective) between the two cameras was to be
avoided. Stereoscopic view would only complicate matters in this case, since the goal is to have
two intensity maps containing different information (thickness/temperature and excitation
intensity) but corresponding to exactly the same two-dimensional area of observation. The
cameras were to be mounted in such a way that the optical paths to each camera were equal in
length and angle of observation with respect to the area or object of interest. A single collecting
lens system with post-lens beam splitting optics was chosen as the ideal solution. The use of a
single lens over a two lens system had several advantages: (1) it would eliminate distortion
differences between the two images that would arise from the use of two different lenses, while
(2) simplifying alignment by eliminating one extra component, which will also (3) reduce the
cost of the system. In what follows, we present the main components of this dual camera system,
in particular those necessary to achieve observation of the same area by the two cameras. In the
next section, we present the optical components required to achieve separation of the two
fluorescent emissions of interest. Figure 4.1 shows a picture of the whole system, including
wavelength separation optics.
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Figure 4.1: Dual camera system
4.1.1 Scientific Charge Coupled Devices (CCDs)
Two 12-bit Princeton Instruments scientific charge coupled devices (CCDs) were used as
the imaging elements of the system. CCDs are imaging elements that consist of a series of metal
oxide semiconductor (MOS) capacitors arranged in a square array of rows and columns. Each
element of the array is referred to as a pixel, and is an area of the array (either square or
rectangular) that is isolated from all other array elements. Each pixel sustains a voltage that is
proportional to the number of photons impinging on it due to a photoelectrical effect. Therefore,
the voltage readout of each pixel is directly related to the light intensity at the given pixel
position integrated over the exposure time. There is only a finite range of sustainable voltages,
going from a minimum voltage (usually zero) to a maximum voltage. Once a pixel has reached
its maximum voltage it is saturated and any subsequent photons impinging on it would not
produce a higher voltage. The voltage readout is then digitized by an analog to digital converter.
Depending on the sensitivity of the MOS capacitors, different levels of digitization can be
achieved. Most CCDs have 8-bit readouts, which means that there are 256 different levels (0 to
255) between its minimum and maximum sustainable voltages. The difference between
maximum and minimum voltages, which is a measure of the maximum number of photons that
can strike a pixel before reaching saturation, along with the level of digitization is known as the
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dynamic range. The main features of scientific CCDs are: (1) large, high-resolution (12 and 16-
bit) dynamic range, (2) high spatial resolutions achieved through the use of a large number
(megapixel cameras) of small pixels, (3) cooling of the CCD array to lower dark current levels
and (4) a variety of functional controls good for experimentation testing.
One of the main advantages of using a scientific CCD over a conventional CCD is the
ability to accurately quantify the number of photons impinging on a particular pixel, which is a
measure of the light intensity levels (integrated over the exposure time) being recorded. A large
dynamic range means that a larger number of photons (higher intensity levels) per pixel can be
accommodated before reaching saturation. The high resolution in the dynamic range, which is
given by the number of bits per pixel readout, means that it is possible to discern small
fluctuations in the number of photons striking the CCD pixels (small variations in light
intensity). Scientific CCDs also have a very linear dynamic range, which means that the digital
levels readouts are directly proportional to the number of impinging photons (light intensity),
that is, twice the number of photons (light intensity), twice the number of digital levels. These
features are quite important when accurate measurements of light intensity are required.
Along with the large, high-resolution dynamic range scientific CCDs also feature high
spatial resolutions. This is accomplished by using a large number of very small pixels. Most
scientific CCDs have on the order of one million pixels or above, which is around four times as
many pixels as conventional CCDs. The high spatial resolution is a consequence of the small
pixel size, which is usually chosen to be smaller than the size of the optics induced diffraction
spots. The use of such small pixels requires a large number of them in order to cover the same
field of view, if not more, than a conventional CCD.
Dark current arises as a consequence of the unwanted charge that accumulates on CCD
pixels due to natural thermal processes that occur at any temperature other than zero. This
translates into voltage readouts above the minimum voltage even when no photons strike the
surface of the pixel. Due to the random nature of these processes, dark current introduces noise
to any given measurement. Cooling the CCD array can minimize dark current. In scientific
CCDs this is achieved by immersing the camera in a liquid nitrogen bath or through the use of
Peltier coolers attached to the CCD array.
Scientific CCDs also offer a lot of flexibility in their operation. Standard off the shelf
video rate CCDs can only operate at a specified capturing rate (30 Hz of interlaced video),
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governed by an internal clock. It is possible to synchronize them to external triggers, but the
process is quite cumbersome. On the other hand, scientific CCDs offer the possibility of
operating them slaved to an external trigger, which makes synchronization much easier. In
addition, scientific CCDs allow customization of the pixel array by (1) defining a particular
region of pixels to be used and/or (2) grouping adjacent pixels (binning) into superpixels.
Binning increases sensitivity to light intensity (the superpixel readout level is the sum of the
grouped pixels values) by trading off spatial resolution.
The Princeton Instruments Micromax-5MHz-1300Y Camera System was chosen in this
particular case. Two of these systems were required. Each system consists of an RTE/CCD-
1300-Y/HS camera head, which contains the CCD detector, a Sony ICX061 CCD array. This
CCD chip has 1300 horizontal pixels by 1030 vertical pixels, with pixel size of 6.7 pm by 6.7 pm
(square pixels), for a total CCD size of 8.71 mm by 6.90 mm. The camera head is controlled by
an ST-133 Controller which contains a 12-bit (4096 digital levels, from 0 to 4095), 5 MHz
analog to digital (A/D) converter. This controller also provides the timing signals and power to
the RTE head and controls the Peltier cooling system attached to the CCD array. In addition, it
produces a Video Output Signal (as opposed to a digital one), which allows the camera signal to
be viewed in a television display. Each system also comes with the Princeton Instruments
WinView software, which is a PC based software for control of the camera. In addition to this
software, the Universal Imaging Corporation Metamorph imaging and camera controlling
software was also used.
4.1.2 Primary Lens
One of the most important components is the light gathering or collecting element of the
system, which we will refer to as the lens. The purpose of this lens is to collect and focus the
light emanating from the object of interest in order to form an image of it in the CCD array
panels. The choice of lens to be used depends on three basic design parameters: (1) the object
magnification (or demagnification) required, (2) the amount of object light that needs to be
collected and (3) the distance between object and lens (working distance). These parameters are
not completely independent of each other, and very often tradeoffs between their desired values
need to be made. The relationships between these parameters are best given by the canonical
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law of optics and the numerical aperture (N.A.) or f-number (f#) and magnification definitions
(Hecht, E., 1998).
1 _ 1 +1 (4.1)
f so si
N.A._ 1 _ D (4.2)
2 f# 2 f
m _ hi _ si (4.3)
ho so
Equation (4.1) is the canonical law of optics and it relates the focal length of the system
to the object and image positions relative to the lens location. Equation (4.2) is the definition of
numerical aperture (or the equivalent f# parameter), and is a measure of the light gathering
ability of the lens (the larger the N.A., the more light than can be collected by the system). The
highest N.A.s achievable with conventional lenses are in the order of 0.95. Equation (4.3) is the
definition of magnification which is the ratio of image height to object height or alternatively the
ratio of image distance from lens to object distance from lens (this equality which is expressed in
the right hand side of equation (4.3) comes from geometry). We can rearrange equations (4.1)
and (4.3) in order to get a relationship between magnification, lens focal length and object
distance from lens (working distance)
f = so m (4.4)M + I
From equation (4.4) it can be seen that the required focal length of the lens is given, and
therefore constrained, by the specified working distance and magnification. Although it seems
that once this focal length is specified one could then try to achieve the N.A. value desired by
adjusting the lens diameter accordingly, there are limitations to this, primarily from a
manufacturing point of view. For example, it is possible to obtain high N.A. values with short
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focal length lenses because one can conceivably make the lens diameter in the order of the focal
length. However, when large focal lengths are in order, it is difficult to achieve high N.A. values,
since it would be unrealistic to have a lens whose diameter is in the order of the focal length
(imagine the size of a 250 mm focal length lens). In other words, for small focal lengths, the lens
diameter is (or can be) in the order of the focal length, but for long focal lengths, it is not, with
the lens diameter size being smaller with respect to the focal length.
The large scale and complexity of the experimental setups required for testing of the
tribological components to be studied as part of the MIT-CAT Seal Science program demanded a
long working distance. This would allow proper accommodation of the imaging system at a safe
distance, isolated from machinery components and vibration. For example, in the testing of
rotating shaft seals a minimum working distance of 25 cm was required in order to accommodate
the optical components (mirrors, and so for; see chapter 10, section 10.2) necessary to gain
optical access to the area of observation (seal-shaft interface). The dimensions of the areas to be
studied in some of these components ranged from a couple of centimeters to a couple of
millimeters (10 mm in the case of rotating shaft seals, and 3 mm in the case of metal face seals).
In order to take full advantage of the size of the CCD array, this required magnifications of up to
1X at least. If closer examination of a particular area was desired, larger magnifications were
required. Finally, due to the low intensity of the fluorescent emissions from the thin lubrication
films, and because of the intensity losses due to optical components, high light gathering ability
was of utmost importance.
Microscope objectives provide high magnification (above IX) and high N.A. (low f#), but
require very close proximity to the object or sample (in the order of millimeters). Conventional
camera lenses provide long working distances and decent N.A. values (not as good as those
achievable with microscope objectives, though), but at the expense of low magnification (below
1X). A good compromise was found in macro lenses, which provide magnifications up to 1X
while maintaining the features of conventional camera lenses (high NA and long working
distance).
The lens in question chosen is the AF Micro-Nikkor ED 200mm f/4 D IF from Nikon. It
has a nominal focal length of 200 mm (the lens is actually a multiple lens design, which allows
for adjustment of the focal length), with a minimum working distance of 0.5 m, and a maximum
magnification of 1X. It has a minimum f# of 4 (maximum N.A. of 0.125). The main feature of
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this lens is its large focal length, which allows for long working distances with adequate
magnifications (see equation 4.4), while maintaining a decent N.A. value.
4.1.3 Multi Image Module
In order to couple the single collecting element (primary lens) to the two cameras, a beam
splitting assembly was necessary. This assembly should contain a beam splitting element that
would allow separation and redirection of the object light in order to form two independent
images (one for each CCD camera). In addition, it must allow for either optical (secondary lens)
or mechanical adjustment in order to assure that the optical paths lengths of the separated beams
are the same and that there is no image shift and/or parallax between the two cameras (viewing
area and angle of the object is the same between the two cameras).
The Nikon Multi Image Module for microscopy fulfilled these requirements. A
schematic of it is shown in figure 4.2. It has two exit ports to independently accommodate the
two imaging elements. A single entry port directs the incoming light rays to a central location
where a beam splitting optic capable of separating the light rays orthogonally can be mounted. A
set of mirrors direct the separated lights rays to their corresponding exit ports, where the cameras
are mounted. The module and its optical components are designed so that the optical path
lengths and positions of the separated light rays are the same for each of the two cameras. This
is accomplished by mounting a IX lens (transfer optic) and one of the mirrors used to steer the
separated light rays on an adjustable mechanical stage positioned in one of the optical paths. The
adjustable 1X lens, which is a transfer optic (that is, it does not introduce magnification to the
image), allows fine-tuning of the optical path lengths so that both CCD images are in focus. The
adjustable mirrors allow spatial alignment of the CCD images, so that they correspond to exactly
the same viewing area. These mechanical adjustments allow for alignment of the two CCD
cameras to within 1 or 2 pixels. Further alignment is accomplishment by computer processing of
the images (see chapter 5, section 5.2.1).
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Figure 4.2: Multi-image module schematic
4.2 Wavelength Separation Optics
It is not sufficient to only split the incoming light rays so that two separate images can be
formed (one in each CCD camera), it is also necessary to be able to separate and direct the
wavelengths of interest to their particular destinations; excitation wavelength to sample and
desired emission wavelengths to each of the respective CCD cameras. Two types of optics were
used for these purposes: (1) dichroic mirrors, for broad separation and redirection of
wavelengths and (2) interference filters, for isolation of a particular wavelength.
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4.2.1 Dichroic Mirrors
Dichroic mirrors allow broad separation of wavelengths by selective transmission and
reflection. Dichroic mirrors are characterized by their nominal wavelength. Usually,
wavelengths below the nominal wavelength are reflected and wavelengths above it are
transmitted (in some cases the trend can be reversed). This transition is not perfect and the
region of wavelengths near the nominal wavelength is both partially transmitted and partially
reflected. Two dichroic mirrors were used in this application. The first dichroic was used to
separate and steer the excitation wavelength (532 nm) from the fluorescent emission
wavelengths. The dichroic in question is the LWP-45-R532-T570-800-PW-2012-UV from CVI
laser. This dichroic has a nominal wavelength of 570 nin, which means it reflects wavelengths
below 570 nm (like the 532 nm from the doubled Nd:YAG laser) and transmits wavelengths
above it (this is where the fluorescent emission wavelengths of interest lie). It was placed at a
450 angle in front of the dual camera system, so that it will reflect the excitation wavelength
towards the area of interest while allowing the fluorescent emission to pass through towards the
imaging system (see figures 4.1 and 4.3). This configuration allows for the use of the same
optical path for both excitation and observation of the fluorescent emissions. The second
dichroic was located inside the imaging system, at the beam splitting location on the Multi Image
Module. This dichroic mirror would allow broad separation of the two fluorescent emissions of
interest. The dichroic used was the 600dcxr from Chroma Optics. This dichroic mirror has a
nominal wavelength of 600 nm, which means it reflects wavelengths below 600 nm and transmits
wavelengths above it. From the schematic of figure 4.3 and the previous description, it becomes
apparent that wavelengths between 570 nm and 600 nm were directed towards one of the CCD
cameras, while the remaining wavelengths, those above 600 nm, were directed towards the other
camera. What this broad split of wavelengths effectively does is rough separation of the
emission spectrums of the two dyes used, sending them to their corresponding CCD camera.
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Figure 4.3: Wavelength separation schematic
4.2.2 Interference Filters
Once a coarse separation of the emission spectrums of the two respective dyes is
achieved, it is necessary to isolate the particular wavelengths of interest in the respective
emission spectrums. It was decided to use interference filters as opposed to combinations of
long and short pass-band colored filters due to the narrow and steep bandwidth of interference
filters. The tradeoff is between intensity and bandwidth. Colored filters, which use absorption
as their filtering approach, provide high transmittance but at the expense of very shallow
transition curves (wide cutoff wavelength regions). Interference filters on the other hand, which
are based on the Fabry-Perot interferometer principles, have lower transmittance (50% at their
peak) but much steeper and narrow transition curves. Their Full Width at Half Maximum
(FWHM), which is the bandwidth at half the peak transmittance, can be as small as 10 nm.
A wide range of interference filters were used in order to assess the effects that different
fluorescent emissions wavelengths from different fluorescent dyes would have on the sensitivity
and accuracy of the technique. One inch diameter filters with peak transmission wavelengths
ranging from 550 nm to 650 nm and FWHM of 10 nm from Oriel Corporation were used. The
filters were placed according to their peak transmission wavelengths on two separate Sutter
Lambda 10-2 filter wheels capable of accommodating ten different filters each. The filter wheels
were placed at the exit ports of the multi image module, just ahead of the CCD cameras.
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4.3 Experimental Setup
This section describes the specifics of other components that either form part of the
system or were required to validate the technique. These include the laser used as illumination
(excitation) source, the synchronization and triggering scheme implemented to simultaneously
capture the two fluorescent emissions and the calibration fixture, with known film thickness,
used to validate the technique.
4.3.1 Laser (Excitation Source)
A laser was chosen as the exciting light source for two reasons: (1) the high intensity,
which would translate into high fluorescence, necessary due to the thin films dealt with, and (2)
the possibility of using a pulsed laser with very short pulse durations, which would translate into
very short fluorescence duration. The short fluorescence duration allows almost instantaneous
measurements of the film thickness and temperature, even when the camera shutter is not fast
enough to capture some of the short time transients of interest. Figure 4.4 shows a schematic of
how the short laser pulse duration and subsequent short fluorescence duration can be used to
capture almost instantaneous pictures of short time scale phenomena even when the minimum
camera exposure time is not able to. Although the camera is open to capture photons during a
relatively long exposure time, the majority of photons that it will capture (light intensity
recording) are only available during the fluorescence, which in this case is very short.
laser pulse fluorescent emission
No9ns1o timne
camera exposure time
Figure 4.4: Use of pulsed laser for "instantaneous" fluorescence recording
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The Gemini PIV Laser System from New Wave was selected as the exciting light source.
The system consists of two independently controlled pulsed Nd:YAG lasers that share the same
exit port. The output of the lasers is frequency doubled by means of a nonlinear crystal resonator
in order to convert the natural 1064 nm (infrared light) wavelength of the Nd:YAG crystal rods
into 532 nm wavelength (green light). The diameter of the output beam is 5 mm, it has a 9 ns
pulse duration and 120 mJ of energy per pulse. Each laser is capable of firing up to a maximum
repetition rate of 15 Hz. The system can be triggered either internally or externally.
4.3.2 Beam Expander
As mentioned before, some of the viewing areas of interest to be studied on the
tribological components exceed the size of the laser beam (5 mm diameter). In order to
compensate for this it was necessary to expand the laser beam. This was accomplished through
the use of a beam expander, which would increase the diameter of the beam while maintaining
its collimation. A negative and a positive lens were used for this purpose. By placing the lenses
in the same axis of propagation as the laser beam in such a way that the focal points of the two
lenses would coincide, it is possible to expand the beam while maintaining collimation (Fig.
4.5). The same effect can be accomplished with the use of two positive lenses with the only
drawback that a hot spot is created at the focal point of the expander were the laser beam is
concentrated into a tight spot (Fig. 4.5). The energy density at this hot spot is so high that the
laser beam is capable of ionizing the air at this location. Besides being annoying, due to the
popping sound it produces, this hot spot is a safety hazard, which can damage components or
seriously injure someone. The beam expansion or magnification ratio is given by the formula
m = f2 (4.5)f,
The absolute value takes care of differences in focal length signs between positive and
negative lenses. By selecting different combinations of focal lengths, different expansion ratios
can be obtained. In this case, a fixed f2 focal length was used by means of a positive plano-
convex lens with 80 mm focal length. The value of f, was then varied according to the desired
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magnification desired by using different negative plano-concave lenses with varying focal
lengths (for example, a -20 mm focal length negative lens was used in order to achieve a 4X
magnification, corresponding to a 20 mm beam diameter).
positive lens
A~
~1 k/i
I.,
positive lens
positive lens
I' : , -
ki
H
Figure 4.5: Laser beam expanders
4.3.3 Synchronization and Triggering
In order for the system to properly work it is important that the laser and camera be
synchronized with respect to each other, so that the cameras capture the short fluorescence burst
consequence of the short laser pulse duration (see figure 4.4). In addition, depending on the
application, it might be necessary to further synchronize these components to another separate
event of interest. Synchronization of the cameras and laser was achieved by slaving the cameras
to the laser. Figure 4.6 shows the firing diagram of the laser. The first pulse is the flash lamp
pulse, which switches the flash lamp on. The purpose of the flash lamp is to excite the Nd:YAG
rod. Once the rod reaches a desired excitation level, the energy stored in the rod can be released
through the use of a Q-switch (generally a Kerr's or Pockell's cell). A second pulse is used to
open the Q-switch. When the Q-switch is opened, the laser beam pulse is released. There is a
small delay between the Q-switch pulse and the release of the laser beam pulse due to
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electronics. What allows synchronization of the cameras to the laser is the time delay between
the flash lamp pulse and the Q-switch pulse. This delay is determined by the time required to
reach a desired excitation level of the rod, which determines the energy of the laser beam pulse.
For maximum energy of the laser beam, the delay between flash lamp pulse and Q-switch pulse
is 250 psec. The flash lamp pulse of the laser is used to trigger the cameras. This allows the
cameras to be open by the time the Q-switch pulse and laser beam pulse release happen. The
exposure time of the cameras should be set longer than 250 psec in order to capture the
fluorescence pulse. However, it should still be short enough to minimize recording of
background light, that is, light not emanating from the LIF process. A 1 msec exposure time was
used in lieu of this.
flash1 flmp Pulse Q- swivtdh putsc hiaser puas
25011 p ns
Figure 4.6: Laser firing diagram
Since the laser system has an input and output for the flash lamp pulse, it is possible to
synchronize the whole system to an external event. A trigger signal, from the external event, is
used as the input to the flash lamp, which in turn is used as the trigger signal to the cameras.
This allows slavery of the system to an external event through the use of a trigger signal.
4.3.4 Calibration Fixture
A calibration fixture was fabricated in order to provide a linearly increasing film
thickness against which the technique could be tested. The fixture consisted of a quartz optical
flat that formed the top and a quartz flat set at an angle with an inside reservoir channel etched
around it. When joined together, the optical flats produced a linearly increasing gap that was
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fidled with liquid (oil in this case) in order to produce a known film thickness. Figure 4.7 shows
a schematic of the calibration fixture along with a fluorescence image obtained with it. The
fixture was measured using a Coordinate Measuring Machine (CMM) to verify the thickness of
the gap within the calibration area. Figure 4.8 shows the profiles, obtained from the CMM
measurements, of the two calibration fixtures fabricated.
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Figure 4.7: Calibration fixture
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Figure 4.8: Calibration fixtures CMM profiles
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Chapter 5
Technique Optimization
5.1 Dye Selection
The most important elements of the technique are the fluorophores or fluorescent dyes
used. Choosing the appropriate dyes to be used is one of the most critical, yet difficult, tasks.
Their spectral characteristics along with their concentrations not only determine the optical
thickness of the system but also its behavior. Other properties of interest include their solubility
in the medium of interest, in this case oil. Hazardousness and toxicity considerations are also
important when determining the appropriate dye to be used. Dr. Souichi Saeki carried out a
complementary but separate program of dye characterization (Saeki, S., Hart, D. P., 2001). It
included the use of spectrophotometer and spectrofluorometer measurements in order to assess
the absorption and emission spectrums of dyes, respectively. This program would also assess the
solubility of dyes in oil, as well as their temperature and bleaching behavior. In excess of twenty
different dyes were considered in this study. It is not the scope of this research and/or thesis to
go into the details of this study, since the purpose of this particular research was to assess the
capabilities of the ratiometric technique based on the assumption that the proper dyes were
selected. Thus, only five different dyes from the Rhodamine and Pyrromethene groups were
used in the assertion of the technique.
5.1.1 Spectra
Assessment of the spectral characteristics, in the form of the absorption and emission
spectrums, of any potential dyes is necessary. Because a frequency doubled Nd:YAG laser is
used as the excitation source, it is important that the dyes considered present a strong absorption
of the 532 nm spectral line. They should also have a strong Stoke's shift, so that their fluorescent
emissions can be separated from the excitation light. Since the idea is to capture two different
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fluorescent emissions, it is also important that the two dyes selected have very different and
distinct emission spectrums. Of particular importance is that there is a broad separation between
their emission spectrums peaks in order to be able to capture them independently. One would
like to capture the emission peaks of both dyes because this is where the fluorescence is the
strongest (highest signal).
In the case of film thickness measurement by means of Emission Reabsorption Laser
Induced Fluorescence (ERLIF), strong absorption (or reabsorption) of one dye (dye 1 in the
analysis of chapter 2, section 2.6) emission by the other dye (dye 2 in the analysis of chapter 2,
section 2.6) is desirable. Thus, a strong overlap between the emission spectrum of dye 1
(reabsorbed dye) and the absorption spectrum of dye 2 (reabsorbing dye) is beneficial. Ideally,
the emission peak of dye 1 would overlap with the absorption peak of dye 2. On the other hand,
the fluorescent emission of dye 2 should not be reabsorbed (or as little as possible). Thus, the
emission spectrum of dye 2 should not overlap with the absorption spectrums of either dye 1 or
itself. Since it is almost impossible to have no overlap at all between the emission and
absorption spectrums, it is desirable at least for the emission peak of dye 2 to have no overlap
with the absorption spectrums in question (both from dyel and dye 2).
For temperature measurements, the desired spectral characteristics become a little harder
to obtain. The basic requirements of strong absorption of the 532 nm spectral line and wide
separation between their emission spectrums (or peaks at least) are still necessary. But
furthermore, reabsorption between the dyes must be avoided, as it introduces thickness
information, which is undesirable and complicates matters when a temperature measurement is
sought. This implies that the emission spectrums of both dyes (or at least their peaks or regions
where measurements are to be made) should not overlap with neither of the absorption
spectrums. This requires large Stoke's shifts which usually translates into lower fluorescence
intensity (lower signal), which might be difficult to capture (particularly with the optically thin
requirements that temperature measurements call for, chapter 3, section 3.3.1).
5.1.2 Concentration
Once a particular dye (or set of dyes) has been selected, its concentration in solution with
the fluid medium to be measured, in this case oil, can be varied in order to obtain different
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optical conditions. The main effect that dye concentration has is in the intensity of the
fluorescence signal. From equation (2.2) on chapter 2, section 2.1, fluorescence intensity is
proportional to dye concentration. This is particularly true, and is the only effect dye
concentration has on optically thin systems. However, whether a system is (or can be treated as)
optically thin or thick is intrinsically dependent on dye concentration. Provided that a dye stays
in a homogeneous solution with the fluid (oil in this case), varying its concentration will affect
the optical thickness of the system. This optical thickness will determine the actual film
thickness over which information can be obtained. In the case of reabsorption, dye concentration
of the reabsorbing dye will determine the amount of reabsorption that the reabsorbed dye will
incur over a particular film thickness. In particular this is important in ERLIF film thickness
measurements since reabsorption will determine the amount of film thickness information that
will be preserved in the ratio of the fluorescence images.
5.1.2.1 Thickness Constant
The optical thickness of a fluorescence system is determined by its thickness constant.
From chapter 2, section 2.4, fluorescence intensity as a function of film thickness is given by
equation (2.11), which shows an exponential dependence on the fluorescence with film
thickness. The behavior of this exponential function is characterized by the power of the
exponential, which is called the absorbance of a fluorescence system and is given by
ABS = eCt (5.1)
From the analysis of exponentials functions and electric RC circuits, when the negative
power of the exponential reaches a value of 5 (five), this type of exponential function has
reached 99% of its maximum asymptotic value ( 10 in this case). It is however more common
to use a value of 1 (one) on the negative power of the exponential to define the characteristic
scale that represents the behavior of the exponential. In the case of RC circuits, the time that
would make the negative power of the exponential equal to 1 (one) is called the time constant. A
value of 1 (one) for the negative power of the exponential corresponds to 63% of the maximum
asymptotic value of the function. In the case of fluorescence, one would speak of a thickness
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constant, that is the thickness that makes the negative power of the exponential function equal to
1 (one), which in this case would be
ECt, =1 (5.2)
1
tc = (5.3)
cc
This is the characteristic thickness scale of the fluorescence system, and is a measure of
the strength of the exciting light absorption (and fluorescence reabsorption, if it occurs) process.
It determines over what actual film thickness a system can be considered optically thin or thick.
The definition of an optically thin fluorescence system is that the fluorescent intensity behaves in
a linear (or more correctly quasi-linear) fashion with respect to film thickness. Strictly speaking,
fluorescence systems never behave in an exact linear fashion with thickness; however, for
thickness much smaller than the thickness constant, the linear approximation can be made (see
equation (2.12), chapter 2, section 2.4). The range over which this approximation can be made
depends on the maximum error allowed for deviation from linearity. Thus, subtracting the linear
function (equation (2.12), chapter 2, section 2.4) from the actual exponential function (equation
(2.11), chapter 2, section 2.4) and dividing it by the actual exponential function (equation (2.11),
chapter 2, section 2.4) gives us the percentage linearity deviation error. Thus, after substitution
of equation (5.3) into these equations we get
JO I0 thnti
t r t' 1 = I (5.4)
= I {11exp-[e](l+X) (5.5)
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Equation (5.5) relates the film thickness below which the system can be considered linear
to the thickness constant and the allowable percentage linearity deviation error. If we use a
Taylor series to expand the one minus exponential part up to second order terms, an explicit
function for the linear film thickness range can be obtained
-n -= "- I -- "- +0 t"" --- (1+X) (5.6)
tc tc 2 tc tc
tui ~ 2 tcX (5.7)1+)
Equation (5.7) is particularly true (or accurate) if X is much smaller than 1 (say in the
order of 0.01 to 0.1, which translates into a 1 to 10% deviation from linearity). In that case the
film thickness below which the system can be considered optically thin is just a small fraction of
the thickness constant, in which case the third order term in equation (5.6) is much smaller than
the linear and second order term and can therefore be neglected.
By manipulating the thickness constant one can change the range of actual film thickness
over which the system will behave optically thin and thick and the point where the system will
become saturated (five thickness constants). Since the thickness constant is only a function of
the dye absorptivity and concentration, once a particular dye has been chosen, the only way to
vary the thickness constant is to change the concentration of the dye. The dye choosing process
should take into account the effect of absorptivity on the thickness constant, but dye
concentration provides a more flexible and realistic way of varying and changing the thickness
constant.
When a dual fluorescence system is used, there might be two different thickness
constants to deal with. This is particularly true if there is reabsorption of one (or both) of the
fluorescent emissions. The advantage of using a two-dye system versus a single dye dual
emission system is that there is more flexibility and freedom in varying the two thickness
constants. In a two-dye system there are two concentrations that can be varied. Each dye
concentration has different effects on the two thickness constants. By changing the individual
concentrations of the dyes each thickness constant can be varied in a different fashion, as
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opposed to a single dye system, where changing the concentration of the dye would affect both
thickness constants in a similar fashion. Therefore, using a two dye system allows for better
fine-tuning of the two thickness constants. This is particularly important in the case of ERLIF
film thickness measurements.
5.1.2.2 Reabsorption Level
The basis of the ERLIF film thickness measurement technique is the use of two
fluorescent emissions with different thickness constants, so that the ratio will preserve the film
thickness information. This is achieved by taking advantage of the absorption (reabsorption) of
one of the fluorescent emissions. Reabsorption introduces an extra term in the thickness constant
of the reabsorbed fluorescent emission. From chapter 3, section 3.2.3 and equations (3.16) and
(3.17), we have
1
c, E(A IasrC + I2(A flterl ) (5.8)
te 2 1 (5.9)
e( iase, )C
The extra reabsorbing term E2( After1)C2 in equation (5.8) makes the two thickness
constants (te,1' and tc,2) different. At first glance it appears that the concentration of the second
dye (C2 ) only affects the thickness constant of the reabsorbed fluorescent emission (te,1').
However, closer examination reveals that this is not the case and C 2 (as well as C1) affects both
thickness constants. The E(A.aser)C term is the exciting light source absorbing factor and it
includes contributions from both dye 1 and dye 2. Making use of the linear superposition
principle, which applies to the absorbance, we have that
ABS = ABS + ABS2 (5.10)
CC t = C1 t + 62 C2 t (5.11)
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CC = 1 C1 +e2 C2 (5.12)
and therefore
E(Ai ase ) C= 1(aase, 1 + 2 ( laser )C2 (5.13)
Substituting equation (5.13) into equations (5.8) and (5.9), we have
tcl' = - 1
1(A laser )C1 + C2(A laser)C2 + E2(Afilter1 )C2 El(A iser )C1 + [82(A laser + C2 (A flerl )]C 2
(5.14)
1
tc2 = (5.15)
'61(A laser) C1 + '2(Alaser )C2
Equations (5.14) and (5.15) show the actual behavior of the thickness constants with
respect to the individual dye concentrations. As mentioned before in chapter 2, section 2.6, in
order for reabsorption to be substantial and indeed induce different thickness constants,
e2(Afilter)C2 >~ O[e(Aiaser)C]. Figure 5.1 shows the effect that reabsorption level has on the film
thickness sensitivity of the ratio. It depicts plots of the ratio values versus film thickness for a
two-dye oil combination consisting of Pyrromethene 567 at a concentration of 8x10 4 mci/liter
and Pyrromethene 650 at a concentration of 2.4x10-3 mci/liter. The only difference between the
two plots is the set of filter combination used. The lower plot is for a 570 nm and 620 nm filter
combination, while the upper plot is for a 580 nm and 620 nm filter combination. By shifting the
wavelength of observation for the fluorescent emission of dye 1, one is actually looking at a
region of the emission spectrum of dye 1 that is more heavily absorbed by the absorption
spectrum of dye 2 (see figure 5.2). This translates into a higher absorption term in equation
(5.8), which in turns makes the two thickness constants more different from each other and
therefore produces a more sensitive ratio with respect to film thickness.
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Figure 5.1: Ratio versus film thickness for different reabsorption levels
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5.2 Image Processing
Once the fluorescent images have been captured by the CCDs, it is necessary to digitally
process them. The processing entails taking the ratio of the two dimensional maps of fluorescent
intensities. In order to accurately do this, it is necessary to correlate the actual viewing area
locations between the two images. Although a mechanical alignment between the two cameras
is performed, it is not perfect, and post acquisition computer processing is required. In addition,
due to issues of digital levels discretization and camera noise (primarily dark current), it is
necessary to perform spatial filtering of the ratio images. The following is a description of these
two types of image processing along with some of their tradeoffs in terms of accuracy.
5.2.1 Image Correlation
Although the Nikon Multi Image Module allows for very precise mechanical alignment
of the two cameras, it is by no means perfect. Therefore, it is necessary to perform post
acquisition image alignment of the two fluorescent intensities map. This can only be
accomplished if the misalignment between the two cameras is known. In order to determine the
misalignment between the two cameras, a cross correlation between images taken by the two
cameras on the same observation field must be performed. In order for the cross correlation to
be meaningful and accurate, the observation field to be cross correlated must have sufficient
distinguishable features, that is, features that are not repeated throughout the observation field
and therefore correspond to a unique location on both images. For this reason, using a random
field of bright spots is the ideal field for performing a cross correlation between images taken by
the two cameras. This can be accomplished by using fine grade sandpaper illuminated by white
light. The image produced by the illuminated sandpaper is a pattern of bright and random
speckle points.
Initially, a global cross correlation between images was performed. The two camera
images would be cross-correlated as a whole at once. Although this is a relatively fast process,
since only one cross correlation is required, it assumes that the only misalignment between the
two cameras is orthogonal in the plane of observation and is therefore the same for all points in
the images. It does not account for different image distortions, or for misalignment out of the
plane of observation, which would induce different magnifications of the images due to the
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different optical path lengths. In addition, rotational misalignment between the two cameras is
not accounted for. All of these would make misalignment a function of position in the plane of
observation. If this is the case, parts of one image will not properly match with their
counterparts on the other image (see figure 5.3). In order to account for these types of
misalignment it is necessary to implement a local cross correlation algorithm. In this type of
algorithm, instead of cross correlating the two camera images as a whole, the cross correlation is
performed at a finer scale between smaller regions of the two images. One of the images is
divided into smaller parts, each part becoming a sub-image of the whole image. Each sub-image
is then cross-correlated against a smaller region of the second image in order to find where the
sub-image is located on image two. This in turns determines the displacement or misalignment
of that particular sub image location relative to the second image (see figure 5.3).
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Figure 5.3: Global versus local cross correlation
A Particle Image Velocimetry (PIV) algorithm (Hart, D. P., 1999) was used to perform
the local cross correlations. PIV is a technique used to determine flow velocity fields in fluids.
The flow under consideration is seeded with small fluorescent particles, capable of following the
fluid flow. Snapshots of the fluorescent particles distributions in the fluid are taken at different
times from a single camera. Local cross correlations of the images are then performed in order
to determine the displacements of the individual sub image regions. Since the particles move
with the flow, the sub image displacement is the actual local fluid flow displacement, which if
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divided by the time interval between the snapshots, is equivalent to the local average velocity of
the flow at that sub-image location for the given time interval. By applying this algorithm to the
sandpaper images taken by the two cameras, the local displacements or misalignments between
the two cameras can be determined. Figure 5.4 shows a vector plot with the local displacements
between the two cameras. It can be seen that the displacements are not all the same and vary
both in magnitude and direction as a function of pixel position. This is a consequence of the
combined distortion, in plane, out of plane and rotational misalignment between the two
cameras. The PIV algorithm is capable of computing the displacement vectors with sub-pixel
accuracy; however, it computes the vector displacement only for the corner location of every sub
window (sub-image). Since the PIV algorithm requires the sub windows to be several pixels in
size (typically a minimum of 4X4 pixels), the displacement vectors are only computed for certain
pixel locations (those corresponding to the corner locations of the sub windows). Therefore,
there is a skip of several pixel positions where vector displacements are not computed. Since
one would like to have vector displacements for every single pixel position, a two dimensional
interpolation of the vector displacement field is performed in order to calculate vector
displacements at intermediate pixel positions between sub-window corner locations. In addition,
since the vector displacements have sub-pixel accuracies, it is also necessary to perform a two
dimensional interpolation of the fluorescent intensity maps (fluorescence images) in order to
compute the fluorescent intensities at intermediate pixel locations. Thus, once the vector
displacement field is obtained from the cross correlation of the sandpaper images, the ratio of
two fluorescent images can be performed. Each pixel intensity value from one of the fluorescent
images is divided by the corresponding pixel intensity value (actual or interpolated) from the
other image.
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Figure 5.4 PIV algorithm cross correlation vector plot
Figure 5.5 shows both the effect that a precise correlation between the fluorescent
intensity images has on the accuracy of the ratio, and the advantages that a local cross correlation
versus a global cross correlation have on terms of this ratio accuracy. The first image depicts the
ratio performed using a global cross correlation. It seems to do a good job of suppressing laser
intensity information towards the small film thickness region of the calibration fixture (left side),
but not so towards the large film thickness region of the calibration fixture (right side). This is
very noticeable on the intensity profiles. This means that this image correlation is only accurate
for certain regions of the fluorescent intensity images (mainly the left side), while at the other
regions it is not. Those regions where the correlation is not accurate (mainly the right side) will
still show the laser intensity fluctuations even when the ratio is taken. The ratio will suppress
exciting light intensity information only when the appropriate and corresponding intensity
locations between the two fluorescent images are used. If this is not the case, the exciting light
intensity information (laser spatial intensity fluctuations) will still show up in the ratio. This
becomes evident if one looks at the second ratio image of figure 5.5. For this ratio, the
misalignment obtained from the global cross correlation procedure has been changed by one
pixel in each direction (vertical and horizontal). Thus the only difference between the first and
second ratio images of figure 5.5 is a one-pixel shift in each direction when correlating the
fluorescent intensity images. The second ratio image, compared to the first, seems to do a better
job of suppressing laser intensity information towards the large film thickness region of the
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calibration fixture (right side) but at the expense of lower performance towards the small film
thickness region of the calibration fixture (left side). Two things should be noted from this
exercise: (1) the fact that misalignment is not the same for all regions of the images (left side
versus right side of the images in this case), and (2) the effects that even small misalignments
(one pixel in each direction in this case) will have on the accuracy and ability of the ratio in
suppressing exciting light information. The last ratio image of figure 5.5 shows the advantages
of using the PIV local cross correlation algorithm. Not only is this algorithm better because it
computes local misalignment (as a function of pixel position) but it also has higher accuracy in
the misalignment computation (sub-pixel accuracy). As can be seen from the third ratio image of
figure 5.5, the laser intensity fluctuations are suppressed over all regions of the fluorescent
intensity images.
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Figure 5.5: Ratios computed using global and local cross correlations
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5.2.2 Spatial Filtering
As the name suggests, the purpose of any filter is to suppress certain types of frequencies
while "passing" or maintaining all other frequencies. In general, one would use a filter in order
to suppress unwanted frequencies like those that arise as a consequence of system noise. Filters
are typically categorized as low pass, high pass and band pass filters, depending on the type of
frequencies they allow to pass. Low pass filters suppress high frequencies while allowing low
frequencies to pass, where low and high are relative to the cutoff frequency. High pass filters do
exactly the opposite. Band pass filters have a limited bandwidth, that is, they only allow a
certain band or portion of frequencies to pass, while removing all other (above and beyond the
band). A two dimensional filter performs the same task, on a two dimensional matrix, that a one-
dimensional filter would on a column vector. Because of their dimensionality, two-dimensional
filters are often referred to as spatial filters since they filter spatial frequencies, that is, they filter
frequencies in two dimensions. Images are one example of 2D matrix arrays that can be
subjected to spatial filters. In this case, the information to be filtered is the intensity values over
the two dimensional space of the image.
The need for spatial filters in this application, where intensity values are measured in
order to infer information, arises as a consequence of the discretization (both spatial and
dynamic) of the intensity values and the noise from the camera system, in particular the dark
current fluctuations. The combination of these two factors introduces errors in the fluorescent
intensity measurements, in the form of fluctuations or deviations from the actual intensity values.
Since discretization and dark current are associated with each individual pixel, these intensity
fluctuations have a spatial frequency equal to the pixel frequency. This can be appreciated in
figure 5.6, which shows an image captured with the imaging lens cap on. Under these
circumstances there are no photons striking the surface of the CCD array and one would expect
to have a zero readout throughout the CCD array. Therefore, any readout values are due to dark
current. The dark current image of figure 5.6 has been auto scaled in order to appreciate the
spatial fluctuations in dark current levels. These spatial fluctuations are what make the image
look grainy. Since the fluctuations are random, there are many spatial frequencies associated
with them (along with defects of the CCD array). In general, due to the discretization of the
finite pixel size, these fluctuations have a primary spatial frequency equal to the pixel frequency.
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Therefore, the errors in the fluorescent intensity map measurements associated with these dark
current fluctuations have a primary spatial frequency equal to the pixel frequency.
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Figure 5.6 Camera dark current noise
In order to further understand how discretization and dark current affect fluorescent
intensity measurements, for example in film thickness determination, a one dimensional example
is presented in figure 5.7. A linearly increasing film thickness is assumed, and its characteristic
fluorescence intensity curve is sketched. This curve is a continuous function, however, because
of the limited number of possible intensity values (dynamic range) and spatial locations (pixels),
it becomes discrete. This discretization by itself introduces an error in the measurement. The
spatial discretization means that each pixel represents a spatial average of fluorescent intensities
over the area of the pixel. More importantly, due to the limited number of possible intensity
values (dynamic range), the value of each pixel will not be the actual average intensity over the
pixel area, but instead the closest possible value in the dynamic range. For example, in a 1-bit
dynamic range system there are only two possible values: zero (0) and one (1). Values in
between are not allowed and would get rounded off to whichever allowable value is closer. Thus
a measurement of 0.25 in a one bit dynamic range system will be tabulated as 0, while a
measurement of 0.75 will be tabulated as 1, both measurements being off from their actual
values by the same amount. Of course, CCD cameras have much higher dynamic ranges
(usually 8 to 12-bit, for grayscale cameras), but the same principle and error induction applies,
just to a lesser degree. On top of the discretization error there is the dark current error which is
composed of a bias level plus fluctuation levels (random), as depicted in figure 5.7. The bias
level can be dealt with since it is known and usually constant, thus it can be directly subtracted
from any measurement. The fluctuations are more difficult to deal with because of their random
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nature. The combined effect of these two errors, discretization plus dark current, is to produce,
in our one dimensional example, a measured "curve" that is not only discrete (as compared to the
actual continuous one), but also has fluctuations above and below the actual fluorescence
intensity values (see figure 5.7). This situation is exacerbated when the ratio of two such
measurements is taken. This can be clearly appreciated by looking at the dark current maps of
two different cameras and their ratio. As mentioned before, the dark current is composed of a
bias value and random fluctuations. One can think of the bias value as the desired or sought after
measurement and the fluctuations as the error. Figure 5.8 shows the dark current maps for the
two cameras used in this project. The maps have been normalized with respect to their mean
value (which is equivalent to the bias value), so that the normalized maps have a mean value (or
normalized bias value) of one. Both cameras have very similar fluctuation ranges and
consequently the signal to noise ratios of the two images are very close. The bottom of figure
5.8 shows the ratio of these normalized dark current maps. This ratio image has an average
intensity equal to the ratio of the normalized bias values, which is one. Although the average
value of the ratio image is the expected value, the fluctuations are far greater than for any of the
two dark current map images, as is evident from the lower signal to noise ratio value of the ratio
image.
ifft Lhickness (I) P1~iels
film thickness (t)
Figure 5.7: Discretization and dark current schematic
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Figure 5.8: Normalized dark current noise maps
As mentioned before, since the dark current fluctuations vary from pixel to pixel, this
error has a primary spatial frequency equal to the pixel frequency. Therefore, a high frequency
spatial filter will help in the reduction of this error, albeit, at the expense of spatial resolution in
the mapping of the desired scalar. Figure 5.9 shows a fluorescence intensity image used for
ERLIF film thickness measurement and their spatially filtered counterpart. From the film
thickness intensity profiles it can be seen that there is not much substantial difference between
the filtered and unfiltered images, which means that the error fluctuations are small in
comparison to the actual signal variations. On the other hand, figure 5.10 shows the ERLIF ratio
and its spatially filtered counterpart. Again, from the film thickness ratio profiles it can be seen
87
that for the ratio case there is a substantial difference between the filtered and unfiltered images,
which means that the error fluctuations are in the order of the actual signal variations.
Fluorescence vs. Thickness
4096 -
3072
2048-
MA2
0 86 172 258 344 430
Fin Thickness (microns)
41 fluorescence, no spatial filter
Fluorescence vs. Thickness
4096
3072
2048 - -----
44 1024
0 -..-- 4 - - -. - - -
0 86 172 258 344 430
Fin Thickness (microns)
'fluorescence, spatial filter
Figure 5.9: If,1' fluorescence images; spatially unfiltered and filtered
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Figure 5.10: ERLIF ratio images; spatially unfiltered and filtered
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5.3 Fluorescence Non-Linearity with Excitation Intensity
Up to this point and in the previous analysis of chapters 2 and 3, it has been assumed that
fluorescent intensity is directly proportional or linear with excitation intensity. Similarly to the
fluorescent intensity dependence on film thickness (see chapter 2, section 2.4), this is only true
(or partially true) over a range of excitation intensities. Figure 5.11 shows a schematic of the
fluorescent intensity versus excitation intensity curve and how it varies as the number of
excitable dye molecules is increased (or decreased). Without exact knowledge of the
functionality of the fluorescent intensity with excitation intensity, it is apparent that there are
three distinguishable regions in this curve: region I, where fluorescent intensity is approximately
linear (quasi linear) with excitation intensity; region 1I, where fluorescent intensity has some
non-linear dependence with excitation intensity; and region III, where fluorescent intensity has
reached saturation and there is no longer dependence with excitation intensity. Region III
(saturation region) corresponds to a condition where the number of excitation photons (excitation
light intensity) is far greater than the number of available excitable dye molecules, and therefore
increasing the exciting light intensity has no effect on the fluorescent intensity since there are no
additional dye molecules to be excited and produce additional fluorescence. On the other hand,
region I (linear or quasi linear region) corresponds to a condition where the number of excitation
photons (excitation light intensity) is far smaller than the number of available excitable dye
molecules, and therefore the number of excited and emitting dye molecules is directly
proportional to the number of available photons. Thus, in this region, fluorescent intensity
(number of excited and emitting dye molecules) is linear with respect to excitation intensity
(number of available excitation photons). Region II (the non-linear region) corresponds to a
transition between the conditions of region I and region III. In this region fluorescent intensity is
not independent of excitation intensity (as in region III), however the dependence of fluorescent
intensity is not linear with (or directly proportional to) excitation intensity (as in region I).
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Figure 5.11: Fluorescent intensity versus excitation intensity schematic
The core of the ratiometric approach for suppression of excitation intensity information
relies on the assumption that both fluorescent intensities are linearly proportional to excitation
intensity (see chapter 3, section 3.1), leading to cancellation of the fluorescent intensity
information in the ratio. This presupposes that the range of intensity fluctuations (both in space
and time) of the excitation source falls in region I. If the number of excitable dye molecules is
high, this is a good assumption. Since the number of excitable dye molecules is proportional to
film thickness (control volume) and concentration, the thicker the film thickness and the higher
the concentration, the more likely one is to be operating in region I. However, when dealing
with a small number of excitable dye molecules (which could be the case for very small or thin
film thickness) this might not be the case, and one could be operating in either region II or III. It
should be noted that in region III there is not even a need for a ratiometric approach, since
fluorescence intensity is independent of excitation source intensity fluctuations. However, in
order to operate in region III, the excitation source intensity must be high and/or the number of
excitable dye molecules must be small. Since it is unrealistic to just increase the excitation
source intensity (which is bounded by the maximum energy of the laser, 120 mJ per pulse for
this particular laser), operation in region III can be achieved by lowering the number of excitable
dye molecules (usually by lowering the concentration). The problem with this approach is that
there is a reduction in the fluorescent intensity, which makes the recorded signal levels low and
more prone to noise. Thus, for small film thickness (less than 20 pm for the particular dyes and
concentrations used in this case) one is usually operating in region II.
Region II presents the challenge that fluorescent intensity is still dependent on excitation
intensity, albeit in a non-linear fashion. It would seem that suppression of excitation intensity
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through the use of a ratiometric approach is not possible, since the dependence of fluorescent
intensity with excitation intensity is not linear. Actually, it turns out that it does not matter what
type of dependence the fluorescent intensity has with respect to excitation intensity. The dual
fluorescence ratiometric approach will still suppress excitation intensity information, as long as
the two fluorescent intensities have the same type of dependence with respect to excitation
intensity. In order to see this, let's write the fluorescent intensities as the product of two
functions, one containing the excitation intensity dependence and the other one containing all the
other variables dependences.
Ifl = FJ(Ie )G 1(c,C,t...) (5.16)
f2 = F2(Ie )G 2(0,C,t ...) (5.17)
Taking the ratio of the two fluorescent emissions
R -f - F(Ie ) G (E, C, t...). (5.18)
I _ F2(Ie )G2(E,C,t...)
If Fi(Ie) = F2 (Ie)
R -,- G(,C,t...) (5.19)
If2 G2(EC,t..)
and the fluorescence ratio is equally independent of excitation intensity. However, if on
the other hand F(Ie) # F2(Ie), then
Rif _ F(Ie )Gl(E,Clt ... ) -, FR G(e, C, t...)5.0R =-- ) , ...) (5.20)
if 2 F2 (Ie )G 2(E,C, t... ) We)G(Ct-)
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and the ratio itself has an excitation intensity dependence, FR(Ie). This can be appreciated
in figure 5.12, which shows the ERLIF fluorescence and ratio images for the thin gap (thin film
thickness) region of the calibration fixture. The fluorescent emissions images portray the laser
spatial intensity fluctuations. Thus, even though the film thicknesses are quite small (less than
20 pm), there is still fluorescent intensity dependence on excitation intensity and one is working
outside of region III, on either region I or II. It is apparent from the ratio image that the laser
spatial intensity fluctuations are still markedly present in this image. Consequently, this ratio
image still has some functionality with respect to laser intensity, as prescribed by equation
(5.20), which further means that the fluorescent emissions dependences on excitation intensities
are different from each other. Therefore, at least one of the fluorescent intensities (and possibly
both) lies outside the excitation intensity linear region (region I).
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Figure 5.12: Fluorescence and ERLIF ratio images for thin film thickness
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5.3.1 Power Law Assumption Modeling
Even if the exact behavior or functionality of fluorescent intensity as a function of
excitation intensity (figure 5.11) is not known (notice that it bares a resemblance to a one minus
exponential function, like in the case of film thickness dependence, but this needs not be the
case), it is still possible to approximate its behavior over discrete regions. Furthermore, even if
its actual behavior were known, it might not be possible to use a single mathematical function to
describe its behavior over all three regions (I, II and III), in which case piecewise functions must
be used. Region I is well represented by a linear function while region III would be represented
by a constant value. It becomes more difficult to use a simple function to approximate or
characterize the non-linear behavior over the entire region II. However, by noticing that over
this area the sensitivity of the fluorescent intensity (slope of the curve) decreases with excitation
intensity, it is possible to use a power dependence to model this behavior over finite sections of
region II (see figure 5.13). Thus, it will be assumed that
Ij C I e (5.21)
where y: 1 (y = 1 corresponds to the linear case of region I. We will refer to y as the
non-linear power exponent). In the next section it will be shown that not only is this a valid
assumption, but it also makes processing and intensity corrections on the ratio very simple.
However, the implications that this type of non-linear behavior will have on the measurements of
film thickness and temperature by means of a dual fluorescence ratiometric scheme are quite
different. Therefore, it is appropriate and necessary to go through the re-derivation of the
fluorescence equations based on this non-linear behavior with respect to excitation intensity.
Thus, the differential length volume element fluorescence (equation (2.5), chapter 2, section 2.2)
now becomes
dIf = 4 Ie, "(AWer)C< dX (5.22)
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and plugging equation (2.7) (chapter 2, section 2.3) into equation (5.22), to account for
absorption of the exciting light by the finite fluid through which it travels (Beer-Lambert's Law
of absorption), we have
dIf = Ijexp[-yE(A,e)Cx] c(A Lae,)Ck dx (5.23)
Making use of equation (5.23), the total fluorescence equations of chapters 2 and 3 can
now be re-derived. It will be assumed, in the case of a dual fluorescence system, that each
fluorescence has a different non-linear power exponent, meaning that the two fluorescences have
different dependences with respect to excitation intensity. In the case of ERLIF film thickness
measurement, for the total fluorescence of dye 1 (reabsorbed dye), we have
If'(t, filer1, y, r) =
SI(y, T'E(a laser)C 1 P1 ,1 filter )(I -exp {- [ 1 4E( laser )C +62 ( fihierl )C2 I t}
1E laser) C +2(A fiter1 )C 2
(5.24)
and for the total fluorescence of dye 2
If 2(t, A filter2, , ) =
oI0 (y,r/' 62(A laser)C 2 0 21 2(A filter2 )(1- exp{- 2  (A aser)C ]t})
72 4(' laser ) C
taking their ratio
I '
R = ff (5.26)
I2
- I(AT/r ~ ( .)1 :( 1)Y e( s)C (1-exp{-r i (A C+ 2A f e ,)C2]t})
=2(Ata,,)C,212 2(2fiA2 )[Y(a,.r)C+2A1,)C1-exp{-Y
2 8( a)C )
(5.27)
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(5.25)
which is still dependent on excitation intensity and will portray, in addition to the film
thickness information, the temporal and spatial intensity fluctuations of the excitation source, as
is the case in figure 5.12.
actual behavior
powver law 1,"e 47
excitation intensity ()
Figure 5.13: Power law assumption schematic
For temperature measurements, where an optically thin system with no reabsorption is
used, we have
Ifl (t,T, Afite,, y, r) = J I(Jy,r (A iser,,T)C l1l(A filterl)dx (5.28)
If2(t, A filer2 , T) = f I (y, C) 82(A laser )C 2 0 2 ?l 2 (A filter 2 )dx (5.29)
Similarly to the analysis of chapter 3, section 3.3.2, it is assumed that the temperature
dependence of the fluorescence of dye 1 is contained in the molar absorption (or extinction)
coefficient (as mentioned in chapter 3, section 3.3.3, the exact same analysis can be carried out if
the temperature dependence is in the quantum efficiency). It will be further assumed that there
are no temperature variations in the direction of observation, that is T(x) = const. Thus,
equations (5.28) and (5.29) can be readily integrated to yield
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IU
Ifl (t,T, A l,,., y,T) = I(y, TJ"(A laser' T)C1 O?1 (A ,,fil,)t (.0
If 2(t, fler 2 Y, T) = I 0 (YT) 82 (A laser )C 2 (2 12( filter 2 )t (5.31)
and taking their ratio
InR = (5.32)
if 2
R(T, Afirl, 'Afilter2, Y, T) = IO(y, T)-'2 E1(A laser ,)C 011(,fiter) (5.33)
E2 ( lase,.) C2 P217 2 (A fier2 )
which again is still dependent on excitation intensity and will portray, in addition to the
temperature information, the temporal and spatial intensity fluctuations of the excitation source.
5.3.2 Processing Scheme
The power law behavior of fluorescence with excitation intensity leads to a very simple
scheme capable of neutralizing the excitation intensity dependence of the ratio. As mentioned
before, it does not matter that the fluorescence behavior with excitation intensity is non-linear, as
long as the two fluorescences have the same type of non-linear dependence with respect to
excitation intensity. Even if the non-linear power exponents (ys) of the two fluorescent
emissions are not the same, it is possible to artificially make them the same. Thus if we have
that (in the case of ERLIF, for example)
i,' 0 1 0 (5.34)
and
if 2 JoY2 (5.35)
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(5.30)
as is the case in equations (5.24) and (5.25), and we let
Y,
then
R =
If2
is not a function of Io anymore since
r a
I f'r or, JO Y2 n
which is the same dependence on Io that If2 has. Expanding the whole of equation (5.38)
we have
r I0 (y,) '1(A laser)C1 01ir7(A fiPr1 )]r (1-exp{-[y, E(A ,h )c+E2( fter )C2 ]t})
[1 E(A laser() C+8 2 (A flterl )C2 ]
(5.39)
and now
I'F
R = ff
If2
R(t,Afil,, 1, Afi 2) = 2"Q ([1 (  ,,)(2fitr2)I (e,)C(l-exp-(ye(2 ]( e,.C{-A i1 2 )C2]t)
-P2 ( I,)C(22 lr2 e)[Y q(u,)C+E2AJW,1)C2(l-expj-[Y2 4 a.,) C~
(5.41)
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(5.36)
(5.37)
(5.38)
Ill' (t, A filerY , )I =
(5.40)
which is again independent of excitation intensity, but has otherwise a different
functionality, in particular with respect to film thickness, when compared with equation (3.19)
(chapter 3, section 3.2.3).
Thus, by using a single parameter, F, it is possible to suppress excitation intensity
information from the ratio by raising one of the fluorescent intensities (dye 1 fluorescence in this
case) to this value, before performing the ratio computation. The actual computer processing
scheme consists of taking the desired fluorescent intensity image (dye 1 fluorescence image in
this case), which is a two dimensional matrix, and raising each pixel intensity value to the given
value of F before dividing these pixel intensity values against the corresponding pixel intensity
values of the other fluorescent intensity image (dye 2 fluorescence image in this case) as
described in section 5.2.1. Since F is not known a priori it must be inferred empirically. It turns
out that the detrimental spatial intensity fluctuations of the excitation source (laser in this case)
can be used for this purpose, since they should disappear from the ratio image when the proper
value of F is used. Using values of F other than the proper one (either above or below) will
produce a ratio that depicts the laser spatial intensity fluctuations, since the requirements of
equation (5.36) will not be met. This is depicted in figure 5.14, which shows ratio images
computed using different values of F. The first ratio image, which was computed using F = 1.0,
corresponds to the original ratio, which assumes linear dependence of the fluorescent intensities
with respect to excitation intensity. At the moment, the optimal value for F is determined by
visual inspection of the ratio images, which might introduce some subjectivity or bias error.
However, it is apparent from the ratio images of figure 5.14 that the optimal value of F is 1.3,
which means that this method of inspection is at least accurate to two significant digits (by
playing with the contrast of the ratio images, a well trained eye might be capable of determining
F to three significant digits, or at least the bounds of the third digit). The fact that the value of F
is greater than one means that 2 is greater than y in this particular case (the opposite would be
true for F less than one). Figure 5.15 shows a comparison of the plots of ratio values versus film
thickness for F values of 1.0 (original ratio) and 1.3 (optimal value).
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Figure 5.14: Ratio images for different values of r
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Figure 5.15: Ratio images and thickness profiles for IF values of 1.0 and 1.3
This processing scheme, which is based on the assumption of a power law fluorescence
non-linearity with excitation intensity, works well only for relatively small fluctuations in
excitation intensity. This is because the power law assumption only approximates the actual
behavior of the fluorescent intensity curve over a finite region of excitation intensities (see figure
5.13). If the fluctuations in excitation intensity are too large, the power law will not be valid
over the entire range of excitation intensity fluctuations, and the processing scheme will not
suppress excitation intensity information for all values in the range of fluctuations. This is an
important point to have in mind when a coherent illumination source, like a laser, is used. In this
case, some of the excitation source spatial intensity fluctuations arise as a consequence of optics
induced diffraction interference. In the far field (Fraunhofer region) the interference becomes
quite substantial with the consequence that the spatial intensity fluctuations are large between
regions of constructive and destructive interference. This optics induced diffraction interference
is what gives rise to the concentric rings on the laser spatial profile, appreciable in the
fluorescent emission images. It is apparent that the power law assumption processing scheme
gets rid of the concentric rings in the ratio, which means that the interference is not that
substantial at the location where the calibration fixture is positioned.
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Although it has been shown that the problems associated with excitation non-linearity, or
more specifically with inequality of excitation dependence between the two fluorescent
emissions, can be solved for ERLIF film thickness measurements without mayor or negative side
effects, the same cannot be said for DELIF temperature measurements. This steams from the
fact that trying to suppress excitation intensity information from the ratio will introduce
thickness information, which is undesirable when a temperature measurement is sought. In order
to see this, let's once again assume that the two fluorescent emissions have different non-linear
power exponents (es). In this case (temperature fluorescent emissions), we have
Ifl(t,T,file,4, y =)r _ r Io(y,)2 [k(A lsr, T)C1 11(,fiiter)lr tr (5.42)
and taking the ratio of equations (5.42) and (5.31)
R =- If (5.43)
if2
R(t,T, A'filter1, Aflter2 = -1 [ (A laser, T)C1 011 1 (A filterl) = (5.44).
E2 (A laser)C2 02?72(Afilter2)
which is now independent of excitation intensity, but at the expense of a film thickness
dependence, as compared to the ratio of equation (5.33), which has the opposite situation.
Depending on the value of F this dependence can be very strong or actually subtle, in which case
it might still be possible to use this scheme.
5.4 Technique Capabilities
In order to assess the capabilities of the technique, and in particular the effects that
improper image correlation and camera dark current noise have on the accurate determination of
a ratiometric measurement, a numerical simulation was developed and implemented. It is
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important to focus the evaluation primarily on the effects that these two factors have, since they
introduce inaccuracies that belong in the data acquisition and processing realm (system noise), as
opposed to characterization of behavior or inaccuracies that are intrinsic to the actual
fluorescence process (like optical thickness, reabsorption level or fluorescence non-linearity with
excitation intensity). Only when a proper understanding of the capabilities and limitations of the
data (image) acquisition and processing schemes is achieved is it possible to evaluate all other
factors affecting the fluorescence process.
5.4.1 Numerical Simulation
A numerical simulation of the fluorescence process along with its recording and ratio
processing was created using Matlab. It was restricted to only one spatial dimension, as opposed
to the two spatial dimensions of an actual fluorescence image. This would be equivalent to using
a CCD camera with a single row (or column) of pixels. The simulation was performed on
ERLIF film thickness measurements. Along the length of the spatial dimension it was assumed
that there was a linearly increasing film thickness (replicating the calibration fixture behavior)
and a sinusoidal excitation intensity profile (approximating the laser intensity fluctuations).
Equations (3.16) and (3.17) (chapter 3, section 3.2.3) were used in order to compute the actual
fluorescent intensity values that such thicknesses and excitation intensities would produce at
each pixel location, therefore creating two one dimensional intensity vectors (one for each
fluorescent emission). The actual fluorescent intensity values were then scaled and "digitized" to
a 12-bit format by only allowing the computed values to be integer values between 0 and 4095.
Dividing the two intensity vectors element-by-element reproduced the rationing process.
Correlation inaccuracies were simulated by shifting the origin or start point of the computer-
generated film thickness and excitation intensity profiles in one of the computed "image" vector
relative to the other. Dark current noise was simulated by generating a one-dimensional vector
with random, normally distributed values. These values were then scaled and "digitized". The
scaling was varied in order to create different dark current noise fluctuation levels. These
vectors were then added to the "image" intensity vectors.
Figure 5.16 shows a comparison of the ratio values versus film thickness profiles for an
actual ratio image and the Matlab simulation. The actual ratio image thickness profile
102
corresponds to a mixture of oil with Pyrromethene 567, at a concentration of 8x10 4 mol/liter,
and with Pyrromethene 650, at a concentration of 2.4x10 3 mci/liter. A 580 nm and a 620 nm
interference filters were used, respectively, to capture the desired fluorescent emissions
wavelengths. The dye concentrations, along with their corresponding molar absorptivity
(extinction) coefficients and emission efficiencies (obtained from spectroscopy data) for the
given wavelengths were used in the computation of fluorescent intensity in the simulation. A
linear scaling correction factor was used on the simulated ratio in order to account for differences
in optical transmission efficiencies of the dual camera system for the two emission wavelengths
recorded. The simulation was performed assuming a one-pixel misalignment in the correlation
and fluctuations in dark current values of 10 levels. It is evident that the simulation does a good
job of replicating not only the overall behavior of the ratio with respect to film thickness, but also
the inaccuracies that arise as a consequence of imperfect image correlation and dark current
noise.
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Figure 5.16: Computer simulation and experimental results comparison
5.4.2 Main Sources of Error
By changing the correlation inaccuracy and dark current noise fluctuation levels
parameters, it is possible to determine the influence that they have. Four different dark current
noise fluctuations levels were used: no fluctuations (dark current is uniform and constant), 5, 10
103
and 20 fluctuation levels (the fluctuations levels are bounded but random). For each dark current
noise fluctuation level, the correlation inaccuracy was varied from no inaccuracy (perfect
correlation) up to a 3-pixel inaccuracy in correlation. The error or average deviation of the
"digitized" ratio values from the actual ratio values (exact value computed from equation (3.19),
chapter 3, section 3.2.3) is plotted against correlation inaccuracy for the four different dark
current noise fluctuation levels in figure 5.17. From figure 5.17 it can be seen that the error is
linear with correlation inaccuracy, except when the inaccuracy is very small (less than one pixel).
For small correlation inaccuracies the error is mostly dependent on the dark current noise
fluctuation levels. For larger correlation inaccuracies, the four curves seem to collapse into one,
suggesting that correlation inaccuracy becomes the dominant source of error in this region.
Since the PIV correlation algorithm is capable of sub-pixel accuracy, this plot suggests that one
should be more concerned on decreasing the dark current noise fluctuation levels than on further
improving the accuracy of the correlation scheme. It should be noted that the curve
corresponding to the no dark current noise fluctuation levels (no dark current noise) does not
have a zero error when there is no correlation inaccuracy. This finite value corresponds to the
error associated with the discretization of the fluorescent intensity values (see section 5.2.2).
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Figure 5.17: Matlab simulation error calculation
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Chapter 6
Results and Technique Validation
6.1 Film Thickness Measurement
Due to the novelty of the ERLIF technique, experimental testing focused on the
measurement of film thickness. The calibration fixture was used as the workhorse on which the
technique was validated, since it provided a known thickness profile in the gap between the
sloping inner region of the bottom part and the top flat piece. The top flat quartz piece was
clamped down to the lower quartz piece and the assembled fixture was then filled with dyed oil,
creating a known oil film thickness in the gap. The gap, and corresponding film thickness, at a
particular location was determined using the CMM measurements of the surfaces of the bottom
and top pieces of the calibration fixture. Since the CMM measurements were made 1 mm apart
in each direction, it was necessary to interpolate the profile of the gap in order to obtain values
for locations other than those where actual measurements were made.
6.1.1 Tested Dyes
Five different dyes from the Pyrromethene and Rhodamine groups were used in order to
assess the validity of the ERLIF technique: Pyrromethene 567, Pyrromethene 605,
Pyrromethene 650, Rhodamine 19 and Rhodarnine 640. All these dyes are excitable by the 532
nm line of the frequency doubled Nd:YAG laser and are highly soluble in oil. Their absorption
and emission spectrums are depicted in figures 6.1 and 6.2, respectively (Saeki, S., Hart, D. P.,
2001). The emission spectrums correspond to excitation by absorption of the 532 nm line. It can
be seen in figure 6.2 that under these conditions the dyes fluoresce in the upper region of the
visible spectrum, with wavelengths greater than 532 nm (due to the Stoke's shift) and up to 800
nm (Rhodamine 640).
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Figure 6.1: Absorption spectrums of the dyes tested
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Figure 6.2: Emission spectrums of the dyes tested
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Based on their absorption and emission spectrums, these dyes can be separated into two
groups, depending on whether they are going to be used as the reabsorbed dye (dye 1) or the
reabsorbing dye (dye 2). This separation is mainly dependent on the upper cutoff wavelength of
their absorption spectrums, although there is also consideration of the wavelength where the peak
of their emission spectrums occurs. The wavelengths to be captured by the CCDs must be
separable from the 532 nm laser line. Since the interference filters used have a 10 nm FWHM
bandwidth and due to the high intensity of the laser in comparison to the fluorescent emission
intensity, wavelengths below 560 nm should not be considered, in order to avoid substantial
leakage of the laser intensity into the fluorescent intensity measurements. Furthermore, since the
dichroic mirror used to steer and separate the laser beam from the fluorescent emissions has a
nominal cutoff wavelength of 570 nm, only wavelengths above this value were used. Out of the
five dyes considered, only Rhodamine 640 and Pyrromethene 650 exhibit strong absorption
above 570 nm, making them suitable candidates for use as the reabsorbing dye (dye 2). By
default this should make Pyrromethene 567, Pyrromethene 605 and Rhodamine 19 the
reabsorbed dye (dye 1). As it happens, their emission spectrums portray a strong overlap with
the absorption spectrums of both Rhodamine 640 and Pyrromethene 650 (see figure 6.3), making
them indeed ideal as reabsorbed dyes, when used in conjunction with Rhodamine 640 or
Pyrromethene 650. The upper cutoff wavelengths of the absorption spectrums of Rhodamine
640 and Pyrromethene 650 determine the ceiling of the reabsorbed wavelengths range. At the
same time, this is also the lower limit of wavelengths that can be used as the non-reabsorbed
fluorescent emission. Incidentally, for both Rhodamine 640 and Pyrromethene 650 this value is
around 620 nm. It should be noted that above this value the fluorescence of the reabsorbed dyes
(dye 1) group is still substantial (see figures 6.2 and 6.3). This is not a problem, since above this
wavelength the fluorescent emissions of these dyes are not being reabsorbed. In fact this
situation is actually beneficial, as this fluorescence superimposes on top of the emission of
Rhodamine 640 or Pyrromethene 650, increasing the non-reabsorbed fluorescent emission signal.
As a matter of fact, in the case of Pyrromethene 650, a great deal (if not most, in the case of
Pyrromethene 605) of the non-reabsorbed fluorescent signal would be from the reabsorbed dye
(dye 1) (see figure 6.2). The strength of the fluorescent emission intensity above the 620 nm
mark is in fact quite important. Due to the optics used, a substantial amount of the higher
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wavelengths (620 nm and above) signals get lost before reaching the CCD camera, whose
quantum efficiency also starts dropping towards the IR regime. This leads to the recording of
very low signal levels for the higher wavelength emissions and the subsequent loss of accuracy
due to the dark current noise effects (see chapter 5, section 5.5.2). The upper limit of the non-
reabsorbed wavelengths range is therefore determined by this consideration. For this particular
system it was found out that fluorescent intensity images captured using a 630 nm (or higher
wavelengths) interference filter had very low signal levels and were inadequate. This would
make the 620 nm interference filter the only choice for capturing the non-reabsorbed fluorescent
emissions. An experimental testing compromise had to be made, and it was decided to also
include a 610 nm interference filter among the choice of filters that can be used to capture the
non-reabsorbed fluorescent emissions. Although the fluorescence recorded using this filter
would portray some reabsorption, it would not be that substantial, as can be inferred from the
absorption spectrums of both Pyrrothene 650 and Rhodamine 640 (see figures 6.1 and 6.3).
Reabsorption Overlap
10
9 Rho 640
Ems \ A Absorption
jPyr 567
[Emission
16 Pyr 605
Emission
Rho 19 Pyr 650
&Emission Absorption
'30 550 570 590 610 630 650
Wavelength (nanometers)
Figure 6.3: Reabsorption overlap of the dyes tested
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The above considerations are summarized in tables 6.1 and 6.2. Table 6.1 lists the dyes
used in experimental testing along with some of their key characteristics and whether they were
classified as a reabsorbed dye (dye 1) or reabsorbing dye (dye 2), based on these characteristics.
Table 6.2 lists the nominal wavelengths of the interference filters used to capture the desired
fluorescent emissions, whether that fluorescence was considered to be the fluorescent intensity 1
(reabsorbed fluorescence, If') or fluorescent intensity 2 (non-reabsorbed fluorescence, If 2), and
which of the dyes used have emissions spectrums that would contribute to that fluorescence. It is
apparent from table 6.2 (and figure 6.2) that almost all of the dyes considered actually contribute
to both fluorescent emissions (reabsorbed and non-reabsorbed). This actually leads to the
possibility of using a single-dye for dual-fluorescence ERLIF purposes, provided that: (1) there
is substantial overlap between its emission and absorption spectrums, and (2) its fluorescence is
strong enough across both regimes (reabsorbed and non-reabsorbed) to provide decent emission
signals. However, even if a single dye could be used for dual-fluorescence ERLIF purposes,
there are still advantages to using two dyes instead of one, particularly in terms of flexibility, as
described in chapter 5, section 5.1.2.1.
Peak Peak Absorption
Absorptivity @ Absorptivity Emission perum
Dye 532 nm (liter/mol-pm) (relative to Pyr Cutoff Used as
(mol/liter-p m) and Wavelength 567) and Wavelength(nm) Wavelength (nm)(nm)
Pyrromethene 567 3.8515 8.5323 @ 524 100% @ 552.8 552 Rea(sorbd Dye
Pyrromethene 605 3.6050 7.4608 @ 549 97% @ 573.6 580 Reabsorbed Dye(Dye 1)
Pyrromethene 650 1.4617 5.9439 @ 591 19% @ 617.8 623 Reabsorbin Dye
Rebo(Dye 
Rhodamine 19 8.9316 8.9614 @ 531 75% @ 560.2 574 Reabsor Dye
Reabsorbin DyeRhodamine 640 2.6611 9.9298 @ 578 125% @ 609.2 622 Deabb 2) e
Table 6.1: Dyes tested and their key characteristics
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Interference filter nominal Used to capture Dyes that would contribute to that
wavelength (nm) fluorescence
Pyrromethene 567
570 Fluorescence 1 (If 1') Pyrromethene 605
Rhodamine 19
Pyrromethene 567
580 Fluorescence 1 (If) Pyrromethene 605Rhodamine 19
Rhodamine 640
Pyrromethene 567
590 Fluorescence 1 (I1') Pyrromethene 605Rhodamine 19
Rhodamine 640
Pyrromethene 567
Pyrromethene 605
610 Fluorescence 2 (If 2) Pyrromethene 650
Rhodamine 19
Rhodamine 640
Pyrromethene 567
Pyrromethene 605
620 Fluorescence 2 (If 2) Pyrromethene 650
Rhodamine 19
Rhodamine 640
Table 6.2: Interference filters used and emission contributions
6.1.2 Two-Dye Systems
Several combinations of the dyes and interference filters were used in order to make film
thickness measurements. A dye from the reabsorbed (dye 1) group would be used in
combination with a dye from the reabsorbing (dye 2) group. Likewise, one of the interference
filters capable of capturing a reabsorbed fluorescence (If') would be used in combination with
an interference filter capable of capturing a non-reabsorbed fluorescence (Ij2). Table 6.3 shows
the two-dye combinations used along with their corresponding nominal dye concentrations in oil
and the interference filters used to capture the desired fluorescence wavelengths. It should be
emphasized that the concentration values are nominal, and are not necessarily the actual
concentrations of dye in oil. This is particularly true when very high concentrations are used (as
in the case of systems 4 to 9). In these systems it is quite possible that the oil-dye mix would
start to become saturated before reaching the desired concentrations. This would make the dye
come out of solution with the oil, making the actual dye concentration values smaller than the
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nominal ones. It is believed that this is actually the case in systems 4 to 9, as sedimentation of
the dyes was observed even for smaller concentrations (Saeki, S., Hart, D. P., 2001).
System Dye 1 C1 (mol/liter) 1iter1 (nm)System _Dye 2 C2 (mol/liter) Aifrer2 (nm)
Pyrromethene 567 8x104 570
Pyrromethene 650 8x104 620
2 Pyrromethene 567 8x10
4  570
Pyrromethene 650 2.4x10 3  620
Pyrromethene 567 8x10 4  580
3_Pyrromethene 650 2.4x103  620
Rhodamine 19 8x10 580
4 Rhodamine 640 2.4x10-2  620
Pyrromethene 605 8x10 3  580
Rhodamine 640 2.4x10~2  610
Pyrromethene 605 8x10 3  580
6 Rhodamine 640 2.4x10 2  620
Pyrromethene 605 8x10 3  580
7__ Pyrromethene 650 2.4x10 2  610
8 Pyrromethene 605 8x10 3  580
8 Pyrromethene 650 2.4x10-2  620
Pyrromethene 605 8x10 3  590
9_ _ _ Pyrromethene 650 2.4x10 2  620
Table 6.3: Dyes-filters combinations (systems) tested
Based on the dyes, interference filters (recorded wavelengths) and nominal
concentrations, it is now possible to determine the optical thickness characteristics of the systems
using the spectroscopy data for the dyes (in specific, the absorption spectrums). The thickness
constants, linear behavior thickness regimes and saturation thicknesses were all computed. Table
6.4 shows the absorptivity data required for these calculations along with the results. Equations
(5.14) and (5.15) (chapter 5, section 5.1.2.2) were expanded in order to account for the influence
of all absorptivities in the thickness constants calculations, so that
t' =
t =
1
El( laser)C1 + 62( laser)C2 + 'l( flterl)C1 + - 2 (I afilerl)C 2
1
61 (lkaser )C1 + - 2 ( laser)C2 + 1(A flter 2 )C1 + 62(A fier2 )C2
(6.1)
(6.2)
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However, from the tabulated values of table 6.4 it is apparent that the extra absorptivities
terms included in equations (6.1) and (6.2) are not that substantial, so that equations (5.14) and
(5.15) (chapter 5, section 5.1.2.2) are still good approximations (in the analysis of chapters 3 and
5 these extra absorptivities terms were left out on purpose to simplify the understanding of the
technique principles, on the assumption that ideal dyes were being used and these values would
be zero). A pause should also be made here to discuss the effects of oil absorbance. In the
analysis of chapters 2, 3 and 5 it was tacitly assumed that the medium (in this case oil) in which
the dye was dissolved had no effect on the fluorescence. In reality the medium (oil) would have
some absorbance and would produce some amount of fluorescence. It turns out that oil absorbs
and emits mainly in the ultraviolet (UV) regime, with very low absorption and emission in the
visible spectrum. Figure 6.4 shows a comparison of the absorbance and emission spectrums of
oil against that of Pyrromethene 650 (which has the lowest absorption and emission of all the
dyes used) at the lowest concentration used (8x10 4 mci/liter). From figure 6.4 it is apparent that
in the range of wavelengths of interest (532 nm and above) and for the dye concentrations used,
the oil absorbance and emission are negligible (as was tacitly assumed in the analysis of chapters
2, 3 and 5).
112
Table 6.4: Optical thickness characteristics of the different systems used
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E1(532) Ei (&flner1) Ei (4filer2) tc, i' tn, 1' tsa I'
(liter/mol-pn) (liter/mol-pn) (liter/mol-pm) (pM) (pm) (pm) Thickness
System Range
E2(532) £2 (Afitrer1) E2 ( flrer2) tc, 2  tin,2  tsat 2  (pM)
(liter/mol-pm) (liter/miol-pn) (liter/mol-pm) (pM) (pm) (pM)
3.8515 0 0 150.4 14.3 752.1 14.3
1 1.4617 2.9962 0.1755 227.7 21.7 1138.7 1t38.7
3.8515 0 0 72.6 6.9 362.8 6.9
2 1.4617 2.9962 0.1755 142.6 13.6 713.2 713.2
3.8515 0 0 58.2 5.5 291.0 5.5
3 1.4617 4.4125 0.1755 142.6 13.6 713.2 to
_________ ___________ 
_______ 713.2
8.9316 0.0440 0 2.70 0.26 13.49 0.26
4 2.6611 9.7937 0.1675 7.18 0.68 35.88 35.88
3.6050 0.1087 0 3.04 0.29 15.21 0.29
5 2.6611 9.7937 0.8028 8.93 0.85 44.65 44.65
3.6050 0.1087 0 3.04 0.29 15.21 0.29
6 2.6611 9.7937 0.1675 10.34 0.98 51.69 51.69
3.6050 0.1087 0 5.86 0.56 29.29 0.56
7 1.4617 4.4125 0.8053 12.01 1.14 60.06 60.06
3.6050 0.1087 0 5.86 0.56 29.29 0.56
8 1.4617 4.4125 0.1755 14.68 1.40 73.39 73.39
3.6050 0.0050 0 4.87 0.46 24.37 0.46
9 1.4617 5.8833 0.1755 14.68 1.40 73.39 73.39
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Figure 6.4: Oil absorbance and emission spectrums
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The linear behavior thickness regime was calculated using equation (5.7) (chapter 5,
section 5.1.2.1), allowing a maximum of 5% deviation from linearity (x value). As explained in
chapter 5, section 5.1.2.1, from the theory of RC circuits, the saturation thickness is simply five
times the thickness constant. The thickness range is determined by that region where either one
of the two fluorescent emissions is non-linear with thickness, and is therefore bounded in the
lower side by the smallest linear behavior thickness value (tun,' in all cases) and in the upper side
by the largest saturation thickness value (tsat, in all cases).
6.1.3 Procedure
The oil-dye mixture was prepared by initially dissolving the dye into dichloromethane.
The dichloromethane-dye solution was then mixed with the oil. In order to remove the
dichloromethane from the mixture, the solution was heated until all the dichloromethane had
evaporated from the mixture, leaving a final solution of oil and dye only. The use of a solvent
like dichloromethane facilitates the mixing and dissolving of the dye with oil. Incidentally, the
heating process also has some other beneficial effects. It increases the solubility of the dye,
which is of particular importance when the higher concentrations are used. Conversely, the
heating process can also have some other more profound and negative effects. High
temperatures and long exposure to heat lead to degradation of the dye molecules and oxidation of
the oil. This leads to deterioration of the fluorescence process, a phenomena known as
bleaching, which is irreversible (Saeki, S., Hart, D. P., 2001). A compromise between
temperature and time of mixture preparation was found by heating the solution at 75'C.
After letting the oil-dye solution cool down to room temperature, it was injected into the
assembled calibration fixture, ready to be excited by the Nd:YAG laser. After selecting the
appropriate interference filters, the laser was manually fired, using its flash lamp pulse sync
output to trigger the dual camera system. In addition to the recording of the fluorescent intensity
images, dark current intensity maps were obtained by prompting image acquisition with the lens
cap on. Although the dark current intensity fluctuations differ from image to image, the dark
current bias intensity levels stay constant. Thus, the dark current intensity images were used to
subtract the dark current bias intensity levels from the acquired fluorescence images. Once the
bias levels were subtracted, the fluorescence images were processed and the ratio values
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computed as described in chapter 5, section 5.2. The ratio values were computed by diving the
longer wavelength fluorescent intensity by the shorter wavelength fluorescent intensity. Thus,
according to our nomenclature
R = If2 (6.3)
It was done this way, so that the ratio values would have a positive relationship with film
thickness (increasing film thickness corresponding to increasing ratio values), primarily for ease
of interpretation. Reversing the order of the ratio computation would produce ratio values that
are negatively correlated to film thickness (increasing film thickness corresponding to decreasing
ratio values). However, as it will be discussed later, this order might have implications on the
sensitivity and/or error of the technique. Since the ratios of the fluorescence images are to be
displayed as images themselves, it is further necessary to multiply the ratio values by a constant
in order to get enough significant digits in this type of discretized (16-bit in this case) portray. A
usual value of 5000 was used for this constant, but depending on the characteristics and
particularly on the recorded intensity levels of the fluorescence images, this number was
modified accordingly. If the laser intensity fluctuations were still visible on the ratio images,
fluorescence non-linearity with excitation intensity processing was performed as described in
chapter 5, section 5.3.2.
6.1.4 Sensitivity, Error and Accuracy Determination
By plotting the ratio values against film thickness values, a correlation between the two is
established. Figure 6.5 shows this plot for system 7. By using a polynomial fit, this correlation
can be expressed (or more precisely, accurately approximated) by a relatively simple
mathematical function, such that
R - If P(t) (6.4)
if'
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With this mathematical description of the behavior of the ratio as a function of film
thickness, it is now possible to determine (or more precisely, approximate) the sensitivity or rate
of change of the ratio with respect to film thickness change. This is simply given by the
derivative (slope) of the polynomial function, such that
AR dP(t)_
~ = P'(t) (6.5)
At dt
Equation (6.5) gives the sensitivity of the ratio as a function of film thickness. This
implies that the sensitivity might not be constant over the film thickness range (unless the
relationship between ratio and film thickness is linear). Figure 6.6 shows the plot of sensitivity
versus film thickness for system 7. It is apparent from this plot that the ratio becomes more
sensitive to film thickness changes towards the lower film thickness values.
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Figure 6.5: Ratio versus thickness for system 7
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Sensitivity vs. Thickness (System 7)
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Figure 6.6: Absolute sensitivity versus thickness for system 7
It should be noticed from equation (6.5) and the units of figure 6.6 that sensitivity is
given in terms of the rate of change of actual ratio values with respect to film thickness change.
Since the actual ratio values are dependent on the recorded intensity levels of the fluorescence
images and the multiplication constant used, it makes more sense to talk about the percentage
rate of change of ratio values with respect to film thickness, especially when comparing
sensitivities between different systems. Thus
AR AR 1
At At R
and plugging equations (6.4) and (6.5) into equation (6.6)
AR/
R P'(t)
At P(t)
(6.6)
(6.7)
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Notice from equation (6.7) that even if the ratio is linearly proportional to film thickness,
in which case the sensitivity in terms of absolute ratio values, P'(t), is constant, the sensitivity in
terms of percentage change of ratio values, P'(t)/P(t), will decrease with film thickness. This is a
result of the fact that the ratio values are increasing. Figure (6.7) shows the plot of sensitivity in
term of percentage change of ratio values versus film thickness for system 7.
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Figure 6.7: Percentage sensitivity versus thickness for system 7
Armed with the polynomial fit approximation and the absolute and percentage wise
sensitivities, it is now possible to calculate the error and accuracy of the film thickness
measurements. Due to noise, the actual data would have some scatter relative to the polynomial
fit values. For a particular film thickness value, the difference between the actual ratio value and
the polynomial fit value can be thought of as the error of that film thickness measurement.
Based on the sensitivity of the ratio at that particular film thickness value, this error would be
associated with a specific deviation from the actual film thickness value, so that the absolute
thickness error can be defined as
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| IR(t) - P(t)|absolute thickness error = = E(t)
P'(t) (6.8)
As in the case of the sensitivity, it is also convenient to compute the thickness error in
terms of percentage, as opposed to an absolute value. This is accomplished by simply dividing
the absolute thickness error of a given film thickness measurement by the film thickness value
percentage thickness error = E(t)
t
(6.9)
Figures 6.8 and 6.9 show the absolute and percentage thickness error plots for system 7,
respectively. As in the case of the sensitivity, even though the absolute thickness error is more
or less constant over the film thickness range (roughly between half a micron to two microns, in
this particular case), the percentage thickness error decreases with film thickness.
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Figure 6.8: Absolute thickness error for system 7
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Figure 6.9: Percentage thickness error for system 7
In order to understand the effects that fluorescence order in the ratio computation might
have on the sensitivity and/or error, an analysis will be done on a hypothetical ratio behavior, and
the results compared to actual ratio computations and measurements. Thus, let's assume that the
behavior of the ratio with film thickness is linear when the shorter wavelength fluorescence is
divided by the longer wavelength fluorescence, such that
(6.10)R1/2 - 1 - l, 2 (t) = t
If this is the case, the ratio computed using the inverse order would give
R2/ = i 2 P2,1 (t) = 1
If, t
Using equation (6.5) to compute the absolute sensitivities, we have
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(6.11)
PI/2'(= 1 (6.12)
and
2(6.13)P2/1'(t) = 2 (.3t
The minus sign in equation (6.13) has to do with the fact that the ratio values decrease as
a function of film thickness in the case of equation (6.11). This is not important, since we are
interested in the absolute rate of change of ratio values with respect to film thickness. Thus,
what we really care about is
- (6.14)
t
Comparing equations (6.12) and (6.14), it is apparent that, in terms of absolute
sensitivity, the ratio of equation (6.11) is more sensitive than the ratio of equation (6.10) for film
thickness values below one. However, the opposite is true for film thickness values above one.
This seems to suggest that the fluorescence order in the ratio computation has implications on the
sensitivity of the technique. However, if we look at the sensitivities in terms of the percentage
rate of change of ratio values with respect to film thickness, a different story emerges. Using
equation (6.7), we have
PI2'(t) = 1 (6.15)
Fii2(t) t
2_(t)| 
_ 1 (6.16)
P211(t) t
which give identical percentage wise sensitivities.
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The effects that fluorescence order in the ratio computation have on the error can be
better understood if we decompose the recorded fluorescent emissions into an actual signal and a
noise component (due to dark current fluctuations, for example). Thus
Ifl = Signal + Noise, (6.17)
and likewise
If2 = Signal2 + Noise2  (6.18)
It will be assumed that the noise levels are of the same order for both fluorescences
(Noise1 ~ Noise2) and that the actual signal of fluorescence 1 is greater than the actual signal of
fluorescence 2 (Signal, > Signal2). Furthermore, it will be assumed that the actual signal of
fluorescence 1 is much greater than the noise levels (Signal, >> Noise1), such that equation
(6.17) can be approximated as
If'= Signal, + Noise, Signal, (6.19)
meaning that the noise levels are negligible for fluorescence 1. On the other hand, the
actual signal of fluorescence 2 will also be assumed to be greater than the noise levels (Signal2 >
Noise2), but not that much greater that the noise levels can be neglected. Thus, if we now take
the ratios
R = If Signal (6.20)
if 2 Signal2 + Noise2
and
R 1 = . Signal2 + Noise2 _ Signal2 + Noise2  (6.21)I2' Signal, Signal, Signal,
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In the case of equation (6.21) the ratio error due to noise is simply additive, as is the case
on the actual fluorescent emission signals, equations (6.17) and (6.18), and its behavior and
effects are therefore linear. On the other hand, in the case of equation (6.20), the effects of the
noise on the ratio are not easily separable, and the behavior of the error is non-linear. This
simple analysis seems to suggest that it is better, in terms of noise induced error, to divide the
smaller fluorescent signal by the larger one.
Figures 6.10 and 6.11 show a comparison of the effects that fluorescence order in the
ratio computation have on the percentage sensitivity and error plots for system 7. As expected,
the percentage sensitivity plots are almost identical, reaffirming that the fluorescence order has
no effect on this parameter. The small deviations from one to the other can be attributed to
discrepancies in the polynomial fits due to differences that can arise as a consequence of
inconsistency in the scatter of the data. On the other hand, these differences on the scatter of the
data support the notion that fluorescence order in the ratio computation does play a role on the
magnitude and behavior of the ratio error, as can be seen in figure 6.11. The ratio computed
using the order 42/1' seems to do a slightly better job in terms of percentage thickness error
than the ratio computed using the opposite order, If1'/ifI2. More over, the behavior of the
percentage thickness error with increasing film thickness for the If2/1f ' order is more predictable
and consistent, smoothly decreasing with increasing film thickness, as would be expected. On
the other hand, although the overall behavior of the percentage thickness error with increasing
film thickness for the I '/f 2 order is similar, it is more erratic, with sudden jumps and spikes in
its value through the film thickness range. This is indeed consistent with the simple analysis
done on the effects that fluorescence order in the computation of the ratio might have on the
error, since for system 7 the fluorescence signal of If 2 is smaller than the fluorescence signal of
'i.
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Figure 6.10: Effect of fluorescence order in the percentage sensitivity for system 7
Percentage Tidckness Error (System 7, R 2)
.
- ,, - - - - - -
- -
- -
- - -
-
20 30
Film Thickness (microns)
40 50
Percentage Ticdkness Error (System 7, R 1)
7 ...
.I
70
60
50
40
30
20
10
0
0 10 20 30
Film Thickness (microns)
Figure 6.11: Effect of fluorescence order in the percentage error for system 7
Before continuing, it is necessary to point out another source of error or inaccuracy on the
film thickness measurements performed using the calibration fixture. The goal of using the
calibration fixture is to obtain a relationship between ratio values and film thickness. The ratio
values are obtained by dividing the fluorescent intensity images captured using the dual camera
system. These ratio values correspond to certain film thickness values in the gap between
sloping bottom part and top flat piece of the calibration fixture. It has been assumed that these
thickness values can be determined from the CMM measurements performed on the calibration
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fixture. However, because of the way in which the fixture is assembled, the CMM
measurements might not exactly correspond to the actual values in the gap between sloping
bottom part and top flat piece. This is a consequence of the deformations that can occur when
the calibration fixture is clamped together. Related to this type of error or inaccuracy, are the
edge effects of the sloping center region of the bottom part of the calibration fixture. Due to
manufacturing, the edges of the sloping center region might have a small bevel (see figure 6.12).
Since the CMM measurements were taken 1 mm apart, it is very likely that this bevel region does
not show up in the CMM profiles (see figure 4.8, chapter 4, section 4.3.4). However, from the
ratio images and profiles, it is clear that there is a substantial amount of oil at the edge of the
sloping region of the calibration fixture (see figure 6.13). Thus, for polynomial fit purposes, this
region was discarded in the ratio profiles, since the actual calibration fixture gap (and therefore
film thickness) is not really known in this region.
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Figure 6.12: Calibration fixture edge bevel
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Figure 6.13: Bevel region ratio values
6.1.5 Analysis
In this section we compare the results, particularly in terms of film thickness sensitivity
and error, between the different dyes-filters systems used. Prior to this, we perform a
quantitative comparison between the actual fluorescent emissions and their ratio, again in terms
of sensitivity and error, and further discuss the advantages of using the ERLIF ratiometric
technique. We also look at the effects that temperature has on the film thickness profiles and on
the non-linearity with excitation intensity behavior of the dye systems.
6.1.5.1 Film Thickness Profiles
In chapter 3 the advantages of using ERLIF versus straight LIF for film thickness
measurements were shown qualitatively. Here, using percentage sensitivity and error
calculations, a more quantitative comparison is presented. Figure 6.14 shows the fluorescence
and ratio images, along with their thickness profiles and polynomial fits, for system 7.
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Polynomial fits were used in order to obtain relationships between the fluorescence/ratio values
and film thickness. As it is apparent from the first two images of figure 6.14, the laser intensity
spatial fluctuations are noticeable both in the fluorescent intensity images and their
corresponding thickness profiles. These fluctuations in laser intensity will introduce errors in the
film thickness measurements, which can be quantified in terms of the deviations of the recorded
intensity values from the polynomial fit values. Likewise, the sensitivity of the fluorescent
intensity images can be inferred from the polynomial fits, since the laser spatial intensity
fluctuations are filtered out in the polynomial. Figure 6.15 shows the percentage sensitivity plots
for the two fluorescent emissions and their ratio. The ratio does not outperform the fluorescent
intensity images in terms of sensitivity, but this was expected. The best the ratio can do in terms
of sensitivity is to match the performance of the most sensitive (in terms of film thickness)
fluorescence (this will occur if the second fluorescence does not carry any film thickness
information). But the goal of using a ratiometric approach is not to increase the sensitivity of the
system, but rather to reduce the error and uncertainty incurred by excitation intensity
fluctuations. Figure 6.16 shows the percentage thickness error plots for the two fluorescent
emissions and their ratio. Here is where the ratio excels, decreasing the overall thickness error
by more than an order of magnitude in some instances.
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Figure 6.14: Fluorescence and ratio thickness profiles (system 7)
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Figure 6.15: Fluorescence and ratio percentage sensitivity plots (system 7)
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Figure 6.16: Fluorescence and ratio percentage error plots (system 7)
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Although these error calculations are an attempt to quantify the benefits of the ERLIF
technique, they by no means tell the whole story. These error calculations neglect the fact that in
reality there will be uncertainty about both the film thickness value and the excitation intensity
value. The idea of using a calibration fixture is to obtain a master curve that can then be used to
infer film thickness values from fluorescent intensity measurements taken in the actual
experimental setup of interest (rotating shaft seal rig, for example). It is very likely that the
optical conditions between test rig and calibration fixture will be different, which would lead to
inequality of excitation intensities between the two, making it impossible to accurately correlate
the two fluorescence signals. For example, the LIF signal of a film is dependent on the optical
characteristics of the materials surrounding it. In a typical system, this would usually be the
reflectivity and transmissivity of the window of observation and the reflectivity of the back
surface. These optical variables would influence the amount of excitation intensity available for
fluorescence, and consequently the strength of the fluorescence signal itself. Even if a known
uniform excitation source were to be used, an in situ calibration (this is rarely feasible to any
reasonable accuracy) would be required for such a measurement in order to obtain precise and
accurate results. Otherwise, a correlation between an independent calibration fixture and test rig
measurements would be uncertain. This is illustrated in figure 6.17, which shows the LIF signal
of Pyrromethene 567 (fluorescence 1, If ' ) for two different back surface reflectivities. The
quartz calibration fixture was placed on top of two different materials. The first material was a
mate black rubber piece, while the second material was a polished steel block, termed low
reflectivity material and high reflectivity material, respectively. One can think of the high
reflectivity signal as being the master calibration fixture curve (from where film thicknesses are
supposed to be inferred) and the low reflectivity signal as being the test rig signal. Even if the
fluorescent signal variations associated with the laser intensity fluctuations are neglected, it can
be seen that for the high reflectivity material the LIF signal is around one and a half to twice as
much as that of the low reflectivity material. Thus, if we were trying to determine the calibration
fixture film thickness values from the low reflectivity signal using the high reflectivity signal
master curve, our film thickness measurements would be completely off. Because the ratio of
the two dye emissions in the ERLIF technique is independent of illumination intensity, it is also
independent of surface reflectivity and transmissivity characteristics and non-uniformities due to
factors such as optical distortion. With the use of ERLIF, a very precise external calibration
131
system can be used since the ratio is independent of illumination and imaging non-uniformities.
Figure 6.18 shows the ERLIF ratio signal for the same two back surface reflectivity conditions
(high and low). It can be seen that there is no measurable difference in the ratio signal despite
the different reflectivities of the materials used as backing. Thus, the two signals would
perfectly correlate in terms of film thickness value determination.
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Figure 6.17: Pyr 567 (I') fluorescence for high and low reflectivity conditions
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Having proved the advantages of using the ERLIF ratiometric technique, we turn our
attention now to the comparison of the different dyes-filters systems tested. Figure 6.19 shows
the ratio versus film thickness profiles (including polynomial fits) at room temperature for the
nine dyes-filters systems of table 6.3, while table 6.5 lists the non-linearity exponents (F values)
used to obtain these profiles. The low concentrations systems (1 thru 3) were used for thick film
thickness measurements (above 10 pm and up to 430 pm) while the high concentration systems
(4 thru 9) were tailored for targeting small film thickness measurements (particularly below 20
pm). The low concentration systems do not portray any substantial non-linearity with excitation
intensity, while the opposite is true for the high concentration systems, as can be deduced from
the F values of table 6.5.
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ISystem 1 2 3 4 5 6 7 8 9
F 1.00 1.00 1.00 1.30 1.45 1.29 1.34 1.40 1.40
Table 6.5: F values at room temperature for the dyes-filters systems used
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Figure 6.19: Ratio versus thickness profiles for all nine systems tested
Figure 6.20 shows the percentage sensitivity plots for all the systems tested. The higher
concentration systems portray a higher percentage sensitivity than the low concentration systems,
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particularly towards the small film thickness range (50 pm and below). This suggests that
sensitivity increases with concentration (nonetheless, increasing the concentration limits the
range of film thickness that can be measured). A comparison of the sensitivity plots for the low
concentration systems, particularly between systems 2 and 3 (which use the same dyes and
concentrations), clearly shows that increasing the reabsorption level increases the sensitivity over
a particular film thickness range. This was expected since reabsorption is the mechanism that
allows the fluorescence ratio to still contain film thickness information. Comparison among the
high concentration systems is not as straightforward, since there is a possibility of saturation and
therefore the actual concentrations of the systems are not necessarily known (see section 6.1.2).
However, some conclusions can still be drawn. Systems using the Pyrromethene 605 and
Pyrromethene 650 combination do the best job in terms of sensitivity for very small film
thickness measurements (less than 10 pm). This seems to suggest that Pyrromethene 650 does a
better job than Rhodamine 640 as a reabsorbing dye. The superior performance of Pyrromethene
650 as a reabsorbing dye contradicts the spectroscopy data that shows Rhodamine 640 having a
higher absorptivity and emission efficiency than Pyrromethene 650 over the wavelengths of
interest. Thus, the superior performance of Pyrromethene 650 over Rhodamine 640 can be
attributed to its higher solubility in oil, which would allow sustainability of higher concentration
levels. Also from figure 6.20 it appears that the 580 nm and 610 nm combination of wavelengths
provides good results in terms of sensitivity.
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Figure 6.20: Percentage sensitivity plots for all nine systems tested
Figure 6.21 shows the percentage thickness error plots for all the systems tested. Again,
when comparing these plots, a distinction between low and high concentration systems must be
made. For the low concentrations, system 1 seems to do the best job in terms of error. This
could be related to the lower concentration used in this system for the reabsorbing dye (dye 2)
(see table 6.3), as compared to systems 2 and 3. Although the optimal ~ value for all these
systems is one (no noticeable non-linearity with excitation intensity), there might be some subtle
non-linearity effects that would induce higher error in the higher concentration systems (2 and
3). When comparing the high concentration systems (4 thru 9), it is apparent that the best job in
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terms of error is done by systems 5 and 7. The common denominator between these two
systems, and which is unique, is the combination of fluorescence wavelengths used, 580 nm and
610 nm. Although non-linearity with excitation intensity effects might influence the differences
in error between the high concentration systems, it is believed that the main reason systems 5 and
7 portray lower error values has to do with the use of the 610 nm fluorescence. This would be
related to the strength of the longer fluorescence signal that reaches the CCD due to optical
losses through the dual camera system, as explained in section 6.1.1. The strength of the
fluorescence signal that reaches the CCD is higher for the 610 nm wavelength than it is for the
620 nm wavelength (used in all the other systems). Thus, dark current noise fluctuations would
affect the 620 nm signal more than the 610 nm signal, with the end result that the error will be
higher for the former.
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Figure 6.21: Percentage error plots for all nine systems tested
6.1.5.2 Temperature Effects
In order to assess the effects that temperature has on the ERLIF technique, the calibration
fixture was placed on top of a heating plate. Changing the heating plate settings varied the
temperature, which was monitored through the use of thermocouples in the calibration fixture.
Temperature variation experiments were performed on systems 5 and 7. It is important not to
mistake these experiments as an attempt to measure temperature using a dual fluorescence
system, which will be discussed in the next section. For ERLIF film thickness measurements
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one would actually like to use temperature insensitive dyes. This is almost impossible to
achieve, since temperature will usually affect the absorptivity and/or quantum efficiency of the
dyes (see chapter 3, section 3.3.2), influencing the intensity of the fluorescent emissions. If the
temperature-induced changes of fluorescent intensity are solely due to quantum efficiency
variations, and furthermore these variations are the same (or very similar) for both dyes, the ratio
will be impervious to temperature changes. If this is not the case, temperature will certainly
affect the ratio. Unequal changes in the quantum efficiencies of the dyes will modify the ratio
values, while changes in the absorptivity (even if they are the same for both dyes) will modify
not only its values, but also its behavior with film thickness. Figures 6.22 and 6.23 show the
ratio film thickness profile plots for systems 5 and 7 at different temperatures. Since the
experiments were performed over a complete temperature cycle (starting from room temperature
up to the maximum tested temperature and then back down again to room temperature), the
repeated temperatures have been labeled respectively up and down. It is apparent from figures
6.22 and 6.23 that for these particular systems, increasing the temperature shifts the ratio film
thickness profiles down (lower values for a given film thickness). Notice that even though the
temperature is cycled back to its original room temperature value, the film thickness profiles do
not return to their original locations. This is due to irreversible bleaching effects (Saeki, S., Hart,
D. P., 2001). Temperature also affects the film thickness behavior of the ratio, with higher
temperatures decreasing the film thickness sensitivity of the ratio (see figures 6.24 and 6.25).
For these high concentration systems (5 and 7) the decrease in ratio values and sensitivity are
mainly (but not exclusively) a consequence of changes in the F value with temperature. Tables
6.6 and 6.7 list the F values for the two systems tested (5 and 7, respectively) at the different
temperatures, while figures 6.26 shows the F values progression for the temperature cycle of
system 7. A hysterisis of the F value over the temperature cycle is appreciable. This is in
agreement with the bleaching effects previously described.
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Table 6.6: F values at different temperatures for system 5
Temp 25up 50up 75up 100up 125up 150up 175up 200
r 1.34 1.33 1.32 1.31 1.30 1.26 1.22 1.16
Temp 175down 150down 125down 100down 75down 50down 25down
r 1.16 1.18 1.21 1.22 1.24 1.25 1.29
Table 6.7: F values at different temperatures for system 7
F Value vs. Temperature (System 7)
1.36
1.34
1.32
1.3
1.28
1.26
1.24
1.22
1.2
1.18
1.16
1.14
0 50 100 150 200 250
Temperature (Degree Celsius)
Figure 6.26: F values of system 7 at different temperatures
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6.1.6 Theoretical Model Validation
Systems 2 and 3 were used as the benchmarks for validation of the theoretical model
developed in chapters 2 and 3. This choice was based on several considerations: (1) the lack of
non-linearity with excitation intensity effects, (2) the relatively low concentrations used, which
ensures that the actual dye concentrations truly correspond to the nominal ones, and (3) the use
of the same dye-oil preparation mixture, avoiding differences that could arise due to mixture
cooking effects, like bleaching. The only difference between the two systems is the choice of
filter combination (see table 6.3), or more specifically, the wavelength of the reabsorbed
emission (If '). Thus, the only difference between the two systems is the level of reabsorption,
which will influence their film thickness behavior. Figure 6.27 shows the experimental ratio
versus film thickness profiles for the two systems along with the ones computed using the
equations of chapters 2 and 3. The theoretical model does a good job of capturing the essential
physics behind the fluorescence processes involved in the ERLIF technique, as can be
appreciated from its accurate depiction of the film thickness behavior of the ratio. The
discrepancies between experimental data and theoretical model towards the small film thickness
region (less than 50 pm) are attributed to inaccuracies in the experimental data due to
deformation of the calibration fixture when assembled (see section 6.1.4).
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6.2 Temperature Measurement
For oil film temperature measurements, an optically thin system must be used, in order
for the ratio to suppress film thickness information (see chapter 3, section 3.3.1). A dye
combination consisting of 8x10-5 moi/liter Pyrromethene 567 and 2.4x10 4 moL/liter Rhodamine
640 dissolved in oil was used. Although this two-dye system exhibits reabsorption (since the
emission spectrum of Rhodamine 640 overlaps the absorption spectrum of Pyrromethene 567),
the low concentrations used for both dyes and the fact that only thicknesses up to 45 pm were
considered results in an optically thin behavior where reabsorption is minimal. Consequently,
the fluorescence dependence of both dyes over the film thickness range of the calibration fixture
is linear. This results in a constant value for the ratio over the thickness range. Figure 6.28
shows the fluorescence dependence on film thickness for Pyrromethene 567 and Rhodamine 640.
Again, a noticeable increase in fluorescence with film thickness is observed for both dyes, and
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laser intensity fluctuations are evident within the film thickness information. The bottom of
figure 6.28 shows the ratio of the two emissions. As in the ERLIF case, the laser intensity
fluctuations disappear with the ratio. However, in this case, the ratio remains constant over the
film thickness range. There is no dependence of the ratio with film thickness because the system
is optically thin and reabsorption has minimal influence. This is appropriate when a ratiometric
approach is to be used to measure scalar quantities such as temperature, pH, and pressure.
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Figure 6.28: Optically thin system fluorescent emissions and ratio
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Once an optically thin system was achieved, its temperature was varied following the
same procedure used to assess the effects of temperature on the ERLIF ratio (see section 6.1.5.2).
Figure 6.29 depicts the change in fluorescent intensity with temperature for both Pyrromethene
567 and Rhodamine 640, and their ratio.
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Figure 6.29: Fluorescent emissions and ratio temperature dependences
6.3 Rotating Shaft Seal Results
One of the goals for developing the ERLIF technique was to use it on the assessment of
the film thicknesses in tribological components. One of such components is the rotating shaft
seal. The fundamentals and details of the working mechanics of rotating shaft seals will be
discussed in the second part of this thesis. Suffice to say here that measurements of the film
thickness between seal and shaft were performed under operating conditions corresponding to a
shaft rotational speed of 1800 RPM. Figure 6.30 shows a schematic of the seal along with its
cross section. The experimental setup used to gain optical access to the area of interest (seal-
shaft interface) and the fluorescence images obtained are depicted in figure 6.31.
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Figure 6.30: Rotating shaft seal schematic plus cross section
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Figure 6.31: Rotating shaft seal LIF experimental setup
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Systems 5 and 7 were used in order to perform the film thickness measurements. These
systems were chosen because of their high sensitivity and small error in the thin film thickness
range (less than 20 pm). Since the exact operating temperature of the film thickness is not
known (attempts were made to determine it with the use of the system, but there were some
problems with it, as will be discussed later), bounds had to be used in the determination of the
film thickness. As it was discussed in section 6.1.5.2, temperature affects the film thickness
behavior of the ratio. Thus, depending on which temperature calibration curve was used,
different values for the film thicknesses would be obtained. From previous attempts made at
measuring film thickness temperature, with the use of thermocouples, and using conservative
estimates, the temperature bounds were set between 100*C and 200*C. Based on these
temperature bounds, the lowest and highest thickness profiles within this temperature range were
used. These would correspond to the 100up-175down and 100up-200 temperature pairs of
systems 5 and 7, respectively (see figures 6.22 and 6.23). The lowest thickness profile would
provide an upper bound estimate of the film thickness values at the seal-shaft interface, while the
opposite is true for the highest thickness profile.
The fluorescence images obtained from the seal setup were processed in the same way as
the calibration fixture fluorescence images (see section 6.1.3). It was originally though that the
appropriate temperature and film thickness profile to be used for determination of the film
thickness values at the seal-shaft interface could be inferred by correlating the F values. The
film thickness profile to be used would be the one whose F value matched the F value needed to
suppress laser intensity information from the seal ratio images. As it turned out, no F value was
able to completely suppress the laser intensity fluctuations from the seal ratio images. This is
due to the fact that the seal test rig was located much farther away from the laser than the
calibration fixture was. Thus, the laser intensity fluctuations due to diffraction-induced
interference were much stronger. As explained in chapter 5, section 5.3.2, these strong
fluctuations in excitation intensity are not well approximated by the power law assumption.
Therefore, the F values used for a particular film thickness profile were also used on the seal
ratio images. Figure 6.32 shows the processed seal ratio images for the four calibration curves
used (two per system, upper and lower bounds, and two systems used, 5 and 7). Notice how the
diffraction-induced interference rings are still displayed on the ratio images.
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Figure 6.32: Processed seal ratio images
Once the seal ratio images have been processed, the calibration fixture thickness profiles
can be used to determine the film thickness values from the ratio values. To accomplish this, the
profiles must be inverted first, that is, instead of plotting the ratio values versus the film
thickness, the opposite must be done; the film thickness must be plotted against the ratio values.
A polynomial fit can then be performed on these plots providing a relationship of the form
t = p(R) (6.22)
which should be the inverse of P(t). Figure 6.33 shows these inverse plots and their
polynomial fits for the four calibration curves used (two per system, upper and lower bounds,
and two systems used, 5 and 7). An assessment of the film thickness value would only be made
for those ratio values that fall within the calibration curve data range. Therefore, no film
thickness extrapolation will be made for seal ratio values that fall outside the calibration curve
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data range. Figure 6.34 shows the seal-shaft interface film thickness results for the four
calibration curves used (two per system, upper and lower bounds, and two systems used, 5 and
7). The upper and lower bound film thickness profiles at the seal-shaft interface are very
consistent for the two systems used (5 and 7). This consistency is a good indication that these
results are valid. It is apparent from these results that most of the seal's contact band runs on a
very thin (less than 1 pm) film of oil, with elongated regions portraying relatively large (at least
70 pm) oil thicknesses. These elongated thick film regions correspond to locations on the seal
surface that have been etched in order to form helical grooves, for "reverse pumping" purposes
(discussed in detail in part II of the thesis). The large film thickness values at the grooves
locations suggest that they indeed pump (or carry) large quantities of oil from the air side of the
seal towards the sump (oil side), counteracting any leaking tendencies.
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Figure 6.33: Seal film thickness measurements calibration curves
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The low concentration requirements for oil film temperature measurements, along with
the thin film thicknesses at the seal-shaft interface and the fluorescent intensity losses due to
optics, made it impossible to perform temperature measurements on the seal. The fluorescent
intensity signals that reach the CCD are extremely low to be accurately recorded. The use of
intensifiers is required if these measurements are to be made.
6.4 Other Applications
Besides its use as a tribological tool for the thickness measurement of lubricating films
between two surfaces, the ERLIF technique has a broad range of applications and uses. In this
section we present two of them. In the first one the ERLIF technique is used for profilometry
purposes, in order to determine the height contours of a solid surface. In the second application,
the technique is used to determine the thickness and profile of a free boundary film, whose shape
changes over time.
6.4.1 Topography of a Coin
As a tangible example of the accuracy of the ERLIF technique, it was used to infer the
surface topography of a US mint 250 coin. The coin was placed flat in the bottom of a beaker
and a small layer of oil premixed with Pyrromethene 567 and Pyrromethene 650, both at a
concentration of 8x10-4 moi/liter, was deposited on top of the coin. ERLIF was then used to
measure the film thickness of the oil on top of the coin. Due to the topography of the coin, the
thickness of the oil film on top of the quarter generates a female match of the coin features:
raised surface regions produce thin film thickness (low fluorescence) and vice versa - surface
depressions produce thick film thickness (high fluorescence). Thus, the film thickness profile
must be inverted in order to obtain the topography of the coin surface. Figure 6.35 shows the If 1'
and f2 fluorescence images of the oil film lying on top of the coin. It is impossible to infer coin
surface features from the If' fluorescence; nonetheless, this fluorescence provides a reasonable
map of the laser beam intensity profile. Some of the coin features are apparent in the If 2
fluorescence but, again, the fluctuations in laser intensity profile prevent a clear interpretation of
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the coin features from the basic LIF signal. Figure 6.36 shows the ratio of the two fluorescence
signals. The surface topography of the quarter becomes evident - not simply as an image but as a
quantifiable topography of the coin surface. The clarity of this figure is evidence of the ability of
this technique to eliminate local illumination variations, while preserving film thickness
information.
If i 'Fluorescence
f12 Fluorescence
Figure 6.35: Fluorescence images of the oil film on top of the quarter
153
Figure 6.36: Ratio of the quarter oil film fluorescence images
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6.4.2 Oil Drop Spreading Profiles
A drop of oil premixed with Pyrromethene 567 and Pyrromethene 650, both at a
concentration of 8x10-4 moi/liter, was deposited on top of a flat silicon wafer. The ERLIF
technique was then used to determine the thickness profile of the drop as it spread out over time.
Figure 6.37 shows the If1' and I2 fluorescences from the drop at time of deposition and several
minutes later. Due to the laser intensity fluctuations, it is impossible to infer the actual shape and
profile of the drop from either of the two emissions. Figure 6.38 shows the ERLIF ratio for the
drop at time of deposition and several minutes later. The typical dome shape of the drop
becomes evident. Figure 6.39 shows a comparison of the centerline profiles of the drop for the
fluorescent emissions and the ERLIF ratio.
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Figure 6.37: Oil drop fluorescence images
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Figure 6.38: Oil drop ratio images
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Figure 6.39: Oil drop fluorescence and ratio profiles
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Chapter 7
Summary and Conclusions
7.1 Accomplishments
The bases for a two-dye Laser Induced Fluorescence (LIF) ratiometric technique for 2D
mapping of film thickness and temperature were presented. The core of the technique relies on
the use of a ratiometric approach for the purpose of suppressing excitation intensity information
from the fluorescent emission. Two fluorescent emissions are required to accomplish this; one is
used as the carrier of the desired scalar information (film thickness or temperature) and the other
is used as the carrier of the excitation intensity information. The basic principles and equations
behind photo-fluorescence, optically thin and thick systems, and reabsorption were introduced in
light of the technique and in order to develop a theoretical framework on which to base the
technique.
It was shown that an optically thick dual fluorescence system portraying reabsorption of
one of the emissions can be used to accurately quantify film thickness when a fluorescence
ratiometric approach is used. Reabsorption is required in order for the fluorescence ratio to
display film thickness information. The novelty of this approach, particularly in its use of
reabsorption, led to the dubbing of this film thickness measuring technique with the name
Emission Reabsorption Laser Induced Fluorescence (ERLIF). Conversely, when the dual
fluorescence ratiometric approach is used to measure temperature, an optically thin system,
where reabsorption is negligible, is required. Besides canceling film thickness information in the
fluorescence ratio, the use of an optically thin system allows for temperature variations in the
direction of observation to be averaged out in the measurement.
A system capable of excitation and simultaneous acquisition of the two fluorescent
emissions was designed and implemented. It consisted of a frequency doubled Nd:YAG laser
used for excitation of the fluorophore mixtures and a dual camera system capable of
simultaneous acquisition of the two distinctive fluorescent emissions. Along with the hardware,
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post image acquisition computer based processing schemes were developed for proper rationing
of the fluorescence images. Two calibration fixtures with known thickness profiles were used as
the benchmarks for validation of the technique.
Optimization of the technique was achieved by: (1) first recognizing those factors that
limit the capabilities of the technique and introduce error into the system and (2) then developing
strategies to minimize their effects. Due to their optical thickness and reabsorption level
requirements, the ERLIF film thickness and temperature measuring techniques are limited in the
range of film thickness over which they can be applied. Consequently, the concentrations of the
dyes, being the easiest variables to adjust, play an important role in establishing the sensitivity
and resolution of the techniques. Improper correlation of the fluorescence images and camera
noise introduce errors to the measurements. The use of accurate local cross correlation
algorithms and spatial filtering can minimize these errors. When high concentrations of the dyes
are used, as is the case when small film thicknesses are to be measured using the ERLIF
technique, excitation non-linearities might disrupt the behavior of the fluorescent emissions. The
non-linear behaviors of the fluorescent emissions with excitation intensity can render the
ratiometric approach obsolete. By using a power law assumption it is possible to approximate
these non-linear behaviors and implement a simple scheme capable of neutralizing their negative
effects on the ratiometric approach.
Finally, five different dyes from the Pyrromethene and Rhodmine groups were used to
validate and assess the capabilities of the techniques. Ten different dyes-filters combinations
(nine for film thickness, one for temperature) were tested. The ability of the technique to
measure film temperature and particularly thickness over a wide range of scales in an accurate
manner was conclusively demonstrated. The ERLIF technique proves useful in that it minimizes
errors caused by variations in excitation intensity. It allows for calibration without the need to
replicate the same optical characteristics of the system being studied. Furthermore, it allows the
use of a single calibration, for a specific dye combination, that can be used on a number of
different experiments regardless of the optical characteristics of the system components
involved. It allows for instantaneous 2D mapping of film thickness, which is useful when
studying transient phenomena. The ERLIF technique was originally developed to measure oil
film thickness in tribological systems. Rotating shaft seal oil film thickness measurements were
performed using two different dye combinations. The consistency of the results and their
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agreement with accepted estimates for the film thickness values in rotating shaft seals prove their
validity. Nonetheless, the ERLIF applications are not restricted to the thickness measurement of
lubricating films in tribological components. It has been shown that ERLIF can be used for solid
surface metrology and measurement of other film compositions. Measurement of free boundary
films will especially benefit from the use of the technique, where techniques such as
interferometry are not easily implemented.
7.2 Future Work
Although validation and preliminary optimization of the technique has been achieved,
there remains room for improvement. It has been shown that the ERLIF technique is successful
in measuring film thicknesses in the micron range with great accuracy. Therefore, most of the
future work should concentrate on achieving submicron measurements. Concurrently, efforts
should be directed at further reducing measurement errors, particularly those introduced by
system noise. This in turn will help accomplish the submicron capabilities.
Working in the submicron range requires very precise knowledge of the film thicknesses
used for calibration and assessment of the technique capabilities. The current calibration fixture
and thickness determination scheme (using CMM measurements of the two separate pieces that
compose the assembled fixture) do not meet these requirements. Measurements of the post-
assembled calibration fixture gap are required, in order to account for deformations. This can be
achieved with the use of laser feedback interferometry or confocal microscopy. Furthermore,
considerations into the design and fabrication of a new type of calibration fixture should be
made, possibly with the use of Micro Electro-Mechanical Systems (MEMS) fabrication
technology. The sloping region that provides a linearly increasing gap and film thickness could
be replaced by a number of two-dimensional regions of constant depth. A staircase design or
individual channels could be used for this purpose. In this fashion, several ratio value
measurements can be taken for a given film thickness value, making it easier to determine not
only the error but also the uncertainty of the ratio measurement by means of statistical analysis.
Deformations due to thermal loading should also be considered when designing the new
calibration fixture, since the calibration fixture will be subjected to temperature variations.
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Reduction of the error, particularly that introduced by dark current noise, can be
accomplished by lowering the working temperature of the CCD array. This requires the
implementation of a ventilation system to carry away the heat from the cameras. Error reduction
could also be accomplished with the use of photomultipliers or intensifiers. Amplification of the
fluorescence signal would reduce the influence of dark current noise. However, intensifiers
decrease spatial resolution and might increase the noise due to stray light. Nonetheless, their
implementation would also allow for smaller dye concentrations to be used, reducing the
likelihood of non-linearity effects.
Following this line of thinking, further modeling of the fluorescence process should also
be pursued. A fluorescence model that takes into account the statistical and quantum natures of
the process should be developed. This type of model will help to establish a more accurate
relationship between all the parameters involved in the fluorescence process. This can lead to
more sophisticated processing schemes capable of dealing with undesired behavior, as in the case
of fluorescence non-linearity with excitation intensity, for example.
Finally, use of the technique in the UV region should be explored. The number of
available dyes that fluoresce in the UV is much greater than those that do so in the visible
spectrum. This increases the likelihood of finding dyes that meet the desired fluorescence
behavior requirements, particularly in terms of temperature. Furthermore, since oil fluoresces in
the UV, it might be possible to use the actual fluorescence of the oil as a signal, limiting the
needs of the technique to just a single dye.
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Part II
Investigation of Particle Ingestion and
Accumulation in the Contact Region of
Rotating Shaft Seals
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Part II Nomenclature
b1 groove width
b land plus groove width (groove wavelength)
D diffusivity
dp particle diameter
f friction factor
g gravity
h seal-shaft gap height
H capillary tube height
hi groove height
h2 land height
k Boltzmann's constant
L axial length
p pressure
p1 high pressure (sump pressure)
P2 low pressure (air side pressure)
Pe Peclet number
Pu Pumping number
qy flow per unit length in the y-direction
qx flow per unit length in the x-direction
R capillary tube radius
Stk Stokes number
T temperature
U lower surface (shaft surface) tangential (circumferential) velocity
U' upper surface (seal surface) tangential (circumferential) velocity
V normal velocity (z-direction) of the interface boundaries
x circumferential direction
y axial direction
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z radial direction
0 contact angle
p oil density
pP particle density
6 groove angle
A oil dynamic viscosity
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Chapter 8
Introduction
8.1 Motivation
Seals are, arguably, the single most important component in any complex machine. Seals
maintain lubrication and prevent the ingestion of contaminants into bearing surfaces, allowing
high tolerance components to function reliably. Consequently, the performance of seals can be
directly linked to the performance, life span and reliability of virtually all equipment of any
complexity.
There are many different types of seals, but they can be subdivided into two groups: (1)
seals for static applications, and (2) seals for dynamic applications. The first group refers
primarily to gaskets and o-rings, which are associated with sealing mating flanges. The second
group refers to sealing elements used on rotating, reciprocating or oscillating components, such
as shafts, pistons, valves and other moving parts (Brink et. al, 1993). The most common type of
dynamic seal is the rotating shaft seal. The function of this seal is to contain the fluids, usually
lubricants, of an enclosure pierced by a rotating shaft. In addition, rotating shaft seals must
prevent external contaminants, such as dirt and dust, from entering the enclosure (Lebeck, A. 0.,
1991).
Although rotating shaft seals have been in use for decades, currently there is little
fundamental understanding of how they work and why they fail. Most of the advances in
rotating shaft seal design have been the result of trial and error practices rather than fundamental
design-based improvements. In addition, past studies have focused on the lubrication and
working mechanics of rotating shaft seals, but little has been done to characterize and understand
the fundamentals underlining the failure of rotating shaft seals. Of particular interest in the
current work is the understanding of the failure of rotating shaft seals due to dirt ingestion. This
failure mode is thought to account for the failure of as many as 80% of all rotating shaft seals.
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8.2 Past Work
As is the case with the conceptualization of most engineering systems, there are two
approaches to study rotating shaft seals, which need not be mutually exclusive, but actually
complementary: the analytical (or theoretical) and the experimental. Due to the complex
mechanics of rotating shaft seals, taking the analytical approach alone is not very productive.
Thorough understanding of the phenomena underlying rotating shaft seals requires the use of
very elaborate and complicated models and algorithms, which could be very time consuming,
and might not produce the desired results. It is still more obvious why an isolated experimental
approach will not be sufficient. Nonetheless, most of the advancements in the theory and
analysis of the mechanics of rotating shaft seals to date have taken place as a result of an
experimental study. It is only after experimentation, where sufficient knowledge has been
gained and an understanding of the basic principles has been achieved, that such advances have
been attained. This was the case of the pioneering work done by Jagger (1957), who discovered
that a successful seal would run on a thin film of lubricant. This lead to the investigation of the
load support mechanism and the development of the hydrodynamic pressure generation by
microasperities models, to help explain the formation and preservation of such a film (Jagger,
1966; Johnston, 1978; Gabelli and Poll, 1990). So is the case with the sealing mechanism, where
experimental studies have lead to the suggestion of a "reverse pumping" mechanism
(Kammller, 1986; Mfiller, 1987; Horve, 1987, 1991, 1992) and the subsequent development of
complex elastohydrodynamic models, and the use of computer algorithms, to explain it (Salant
and Flaherty, 1994, 1995, 1996).
8.3 Objective
It is the goal of this research to obtain a better understanding of how rotating shaft seals
fail due to dirt ingestion. This understanding should help to establish a set of design guidelines,
with the end goal of producing better, more reliable and longer lasting rotating shaft seals. In
order to achieve this goal a mixed schedule of analytical and experimental work was devised. In
particular the role of the "reverse pumping" mechanism in the ingestion of dust particles was to
be investigated. For this purpose a visualization technique was developed that would allow
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monitoring of the phenomena underneath the sealing lip (seal-shaft interface). The technique
would be based on the use of a transparent hollow shaft arrangement similar to that used by Poll
et al, (1992), and on the implementation of a Laser Induced Fluorescence (LIF) system as an aid
in tracking the oil and dust particles.
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Chapter 9
Theoretical Background and Modeling
9.1 Reynolds Equation
Any discussion of lubrication theory should start with a review of Reynolds' equation.
Reynolds' equation is derived from a simplified Navier-Stokes equation where inertial terms
have been neglected. This is a good approximation for low Reynolds' number flows (Re << 1),
where viscosity dominates inertia and the flow is laminar. Combining this simplified form of
Navier-Stokes with continuity equations for a differential volume element of fluid gives what is
universally known as Reynolds' equation. For the case of flow between two surfaces, with at
least one of them moving (bearings, seals), Reynolds' equation is given by:
(h 3 P (h 3 IP UU)A h a(U + U') +2 91h - +- h -J= (U-U')-+h +2V (9.1)6y -a x ay ay ax ax
Equation (9.1) relates pressure, or more accurately pressure gradients (left side), to
boundary velocities (and their gradients, if any) and to changes in the separation between the two
boundary surfaces (right side). This implies that pressure is generated whenever (1) at least one
of the surfaces is moving and the distance between the two boundary surfaces is changing as a
function of position (first term of the right side); (2) the distance between the boundaries is
constant but somehow there is a change in boundary velocity with position (second term of the
right side); and/or (3) the distance between the two boundary surfaces is changing as a function
of time. These are referred to as the wedge, stretch and squeezing actions, respectively and they
are depicted in figure 9.1, where for simplicity the upper plate is assumed to be stationary
(U'=O).
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Figure 9.1: Pressure generation by wedge, stretch and squeeze actions
9.2 Rotating Shaft Seals Fundamentals
Reynolds' equation is the foundation of the theory of operation of rotating shaft seals,
which can be summarized on the premises of three basic principles. The first is the formation of
a lubricating film between the seal and the shaft. This film provides the sealing action, as
opposed to the simple dam effect from the pressing of the seal surface over the shaft. In 1957,
Jagger established that successful rotating shaft seals operate with a thin (in the order of 1 4m)
lubricating film of oil between the seal lip surface and the rotating shaft. The second principle
arises as a consequence of the first one. The load support mechanism, that displaces the lip
surface away from the shaft and maintains the integrity of the film, has been identified as the
hydrodynamic generation of elevated pressures within the film by irregularities in the
microgeometry of the lip surface (wedge action), generally due to the presence of asperities
(Jagger, 1966; Johnston, 1978; Gabelli and Poll, 1990). Finally, the last principle has to do with
the sealing mechanism that prevents fluid within the lubricating film from leaking out of the seal.
It was initially proposed that surface tension alone would account for this mechanism (Jagger,
1957). However, subsequent research found that a "reverse pumping" effect was present in
successful (non-leaking) seals (MUller, 1987; Horve, 1987, 1991, 1992). "Reverse pumping" is
the phenomena by which a seal will ingest or pump liquid from the air side to the oil side when
the air side is flooded. This is thought to be the result of the shear deformation of the lip surface
and microgeometry (due to stresses generated within the lubricating film), leading to an
arrangement of the microgeometry (asperities and so forth) that resembles microvanes, which
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produce a net pumping of fluid from the air side to the oil side (Salant and Flaherty, 1994, 1995).
A flooded air side, however, is not the normal operating condition of a rotating shaft seal.
During normal operating conditions when the air side is not flooded, a balance between
hydrodynamic generated pressures, surface tension and the "reverse pumping" effect takes place,
so that a thin lubricating film and a net zero leakage rate coexists (figure 9.2). This was first
addressed by Stakenborg (1988), who suggested that if "reverse pumping" were to occur, the
meniscus formed at the air side of a rotating shaft seal must counteract the "reverse pumping" in
order to have zero leakage. More recent studies have incorporated models of the "reverse
pumping" mechanism (Salant and Flaherty, 1995) with the meniscus model of Stakenborg
(1988), in order to obtain a more comprehensive model of the non-leaking lip seal (Salant, 1996).
air side
dust I
shaft surface
surface tens
K
casing
K oil side
ip ip
load support
ion pressure gradient
reverse pumping
Figure 9.2: Balance of leaking and sealing forces
9.3 Groove Theory
As mentioned before, for a seal to be successful it must exhibit "reverse pumping" in
order to counteract leaking tendencies due to hydrodynamic pressure gradients and surface
tension. Several mechanisms are thought to be responsible for the "reverse pumping" action on
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seals portraying no particular surface features. The arrangement of the seal surface asperities
under shear deformation into a configuration resembling microvanes and the combined surface
tilting (diverging film) with cavitation mechanism are two of them (Shi, F., Salant, R. F., 2000).
In some instances additional surface features like waves and/or grooves can be introduced in
order to assure a "reverse pumping" action capable of counteracting the leaking forces. We will
focus our attention on the use of grooves in the sealing lip for such purposes.
9.3.1 Constantinescu Analytical Model
Constantinescu and Gelatuse (1992) examined the effects of introducing a grooved
geometry in non-contact seals. They postulated a seal configuration where one of the surfaces
was grooved in an oblique direction with respect to that of the tangential speed (see figure 9.3).
By extending the narrow groove theory to this configuration it is possible to compute the rate of
flow under a given pressure gradient. Their results yield the following relationship between flow
rate and seal parameters:
h 2|+ h 1- sin2 (h|-h2  dp 6pU(h -h) - sin~cos&(h _-h3)lI t bi =+1bh 2 3 dy b )3+h ]b b b b2
(9.2)
Figure 9.4 shows the plot of equation (9.2) for several seal parameters and conditions
encountered in real applications. For all cases =1 1.7e-3 Pa-s, b1=2 mm, b=1 mm, h1=100 gm,
h2=l pm and p2=l.01e5 Pa. For case 1, U=6 n/s and pl=5.05e5 Pa. For case 2, U=0.6 rn/s and
pj=5.05e5 Pa. Finally, for case 3, U=6 rn/s and pj=1.06e5 Pa. It can be seen that equation (2) is
sinusoidal in nature, with a period every 1800 of groove rotation (a 0* and 1800 configuration is
the same due to symmetry of the grooves). The leakage flow can be positive and even negative
(against the pressure gradient) due to the "reverse pumping" effects of the grooves.
171
bhbI
h2
x
U
P1
MR
y
P2
Figure 9.3: Groove geometry
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9.4: Groove pumping rates (analytical model)
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9.3.2 Finite Difference Model (FDM) Numerical Simulation
In order to validate these results, a Finite Difference Model (FDM) based on Reynolds'
equation was developed and applied to the groove configuration. The x-y plane is subdivided
into a grid of rectangular partitions with the center of each partition serving as a node. Mass
conservation is applied to each partition: the sum of the flows through the sides of the partition
must add to zero (see figure 9.5). The flow through a particular side of a partition is computed
by adding the Poiseuille (pressure gradient driven) and Couette (moving boundary driven, if
applicable to the particular partition side) flow contributions. It is necessary to know the
pressure gradient at the particular partition side in order to compute the Poiseuille contribution at
this location. The pressure gradient is approximated as the pressure difference between the
nodes adjacent to the particular partition side, divided by the distance between the nodes (hence
the finite difference terminology). When all is set and done, each partition provides an equation
relating the pressure at the center node, the four pressures of the four adjacent nodes, the
geometry (height) at the sides of the partition and the speed of the moving boundary. When all
the nodes and partitions are taken into account, a simultaneous system of linear equations is
obtained. This system of linear equations can be numerically solved by a matrix inversion
scheme using numerical packages like Matlab. Figure 9.6 shows the flow rates, as a function of
groove angle, computed using the FDM model with the same operating conditions used in the
analytical model calculations (section 9.3.1). Comparison of figures 9.4 and 9.6 reveals that the
agreement between the analytical model and the FDM model is remarkable.
Pi+1,1
qx i+1/2,j
Pij-1 Pi~j PiJi+1
qy i,j-1/2 qx i-1/2,j qy i,j+1/2
pi-1j
Figure 9.5: Finite Difference Model (FDM) partitions and nodes
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Figure 9.6: Groove pumping rates (FDM)
9.3.3 Groove Role Analysis
Although equation (9.2) is derived from the use of Reynolds' equation on the basis of
certain assumptions for the given geometry ("infinite number of grooves"' or "narrow groove"
assumption) and after some mathematical manipulation, it is possible to obtain a better
understanding of the meaning of equation (9.2) after some careful examination. By separating
the two main terms inside the brackets, one can see that equation (9.2) is a superposition of a
Poiseuille and a Couette component of flow. The first term is the Poiseuille component of the
flow, which is dependent on the pressure difference between the two sides. It is a static term in
the sense that it does not depend on velocity, as should be the case. Its dependence on groove
orientation is given by the sine square term. It reaches its peak value when the sine square term
is equal to one, which corresponds to a groove angle of 900 or 270*, which is when the grooves
are parallel to the flow. Its minimum value occurs at 0* or 180*, when the grooves are
perpendicular to the direction of flow. The second term is the Couette component of the flow
and has to do with the flow carried out through the grooves by the moving action of one of the
boundaries. As expected, this term is directly proportional to speed. Its dependence on groove
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orientation comes from the sine-cosine term, which deserves closer examination. This term
becomes zero whenever the grooves are perpendicular or parallel to the direction of movement of
the boundary (00, 900 and so forth). If the grooves are parallel to the direction of movement (0*
or 1800) they carry the most amount of flow due to the Couette effect of the moving boundary,
but there is no way of directing that flow across the seal (y-direction). On the other hand if the
grooves are perpendicular to the direction of movement (900 or 270*), although this is the optimal
orientation for directing flow across the seal (y-direction), there is no Couette induced flow in the
grooves since the direction of the grooves is perpendicular to the direction of boundary
movement. A compromise, and a maximum flow carrying capacity across the seal, is therefore
reached when the grooves are at an oblique direction with respect to the moving boundary,
specifically at a 450 (or any multiple of this for that matter) angle. It should be noted that the
Poiseuille component of the flow is always on the direction of the pressure gradient (the term is
always positive). On the other hand, the Couette component of the flow can either be on the
direction of the pressure gradient or opposite to it (the term can change sign), depending on the
direction of the grooves. When the flow is opposite to the pressure gradient, the grooves are
acting as a "reverse pumping" device.
It is useful to look at equation (9.2) in non-dimentional form. Constantinescu and
Gelatuse introduce the following dimensionless quantities
-y = b, h , PP2 , 3UL 3y L (9.3)
L b h2 P2  P 2 h 2  P2 h2
in order to rewrite equation (9.2) as
-* 3pL dPQ, = ,q = - fr - A f, fcos6 (9.4)
P2h23q 4 dy-
where
f(-)(3 _b1)2 Sin 2 (f, = _l _+ (9.5)(-ih3 +b
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f, = (9.6)(1-bIh3+b
f = 2 b (1- )(k -1) sin 0 (9.7)
Equation (9.4) relates the non-dimensional flow rate to the Couette component of the
flow via the dimensionless parameter A and to the Poiseuille component of the flow via the
dimensionless pressure gradient dP/dy. For the configuration of figure 9.3 and looking at
equation (9.2), for a constant flow rate to exist across the seal (due to mass conservation), dp/dy
must be constant and equal to (p, - p2)/L. Therefore, for this case, we find it more convenient and
insightful to introduce a non-dimensional parameter relating the Couette component of the flow
to the Poisuille component of the flow, termed the Pumping number (Pu) and which is given by:
Pu= 2 (9.8)
h 2 2 (P 1 -P 2 )
This non-dimensional number is the ratio of the Couette flow channeled through the grooves over
the Poisuille flow due to the pressure differential existing across the seal. By introducing the following non-
dimensional flow rate
-* 3p L = 3p L (99)
P2 qY h2 (P1-P2)
we can rewrite equation (9.4) as
- 3pL 1 PufQ, = h - (f -, cos) (9.10)p2 h2
Equation (9.10) relates the non-dimensional flow rate to the Pumping number and the
seal geometry. Given a set of operating conditions (pressure differential across the oil sump,
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rotational speed of the shaft), and assuming that the minimum film thickness (h2 ) is known, the
optimum seal geometry (groove height, width and angle) can be chosen in order to have a zero
net leakage rate. Conversely, if the seal geometry is known, equation (9.10) can be used to
determine the strength of the flow rate, either as leakage (positive flow rate) or as "reverse
pumping" (negative flow rate).
9.4 Particle Ingestion
One of the primary objectives of the research was to identify the primary mechanism by
which dust particles get ingested into the sealing region. It is possible to link dust particle
ingestion to the "reverse pumping" action in a hydrodynamic particle dispersion fashion
(particles being transported due to the fluid flow). However, consideration must be given to
other possible means of particle migration.
First, it is necessary to establish what is considered a dust particle. The term dust refers
to a broad range of particles encompassing a wide spectrum of sizes and chemical compositions.
In general, it is accepted that dust refers to particles in the range between 1 and 100 pm, and
having silica as one of its primary components.
One possible mechanism for particle migration is mass diffusion, which is transport due
to a concentration gradient. In order to examine the possibility of mass diffusion being a
dominant mechanism in the ingestion of dust particles it is sufficient to look at the Peclet number
for the particular situation. Peclet number is a non-dimensional parameter that compares the
bulk mass transfer due to the flow to the diffusive mass transfer, and in this case is given by:
Pe = hU (9.11)
D
The diffusivity, D, can be computed using the Stokes-Einstein Law, which in its most
basic form is given by:
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D = - (9.12)f
Assuming a creeping flow (which is the case for lubrication) and no slip at the boundary
of the particles (more on this later), the friction coefficient f is given by:
f = 3xy d, (9.13)
Looking at the best-case scenario for mass diffusion, that is the smallest h (low bulk
transfer) which would be at the minimum film thickness of around 1 pm and a small particle
diameter (high mass diffusion coefficient due to Brownian motion) of also 1 pm, at a maximum
operating temperature of 150*C, we end up with a Peclet number in the order of 108, which
means that the influence of mass diffusion is negligible when compared to the bulk transfer due
to the flow.
In this analysis we have considered that dust particles move with the flow. This implies
that there is no slip at the boundary between particle and fluid. To validate this assessment one
must look at the Stokes number, which compares inertia of the particle to viscosity effects, and is
given by:
p, d|P2UStk = (9.14)
1 8p h
Small Stokes numbers (<1) mean that viscosity effects dominate particle inertia and
therefore it is likely for the particle to follow the flow (no slip at the boundary). For "reverse
pumping" to be of significant contribution in the ingestion and/or migration of the dust particles,
this must be the case. For the given particle sizes range (1 pm to 100 pm) and depending on the
film thickness chosen (value of h) this might or might not be the case. It is important to realize
that for hydrodynamic dispersion to occur the film thickness must be bigger than the particle
diameter, otherwise contact between the particle and the seal and shaft boundaries would occur.
If this is the case, one must pay attention to a shear induced migration mechanism, where
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collision between particles and shear against the seal-shaft boundaries might play an important
role in determining how the particles move.
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Chapter 10
Experimental Testing
10.1 Test Subject
A new, but widely used, type of rotating shaft seal labeled "unitized" was selected as the
test subject for this research (see figure 10.1). This type of seal presents a helical groove
configuration on the lip surface believed to provide the "reverse pumping" action of interest in
this research, as described in chapter 9, section 9.3. In addition, not much work has been done
on this type of seal and, as is the case with most rotating shaft seal technology developments,
there is no real understanding of why these seals outperform their counterparts, namely the radial
lip seals. Therefore, the results of this project could be compared with those of past research
done on radial lip seals, in order to obtain a clearer and more global picture of the working
mechanics that must be common to all kinds of rotating shaft seals for successful operation.
casing
dust lip oil lip
radial lip seal
casing
dust lip oil lip
unitized seal
Figure 10.1: Types of rotating shaft seals
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10.2 Optical Setup
A standard seal-testing rig was used to conduct the experiments. In order to gain optical
access to the seal-shaft interface, a hollow quartz shaft was manufactured. This would indeed
provide a window of observation to this area, with minimal perturbation of the normal operating
conditions of the rotating shaft seal. As is the case during actual operating conditions, the seal
would remain static while the shaft would rotate via a spindle motor. For full optical access to
the seal-shaft interface area, a mirror angled at 450 must be located in the hollow cavity of the
quartz shaft. The mirror was affixed to ground so that it would remain static providing
observation of the same location on the seal at all times. A shaft encoder on the spindle motor
was used to trigger the acquisition of images. Although the optical quality of the quartz used in
the fabrication of the shaft was very good, use of the encoder would allow for images to be
captured at the same shaft location. This is particularly important when tracking of phenomena
like particle migration is desired. In order to follow the movement of particles through several
images, the background and foreground in the images should be very inanimate. In order to
provide illumination to the area of observation, two approaches were taken. Initially, a scheme
based on the total internal reflection of light inside the shaft (Poll et al., 1992) was used. The
light is injected through the frontal beveled face of the hollow shaft and due to the difference in
refractive indices between quartz and air, the light bounces back inside the shaft, in a similar
fashion as in a fiber optic (see figure 10.2). Once the light reaches the seal-shaft interface, if it
encounters the surface of the seal contacting the shaft, the incident light is reflected by that seal
surface. If the light encounters oil, it leaves the shaft and travels through the lubricant, since
quartz and oil have very similar refractive indices, where it can be absorbed or reach the seal
surface and be reflected by it. This method of illumination was later dropped in favor of a
scheme based on the use of a dichroic mirror. A dichroic mirror is a selective reflection-
transmission optic. The particular dichroic used in this case would reflect wavelengths below
570 nm (like the 532 nm from the doubled Nd:YAG laser) and transmit wavelengths above it
(like the fluorescent emission of the Pyrromethene 567). The dichroic mirror was placed in front
of the hollow aperture in the shaft, just before the 45* mirror. This allows for the light to be
injected into the area of observation (seal-shaft interface) using the same optical path as that used
for observation (see figure 10.3). One advantage of using this optical path is that it allows for
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better, more even illumination of the area of observation. Figure 10.4 shows the area of
observation and the images obtained with this experimental setup.
oil bath casing
incoming light
or laser seal
quartz shaft
mirror
reflected light - -_-
or fluorescence --
Figure 10.2: Original LIF setup
incoming laser
fluorescence N
dichroic mirror
oil bath casing
seal.
Figure 10.3: Modified LIF setup
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Figure 10.4: Seal window of observation
A 12-bit, 1300x1030 pixels scientific Princeton Instruments CCD camera was used to
obtain images of the seal-shaft interface. In order to improve the sensitivity of the camera and
increase its frame rate, a 2x2 binning set up was used (bringing the spatial resolution down to
650x515). This allowed for a maximum frame rate of around 3 Hz which seemed to be sufficient
for the two types of tests that were to be conducted: (1) long term white light dirt ingestion
failure recordings, and (2) short term oil and particle ingestion measurements.
10.3 Long Term Failure Tests (Time Lapse Video)
For the first type of study (long term dirt ingestion failure), it was decided to use a test
dust with known particle distribution, in this case the Arizona fine test dust. This dust has a
particle size range between 0.65 pm and 87.67 pm, with a mean particle diameter of 8.721 pm
and a standard deviation of 1.187 pm, based on volume statistics. Thus although there is a wide
range of particle sizes, the reality is that most of the particles are in a very tight and narrow range
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of sizes (99 % of the particles fall within the 0.65 pm to 4.41 pm range). Since the dirt ingestion
failure process takes several hours, the best way to study it is to "speed it up". This can be
accomplished by subjecting the seal to a very dusty environment and by making sure that the dirt
goes into the seal-shaft interface. This would in fact accelerate the real time failure process, by
subjecting the seal to very extreme conditions. Another option is to use time lapse video, where
the process is artificially accelerated by means of taking pictures or videos of the dirt ingestion
phenomena at a given rate or speed and then playing these pictures or videos at much higher
rates or speeds. To make the dirt ingestion failure recordings, a white light setup using the total
internal reflection illumination scheme was used. The dust lip of the seal was removed and the
dirt particles were supplied directly to the seal-shaft interface region by means of a syringe.
Images of the seal-shaft interface, under this dusty conditions, were taken every 5 seconds, until
the seal failed (profuse oil leakage detection). The pictures were then played at a rate of 15
frames per second, speeding up the failure process 75 times.
10.4 Short Term Ingestion Tests (Laser Induced Fluorescence)
The second type of testing involved the measurement of the ingestion rate of oil, and its
possible correlation to particle ingestion, due to "reverse pumping". The Laser Induced
Fluorescence (LIF) technique was used for the purposes of tracking the oil and particles. LIF is
based on the use of a light source (a laser in this case) to excite a fluorescence substance
(fluorophore or fluorescent dye) that subsequently emits light. The emission from the
fluorescence substance is used as a signal to determine characteristics of interest or simply as a
tracer. In this case, the latter was desired in order to follow the progression of oil and/or particles
as they enter the seal-shaft interface. Due to its high quantum efficiency and high solubility in
oil, Pyrromethene 567 was chosen as the preferred dye for oil tracking purposes. An 8x10-4
moi/liter concentration of Pyrromethene 567 in oil was used. Using a syringe, this mixture of
dye and oil was supplied to the sealing zone, effectively flooding the airside of the seal, and the
progression of the oil meniscus over time recorded with the use of the CCD camera. A
frequency doubled Nd:YAG laser was used as the exciting light source. There are two main
reasons why it is desirable to use this type of laser for this particular application. One is the
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high-energy output of the laser, with energy per pulse levels of around 120 mJ. High dye
excitation levels are required in order to produce a strong fluorescence. But more importantly is
the fact that the Nd:YAG laser is pulsed, with very short pulse durations in the 7-9 ns range.
Due to the high surface speed of the shaft (66.68 mm diameter shaft rotating at 1800 RPM), even
at the minimum shutter speed of the camera (10 ps), over the exposure time of a given frame the
surface of the shaft would move several microns (around 63 Mm). Therefore any particle or oil at
this location would have traveled a distance equivalent to several pixels. This would indeed
produce a blurred image. Due to the short lifetime of fluorescence (typically 1-10 ns), this is
avoided with the use of the Nd:YAG laser which provides excitation light for a very short period
of time (7-9 ns pulse), recording a three thousands of a pixel displacement of the shaft, and
effectively freezing the image (see figure 4.4, chapter 4, section 4.3.1).
In order to correlate particle ingestion to the "reverse pumping" action, fluorescent
polystyrene particles were manufactured. By mixing the fluorescent dye Rhodamine 6G with a
polystyrene-based resin and then using sonic waves to break the resin-dye mixture into small
spheres, it is possible to make fluorescent particles. Once again, using a syringe a mixture of
fluorescent particles and non-fluorescent oil was supplied to the sealing zone and the fluorescent
particles progression recorded in a way similar to the oil ingestion recordings.
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Chapter 11
Results and Analysis
11.1 Oil Ingestion Tests
Oil ingestion tests were conducted on standard production seals having the spiral grooves
and also on production seals with no grooves (pulled out of the manufacturing lane prior to the
final groove etching step). Figure 11.1 shows a sequence of fluorescence pictures taken during
an oil ingestion test for a grooved seal. The position of the oil film meniscus is given by a
clearly distinguishable lower edge of the fluorescence on the pictures. Its progression during the
ingestion process can be traced by monitoring the location of this edge in every picture. The
sequence of pictures in figure 11.1 clearly shows that the meniscus, and therefore the oil, is being
ingested by the "reverse pumping" action of the grooved seal. Figure 11.2 shows the sequence
of fluorescence pictures taken during the same oil ingestion test for a seal with no grooves.
Again, the position of the meniscus is clearly distinguishable as the lower edge of the
fluorescence on the pictures. However, in this case it can be seen that the meniscus location
remains constant throughout the picture sequence. The meniscus, and therefore the oil, does not
seem to be ingested by the non-grooved seal, suggesting a lack of a "reverse pumping" action.
The test was repeated on several grooved and non-grooved seals, with the same outcomes.
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t=2sec t=4sec
t=6sec t=8sec t= 10sec
Figure 11.1: Grooved seal oil ingestion sequence
t=2sec t=4sec
t=6sec t=8sec t= 10 sec
Figure 11.2: Plain seal oil ingestion sequence
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11.2 Particle Ingestion Tests
Particle ingestion tests, as described in the experimental section, were also performed on
the grooved and non-grooved seals. The goal was to determine whether there is a correlation
between the "reverse pumping" action and particle ingestion. The air side of the seal was
flooded with a mixture of non-fluorescent oil with fluorescent particles through the use of a
syringe. As found in the oil ingestion tests, it was expected for the grooved seal to ingest the oil,
but not so for the non-grooved seal. However, in this case the focus was shifted to the particles
present in the oil, and whether they would be ingested or not. Figure 11.3 shows a sequence of
fluorescence pictures taken during a particle ingestion test for a grooved seal. In this case the
fluorescence is coming from the particles and not from the oil. The particles seem to be ingested
in similar fashion to the oil. As the meniscus, and therefore the oil, gets ingested the particles are
carried away from the roll up area into the contact band. It should be noted that a good portion
of the particles seems to stop and accumulate at the beginning of the contact zone. Due to the
small gap at the seal-shaft interface (order of 1 pm) it is difficult for the relatively large particles
to freely move around with the oil in this region. At this point a second driving mechanism,
most likely shear induced migration, would take over. However, in the roll up region,
hydrodynamic dispersion by "reverse pumping" is the main driving mechanism controlling the
migration of particles. This is further supported if one looks at the Stokes number values for
different film thickness. Table 11.1 shows representative values of the Stokes number for the
given dust and oil properties, and representative operating conditions of the seal, with varying
film thickness. For thickness values above 10 pm the Stokes number takes on values below 1,
which means that particles are likely to move with and/or follow the fluid flow. These are
typical values for the film thickness in the roll up area, where the oil lip moves away from the
seal surface. The white cells represent conditions where the Stokes number is less than 1 and the
particles are free to move around. The gray cells represent conditions where the Stokes number
is less than 1, but the particles are not free to move around, that is, contact between particles and
seal and shaft boundaries occur. Finally, the black cells represent conditions where the Stokes
number is greater than 1 and in addition particles are not free to move around.
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Film Thickness (microns)
100 1000
3.3E-053.3E-040.65
1
2
3
4
5
6
7
8
9
10
6.4E-02
7.9E-02
6.4E-03
7.9E-03
Table 11.1: Stokes number for different particle sizes and film thickness values
t=2sec
t=6 sec t=8 sec
t=4sec
t= 10 sec
Figure 11.3: Grooved seal particle ingestion sequence
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7.9E-03 7.9E-04 7.9E-05
3.2E-02 3.2E-03 3.2E-04
7.1E-02 7.1E-03 7.1E-04
1.3E-01 1.3E-02 1.3E-03
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2.8E-01 2.8E-02 2.8E-03
3.9E-01 3.9E-02 3.9E-03
5.1E-01 5.1E-02 5.1E-03
t=0
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11.3 Hydrodynamic Dispersion Mechanism Validation
From these results a scenario for the initial particle ingestion process can be drawn (see
figure 11.4). Dry dust particles reach the seal shaft interface. Due to a wicking action, they draw
the meniscus from its equilibrium position (balance of "reverse pumping" against surface tension
and pressure gradient) to an unstable position towards the airside. This in turns leads to a force
imbalance due to the reduction in the surface tension component (meniscus movement towards
the air side leads to an increase in gap, which results in a decrease in surface tension pressure
differential). At this stage, the force imbalance leads to a partial ingestion of the meniscus in
order to return it to its equilibrium position. The particles that have been engulfed by the initial
wicking action get pull in along with the meniscus and oil towards the seal-shaft interface. The
latter part of this particle ingestion process is clearly supported by the oil and particle ingestion
tests.
1
L =Leq
initial oil film equilibrium
L > Leq
ingestion of particles by reverse pumping
2
L ~ Lcq
engulfing of particles by oil film
4
L Lnewjif eq
new oil film equilibrium
Figure 11.4: Particle ingestion mechanism schematic
However, it is still necessary to validate the disruption of the meniscus location by a
wicking action due to the presence of dry particles in the roll up region. In the oil and particle
ingestion tests performed the disruption of the meniscus equilibrium location was artificially
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accomplished by flooding the air side with oil. Two types of measurements were made in order
to support this theory: contact angle and capillary height. measurements. Contact angle
measurements of oil on a clean Teflon sheet (oil lip material) and on a Teflon sheet lightly
powdered with dust particles were made (see figure 11.5). For the oil on a clean Teflon sheet a
contact angle of around 450 was recorded, while for the oil on a lightly dusted Teflon sheet a
contact angle of 350 was measured. This decrease in contact angle indicates a 16% increase of
the wetting capabilities (cosine of the contact angle) of oil on Teflon when particles are present,
correlating quite well with a movement of the meniscus from its equilibrium position towards the
air side. Capillary height tests were also performed using 1.5 mm inside diameter glass capillary
tubes. Again two types of measurements were performed, using a clean capillary tube and a
capillary tube whose inside had been lightly dusted with particles (see figure 11.6). The capillary
height of the oil on the clean tube was 8.85 mm while the capillary height of the oil on the lightly
dusted tube was 10.18 mm. The capillary height measurements can be related to contact angle by
pgH = 2;rRcos# (11.1)
On the basis of equation (11.1), this increase in capillary height corresponds to a 15%
increase of the wetting capabilities of oil, which correlates quite well with the direct contact
angle measurements calculations, and further supports the suggested oil meniscus movement
from equilibrium under the presence of particles.
Clean Teflon Surface Dusty Teflon Surface
Figure 11.5: Contact angle measurements
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Dusty Capillary
Figure 11.6: Capillary height measurements
11.4 Long Term Failure Tests
Long-term particle ingestion failure tests were performed under white light conditions
(no fluorescence). The seal was subjected to a harsh, dusty environment by blowing dust with
the use of a syringe into the contact area, until the seal would fail (profuse leakage). One of the
expectations from the dirt ingestion recordings was to have the ability to quantify the degree of
failure incurred by the rotating shaft seal through time. It was thought that the seal surface
would incur an aggressive wear, which could have been quantitatively measured. Previous work
done by Ayala et al, (1998), had used the lapse time video technique on oscillating face seals, in
order to asses failure and wear on these type of seals when subjected to an abrasive slurry
environment. Successful measures of the wear band on the seal surface through time were
achieved with this technique (see figure 11.7).
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Clean Capillary
Time l Time 2
Figure 11.7: Oscillating face seals wear band
The dirt ingestion time-lapse videos showed that there was no particular "wear" pattern
on the surface of the rotating shaft seal. An arrangement of irregularly placed amorphous "pits"
started to form on the surface of the rotating shaft seal contact band area (see figure 11.8). The
number and size of these pits seem to increase with time, and more importantly, their progression
seems to coincide with the onset of profuse oil leakage (i.e., seal failure). It was initially thought
that these "pits" corresponded to irregular wear zones on the rotating shaft seal surface. A
posteriori examination of the surface of failed rotating shaft seals, after clean up, with the use of
a Scanning Electron Microscope (SEM) revealed that even though the surface of the seals
incurred some wear, it was minimal, and it did not corresponded to the "pits" observed on the
dirt ingestion videos. The "pits" were far greater in size and much more irregular than any of the
observed wear features on the surface of the seal. Further examination of failed rotating shaft
seals right off from the test rig, no clean up, under the SEM revealed a dirt layer sediment and
dirt particles clustering on the surface of the rotating shaft seals. By carefully reviewing the dirt
ingestion time lapse videos, it was found that the "pits" correspond to irregular indentation and
clustering in the dirt layer that forms on the rotating shaft seal surface.
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Figure 11.8: Rotating shaft seal pits
11.5 Particle Ingestion Failure Mechanics
These observations laid the groundwork for the proof of failure due to dirt ingestion.
This failure mechanism can be described as follows (see figure 11.9): Dirt particles enter the
seal-shaft interface (1) and begin to accumulate on the rotating shaft seal's surface and grooves,
forming a dirt layer that coats most of the oil lip's surface (2). As time progresses, the dirt layer
grows thicker with the ingestion and adhesion of more dirt particles entering the seal-shaft
interface (3). As the dirt layer grows thicker, it also becomes more irregular (4) with dirt
particles accumulating and clustering at certain points while at other points detaching due to the
shearing motion of the rotating shaft. This leads to the formation of the "pits" on the surface of
the dirt layer (5), the size and shape of the irregularities being proportional to the thickness of the
dirt layer. The growing dirt layer starts to push the seal away from the shaft, increasing the
distance between the seal lip and the shaft. However, the effective sealing gap remains
unchanged because of the layer of dirt that has attached to the seal's surface. In addition, due to
the plugging of the grooves with dirt, the seal starts to loose its "reverse pumping" ability. As
the dirt layer grows, it becomes more irregular. As portions of the dirt layer are detached
through the shearing motion of the shaft, the "pits" can amalgamate, producing channels of
sufficient size for the oil inside the chamber to leak (6).
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Figure 11.9: Dirt failure mechanism schematic
Although the quartz shafts used on the dirt ingestion tests did show very clear and distinct
wear tracks, it is believed that the main reason rotating shaft seals fail due to dirt ingestion is
because of this dirt layer formation on their surfaces, and the subsequent seal-shaft interface gap
increase and loss of "reverse pumping" action. For further proof of this theory, a rotating shaft
seal "failed" (profuse oil leakage) during a dirt ingestion test was clean up and the dirt layer
removed from its surface. It was then run, on top of the wear tracks of the quartz shaft, for six
hours with forward rotation and six hours with reverse rotation. No detectable amount of oil
leakage was registered during the entire test. A dirt test was also performed using LIF in order to
assess the oil film thickness at the seal-shaft interface during the dirt ingestion failure process.
For this test the oil in the reservoir was mixed with a fluorescent dye (Pyrromethene 567), so
fluorescence (and therefore light intensity in the pictures) would be proportional to oil film
thickness and independent, to a first approximation, of particle concentration under the seal-shaft
interface. During actual testing it was found that due to the mixing of the dust with the oil, it was
possible to partially track some of the dirt that had clustered and trapped oil. Figure 11.10 shows
a sequence of snapshots taken during the test, where it can be seen how the dust starts to form
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dirt clusters that creep under the seal-shaft interface. Of special interest is the fact that while the
progression and accumulation of clusters under the seal-shaft interface takes place, the oil film
thickness remains essentially unchanged, up to the point where an almost sudden inrush of oil
from the sump fills the seal-shaft interface and failure occurs (profuse leakage). This is readily
noticeable by looking at the time interval between the first six images, where there is no major
change in the oil film thickness characteristics at the interface, and the time interval between the
last six images, where a progressive (but quick) flooding of the interface takes place. It should
also be noticed that the interface flooding occurs through a fingering action of the oil from the
sump. This seems to support the theory that failure occurs due to the formation of a dirt layer on
the seal surface, which increases the actual seal-shaft gap and subsequently develops channels
through which oil can flow and flood the seal-shaft interface, culminating in massive failure
(profuse oil leakage). The sudden nature of the seal failure (inflow of oil into the seal-shaft
interface with subsequent leakage) is due to the fact that certain factors have to come together in
order to produce leakage. The dirt layer, which presumably builds up gradually, needs to reach a
certain thickness, so that the actual seal-shaft gap (distance between the surface of the seal and
the surface of the shaft, disregarding the presence of a dirt layer) is large enough for leakage
flow. Likewise, the grooves must be plugged, by the accumulation of the particles in these
regions, to the point where the "reverse pumping" action is not strong enough. In addition "pits"
in the dirt layer must be big enough to allow for oil to fill and flow through them (this is
probably also related to dirt layer thickness). Finally, there must be enough interconnections
between the dirt layer "pits" to allow the oil from the sump to flood the seal-shaft interface,
culminating in massive failure (profuse leakage).
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t=7 min t=14 min
t=21 min t28 min t =35 min
t=42 min t=45 min t=48 min
t=51 min t=54 min t=57 min
Figure 11.10: Dirt failure and leakage sequence
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Chapter 12
Summary and Conclusions
12.1 Accomplishments
The basic lubrication principles underlying the operation of rotating shaft seals have been
presented. Particular attention has been paid to the role of surface grooves in the sealing process
by providing a "reverse pumping" action. A previous analytical model found in the literature
correlates groove geometry to flow rates under a given pressure differential and it originates
from a simplified Reynolds' equation on the basis of an infinite number of grooves assumption.
This analytical model has been validated with the use of a Finite Difference Model (FDM) for
Stokes' flow applied to the given groove configuration. In addition, different dust particle
migration mechanisms were considered. In particular, the roles of mass diffusion and
hydrodynamic dispersion (particle transport with the fluid flow) were examined, with substantial
evidence pointing to hydrodynamic dispersion by "reverse pumping" as the primary mechanism
of dust particle ingestion. Experimental testing, where oil ingestion and particle ingestion
tracking were achieved through the use of LIF, further supported this. These experiments
showed a direct correlation between the oil ingestion and particle ingestion rates for conditions
where the oil film meniscus is not at an equilibrium location. Disruption of the oil film meniscus
equilibrium position was attributed to a particle induced wicking action. Direct contact angle
and capillary height measurements showed an increase of the wetting capabilities of oil under the
presence of dust particles, correlating quite well with the proposed meniscus equilibrium
disruption under the presence of dust particles. Finally, the mechanics leading to the failure of
the rotating shaft seals due to the aforementioned particle ingestion were presented. A loss of
the "reverse pumping" capabilities due to the plugging of the grooves with dirt and an increase in
the seal-shaft interface gap as a consequence of the clustering dirt pushing the seal surface away
from the shaft surface are the mayor factors leading to catastrophic failure. Understanding of
these simple, yet insightful mechanisms is of utmost importance to seal designers.
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12.2 Future Work
Most of the results presented here have been qualitative. It is necessary to perform a
more quantitative study of the phenomena involved, like the oil and particle ingestion rates.
Experimental quantification of the oil ingestion rates can be accomplished in several ways.
Besides tracking of the meniscus location over time, a non-optical approach can be used. The air
side of the seal can be enclosed and filled with oil. By using a small diameter tube and metering
the oil level in the tube over time, the "reverse pumping" rates can be determined very
accurately. The same scheme can be used to determine leakage rates.
Particle ingestion rates throughout the seal can be accurately measured with the use of
Particle Image Velocimtry (PIV). These migration rates can then be used to correlate the
ingestion of particles to hydrodynamic dispersion and/or shear induced migration. This type of
study requires the use of a faster frame rate camera. It also calls for the implementation of a dust
box, able to contain the particles within the test rig and away from the equipment (steps on this
direction are already being taken).
There should also be a study on the effects that cavitation has on the "reverse pumping"
and overall performance of the seal. The degree of cavitation in the lubricating film could be
controlled by varying the pressure (or vacuum) levels in the sump. The degree of cavitation
could be quantified by means of optical diagnostics, in terms of the number and size of cavitation
sites in the film. Simultaneous cavitation and oil level metering tests can be performed in order
to determine whether there is a correlation between the degree of cavitation and the "reverse
pumping" action.
Finally, further development of analytical and computational models should be made.
The effects of cavitation should be included in both. These models along with the experimental
testing schedule should help establish relationships between the basic seal parameters, hopefully
leading to a better understanding of the mechanics of operation and failure of the rotating shaft
seal.
199
References
Ayala, H., Hart, D. P., Yeh, 0., Boyce, M. C., 1998, "Wear of Oil Containment
Elastomer in Abrasive Slurries", Wear, Volume 220, pp. 9-21.
Brink, R., Czernik, D., Horve, L., 1993, "Handbook of Fluid Sealing", McGraw-Hill, Inc.
Constantinescu, V. N., Galetuse, S., 1992, "On Extending the Narrow Spiral-Groove
Theory to Configurations of Interest in Seals", ASME Journal of Tribology, Volume 114, pp.
563-566.
Coppeta, J., Rogers, C., Philipossian, A., Kaufman, F. B., 1997, "Characterizing Slurry
Flow During CMP Using Laser Induced Fluorescence", Second International Chemical
Mechanical Polish Planarization for ULSI Multilevel Interconnection Conference, Santa Clara,
CA, February 1997.
Coppeta, J., Rogers, C., 1998, "Dual Emission Laser Induced Fluorescence for Direct
Planar Scalar Behavior Measurements", Experiments in Fluids, Volume 25, Issue 1, pp. 1-15.
Gabelli, A. and Poll, G., 1990, "Formation of Lubricant Film in Rotary Sealing Contacts -
Part I: Lubricant Film Modeling", Joint ASME/STLE Tribology Conference, Toronto, Canada,
October 7-10.
Georgiev, N., Alden, M., 1997, "Two-Dimensional Imaging of Flame Species Using
Two-Photon Laser-Induced Fluorescence", Applied Spectroscopy, Volume 51 Number 8, pp.
1229-1237.
Guilbault, G. G., 1990, "Practical Fluorescence", Second Edition, Marcel Dekker, Inc.,
New York.
Hart, D. P., 1999, "Super-Resolution PIV Processing by Recursive Correlation", Journal
of Visualization, Volume 2, Number 3/4, pp. 187-194.
Haugland, R. P., 1999, "Handbook of Fluorescent Probes and Research Chemicals",
Seventh Edition, Molecular Probes, pp. 1.
Hecht, E., 1998, "Optics", Addison-Wesley.
Hidrovo, C. H., Hart, D. P., 1999, "Development of a Dual Purpose Visualization
Technique for the Study of Rotating Shaft Seals", 3 rd ASME/JSME Joint Fluids Engineering
Conference, July 18-23, San Francisco, CA.
Hidrovo, C. H., Hart, D. P., 2000, "Dual Emission Laser Induced Fluorescence
Technique (DELIF) for Oil Film Thickness and Temperature Measurement", Proceedings of
200
ASME FEDSM'00, ASME 2000 Fluids Engineering Division Summer Meeting, June 11-15,
2000, Boston, Massachusetts.
*Hidrovo, C. H., Hart, D. P., 2001, "2D Thickness and Temperature Mapping of Fluids
by Means of a Two Dye Laser Induced Fluorescence Ratiometric Scheme", Proceedings of the
3 rd Pacific Symposium on Flow Visualization and Image Processing, March 18-21, 2001, Maui,
Hawaii.
**Hidrovo, C. H., Hart, D. P., 2001, "Emission Reabsorption Laser Induced Fluorescence
(ERLIF) Film Thickness Measurement", Volume 12, Number 4, pp. 467-477.
Hiltner, J., Samimy, M., 1997, "Impact of Injection Timing on In-Cylinder Fuel
Distribution in a Natural Gas Powered Engine", Combustion Processes in Engines Utilizing
Gaseous Fuels SAE Special Publications, Volume 1278, pp. 51-60.
Horve, L., 1987, "A Macroscopic View of the Sealing Phenomenon for Radial Lip Oil
Seals", Proceedings, 11th International Conference on Fluid Sealing, B. S. Nau, ed., BHRA, pp.
710-731.
Horve, L., 1991, "The Correlation of Rotary Shaft Radial Lip Seal Service Reliability and
Pumping Ability to Wear Track Roughness and Microasperity Formation", SAE International
Congress and Exposition, Detroit, paper No. 910530.
Horve, L., 1992, "Understanding the Sealing Mechanism of the Radial Lip Seal for
Rotating Shafts", Proceedings, 13th International Conference on Fluid Sealing, B. S. Nau, ed.,
BHRA, pp. 5-20, Kluwer Academic Publishers.
Inagaki, H., Saito, A., Murakami, M., Konomi, T., 1997, "Measurement of Oil Film
Thickness Distribution on Piston Surface Using the Fluorescence Method (Development of
Measurement System)", JSME International Journal, Series B, Volume 40 Number 3, pp. 487-
493.
Jagger, E. T., 1957, "Study of the Lubrication of Synthetic Rubber Rotary Shaft Seals",
Proceedings, Conference on Lubrication and Wear, Inst. of Mech. Eng., pp. 409-415.
Jagger, E. T., 1966, "Further Studies of the Lubrication of Synthetic Rubber Rotary Shaft
Seals", Proceedings, Institution of Mechanical Engineers, Vol. 181, Part 1, No. 9, pp. 191-204.
Joffe, A. Y., Sayenko, V. F., Denisov, N. A., Dets, S. M., Buryi, A. N., 1999, "Early
Diagnosis of Gastric Cancer with Laser Induced Fluorescence", Proceedings of SPIE, Volume
3567, pp. 10-17.
Johnston, P. E., 1978, "Using the Fraction Torque of Rotary Shaft Seals to Estimate the
Film Parameters and the Elastomer Surface Characteristics", Proceedings, 8th International
Conference on Fluid Sealing, B. S. Nau, ed., BHRA.
201
Kammiller, M., 1986, "Zur Abdichtwirkung von Radial-Wellendichtringen", Dr.-Ing.
Thesis, Universitat Stuttgart, Stuttgart.
Kompenhans, J., Kahler, C., Schrider, A., Stanislas, M., Vollmers, H., Dieterle, L.,
Schneider, G., Stuff, R., Monnier, J.-C., Gilliot, A., 2001, "Development and Application of
Advanced PIV Systems in Aerodynamics", Proceedings of the 3 rd Pacific Symposium on Flow
Visualization and Image Processing, March 18-21, 2001, Maui, Hawaii.
Kovacs, A., 1995, "Visualization of Fuel-Lubricant on the Cylinder Surface in the
Combustion Chamber of SI Engines", Lubrication Science, Volume 7 Number 2, pp. 14 9 - 16 2 .
Lebeck, A. 0., 1991, "Principles and Design of Mechanical Face Seals", John Wiley &
Sons, Inc.
MUller, H. K., 1987, "Concepts of Sealing Mechanism of Rubber Lip Type Rotary Shaft
Seals", Proceedings, 11th International Conference on Fluid Sealing, B. S. Nau, ed., BHRA, pp.
698-709.
Perkins, T. T., Smith, D. E., Chu, S., 1997, "Single Polymer Dynamics in an Elongational
Flow", Science, Volume 276, pp. 2016-2021.
Poll, G., Gabelli, A., Binnington P. G., Qu, J., 1992, "Dynamic Mapping of Rotary Lip
Seal Lubricant Films by Fluorescent Image Processing", Proceedings, 13th International
Conference on Fluid Sealing, B. S. Nau, ed., BHRA.
Saeki, S., Hart, D. P., 2001, "Investigation on YAG(532) Laser Dyes for Oil Film
Thickness and Temperature Measurement", Proceedings of the 3 rd Pacific Symposium on Flow
Visualization and Image Processing, March 18-21, 2001, Maui, Hawaii.
Sakakibara, J., Adrian, R. J., 1999, "Whole Field Measurement of Temperature in Water
Using Two-Color Laser Induced Fluorescence", Experiments in Fluids, Volume 26, Issue 1/2,
pp. 7-15.
Salant, R. F. and Flaherty, A. L., 1994, "Elastohydrodynamic Analysis of Reverse
Pumping in Rotary Lip Seals with Microundulations", ASME Journal of Tribology, Vol. 116, pp.
56-62.
Salant, R. F. and Flaherty, A. L., 1995, "Elastohydrodynamic Analysis of Reverse
Pumping in Rotary Lip Seals with Microasperities", ASME Journal of Tribology, Vol. 117, pp.
53-59.
Salant, R. F., 1996, "Elastohydrodynamic Model of the Rotary Lip Seal", ASME Journal
of Tribology, Vol. 118, pp. 292-296.
Shaw, M. C., Macks, E. F., 1949, "Analysis and Lubrication of Bearings", McGraw-Hill,
Inc.
202
Shi, F., Salant, R. F., 2000, "A Mixed Soft Elastohydrodynamic Lubrication Model with
Interasperity Cavitation and Surface Shear Deformation", ASME Journal of Tribology, Volume
122, pp. 308-316.
Stakenborg, M. J. L., 1988, "On the Sealing Mechanism of Radial Lip Seals", Tribology
International, volume 21, pp. 335-340.
Suh, N. P., 1986, "Tribophysics", Prentice Hall.
Thirouard, B., Hart, D. P., 1998, "Investigation of Oil Transport Mechanisms in the
Piston Ring Pack of a Single-Cylinder Diesel Engine, Using Two-Dimensional Laser Induced
Fluorescence", SAE Transactions, Journal of Fuels and Lubricants, Volume 107, pp. 2007-2015.
Wang, N. S., Rinaudo, P. J. B., McAvoy, T. J., 1988, "Laser-Induced Fluorescence
Monitoring of Multicomponent Aromatic Amino Acids", Presented at 196th National ACS
Meeting, September 25-30, 1988, Los Angeles, California.
203
