To obtain this micrograph, we use a silicon nitride probe with a resonant frequency of approximately 1.6 MHz and a nominal tip radius of 5 nm, and we operate the atomic force microscope with a scan resolution of 2 nm and a scan rate of 1.0 Hz. Nine measurements of two breaks in the same monolayer give a change in height of 0.340 nm  0.006 nm. This value of uncertainty denotes a confidence interval of 95% for a t-distribution with 8 degrees of freedom. The experimental and nominal values of the monolayer thickness agree within measurement uncertainty, indicating the accuracy of this calibration. The relative uncertainty of 1.8% of this calibration measurement of a subnanometer reference material nearly quadruples that of the calibration measurement of a submicrometer reference material in the paper. However, the absolute value of this uncertainty of 0.006 nm is an order of magnitude smaller than additional absolute uncertainties from roughness variation and flatness errors, and is therefore insignificant. (100) surface with a planar topography that we measure using typical parameters. The black triangle to the left of the color code indicates the zero plane. (c-e) Sections of atomic force micrographs showing that the surface roughness that we measure fluctuates randomly as scan rate decreases. (f-h) Sections of atomic force micrographs showing that the roughness that we measure increases monotonically as scan resolution decreases, indicating a systematic bias from this parameter. (i-k) Sections of atomic force micrographs showing that the roughness that we measure remains constant as the radius of the probe tip decreases. We report surface roughness quantities as root-mean-square values from more than 6×10 2 data points with more than 4×10 4 replicate taps per data point. The measurement area of the test surface is 4 µm 2 . Ignoring any correlations of these parameters, these ten measurements of roughness result in a mean of 0.23 nm and a standard deviation of 0.03 nm, while the typical measurement parameters from the paper result in a roughness of 0.22 nm. Following the standard guidelines, 2 an evaluation of uncertainty by statistical means gives an uncertainty of 0.07 nm, representing a confidence interval of 95% for a t-distribution with 9 degrees of freedom. However, due to the systematic variation of the measurement results, an evaluation of the uncertainty by other means is also appropriate, in which case an uncertainty of 0.07 nm represents a confidence interval of 100% for a uniform distribution, or a conservative estimate of the limit of uncertainty. The low scatter of the roughness values in Fig. 3 relative to 0.07 nm suggests that our uncertainty evaluation is ultimately conservative. Plot showing milled depth remaining nearly constant as overlap ratio increases. We maintain a nearly constant dose by decreasing both the pattern area and the number of passes. Vertical bars are two standard deviations of surface roughness, including the effects of nonplanar surface topography. (c-f) Atomic force micrographs and corresponding sections showing, in a finer analysis of surface topography, the transition from periodic nanostructures to planar surfaces. We normalize the section depths to zero at the mean values for clarity. The raster scanning of the focused ion beam forms lines in the case of inadequate overlapping of the beam profile. In this test, we estimate the beam diameter by fitting overlapping Gaussian functions to the peaks in the section of (c), using the method of damped least squares, resulting in an adjusted R 2 of 0.998 and a full-width at halfmaximum of 172 nm ± 12 nm. The first two peaks in the section of (c) show this analysis in brief. At short dwell times, delays from the time of flight of ions may cause a scanning offset that produces the complex raster pattern. While we intend to pattern planar surfaces with subnanometer roughness, variable overlapping of the focused ion beam also enables control of the transition from periodic nanostructures to planar surfaces, which may be useful in the future. The black triangle to the left of the color code indicates the zero plane. showing, in a finer analysis of surface topography, the transition from planar surfaces with subnanometer roughness to periodic nanostructures with subnanometer crests and troughs. We normalize the section depths to zero at the mean values for clarity. The surface roughness is twodimensional, while the sections emphasize one-dimensional aliasing errors. These results show that, for a particular focused ion beam profile, the magnification of the focused ion beam system can affect surface topography at the atomic scale. We report this artifact here for completeness but otherwise we avoid it. The black triangle to the left of the color code indicates the zero plane. Fig. 3c and Fig. 3d , showing that it is possible to simultaneously achieve vertical resolution of less than 1 nm and lateral resolution of less than 100 nm. * We use the method of damped least squares to fit linear and quadratic models to the data in Fig. 3b . Depth increments are mean values ± two standard deviations, quantifying the distribution widths in Fig. 3c . Plot showing manufacturer data of the emission spectra for the dye that we use to calibrate optical interference and the nanoparticles that we test, as well as the bandpass of the emission filter. The emission spectra of dye and nanoparticles are similar and we neglect the small discrepancy between them. We note that even if we ignore the effects of optical interference and do not perform this calibration, then the scaling exponent b in the paper changes only from 4.0 to 3.8, although the systematic effects in Fig. 6b become evident as systematic errors in Fig. 6c , worsening the fits and impeding a quantitative analysis. This is because the dye calibration data in Fig. 6b deviates systematically but not grossly from a linear trend over the range of nanoparticle test data in Fig. 6c . Therefore, our conclusion about nonvolumetric scaling is robust against the effects of optical interference. where Ndye is the number of dye molecules, D is the particle diameter, and a and b are floating constants, to the data using the method of damped least squares. This gives a value of b of 2.99 ± 0.01, indicating that the number of dye molecules scales with particle volume over the full range of particle diameters. This analysis is only semi-quantitative, however, as the manufacturer does not report measurement uncertainties, scatter of the data is evident, and the density of data is too low to quantify the relationship between nanoparticle size and fluorescence intensity for diameters in the range of our experiment. In contrast, we present data in Fig. 6b with quantitative uncertainties and with a density that is an order of magnitude higher, by fractionating a size distribution that comprises one data point in the gray inset. 
Note S1 Interference calibration
We express our calibration process in equation notation. For clarity of notation, we use an index of step number here in the supplement, rather than a value of nanofluidic depth or excluded depth as in the paper.
dye,cal n = dye n − bg n ff n ff 36
:
Step number from 1 to 36 We implement this calibration process involving dye over the 36 steps of the staircase structure, as Fig. 5 and 6 show. However, due to the small numbers of nanoparticles that we sample at the tails of the size distribution, we show only 28 values of fluorescence intensity for nanoparticles.
Supplementary references

