Ostrogradsky theorem states that Hamiltonian is unbounded when Euler-Lagrange equations are higher than second-order differential equations under the nondegeneracy assumption. Since higher-order nondegenerate Lagrangian can be always recast into an equivalent system with at most first-order derivatives by introducing auxiliary variables and constraints, it is conceivable that the link between ghost and higher derivatives may be reinterpreted as a link between ghost and constraints and/or auxiliary variables. We find that the latter point of view actually provides more general perspective than the former, by exploring the un/boundedness of the Hamiltonian for general theories containing auxiliary variables, for which Euler-Lagrange equations can be essentially second order or lower than that. For Lagrangians including auxiliary variables nonlinearly, we derive the degeneracy condition to evade the Ostrogradsky ghost that can apply even if auxiliary variables can be solved only locally. For theories with constraints with Lagrange multipliers, we establish criteria for inclusion of nonholonomic (velocity-dependent) constraints leading to an unbounded Hamiltonian. Our criteria include the Ostrogradsky theorem as a special case, and can detect not only ghost associated with higher-order derivatives, but also ghost coming from lower-order derivatives in system with constraints. We discuss how to evade such a ghost. We also provide various specific examples to highlight application and limitation of our general arguments.
I. INTRODUCTION
Constraints are ubiquitous in physics. This is because in general Lagrangians involve not only dynamical variables but also nondynamical variables, whose derivatives do not appear in the Lagrangian. The Euler-Lagrange equations for such variables yield constraint equations, which contain nondynamical variables, dynamical variables, and/or their derivatives. If they can be solved for nondynamical variables, one can eliminate such variables by substituting their solutions back into the Lagrangian. If they restrict evolution of dynamical variables, they reduce the number of degrees of freedom in phase space. The constraints play an important role to eliminate the Ostrogradsky ghosts associated with higher-derivative theories for two reasons: rewriting a higher-derivative theory to an equivalent lower-derivative theory allows us a systematic study, and imposing appropriate constraints remove ghost degrees of freedom, allowing a construction of ghost-free theory. Since the second role is more directly related to the elimination the ghost degrees of freedom, one may think that the first role is not essential. However, the first role actually tells us a close interplay between ghosts and constraints.
To revisit the first role, let us begin with the Ostrogradsky's theorem [1, 2] . The Ostrogradsky's theorem states as follows:
Theorem 1 (Ostrogradsky theorem) Let a Lagrangian involves n-th order finite time derivatives of variables. If n ≥ 2 and the Lagrangian is nondegenerate with respect to the highest-order derivatives, the Hamiltonian of this system is unbounded from below and above.
Furthermore, it was shown recently that the unbounded Hamiltonian outlasts even after quantization [3] . If the assumption of the Ostrogradsky theorem is satisfied, the Euler-Lagrange equations form a system of 2n-th order differential equations. While the Ostrogradsky theorem focuses only on the ghost degrees of freedom associated with the highest-order derivatives in the Euler-Lagrange equations, in general non-highest but higher-order derivatives also lead to an unbounded Hamiltonian [4] . Therefore, in general, higher-derivative Lagrangian having higher-order system of Euler-Lagrange equations suffers from unbounded Hamiltonian. This is considered to be the reason why the laws of physics are described by second-order differential equations rather than higher-order ones. However, one can always rewrite a higher-derivative Lagrangian L = L(φ,φ,φ, · · · ) as an equivalent Lagrangian L eq = L(q I ,q I ) + λ a C a (q I ,q I ) up to first-order time derivatives by introducing Lagrange multipliers λ a and constraints C a = q a −q a−1 . In this case, un/boundedness of Hamiltonian is determined by the form of L(q I ,q I ) and C a . The higher-derivative nature of the original Lagrangian is encoded into C a in the equivalent lower-order Lagrangian. Then, a natural question arises: Does the Ostrogradsky instability exist only for this particular C a ? If this is not the case, a Lagrangian with auxiliary variables and constraints that cannot be recast to higher-order system could also suffer from the unbounded Hamiltonian, for which the Euler-Lagrange equations form a second-or lower-order system of differential equations. Then, the ghost would be associated with auxiliary variables and/or constraints rather than higher-order derivatives.
Theory
General argument Example with ghost Example without ghost L(φ0,φ0, φ0,q, q)
§III (see also §VI B) L(φ0,φ0, φ0,q, q, ξ i ) §IV A §IV B L0(q I , q I ) + λ a Ca(q I ) §V A L0(q I , q I ) + λ a Ca(q I , q I ) §V B §VI A (6.8), §VI B, §VI D (6.48) §VI D (6.43) L0(q I , q I , ξ i ) + λ a Ca(q I , q I , ξ i ) §V C, §V D §VI A (6.18), §VI C TABLE I. Theories we address in the present paper, where φ0, q I are dynamical variables, ξ i are solvable auxiliary variables, and λ a are Lagrange multipliers for constraints Ca. See also the notation summarized in §II B.
Therefore, considering Lagrangian with auxiliary variables and constraints would provide a more general perspective than the Ostrogradsky theorem.
On the other hand, as mentioned above, the second role has been focused as the essence of the elimination of the Ostrogradsky ghosts. Chen et al. [5] investigated nondegenerate higher-derivative Lagrangian with constraints, and concluded that the Ostrogradsky instability can only be removed by the addition of constraints if the original theory's phase space is reduced. Together with the first role of the constraints, Ostrogradsky ghosts in arbitrary higher-derivative theories can be systematically eliminated by imposing an appropriate set of constraints [6] [7] [8] . These results are reasonable since ghost degrees of freedom in phase space are removed by a certain set of constraints. However, from more general point of view, is adding constraints always a good thing? In principle, constraints would eliminate healthy degrees of freedom rather than ghosts, or would not reduce phase space dimension. It is not clear what happens for these cases.
To address these questions, in this paper we consider general Lagrangian with auxiliary variables and constraints. We find that the Ostrogradsky instability, which has been regarded to originate from the higher-derivative nature of the Lagrangian, is more generally related to constraints that does not reduce the phase space dimension. Indeed, we find that more general systems exhibit the same type of unbounded Hamiltonian due to terms linear in canonical variables. The main theorem we prove in the present paper is as follows:
Theorem 2 Let a Lagrangian L = L 0 (q I , q I ) + λ a C a (q I , q I ) be equipped with constraints C a = 0 via the Lagrange multipliers λ a , where the dimensions of q I and λ a are n and m (n ≥ m), respectively. The Hamiltonian is not bounded from below and above if the following three conditions are satisfied: 1. The Lagrangian is nondegenerate with respect tȯ q I . 2. The constraints do not reduce the phase space dimension of q I . 3. Either a) the system does not allow a solutioṅ q I = 0 = ∂L ∂q I under C a = 0, or b) at least one of the constraints has q I dependency at the solutionsq I = 0 = ∂L ∂q I under C a = 0.
For more mathematically precise statement of the theorem will be provided as the conditions 1-3 formulated in §V B together with its proof. As we shall discuss there, Ostrogradsky's theorem can be then viewed as a special case of the Theorem 2. The violation of, at least, one of the conditions 1-3 is necessary (but not sufficient) condition to prevent the appearance of the ghost. We will show various examples with an unbounded Hamiltonian attributed to adding constraints and those with a bounded Hamiltonian due to violation of the conditions.
The above consideration suggests a rich structure of systems with nondynamical variables and/or constraints. The purpose of the present paper is to establish a deeper understanding of these systems, which shall be highlighted in §II A by a suggestive example. In particular, we prove Theorem 2 as a generalization of Theorem 1 known as the Ostrogradsky theorem. To this end, we shall classify theories with nondynamical variables and/or constraints, for each of which we address general arguments as well as specific examples. The classification and the structure of the rest of the paper is summarized in 
II. OVERVIEW AND NOTATION
In §II A, as an overview of the present paper, we provide a pedagogical example on the interplay between various Lagrangians that are linked by virtue of nondynamical variables and constraints (see Fig. 1 for a summary). We shall revisit this example in §VI C. In §II B, we summarize our notation which we use throughout the present paper.
A. Interplay between Lagrangians
Let us consider a system of two free particles:
which is clearly free from any instability. However, when a nonholonomic (velocity-dependent) constraint Q −φ = 0 is added to the system, the Lagrangian,
is equivalent to a higher-derivative Lagrangian
since the constraint can be solved as Q =φ. From Theorem 1, the Lagrangian (2.3) suffers from the Ostrogradsky ghost. Hence, the "constrained" Lagrangian (2.2) also suffers from the Ostrogradsky ghost. Note that the phase space dimension of both (2.1) and (2.2) is four; the nonholonomic constraint Q −φ = 0 does not eliminate the degree of freedom of either Q or φ. Furthermore, the constraint Q −φ = 0 has the Q dependency. Therefore, Theorem 2 also concludes the system (2.2) exhibits an unbounded Hamiltonian.
Although for this theory both of Theorem 1 and Theorem 2 works for (2.3) and (2.2), respectively, Theorem 2 can apply to a wider class of theories than Theorem 1. Actually, an unbounded Hamiltonian can show up even if a Lagrangian cannot be rewritten as a higher-derivative theory. For such a case, we can still exploit Theorem 2 while Theorem 1 does not apply. We shall provide specific examples for such a case in §V B, §V D and §VI A. Hence, Theorem 2 provides us a more general and robust point of view to unveil the origin of ghost as nonholonomic constraints that do not reduce the phase space dimension, rather than Theorem 1 interpreting the origin of ghost as the nondegeneracy of the Lagrangian with respect to the highest-order derivatives.
We then consider
which has three variables but only has two dynamical degrees of freedom since ξ is nondynamical. The Lagrangian (2.4) would be one of the simplest degenerate Lagrangian in the sense that ξ does not have a kinetic term. Similarly to the previous example, we add a nonholonomic constraint and consider a new Lagrangian
5)
which can be also obtained by introducing nondynamical variable ξ to the Lagrangian (2.2), which suffers from the ghost. Contrary to (2.2), the Lagrangian (2.5) is free from the Ostrogradsky ghost: the ghost is exorcised by inclusion of the nondynamical variable ξ, namely the violation of the condition 1. Indeed, the constraint can be solved as Q =φ − ξ and then Lagrangian becomes a degenerate higher-order theory
A more straightforward way to see the ghost-freeness is solving the constraint as ξ =φ − Q. Substituting it, we obtain the Lagrangian
which is clearly free from the Ostrogradsky instability. Two Lagrangians (2.6) and (2.7) are related via Q =φ − ξ, which can be regarded as the invertible transformation.
B. Notation
Throughout the present paper, we use the following notation. Our Lagrangian L depends on three kinds of time-dependent variables, q I , λ a , ξ i . The variables q I denote dynamical variables, whose first-order derivatives are included in the Lagrangian, whereas λ a and ξ i denote nondynamical variables, whose derivatives do not appear in the Lagrangian and dynamics are determined by q I . The variables λ a are Lagrange multipliers, appearing in the Lagrangian only linearly. On the other hand, the variables ξ i are solvable nondynamical variables by the use of their equations of motion, i.e. the Lagrangian is nonlinear in ξ i . The indices run over as follows: I, J, K, · · · ∈ (1, 2, · · · , n),
i, j, k, · · · ∈ (1, 2, · · · , ), (2.10)
with m ≤ n + . Therefore, the general Lagrangian discussed in this paper is given by
We shall investigate subclasses of this model in order (see Table I ). We also use the following notations to express the derivatives of the Lagrangian with respect the variables: Hence, there are no additional primary constraints and the total Hamiltonian of (2.11) is given by
where ζ a and ζ i are the Lagrange multipliers to implement the primary constraints (2.15). In the Hamiltonian,q I are understood as the solutions of the equations
Hence,q I are generally functions of q J , p J , λ a and ξ i . While the Lagrangian (2.11) contains at most first-order derivatives, it implicitly includes higher-derivative theories by virtue of the Lagrange multipliers. To make this point clearer, we shall use φ 0 to explicitly denote a higher-derivative variable. For instance, let us consider a higher-derivative Lagrangian
19)
with an assumption ∂ 2 L/∂φ 2 0 = 0. This Lagrangian is equivalent to
21)
where φ 1 , Φ 2 are auxiliary variables corresponding toφ,φ, and λ is a Lagrange multiplier. While both of L eq1 and L eq2 describe the same theory and belong to the general form (2.11), they fall into different classes, since L eq1 contains a multiplier but L eq2 does not. We shall deal with various types of Lagrangians, which are summarized in Table I . L eq1 and L eq2 are classified into the fourth and second class in Table I , respectively. For the higher-derivative theory, instead of (2.12) and (2.14), we shall use the notation for derivatives In this section, following [6] , we briefly review how to eliminate the Ostrogradsky ghosts in general higher-order theory without auxiliary variable by imposing degeneracy condition. We consider a general higher-order Lagrangian
for φ 0 = φ 0 (t) and q = q(t). Note that in principle all the variables can be dynamical, and none of them are a priori auxiliary variables. In principle this system has three degrees of freedom, one of which is associated with an Ostrogradsky ghost. By imposing a certain condition, known as the degeneracy condition, we can eliminate the unwanted ghost degree of freedom. We shall use an equivalent form (2.21) by the use of the additional variables Φ 2 and λ. The (non)existence of the Ostrogradsky ghost in the other equivalent form (2.20) will be discussed in §VI B. For derivatives of the Lagrangian, we use the notation (2.22). For the following, we assume that L Φ2Φ2 = 0 and Lqq = 0. If the first assumption L Φ2Φ2 = 0 is not satisfied, by integration by parts, the Lagrangian is equivalent to the one involving at most firstorder derivatives. Needless to say, since (2.21) is obtained by replacingφ 0 with Φ 2 , the condition L Φ2Φ2 = 0 means
The second condition Lqq = 0 guarantees that q is a dynamical degree of freedom.
While in [6] (and in (2.20)) we replacedφ 0 by another variable, in (2.21) we replacedφ 0 instead. In (2.20), the variable λ is a nondynamical variable but φ 1 is dynamical. On the other hand, in (2.21) the variable λ is dynamical while the variable Φ 2 is a nondynamical variable. The Euler-Lagrange equation for Φ 2 is given by
From the implicit function theorem, under the assumption L Φ2Φ2 = 0, we can solve (3.2) as Φ 2 = Φ sol (φ 0 , φ 0 ,q, q, λ). Below we erase Φ 2 and consider the Lagrangian
2) and taking derivatives, we obtain the following formulae
From the Lagrangian (3.3), the canonical momenta are given by
where we used (3.2). Clearly,λ andφ 0 can be always solved in terms of canonical variables. Ifq is also solvable, the corresponding Hamiltonian is
where it is understood thatφ 0 = p λ andq =q(p q , p λ , φ 0 , q, λ). In particular,φ 0 andq are independent of p φ . Hence, p φ appears only in the first term and the Hamiltonian is linear in p φ . As a result, the Hamiltonian is unbounded from below, which manifests the existence of the Ostrogradsky ghost.
To obtain a ghost-free theory, one needs to assume thatq is not solvable, i.e.
This requirement is equivalent to impose
From the assumptions Lqq = 0 and L Φ2Φ2 = 0, L Φ2q = 0 is necessary to satisfy the condition (3.12). The condition (3.12) is nothing but the degeneracy condition [6] ,
Under this condition, (3.9) turns to be a primary constraint on p q . It can be easily confirmed that the preservation of the primary constraint through time evolution yields a secondary constraint which is linear in p φ with a coefficient
∂Φ2 ∂λ Φ2=Φ sol = 0 due to Lq Φ2 = 0 and (3.6). Therefore, the secondary constraint fixes p φ in terms of other canonical variables and then the on-shell Hamiltonian is no longer linear in canonical variables.
Thus, the degeneracy condition guarantees the existence of constraint, and it indeed removes the Ostrogradsky ghost. Note that the degeneracy condition or the existence of additional constraint itself is still not sufficient. One needs to check that the additional constraint indeed eliminates linear momentum term from the on-shell Hamiltonian. While we considered the simplest case, a set of degeneracy conditions can be derived for Lagrangian with multiple variables with second-order derivatives [6] , and even for Lagrangian with arbitrary higher-order derivatives [7, 8] , under which the absence of the Ostrogradsky ghosts can be confirmed.
IV. DEGENERATE THEORY WITH SOLVABLE AUXILIARY VARIABLES
Generalizing the argument in §III, let us proceed to consider the following Lagrangian with ξ i :
In contrast to (3.1), ξ i are a priori auxiliary variables. The Euler-Lagrange equations for ξ i are given by
Under the assumption det(L ij ) = 0, from the implicit function theorem, all variables ξ i can be algebraically solved in terms ofφ 0 ,φ 0 , φ 0 ,q, q. Again, this system has in principle three degrees of freedom, and one of them is the Ostrogradsky ghost, which we can eliminate by imposing degeneracy condition as we shall see below.
A. Degeneracy condition
In this section, we derive degeneracy condition for the theory (4.1) under the assumption det(L ij ) = 0, with which we can solve (4.2) for all ξ i . We shall address the case with L ij = 0, which means ξ i are Lagrange multipliers (and we shall denote them λ a ), in §V. A caveat here is that even if det(L ij ) = 0, there is an exceptional case where the auxiliary variable is essentially Lagrange multiplier by a redefinition of the auxiliary variable. A simple example is
While this example satisfies L ξξ = 0, one can redefine Ξ = ξ 2 , which is clearly a Lagrange multiplier. Such a case can be removed by requiring det(L ij ) ≈ 0 instead of det(L ij ) = 0, where ≈ means that the equality does not hold after taking into account all the constraints. For the following, for simplicity we do not consider the exceptional case. We denote ξ i sol = ξ i sol (φ 0 ,φ 0 , φ 0 ,q, q) as the solutions of (4.2). Plugging the solution to (4.1), the Lagrangian is formally given byL
The degeneracy condition ofL can be obtained by computing the determinant of the Hessian of the LagrangianL. A difficulty here is that it is generally hard (or may be impossible globally) to obtain the explicit solutions ξ i = ξ i sol . However, one can obtain the degeneracy condition without obtaining the explicit solutions. In parallel to (3.4)-(3.6), plugging ξ i = ξ i sol into (4.2) and taking derivatives, we can write down derivatives of ξ i sol in terms of derivatives of the original Lagrangian as
where L ij is the inverse matrix of L ij . The Hessian of the LagrangianL is then given by
where using (4.2) and (4.5) the elements are given by
The degeneracy condition is given by
Taking into account the constraint equation (4.2) instead of ξ i = ξ i sol , the degeneracy condition (4.10) can be equivalently written as a useful form
Here, f i is a set of regular functions under ξ i = ξ i sol . Note that one does not need to explicitly solve ξ i = ξ i sol to check the degeneracy condition (4.11). To show the degeneracy of the system, one only needs to check the equality of the left-hand side of (4.11) to a linear combination of the constraints L i , i.e. to show the existence of the regular functions f i .
B. Examples
As an application of the degeneracy condition (4.11), let us see several examples. As a consistency check, we begin with the simplest example
Clearly, ξ does not affect the degeneracy of the theory nor the dynamics of other variables, and ξ = q from the Euler-Lagrange equation. As expected, in this case, (4.11) is reduced to the standard degeneracy condition (3.13). More generally, the degeneracy condition (4.11) is the same as the standard one (3.13) if the auxiliary variables couple with neitherφ 0 norq, i.e. if the Lagrangian takes the following form:
which is similar to the toy model presented in [5] . We can check the degeneracy of the Lagrangian (4.14) in several ways. Since the Euler-Lagrange equation for ξ is given by ξ =φ 0 , plugging it back into the Lagrangian we obtaiñ L =q 2 /2 + L 0 (φ 0 , φ 0 , q), which is clearly free from ghost. Another way is to redefine the auxiliary variable as Ξ ≡ ξ −φ 0 . One then obtains the trivially ghost-free Lagrangian L =q 2 /2 + Ξ 2 /2 + L 0 (φ 0 , φ 0 , q). We can also apply the known degeneracy condition for multiple variables [6] by rewriting −ξφ 0 toξφ 0 by integration by parts and regarding the Lagrangian as L = L(φ 0 ,φ 0 ,q, q,ξ, ξ). Finally we can easily check that the Lagrangian (4.14) satisfies the degeneracy condition (4.11). Another example is
with the assumption L 0qq = 0, which is a generalization of the toy model of [9] . This example is clearly free from the Ostrogradsky ghost because the Lagrangian can be rewritten as the form L = L(φ 0 , φ 0 , q,ξ, ξ) when performing integration by parts. One can then eliminate q by the use of its Euler-Lagrange equation as far as L 0qq = 0 and obtain the Lagrangian in terms of two dynamical variables φ 0 , ξ without higher derivatives *1 . However, if we regard ξ as an auxiliary variable, in general its Euler-Lagrange equation L ξ = 0 may not be explicitly solved. Nevertheless, the degeneracy condition (4.11) allows us to check the degeneracy without solving and substituting ξ.
As the final example, let us consider
where c is a constant and L 0qq = 0. A priori, it might not be so straightforward to derive the Ostrogradsky ghost-free condition without using (4.11). On the other hand, by the use of (4.11), one can easily obtain the degeneracy condition
Therefore, the Lagrangian (4.16) is free from the Ostrogradsky ghost if c = 1. Indeed, (4.16) with c = 1 can be reduced to the form of (4.15) by redefining the auxiliary variable. The Lagrangian (4.16) can be rewritten as
Therefore, for c = 1, we can further rewrite it as
where we have redefined the auxiliary variable Ξ ≡φ 0 +q + ξ. In parallel to (4.15), we can perform integration by parts to removeq,φ 0 from the Lagrangian and can eliminate q by using its equation of motion; then, we conclude the Lagrangian no longer has a higher derivative nor auxiliary variable. Let us summarize general lessons from these examples. For simple models there are several ways to check the degeneracy in general. While some of them could be more straightforward than checking the degeneracy condition (4.11), they are case-by-case basis whereas the latter always applies and hence provides a systematic check. Previously known ghost-free examples can be also understood by the degeneracy condition (4.11) from a unified point of view. Furthermore, the degeneracy condition (4.11) is a powerful tool especially to investigate more involved Lagrangians, and helps to extract a case free from the Ostrogradsky ghost.
V. THEORIES WITH LAGRANGE MULTIPLIERS
In this section, we shall consider theories with Lagrange multipliers λ a as well as solvable auxiliary variables ξ i we considered in §IV. The inclusion of the Lagrange multipliers and the constraints implemented by λ a enables us to discuss various systems in a unified way: higher-derivative Lagrangian can be reduced to a Lagrangian with at most first-order derivatives (see Eqs. (2.20) and (2.21)), and a system with a first class constraint can be reduced a system with a couple of second class constraints by introducing a gauge fixing condition as a constraint. We therefore do not consider either systems with higher derivatives or with first class constraints in this section. Note that in general the *1 In the case L 0qq = 0, the variable q turns to be a Lagrange multiplier after the integration by parts. The system with Lagrange multipliers will be discussed in the next section.
Hamiltonian is not necessarily linear in λ a even when the Lagrangian is linear in the Lagrange multipliers, and vice versa. In the present case, we assume that the Lagrangian is linear in λ a and nonlinear in ξ i , but it is not necessarily the case for the Hamiltonian. Below we shall address three types of Lagrangians, which are summarized in Table I . We consider system with holonomic constraints in §V A and system with nonholonomic constraints in §V B, in which we find that the Ostrogradskylike ghost degrees of freedom show up due to the existence of constraints. As mentioned above, since the constraints can be related to the existence of higher-order derivatives in the Lagrangian but not always to be, these ghosts are a generalization of the Ostrogradsky ghosts. We argue how to eliminate these ghosts by employing ξ i in §V C, and provide a ghost-free criterion. In §V D, we briefly discuss more involved systems than the systems studied in §V A- §V C.
A. Holonomic constraints Before discussing a system with nonholonomic constraints including derivatives, let us consider an elementary system:
which has the m holonomic constraints
between variables q I but not their derivatives. Here we assume that the constraints are linearly independent. Basically, if one can globally solve the set of holonomic constraints (5.2) for m components of the variables q I in terms of others, one can substitute them back into the Lagrangian (5.1) and obtain a Lagrangian without constraints. It manifests that the phase space dimension is reduced by the holonomic constraints. Below, to highlight the difference from the system with holonomic constraints which we shall consider in §V B, we consider more general process, which also applies to the case where the holonomic constraints are solvable only locally.
The total Hamiltonian corresponding to (5.1) is
whereq I =q I (q J , p J ) are understood as the solutions of the equations
It is worth emphasizing that the Hamiltonian is linear in λ a , i.e. λ a are also the Lagrange multipliers even in the Hamiltonian language. As we will see in §V B, this is not the case when the constraints C a = 0 are nonholonomic. The consistency conditions of the primary constraints π a ≈ 0 lead to secondary constraints
The consistency of conditions for C a ≈ 0 give
Further, the consistency conditions for D a ≈ 0 yield E a ≡ {D a , H tot } ≈ 0, which determine λ a in terms of
The consistency conditions of E a finally fix ζ a and there are no further constraints. In this case, we have 4m constraints on (q I , p I , λ a , π a ) where π a ≈ 0, E a ≈ 0 fix (λ a , π a ) and C a ≈ 0, D a ≈ 0 are constraints on (q I , p I ). Hence, the phase space dimension is 2(n − m). This implies nothing but that the holonomic constraint C a = 0 determines m components of the variables q I in terms of others. If det{C a , D b } ≈ 0, some of λ a are not determined by E a ≈ 0. Since we have considered a system without first class constraints, all Lagrange multipliers ζ a must be determined. However, the consistency conditions of E a ≈ 0 do not fix all ζ a ; instead, some of linear combinations of E a ≈ 0 must be the constraints on the variables (λ a , q I , p I ).
We should continue to check the consistency conditions of these constraints until all ζ a are fixed. In this case, the number of the constraints is larger than 2m and then the phase space dimension is smaller than 2(n − m).
B. Nonholonomic constraints
Let us proceed to consider the Lagrangian with nonholonomic constraints L = L 0 (q I , q I ) + λ a C a (q I , q I ), (5.7) under the nondegeneracy condition det(L IJ ) ≈ 0. An important nature of the nonholonomic constraints is that in general the constraints C a = 0 do not reduce the phase space dimension of (q I , p I ), which is precisely the origin of the Ostrogradsky-like ghosts as we shall show below. Under the nondegeneracy condition, the total Hamiltonian is
whereq I are given by solutions of algebraic equations
Hence, the functionsq I are now functions of not only (q I , p I ) but also λ a . From (5.9), we obtain
As a result, the total Hamiltonian (5.8) is generally nonlinear in λ a , which is a crucial difference from the holonomic system we addressed in §V A (see (5.3) ). This difference can be captured by a matrix
where we used (5.9) and (5.10). For the holonomic system, M ab vanishes identically. In contrast, the nonholonomic system allows nonvanishing M ab . To extract the essence of the nonholonomic system, we assume the full nondegeneracy,
To satisfy the condition (5.12), it is necessary that rank C aI = m under C a = 0, i.e. the nonholonomic constraints C a ≈ 0 are linearly independent with respect toq I . If some of C a ≈ 0 are linearly dependent with respect toq I , one can eliminateq I from such constraints, which implies that they are actually holonomic constraints. Requiring (5.12), we focus on the case where all C a ≈ 0 are essentially nonholonomic constraints. For later convenience, we suppose that the labels a and I are so replaced that the determinant of the n × n matrix
is not zero under C a = 0 where 0 i,j and 1 i denote the i × j zero matrices and the i × i identity matrices, respectively. Since rank C aI = m, such a relabelling of a and I is always possible by redefinition of the basis, and hence there is no loss of generality. The consistency condition of the primary constraints π a ≈ 0, where we recall thatq I are functions of (q J , p J , λ a ). Due to the assumption det(M ab ) = − det ∂Ca ∂λ b ≈ 0, from the implicit function theorem, the secondary constraints C a ≈ 0 can be solved for λ a and fix them in terms of (q I , p I ), λ a ≈ F a (q I , p I ).
(5.16)
Requiring the time preservation of the secondary constraints C a ≈ 0 yields the tertiary constraints D a ≡ {C a , H tot } ≈ 0, which fix the Lagrange multipliers ζ a due to the λ a dependence ofq I , and hence there are no further constraints.
Therefore, in contrast to the previous case with holonomic constraints, in the present case we have only 2m constraints on (q I , p I , λ a , π a ): π a ≈ 0, C a ≈ 0 fix (λ a , π a ), and all (q I , p I ) remain unconstrained. The phase space dimension is thus 2n. The assumption det(M ab ) ≈ 0 is the condition that the constraints C a ≈ 0 do not reduce the phase space dimension of the dynamical variables q I . We then discuss the (un)boundedness of the on-shell Hamiltonian
whereq I λ=F =q I (q J , p J , λ)| λ=F are now functions of only (q J , p J ) because we have substituted the solution (5.16). The on-shell Hamiltonian is a function of the independent variables (q I , p I ). Note that the constraints C a = 0 are used to fix the Lagrange multipliers λ a but not to restrict (q I , p I ) in the phase space. We thus suppose that the range of the canonical variables (q I , p I ) is R 2n as with systems without constraints. In general, if a function does not have either a local minimum or maximum in R 2n , the function must be unbounded. Below we shall show that the on-shell Hamiltonian (5.17) has neither of them, and hence unbounded from below and above.
To check the non/existence of the local extremum, we follow the second partial derivative test. First, we identify the stationary points, at which the first derivative vanishes:
Second, we check the eigenvalue of Hessian matrix at the stationary points. In the present case, the 2n × 2n Hessian matrix of the on-shell Hamiltonian is given by
where n × n sub-matrices are defined by Let us first compute the first derivative of the on-shell Hamiltonian (5.17). Since C a = 0 is identically satisfied when we substitute λ a = F a , taking derivatives with respect to p I and q I yields identities Therefore, ifq I = ∂L ∂q I = 0 under C a = 0 cannot be a solution of the system, the on-shell Hamiltonian does not have a stationary point and then the Hamiltonian is unbounded. A simple example is a constraintq − c = 0 with a nonzero constant c, which does not allowq ≈ 0. In this case, regardless of the shape of the potential, q cannot stop and should continue to move with nonzero velocity, developing an instability. Another example is a constraintq = 0 with a linear potential, for which ∂L ∂q ≈ 0 is not allowed. Again, the requirements on the dynamics of q from the constraint and the potential are incompatible. We stress that our criteria distinguish the instabilities in these examples, even though they are not equivalent to the instability originated from higher derivatives.
Next, let us assume that the Hamiltonian has a stationary point, and analyze the signature of the Hessian H. For each stationary point, we can multiply ±1 to redefine H so that it is not negative definite. Therefore, we can assume that H is either positive semi-definite or indefinite at stationary points without loss of generality. where P is a nondegenerate matrix. In the present case, we choose P as P = C λ=F 0 n,n 0 n,n 1 n , (5.30) where C λ=F is the n × n nondegenerate matrix defined in (5.13) with (5.16). Using (5.23) and (5.24), we obtain the form In general, if a symmetric matrix is positive semi-definite, all principal minors of the symmetric matrix are nonnegative (see e.g. Ref. [10] §7.6 Positive Definite Matrices, page 566). The contraposition of this theorem tells us: If there exists a negative principal minor for a symmetric matrix, the matrix is not positive semi-definite. Recalling that in the present case we have assumed that the Hessian is positive semi-definite or indefinite at the stationary points, we can conclude that the Hessian H is indefinite if there exists a negative principal minor. We can show that there exists a negative principal minor if the condition C q = 0, (5.33)
is satisfied as follows. Under the condition (5.33), there exists a nonzero a i -I j component of C q , denoted by (C q ) aiIj . The matrix H clearly has the following negative principal minor of order two, 3. Either of the following two cases:
a.q I ≈ 0 ≈ ∂L ∂q I is not allowed: H on-shell does not have stationary points. b. C q = 0 at any stationary points: H on-shell has saddle points only and no local extremum.
For a given Lagrangian with nonholonomic constraints, the conditions 1 and 2 are straightforwardly checked by computing det(L IJ ) and det(M ab ). As we considered simple examples below (5.27), the condition 3-a can capture the instbilities in theories which are not related to a higher-derivative theory. Fore more general case, the conditions 3-a and 3-b can be checked at least numerically since the stationary points of the on-shell Hamiltonian satisfyq I = 0 under which the equations of motion and the constraints are algebraically solved, and one can check if there exists any inconsistency.
This set of conditions applies to the general Lagrangian (5.7) with nonholonomic constraints, which includes higherderivative theories as a subclass. Hence, it is a natural generalization of the Ostrogradsky theorem. Indeed, we shall see in §VI B that for higher-derivatives theories only the condition 1 is relevant, which is precisely related to the nondegeneracy assumption of the Ostrogradsky theorem, and the conditions 2 and 3-b are automatically satisfied. In this case, the on-shell Hamiltonian (5.17) exhibits the linear dependence on canonical momenta. However, in general it is not always linear in canonical momenta sinceq I λ=F are functions of (q J , p J ). Even for such more general cases, the conditions 1-3 are robust. If they are satisfied, the on-shell Hamiltonian is unbounded. In addition to the simple examples considered below (5.27), we shall see several examples in §V D and §VI A, for which the Ostrogradsky theorem does not apply but our criteria can detect the unboundedness of the Hamiltonian.
C. Ghost-free Lagrangian with nonholonomic constraints
We then discuss how to evade the Ostrogradsky-like ghost found in §V B. First, to violate the conditions 1-3, one may consider a possibility to convert the nonholonomic constraints of the Lagrangian (5.7) into holonomic constraints, by introducing nondynamical variables ξ i . Let us consider L = L 0 (q I , q I , ξ i ) + λ a C a (q I , q I , ξ i ). the constraints C a = 0 can be solved for m components of ξ i in terms ofq I , q I . The constraints C a = 0 can be now essentially interpreted as holonomic constraints to remove m of ξ i from the phase space *2 . Indeed, the constraints C a = 0 can be algebraically written by variables after a change of the variables. Let us denote ξ a as the solvable m components of ξ i , and ξ i as the remaining − m nondynamical variables. The constraints C a = 0 have been supposed to be solved as ξ a = ξ a sol (q I , q I , ξ i ), (5.37) where ξ a sol are functions ofq I , q I , ξ i . After a redefinition of the Lagrange multipliers, the Lagrangian may be transformed into the form
We then introduce new variables Ξ a via
As a result, the Lagrangian becomes
which is clearly a system with the holonomic constraints Ξ a = 0. Following the prescription of §V A, we can erase Ξ a and obtain an equivalent Lagrangian
Hence, with the condition (5.36), we can remove the constraints which the original Lagrangian (5.35) has. However, (5.36) is a sufficient condition to remove the constraints C a = 0 but not a sufficient condition to obtain a bounded Hamiltonian. We still need to check if the Lagrangian (5.41) leads to bounded Hamiltonian or not. Actually, the Lagrangian (5.41) can be linear in ξ i even if the original Lagrangian (5.35) is nonlinear in ξ i . For instance, consider a system
(5.42)
For this system, m = 1 and C i = (1, 1) T , whose rank is 1 and hence this model satisfies (5.36 ). Nevertheless, solving the constraint ξ 1 + ξ 2 + q +q = 0 for ξ 1 and substituting it, one obtains
where ξ 2 turns to be a Lagrange multiplier and then has the Ostrogradsky-like ghost from Theorem 2. An improved condition to find a ghost-free theory is to require that the set (ξ i , λ a ) can be interpreted as a set of solvable variables. In this case, λ a quit the role of the Lagrange multipliers and they are actually solvable auxiliary variables even if the Lagrangian linearly depends on them. Considering their Euler-Lagrange equations, the solvability condition is given by
It is straightforward to check that (5.42) does not satisfy the condition (5.44) . For general case, if the condition (5.44) is satisfied, after substituting the solutions of the Euler-Lagrange equations for (ξ i , λ a ), the Lagrangian
sol is a function of q I andq I only. Unless some of q I are turned out to be auxiliary variables, ghosts associated with higher derivatives or constraints are absent. One can then proceed to the standard process such as checking the sign of the kinetic term, i.e. whether L IJ is positive definite. *2 Precisely, ξ i are nondynamical and thus ξ i can be removed by solving their Euler-Lagrange equations (see, however, the discussions in §V D and §VI C).
D. On general Lagrangian
Since the systems discussed in §V A- §V C are ideal cases, we briefly discuss involved systems in this subsection. In §IV A and §V C we have discussed the ambiguity associated with a redefinition of Lagrange multipliers (see the arguments on (4.3) and (5.38)). For system with nonholonomic constraints, one can make use of this ambiguity to reformulate a degenerate Lagrangian to a nondegenerate Lagrangian, for the latter of which we can apply the conditions 1-3. This technique also allows us to apply the conditions 1-3 to a wider class of theories than the Ostrogradsky theorem.
The simplest toy model would be
This Lagrangian is clearly free from higher derivative and degenerate as Lqq = 0. Hence, both the assumption of the Ostrogradsky theorem and the condition 1 are not satisfied. Nevertheless, one can directly see that the corresponding Hamiltonian is unbounded. There are two primary constraints π ≈ 0, p − λ ≈ 0, (5.47) and no secondary constraints. The Hamiltonian on the constraint hypersurface is unbounded
On the other hand, one can redefine the Lagrange multiplier λ = Λ + 1 2q so that the Lagrangian becomes
which is nondegenerate as Lqq = 0. In this form, the Lagrangian satisfies the conditions 1-3, and hence we can conclude that the Hamiltonian is unbounded. We can also directly check the unbounded Hamiltonian for the Lagrangian (5.49). There is only one primary constraint Π ≈ 0, (5.50) and its consistency condition yields the secondary constrainṫ
where the canonical momentum of Λ and q are respectively denoted as Π and P = ∂L1 ∂q =q + Λ. The on-shell Hamiltonian is
which linearly depends on P and is unbounded. The Hamiltonian (5.52) indeed coincides with (5.48) because the momenta p and P are related by P ≈ p + 1 2 q. Another involved system is a Lagrangian with both holonomic and nonholonomic constraints which can be interpreted as the violation of the condition 2. In this case, it would be better to solve the holonomic constraints first and then apply the conditions 1-3. While in general the holonomic constraints may not be explicitly solved, one can solve the holonomic constraints at least locally and thus compute L IJ , M ab , C q by the use of the implicit function theorem, in principle (see the computations in §IV). One can then check the conditions 1-3 at the stationary points at which the equations of motion and the constraints are algebraically solved.
VI. CONCRETE EXAMPLES
In this section we provide concrete examples for the application of the general arguments developed in §V. In §VI A we present a simple example to consider the cases considered in §V A, V B, and V C and highlight that the unbounded Hamiltonian containing linear momentum term shows up even though the model cannot be rewritten to a higherderivative theory. In §VI B we consider higher-derivative model, for which our criteria reduce to the Ostrogradsky theorem. In §VI C we revisit the healthy example in §II A from the point of view of (non)holonomic system and the ghost-free criterion (5.44), and discuss the interplay between the violation of condition 1 or 2. We address the violation of the condition 3 in §VI D.
A. Ostrogradsky-like instability from nonholonomic constraints
To show an explicit example of the result of §V A-V C, we study a toy model
with a 1 = 0. The canonical momenta for q, λ, ξ are p = a 1q + b 2 λ, π = 0, = 0, (6.2) the last two of which are primary constraints. The total Hamiltonian is then given by
Requiring the time preservation of the primary constraints π ≈ 0 and ≈ 0, we obtain secondary constraints
Requiring the time preservation of the secondary constraints, we obtain
is satisfied, the consistency conditions (6.5) fix the Lagrange multipliers ζ λ , ζ ξ and thus no further constraint is obtained. In this case we end up with four constraints and hence the system has 1 DOF.
Considering several special cases of the toy model (6.1) serve as pedagogical examples of application of the general argument in §V A, V B, and V C. First, let us consider the case a 3 = b 3 = 0, i.e.
In this case the Lagrangian no longer depends on ξ. *3 The variable of the system is q only in addition to the Lagrange multiplier λ. This case falls into the class we investigated in §V B. As we clarified in §V B, the Ostrogradsky-like ghost exists when the conditions 1, 2, and 3 are satisfied. In the present case, the condition 1: a 1 = 0 is satisfied by the assumption. Furthermore, let us assume that the condition 2: b 1 = 0 is satisfied for a while. Imposing b 1 = 0, the system does not have tertiary constraint as (6.6) is satisfied. Thus, so far we assumed a 3 = b 3 = 0, a 1 = 0 and b 1 = 0. The on-shell total Hamiltonian is then given by does not have stationary points. On the other hand, under the condition 3-b, the on-shell total Hamiltonian has stationary points but all of them are saddle points. We can check the Hessian of the Hamiltonian at the stationary points which indeed has both negative and positive eigenvalues, if the condition 3-b: b 2 = 0 is satisfied. In both cases 3-a and 3-b, we stress that here we obtained the unbounded Hamiltonian due to the linear momentum term despite the fact that the Lagrangian (6.7) is not equivalent to a higher-derivative theory. While the Ostrogradsky theorem does not apply to this system, the conditions 1-3 serve as a more powerful tool to detect the unbounded Hamiltonian. The violation of at least one of the conditions 1, 2, or 3 is a necessary condition to evade the Ostrogradsky-like instability. First, when the condition 2 does not hold, i.e. b 1 = 0, the constraint is no longer nonholonomic and then the Ostrogradsky-like ghost does not exist. This case falls into the case discussed in §V A. We also note that for b 1 = 0 the system possesses a tertiary constraint.
Second, the violation of the condition 3 means b 0 = b 2 = 0. We then obtain a bounded Hamiltonian. Note that the case b 0 = b 2 = 0 (with b 1 , a 2 = 0 and a 3 = b 3 = 0) is nothing but the first-order formalism of the Lagrangian L = 1 2a2λ 2 as we shall see below. In this case the Lagrangian (6.1) reads
By redefining the Lagrange multiplier
we can absorb the kinetic term and obtain
The Euler-Lagrange equations for this Lagrangian are two first-order equations:
On the other hand, by taking integration by parts, the Lagrangian (6.12) becomes which is consistent with the system of the two first-order equations above. Indeed, taking a time derivative of (6.14) and using (6.13), one can recover (6.17). Third, we consider the case a 3 = 0, which falls into the case we studied in §V C. In this case, the Lagrangian is degenerate in terms of the variables q and ξ; that is, the violation of the condition 1. Following the prescription given in §V C, we need to additionally require b 3 = 0 to remove the Ostrogradsky-like instability since the nonholonomic constraint has to be solved in terms of the nondynamical variable. Indeed, in this case the general argument below (6.5) applies, and the on-shell Hamiltonian is then given by
which can be bounded from below as far as b 3 = 0. It should be contrasted with the unbounded Hamiltonian (6.8) which we obtained under the assumption b 3 = 0. It would be worthwhile stressing that the Hamiltonian (6.18) can be bounded from below even if a 1 < 0. Let us consider a ghost Lagrangian with a wrong sign of the kinetic term
and try to remove the ghost instability by adding a constraint via the Lagrange multiplier without reducing the degree of freedom of q. One way is imposing the constraintq = 0, but this constraint only admits a constant q. Another way is introducing a nondynamical variable ξ and imposing a constraint such as b 1q + b 2 q + b 3 ξ = 0 as discussed above. Thus, the ghost can be cured by adding a constraint to the system; however, it also requires a nondynamical variable in the second case. As discussed in §II A, the second way is similar to construct a degenerate higher-order theory.
B. Higher-derivative theories
Let us study a higher-derivative Lagrangian with N + 1-th order derivatives of a variable φ 0 (t), (6.20) of which an equivalent Lagrangian is L eq = L(φ a ,φ 0 , φ 0 ) + λ a C a , a = 1, 2, · · · N, (6.21)
with auxiliary variables φ a , Lagrange multipliers λ a , and nonholonomic constraints
In the equivalent form (6.21), the constraints are linear in the first-order derivative of all variables φ a , φ 0 except the highest one φ N . Therefore, for any Lagrangian, the Hessian
, I, J = 0, 1, 2, · · · N, (6.23) can be nondegenerate by redefining the Lagrange multipliers along the same line as the toy model (5.46) if
For instance, as for the Lagrangian
the equivalent Lagrangian is
which is a degenerate Lagrangian in terms of φ 1 , φ 0 . However, we can transform it to a nondegenerate Lagrangian L eq = 1 2φ (6.27) by redefining the Lagrange multiplier as
The nondegeneracy condition (6.24) corresponds to the criterion 1 for the existence of the Ostrogradsky-like instability found in §V B. We can see that when (6.24) is satisfied, other criteria 2 and 3 are automatically satisfied. The Lagrange multipliers can be redefined such that the Hessian is given by To conclude the existence of the Ostrogradsky ghost, only the nondegeneracy with respect to the highest derivative is important. However, the degeneracy with respect to the highest derivative term is the necessary condition but not a sufficient condition to evade the Ostrogradsky ghost [4] . In the equivalent Lagrangian (6.21), the degeneracy with respect to the highest derivative concludes φ N is a nondynamical variable. Therefore, the constraint φ N −φ N −1 = 0 (6.32)
can be solved to fix φ N =φ N −1 without introducing a higher derivative term of φ N −1 . However, we still have N − 1 nonholonomic constraints and then can conclude that the Hamiltonian is still unbounded. To remove all nonholonomic constraints, we require N degeneracy conditions. When there is only one variable φ 0 in the original Lagrangian, it is almost trivial that the degeneracy of the highest derivative term is not a sufficient condition. For example, let us consider a Lagrangian with at most third derivative:
which is a special case of the one considered in [7] . The degeneracy of the highest derivative term means c 3 = 0. Even so, there is the second derivative term in the Lagrangian which leads to the Ostrogradsky ghost. We thus need to impose c 2 = 0 to remove the Ostrogradsky ghost. By using the Lagrange multipliers, the equivalent Lagrangian is
The condition c 3 = 0 leads to that φ 2 is a nondynamical variable. After removing φ 2 via solving the constraint φ 2 −φ 1 = 0, the condition c 2 = 0 corresponds to the condition that φ 1 is nondynamical. Note that φ 1 is never nondynamical unless the constraint φ 2 −φ 1 = 0 is solved. Therefore, the degeneracy conditions must be imposed sequentially: We have to first impose the degeneracy condition of the highest derivative part. After solving the nonholonomic constraint associated with the highest derivative in terms of the nondynamical variable, we then impose the degeneracy condition of the next highest derivative term. This procedure must be continued until all nonholonomic constraints are solved in terms of nondynamical variables. Therefore, a concrete procedure to derive all degeneracy conditions is straightforward but complicated in multivariable higher-derivative system. This procedure was established in a series of works [4, [6] [7] [8] . It has been shown that Ostrogradsky ghost of a Lagrangian with N + 1-th order derivative of φ 0 and with at most first order derivatives of q I can be removed by imposing N degeneracy conditions. We thus do not discuss it in the present paper.
C. Violation of the condition 1 or 2
Let us revisit the Ostrogradsky ghost-free system (2.5)
As explained in §II A, the degenerate higher-order theory is obtained by solving the constraint Q −φ + ξ = 0 in terms of Q. In this subsection, on the other hand, we shall keep to treat (Q, φ, ξ) as independent variables and discuss why the ghost is exorcised by means of the language of the (non)holonomic constraint. The variables Q, φ are dynamical variables while ξ is a solvable nondynamical variable and λ is a Lagrange multiplier, respectively. However, one can regard the set (ξ, λ) as solvable nondynamical variables since the matrix
has the nonvanishing determinant, det D = −1, which satisfies the ghost-free criterion (5.44 ). Hence, the nondynamical variables (ξ, λ) are determined by the set of their Euler-Lagrange equations. Therefore, Theorem 2 for systems with nonholonomic constraints cannot be applied to the system (6.35) and then it is free from the Ostrogradsky-like ghost.
In the first place, however, it is not clear which variables are nondynamical for a given L 0 . The existence of a nondynamical variable is governed by the (non)degeneracy condition. If we first interpret all variables q I = (Q, φ, ξ) in L 0 as dynamical variables, the unconstrained Lagrangian L 0 is regarded as a degenerate Lagrangian. It can be thus understood as that the violation of the condition 1, i.e. the degeneracy, inhibits the appearance of the ghost in the Lagrangian (6.35). This picture would be similar to the picture of the degenerate higher-order theory.
The system can be also seen as that the condition 2 is violated while the condition 1 holds when we change the variables. We define new Lagrange multiplier Λ by λ = Λ +ξ, (6.37) and obtain L Healthy = L 0 + ΛC,
Due to the kinetic mixingξφ the unconstrained part L 0 is no longer degenerate. Indeed, the kinetic matrix for (Q, φ, ξ) and its inverse are given by
Thus, the condition 1 holds for (6.38). However, the condition 2 is now violated: where we have performed the integration by parts to eliminate the second derivative of φ. Now, the constraint Q + Ξ ≈ 0 is just a holonomic constraint in terms of the variables (Q, φ, Ξ). Note that the kinetic matrix of (6.42) (or (6.38)) has positive and negative eigenvalues. Hence, there would exist a ghost degree of freedom if there were no constraint. However, this ghost degree of freedom is eliminated by the holonomic constraint Q + Ξ = 0. Therefore, in the Lagrangian (6.42) (or (6.38)) it can be understood as that the ghost is exorcised as a result of a reduction of the phase space dimension by adding a constraint. At least in this example, there is no essential difference between the violation of the condition 1 and that of the condition 2 since the difference is just in appearance. The point is that the Lagrangian L Healthy = L 0 (q I , q I ) + λC(q I , q I ) with q I = (Q, φ, ξ) only has two dynamical degree of freedom on shell. The ghost is evaded by the reduction of the phase space dimension.
D. Violation of the condition 3
We shall consider two examples, without or with ghost, that violate the condition 3. The first toy model here is
for which the canonical momenta and the total Hamiltonian are p 1 =q 1 + λf 1 , p 2 =q 2 + λf 2 , π = 0, (6.44)
As far as f 2 1 + f 2 2 = 0, there are only the primary and the secondary constraints,
and then the phase space dimension is four. Namely, the nonholonomic constraint does not reduce the phase space dimension of (q I , p I ). However, our theorem does not apply to this system because the condition 3 is violated: the stationary pointq 1 =q 2 = 0 is allowed since it is not in contradiction with the constraint, and also C q vanishes at the stationary point. Indeed, the on-shell Hamiltonian is given by
which is bounded from below as far as the potential is bounded. The on-shell Hamiltonian has a minimum on the hypersurface p 1 f 2 − p 2 f 1 = 0 which corresponds toq 1 =q 2 = 0 under f 1 , f 2 = 0. Next example is the Lagrangian,
where the potential V is supposed to have a local minimum at q 1 = 0. The condition 3 is violated since there exists a stationary solutionq 2 = 0 at q 1 = 0, and also C q vanishes there. Does the on-shell Hamiltonian has a local minimum there? The canonical momenta are p 1 =q 1 , p 2 =q 2 + λ, (6.49) and all constraints are π ≈ 0, p 2 − λ − (q 1 ) 2 ≈ 0. (6.50)
The on-shell Hamiltonian is then H on-shell = 1 2 p 2 1 + V + p 2 (q 1 ) 2 − 1 2 (q 1 ) 4 . (6.51) Hence, the point q 1 = p 2 = 0 (⇔q 2 = q 1 = 0) is not a local maximum but just a saddle point. The Hamiltonian is unbounded from below due the linear dependency of p 2 (the last term is not essential for the boundedness of the Hamiltonian when the potential increases faster than 1 2 (q 1 ) 4 ). Therefore, in general, if the condition 3 is violated, there is a possibility to have a bounded Hamiltonian; however, an additional analysis is required to conclude whether the stationary point is indeed a local minimum or just a saddle point. The stationary point is a local minimum if the Hessian is positive definite but the stationary point can be either a local minimum or a saddle point if the Hessian is positive semi-definite. The additional analysis is beyond the scope of the present paper.
VII. CONCLUSION
Constraints have been playing a central role to exorcise the Ostrogradsky ghosts associated with higher derivatives. In this paper, however, we have clarified that adding constraints to a system is not always a good thing, and can summon ghost degrees of freedom as highlighted in §II by a simple example. Such ghosts may or may not be associated with higher derivatives, and hence our result includes the Ostrogradsky theorem as a special case.
In general, constraints show up when a Lagrangian contains nondynamical variables, whose derivatives do not appear in Lagrangian. Nondynamical variables are qualitatively different, depending on whether they appear in Lagrangian nonlinearly or linearly. For the former case, one can in principle write down the nondynamical variables in terms of other variables by solving their Euler-Lagrange equations. On the other hand, the latter case corresponds to the constraints implemented by Lagrange multipliers, which we found has a rich structure from the point of view of un/boundedness of the Hamiltonian.
We focused on theories with solvable auxiliary variables in §IV, and derived degeneracy condition (4.11) to evade the Ostrogradsky ghost. The advantage of the degeneracy condition (4.11) is that one can check it without substituting solutions of auxiliary variables explicitly. It allows us a wide range of models for application since in general the Euler-Lagrange equations for the auxiliary variables may be solved only locally.
In §V, we have investigated systems having constraints with Lagrange multipliers. This case further divided into two cases depending on whether the constraints are holonomic (velocity-independent) or nonholonomic (velocitydependent). Linearly independent set of holonomic constraints on dynamical variables always reduces the phase space dimension of dynamical variables, whereas in general nonholonomic constraints do not. We have clarified that adding nonholonomic constraints that does not reduce the phase space dimension in general leads to an unbounded Hamiltonian due to the indefiniteness of the Hessian. This occurs even if the original Lagrangian before adding the constraints is healthy, and/or if the resultant Lagrangian is not equivalent to higher-derivative one.
More precisely, we have established a set of sufficient conditions for the unbounded Hamiltonian as the conditions 1-3 given in §V B, as a generalization of the Ostrogradsky theorem. Their physical meaning is reasonable as the condition 1: nondegeneracy, the condition 2: nonholonomic constraints not reducing the phase space dimension, the condition 3-a: no stationary points, and the condition 3-b: all stationary points are saddle points. For higher-derivative theories, only the condition 1 is relevant, which is precisely related to the nondegeneracy assumption of the Ostrogradsky theorem, and the conditions 2 and 3-b are automatically satisfied. However, there are various ways to satisfy these conditions even if the model is not associated with higher-derivative theories. We have considered such examples in §V B, §V D and §VI A. Thus, our theorem is a natural generalization of the Ostrogradsky theorem. The violation of either of the condition 1-3 is necessary to evade the unbounded Hamiltonian but not always sufficient. In §V C, §V D, §VI, we provided various examples to highlight the application and limitation of our theorem.
In particular, in §V C we have clarified that a possible way out from the unbounded Hamiltonian is to convert nonholonomic constraints to holonomic ones, or more generally, Lagrange multipliers to solvable auxiliary variables, by introducing auxiliary variables. Such a process is possible if the Lagrangian has at least the same number of the auxiliary variables as the number of the nonholonomic constraints and satisfies the ghost-free criterion (5.44). We can then solve the constraints for the auxiliary variables and erase them by substituting the solutions, following the prescription in §V A.
Our results provide us a new point of view for the interpretation of the Ostrogradsky ghosts. The origin of the unbounded Hamiltonian was regarded to be associated with higher derivatives. However, it is more generally attributed to nonholonomic constraints that do not reduce the phase space dimension. Such ghosts can be evaded by introducing auxiliary variables in a proper way. This process embeds an interplay between degenerate higher-order theory and lower-order theory with auxiliary variables related through an invertible transformation in a broader context.
Our approach provides a unified way to detect and eliminate the Ostrogradsky ghost. However, a subtle point is the freedom of redefinition of Lagrange multipliers. As discussed in §V D and §VI C, the conditions are not invariant under an invertible transformation of the variables (q I , ξ i , λ a ). It may be possible to improve our conditions in a covariant manner. Also, throughout the present paper, we restricted ourselves to analytical mechanics of interacting point particles. It would be intriguing to generalize our arguments to field theory. We leave these issues for a future work.
