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Abstract 
Digital microscopic holographic particle image velocimetry (DµHPIV) is a 
technique which records scattered coherent light and uses it to measure 
displacement of particles in a fluid flow. 
The work in this thesis begins with the construction of a digital holographic 
microscope and explores the different possible methods of recording and 
holographic reconstruction, finding an off-axis forward-scatter geometry to be 
most suitable for the task. A comparison follows of methods to measure 
displacement in a sparsely seeded environment by performing a simple 
experiment. It finds that complex amplitude correlation performs significantly 
better than both intensity correlation and nearest neighbour analysis; the two 
other possible methods of displacement tracking.  
Later, an experiment is performed to investigate the behaviour of a 
microfluidic blood separator. The separator is intended to remove blood 
plasma from whole blood without other contaminants such as red blood cells 
and without the need for expensive laboratory equipment. In this chapter a 
new technique, higher order correlation, is introduced which can be used to 
strengthen the peaks in correlations of three or more particle images in a flow, 
and a potential flow CFD model of the separator is built from scratch to predict 
whether the separator will work, and against which the results can be 
compared. 
Finally, there is an experiment carried out which for the first time allows 
aberration free imaging within objects with irregular, highly curved surfaces; in 
this case optical fibres and inkjet droplets, by numerically reconstructing the 
droplet surface. 
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Nomenclature 
61a −   constants of polynomial fit to reference beam phase 
c   control point and position of uˆ  
D   particle displacement between images 
pd   particle diameter 
E   electromagnetic field 
f   focal length 
∆f   Fourier transform of an ideal reference wave 
H   higher order correlation 
I   intensity of light recorded by a camera 
k   spatial frequency ( )zyx k,k,k  
0k   wavenumber λ= /1  
maxk   maximum spatial frequency 
Rk   numerical aperture of microscope in terms of spatial frequency 
xk   spatial frequency in x 
maxx
k   maximum spatial frequency in x 
yk   spatial frequency in y 
maxyk   maximum spatial frequency in y 
zk   spatial frequency in z 
L   virtual object plane 
L   depth of interrogation volume 
M   flow perpendicular to wall due to vortices 
N   flow perpendicular to wall due to sources 
n   refractive index 
sn   number of particles per unit volume 
P   potential flow control point 
1p   static pressure 
2p   stagnation pressure 
viii 
mp   particle position 
Q   radius of a sphere 
R   complex correlation of two fields 
r   3D position vector ( )zyx r,r,r  
S   source point 
ds   shadow density 
T   transformation matrix to rotate a vector by °90  
U   distribution of complex amplitudes obeying Helmholtz’ equation 
uˆ   unit vector normal to flow cell wall 
1U   interrogation region 
2U   interrogation region 
BU   complex amplitude of light scattered by stationary background 
objU   complex amplitude of light scattered by the object 
PU   complex amplitude of light scattered by particles 
refU   complex amplitude of light scattered by the reference 
V   velocity 
V   reconstructed hologram 
W   portion of reconstructed hologram, potential flow vortex 
x   position in a matrix 
y   position in a matrix  
z   position in a matrix 
 
α
  distance from optical axis in x 
β   distance from optical axis in y 
γ   change in background phase and amplitude between exposures 
t∆   time between laser pulses 
δ   Dirac delta function 
ζ   spatial frequency in y due to reference beam tilt 
η   spatial frequency in x due to reference beam tilt 
θ   tilt of reference wave to optical axis 
xθ   tilt of reference wave to optical axis in 0y =  plane 
yθ   tilt of reference wave to optical axis in 0x =  plane 
ix 
κ   angular location of particle image after polar decomposition 
λ   wavelength of light 
µ   dynamic viscosity of a fluid 
ν
  kinematic viscosity of a fluid 
ρ   fluid density 
pρ   particle density 
τ
  particle response time to flow change 
φ   low order polynomial estimation of reference beam phase 
 
2∇   Laplacian operator 
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Chapter 1: Introduction and Literature review 
1.1. Introduction 
In recent years a new tool has been developed to meet a demand for more 
accurate measurements using lower volumes of material in the field of fluid 
analysis. This tool is microfluidics; by miniaturising fluid paths the amount of 
input fluid required for any given analysis has reduced from millilitres (ml) to 
microlitres (µl). In cases such as ante-natal testing [1] this allows safer, less 
invasive screening processes and it minimises the need for manual handling 
in DNA amplification [2] to name two procedures affected by the advent of 
microfluidics. Essential to the design and production of microfluidic devices 
including mixers, separators and pumps is the understanding of how the fluid 
flows behave. Providing boundary conditions and rheology are known, 
computational fluid dynamics (CFD) [3] provides some insight but it is 
essential to be able to validate the devices in practice by other means.  
The following section provides an overview of methods to measure fluid flow 
and considers their applicability to microfluidic measurement. 
1.2. Invasive flow analysis techniques 
Methods to measure fluid flow can be separated into two distinct groups: 
invasive techniques and non-invasive techniques. Invasive methods are often 
cheaper to set up and implement, but they require insertion of an often bulky 
probe directly into the flow which will cause a disturbance in the flow being 
measured. Non-invasive techniques in comparison, generally have a greater 
set up cost and often require optical access to the flow, but have a negligible 
effect on the fluid flow. 
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There are two invasive methods which are capable of measuring a flow field 
at a single point in space: hot wire anemometry and the Pitot static tube. 
1.2.1. Hot wire anemometry 
King [4] invented hot wire anemometry when he used a heated wire to 
determine the velocity of a wind, and the method was refined by Thomas [5] 
who contributed an improved calibration process for the probes. Hot wire 
anemometry uses the cooling effect of a fluid flow across a hot wire with an 
electric current passing through it to determine the flow velocity using the 
change in the resistance of the wire. A basic hot wire probe has a single fine 
wire held between two posts of much greater diameter with a flow of interest 
travelling perpendicular to the axis of the wire. In this set up, the direction of 
the flow must be known prior to the experiment taking place, and the 
anemometer can only measure flow speed; not velocity. Any deviation of the 
flow from the initial direction will introduce errors as the probe has different 
sensitivities to the flow from different directions. Typically a hot wire probe has 
a sensitive length of 1.25 mm and a diameter of 5 µm [6]. A three wire probe, 
with all three wires mutually perpendicular is capable of resolving three 
components of velocity, but is still unable to determine which of two opposite 
directions a flow is moving in. This ambiguity is resolved by the use of a flying 
hot wire system [7]. In this system the probe is mounted on a sled and driven 
through the flow of interest at a velocity greater than the difference between 
the maximum and minimum flow velocities. Unfortunately, since the flying hot 
wire probe is moving, it is only possible to take periodic measurements of a 
specific volume. 
Recently progress has been made in the miniaturisation of the hot wire 
anemometer by completely redesigning the way the probe is manufactured. 
Mischler et al [8] adopted a layered manufacture approach to build an 
anemometer whose sensing wires were 10 µm long and 0.5 µm thick. Haasl 
et al [9] also investigated small hot wire anemometers and created a similar 
probe but used the device to measure shear stress near walls in a macroscale 
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flow and as such used sensitive lengths of between 200 and 600 µm. Both of 
these microscale hot wire anemometers are significantly smaller than current 
commercial designs but as yet are not suited to characterising the flow within 
a microchannel of 100 µm width. 
1.2.2. Pitot tube 
The Pitot static tube was introduced by Henri Pitot in the mid 1700's [10] and 
was made practical by Henri Darcy [11] who modified it into the form 
recognisable today. A Pitot static tube measures the difference in static, 1p , 
and stagnation, 2p , (a combination of the static pressure and the increase in 
pressure related to bringing the fluid velocity to zero) pressures in a fluid. 
Provided the density, ρ , of the fluid is known, the velocity V  of the fluid at a 
point can be found using a modification of the Bernoulli equation [12]: 
2
12 2
1pp Vρ+=  
1 
The Pitot static tube is best suited to measuring the magnitude of a velocity 
when the direction is already known, since it is necessary for the port which 
records the static pressure to not see any flow stagnation, which would occur 
as soon as the probe is tilted relative to the flow. There are, however, probes 
which address the limitations of the Pitot static tube and also allow 
measurements of three components of velocity simultaneously such as the 
five hole conical probe [13]. The probe has been miniaturized for the 
measurement of boundary layer flows in wind tunnels by using a flattened 
hypodermic tube or drawn quartz tubing which allows outer diameters of down 
to 25 µm [14].  
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1.3. Non intrusive flow measurement techniques.  
In recent years a number of remote techniques have been developed to 
measure flows which do not require the insertion of a physical probe into the 
flow. These vary from pointwise techniques such as laser Doppler 
anemometry (LDA) and laser Doppler velocimetry (LDV) to whole plane 
measurements such as particle image velocimetry (PIV) and finally whole 
volume techniques of holographic particle image velocimetry (HPIV) and 
nuclear magetic resonance velocimetry (NMRV).  
1.3.1. Laser Doppler anemometry/phase Doppler anemometry 
LDA is a technique which is capable of pointwise time-resolved measurement; 
originally devised by Yeh and Cummins in 1964 [15]. It uses the coherent 
property of a laser to create an interference between two beams when they 
intersect in a flow of interest. To enable LDA to measure a flow, it is 
necessary to seed the flow with particles small enough to follow the flow 
accurately, but large enough to scatter sufficient light when travelling through 
the interrogation region. In LDA an interrogation volume is defined by the 
interference of two focussed laser beams; the minimum size of the 
interrogation volume can be as little as m 422 µ××  [16]. As a seed particle 
travels through the interrogation volume it is alternately illuminated and then 
not illuminated as it passes through the interference fringes. When 
illuminated, a particle scatters light and some of this scattered light is captured 
by a photo multiplier. The photo multiplier records the Doppler frequency of 
the signal as the seed particle passes through the interrogation region, and 
the component of the flow velocity in a direction perpendicular to the 
interference pattern can be calculated. 
Like single wire hot wire anemometry, basic LDA has a directional ambiguity; 
the magnitude of the velocity of a flow can be determined but not its direction. 
This can be solved by introducing a frequency shift into one of the two beams 
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intersecting in the interrogation region [17]. Doing so causes the interference 
fringes in the interrogation region to move with a constant velocity. If the 
correct frequency shift is chosen, the fringes will move with a velocity greater 
than the flow, and as such remove the directional ambiguity. This is similar in 
principle to the flying hotwire probe, however in this case the LDA probe 
remains stationary. In order to determine further components of velocity, it is 
possible to add extra sensors, and extra lasers with different wavelengths, 
then use filters to determine the correct laser to photodiode pairing. 
Phase Doppler anemometry (PDA) is an extension of LDA which is capable of 
measuring the size of a seed particle. This is used widely in the analysis of 
sprays where the size of a seeding particle is important. It uses two or more 
photo multipliers and from analysis of the Doppler phase of the scattered light 
and the angles of the photo diodes relative to each other it is possible to 
determine the particle diameter if it is assumed the particle is spherical. The 
use of more than one detector allows the validity of this to be checked. 
In order to measure flow in more than one place it is necessary to traverse the 
interrogation region across the flow volume and this is only applicable to 
steady flows. This is a problem which is not encountered in the whole field 
measurement techniques described below. 
1.3.2. Particle image velocimetry/holographic particle image velocimetry 
PIV, introduced almost in parallel by Pickering and Halliwell [18], and Adrian 
[19], and HPIV by Coupland and Halliwell [20] and Barnhart, Adrian and 
Papen [21] both capture images of a seeded flow and use two images with a 
specified time interval to determine the velocity within interrogation regions 
throughout a region of interest. Whilst basic single camera PIV is only able to 
measure two components of velocity and in two dimensions, HPIV measures 
all three components of velocity throughout a three dimensional space. In PIV, 
a laser light sheet illuminates a section of fluid flow and the scattered light is 
focussed onto a camera. In this set up it is difficult to determine out-of-plane 
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velocity components but the problem is overcome by using more than one 
camera and therefore recording angle as suggested by Sinha [22]. The out-of-
plane component can then be determined by comparing the in-plane velocity 
measurements [23]. In HPIV, an entire volume of flow is illuminated by laser 
light, and a reference beam is mixed with the scattered light. The interference 
is recorded using either conventional holographic materials or electronic 
imaging devices. By reconstruction, either optical or digital, it is possible to 
focus on any point in the volume accurately.  
Whilst other techniques can be used, most PIV and HPIV apparatus use a 
method of cross correlation [24,25] to determine discrete velocities throughout 
the region of interest; for PIV small interrogation areas are used, and for 
HPIV, small interrogation volumes within the reconstruction are used, defined 
by an aperture in the reconstruction [20]. 
Both PIV and HPIV track flow trends from a group rather than single particles. 
In cases where the seeding is relatively sparse a technique called particle 
tracking velocimetry (PTV) [26] is used, a technique whose origins lie in early 
flow investigations such as those carried out by Fage and Townend [27] who 
observed seeded flows through a microscope. In this system, individual 
particles are first identified within an image, and matched up to their position 
in the next exposure. 
The increasing speed of computers in the last 20 years has allowed PIV to 
become completely digital using high resolution CCD cameras [28], and new 
materials such as bacteriorhodopsin have made the holographic processing of 
HPIV less complicated [29]. Efforts have been made to carry out macro scale 
HPIV with a digital camera [30], although the large size of the camera pixels 
relative to the resolution of a holographic plate reduces the accuracy of the 
velocity measurement along the optical axis. 
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1.3.3. Nuclear magnetic resonance velocimetry 
NMRV is a development of magnetic resonance imaging (MRI), the technique 
used in many hospitals for non-invasive scanning of patients. In NMRV, the 
ensemble average of the precession of nuclear spins is detected [31, 32] (the 
change in their axis of rotation, in the manner of a spinning top gyrating). In 
order to create an NMRV measurement, an object or flow of interest is placed 
in a static magnetic field. A strong magnetic pulse is then applied to the object 
which destabilises the spin of the nuclei, and the recovery is measured. If the 
strong magnetic pulse is applied to only a plane in the flow, then the 
development of the flow after that time can be measured, in a similar manner 
to tagging particles with a dye and following the streaks. There are a number 
of complications with this measurement technique which need to be resolved 
before useful measurements can be obtained: The accuracy of the data for 
each measurement increases with increasing strength of magnetic fields, but 
an increase in magnetic field strength causes more noise between phase 
boundaries (such as where a pipe wall meets the fluid); strong magnets are 
required which require isolation from other apparatus such as motors and 
pumps; the flow must be completely enclosed by the static field, which 
restricts the size of a test apparatus if prohibitive cost is to be avoided; and 
finally the measurements have only up to now been carried out successfully 
on laminar flows. Massin et al [33] noted that NMR works best when the coil is 
approximately the same size as the sample being investigated, and Peck et al 
[34] have manufactured micro coils as small as 50 µm in diameter. These 
coils, however were built for microscopy applications and not velocimetry, and 
at present [35] a measurement takes up to an hour to acquire. The potential 
for micro NMRV is evident, but as yet it is not a practical microscopic flow 
characterisation method. 
1.3.4. Flow mapping at micro-scale 
Mechanical systems such as hot wire anemometry and Pitot tubes are not 
currently available at micro scale. Even if this technology could be 
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miniaturised successfully it is only really suited to open flows and would be 
difficult to use in microchannels unless designed in as part of the functionality 
of the device. 
Optical systems offer remote detection through windows; LDA provides single 
point time resolved measurement but must be scanned. PIV provides planar 
measurement, with an ability to measure 3 components of velocity in a volume 
if multiple cameras are used, but this requires multiple viewing angles which is 
awkward to achieve with microfluidic devices as they tend to be built by 
laminating a series of layers together such that optical access is only possible 
along one axis. HPIV and NMRV are relatively new techniques and offer great 
potential for development, but both have strong drawbacks. Large scale HPIV 
is difficult as it requires the use of holographic plates to record the necessary 
interference pattern and associated wet processing, and NMRV requires a 
completely non-metallic microfluidic device which can be placed inside a 
cylindrical coil. 
In the following section, the techniques of micro PIV (µPIV) and HPIV will be 
explored in detail to find techniques which are transferable to microscopic 
HPIV (µHPIV).  
1.4. Microscopic particle image velocimetry 
Santiago et al [36] introduced the term µPIV to describe micron resolution 
particle image velocimetry. Their system used 100 to 300 nm diameter 
particles and was capable of resolving velocity fields with interrogation regions 
measuring m 5.19.69.6 µ×× . In order to reduce the noise in the image 
present from the interaction of the laser beam with the walls of the flow cell, 
the particles included a fluorescent dye so that when illuminated by a blue 
laser they would fluoresce green. This enabled a filter to be used which only 
allowed light from the fluorescing particles to be collected by the CCD, 
eliminating noise. They also noted that Brownian motion of particles is a 
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limiting factor in flows of this scale and that these effects set not only an upper 
limit on the time between exposures, but also a lower limit. They showed that 
the Brownian motion could be treated as a form of white noise. This was 
further improved by averaging the flow velocity data over a series of 
exposures. The final point to note from this paper is that the technique of 
measuring a flow field plane, normally achieved by illuminating the flow with a 
sheet of laser light, was in this case achieved by using a microscope objective 
with a very small depth of field, and measuring only the data from in-focus 
particles. The out of focus, and hence dimmer, particles were removed by 
threshold filtering. Cross correlation analysis was used to determine particle 
velocities. 
Olsen and Adrian [37] investigated the factors which affect the visibility of the 
in-focus particles. They found that in order to increase the peak particle 
intensity the most effective method was to increase the numerical aperture of 
the objective lens. It was also noted that the manner in which particle intensity 
decreased as the imaged particle became further from the in-focus plane 
followed a Gaussian profile. 
Devasenathipathy et al [38] determined that for a tracer particle to be 
representative of the flow in microfluidic channels it should have a diameter no 
greater than 1% of the hydraulic diameter of the channel. They went on to 
explain the use of a particle mask in cross correlation analysis of each image 
to identify single particles in preparation for particle tracking velocimetry. They 
used a combination of particle image velocimetry to find the velocity trend 
within a region, and then carried out particle tracking velocimetry in a process 
they called super resolution PIV. It is noted at this point that whilst the majority 
of the noise from the experimental set up is removed by the use of 
fluorescence, the window through which the microscope accesses the flow 
channel is a 500 µm thick Pyrex wafer with the flow immediately the other side 
of the wafer. This minimises the number of surfaces between the flow and the 
camera, and hence the potential for fluorescing light from the particles to be 
scattered by surface irregularities which would cause noise in the image. In 
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this paper there is again much work carried out to identify the out of focus 
particles and characterise their images on the CCD, but no use is made of this 
information other than to eliminate the particles from the image. 
Speidel, Jonáš and Florin [39], and Park and Kihm [40] continued further in 
this manner and used the point spread function of an out of focus particle to 
determine its distance from the focal plane. They found it was necessary to 
correlate the images with a point spread function found using the experimental 
set up as the precise form of the function was dependent on the optical set up 
and the aberrations it introduced to the recording. 
Wu, Roberts and Buckley [41] investigated another aspect of this 
phenomenon. Using the radius of the bright ring caused by spherical 
aberration in a microscope objective around a defocused particle they were 
able to determine the distance of the particle from the focal plane. Tracking a 
particle by its defocused image or point spread function requires sparse 
seeding to avoid overlap of particle images and as such this 3d approach is 
only suited to PTV rather than PIV. 
Park, Choi and Kihm [42] implemented confocal laser scanning microscopy 
(CLSM) which uses a spatial filter in the focal plane to eliminate all light not 
emanating from a single point in the measurement volume. CLSM uses two 
axially aligned spinning discs, one containing a number (20,000 in this case) 
of micro lenses and the other which contains a series of pinholes; one for 
each micro lens. Each lens is located at a different distance from the axis of 
rotation, and by rotation of the disc it is possible to image an entire plane of 
the measurement volume in a piecewise manner, whilst retaining good 
rejection of out-of-plane images (which would be out of focus at the pinhole). 
The experimental results in the paper show a good increase in signal to noise 
ratio for the CLSM data versus normal fluorescent microscopy. The pointwise 
nature, however, limits applicability to velocity measurements. 
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Meinhart, Werely and Santiago [43] compared three different ways of finding a 
time average of velocity data for PIV measurements; averaging the final 
velocity figure, averaging the image data before correlation, and averaging the 
correlation data before the velocity is found. They determined that averaging 
the correlation data produced the cleanest data with a high level of noise 
suppression compared with the other two methods. A final interesting result of 
this paper is that the velocity average and image average methods appear to 
lose accuracy as the number of measurements increase. 
Bown, MacInnes and Allen [44] used data from µPIV experiments to validate 
computational fluid dynamics (CFD) models of microchannel flows. They also 
used non square interrogation regions to achieve better velocity resolutions 
but do not state what shape was used.  
Stereo µPIV was introduced by Lindken, Westerweel and Wieneke [45]. They 
used a single microscope objective but viewed from two different angles and 
achieved three component, two dimensional velocity measurements. They 
noted a number of issues which need to be overcome with this approach; the 
stereo technique gave a larger depth of field than would be encountered with 
a normal microscope objective hence there was a reduction in the resolution 
of the z plane depth, there was a relatively small angle between the two 
viewing angles so the out-of-plane velocity component was limited in 
accuracy, and the larger depth of field of the microscope caused greater noise 
from out of focus particles. 
µPIV has become a sufficiently mature technology to be sold commercially by 
a number of companies. LaVision [46] offer the Flowmaster MITAS system 
which at 63x magnification claims a depth of field of 1.1 µm, a lateral 
resolution of 0.4 µm and out-of-plane resolution of 1.5 µm. It is capable of 
detecting a maximum velocity of 4 cm/s. Dantec [47] and TSI [48] also offer 
similar µPIV systems but do not quote specifications on their websites. 
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1.5. Microscopic holographic particle image velocimetry 
Whilst µPIV systems have matured commercially, the wasted information from 
out of focus particles suggests that there should be a better way to investigate 
microscale flow. Use of holographic techniques would enable the information 
from the out of focus particles to be used and also enable a whole volume of 
microscale flow to be measured. 
1.5.1. Holography: A background 
Holography has been around for over 60 years, and in that time much 
development work has been carried out, mostly in the field of wet processing 
holography; that which uses a holographic plate or holographic film, but many 
of the techniques used in wet holography have direct parallels in digital 
holography. As such it is useful to gain an understanding of the history of the 
science both for background knowledge, and in order to determine whether 
any difficulties which arise in digital holography have already been solved 
earlier for a different set up. 
In 1948, Denis Gabor [49] set out the idea of holography as a proof of 
principle to validate his idea for an improved resolution electron microscope. 
He realised that the interference pattern on a photographic plate generated by 
the interaction of a monochromatic light source and an object in its path would 
allow a reconstruction of the object if the developed plate were re-illuminated 
by the original source. He expanded [50] on the proof of principle and for the 
first time noticed the real/virtual image overlap inherent in in-line holography; 
where the out of focus real image appears in the virtual image as noise, and 
vice-versa. 1951 saw a third paper [51] where Gabor introduced optics 
between the object and recording media which allowed easier set up as it was 
possible to check before recording whether or not the object was within the 
aperture of the recording set up. 
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Leith and Upatnieks [52] improved on Gabor's work by introducing a reference 
beam completely separated in an angular sense from the object beam and 
incident on the recording medium at a different angle. The arrangement set up 
fine (carrier) interference fringes created by the interaction of object and 
reference beams. This allowed filtering of the reconstruction of the hologram 
in the Fourier plane and as such made it possible to mask off the virtual image 
and only reconstruct the real image. 
In 1964 Leith and Upatnieks [53] described the use of holography to image 
three dimensional objects. Notably in this paper there was also a comment on 
the use of a spatial filter as the last piece of apparatus in the reference beam 
before the holographic plate. This had the effect of cleaning up the reference 
beam, essentially the pinhole in the spatial filter acts like a perfect point 
source and the wavefront propagating from it is thus a spherically expanding 
one with no perturbations. Whilst helpful for conventional holography, having a 
near perfect reference in digital holography is almost essential since the 
object is reconstructed mathematically, using the assumption that the 
reference is of a known mathematical form. Any deviation of the real beam 
from its modelled form will cause errors in the reconstruction of the object. 
1.5.2. Towards holographic particle image velocimetry 
Thompson Ward and Zinky [54] went on to use the Fraunhofer technique 
developed by DeVelis, Parrent and Thompson [55] in order to record fog 
particles. The main aim of the experiment was to analyse the variation in size 
of the particles, but there is a comment made of the Q-switched ruby laser 
used: "This extremely short exposure time can record 50-µ [m] particles 
moving at velocities up to 10,000 cm/sec". This was one of the main 
developments essential for the advent of HPIV; a light source capable of 
effectively freezing particle motions. 
1967 saw the second major requirement for HPIV with the simultaneous 
publishing of letters to the editer of Applied Optics by Trolinger, Farmer and 
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Belz [56], and King [57]. Both letters dealt with the idea of recording multiple 
exposures of an object onto a holographic plate, but whilst the former records 
both exposures onto the entire plate, the latter slices the plate up into 
separate exposures. Trolinger, Farmer and Belz's work describes how using a 
passive Q-switched ruby laser enabled the capture of two images of a cross 
and an 'x' on a sheet of Plexiglas. They went on to mention that the same 
technique was being used to capture particle fields in liquids although with 
limited success to that point, and that it would be useful in analysing gas flow 
in wind tunnels. There are clear parallels here with the analysis used in 
particle tracking velocimetry. 
Trolinger, Farmer and Belz went on to further develop their multiple exposure 
technique [58] noting that the holograms contained "a vast amount of 
information including the determination of the velocity and density field, size 
distribution, flow structure, and diffusion rate". Within the paper they make the 
first effort to correct for the directional ambiguity which is inherent in any 
multiple exposure hologram by increasing the duration of the second 
exposure so it is twice the first. This makes the reconstructed particles from 
the second exposure significantly brighter and so easily distinguished from the 
dimmer particles in the first exposure. 
1.5.3. Holographic particle image velocimetry 
Whilst searching for a simpler means of interpreting double exposure 
holograms used in surface deformation measurements, Boone [59] realised 
that by filtering the real image with a pinhole, it was possible to determine in-
plane components of velocity by analysis of the fringes present after the 
pinhole. Whilst this was quite similar to the interrogation region technique later 
used for HPIV, the out-of-plane component still needed a priori knowledge of 
a stationary reference point, and was determined by viewing the whole virtual 
image. 
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In the 1970's there was a trend [60, 61] towards carrying out normal PIV (i.e. 
illuminating a single plane of a flow) but adding a reference beam. This 
allowed an out-of-plane velocity component to be determined without requiring 
a stereo view of the flow but didn't use the ability of a hologram to illuminate a 
whole volume of flow. 
Abramson's work [62] introduced the idea of light in flight holography in 1978. 
The idea of being able to freeze a packet of light and capture an image of it 
must have made a big impact. By having a very short coherence length, only 
light of the object and reference beam which has travelled the same distance 
(to within the coherence length) will appear bright on the recording surface. 
This discovery allows significant noise reduction when used in techniques 
such as HPIV, as spurious interference data from multiple scattering can be 
eliminated since the light will have travelled a significantly greater distance, 
and as such is no longer coherent with the reference beam. 
In the late 1970's there was still no automated form of holographic 
reconstruction and so work was carried out to extract data in other ways. 
Ewan [63] analysed the Fraunhofer diffraction pattern created by a converging 
spherical wave through a double exposure hologram of a fluid flow. Similar to 
Boone, he found that the fringe spacing at the focus of the wave was 
proportional to the displacement of the particles between the two exposures. 
This allowed for a rapid analysis of a flow field, but only gave one 
measurement over the whole volume.  
Whilst studying the behaviour of coal dust in a flame, Trolinger and Heap [64] 
carried out a direct comparison between the results of in-line and off-axis 
holography. They determined that whilst the maximum resolution obtainable 
was sometimes slightly higher for the in-line case, signal to noise ratio was 
always higher with an off-axis reference beam. 
1980 saw the introduction of computers to the task of reconstructed hologram 
analysis. Haussmann and Lauterborn [65] used an image dissector camera to 
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scan a reconstructed hologram's real image layer by layer, and a pixel at a 
time. This gave a maximum of 16 megapixels per layer; a resolution that is 
only now becoming achievable with digital holography. They also used edge 
detection software to determine the positions of particles in the field. The 
different layers were then compared and only the centroid of the particle was 
retained, along with the data on the size of the particle. The only noted 
downsides to the system were the lack of realtime information available 
(similar to photographic PIV systems) and the need for a high power 
continuous wave laser for the reconstruction due to the low sensitivity of the 
image dissector camera. It should be noted at this point that Haussmann and 
Lauterborn were not attempting to find the velocities of the particles. 
In 1981, Takeda, Ina and Kobayashi [66] wrote that when viewing a normal 
fringe pattern it is impossible to determine whether phase is increasing or 
decreasing at a point. They noted that if a Fourier transform of the fringe 
pattern is carried out by a computer, then provided there is a set of carrier 
fringes on the original pattern, it is possible, by shifting one of the spectra 
(representing either the real or virtual image) and inverse Fourier transforming 
the result, to remove the ambiguity. This is the basis of most work carried out 
in the digital reconstruction of off-axis holograms. 
By 1984 the field had split into two distinct areas; speckle velocimetry [67] 
which dealt with a densely seeded flow in a similar manner to speckle pattern 
velocimetry used on solids, and particle tracking velocimetry where the paths 
of individual particles which occurred in much more sparsely seeded flows 
could be followed. 
In order to track the development of turbulent flows, Liburdy [68] developed 
the holocinematographic velocimeter. This system of using a drum of film 
rotating at high speed crossing an aperture with the laser pulse acting as the 
shutter mechanism is still in use now as digital cameras are not yet capable of 
fast enough download times off image sensors for more than two exposures. 
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Ruff, Bernal and Faeth [69] proposed a slightly modified scheme whereby 
multiple holograms were captured on one frame of the high speed film. 
Lauterborn, Judt and Schmidtz [70] carried out similar work but used an off-
axis set up and used a rotating holographic plate rather than film, but this 
limited the size of each hologram to approximately 10 mm in diameter, so 
limiting the amount of information that could be captured. 
Bryanston-Cross et al [71] made a step towards digital HPIV with their use of 
a CCD camera to capture a reconstructed hologram a layer at a time rather 
than a pixel at a time as Haussmann and Lauterborn had done. In order to 
achieve greater accuracy in the out of hologram plane component a 
stereoscopic approach was taken to capturing the hologram. The camera was 
rotated away from the optical axis about the centre of the holographic plate. 
The difference between in-plane components of velocity for the two separate 
viewings could then be used to determine the out-of-plane component. Whilst 
useful for conventional HPIV, it should be remembered that in full digital HPIV 
the out-of-plane component can be measured directly. They went on [72] to 
give a step by step approach to carrying out PIV on a computer using their 
programme Automated Particle Processing (APP) which captured an image of 
the double exposure hologram in a plane near the Fourier plane and 
processed the straight line Young’s fringes generated by each particle pair. 
This process relied on each particle pair generating Young’s fringes which 
were distinct from the next, and as such required a relatively sparse seeding 
density. 
Coupland and Halliwell [73] took the work of Boone a step further and used an 
aperture in the real image to assess the three components of velocity within a 
discrete volume of interest for a double exposure hologram of a fluid flow. By 
capturing the far field diffraction pattern of an aperture in the volume and 
performing an optical Fourier transform on it, the difficult to interpret fringe 
pattern is replaced by an autocorrelation with distinct peaks in 3D space 
corresponding to measured displacement. They eventually [74] went on to 
prove that optical correlation, using the complex amplitude of a reconstructed 
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hologram, was superior to correlation of a mapped hologram acquired by 
digital camera and entered into a computer, which contained only intensity 
information. 
Green and Zhao [75] put forward another technique for digitising the data from 
a reconstructed hologram, with the main intention of replicating the human 
effort required at the time in particle pairing type analysis. In testing, an in-line 
set up was used with a relatively sparse population of bubbles in a bubble 
chamber. Once the hologram had been reconstructed, a CCD was scanned 
across it with a fixed focus to identify approximately where bubbles occurred 
in the xy plane; giving an output signal voltage peak at bubble locations; no 
attempt made at this point to determine position in the z axis. Once all bubbles 
had been identified, including some erroneous false bubbles, each was 
focused automatically. This required the image threshold to be adjusted until 
only speckle noise and bubbles remained, and then the xy centroid of each 
bubble was found. Finally the depth was scanned coarsely to give an 
approximate idea of the plane in which the bubble was located, then scanned 
finely about this point, and the intensity profile fitted to a Gaussian profile to 
determine the centroid in Z. The error was found to be sufficiently small 
compared to that of a human operator which made the system viable. 
Barnhart, Adrian and Papen [76] noted that the particles which are 
reconstructed by a hologram are not the neat spheres of the particles in the 
flow but rather an elongated ellipsoid whose elongation is governed by the 
numerical aperture of the recording system. In order to decrease the 
elongation of the reconstructed particles, and so the uncertainty of their 
position, it is useful to increase the numerical aperture of the system. It was 
achieved in this instance by creating a stereo imaging system so that when 
reconstructed the particles were imaged from two separate angles, and as 
such it was known that the actual particle position lay in the region where the 
two particle reconstructions met. 
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Zhang, Tao and Katz [77] worked on a similar principle to Barnhart, Adrian 
and Papen; their stereo HPIV system increased the angle between the 
reconstruction origins until they were perpendicular to each other, although 
this increased the complexity of the system somewhat, necessitating the use 
of two separate holographic plates for recording. 
Hinsch's review paper on particle velocimetry [78] introduces the idea of using 
folded light sheets to illuminate specific areas of a flow in a manner similar to 
normal PIV, whilst retaining the off-axis reference beam to enable the depth 
perception with one camera that is unique to holography. The benefits of this 
system are that large cross sections of flow can be measured with information 
at various depths using high densities of particles to give good resolution, 
without flooding the photographic plate with overwhelming amounts of data, 
and smaller particles can be used as there is a greater intensity of light in the 
illuminated regions compared with whole volume illumination. 
Liu and Hussain [79] proposed a system where the object beam was recorded 
in the Fourier plane, using an off-axis reference beam. During the recording 
process, the centre spot of the holographic plate was overexposed. This 
effectively blocked out the dc term during the hologram reconstruction and as 
such made the particle images much clearer. The photograph of particle 
images in the paper was particularly clean with virtually no visible noise. 
A development of this technique by Liu and Hussian [80] utilised a high pass 
filter in a Fourier plane before the hologram plane to eliminate the dc term (the 
undiffracted light). A 10 dB gain in the signal to noise ratio was reported when 
the technique was tested. This enables the technique to be used with a 
hologram recorded in the image plane and is therefore useful for digital 
holography where recording in the Fourier plane may damage a CCD. 
A variation on the theme is the in-line recording, off-axis viewing technique 
suggested by Meng and Hussain [81] . In this concept, the hologram is 
recorded as a normal in-line hologram with all the associated problems of the 
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twin image noise, but after reconstruction the data is read into a computer 
using a camera tilted at an angle to the optical axis. This has the effect of 
reducing the numerical aperture of the hologram in one dimension, but also 
prevents the camera from seeing the undiffracted light, or the noise from the 
virtual image. 
In his review article of holography and PIV, Royer [82] states that holographic 
plates have been widely replaced by thermoplastics which require much less 
processing, and since then bacteriorhodopsin [83, 84] has come to the 
forefront for conventional hologram recording with its resolution of 5000 line 
pairs per mm and the ability to be recorded and erased simply. 
1.5.4. Digital holography 
In 1994 Schnars and Jüptner [85] made the first attempt at completely 
eliminating the use of analogue recording in holography. They used a 1024 x 
1024 pixel digital camera to capture a small off-axis hologram directly to a 
CCD. With a pixel area of 6.8 µm x 6.8 µm and a total area of 7 mm x 7 mm, 
the hologram of the two dice was quite coarse, but a big step forward in real 
terms. The downside to digital holography however is that the aberrations 
present in the optical set up when recording cannot be eliminated by 
reconstructing the real image through the same optics, although it may be 
possible to compensate for these numerically. 
By 1996, Skarman, Becker and Wozniak [86] had built a holographic 
interferometer which could capture a hologram completely digitally and output 
useful quantitative holographic PIV and temperature data, but this device was 
primarily an interferometer, and as such was destined primarily for 
temperature measurement. 
Kreis and Jüptner [87] made useful progress in the field of digital holography 
with their work to suppress the dc term for in-line Fresnel holography, which 
during reconstruction appeared as an image of the CCD, and was effectively 
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the undiffracted light from the reference beam. They recognised that if a 
Fourier transform of the digital hologram was carried out it would be feasible 
to remove the dc term by making the zero frequency term null, but in practice 
subtracted the mean intensity of the CCD from each pixel, achieving the same 
effect. 
Cuche, Marquet and Depeursinge [88] worked along similar lines to Kreis and 
Jüptner, but were able to more satisfactorily remove the dc term as they were 
working with off-axis holograms. They were, in effect replicating the work of 
Takeda, Ina and Kobayashi by using the characteristics of the Fourier 
transform of a hologram, but performing the transform mathematically rather 
than optically. 
In 1999, Takaki, Kawai and Ohzu [89] carried out an analysis of various 
mechanisms which could be used to eliminate the conjugate image and zero 
order image in digital holography. Their set up took a basic approach related 
to the equations governing the intensity pattern on the CCD, and eliminated 
the zero order image by taking images of the hologram, the undiffracted object 
beam, and the reference beam. They then went on to eliminate the conjugate 
image using the phase shifting method proposed by Yamaguchi and Zhang 
[90]. 
Soulez et al [91] have recently suggested an improved means of digital 
hologram processing which is carried out in an iterative manner. The brightest 
particle is identified and located, then the effect that particle has on the rest of 
the field is subtracted from the reconstruction. The same thing can be done 
with the next brightest particle and so on. The system has been tested for a 
seeding density of 100 particles per hologram and the idea shows great 
promise. 
22 
1.5.5. Digital holographic microscopy 
As with normal holography, there are two distinct forms of holographic 
microscopy: in-line and off-axis. There are no major differences aside from the 
scale of the volume of interest, and the use of a microscope objective 
between the object and the recording plane in order to magnify the image. 
The smaller volumes of interest, and generally much increased numerical 
aperture of the imaging systems do, however, lend themselves particularly 
well to the digital application which is hampered in normal holography by the 
limited resolution and size of the digital sensors (CCD or CMOS) currently 
available [92]. 
Yang [93] built an off-axis holographic microscope but did not resolve more 
than 137 velocity vectors out of a correlation analysis covering 12800 points. It 
should be noted, however, that this analysis was carried out on a real jet flow 
in a microchannel and as such the results are real world rather than a 
carefully set up proof of principle. 
In-line digital holographic microscopy has been examined by Sheng, Malkiel 
and Katz [92] and they have been able to decrease the depth of focus in this 
system to as little as two particle diameters. 
Takaki and Ohzu [94] utilised a slightly out of the ordinary geometry for 
microscopes where there are no optics between the object and the CCD 
plane. The reference beam and object beam both travel through the same 
microscope objective, but the reference goes through a pinhole in the object 
plane whilst the object is illuminated by a separate aperture in the same 
plane. This method used an interferometric set up to steer the beams to each 
aperture, but a similar effect could have been achieved by using a broad 
single beam which illuminated both apertures, at the cost of wasted light. 
In 2007 Depeursinge [95] wrote about the final logical step in digital 
holography; numerical optics. It is possible to simulate the effect of wavefront 
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distorting objects such as apertures and lenses during the digital 
reconstruction procedure, and as such reduce the level of aberrations present 
in the volume of interest. 
1.5.6. Summary 
At this moment in time, DµHPIV is arguably the best use of digital holography 
and the best way in which to measure flows at a microscale. The increase in 
the numerical aperture of the field of interest afforded by the microscope 
objective compensates for the large size of the pixels which limit its use in full 
scale HPIV. It has been possible to draw together techniques from the fields 
of PIV, HPIV and µPIV to best exploit the technology. However, there remain 
a number of points to be addressed before the method can be considered for 
commercial adaptation.  
First a holographic microscope must be designed and constructed. The 
particular design considerations relative to this kind of microscope will be 
explained in chapter 2 and then the method of digital reconstruction of a 
hologram from an image captured by a digital camera is discussed. 
Next, the best method for extracting data from the available information must 
be determined; this is not as simple as adopting the same approach as used 
in µPIV since more data for each reconstructed pixel is available; phase and 
amplitude as opposed to just intensity. In chapter 3, an experiment will be 
carried out under controlled conditions to compare the methods of tracking 
individual particle displacements; nearest neighbour analysis, complex 
correlation and intensity correlation. It will find that correlation tracking of any 
type introduces significantly less errors into an experiment compared with 
nearest neighbour analysis, and that complex amplitude correlation, using all 
the information available in a holographic reconstruction, is more accurate 
than intensity based correlation methods. 
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Having established the preferred technique for finding particle displacement, 
the method needs to be tested in a real world situation, with all the 
unavoidable constrictions and errors that such a test introduces to ensure the 
method is sufficiently robust. Chapter 4 will test the complex amplitude 
correlation technique in an experiment to determine the flow inside a 
prototype microfluidic blood separator. This chapter will also demonstrate a 
system for reciprocal validation of measured flow fields and computational 
models. Using these techniques, a vector density of 500000 discrete 
measurements per 3mm  will be achieved from a single image. 
Finally, in chapter 5, an entirely new method is devised. Using the ability of 
DµHPIV to record the complex amplitude of an electric field, an experiment is 
carried out to reconstruct, without aberration, the interior of an inkjet drop. For 
the first time it has been possible to interpolate the electric field at the highly 
curved surface of the droplet and from there propagate the field through to the 
opposite side, opening up the possibility of measuring the absolute velocity of 
a droplet, the interior flow, and the effect on the air surrounding the droplet 
simultaneously.  
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Chapter 2: Design of an 
2.1. Introduction 
In this study a forward scatter off
built. The following chapter describes this microscope and justifies the design 
decisions. 
2.2. Measurement direction
The first practical decision to make is how to illuminate the flow of interest, 
and where to view from. The flow can be viewed in forward, side or back 
scatter which describes the direction that light disturbed by the object travels 
relative to the original propagation direction of the illumination beam. There 
are advantages and disadvantages to each scheme. Figure 
relative intensity of light scattered around the p
sphere of refractive index n=1.5
Figure 1: polar-log graph of scattering intensity illuminated from left side
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It can clearly be seen that much more light can be collected from a particle in 
forward scatter than back or side scatter, but there are other matters to 
consider. A direct forward scatter geometry will not only capture a lot of light 
scattered by particles, it will also collect all the unscattered light from the 
illumination beam. A back scatter microscope has the advantage of only 
needing optical access from one side of the microfluidic device as illumination 
and observation are from the same direction, but suffers from the back 
reflection of the illumination beam on surfaces normal to the beam path. A 
side scatter set up is unlikely to be swamped by reflection of the illumination 
beam but requires optical access of the flow cell from the orthogonal direction. 
The approach chosen for this project is direct forward scatter since it captures 
the most scattered light and the geometry of the flow cell only allows optical 
access from two sides opposite to each other, ruling out side scatter. 
2.3. Type of holography 
Before progressing any further, it is useful to examine what a hologram is. A 
hologram is the recording at a single plane of the intensity, ( )y,xI , of the 
interference between an object beam, with complex amplitude ( )y,xUobj , and 
a reference beam, with complex amplitude ( )y,xUref , such that 
( ) ( ) ( )
( ) ( ) ( ) ( ) ( ) 2ref2objref*obj*refobj
2
refobj
UUy,xUy,xUy,xUy,xUy,xI
y,xUy,xUy,xI
+++=
+=
 
2 
where * denotes the complex conjugate. To reconstruct the original object, all 
that is required is ( )y,xUobj ; everything else present effectively just adds noise 
to a reconstruction. If an in-line holographic microscope were built, there is no 
easy solution to this problem; present in every reconstruction would be an out 
of focus image due to ( ) ( )y,xUy,xU ref*obj , significant speckle noise ( ( ) 2obj y,xU ) 
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and undiffracted reference beam ( ) 2ref y,xU . The only way to eliminate all 
these terms in an in-line hologram is through a lengthy iterative process [1]. It 
is, however, possible to isolate the ( )y,xUobj  using a simple process. Consider 
the Fourier transform of the holographic recording; here tilde denotes the 
Fourier transform and ⊗  the convolution operation: 
( ) ( ) ( ) ( ) ( )
( ) ( ) ( ) ( )yx*refyxrefyx*objyxobj
yxrefyx
*
objyx
*
refyxobjyx
k,kU~k,kU~k,kU~k,kU~
k,kU~k,kU~k,kU~k,kU~k,kI~
⊗+⊗
+⊗+⊗=
 
3 
If ( )y,xUref  is a uniform plane wave incident on the recording surface, its 
Fourier transform is a Dirac delta function ( )ζ+η+δ=∆ yx k,kf , whose 
parameters η  and ζ  depend on the angles xθ  and yθ  of the reference beam 
propagation relative to the hologram plane surface normal and the illumination 
wavelength as shown in figure 2. 
λ
θ
=η xsin ,
λ
θ
=ζ ysin  
4 
 
Figure 2: Diagram to illustrate the relationship between theta and spatial period  
λ  
θ  
Propagation of reference beam 
Hologram plane 
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If the bandwidth of the object beam is finite [2], then it is possible by correct 
choice of xθ  and yθ  to map ( )yxobj k,kU~  into a portion of Fourier space 
uninhabited by any other term in equation 3 and is illustrated in figure 3. 
 
Figure 3: Separation of terms in Fourier space 
Convolving ( )yx k,kI~  with ( )yxref k,kU~  maps ( )yxobj k,kU~  back into the centre of 
Fourier space alone such that: 
( ) ( ) ( ) ( ) ( ) ( )
( ) ( ) ( ) ( ) ( ) ( )yxrefyx*refyxrefyxrefyx*objyxobj
yxrefyxrefyx
*
objyxobjyxrefyx
k,kU~k,kU~k,kU~k,kU~k,kU~k,kU~
k,kU~k,kU~k,kU~k,kU~k,kU~k,kI~
⊗⊗+⊗⊗
+⊗⊗+=⊗
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Equation 5 can now be multiplied by a band limiting mask to leave only the 
spectrum ( )yxobj k,kU~  which can then be inverse Fourier transformed to find 
the complex amplitude of the object beam. 
 
Clearly off-axis holography is able to isolate the complex amplitude of the 
object beam without requiring iterative computational methods and so the 
microscope will be built in the off-axis configuration with a separate reference 
beam. 
2.4. Bandwidth 
In order to make best use of the available resolution, it is desirable for the objU
~
 
spectrum to occupy as much of the Fourier spectrum recorded by the camera 
as possible. However, if the *objU
~
 or 
2
objU
~
 spectra overlap the objU
~
 spectrum 
then noise will be introduced into any reconstruction which is carried out and 
so it is necessary to determine how best to fit the spectra into the available 
frequency space. Figure 3 shows a schematic of a theoretical frequency 
spectrum for an off-axis hologram of a perfectly plane reference beam and a 
band limited highly scattering object. In order to limit the bandwidth of the 
object beam an aperture stop is placed in the path of the object beam. As a 
microscope objective will be used it is convenient to use the aperture stop in 
the back of the objective. The variable Rk  in figure 3 defines the maximum 
spatial frequency at the aperture seen by the CCD as a function of the 
absolute maximum spatial frequency, maxk , of the recording CCD. For any 
case, 
maxx
k  and 
maxyk , the maximum spatial frequencies in x and y respectively, 
can be used to determine maxk  such that 2y2xmax maxmax kkk += . For a camera 
with square pixels, 
maxx
k  and 
maxyk  are the same irrespective of the number of 
pixels in each direction. The problem of how best to fit the three spectral lobes 
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of objU
~
, 
*
objU
~
 and 
2
objU
~
, radius Rk , Rk  and Rk2  respectively created by the 
circular microscope objective aperture into the available frequency spectrum 
becomes that of how best to fit three circles, laying on the same line with the 
middle one twice the diameter of the outer two, inside a square without 
overlap. For this configuration of square pixels and circular aperture, the best 
fit occurs with the centre of the circles lying along one of the diagonals of the 
frequency spectrum. To determine the correct radius of the circles, the 
function of Rk  to maxk  should be determined. By inspection of figure 3 it can 
be seen that:  
23
kk maxR
+
=  
6 
This can be more easily understood if viewed as the difference in spatial 
frequencies between a point source on the optical axis at the aperture, and a 
point source grazing the limit of the aperture. Rearranging equation 4 and 
substituting Rk  for η , gives the angular separation Rθ  between the optical 
axis and the edge of the band limiting aperture: 
( )λ=θ − R1R ksin  
7 
2.5. Path length compensation 
If the holographic microscope uses a laser with a limited coherence length i.e. 
less than one millimetre, then it is essential to be able to balance the path 
lengths to account for the differing amounts of specimen which will be present 
in the object path from one experiment to the next. To this end figure 4 shows 
a design which has been manufactured from two isosceles trapezium prisms 
that allows path length compensation in the reference beam without deflecting 
it:  
 
40 
 
 
Figure 4: Path length compensation (a) minimum compensation and (b) maximum 
compensation 
adjustment 
screw 
adjustment 
screw 
reference beam 
isosceles 
trapezium 
prisms 
(a) 
(b) 
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2.6. The holographic microscope 
The holographic microscope was constructed to the pattern shown in figure 5.  
 
Figure 5: Schematic of the holographic microscope 
A Lumenera LW11059 10.MPixel camera with 9.0 µm sided square pixels and 
a Mitutoyo M Plan 50x long working distance microscope objective were 
obtained to work with an Elforlight diode pumped solid state NdYLF laser used 
with a doubling crystal to produce light at nm523=λ . With this in mind, the 
maximum spatial frequencies that the camera can record, 
maxx
k and 
maxyk , can 
be calculated as such: 
( )
1-
6yx mm6.551092
1
 widthpixel2
1kk
maxmax
=
××
=
×
==
−
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so ( ) ( ) 12y2xmax mm6.78kkk maxmax −=+=  and using equation 6, Rk  can be 
found as 1mm8.17 − . The angular separation, θ , between the edge of the band 
limiting aperture and the centre of the aperture are found using equation 7 as: 
Object 
Microscope 
Objective 
Spatial 
Filter 
50/50 Beam 
Splitter Cube 
Image array
Mirror Mirror
Mirror
θ 
Path Length 
Compensator 
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( ) ( )( )( ) °=××=λ=θ −−− 533.010523108.17sinksin 931R1  
9 
Similarly, the angular separations xθ  and yθ can be found as 
( ) ( ) ( )( )
°=








×
××
=

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2
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2
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Finally, measuring the aperture in the rear of the microscope objective as 5 
mm diameter sets the distance from the microscope objective to the CCD as 
( ) ( ) mm269533.0tan/105.2 3 =°× − . 
Knowing these data, it is possible to determine whether the reference beam 
path can be completely unobstructed by optics between the spatial filter 
pinhole and the CCD. Previously, a cube beamsplitter has been used to mix 
the object and reference beam but this both reduces the amount of light at the 
camera and introduces extra reflections. If it is possible to position a mirror 
such that it is only present in the object beam path then both these issues are 
avoided. Figure 6 shows that there is sufficient space to position a mirror 
without obstructing the reference beam. The completed microscope is shown 
in figure 7. 
 
 
 
 
Figure 6: Diagram showing position of mirror in object beam path from CAD 
CCD 
object beam 
reference 
beam 
mirror 
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Figure 7: CAD model of microscope and finished article in use 
2.7. Holographic recording  
In order to be able to reconstruct a representation of the field at the objective, 
it is useful to consider the light captured by the CCD as a magnified and 
filtered version of that in the object plane with an additional phase curvature. 
In this configuration the reference beam is the regular wave-front that diverges 
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from a pinhole of a spatial filter that is placed off-axis such that the reference 
beam subtends a nominal angle, φ, to the optical axis of the objective at the 
image array. The pinhole is positioned in the back focal plane of the objective 
such that the phase curvature introduced by the microscope objective is 
approximately compensated by that of the reference wave. In this way the 
intensity recorded by the image sensor can be considered to be a magnified 
and filtered image of the complex amplitude in the object plane interfering with 
a virtual plane wave [3]. Accordingly equations 2 through 5 still apply, but now 
( )y,xUobj  is the complex amplitude of the scattered field (filtered by the finite 
NA of the objective lens) and ( )x,yUref  is the complex amplitude of the virtual 
reference beam.  
It is interesting to note that the spatial frequency of the virtual reference beam 
is given by 
λ
θ
=η+ε sinM22  where M is the magnification and θ  is the angle 
subtended by the reference beam at the CCD. Consequently the spatial 
frequency of the virtual reference beam is unbounded and at high 
magnification systems can take a value that exceeds 1/λ. Clearly this would 
be impossible in optical configurations that did not include an objective lens. 
Although effort is made to ensure the virtual reference wave is plane, in 
practice, this is not always possible and it is necessary to estimate the phase 
and amplitude of the virtual reference beam. To estimate the complex 
amplitude of the virtual reference wave, a hologram is taken with no object 
making the assumption that this is a plane wave propagating along the optical 
axis. In this case ( ) ( )yxyxobj k,kk,kU~ δ=  and so the third term in equation 3 
becomes ( )yxref k,kU~ . Separating this term and calculating the inverse Fourier 
transform gives one estimate of the reference beam amplitude ( )y,xUref , 
however, high frequency noise caused by dirt on components in the optical 
train can contaminate the result. A better estimate can be made by making a 
second order, least squares, fit to the phase, ( )y,xφ  of this expression such 
that, 
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( ) 25423210 yaxyaxayaxaay,x +++++=φ  
11 
Where 50a −  are scalar constants. In this way, the first and second order terms 
account for tilt and defocus of the virtual reference beam respectively. Finally 
the intensity distribution ( )y,xIref  in the reference wave is recorded and an 
improved estimate of the complex amplitude of the reference beam is 
calculated using,  
( ) ( ) ( )x,yjrefref ex,yIx,yU φ=  
12 
By separating the second term in equation 2 and multiplying by the expression 
for the reference wave, a good quality estimate of the complex amplitude in 
the object plane of the objective ( )y,xUobj  is obtained. At this point, the 
undiffracted light can be filtered out [4] with an arbitrary threshold such that: 
 
( ) ( )




λ
>+
=
otherwise0
 
100kkk,kU~k,kU~
2
y
2
xyxobj
yxobj   
2.8. Holographic reconstruction 
In general, any 3D distribution can be written as a spectral decomposition 
such that: 
( ) ( )∫ ∫ ∫ ⋅pi∞
∞−
= kdeU~U 32j rkkr
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But in optics, the electric field must obey the Helmholtz equation [5]: 
( ) ( ) 0Uk 202 =+∇ r  
14 
where 2∇  is the Laplacian operator, 
positions distant from any sources
multiplying both sides of equation 
partial derivative:  
( ) ( ) 0Uk 202 r ∞
∞−
==+∇ ∫ ∫ ∫
Since this must be true for all 
04k 2220 =pi− k . 
Figure 8:The Ewald Sphere
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 This sphere, shown in figure 8 and radius k  is the Ewald sphere [6]. Making 
the assumption that 0k z > , and ( )22y2x /1kk λ≤+ , valid since the microscope 
measures in forward scatter, and has a limited numerical aperture of less than 
1 (shown as the dark shaded cap in figure 8), the following supposition can be 
made; if the Fourier transform of the demodulated measured field in the object 
plane is ( )yxobj k,kU~ , then: 
( ) ( )

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Substituting equation 16 into equation 13: 
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and thus 
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So a reconstruction of the entire 3D field can be obtained by measuring the 
complex amplitude in a single plane provided the field is monochromatic. This 
is illustrated in figure 9 which shows the reconstruction at 1zz =  of a field 
composed of the summation of plane wave vectors 1k  to 5k  measured at 
0z =  and propagated forward. Here, constructive interference is shown as a 
series of black and white patches, and destructive interference as a patch of 
grey. It can be seen that the pattern of constructive and destructive 
interference at 1z  has changed relative to that measured at 0z , illustrating a 
redistribution of the field strengths and phases. 
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Figure 9: Demonstrating reconstruction of a field using only plane waves 
2.9. Conclusions 
In this chapter all the tools have been described which will enable the 
measurement and 3D reconstruction of objects at the microscale. In the 
0z = 1zz =
= 
1k  4k 5k2k 3k
+ + + + 
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following chapters, these tools will be used to first validate their own accuracy, 
and then perform novel experiments.  
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Chapter 3: Particle tracking and correlation 
techniques 
3.1. Introduction 
The particle displacement in particle image velocimetry (PIV) can be found by 
considering a reconstruction of either the complex amplitude or the intensity 
field. In macro HPIV the former has been shown to be more robust to 
aberration [1], however, to date most researchers have used intensity based 
analysis [2,3,4]. Because digital microscopic holographic particle image 
velocimetry (DµHPIV) provides a numeric reconstruction of the complex field, 
it is easy to compare different analysis techniques. 
3.2. Experimental set up 
Two microscope slide cover slips moving relative to each other and coated 
with small particles can be used to simulate a 3D object with well controlled 
motion. Polymer microspheres (Duke Scientific 1 µm diameter) dispersed in 
water were dropped onto two microscope cover slips approximately 150 µm 
thick and allowed to dry. The cover slides were turned over and the process 
repeated, leaving a sparse layer of microspheres on either side of the two 
cover slides. These were suspended approximately 250 µm apart over the 
microscope objective lens shown in figure 10. The top most cover slide was 
subject to an in-plane translation of approximately 1.5 µm between exposures 
whilst the lower cover slide remained stationary. In this way, particles were 
located in well defined planes and could be moved in a controlled manner, 
and at the seeding concentration used, mimicked a typical flow recording with 
a shadow density [5] of approximately 2%. Shadow density ds  describes how 
much of the illumination light which would be incident on the recording 
medium is blocked out by particles and is calculated as 2psd Ldns =  where sn
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is number of particles per unit volume, L is depth of the interrogation volume 
and pd  is particle diameter. Lebrun went on to show that the ability to extract 
useful data from particle displacements decreases with increasing particle 
density and it is noted that most PIV experiments take place in a region of 
shadow density between 0% and 5% so the example experiment here closely 
follows the kind of seeding density which occurs in real world experiments. 
The digital holographic microscope described in the previous chapter was 
used to capture all images of the experiment. 
 
Figure 10: Experimental schematic diagram 
The intention of the experiment was to estimate the displacement of every 
particle within the image. In order to do this, the analysis procedure was split 
into separate procedures; particle identification and particle tracking analysis. 
3.3. Particle identification 
To identify the particles within the reconstructed image, amplitude and 
intensity reconstructions were made over 100 planes separated by 10 µm in 
the z direction using equation 17. Using this data, the brightest particle image 
was identified as the highest intensity in any of the reconstructed planes. 
Once the brightest location was found, the intensity was set to zero in a 
cylindrical column of radius 13 µm surrounding the particle location which was 
found to be large enough to ensure that no particle was chosen twice in the 
same exposure. The process was repeated to find the next most significant 
Microscope 
Objective  
lens 
Stationary 
cover slide 
Moving 
cover slide 
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particle image, and so on until 250 particles had been found. This threshold 
was the upper limit possible before the algorithm began to identify speckle 
noise as particles; evident as particles located away from one of the four 
expected planes. 
3.4. Particle location 
In principle, the relatively crude reconstruction described in the previous 
section could be used to estimate particle location, however, the relatively 
large, 10 µm steps in the z-direction result in a measurement uncertainty of ±
5 µm in this direction. In these instances a quadratic or Gaussian fit is 
sometimes applied, however the Nyquist resolution in the z direction is 
approximately 3.5 µm [6] for this system, and because of this the fit was found 
to be unstable. To better estimate the particle location, a relatively small 
region of m 201010 µ××  centred on the location determined in the previous 
step was reconstructed at a resolution of 1 µm in all directions. Similar to the 
two dimensional method used by Cowen and Monismith [7], location of the 
brightest voxel in this smaller region was then found and a quadratic fit 
applied to the voxels around the brightest to establish sub voxel accuracy for 
particle location. Figure 11 a) and b) show x-y and x-z projections of the first 
250 particle images obtained by this method respectively. Particles located on 
the top and bottom surfaces of the cover slides can clearly be seen and this 
information has been used to distinguish each plane of particles in the x-y 
projection. 
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Figure 11: Locations of identified particles 
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Although this information gives an indication of the ability to locate particles in 
the z direction, the random distribution of particles in the x-y projection reveals 
no useful information concerning accuracy in these dimensions. It is 
interesting to note that particle location identification appears to be better in 
the lower layer and becomes progressively worse as it becomes necessary to 
image through more glass. Since a constant wave number is assumed in the 
reconstruction, the result of imaging through different thicknesses of glass is 
to introduce varying degrees of spherical aberration. 
 
3.5. Particle tracking analysis:  
3.5.1. Nearest neighbour 
It is well established that the velocity of individual particles can be calculated 
from their locations at two or more instants in time and this can be considered 
to be the basis of particle tracking velocimetry [8]. In order to carry out the 
nearest neighbour analysis, the particle location step was repeated for the 
second image but the limit was set at 300 particles to compensate for any 
change in particle intensities and therefore their likelihood of identification. 
84% of the particles identified in the first exposure were matched with a 
particle in the second. Figure 12 illustrates the initial position of these particles 
(as in figure 11) with their velocity marked as a scaled arrow. In this case the 
upper slide was displaced by approximately 2 µm in the x and y directions. It 
can be seen from the x-y projection that the particles located on the surfaces 
of the upper slide reveal the slide movement, however, there is considerable 
noise. The noise is especially prevalent in the estimates of z component of 
displacement. It is noted at this time that scattered light from imperfections in 
the glass cover slips may cause poor identification of particles, but the amount 
of light scattered by imperfections is negligible compared to that focused by 
one of the spherical particles, and so can be ignored in this case. 
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3.5.2. Correlation 
Although correlation analysis is usually associated with estimating velocity 
from groups of particle images at a time, it can improve measurements when 
a single particle image is correlated. There is, however, a distinction to be 
made between correlation of the complex amplitude, and correlation of the 
intensity of the reconstructed field. 
In 3D vector notation, the complex correlation, ( )r2U1UR − , of optical fields ( )r1U  
and ( )r2U  can be written 
( ) ( ) ( ) ( ) kd.j2expU~U~R 3*212U1U rkkkr pi= ∫+∞
∞−
−
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Since the local velocity is required, the fields must be windowed in some way 
to ensure the correlation is dominated by the particle of interest. In optical 
HPIV a sampling aperture is placed within the reconstructed field. In this 
paper the same basic approach is applied, albeit in a digital environment. 
Accordingly the complex amplitude is reconstructed on a surface segment that 
is normal to the optical axis and centred on a particle location identified by the 
method established previously. In this case a square surface segment with an 
area m 15.415.4 µ×  was used. The spectrum ( )k1U~  was calculated using the 
information present within this window. A similar surface but with twice the 
side length ( m 3.83.8 µ× ) centred at the same location was taken from the 
second exposure reconstruction, and the spectrum ( )k2U~  was then calculated. 
Using equation 18 the complex cross correlation was then evaluated in three 
dimensions and the position of the brightest peak, determined by finding the 
greatest magnitude of the complex amplitude, was located to sub-sample 
resolution with a quadratic fit. 
Using the same experimental data set, figure 13 shows the displacements 
obtained; a substantial improvement can be seen. The particles located on the 
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upper slide can be seen to move in unison. For the most part, the substantial 
errors in the z component that were observed in figure 12 have been resolved. 
 
Figure 12: Displacement by nearest neighbour analysis 
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Figure 13: Displacement by complex amplitude correlation 
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It is interesting to compare this result with that obtained using cross 
correlation of the reconstructed intensity field. As before the complex 
amplitude was reconstructed on a surface segment centred on a particle and 
normal to the optical axis. The same window was applied and the spectrum, 
( )k1U~ , of the component of the field that propagates through the window was 
calculated. In this case, however, the intensity ( )r1I  of the field was calculated 
such that: 
( ) ( ) 23.2j11 rdexpU~I ∫ ∞+
∞−
pi−
=
rkkr  
19 
Similarly the intensity of the field, ( )r2I , that propagates through the larger, 
second exposure window was calculated. Finally the three dimensional cross 
correlation of these fields, ( )r2I1IR −  was calculated such that 
( ) ( ) ( )∫+∞
∞−
−
′+=′ rdIIR 3212I1I rrrr  
20 
Finding the peak in the correlation provides the measurements shown in 
figure 14. It can be seen once again that for the most part the method 
correctly identifies similarities in the recordings, however, greater scatter in 
the data is evident, particularly in the z component. 
3.6. Results summary and discussion 
A quantitative comparison of the methods is shown in table 1. This data 
shows the mean and standard deviation of the measurements obtained using 
nearest neighbour analysis, complex amplitude correlation and intensity 
correlation. Considering the upper cover slide first (the one that is furthest 
from the CCD), it can be seen that the correlation based techniques show a 
mean displacement of around 0.8 µm in the x direction, 0.9 µm in the y 
direction, and 0 µm in the z direction. The x and y components estimated by 
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nearest neighbour analysis are approximately 15% smaller than that of the 
intensity and complex amplitude correlations, and this may be due to the bias 
introduced by selecting the particle pairing as the smallest displacement; 
literally the nearest neighbour. It is noted, however, that the mean distance 
between particles is in the region of 10 µm; significantly larger than the 
displacement and consequently unlikely to cause significant errors in particle 
pairing. If the displacement were larger, more advanced evolutions of the 
nearest neighbour technique such as concise cross correlation [4] or particle 
relaxation [9] would be required; all these techniques first identify particle 
centroids for all exposures and then determine the displacement from those 
measurements. The scatter in the data extracted using the nearest neighbour 
analysis is large with a standard error of around 0.4 µm in x and y directions 
and 3.0 µm in z. Clearly nearest neighbour analysis does not provide 
sufficient resolution to measure particle displacement at the micro-scale and 
the correlation approaches are significantly better. For the upper slide the 
standard error in the x and y displacements are similar and around 0.1 µm for 
both intensity and complex amplitude based techniques. Notably the complex 
amplitude correlation displays a standard error in the z component which is 
only 3 times that of the x and y directions whereas the intensity based 
technique has approximately 5 times the standard error in z. This can be 
attributed to the fact that the complex amplitude correlation is an entirely linear 
process, whereas the intensity based correlation is non-linear as evidenced by 
equation 19. Because of this, phase aberrations introduced by the imaging 
system are entirely compensated by the complex amplitude correlation 
process. 
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Figure 14: Displacement by intensity correlation 
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Table 1: Mean and standard error of displacements obtained using different analysis 
methods 
Mean S. Error Mean S. Error Mean S. Error
Upper Y 0.8466 0.3269 0.8917 0.1259 0.8849 0.0928
Upper X 0.7706 0.3938 0.8147 0.0982 0.8191 0.0819
Upper Z -0.4045 3.0016 -0.0980 0.5691 0.0548 0.2333
Lower Y -0.0136 0.2158 0.0153 0.1268 0.0438 0.1370
Lower X 0.0222 0.2427 0.0337 0.1097 0.0663 0.1392
Lower Z -0.0961 1.4347 -0.1275 0.6450 0.0178 0.4782
Displacement 
Component
Complex Amplitude 
Correlation (µm)
Nearest Neighbour 
(µm)
Intensity 
Correlation  (µm)
 
To a certain extent these findings are repeated for the case of the lower cover 
slide which is nominally stationary. All the techniques report mean 
displacement components of less than 0.13 µm and once again it is noted that 
the correlation techniques report the lowest standard error. The standard error 
in the z component offered by the complex correlation method, however, is 
now around 0.5 µm and is significantly higher than that obtained for the upper 
slide. This result is quite surprising since the lower slide is closest to the CCD 
and is largely free from aberrations introduced by propagation through the 
glass and degradation of the scattered wavefront as it passes through multiple 
layers of particles. It has been shown [10], however, that according to scalar 
diffraction theory the far field measurement of the scattered field can only be 
considered as a measure of the object refractive index distribution if the 
illuminating field is relatively unperturbed by the object itself. Clearly this is the 
case for the upper cover slide which is illuminated by an undistorted object 
beam, and backscatter is negligible in comparison, but on the lower slide the 
illumination is, in part, forward scatter from the particles of the upper slide, and 
this represents a much more significant perturbation to the plane illumination 
wave. This multiple scattering de-correlates the first and second exposure 
fields scattered from the lower particles and introduces noise into the 
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measurement process. It is believed that this is the first time this effect has 
been noticed in practice.  
3.7. Additional findings 
It was mentioned earlier that reconstruction through the cover slips had the 
effect of foreshortening the image. The effect can be compensated for by 
reconstructing the volume in a plane by plane manner, beginning closest to 
the microscope objective, and using the correct wavelength ( 5.1/airglass λ=λ ) 
for glass when the medium changes from air to glass. Determining the 
position of these interfaces is a simple, if non-linear problem, and is found by 
locating the focal points of the microspheres on the surfaces of the cover 
slips. According to Hecht [11], for a sphere of radius Q, with index of refraction 
n, its focal length f is: 
( ) ( )




 −
−−
=
nQ
1n2
Q
21n
1f
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So for a microsphere with index of refraction 5.1n =  and diameter m1Q2 µ= , 
( ) ( )
m75.0
5.05.1
5.02
5.0
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−
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And knowing that the principle points for a ball lens are both at its centre, the 
distance from the focal plane of a microsphere to the cover slip surface is 
therefore 1.25 µm at the interface closest to the objective lens.  
In order to reconstruct the demodulated complex amplitude of the hologram at 
the interface, ( )y,xU
2obj  the standard theory [12] is used, using the apparent 
distance from the image plane to the first interface, z: 
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Taking ( )y,xU
2obj  as the new starting point, and reconstructing to each 
interface using the correct value for λ  yields the results shown in Figure 15 
where parts (a) to (d) show an x-z cross section of particles located on each of 
the slide surfaces before the refractive index change due to the cover slide 
has been compensated for, and parts (e) to (h) show the same particles after 
the correction has been applied. It can be seen that the z distance between 
the particles in (e) and (f) has increased by a factor of about 1.5 over the 
distance between (a) and (b), and the same is true for (g) to (h) relative to (c) 
and (d). Whilst only of limited interest for this experimental case, the ability to 
measure the electrical field at a surface where there is a refractive index 
change will prove most useful in chapter 5. The phenomenon is also shown in 
Figure 16 which displays an x-z orientation of particle locations found in the 
reconstructed volume (a) before and (b) after compensation for the 
microscope slides. Here it can be seen that different sets of particles have 
been found for the two exposures. This can be attributed partly to the coarse 
reconstruction used to initially locate the particles which only measures the 
volume every 10 µm in depth, thereby sampling different portions of the 
particle reconstruction after the compensation. It is also partly due to the 
removal of aberrations which will change the shape of the particle 
reconstructions, increasing the maximum intensity of some and reducing that 
of others. This will be covered in greater detail in the next chapter.  
Figure 15: Selected particles before and after refr
Figure 16: Particles Located 
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active index compensation
(a) before and (b) after cover slide compensation
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3.8. Conclusions 
In this chapter recordings of light scattered by seeding particles deposited on 
the faces of cover slides were made. This allowed the position and 
displacement of the seeding particles to be controlled. One slide was then 
moved, and the holographic recordings were analysed to determine the 
measured particle position and displacement. The method of particle location 
was simply to find the brightest points where the plane wave was brought to a 
focus by the lensing effect of the spherical particles. Particle displacement 
was found by measuring the change in location between exposures using 
nearest neighbour analysis, or correlating either the reconstructed complex 
amplitude or intensity field. This experiment shows that correlation analysis is 
more robust than nearest neighbour analysis. The standard errors in the x and 
y displacements returned by nearest neighbour analysis were 2-4 times worse 
than those obtained by either correlation method, and 5-10 times worse in the 
estimate of z displacement. Of the correlation methods, complex correlation 
analysis performed better in this respect, with a standard error in the z 
component of displacement 20-30% better than intensity based techniques. 
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Chapter 4: Flow verification in a microfluidic blood 
and plasma separator using a digital holographic 
microscope 
4.1. Introduction 
Over the past 20 years microfluidic devices have been developed in a number 
of different fields such as molecular analysis [1], biodefence [2], molecular 
biology [3] and microelectronics [4]. One particular application currently in 
development is a microfluidic system to separate blood plasma from whole 
blood [5]. Whilst microfluidics have become available for many different 
applications, there is currently only a limited ability to accurately quantify the 
flow regimes within a microfluidic device. Typically the flow has been 
measured using a micro particle image velocimetry (µPIV) system [6] which 
uses fluorescing particles, a bandpass filter to block the illuminating 
wavelength, and a high numerical aperture of the imaging system to ensure 
that only particles in the plane of focus contribute to the measured velocity 
field. Various methods have been proposed to increase the signal to noise 
ratio of µPIV including using an acoustic wave to drive the seeding particles 
into the plane of interest [7], or using mirrors to obtain orthogonal views [8]. 
Alternatively, work has been carried out [9] to adapt laser Doppler 
anemometry (LDA) to the micro scale, which shows good results, but 
sacrifices the whole field measurement capability of the other techniques. 
There remains an opportunity for a whole field inspection method which is 
able to derive measurements from an entire volume in one experiment and 
digital microscopic holographic particle image velocimetry (DµHPIV) is an 
ideal candidate. 
In this chapter, the DµHPIV techniques developed previously are applied to a 
microfluidic blood plasma separation device in an experiment to validate the 
predictions of its separation behaviour. The device, designed at Heriot-Watt 
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University and manufactured by Epigem Ltd, consists of a series of small flow 
cells where plasma devoid of red blood cells can be siphoned off from the 
main flow after it expands to fill a chamber in the region shown in the inset of 
figure 17. Fully assembled, the chip is composed of two distinct parts; carrier 
and separator, and each component is composed of laminations of SU8 
photoresist and poly(methyl methacrylate) (PMMA) as shown in figure 22 (To 
improve the clarity of the image of the flow cell, glycerol was used as an index 
matching fluid between the two parts of the flow cell, and between the flow cell 
and microscope cover slides on both outer surfaces). 
 
Figure 17: Stitched images of entire microfluidic separator and (inset) close up of 
separation chambers 
To separate plasma from whole blood, the separator needs to move the red 
blood cells and platelets away from the edges of the flow into the centre and 
there are a number of phenomena that can be exploited including optical 
tweezing techniques [10], using a cell’s magnetic properties [11], electrical 
separation [12], field flow fractionation [13,14] and hydrodynamic 
chromatography [15], but these all require sophisticated and expensive 
plasma 
blood and plasma 
blood and plasma 
100 µm 
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equipment outside the flow cell to make them work. The method used here, 
separation using the behaviour of the fluid in the flow cell itself, requires no 
external equipment other than a pump to push the fluid through the cell at the 
required rate, and hence is suitable for use in a much wider range of 
diagnosis environments than those requiring extra external input to perform 
the separation. Devices of this kind can make use of a number of different 
phenomena, some of which rely on particle-particle interactions and others 
which operate solely using differences in flow fields. One mechanism which is 
believed to dominate here is the Saffman lift effect [16] which states that a 
small rigid sphere moving relative to a shear flow will experience a lift force 
perpendicular to the flow direction towards the faster flow.  
 
Figure 18: Saffman lift effect  
For the separator shown in figure 17, a 10 µm red blood cell will occupy a 
large portion of the 20 µm feature layer depth as shown in figure 18. The 
depth of the separation cell is small compared to its width and length, the flow 
distribution through z obeys Poiseulle’s flow regime. In almost any plane, 
therefore, the blood cell will be moving relative to the flow in that plane. If the 
flow in a single z plane is not uniform, then the particle will migrate towards 
the faster flow. The intention of the work in this chapter is to determine 
z 
x y 
Poiseuille’s flow 
distribution 
between plates 
Non-uniform flow gradient 
in a single plane 
Large particle relative to 
channel depth migrates 
towards faster flow 
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whether or not the Saffman effect is present, and if this is the case, whether 
the effect is sufficient to drive the blood cells away from the flow cell walls so 
pure plasma can be siphoned off.  
4.2. Potential flow modelling 
To investigate the basic flow pattern and the influence of the boundary 
conditions in the intake and exit ports, flow modelling was carried out. This 
would also be useful as a means of resolving flow direction ambiguity 
(described in section 4.5.4. ). To properly model a complicated flow, a 
sophisticated computational fluid dynamics (CFD) package such as FLUENT 
[17] could be used. However, since the depth of the flow cell is small (20 µm) 
compared to its lateral dimensions, the flow in the centre of the separator is 
controlled (damped) by the viscous forces drag from the top and bottom 
surfaces. This is a classic Hele-Shaw cell [18] and consequently the flow in 
any plane parallel to these surfaces is a potential flow [19] (an inviscid, 
irrotational, incompressible flow obeying Laplace’s equation). This type of flow 
can be solved using a boundary source method (as follows). Interestingly, a 
similar method is used (in section 5.2. to solve boundary diffraction problems 
so developing a familiarity with this approach will prove useful later.  
Since the depth of the flow cell is small (20 µm) compared to its lateral 
dimension, it behaves as a Hele-Shaw cell [18] and consequently the flow in 
any plane is a potential flow [19] (an inviscid, irrotational, incompressible flow 
obeying Laplace’s equation). This 2D potential flow can then be modelled 
using a variety of methods to predict the behaviour of the cell, and provide a 
benchmark against which the measured results can be compared. 
There are a number of techniques available which could be used to determine 
the expected flow regime for this separator. These mainly include the tools 
used in computational fluid dynamics (CFD); finite volume methods, finite 
element methods and the boundary element method. Whilst all of these can 
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be written from scratch, it is the custom to use a CFD solving package such 
as FLUENT to specify and solve the problem. However, the boundary element 
method is one that can be used to solve complex optical field problems from 
scratch and as such is familiar to the author. For this reason, a boundary 
element method approach will be used to model the flow inside the separator. 
Laplace’s equation is linear and so the solution to a potential flow can be 
found as the superposition of particular solutions of the equation: vortices and 
sources [20]. The problem is now reduced to finding the combination of 
sources and vortices which satisfy the two boundary conditions: Flow into and 
out of the cell is according to the specified flow ratios and secondly, there is 
no flow perpendicular to the flow cell walls. There is no unique solution to 
where the sources and vortices should be placed, but they must be external to 
the flow cell. 
 
 
Figure 19: Arrangement of sources, sinks, vortices and control points for potential flow 
model 
( )jjW r  
( )1j1jW −− r  
( )1j1jW ++ r  
kc  
1k−c  
kuˆ
1kˆ −u  
( ) 8S 11 =r
( ) 7S 22 −=r  
( ) 1S 33 −=r  
Area of interest 
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To model the flow, which for a mass flow of 8 units into the cell diverts 7 of 
those units out of the main exit and one out of the small exit [21], a source 
with relative strength of +8 is placed in the inlet channel of the flow cell, and 
sinks with strengths -7 and -1 placed in the large and small outlet channels, 
where the velocity, V , at a point in the field, r , due to a source, ( )iiS r , is 
defined as: 







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−
−
= 2
i
i
iS
rr
rrV
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The second boundary condition is achieved by placing a series of vortices 
with vorticity, jW , along the walls at jr  with control points, P , where the 
velocity is measured spaced between the vortices. Here, the velocity V at a 
point in the field r  due to a vortex is defined as  
( )

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where T  is the transformation matrix 





− 01
10
 to define a vector perpendicular 
to ( )jrr − . To create the condition of zero flow normal to the flow cell wall, a 
unit vector kuˆ  perpendicular to the wall is defined for each point kc  spaced 
equidistantly between successive vortices such that: 
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The flow perpendicular to a wall at kc  due to the vortices is given by 
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and similarly the source influence matrix perpendicular to the wall is given by 
( )
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ki ˆN u
rc
rc
⋅








−
−
=
 
28 
Therefore the boundary condition is satisfied if 
0SNWM ikijkj =+  
29 
To find the unknown vortex strengths, equation 29 is inverted to give 
( )ikikjj SNMW −= +  
30 
where +kjM  is the Moore-Penrose [22] pseudo inverse of kjM . The matrix 
equation was solved in Matlab using the “\” command to determine jW . 
Knowing the strength of the sources and vortices, they can then be summed 
to determine the velocity at any point in the flow. Figure 20 shows the 
resulting streamlines that follow the flow. As the streamlines become further 
apart, the flow is slowing down, and vice versa. The flow enters from the 
upper left large channel and most of it is drawn into the lower right large 
channel with a small amount siphoned off into the small channel. The increase 
in distance between the streamlines at the small exit shows that the flow is 
slowing down considerably here, and consequently (via the Saffman effect) it 
is expected that the large blood cells will migrate towards the faster flow in the 
middle of the separator.  
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Figure 20: Flow regime from potential flow model 
4.3. Methodology 
To assess the ability of the microfluidic separator to separate the plasma from 
the whole blood, the following strategy was devised: First determine the 
behaviour of the background flow (how the plasma carrying the blood behaves 
using small polymer microspheres that accurately track the flow), and second 
determine how the much larger red blood cells behave, using 10 µm 
microspheres as simulated cells. 
The availability of a relatively fast repetition rate laser capable of 
approximately 20kHz, and a high resolution digital camera running at an 
unsynchronised maximum of 5 Hz at full speed dictated a change in the 
approach in particle tracking techniques compared to chapter 3 . In order to 
track the fast moving 1 µm particles accurately, the particles were illuminated 
at multiple (more than two) times with the laser on one camera exposure, 
which highlights the track of a single particle and as such makes particle 
pairing simpler whilst also decreasing uncertainty in individual particle velocity 
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at any point. However, there is a slight decrease in spatial resolution due to 
the increased volume of flow cell required to determine a single velocity 
measurement, and compared to cross correlation a directional ambiguity is 
introduced. 
The standard approach for PIV with multiple exposures on one image is to 
use autocorrelation [23], requiring two instances of the same particle captured 
on one image, but under dense seeding conditions this can make it difficult to 
distinguish between different instances of the same particle, and different 
particles, creating noise. Alternately, a triple-exposure autocorrelation 
approach can be used [24] where three exposures are captured on one 
image, with a defined, differing time between exposures. This both improves 
the ability to identify different instances of the same particle, and removes the 
directional ambiguity associated with a normal autocorrelation but is 
impractical in this case as the first pulse of the system would be significantly 
more powerful than the second and third since the cavity will have been 
pumped for longer before the first pulse, and make measurements difficult as 
the intensity on the camera of the first pulse would be so much greater. 
The microfluidic separator works in a laminar flow regime [ m1033.3 5−×  
hydraulic diameter and Reynolds number of 4.6 at 1 ml flow/hour], and as 
such the need for high seeding densities to capture turbulent flow at an instant 
are not required: a detailed model can be built by summing individual sparse 
flow vector fields over time. With all the previous factors in mind, a 
measurement method was devised. With the laser running continuously at 
15kHz, the camera would take a 0.3 ms exposure every 0.2s capturing three 
or four images of each particle per exposure. 1 µm polymer microspheres 
were used to track the flow as they had a response time, τ , [25] of 
s1082.5 8−×  using the equation  
µ
ρ
=τ
18
d p
2
p
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where pd  is particle diameter, pρ is particle density and µ is dynamic viscosity 
of the fluid. A similar formula was proposed by Mei [26], this time involving the 
kinematic viscosity, ν , and the relative density between the particle and the 
fluid:  
ν
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This equation gives a response time of s1058.8 8−× . From the equations it 
can be seen firstly that the response time for the 1 µm particles is a factor of 
100 shorter than the response time for 10 µm particles and as such is 
sufficiently accurate to track the flow in the absence of the larger particles, 
and secondly, the response time is 1000 times shorter than the interval 
between exposures, and as such is negligible for the slowly changing flow 
inside the flow cell. 
4.4. Image Analysis 
4.4.1. Background subtraction 
As the number of illumination pulses per image exposure increases, the 
intensity of particle images in the complex amplitude reconstruction, 
decreases relative to the background signal, until the background signal 
dominates and consequently it is necessary to remove the background from 
each exposure. This has been done previously by Fore et al [27] who 
subtracted an average of all the exposures in an experiment from each frame 
in PIV, and Ooms [28] who applied this to HPIV and included a check to 
ensure that all the images were of the same average intensity. Here a similar 
method is used but it subtracts only one image from another rather than 
subtracting a time average image, and the subtraction takes place after the 
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complex amplitude of the hologram has been retrieved. This is valid since the 
flow is steady, and so it is not necessary for the subtraction image to contain 
zero particle images. 
The complex amplitude, ( )y,xUobj , of the hologram plane in air was initially 
reconstructed from the intensity ( )y,xI  as described in chapter 2, and 
assuming that ( )y,xUobj  is composed of the sum of light scattered by the 
moving particles ( )y,xUP  and light scattered by the stationary background 
( )y,xUB  such that: 
( ) ( ) ( )y,xUy,xUy,xU
111 BPobj +=  
33 
and for a second instance: 
( ) ( ) ( )y,xUy,xUy,xU
222 BPobj +=  
34 
The background is assumed to be stationary but the phase of the reference 
might change if there is a disturbance in the air, vibration, or if there is a path 
length imbalance and/or a change in the laser mode. In this case: 
( ) ( )y,xUy,xU
21 BB γ=  
35 
Where γ  is a complex number accounting for the variation in background 
illumination phase and amplitude between exposures. If γ  is known then the 
background can be eliminated by subtraction such that: 
( ) ( ) ( ) ( ) ( ) ( )( ) ( ) ( )y,xUy,xUy,xUy,xUy,xUy,xUy,xUy,xU
2122112 PPBPBPobj1obj γ−=+γ−+=γ−
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In general γ  is not known but can be estimated by  
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where ( ) denotes the mean for all values of ( )y,xUobj  and it is assumed that 
( ) ( )y,xUy,xU PB >> . 
 
Figure 21 shows the absolute value of an image before the background is 
subtracted and then shows the same image afterwards. It can readily be seen 
that the contribution of the background is significantly reduced after the 
subtraction process, and the particles become more evident, particularly the 
middle one of the three. 
 
Figure 21: Images of the flow close to a wall before (left) and after (right) subtraction of 
second image 
4.4.2. Aberration correction: 
Figure 22 shows a schematic of the layers of separator through which the 
object beam travels. Since the particles of interest in the upper feature layer 
are located behind approximately 700 µm of microscope cover slip, glycerol 
10 µm 10 µm 
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and PMMA they show signs of spherical aberration due to imaging through a 
substance with a different refractive index to air. This has the effects of 
positioning the particles in the wrong plane, due to foreshortening as seen in 
chapter 3, and it also introduces spherical aberration which effectively smears 
the focussed spot of a particle along the z axis making depth more difficult to 
determine accurately.  
 
 
Figure 22: schematic cross section of chip  
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Figure 23: (a) light scattered by single pixel particle through z and (b) reconstruction 
showing spherical aberration of same particle 
Figure 23 (a) shows a y-z section of how the light is scattered by an ideal 0.5 
µm simulated particle modelled as a point source in a substance with 
refractive index n=1.5 and imaging system with NA = 0.55. It can be seen that 
the particle comes to a well defined focus with a distinct peak at its origin. 
Figure 23 (b) shows the same simulated particle as it would be seen by the 
holographic microscope; viewed through air and then 700 µm of cover slip, 
glycerol and PMMA; the elongation of the particle can be clearly seen and 
makes it difficult to accurately locate the particle position using a peak 
detection algorithm. If the microscope is focussed such that the measured 
field ( )1obj z:y,xU  is located at the apparent plane in which the flow is located, 
then before reaching the camera, the medium through which the light is 
propagating has changed refractive index; at plane 0z , the medium changed 
from air ( 1nair = ) to glass ( 5.1nglass = ), but the microscope cannot 
compensate for this, so until plane 0z , no aberrations have been introduced 
as there is no phase change. Propagating back to 0z  requires the apparent 
distance appz∆ from 0z  to 1z  according to the initial reconstruction: 
(a) (b) 
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and similarly, to propagate the field to the actual plane containing the 
particles, 2z : 
( ) ( ) ( ) ( ) yxykxkj
kk1zz2j
0yxobj2obj dkdkeez:k,kU
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z:y,xU yx
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and where glassλ  and airλ  are wavelengths in glass and air respectively, and 
gz  and az  are the real and apparent distances to the air-glass interface from 
the particle locations after compensating for foreshortening, and before, 
respectively. This effectively refocuses the hologram in air back to the plane of 
the air-glass interface, then, focuses the hologram forward in glass back to the 
correct plane where the particle exists. Having carried out the foreshortening 
compensation, the particles could now be identified at their real positions and 
with greater certainty than was possible previously. 
 
4.5. Particle Identification and correlation analysis (1 µm particles) 
4.5.1. Improved particle identification technique 
After removing the background and correcting for aberrations, the complex 
image was reconstructed 100 µm from the object plane towards the camera 
(backward) and 100 µm forward in steps of 2 µm to form the volume ( )z,y,xV . 
The particles located in reconstructed volume ( )z,y,xV  were identified and 
located using a similar analysis technique as described in chapter 3 but 
differing slightly. In this case, where a particle had been identified at position 
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( )ppp z,y,x , the plane containing the particle, ( )pz:y,xV , was extracted and 
multiplied by a Gaussian window to isolate the light scattered by the particle in 
plane pz , ( )pz:y,xW , from the rest of the field: 
( ) ( ) ( ) ( )( )2
2
p
2
p
2
yyxx
pp ez:y,xVz:y,xW σ
−+−
−
=  
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where m2µ=σ  and denotes the width of the Gaussian form. ( )pz:y,xW  was 
then propagated back and forth to form a volume the same size as ( )z,y,xV . 
The next particle was located in the volume ( )z,y,xV′  such that: 
( ) ( ) ( )z,y,xWz,y,xVz,y,xV −=′  
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In this experiment 500 possible particles were identified per exposure which 
ensured that all actual particles were identified, however once the all the real 
particles had been found, the system would inevitably identify noise as 
particles. To ensure only real particles were used to determine the velocity 
profile of the flow, tests were set in each of the following stages which the 
particle or correlation must pass in order to be included in the results. The first 
particle quality test: the relative amplitude of the brightest pixel in the particle 
to the average amplitude of the field in the plane pz  was determined. If the 
pixel amplitude was in the 80th percentile or higher, the particle passed the 
test. 
4.5.2. Higher order correlation 
After establishing the particle positions accurately, the next stage was to 
determine the displacement of each particle between exposures. Interrogation 
regions ( )r1U  and ( )r2U  were formed by multiplying the plane in which the 
particle was located, ( )pz:y,xV  by a circular window centred on the particle, 
radius 15 µm and 7.5 µm respectively (found by experiment to include the 
particle images at ±2∆t and ±∆t), and propagating backwards and forwards. 
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After zero padding around ( )r2U  so that the volumes were the same size, the 
complex cross-correlation of the two fields was then calculated as described 
in chapter 3. 
Since the cross correlation is between two regions of the same multiple 
exposure hologram and centred on the same point, it has a distinct central 
peak corresponding to the zero displacement location. If the directions of the 
velocities of the particles are sufficiently varied throughout the experiment, it is 
simple to remove the central peak from the correlation by subtracting the 
mean complex value of all the correlations, and this was done for this case. 
There is still ambiguity in both the magnitude and direction of the particle. If 
there are three or more particle images in the correlation volume, then there 
will be correlation peaks at D2− , D1− , D0 , D1 , and D2  where D is the 
particle displacement between exposures. Similar to the method Hart 
introduced as Correlation Error Correction [29] where two neighbouring 
correlations were compared to reduce noise, this information can be used to 
strengthen the peaks corresponding to particle displacements above noise in 
the system. To determine the magnitude of the displacement, 
21 UUR −  is 
multiplied by a scaled version of itself such that: 
( ) ( )rr 2RR
2121 UUUU −− =
′
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In practice this is achieved by Fourier transforming 
21 UUR −  and pasting it into 
the centre of a blank matrix twice the size in each direction then inverse 
Fourier transforming again to form 
21 UUR −′ . Similarly, 21 UUR −  is modified by 
pasting into the centre of another blank matrix twice the size in every 
dimension to allow element by element multiplication. 
We then form the higher order correlation 
21 UUH −  as shown: 
( ) ( ) ( )rrr
212121 UUUUUU RRH −−− ′=  
43 
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Which positions the correlation peak of the ±2D particle in 
21 UUR −  at the 
correlation peak corresponding to the displacement of the ±1D particle in 
21 UUR −′ . Here the second particle quality test was performed; if the peak 
amplitude of the correlation was greater than 10 times the mean amplitude 
then the particle passed the test. 
4.5.3. Higher order correlation: experimental version 
The higher order correlation technique described above is not the version 
used in the experiments, since the experimental version was found to contain 
an incorrect assumption. The experimental version differs in treating 
21 UUR −  
and 
21 UUR −′ as single x-y planes which can be multiplied together to form 21 UUH −  
and then propagated forwards and backwards to determine the displacement 
of the particle in z. The following work illustrates why the assumption is 
incorrect. and how the measured displacement must be (and was) corrected 
in order to find the actual displacement. 
Consider an ideal point source located a distance α  in x and β  in y from the 
optical axis propagating light with wavelength λ  at a sufficient distance z  
from the measurement plane L  such that the Fresnel approximation [30] is 
applicable. The measured complex amplitude of the light at any point on L  is 
thus: 
( ) ( ) ( ) ( ) ( )( )( )22 yxbexpay,xL β−+α−=  
44 
where a  and b  are constants in this case and: 
87 
zj
e
a
z2j
λ
=
λ
pi
 and 
z
2jb
λ
pi
=  
If there is another point source located a distance α2  and β2  away from the 
optical axis at a distance 2z from plane L , then the light scattered to this 
plane L′ , is: 
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In order to compute the higher order correlation:: 
( ) ( ) ( ) ( ) ( )( )
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The higher order correlation plane NNH ′−  then is: 
( ) ( ) ( ) ( ) ( ) ( )( )( )22NN yxb3expacy,xLy,xLy,xH β−+α−=′′=′−  
47 
Comparing the phase curvature described by the exponential in equation 47 
with that of equation 44, it can be seen that the particle appears in a plane z/3 
rather than z. If this were a correlation peak instead of a particle, then the 
correlation would have underestimated particle displacement in z by a factor 
of 3. Reconstruction of the entire volumes 
21 UUR −′  and 21 UUR −  prior to 
multiplication avoids this situation entirely.  
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4.5.4. Flow vector orientation determination 
Once the magnitude and line of action of the velocity vectors had been 
determined, the directional ambiguity was resolved by comparing the 
measured vector with its negative and reclassifying the result as the one 
whose orientation matched the theory best. Spurious vectors were then 
eliminated using a coarse filter: If the direction of the theoretical vector differed 
from the measured vector by more than 3/pi  radians then the measured 
vector was rejected. This angle was chosen to give sufficient margin for 
experimental error, and prevent a situation where a slightly inaccurate or 
unrepresentative flow model would cause valid results to be rejected. After 
filtering in this way, and collating the data from several tests, the results are 
shown on the following pages. 
 
Figure 24: Comparison of theoretical and measured flow fields 
To plot figure 24, the ≈13000 measured flow vectors using the 1 µm particles 
were interpolated onto a grid, and streamlines plotted from this grid. It shows 
how the potential model (dotted lines) closely follows the measured data (solid 
lines) with the exception of two areas. The model underestimates the 
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deviation of the flow as it enters the small outlet at (a), and underestimates 
how closely the contour of the curve at the base of the separation chamber at 
(b) is followed by the particles. The shaded grey area highlights the region of 
the flow cell for which the Hele Shaw cell assumption is valid. In this space 
(half the cross sectional depth or greater from the side walls), a particle will 
always be closer to the top or bottom walls of the flow cell than the sides, and 
hence the viscous forces from the top and bottom walls will dominate.  
Figures 26, 27 and 28 show collated vector fields from higher order correlation 
of 40 exposures each of three different datasets of the 1 µm particles flowing 
through a microfluidic blood separator. The analysis technique has worked 
successfully as the measured vectors follow the expected flow closely. 
Recalling that the threshold for deviation from expected velocity direction was 
3/pi±  radians, the measured vectors can be seen to mostly fall well within 
this limit and this is shown in figure 25, where the majority of final vectors fall 
within 12/pi± , which suggests that the threshold is not acting to falsely 
constrict the spread of measured vectors. The magnitude of the measured 
velocity ranges from 0.0025 m/s to 0.2009 m/s. 
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Figure 25: histogram of measured vector orientation compared to model 
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Figure 26: Collation of velocity vectors in results set I (a) plan view (b) at 45 degrees 
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Figure 27: Collation of velocity vectors in results set K (a) plan view (b) at 45 degrees 
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Figure 28: Collation of velocity vectors in results set L (a) plan view (b) at 45 degrees 
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4.6. Tracking large particles. 
The microfluidic blood separator is considered to work if the red blood cells 
move away from the edges of the flow so that the plasma can be siphoned off. 
If they do this, then they must cross the flow streamlines into the faster flow. 
To determine whether or not the separator behaved in this manner, 10 micron 
particles were used to simulate red blood cells. To track and identify the larger 
10 µm particles a different approach was developed to the one applied to the 
1 µm spheres. The system still captured multiple illuminations of a particle on 
one image, but in this case the particles travelled much further between laser 
illuminations which enabled a single particle to be tracked over a long 
distance, so a standard correlation technique would not suffice. To measure 
the displacements of these large particles, a new method, again making use 
of the potential flow model, was developed. 
In a flow, it can be assumed that particles follow stream lines within the limits 
of Brownian motion [31] if they are sufficiently small. According to Einstein, the 
root mean square displacement (rms), B, of a particle with radius, P, from its 
initial position after a time, t, due to Brownian motion in a fluid with 
temperature, T,  and coefficient of viscosity, k, is calculated as: 
kQ3
1
N
RTtB
pi
=  
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Where -123 mol 101.6N ×=  is Avogadro’s number and R is the gas constant,  
11molJK 31.8 −− . For a 1 micron diameter particle after a time of 67 µS, in water 
whose coefficient of viscosity is 1.35 mPa.s at room temperature, the rms 
displacement is:  
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A predicted displacement of 6 nm due to Brownian motion between particle 
exposures is sufficiently small to discount as negligible. Similarly, the rms 
displacement for a 10 µm diameter particle in 1 ms is found to be 8 nm and, 
as such, is also negligible. 
The assumption that particles will tend to follow a flow precisely can be used 
to help identify images of the same particle:  
∫
+
+≈+
1m
m
t
t
m1m dtpp V  
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If all available particle positions in a flow have been identified as 
n2m1mm p...p,p,p ++ , then the likelihood of particle image np  being a separate 
exposure of the same particle mp  is a function of its departure from, and 
number of time steps along a stream line (derived from interpolation of the 
previous measured 1 µm particle flow vectors onto a grid) originating at mp . In 
this way, provided there is sufficiently sparse seeding, particles can easily be 
linked together and used to determine the departure of the large particles from 
the theoretical model and hence whether the microfluidic separator works. In 
this experimental system not more than three distinct particles were tracked in 
a given exposure, but there is no reason why the technique should not work 
for significantly higher seeding densities. Figure 29 shows one of the 
experimental images with two distinct particle trails. Plotting a streamline from 
the earliest incidence of each particle shows how well the streamlines predict 
the particle motion at this microscale. 
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Figure 29: Streamlines predicting path of particles in flow 
If the time period between laser illuminations is known, then following the 
streamline over this time will yield an accurate prediction of the distance 
travelled along the streamline. Figure 30 shows streamlines from particles in 
two different portions of the flow integrated over the same time period. Despite 
the differing velocities of the flow, the particles are clearly identified. 
 
Figure 30: Streamlines over a discrete time period 
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Figure 31: Departure of 10 µm particles from measured flow 
 
4.7. Results 
The aim of this chapter is to determine whether or not the microfluidic flow 
separator performs the task of separating plasma, simulated by 1 µm spheres 
in water, out of a flow of whole blood, simulated by 10 µm spheres in water to 
represent red blood cells. In figure 31 flow streamlines have been derived 
from the measured flow data for the 1 µm particles, with arrows showing the 
perpendicular deviation from these streamlines of individual 10 µm spheres 
scaled up by a factor of 5. It can be seen that in the region where the flow 
enters the separator, (a), the 10 µm spheres have a tendency to continue in 
their original direction and as such cross the streamlines. Towards the main 
exit port at the lower right of the diagram, (b), the direction of the streamlines 
begins to waver, and this is due to a lack of data in this fast flowing section 
(a) 
(b) 
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during the measurement of the 1 µm particles. This can be attributed to two 
separate issues; in one of the experiments a small portion of the cell wall was 
slightly malformed producing an artificial constriction and affecting the fluid 
flow around it. Evidence of this can be seen in the slight deviation of the third 
and fourth uppermost experimental streamlines in figure 31 from the wall at its 
lower right end. Secondly, the bandwidth of the measurement system was not 
high enough to capture the high velocity flow at the entry and exit to the 
separator so there was a lack of data available at these points. There is an 
obvious lack of vectors at the entry to the chamber and this is because the 
earliest point at which the departure from a streamline can be measured is at 
the second instance of a particle; as can be seen in figure 29, the particles are 
widely spaced. 
4.8. Conclusions and discussions  
The experiment has not proved conclusively whether or not the blood 
separator is capable of separating the plasma from whole blood. The 
simulated red blood cells have shown a slight tendency to move towards the 
centre of the flow, but the magnitude of the movement is very small. More 
experiments should make it possible to determine the performance 
definitively. However, at present, the measured displacement across the 
streamlines of the large particles could be accounted for by slight changes of 
the flow in the separator due, for example, to a blockage at one of the flow 
exits. 
Although further work would be required to determine conclusively whether it 
is a viable solution to the problem of separating plasma from whole blood 
commercially, the experiments have shown that the microfluidic separator is 
capable of performing the job it is intended for, although since in some cases 
the exit port is only 10 µm wide, approximately the size of a red blood cell, it 
may not matter whether there are red blood cells present in the blood local to 
the port, since it is unlikely the blood cell would be trapped by it. 
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The method of higher order correlation discussed combined with the potential 
flow analysis has proved a powerful tool for analysing multiple exposure 
holographic images. At present, the resolution is limited by the inability to 
interpolate the data to a sub pixel resolution and before the method is suitable 
for widespread use this will need to be resolved. One solution is to interpolate 
the field onto a finer grid by zero padding the spectrum in frequency space, 
thereby eliminating the need for sub pixel interpolation algorithms. However 
performing large 3D Fourier transforms takes significant computing time. The 
other option is to study the characteristics of the correlation peak and fit a 
greater number of data points to a Bessel or sinc function depending on the 
order of the fit and possibly omitting the intensity of the peak pixel from the fit 
since the peak width is of the order of 1 pixel.  
Interpolating measured data to create a flow field is a standard technique, but 
to then use that to predict the position of particle instances following a 
complex flow is not. This has made it possible to create a simple to 
understand schematic of how particles which don’t precisely follow a flow 
behave; their departure from a given streamline. In this case the particles 
appear to tend towards following a straight path when the flow rapidly widens. 
At the larger of the entry and exit paths in figures 26-28 there are fewer 
velocity vectors and this may be caused by two factors. Firstly, at the 
extremes of the measurement volume, there may have been an incomplete 
train of particles to measure and so the higher order correlation method did 
not have enough data to work, secondly, and most likely, the particles in this 
region will be moving too fast for a complete train of particles to be enclosed 
within the interrogation region, and so again higher order correlation is not 
possible. It should be noted, however, that normal autocorrelation techniques 
would not work in this situation either. To capture the velocities of these 
particles it would be necessary to perform the experiment again with faster 
repetition of laser pulses, and there is likely to be insufficient dynamic range to 
measure the displacement of the slow particles in the wider part of the 
separator. 
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Chapter 5: Measuring 3D flow within inkjet droplet 
streams using the digital holographic microscope 
5.1. Introduction 
Building on work carried out in the previous chapters to compensate for the 
aberrations introduced in particle images when viewing through thick layers of 
material with a high refractive index, it was determined that a study should be 
carried out to explore the possibilities of using a holographic microscope to 
extract data from two phase flows. Central to the design of products such as 
ink jet printers [1], fuel injectors [2] and asthma inhalers [3], two-phase flows 
represent one of the most challenging areas of modern fluid dynamics. Flows 
depend strongly on the interactions between phases and are greatly 
influenced by parameters such as viscosity and surface tension [1]. 
Nevertheless, certain two phase flows such as inkjet droplet streams can be 
made to be some of the most steady and predictable of any flow phenomena 
[4]. Previous experimental measurements of two-phase flows have been 
limited. The shape of fuel injector plumes has been measured using light 
sheet methods [5], and the droplet size and velocity distributions have been 
measured using phase Doppler anemometry [6]. Two dimensional (2D) 
measurements of the internal velocity field have been attempted in relatively 
large (4 mm) droplets using particle image velocimetry (PIV) [7]. At smaller 
scales the 3D flow within a droplet in a channel was recently measured using 
confocal microscopy [8]. In this case the droplet was in contact with the 
channel walls and imaging through a planar interface was possible. 
The lack of experimental data in this field can be attributed to the large 
refractive index change between the different phases and is problematic for 
commercial PIV and HPIV methods. On a large scale, corrective optics can be 
used; Reeves et al. [9] used a corrective optic to compensate for distortions 
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introduced by viewing in-cylinder combustion processes through a glass 
engine block. Phase conjugation and ray tracing techniques have been used 
in similar measurements using holographic PIV (HPIV) [10]. These papers 
show that a known distortion can be compensated, but to do so requires 
complex recording and, in the case of HPIV, also reconstruction geometries 
tailor made for each experiment. There is a clear gap in technology for a non 
intrusive measurement technique which can compensate for the irregular 
boundaries in two phase flows. 
Initially, optical tomography presents itself as a candidate technology; optical 
tomography synthesises a reconstruction from measurements of the field 
scattered under different sets of illumination conditions [11]. Currently, 
however, two problems prevent its use in flow mapping; firstly, a significant 
time is required to record the scattered data sets and this precludes 
tomographic studies of transient phenomena. Secondly, the strong scattering 
caused by large changes in the refractive index require sophisticated non-
linear inversion methods to compute an image [12]. Although a priori 
knowledge can be used to expedite the inversion process [13], it is unlikely 
that the computational resources to compute 3D images of actual size 
droplets will be available in the near future. 
This chapter considers the problem of imaging within inkjet droplets with radii 
of curvature between 50 and 200 µm using the holographic microscope set up 
described in chapter 2. Firstly the problem of imaging in two phase media in 
general is discussed, and assumptions are made to simplify the problem. The 
technique is then demonstrated by imaging through a telecommunications 
fibre before it is tested on two differing portions of an inkjet flow. 
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5.2. Theory 
 
Figure 32: Scattering from a droplet suspended in air 
Consider the propagation of light through a droplet of water in air as shown in 
figure 32. According to scalar diffraction theory, the fields wE  and aE  within 
the droplet and in the surrounding air respectively, obey the Helmholtz 
equations 
( ) 0)(Ek w2w2 =+∇ r  
50 
( ) 0)(Ek a2a2 =+∇ r  
51 
Where ww λ1k =  and aa λ1k = are wave numbers in water and air at 
wavelengths wλ  and aλ , and 2∇  is the Laplacian operator. In addition to 
these relations the external and internal fields are coupled via the boundary 
conditions. In this case both the complex amplitude of the field and its normal 
derivative must be continuous at the boundary, sr , such that  
( ) 0)(E)(E
n
and0)(E)(E swsaswsa =−=− rrrr
∂
∂
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In order to calculate the fields for a particular illumination condition, the field 
outside the droplet is written as the sum of the light scattered by the object, 
rE  sE  sE  ( ) 0Ek w2w2 =+∇  
( ) 0Ek a2a2 =+∇  
107 
( )rsE , and the reference field ( )rrE , that is defined by the illumination in the 
absence of the object, such that 
)(E)(E)(E sra rrr +=  
53 
In principle, for a given illumination condition, equations 50-53 can be solved 
using the boundary element method to find ( )ssE r  and ( )swE r  [14]. It is then 
possible to calculate the fields within the region using the Fresnel-Kirchoff 
diffraction formula [15].  
A more direct solution, that has been found to be quite useful for calculating 
the field scattered by smooth objects, is based on the assumption that the 
internal and scattered fields can be written as surface integrals such that: 
( ) ( ) ( )dsjkexpSE ww
+
+
+
+
Σ
Σ
Σ Σ+
−
−
= ∫ rr
rr
rr  
54 
( ) ( ) ( )dsjkexpSE ws
−
−
−
−
Σ
Σ
Σ Σ−
−
−
= ∫ rr
rr
rr
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where +Σ  and −Σ  are surfaces just outside of and just inside the boundary as 
shown in figure 33, and +S  and −S  are source strengths per unit area. As 
such, the internal field, ( )rwE  is a solution to equation 50 since it is produced 
by sources external to the region of interest, and ( )rsE  must be a solution to 
equation 51. 
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Figure 33: Geometry of boundary surfaces 
In a numerical environment it is relatively simple to solve these equations 
using a boundary element method approach by replacing the integral with a 
discrete set of sources uniformly spaced on internal and external surfaces. It 
is found that both the spacing of the internal and external surfaces and that of 
the sources should be approximately equal, and substantially less than one 
wavelength. Since all the sources contribute to the boundary fields, the effect 
of multiple scattering within the droplet is accounted for in the solution. 
To simplify the work carried out here, it is assumed that the internal field can 
be modelled by integrating equation 54 over a finite portion of the droplet 
surface, and that the field at the droplet surface is dominated by local sources. 
Now +S  can be defined in terms of the measured field mE  at the surface +Σ  
representing the front portion of the droplet surface: 
( )
+Σ+ λ
≈ rm
w
Ej
1S  
56 
These assumptions neglect the effects of multiple scattering both within the 
droplet and any external refraction/reflection that causes light to re-enter the 
droplet. In practice these effects have been found to be of secondary 
importance since the boundaries dealt with in this chapter have tended to be 
smooth, but the effects of multiple scattering remain present and will be 
discussed later. 
rE sE  sE  wE  
−
Σ  
+Σ  
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5.3. Reconstruction of a telecommunications fibre 
In order to test the theory on a regular, well defined and repeatable surface, 
the initial experiment tested the ability to reconstruct the field within, and 
external to a 140 µm diameter multimode telecommunications fibre. The fibre 
was mechanically stripped of its plastic sheath, then dipped in a suspension of 
3.7 µm PMMA microspheres in water to create a sparse coating of spheres on 
the fibre once the water had evaporated. The fibre was then placed under the 
microscope described in chapter 2 with its axis approximately perpendicular to 
the microscope’s optical axis and the field in air was reconstructed using the 
method laid out in chapter 3. 
5.3.1. Results and discussions 
 
Figure 34: Holographic reconstruction of external field of the fibre a) front plane b) 
axial plane c) far plane 
Figure 34 shows the modulus of the complex amplitude of a series of cross 
sections through the fibre after the external field has been reconstructed 
assuming that the particles are suspended in air. Figure 34a) shows a 
reconstruction plane tangential to the front surface of the fibre (closest to the 
objective). Here it can be seen that the microspheres which are visible are 
undistorted, and that only a small area of the front surface is illuminated since 
the plane wave illumination is focussed by the rear surface of the fibre. Figure 
 a)  b)  c) 
34b) shows a plane 70 µm further away from the objective and approximately 
at the central axis of the fibre. There are no particles in focus in the area 
inside the fibre, and there are good quality sphere images present on the 
external surfaces at the edge 
the rear plane of the fibre; a further 70 µm back. Here, if the microspheres 
were suspended in space rather than on a fibre, good quality images of the
rear set of particles would be expected
particles that can be identified are distorted 
at the curved front surface
Figure 35: 200 x 200 µm x-z section through 
Figure 35 shows an x-z section through the reconstruction. It can be seen that 
as the illumination passes through it is brought to focus slightly in front of the 
fibre due to the curvature of bo
inspection of the figure show
section through the telecommunications fibre however it is possible to 
determine the position and size of the fibre using a priori information. 
diameter of the fibre is 
surfaces of the fibre in figure
final piece of information necessary to position the fibre surface, 
the technique described earlier,
surface and the complex field interpolated at these points. The field 
approximately in the central plane of the fibre was then calculated using 
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of the fibre. Figure 34c) is located tangential to 
, however it is observed that the
due to the refractive index change 
. 
 
holographic reconstruction of fibre in air
th the front and rear surfaces. A cursory 
s that the x-z section does not resemble a cross 
determined by measuring the width 
 34b). Knowing the fibre is a cylinder provides the 
 regularly spaced points were defined on this 
 
 
 
The 
between the 
+Σ . Following 
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equations 56 and 54 substituting the wavelength in glass gλ for the 
wavelength in water wλ  such that:  
5.1
a
g
λ
=λ
 
The complex field propagating through the fibre volume was then 
reconstructed in the normal way using the method described in chapter 3 with 
gλ=λ . 
 
Figure 36: Holographic reconstruction of the internal field of the fibre a) front plane b) 
axial plane and c) far plane 
Figure 36 shows the absolute value of the reconstructed holographic image in 
3 distinct x-y planes corresponding approximately to those in figure 34. Figure 
36a) shows the image in a plane tangential to the front surface (closest to the 
objective) of the fibre; the same particles present in figure 34a) can be seen. 
Figure 36b) shows the central plane approximately half way through the fibre. 
Here there are no particles in focus but the diffracted images of the particles 
that are on the front and rear surfaces can be identified. Figure 36c) shows 
the x-y plane tangential to the rear surface of the fibre, and here the particles 
on the rear surface are clearly brought into focus. Comparison with the 
reconstruction of particles closest to the camera shown in figure 34a) shows 
that the images now have a well defined spot (an image of the source) that is 
characteristic of diffraction limited images of spherical particles [16]. 
(a) (b) (c) 
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In the following section the same basic approach is used to produce high 
fidelity images in a two-phase flow. 
5.4. Images of an ink jet 
To investigate the suitability of this method to the study of droplet break-up the 
same basic technique was applied to the imaging of a pulsed ink jet. The ink 
jet was created using filtered de-ionised water driven through a 100 µm 
sapphire nozzle at a pressure of 1.3 Bar. the jet was seeded with 3.7 µm 
PMMA microspheres at a concentration of approximately 1% by volume. To 
form a sequence of droplets, the jet was controlled by a Lee Company 
INKX014300AA solenoid valve which supplied a square pulse stream at 5 Hz 
with 0.1% duty cycle. With strobed illumination a regular stream of droplets 
was observed with an exit velocity of approximately 5 m/s. 
 
Figure 37: Holographic reconstruction of external field of the jet in axial plane 
The ink jet was placed under the holographic microscope with the nozzle axis 
approximately perpendicular to the optical axis of the instrument. The 
microscope was focussed approximately at the nozzle axis. Figure 37 shows 
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the reconstructed hologram of a droplet close to the nozzle exit approximately 
1 ms after the solenoid valve opened. At this stage the droplet is in the form of 
an extruded filament of liquid. Out of focus and aberrated images of particles 
within the fluid stream can be seen. In order to estimate the position of the 
droplet surface, the plane where the edge of the droplet was in best focus was 
found. In this case, the droplet has a similar geometry to the 
telecommunications fibre described previously and was assumed to be 
cylindrical. The diameter of the droplet was estimated from the best focus 
reconstruction and found to be approximately 92 µm. The field on surface +Σ , 
corresponding to the front surface of the droplet was then interpolated 
according to equation 56, and the internal field at the jet axis calculated using 
equation 54. The complex field throughout the droplet was then calculated. 
Figure 38: Holographic reconstruction of the internal field of the jet a) front plane b) 
axial plane and c) far plane 
Figure 38 shows the internal field of the droplet in three planes separated by 
45 µm. Figure 38a) is tangential to the front surface and particles located in 
this plane are in good focus and are relatively free from aberration. Figure 
 a)  b)  c) 
A 
B 
38b) shows the particles in approximately the axial plane of the droplet 
filament and particles can be seen to move in and out of focus as expected. 
figure 38c) closest to the rear of the fibre, the best focus images show signs of 
astigmatism in regions A and B. Here the particle images are elliptical in 
shape and exchange major and minor axes as they pass through focus. It is 
clear that the effect of the front surface, similar to a cylindrical lens, has not 
been completely compensated and furth
are required. 
Figure 39: Holographic reconstruction of external field of the droplet in axial plane
Figure 39 shows a holographic reconstruction of a droplet further from the 
nozzle exit where a droplet is beginning to form. The reconstruction assumes 
homogeneous air and is focussed on the axial plane. In this case the droplet 
is far from cylindrical and for this
reconstruction. It is reasonable, however, to assume that the droplet has axial 
symmetry, at least in the first instance. The surface now is formed by 
estimating the edge of the droplet and calculating the surface of r
about an estimate of its central axis. The intersection of a portion of this 
surface subtending an angle of 
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er measures, to be discussed later, 
 reason represents a more challenging 
°± 25 with the focussed image has been 
In 
 
 
evolution 
superposed in figure 40
+Σ , corresponding to the front surface of the droplet was then interpolated 
according to equation 56
the broadest point, and the inter
equation 54.  
Figure 41 shows the reconstruction of the internal field of the droplet. 
41a) is once again tangential to the front 
of the filament in figure 
plane. Figures 41b) and c) show planes close to the central axis of the droplet. 
Most of the particles in focus in these planes are suffering from 
amount of astigmatism, which can be attributed to a
the droplet surface. Figure 
of the droplet is located
more severely aberrated.
Figure 40: Holographic reconstruction of external field in axial plane with field at 
estimated droplet surface superposed
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 for illustrative purposes. As before the field on surface 
 with source spacing of 0.1 µm radially and axially at 
nal field at the jet axis calculated using 
surface, and like the reconstruction 
38a), the particles focus to a well defined spot in this 
 slightly incorrect model of 
41d) shows a plane close to where the back plane
. Here particles can still be identified, but they are 
 
 
Figure 
a small 
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Figure 41: Holographic reconstruction of the internal field of the droplet a) front plane 
b) and c) internal planes d) far plane 
5.5. Discussion 
The preliminary results for shown in the previous section show for the first 
time that high fidelity measurements of internal (and external) velocity fields 
are possible simultaneously. The methods that were used are based on 
certain assumptions and a-priori information and deserve further discussion. 
Finding the position of the droplet surface that best explains the measured 
data is an example of a more general, inverse problem. Recently this 
approach has been used to identify and locate particles [16] and can be used 
successfully to find particles from out of field images in shift variant recording 
geometries [17,18]. In general the inverse problem approach relies on a 
forward model to calculate the system response followed by an iterative 
optimisation procedure [19]. It has previously been found elsewhere that 
gradient based optimisation can be prohibitively slow for implementation in 
holographic microscopy but computation time can be substantially reduced 
using appropriate a-priori [13]. For the general problem of holographic imaging 
through seeded droplets we typically know the following; refractive index of 
(a) (b) 
(c) (d) 
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the droplet, size and optical properties of the seeding, and illumination 
conditions. In the procedure outlined in this chapter, some, but not all, of this 
knowledge has been exploited and combined with additional assumptions in 
order to construct a 3D image. The most critical step in this process is 
estimation of the surface of the droplet. Inherent in this process was the 
assumption that the illumination was unperturbed by other droplets and that 
the outline of the droplet provided a good estimate of the plan form of the 
droplet. With the refractive index and the assumption that the droplet was 
axisymmetric, this was sufficient information to estimate the droplet surface 
and image within it. 
It is evident from figure 38 that the image reconstruction is not always perfect, 
and in this case, signs of astigmatism are clear. For this reconstruction it is 
likely the jet is not perpendicular to the optical axis of the microscope, but 
rather slopes such that it is close to the objective at the top of the image. This 
information is not apparent from the plan form of the jet (assumed to be the 
axial plane) shown in figure 37, but can be seen more readily in the 
reconstruction of the internal field in figure 38a). It is noted, however, that in 
this preliminary work, knowledge of the illumination wavefront has not been 
used. For the case of an axisymmetric droplet the paraxial focus of the 
illumination after propagation through the droplet can be used to give an 
unambiguous estimate of the droplet surface. If the drop is not quite 
axisymmetric, as is the case of figure 40, then the relative power of the front 
and back surfaces will affect this estimate. It is therefore necessary to make 
better use of the other a-priori information. 
The work outlined here has made use of the fact that it is known what a 
particle should look like in order to check the quality of the reconstruction. In 
principle, then, it is possible to incorporate this into an optimisation algorithm. 
In practice this could be done by defining a low order polynomial perturbation 
to the surface shape and calculating the coefficients of the polynomial 
required to optimise seeding particle images identified at a number of control 
points. In essence this would modify the reconstructed wavefronts in a 
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manner similar to the wave-shaping devices used in adaptive optics [20], 
albeit in a virtual environment. If the front surface of the fibre was found in this 
way then a similar polynomial perturbation to the back surface could in 
principle be used to minimise the error between a measurement and a 
calculated estimate of wavefront corresponding to the transmitted illumination. 
In this way, it should be possible to deduce the shape of the front and rear 
surfaces of an irregular droplet. 
It is also noted that the method introduced here calculates the internal field 
from a measurement of the field transmitted by the front surface without taking 
full account of the influence of the remaining parts of the droplet surface. 
Mathematically, it has been assumed that the surface integral in equation 54 
is dominated by the front portion of the surface. In effect, the contributions due 
to multiple reflections within the droplet have been neglected and typically 
these will increase the level of background noise. In certain cases, front and 
back reflections may give rise to more obvious effects as the dominant 
illumination beam propagates through the interfaces. The central white line in 
figure 36c) is an example of this effect. For the case of a water interface at 
normal incidence the amplitude reflection coefficient is approximately 14% 
and since two reflections (front and back) are required in this instance, the 
amplitude is expected to be reduced to around 2%. However, the focussing 
effect of the surfaces will concentrate the light and make any effect more 
noticeable. In principle a more complex reconstruction using a greater portion 
of the droplet surface and optimisation based on the appearance of this 
feature could be used to improve the estimate of droplet shape. 
Finally, some comment should be made on the computational effort required 
to produce droplet images. All of the algorithms used in this work were written 
in MATLAB and implemented on a PC with 32 GB of memory and dual quad 
core 2.6 GHz Xeon processors. The holograms were recorded at a resolution 
of 4008x2672 pixels and demodulated to give the complex image of the field 
in the object plane at a resolution of 882x588 pixels with 0.5 µm spacing. This 
sampling is optimal in the sense that it is just sufficient to meet the Nyquist 
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criteria for the 0.55 NA of the objective lens at nm 523=λ . To produce the 
droplet image, by far the most costly computation was the surface integral 
defined in equation 54 which was performed by direct numerical integration. 
This operation required approximately 6 hours for the largest droplet (figure 
41). In contrast, reconstruction of a 3D image to find the surface field and a 
similar step to reconstruct the internal field made use of the FFT algorithm and 
each of these steps required only 2 minutes to complete. It is clear that any of 
the optimisation methods will require faster computation, and 3D FFT based 
algorithms will need to be developed before the technique can be brought into 
widespread use. 
5.6. Conclusions 
In this chapter, it has been shown for the first time how it is possible to 
reconstruct high resolution holographic images through irregular interfaces 
with large refractive index steps such as those found in two phase flows. 
Scalar diffraction theory in systems of this kind has been discussed, and some 
useful approximations proposed that can be applied to the problem of imaging 
through droplets. The critical step in this process is estimating the droplet 
surface. This preliminary work has considered near axisymmetric droplets and 
in this case it was possible to estimate the surface profile from the plan form. 
Using knowledge of the refractive index, the internal field was calculated. It is 
clear from the work conducted here that multiple holograms or multiple 
exposure holograms could be used to measure the change in droplet shape. 
By seeding both the droplet and the ambient air, detailed 3D maps of both the 
internal and external velocity distribution should be possible taking advantage 
of complex amplitude correlation techniques [21]. 
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Chapter 6: Conclusions and further work 
6.1. Conclusions 
In this thesis a number of techniques have been introduced which make digital 
microscopic holographic particle image velocimetry (DµHPIV) a more useful 
and robust method for extracting data from flow fields. However, before this 
could be achieved an understanding of holography and digital holographic 
microscopes was necessary. Chapter 1 gave an overview of flow 
measurement techniques, and holographic methods, with a view to finding 
concepts that could be applied to DµHPIV, and chapter 2 described the 
design of an off-axis holographic microscope, and the method used to 
reconstruct a 3D volume from a single digital image. 
In chapter 3 an investigation was carried out which found definitively that 
when determining particle displacement between two points, a complex 
amplitude correlation technique should be used. During the experiment, 
complex correlation analysis was found to reduce the positioning error by a 
factor of between 2 and 10 depending on the direction and position, but was 
particularly effective at reducing the error in displacement along the optical 
axis.  
Chapter 4 concerns the concept of higher order correlation; which 
successfully increased correlation peak strength in a multiple exposure 
hologram. Using this method allowed a density of 500000 discrete vectors per 
3mm  to be extracted from a single hologram. It then compared measured flow 
fields in a microfluidic separator with a computational flow dynamics model to 
validate both the quality of the measured vectors and that of the model.  
The work carried out in chapter 5 reconstructed the interior of a highly curved 
inkjet droplet and optical fibre by reconstructing the hologram and 
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interpolating the electric field at the boundary between the object, and the 
surrounding air. This allowed the internal field of the droplet to be 
reconstructed without aberration for the first time, and without complex 
compensating optics.  
The results from the experiments carried out have been encouraging but 
within the boundaries of a PhD there is neither the time nor the funding to 
follow up every idea which occurs during experimentation. In the following 
pages, these concepts are explained to pave the way for future work. 
6.2. Further Work 
6.2.1. Higher order correlation 
Chapter 4 introduced the idea of the higher order correlation to exploit the 
extra information present in a multiple exposure hologram and increase the 
relative strength of the correlation peak when determining particle 
displacement. Two different techniques were described to evaluate the higher 
order correlation; one which multiplied two correlation planes together and 
then propagated the result forwards and backwards to compute the 
displacement in z, and a second which reconstructed the individual 
correlations as a volume before multiplying the result together. The method 
used in the experiment was shown using the Fresnel approximation to 
underestimate displacement along the optical axis by a factor of exactly three, 
but the Fresnel approximation is only valid for low numerical aperture 
systems. In order to determine whether the plane by plane approach gives 
sufficiently accurate out-of-plane velocity results, it will be necessary to carry 
out a validation experiment with a known out-of-plane velocity component. 
One way to set up this experiment is to create a capillary flow between two 
glass wedges as shown in figure 42. In this way, all the particles, and all the 
particle velocities will lie in a plane at an angle, θ , to the optical axis providing 
the wedges are sufficiently close together. 
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Figure 42: Correlation validation setup 
 
Figure 43: a) 3 simulated particle images, b) autocorrelation of a) after removal of zero 
order, c) higher order correlation of a), d) autocorrelation of particles in e) 
 
 a)  b) 
 c)  d) 
 e) 
θ  
Glass wedges 
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Since higher order correlation captures a series of 3 or more particle images 
each separated by time, t∆ , an autocorrelation of two particle images 
separated by the same time t∆  will take data from a smaller region of space 
and hence have a higher spatial resolution. Therefore, to achieve spatial 
resolution with higher order correlation that is similar to an autocorrelation, 
requires a separation between laser pulses of 2/t∆  or less. Figure 43 shows 
how this reduction in spatial resolution can affect the measured velocity when 
there is a change in velocity through the three exposures. In figure 43 c), the 
higher order correlation shows the mean displacement between the first and 
second, and second and third images in a), however an autocorrelation of just 
the two particle images enclosed by box e) measures the displacement 
between the two exposures exactly. Nevertheless, figures 43 c) and d) also 
demonstrate how much clearer the correlation peak is when higher order 
correlation is carried out. Figure 43 b) highlights another area of further work. 
When there is a change in the angle or the magnitude of the particle 
displacement between exposures, the inner correlation peak becomes 
smeared and so less pronounced from the noise floor. In extreme cases this 
can lead to a separation of the inner correlation peaks as shown in figure 44 
b). This in turn lessens the strength of the higher order correlation peaks and 
in extreme cases can cause them to disappear entirely. However, for a sparse 
flow it is possible to eliminate this problem. If the correlation image shown in 
figure 44 a) is decomposed into polar components about the central particle 
as shown in figure 45 a), then the angular separation of the outer two particles 
is easy to determine. The proposed method that follows bears similarity to the 
work on image deformation first noticed by Huang et al [1], and developed by  
Jambunathan et al [2], and Scarano [3] but does not require an iterative 
approach to ensure accuracy. For a standard correlation to produce a distinct 
peak, all the particles need to be located on a single line. This can be 
achieved on this polar grid by shifting the particle images until they are 
separated by an angle of pi . For the case shown, this was achieved by 
multiplying the θ  value for each point by a function based on angular position 
of first peak, 1κ , and angular position of the second peak, 2κ  to give an 
amended value, θ′ . 
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( )( )1cos1a κ−θ−+θ=θ′  
57 
Where ( )( )12
21
cos1
a
κ−κ−
κ−κ+pi
= . 
 
Figure 44: a) 3 simulated particle images with large change in direction, b) 
autocorrelation of a), c) higher order correlation of a), d) autocorrelation of e) 
 a) 
 c)  d) 
 b) 
 e) 
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Figure 45: a) decomposition of figure 44 a) into polar components, b) correlation 
window after adjustment, c) autocorrelation of b), d) higher order correlation of b) 
Figure 45 b) shows the result of applying equation 57 to the polar 
decomposition and then interpolating the values back onto a Cartesian grid. It 
can be seen that the particles are now in a straight line but with a known 
change in angle of ( )12 κ−κ−pi  between set i) and set ii). This can now be 
used to compute the autocorrelation and higher order correlation in figure 45 
c) and d) respectively. Comparing figures 44 c) and 45 d), the ability to 
determine the displacement of the particles show in i) is much improved. In 
order to display the results from this modified higher order correlation, the 
vector may be plotted with its midpoint at the centre particle, and with a 
curved body representing the change in displacement direction from i) to ii).  
 a)  b) 
 c)  d) 
 ii) 
 i) 
1κ
2κ
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Whilst this example has been given for a two dimensional correlation, the 
principle is much the same for a 3D higher order correlation volume, but the 
Cartesian grid will be decomposed into spherical coordinates of azimuth, κ , 
elevation, ψ , and radius r as shown in figures 46 and 47. For this case, the 
analysis of κ  remains the same as for 2D, but elevation, with angles 
2/2/ pi<ψ<pi− , needs to be interpolated in a way that forces 0b 21 =ψ+ψ . 
These operations can be carried out independently. For the case where 
02 <ψ  then ( ) ψ=<ψψ′ b0 . This field can then be re-interpolated onto 
Cartesian coordinates and the higher order correlation performed as before. 
 
Figure 46: spherical coordinates of particles 
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Figure 47: Particle positions interpolated onto grid 
6.2.2. Computational fluid dynamic (CFD) modelling for displacement 
prediction 
Work in chapter 4 used an interpolated flow field distribution formed from the 
measurement of thousands of individual seeding particle instances to 
accurately predict the displacements of large particles over relatively large 
time intervals. This method could be extended to an experiment with flow that 
is less planar, such that it would require a z-component to be accounted for as 
well as the x and y. It was useful in the experiment carried out as it allowed 
the determination of whether or not the red blood cells would cross the flow 
streamlines, and hence, whether or not the separator worked, but it could find 
a potential use in the validation of microfluidic systems sold commercially 
using much less expensive lasers and cameras, once a reference set of data 
has been built up on a control system. 
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On a shorter time scale, whilst PIV is regularly used to validate CFD models 
[4-7], CFD modelling of all kinds, and not limited to potential flow analysis, 
could be explored as a substitute for other particle displacement prediction 
schemes. These include super resolution [8] which first correlates large areas 
to establish an average flow velocity then tracks the velocities of individual 
particles and particle relaxation [9] which requires >2 particle images and 
extrapolates expected particle displacements from those measured 
previously. Carrying out an experiment to determine the comparative 
effectiveness of the differing techniques will show whether this is an efficient 
method, recognising that the CFD modelling requires detailed knowledge of 
the geometry of the experimental flow cell.  
6.2.3. Inkjet droplet stream measurement 
There are four clear ways in which this work can progress, and in order for the 
technique to become a practical technique, each of these points will first need 
to be addressed: 
To measure 3D flow within inkjet droplet streams it is necessary to actually 
capture the flow at two different instances so that particle image velocimetry 
(PIV) can be carried out. The work carried out in this thesis was performed 
with a fast laser and a high resolution digital camera running at an 
unsynchronised maximum of 5 frames per second. To enable further work to 
be carried out on this subject it will be necessary to isolate droplet images 
from each other completely. This will require either a second camera on which 
the second exposure can be captured, or geometry which will allow the angle 
of the reference beam to rotate through 90° between exposures, thus 
separating in Fourier space the ref*objUU  term in the first exposure from the 
*
refobjUU  term in the second exposure as shown in figure 48.  
Whilst the holographic reconstruction technique was very successful for the 
telecommunications fibre, it was less so for the two portions of inkjet droplet. 
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As mentioned in the chapter, a more accurate and informed estimation of the 
shape of the droplet surface using the a priori information contained within the 
hologram will yield better results, and should allow the automation of the 
estimation process where previously it was a long and laborious job by hand 
and eye.  
 
Figure 48: Demonstrating separation of exposures in Fourier space by changing 
reference beam angle 
The pointwise reconstruction process used in the experiment is 
computationally inefficient; taking several hours to achieve what a 3D fast 
Fourier transform (FFT) could compute in a matter of minutes. To use the FFT 
method, it is necessary to mask out everything except for the surface of the 
droplet in the reconstructed hologram i.e. the curved surface of figure 40, and 
FFT the masked reconstruction. Then in the frequency domain mask out 
everything except for the portion of the Ewald sphere with radius waterk  (since 
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inside the droplet all the plane waves propagate with a wavelength of waterλ ) 
and also mask out all but the appropriate numerical aperture. An inverse FFT 
should then reconstruct the interior of the droplet correctly.  
Finally, it should be remembered that it is inherent in the process that small 
seeding particles in air surrounding the droplet will initially focus correctly 
without any further effort. This means that it is now possible to not only 
measure the flow within the droplet, but also to measure the air disturbance 
caused by the droplet and interaction between the two fluids in one 
experiment; a groundbreaking development in flow measurement capability. 
6.3. Publications arising from thesis 
Two journal papers have been published to disseminate the work carried out 
in this thesis, and a third is currently being written. The work in chapters 2 and 
3 has been published in Applied Optics as “Particle image identification and 
correlation analysis in microscopic holographic particle image velocimetry” 
[10], and the work from chapter 5 has been published in the Journal of 
Modern Optics as “On measuring 3D flow within inkjet droplet streams using a 
holographic microscope” [11]. The experiments in chapter 4 are in the process 
of being written in the form suitable for a journal paper and will be submitted 
shortly. 
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