Abstract: This paper describes a technique for measuring refractive index and thickness of transparent plates using a fibre-optic low-coherence interferometer. The interferometer is used to independently measure quantities related to the phase and group refractive indices, n p and n g , of the material under investigation. Additionally, the dispersion of the phase index dependent quantity is measured by taking advantage of the range of wavelengths available from a broadband source. These three quantities are related to simultaneously yield n p and n g as well as the geometrical thickness t of the sample. Measurements are presented for a range of transparent materials including measurements of the ordinary and extraordinary refractive indices of a birefringent sapphire window. The mean percentage errors across all the samples tested were 0.09% for n p , 0.08% for n p , and 0.11% for t.
Introduction
It has long been known that low-coherence interferometry can be used to measure the thickness of transparent media [1] . In fact, the extension of low-coherence interferometry for micrometre scale ranging from a point measurement to a planar measurement led to the development of optical coherence tomography (OCT), which has become widely used for subsurface imaging of semi-transparent biological structures [2] . The thickness values obtained by low-coherence techniques are optical thicknesses, therefore a measure of the refractive index n is required to obtain the geometrical thickness t. Refractive index measurement using OCT has been demonstrated in-vitro on human tissue by scanning the sample through the focus of a lens in the sample arm of the interferometer [3] , however to independently measure both the phase and group refractive indices n p and n g , together with t, additional measurements are required. One way of achieving this is to combine low-coherence interferometry with confocal scanning microscopy, which is a technique that was developed in Japan from the late 1990s.
The first demonstration of this combination of techniques used a multi-layered test object consisting of a series of glass cover slips with an air gap between them [4] . These were used to measure the phase refractive index n p and the geometrical thickness but not the dispersion dependent group refractive index n g , which was previously assumed to be equivalent to n p for cases where the chromatic dispersion dn/dλ is small. Where this assumption does not hold, significant error will be introduced into the measurement. To obtain n g in addition to n p and t, Haruna et al. [5] modified the technique to use a special holder consisting of pair of glass plates with a known separation between them to hold the sample. The sample holder was complex to set up and requires measurements of the glass plate interfaces as well as those of the sample. However, they were able to measure the three quantities n p , n g , and t to accuracies of ∼0.3%. They were later able to simplify the measurement by using an approximated dispersion term with the sample holder used only for calibration [6] . A later publication demonstrated reduction of the measurement time by using a dual-channel interferometer to simultaneously measure both the low-coherence signals and the confocal scanning signals [7] .
In 2008, Kim et al. [8] demonstrated two alternative methods to measure n p , n g , and t which improved on the accuracy of those presented previously. The more successful of the two techniques involved measuring the chromatic dispersion directly by making the measurements at multiple wavelengths. This was achieved by using broadband SLDs with different centre wavelengths. A later publication from the same group demonstrated improved accuracy and repeatability of measurements of n g and t using a self-referenced spectral domain interferometer [9] . This improvement was largely due to the required data being acquired in a single spectrum eliminating drift in the system. They later adapted this spectral domain system to use dual-probe beams illuminating the object from either side [10] . This adaptation had the additional benefits of requiring no moving parts and the ability to measure very highly absorbing materials.
Other alternative but related techniques described more recently to measure thickness and refractive index include; time-of-flight measurement of terahertz pulses [11] , combined confocal scanning with swept-source OCT [12] , single-channel low-coherence interferometry for measurement of t and n g which requires no moving parts [13] , and tapered-fibre Fabry-Perot interferometry [14] . The accuracy of these different techniques varies, however they do have other particular advantages such as the ability to measure semi-opaque or opaque materials [10, 11] , improved immunity to mechanical vibration and drift [13] , or improved accuracy for thin samples [14] . Further recent advances include two-dimensional measurement of group refractive index and thickness distribution using line-field swept-source interferometry [15] and the combination of chromatic confocal and interferometric techniques for single-shot refractive index and thickness measurement [16] .
In this paper, the measurement of thickness and refractive index using a low-coherence interferometer with a high-speed CMOS line-scan spectrometer is described. The measurement principle is similar to that of Kim et al. [8] in that we measure the chromatic dispersion directly to obtain n p , n g , and t. The novelty of the technique presented here lies in the use of the spectrometer which allows measurement of the n p dependent quantity at different wavelengths. This enables the measurement of the required dispersion term using a single source that is centred on the wavelength at which the confocal and low-coherence measurements are made. This development significantly simplifies the measurement procedure and provides a much higher resolution measurement of the dispersion curve at the wavelength of interest. This is of particular importance in cases where the material dispersion is not necessarily known, such as in the measurement of biological samples.
Interferometer configuration and spectrometer calibration
The optical system consists of a broadband light source, a fibre-optic coupler and a pair of translation stages. The test object is mounted on one translation stage which is scanned to make the confocal measurement and a mirror is mounted on the other stage which is scanned to make the low-coherence measurement. The optical configuration is shown in Fig. 1 . The light source is a Superlum M-T-850-HP-I Broadlighter system which incorporates three super-luminescent diodes (SLDs) centred at approximately 780 nm, 840 nm, and 900 nm. Only the SLD centred at 840 nm was used here due to the limited bandwidth of the spectrometer as discussed below. Each SLD has a bandwidth of approximately 50 nm providing a total wavelength coverage of almost 150 nm. The maximum combined power of the source is 30 mW. The individual spectra for each SLD measured on a Yokogawa AQ6370C optical spectrum analyser are shown in Fig. 2(a) . A Thorlabs TW850R2A2 broadband fibre-optic coupler is used to divide the light into sample and reference channels, with 90% of the light directed towards the sample and 10% towards the reference mirror. The ends of the fibre arms are terminated with 8 • angled physical contact (APC) connectors. The fibre core in this system acts as the confocal aperture (diameter 4.4 µm) providing a system input numerical aperture (NA) of 0.13. Light exiting the fibre arms is collimated using Thorlabs AC080-020-B-ML achromatic doublets with 8 mm aperture diameter and 20 mm focal length. The lenses used to focus light onto the sample and the reference mirror are Thorlabs AC080-016-B-ML achromatic doublets with 8 mm aperture diameter and 16 mm focal length. The sample is mounted on a kinematic mirror mount with tip and tilt adjustment which is held on a Physik Instrumente M-110.1DG linear translation stage using a 3D printed adaptor plate. A similar translation stage and adaptor plate is used to hold the focusing lens and mirror in the reference arm of the interferometer. The translation stages have a maximum travel of 5 mm, a maximum velocity of 0.5 mm·s −1 , and a minimum incremental motion of 50 nm. The spectrometer is a BaySpec OCT Spectrograph @850nm system which incorporates a Basler spL4096-140km line-scan CMOS camera with an array size of 4,096 pixels and 12-bit digital resolution. A PC running LabVIEW software is used for control and data acquisition. The camera is interfaced to the PC using a National Instruments PCIe-1433 full Camera-Link frame grabber and the translation stages are controlled using a C-843 DC-servo-motor controller.
The effective bandwidth of the spectrometer is approximately 50 nm and therefore insufficient to capture information across the full spectral range of all three of the SLDs within the Superlum system, as shown in Fig. 2(b) , therefore only SLD 2 was used in this work. The wavelength values of the spectrometer pixels were calibrated using an Ando AQ-4304 programmable light source. This device consists of a tungsten halogen lamp with a grating and slit monochromator and emits light at wavelengths from 600 -1,600 nm at 1 nm intervals with bandwidths up to 15 nm. Light from the source was coupled directly to the spectrometer via a fibre-optic patch cable (single-mode, 720 nm cut-off wavelength) and incremented in 5 nm steps over the detectable range from 805 -855 nm. The spectrometer signal was integrated for 2 minutes to maximise the response, shown in Fig. 3(a) . A polynomial fit was applied to the recorded data for each wavelength in order to determine the pixel location of the peak of the curve. An eighth order polynomial was used which had a mean absolute residual of 1.70 across each of the datasets. This was the closest fit that could achieved before it starts to become visibly affected by the noise in the signal. The centre values of each of the wavelengths used were verified using an Ocean Optics HR4000 spectrometer and found to be underestimated by 0.4 nm which is well within the light source's quoted uncertainty of ±5 nm. The spectrometer wavelength variation was found to be linear over this range which corresponds to approximately pixel 900 to pixel 2,100 out of the 4,096 pixel array. This linearity was used to interpolate the wavelength values between those measured and to extrapolate to cover the full range of the spectrometer array, as shown in Fig. 3(b) .
Measurement principles
The measurement procedure is formed of two distinct parts; the confocal measurement and the low-coherence measurement. The non-interferometric confocal measurement is made by scanning the sample through the focus of the lens. A pair of reflection peaks, observed in the integrated signal, are associated with the front and rear surfaces of the object. Ignoring spherical aberration caused by the front sample surface, the separation of these peaks ∆z is related to the sample position (mm) thickness t and the phase index n p by [8] 
where N A is the numerical aperture of the focusing lens in the sample arm and n air is the refractive index of air and is taken to be 1.0003 in this work. Figure 4 (a) shows an example of the confocal refection peaks obtained when an approximately 2 mm thick CaF 2 window is scanned in the sample arm. The low-coherence measurement is made by focusing close to the rear surface of the sample and scanning the reference mirror through the point of zero optical path difference between the interferometer arms so that a burst of fringes is seen in the integrated signal. The sample is then translated so that the focus is now on the front surface and the reference mirror is again scanned through the point of path matching. The desired quantity ∆l is the sum of the separation of the fringe envelopes ∆D, shown in Fig. 4(b) , and the magnitude of the translation of the sample ∆z. ∆l is the optical thickness of the sample and relates n g and t by
If the sample is thin enough that light from both surfaces can be detected when the focus is placed between them then ∆l can be obtained directly without the need to translate the sample. However, the fringe contrast is maximized by translating the sample to focus on each surface in turn, which is very important when making high accuracy measurements. The reduction in the mean signal seen between the two fringe envelopes in Fig. 4(b) is due to the sample translation since, while the majority of the received intensity comes from the reference mirror, there is still a noticeable contribution from the sample surface reflection which is lost during this translation between surfaces. The group index depends on the chromatic dispersion, given by
where ν is the optical frequency. In the case that N A 2 << 1, the approximation given in Eq. (1) can be used. Substituting this and Eq. (2) into Eq. (3) yields
The thickness therefore depends on a dispersion term d∆z/dz which can be acquired by making the confocal measurement at multiple wavelengths. This can be done by interrogating different regions of the spectrometer array separately, as will be discussed in section 4.2. The width of the reflection peaks in the confocal signal is approximately inversely proportional to the square of the numerical aperture of the focusing lens and to make accurate measurements of ∆z, narrow peaks are generally desirable. Beams with a relatively high numerical aperture therefore need to be used. This is especially true when measuring thin objects where the peaks associated with the two surfaces need to be adequately resolved. Unfortunately, this means that the NA-independent assumption used to derive Eq. (4) cannot be used without introducing appreciable error. The full solution using Eq. (1) results in a more complex polynomial expression [8]
Once t has been obtained using equation (5), n p and n g can be calculated using equations (1) and (2).
Confocal and low-coherence measurements
This section describes the data acquisition procedure in more detail and the processing steps taken to determine the three desired quantities ∆l, ∆z, and d∆z/dν. The computer program used to control the spectrometer's line-scan camera and the translation stages was also used to record averaged spectrometer data and stage positions as the measurements were being made. The location of the sample for each spectrometer acquisition was made by comparing the timestamp of each acquisition with that of each of the stage position measurements. There is a certain delay associated with the call to the stage position feedback function that limits the data rate to approximately 10 Hz. The spectrometer is capable of significantly higher acquisition rates than this, therefore linear interpolation assuming a constant stage velocity was applied to determine the locations for spectrometer acquisitions made between consecutive position readings. The spectrometer acquisition rate was set to 500 Hz and the stage position feedback rate was set to 10 Hz for both low-coherence and confocal measurements.
Measurement of ∆l
The measurement of ∆l requires the determination of the locations of the peaks of the lowcoherence fringe envelopes associated with each surface of the sample. The received light from the reference mirror was significant, therefore the spectrometer acquisitions were made with the shortest possible exposure time of 15 µs to ensure that the brightest parts of the spectrum were not overexposed. Additionally, an aperture was used in the reference arm to sufficiently attenuate the light. The approximate reference mirror locations corresponding to interferometric path matching for both surfaces were determined prior to making a measurement. The reference mirror was then placed 35 µm before the point of path matching and scanned at a velocity of 2 µm·s −1 for 70 µm, which is sufficient distance to cover the entire peak envelope. The object was then translated at the full stage velocity until the opposite surface was in the focal plane of the lens and the process was repeated. The shape of the fringe envelope is dependent on the spectral distribution of intensity recorded by the camera and it is desirable for this to be symmetric to accurately determine the peak location. The fringe pattern obtained using the system is shown in Fig. 5(a) and is non-symmetric due to the spectral intensity distribution as seen in Fig. 2(b) . Therefore, to force fringe pattern symmetry the individual spectrometer acquisitions are multiplied by a Gaussian function which results in fringe patterns with a form like that shown in Fig. 5(b) . To find the centre of the fringe burst, it is necessary to demodulate the fringe envelope and a well-established method of achieving this is to use the Hilbert transform [17, 18] . This technique is advantageous because it does not require the phase and frequency of the fringe pattern to be constant over time [19] . After subtracting the mean value from a signal, the envelope can be acquired from the magnitude of the analytic signal √ Re 2 + Im 2 , where the real part contains the original signal and the imaginary part contains the Hilbert transform. The demodulated Hilbert envelope of the fringe pattern, is shown as the red trace in Fig. 5(b) . The Hilbert envelope is affected by noise that is present in the interferogram data [20] and this can be seen more clearly by looking at the fringe data on a much shorter time-scale, as shown in Fig. 5(c) where the largest noise spikes in the envelope correspond with the parts of the interferogram signal that are most corrupted by noise. The value that is required for ∆l is the stage position at which the envelope signal is a maximum, which is determined from a polynomial fit to the envelope data.
Measurement of ∆z and d∆z/dν
The non-interferometric confocal measurements are made to find ∆z, the separation between the reflected peaks, as the sample is scanned through the focus of the lens in the sample arm of the interferometer. To determine t using equation (5) the dispersion term d∆z/dν is also required, therefore the measurements were made at multiple wavelengths simultaneously. The reference mirror was blocked with a black card so that only light reflecting from the sample was detected. The received light from the sample surfaces is dependent on the material, therefore the spectrometer exposure time was set at different durations ranging from approximately 100 µs to 300 µs for each sample type, to maximise the signal recorded by the camera without overexposing. Figure 6 (a) shows an example of a confocal measurement on a BK7 window. As the object was scanned, each spectrometer acquisition was divided into sub-regions with a width of 65 pixels and a centre separation of 16 pixels, and the Gaussian weighted mean was calculated for each. This reduces noise and the overall data load and results in 89 individual measurements of ∆z at different wavelengths. The plot shows the integrated signal for each of the wavelength sub-regions plotted against stage position as it traverses the path. The separation between the front and rear peaks is much larger (∼3 mm) than the peak widths (∼10 µm) so has been reduced in the plot for clarity. Both surfaces of the object were scanned through focus using a pre-programmed path with a velocity of 5 µm·s −1 in the vicinity (±100 µm) of the peaks and at the maximum velocity (5 mm·s −1 ) between the surfaces. The path traversed by the stage is shown in Fig. 6(b) . To determine ∆z, the peak locations at each wavelength need to be found to a high accuracy. There is some random noise associated with the reflected peak data as can be seen in Fig. 6(c) , which shows the top of the front peak at a wavelength of 850 nm, therefore a polynomial fit was used to obtain the peak position. The peak locations for both front and rear surfaces at each wavelength measured are shown in Fig. 7(a) . The difference between them provides ∆z at each wavelength, as shown in Fig. 7(b) , and the gradient of this line yields the dispersion term d∆z/dν.
Refractive index and thickness measurements
The quantities obtained from the confocal measurement, ∆z and d∆z/dν are required to calculate the thickness t using equation (5) . Additionally, the NA of the focusing lens needs to be known.
Since the diameter of the collimated beam is smaller than the aperture of the focusing lens and measuring it directly is difficult, the NA was calibrated using an object of known refractive index, in this case a BK7 window. This was done using equation (1) rearranged for NA N A = n 2 air t 2 − n 2 p ∆z 2 t 2 − ∆z 2 (6) where n p and t are the reference phase index and thickness values described below and ∆z is measured experimentally using the method described in section 4.2. The NA was found to be 0.133 ± 0.001. The phase index is then calculated using equation (1) and the group index is obtained from the ∆l measurement using equation (2). To test the measurement technique, a set of five circular windows was acquired (Edmund Optics) each with a diameter of 20 mm. The windows were constructed from CaF 2 , BK7, B270 (superwite), fused silica, and sapphire. They were all nominally 2 mm thick except for the BK7 window which was ∼3 mm thick. In addition, a BK7 window with a nominal thickness of 200 µm was investigated to test the suitability of the technique for measuring thin samples. Measurement of thin samples requires the use of a relatively high NA lens in the confocal arm to provide sufficiently narrow depth of focus to adequately resolve the peaks. Additionally, good alignment is critical because any tilt of the object relative to the optical axis will introduce much larger percentage errors in the ∆z and d∆z/dν measurements than for thicker objects. Another issue is the interference present in the detected signal arising due to the etalon formed between the front and rear surfaces, which is not observable with the thicker objects but is significant with the thin sample. The interference introduces noise in the d∆z/dν measurements but can be significantly reduced by removing the appropriate Fourier frequencies. Figure 8 shows the difference in the spectrometer acquisitions and the associated d∆z/dν measurement with and without Fourier filtering.
Ten independent measurements of ∆l, ∆z and d∆z/dν were made for each sample whereby the sample was removed and replaced between each successive measurement. Doing this helps to provide a better understanding of the repeatability of the technique. The mean refractive index measurements for the four non-birefringent materials are summarized in Table 1 along with the standard deviation of the ten measurements and the percentage error based on the difference of the mean measured value from the reference value. In most cases the percentage errors lie within the standard deviation of measurements. The reference refractive index values were taken from the online database refractiveindex.info [21] , which were obtained from a range of sources. Reference values were available for CaF 2 [22] , fused silica [23] , and BK7 [24] for particular wavelengths and determined for 840 nm using the Sellmeier equation. The reference values for B270 were obtained using Sellmeier coefficients provided in a private communication from Schott. Since B270 is not considered a high-spec optical glass, refractive index and dispersion measurements are not routinely made for each sample, these values are only indicative [25] . This may explain the somewhat larger error in the group index measurement relative to the other samples. The experimental difficulty in measuring the thin sample is reflected in the higher standard deviation and higher percentage error in the phase index relative to the other samples.
The measured thicknesses of the samples are summarized in Table 2 . The reference thickness values were obtained using a Mitutoyo MDH digital micrometer gauge, which has a resolution of 0.1 µm. For each sample, ten independent measurements were made whereby the gauge was removed and re-zeroed between each successive measurement. The standard deviation associated with the micrometer gauge measurements is shown in the adjacent column in Table 2 . The best accuracy and repeatability was generally obtained when using the BK7 window. The improved accuracy was likely due to the window being somewhat thicker than the others (∼3 mm compared to ∼2 mm) and the better repeatability because it is specified to a tighter flatness tolerance than the others (λ/4 compared to λ). The integrated spectrometer data is plotted along with the polynomial fit to the demodulated Hilbert envelope. The arrows indicate the peak separations (from the fringe burst associated with the front surface) used to determine ∆l for the ordinary and extraordinary refractive indices.
and extraordinary optical paths through the material. This results in a double peak in the fringe envelope associated with the low-coherence measurement of the rear surface. The presence of a double peak within the low-coherence envelope may indicate that the material under investigation is birefringent. The orientation of the window about the optical axis determines the relative magnitude of the two peaks, and can be rotated so that they are approximately equal, as shown in figure 9 . The peak locations can be used to determine ∆l for the ordinary and extraordinary refractive indices which, combined with the measurement of ∆z, can be used to calculate the phase and group indices for both. The refractive index and thickness measurements are summarized in Table 3 and Table 4 , respectively. Although the two peaks in the envelope are clearly distinguishable, there is significant overlap. This overlap may cause one peak to influence the other, displacing the peak position slightly. This may be affected by the relative magnitude of the peaks -which can be varied by rotating the sapphire plate about the optical axis -or by the envelope demodulation algorithm. This may explain the slightly larger error in the n e measurements. This could be improved by using a wider source bandwidth to narrow the fringe envelopes. The mean percentage errors over all of the samples tested for the three measured components were 0.09% for n p , 0.08% for n g , and 0.11% for t. To put the performance of our technique into context with other published work, a summary of the mean percentage errors obtained for these components by other authors is shown in Table 5 . These are the mean errors calculated for all the samples that were tested. These are provided for context only and it should be noted that improved accuracy is not necessarily the primary motivation for those publications referred to in the table. Table 5 . Summary of mean percentage errors in n p , n g , and t from various publications based on quoted data. 'S' represents the number of samples tested.
Contribution
Year S n p (%) n g (%) 
Discussion and conclusions
A method of measuring the two refractive index components n p and n g , and the geometrical thickness t using combined low-coherence interferometry and confocal scanning has been presented. The technique relies on the measurement of dispersion which is achieved by measuring the confocal peak separation at different wavelengths across the bandwidth of a CMOS spectrometer. This represents an alternative to the previously demonstrated method of using multiple SLD sources [8] , or values determined using known Sellmeier coefficients [6, 12] . The use of multiple sources requires repetition of the measurements for each of the sources used, and is therefore a more time-consuming and cumbersome approach. Also, with the spectrometer-based approach, the dispersion is measured over the range provided by the source bandwidth (i.e. ±25 nm) and is therefore much closer to the centre wavelength than it would be if a second source were used in a different wavelength region. This is beneficial because the magnitude of the chromatic dispersion itself varies with wavelength. In addition, the ability to measure chromatic dispersion directly, without relying on known constants, is particularly advantageous in instances where these values are not well-known, for example in the measurement of biomedical samples.
To measure the dispersion requires very accurate measurement of the confocal peak location at each of the different wavelengths measured across the spectrometer array. This requires very good alignment as well as good quality optics to minimise the impact of imaging aberrations. Additionally we have found that the choice of the numerical aperture of the focusing lens is also important. Too low an NA introduces too much broadening of the confocal peaks resulting in less accurate determination of the peak location. On the other hand, too high an NA can result in distortions of the peak introduced due to aberrations since the confocal peak is essentially a one-dimensional measure of the axial point-spread function of the focusing lens. The NAs that were tried ranged from approximately 0.09 to 0.16 with the best performance obtained using an NA of 0.133.
The measurement time for either the confocal or low-coherence scan was of the order of a minute for each of the results presented here, however for this work the stages were run relatively slowly in order to maximise the number of data points for each scan. It is anticipated that this time can be reduced by an order of magnitude or more whilst still retaining good measurement accuracy by increasing the stage velocity in the vicinity of the interfaces.
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