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Abstrat
The fragmentation proesses of exhangeable partitions have already been studied by sev-
eral authors. In this paper, we examine rather fragmentation of exhangeable ompositions,
that means partitions of N where the order of the bloks ounts. We will prove that suh a
fragmentation is bijetively assoiated to an interval fragmentation. Using this orrespon-
dene, we then alulate the Hausdor dimension of ertain random losed set that arise in
interval fragmentations and we study Ruelle's interval fragmentation.
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1 Introdution
Random fragmentations desribe an objet whih splits as time passes. Two types of fragmenta-
tion have reeived a speial attention : fragmentation of partitions of N and mass-fragmentation,
i.e. fragmentation on the spae S↓ = {s1 ≥ s2 ≥ . . . ≥ 0,
∑
i si ≤ 1}. Berestyki [3℄ has
proved that for eah homogeneous fragmentation proess of exhangeable partitions, we an
anonially assoiate a mass fragmentation. More preisely, aording to the work of Kingman
[16℄, we know that if π = (π1, π2, . . .) is an exhangeable random partition of N (i.e. the dis-
tribution of π is invariant under nite permutation of N), the asymptoti frequeny of blok
πi, fi = limn→∞
Card(πi∩{1,...,n})
n , exists a.s. We denote by (|πi|
↓)i∈N the sequene (fi)i∈N af-
ter a dereasing rearrangement. If (Π(t), t ≥ 0) is a fragmentation of exhangeable partitions,
then (|Πi(t)|
↓
i∈N, t ≥ 0) is a mass fragmentation. Conversely, a fragmentation of exhangeable
partitions an be onstruted from a mass fragmentation via a "paintbox proess".
One of our goal in this paper is to develop an analog theory for fragmentations of exhange-
able ompositions and interval fragmentations. The notion of omposition struture has been
introdued by Gnedin [14℄ ; roughly speaking, it an be thought of a partition where the order
of the blok ounts. Gnedin proved a theorem analogous to Kingman's Theorem in the ase of
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exhangeable ompositions : for eah probability measure P that desribes the law of a random
exhangeable omposition, we an nd a probability measure on the open subset of [0,1℄, suh
that P an be reovered via a "paintbox proess". This is why it seems very natural to look for
a orrespondene between fragmentations of ompositions and interval fragmentations.
The rst part of this paper develops the relation between probability laws of exhangeable
ompositions and laws of random open subsets, and its extension to innite measures. Then
we prove that there exists indeed a one to one orrespondene between fragmentation of om-
positions and interval fragmentations. The next part gives some properties and harateristis
of these proesses and briey presents how this theory an be extended to time-inhomogeneous
fragmentations and self-similar fragmentations.
We then turn our attention to the estimation of the Hausdor dimension of random losed
sets whih arise in an interval fragmentation. Finally, as an appliation of this theory, we study
in Setion 6.1 a well known interval fragmentation introdued by Ruelle [2, 9, 11, 18℄ and we
give a desription of its semi-group of transition.
2 Exhangeable ompositions and open subsets of ]0, 1[
2.1 Probability measures
In this setion, we dene exhangeable ompositions following Gnedin [14℄, and reall some useful
properties.
For n ∈ N, let [n] be the set of integers {1, . . . , n} and write [∞] = N.
Denition 2.1 For n ∈ N, a omposition of [n] is an ordered sequene of disjoint, non empty
subsets of [n], γ = (A1, . . . , Ak), with ∪Ai = [n].
We denote by Cn the set of omposition of [n].
Let ρn : Cn → Cn−1 be the restrition of a omposition of [n] to a omposition of [n− 1] and
let C be the projetive limit of (Cn, ρn). We endow C with the produt topology, then it is a
ompat set.
We say that a sequene (Pn)n∈N of measure on (Cn)n∈N is a onsistent sequene of measures
if, for all n ≥ 2, Pn−1 is the image of Pn by the projetion ρn, i.e., for all γ ∈ Cn−1, we have
Pn−1(Γn−1 = γ) =
∑
γ′∈Cn:ρn(γ′)=γ
Pn(Γn = γ).
By Kolmogorov theorem, suh a sequene (Pn)n∈N determines the law of a random omposi-
tion of N.
In the sequel, for n ∈ N ∪ {∞}, γ ∈ Cn and A ⊂ [n], γA will denote the restrition of γ to A.
Hene, for m ≤ n and, γ[m] will denote the restrition of γ to [m].
A random omposition Γ of N is alled exhangeable if for all n ∈ N, for every permutation
σ of [n] and for all γ ∈ Cn, we have :
P(Γ[n] = γ) = P(σ(Γ[n]) = γ),
where σ(Γ[n]) the image of the omposition Γ[n] by σ. Hene, given an exhangeable random
omposition Γ, we an assoiate a funtion dened on nite sequenes of N by
∀k ∈ N,∀n1, . . . , nk ∈ N
k, p(n1, . . . , nk) = P(Γ[n] = (B1, . . . , Bk)),
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with |Bi| = ni and n1 + . . . + nk = n. This funtion determines the law of Γ and is alled the
exhangeable omposition probability funtion (ECPF) of Γ.
Notation 2.2 Let Γ be a omposition of N. For i, j ∈ N2, we will use the following notation :
• i ∼ j, if i and j are in the same blok.
• i ≺ j, if the blok ontaining i is before the blok ontaining j.
• i ≻ j, if the blok ontaining i is after the blok ontaining j.
Denition 2.3 Let U be an open subset of [0, 1]. We onstrut a random omposition of N in
the following way :
Let us draw (Xi)i∈N iid random variables with uniform law on [0, 1]. Then we use the following
rules :
• i ∼ j, if i = j or if Xi and Xj belong to the same omponent interval of U .
• i ≺ j, if Xi and Xj do not belong to the same omponent interval of U and Xi < Xj .
• i ≻ j, if Xi and Xj do not belong to the same omponent interval of U and Xi > Xj .
This denes a probability measure on C that we shall denote PU ; the marginal of PU on Cn
will be denoted by PUn . If ν is a probability measure on U , we denote by P
ν
the law on C whih
marginals are :
P νn (·) =
∫
U
PUn (·)dν(U).
Let U be the set of open subset of ]0, 1[. For U ∈ U , let
χU(x) = min{|x− y|, y ∈ U
c}, x ∈ [0, 1],
where U c = [0, 1]\U . We dene also a distane on U by :
d(U, V ) = ||χU − χV ||∞.
It will be onvenient to use the notation 1 =]0, 1[. The omposition of Cn (resp. C) with a single
non empty blok will be denoted by 1n (resp. 1N) and we will write C
∗
n for Cn\{1n}.
Let us reall here two useful theorems from Gnedin [14℄ :
Theorem 2.4 [14℄ Let Γ be an exhangeable random omposition of N, Γ[n] its restrition to
[n]. Let (n1, . . . , nk) be the sequene of the blok sizes of Γ[n] and n0 = 0. Dene Un ∈ U by :
Un =
k⋃
i=1
]ni−1
n
,
ni
n
[
.
Then Un onverges almost surely to a random element U ∈ U . The onditional law of Γ given U
is PU .
As a onsequene, if P be an exhangeable probability measure on C, then there exists a unique
probability measure ν on U suh that P = P ν.
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Hene, for eah exhangeable omposition Γ, we an assoiate an element of U whih we will
all asymptoti open set of Γ and denote UΓ.
We shall also write |Γ|↓ for the dereasing sequene of the lengths of the interval omponents of
UΓ. More generally, for U ∈ U , |U |
↓
will be the dereasing sequene of the interval omponent
lengths of U .
Let us notie that this theorem is the analogue of Kingman's Theorem for the representation
of exhangeable partitions. Atually, let Q be an exhangeable probability measure on P∞, the
set of partition of N and let π be a partition with law Q.
Kingman [16℄ has proved that eah blok of π has almost surely a frequeny, i.e. if π =
(π1, π2, . . .), then
∀i ∈ N fi = lim
n→∞
♯{πi ∩ [n]}
n
exists Q-a.s.
One alls fi the frequeny of the blok πi. Therefore, for all exhangeable random partitions, we
an assoiate a probability on S↓ = {s = (s1, s2, . . .), s1 ≥ s2 ≥ . . . ≥ 0,
∑
i si ≥ 1} whih will be
the law of the dereasing rearrangement of the sequene of the partition frequenies.
Conversely, given a law ν˜ on S↓, we an onstrut an exhangeable random partition whose
law of its frequeny sequene is ν˜ (f. [16℄) : we pik s ∈ S↓ with law ν˜ and we draw a sequene
of independent random variables Ui with uniform law on [0, 1]. Conditionally on s, two integers
i and j are in the same blok of Π i there exists an integer k suh that
∑k
l=1 sl ≤ Ui <
∑k+1
l=1 sl
and
∑k
l=1 sl ≤ Uj <
∑k+1
l=1 sl. We denote by ρν˜ the law of this partition (and by a slight abuse of
notation, ρu denotes the law of the partition obtained with ν˜ = δu). Kingman's representation
Theorem states that any exhangeable random partition an be onstruted in this way.
Let ℘1 be the anonial appliation from the set of omposition C to the set of partition
P∞ and ℘2 the appliation from the set U to the set S
↓
whih assoiates to an element U of U
the dereasing sequene |U |↓. To sum up, we have the following diagram between probability
measures on P∞, C, S
↓
, U :
(C, P ν)
Gnedin
←−−−−→ (U , ν)
℘1
y ℘2y
(P∞, ρν˜)
Kingman
←−−−→ (S↓, ν˜).
2.2 Representation of innite measures on C
In this setion, we show how Theorem 2.4 an be extended to the ase of an innite measure µ
on C suh that :
• µ is exhangeable.
• µ(1N) = 0.
• For all n ∈ N, µ({γ ∈ C, γ[n] 6= 1n}) <∞.
A measure on C fullling this three properties will be alled a "fragmentation measure". We
will see in the sequel that suh a measure an always be assoiated to a fragmentation proess
and onversely.
We will prove that we an deompose every fragmentation measure µ in two measures, one
haraterizing µ on the ompositions with asymptoti open set Uγ =]0, 1[, and the other on the
omplementary event. The measure on the event Uγ =]0, 1[ is alled erosion measure and the
measure on the event Uγ 6=]0, 1[ is alled disloation measure.
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Denition 2.5 A measure ν on U is alled a disloation measure if :
ν(1) = 0,
∫
U
(1− s1)ν(dU) <∞,
where s1 is the length of the largest interval omponent of U .
In the sequel, for any ν measure on U , we dene the measure P ν on C by
P ν(dγ) =
∫
U
PU (dγ)dν(U).
Notie that if ν is a disloation measure, then P ν(dγ) is a fragmentation measure. In fat, the
measure P ν is exhangeable sine PU is an exhangeable measure.
For U 6= 1, we have PU (1N) = 0, and as ν(1) = 0, we have also P
ν(1N) = 0.
We now have to hek that P ν({γ ∈ C, γ[n] 6= 1n}) < ∞ for all n ∈ N. Let us x U ∈ U . Set
|U |↓ = s = (s1, s2, . . .).
PU ({γ ∈ C, γ[n] 6= 1n}) = 1−
∞∑
i=1
sni ≤ 1− s
n
1 ≤ n(1− s1)
and so P ν({γ ∈ C, γ[n] 6= 1n}) <∞.
We an now state the following theorem :
Theorem 2.6 Let ǫi be the omposition of N, ({i}, {N \ {i}}) and ǫ =
∑
i δǫi . Let ǫ
′
i be the
omposition of N, ({N \ {i}}, {i}) and ǫ′ =
∑
i δǫ′i . These are two exhangeable measures on C.
If µ is a fragmentation measure, there exists cl ≥ 0, cr ≥ 0 and a disloation measure ν suh
that :
µ = clǫ+ crǫ
′ + P ν .
Besides, the restrition of µ to {Γ ∈ C, UΓ = 1} is clǫ+ crǫ
′
and the restrition to {Γ ∈ C, UΓ 6=
1} is P ν .
Reall that in the ase of fragmentation measure on partitions, Bertoin [4℄ proved the following
result :
Let ǫ˜i be the partition of N,
{
{i}, {N \ {i}}
}
and dene the measure ǫ˜ =
∑
i δǫ˜i . Let µ˜ be an
exhangeable measure on P∞ suh that µ(1N) = 0 and µ˜(π ∈ P∞, πn 6= 1n) is nite for all n ∈ N.
Then there exists a measure ν˜ on S↓ suh that ν˜(1) = 0 and
∫
S↓(1− s1)ν(ds), and a nonnegative
number c suh that :
µ˜ = ρν˜ + cǫ˜.
Notie that Theorem 2.6 is an analogous deomposition as in the ase of fragmentation
measure on ompositions, exept that, in this ase, there is two oeients of erosion, one
haraterizing the left erosion and the other the right erosion.
Proof. We adapt a proof due to Bertoin [4℄ for the exhangeable partition to our ase.
Set n ∈ N. Set µn = 1{Γ[n] 6=1n}µ, therefore µn is a nite measure. Let
−→µn be the image of µn by
the n-shift, i.e. :
i
→n
Γ
≺ j ⇔ i+ n
Γ
≺ j + n, i
→n
Γ
∼ j ⇔ i+ n
Γ
∼ j + n, i
→n
Γ
≻ j ⇔ i+ n
Γ
≻ j + n.
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Then
−→µn is exhangeable sine µ is and furthermore, it is nite measure. So, we an apply
Theorem 2.4 :
∃ ! νn nite measure on U suh that
−→µn(dγ) =
∫
U
PU (dγ)νn(dU).
Aording to theorem 2.4, sine
−→µn is an exhangeable nite measure,
−→µn-almost every om-
position has an asymptoti open set and so µn-almost every omposition has also an asymptoti
open set, and as µ = lim ↑ µn, µ-almost every omposition has also an asymptoti open set.
Besides we have :
µn(n+ 1 ≁ n+ 2 | UΓ = U) =
−→µn(1 ≁ 2 | UΓ = U) = P
U (1 ≁ 2) = 1−
∑
si
2 ≥ 1− s1.
So
µn(n+ 1 ≁ n+ 2) ≥
∫
(1− s1)νn(dU).
Set ν = limn→∞ ↑ νn. Sine
µn(n+ 1 ≁ n+ 2) ≤ µ(n+ 1 ≁ n+ 2) ≤ µ(1 ≁ 2) <∞,
we have ∫
(1− s1)ν(dU) <∞.
Hene ν is a disloation measure. Set γk ∈ Ck.
µ(Γ[k] = γk, UΓ 6= 1) = lim
n→∞
µ(Γ[k] = γk,Γ{k+1,...,k+n} 6= 1n, UΓ 6= 1)
= lim
n→∞
µ(
→n
Γ [k] = γk,Γ[n] 6= 1n, UΓ 6= 1)
= lim
n→∞
−→µn(Γ[k] = γk, UΓ 6= 1)
=
∫
C∗
PU (Γ[k] = γk)ν(dU).
Thus we have
µ( · , Uγ 6= 1) =
∫
PU ( · )ν(dU).
We now have to study µ on the event {Uγ = 1}.
Let µ˜ be µ restrited to {1 ≁ 2, Uγ = 1}. Let
→
µ˜ be the image of µ˜ by the 2-shift. The measure
→
µ˜ is nite and exhangeable and its asymptoti open set is almost surely 1, so
→
µ˜ = aδ1 where a
is a nonnegative number.
So µ˜ = c1δγ1 + . . . + c10δγ10 where γ1, . . . , γ6 are the six possible ompositions build from the
bloks {1}, {2}, N\{1, 2},
γ7 = ({1},N\{1}), γ8 = ({2},N\{2}),
γ9 = (N\{1}, {1}), γ10 = (N\{2}, {2}). We must have c1 = . . . = c6 = 0, for otherwise, by
exhangeability, we would have µ({1}, {n},N\{1, n}) = c > 0 and this would yield µ(S∗2) = ∞.
By exhangeability, we also have c7 = c8 and c9 = c10 and so, by exhangeability,
µ1{Uγ=1} = cl
∑
i
δǫi + cr
∑
i
δǫ′i .✷
As in setion 2.1, we an now draw a diagram between fragmentation measures on C and P∞
and disloation measures on U and S↓. Let us reall that ℘1 is the anonial projetion of C to
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P∞, and denote q : (U ,R+,R+) 7→ (S
↓,R+) the appliation dened by q(U, a, b) = q(|U |
↓, a+ b).
Then we have the following diagram :
(C, µ)
Theorem 2.6
←−−−−−−→
(
U , (ν, cl, cr)
)
℘1
y qy
(P∞, µ˜)
Bertoin
←−−−−−−−→
(
S↓, (ν˜ , cl + cr)
)
.
It remains to prove that µ˜ = ρν˜ + (cl + cr)ǫ˜. Set µ˜ = ρν + cǫ˜. Sine µ˜ is the image by ℘1 of
µ, we have
µ˜(ǫ˜1) = µ(ǫ1) + µ(ǫ
′
1) and then c = cr + cl.
Let us x n ∈ N and π ∈ Pn\{1n}. Set A = {γ ∈ Cn, ℘1(γ) = π}. Remark now that for all
U, V ∈ U suh that |U |↓ = |V |↓, we have PU(A) = P V (A). Moreover we have PU (A) = ρs(π) if
s = |U |↓. So
P ν(A) =
∫
S↓
PU (A)ν(U, |U |↓ = ds) =
∫
S↓
ρs(π)ν˜(ds) = ρν˜(π).
We get
µ(A) = P ν(A) + clǫ(A) + crǫ
′(A) = ρν˜(π) + (cl + cr)ǫ˜(A) = ρν(π) + (cl + cr)ǫ˜(A) = µ˜(π).
So we dedue that ν = ν˜. ✷
3 Fragmentation of ompositions and interval fragmentation
3.1 Fragmentation of ompositions
Denition 3.1 Let us x n ∈ N and γ ∈ Cn with γ = (γ1, . . . , γk). Let γ
(.) = (γ(i), i ∈
{1, . . . , n}) with γ(i) ∈ Cn for all i. Set mi = min γi. We denote γ˜
(i)
the restrition of γ(mi) to
γi. So γ˜
(i)
is a omposition of γi. We onsider now γ˜ = (γ˜
(1), . . . , γ˜(k)) ∈ Cn.
We denote by FRAG(γ, γ(.)) the omposition γ˜. If γ(.) is a sequene of i.i.d. random variables
with law p, p-FRAG(γ, ·) will denote the law of FRAG(γ, γ(.)).
We remark then that the operator FRAG has some useful property. First, we have that
FRAG(γ,1(.)) = γ. Furthermore, the fragmentation operator is ompatible with the restrition
i.e. for every n′ ≤ n :
FRAG(γ, γ(.))[n′] = FRAG(γ[n′], γ
(.)).
Besides, the operator FRAG preserves the exhangeability. More preisely, let (γ(i), i ∈ {1, . . . , n})
be a sequene of random ompositions whih is doubly exhangeable, i.e. for eah i, γ(i) is an
exhangeable omposition, and moreover, the sequene (γ(i), i ∈ {1, . . . , n}) is also exhangeable.
Let γ be an exhangeable omposition of Cn independent of γ
(·)
. Then FRAG(γ, γ(.)) is an ex-
hangeable omposition. Let us prove this property. Let us x a permutation σ of [n]. We shall
prove that
FRAG(γ, γ(.))
law
= σ(FRAG(γ, γ(.))).
Let k be the number of bloks of γ and denote by m1, . . . ,mk the minimums of γ1, . . . , γk. Let
dene nowm′1, . . . ,m
′
k the minimums of σ(γ1), . . . , σ(γk). Dene now γ
′(·) = (γ′(i), i ∈ {1, . . . , n})
by
γ′(m
′
i) = σ(γ(mi)) for 1 ≤ i ≤ k
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γ′(j) = σ(γ(f(j))) for j ∈ {1, . . . , n} \ {m′i, 1 ≤ i ≤ k},
where f is the inreasing bijetion from {1, . . . , n}\{m′i, 1 ≤ i ≤ k} to {1, . . . , n}\{mi, 1 ≤ i ≤ k}.
We get
σ(FRAG(γ, γ(.))) = FRAG(σ(γ), γ′(.)).
Sine σ(γ)
law
= γ and γ′(.)
law
= γ(.) and γ′(.) remains independent of γ, we get
FRAG(σ(γ), γ′(.))
law
= FRAG(γ, γ(.)).✷
We an now dene the notion of exhangeable fragmentation proess of ompositions.
Denition 3.2 Let us x n ∈ N and let (Γn(t), t ≥ 0) be a Markov proess on Cn whih is
ontinuous in probability.
We all Γn an exhangeable fragmentation proess of ompositions if :
• Γn(0) = 1n a.s.
• Its semi-group is desribed in the following way : there exists a family of probability mea-
sures on exhangeable ompositions (Pt,t′ , t ≥ 0, t
′ > t) suh that for all t ≥ 0, t
′
> t the
onditional law of Γn(t
′
) given Γn(t) = γ is the law of Pt,t′-FRAG(γ, γ
(.)). The fragmenta-
tion is homogeneous in time if Pt,t′ depends only on t
′ − t.
A Markov proess (Γ(t), t ≥ 0) on C is alled an exhangeable fragmentation proess of ompo-
sitions if, for all n ∈ N, the proess (Γ[n](t), t ≥ 0) is an exhangeable fragmentation proess of
ompositions on Cn.
In the sequel, a c-fragmentation will denote an exhangeable fragmentation proess on om-
positions.
3.2 Interval fragmentation
In this setion we reall the denition of a homogeneous
1
interval fragmentation [7℄.
We onsider a family of probability measures (qt,s, t ≥ 0, s > t) on U . For all interval I =]a, b[⊂
]0, 1[, we dene the ane transformation gI :]0, 1[→ I given by gI(x) = a + x(b − a). We still
denote gI the indued map on U , so, for V ∈ U , gI(V ) is an open subset of I. We dene then q
I
t,s
as the image of qt,s by gI . Hene qt,s is a probability measure on the open subset of I. Finally,
for W ∈ U with interval deomposition (Ii, i ∈ N), q
W
t,s is the distribution of ∪Xi where the Xi
are independent random variables with respetive law qIit,s.
Denition 3.3 A proess (U(t), t ≥ 0) on U is alled a homogeneous interval fragmentation if
it is a Markov proess whih fullls the following properties :
• U is ontinuous in probability and U(0) = 1 a.s.
• U is nested i.e. for all s > t we have U(s) ⊂ U(t).
• There exists a family (qt,s, t ≥ 0, s > t) of probability measure on U suh that :
∀t ≥ 0, ∀s > t, ∀A ⊂ U , P(U(s) ∈ A| U(t)) = q
U(t)
t,s (A).
1
In [7℄, Bertoin denes more generally self-similar interval fragmentations with index α. Here, the term
homogeneous means that we only onsider the ase α = 0.
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In the following, we abbreviate an interval fragmentation proess as an i-fragmentation.
We remark that if we take the dereasing sequene of the sizes of the interval omponents of
an i-fragmentation, we obtain a mass-fragmentation, denoted here a m-fragmentation (see [4℄ for
denition of m-fragmentation). But, with the m-fragmentation, we loose the genealogial aspet
present in the i-fragmentation.
3.3 Link between i-fragmentation and c-fragmentation
From this point of the paper and until Setion 4.4, the fragmentation proesses will always be
homogeneous in time, i.e. qt,s depends only on s− t, hene we will just write qt−s to denote qt,s.
Theorem 3.4 There is a one to one orrespondene between laws of i-fragmentations and laws
of c-fragmentations. More preisely :
• let (U(t), t ≥ 0) be an i-fragmentation. Let (Vi)i≥0 be a sequene of independent random
variables uniformly distributed on ℄0,1[. Using the same proess as in Denition 2.3 with
U(t) and (Vi)i≥1, we dene a proess (Γ(t), t ≥ 0) on C. Then (Γ(t), t ≥ 0) is a c-
fragmentation and we have UΓ(t) = U(t) a.s. for eah t ≥ 0.
• Let (Γ(t), t ≥ 0) be a c-fragmentation. Then (UΓ(t), t ≥ 0) is an i-fragmentation.
Proof. We begin by proving the rst point. We have by Theorem 2.4, UΓ(t) = U(t) a.s. for
eah t ≥ 0. Let us x n ∈ N and t ≥ 0. We are going to prove that, for s > t, the onditional law
of Γ[n](s) given Γ[n](t) = (γ1, . . . , γk) is the law of FRAG(Γ[n](t), γ
(·)), where γ(·) is a sequene
of iid exhangeable ompositions with law Γ[n](s − t). Sine (U(s), s ≥ 0) is a fragmentation
proess, we have U(t+ s) ⊂ U(t). By onstrution of Γ[n](t), it is then lear that Γ[n](t+ s) is a
ner omposition than Γ[n](t). Hene eah singleton of Γ[n](t) remains a singleton of Γ[n](t+ s).
So we an assume that Γ[n](t) has no singleton. For 1 ≤ i ≤ k, x l ∈ γi and dene
ai = sup{a ≤ Vl, a /∈ U(t)}, bi = inf{b ≥ Vl, b /∈ U(t)}.
Notie that ai and bi do not depend on the hoie of l ∈ γi. Furthermore, sine Γ[n](t) has no
singleton, we have ai < bi almost surely. We dene also
Y ij =
(
Vj − ai
bi − ai
)
j∈γi,1≤i≤k
.
By onstrution of Γ[n](t), the random variables (Y
i
j )j∈γi,1≤i≤k are independent and uniformly
distributed on ]0, 1[. Besides, (]ai, bi[)1≤i≤k are k distint interval omponents of U(t). Sine
U(t) is a fragmentation proess, the proesses(
U i(s) =
1
bi − ai
(U]ai,bi[(s)− ai), s ≥ t
)
1≤i≤k
are k independent i-fragmentations with law (U(s− t), s ≥ t). Let γ(i)(s) be the omposition of
γi obtained from U
i(s) and (Y ij )j∈γi using Denition 2.3. Hene, γ
(i)(s) has the law of Γγi(s− t)
and the proesses (γ(i)(s), s ≥ t)1≤i≤k are independent. Furthermore, by onstrution we have
Γ[n](t + s) = FRAG(Γ[n](t), γ
(·)(s)). Hene, (Γ[n](t), t ≥ 0) has the expeted semi group of
transition.
Let us now prove the seond point. In the following, we will write Ut to denote UΓ(t).
First, we prove that for all s > t, Us ⊂ Ut. Fix x /∈ Ut, we shall prove x /∈ Us. We have
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χUt(x) = min{|x − y|, y ∈ U
c
t } = 0. Let U
n
t be the open subset of ]0, 1[ orresponding to Γ[n](t)
as in Theorem 2.4. So we have limn→∞ d(U
n
t , Ut) = 0. Fix ε > 0. Hene, there exists N ∈ N
suh that, for all n ≥ N , χUnt (x) ≤ ε. This implies that :
∀n ≥ N,∃yn /∈ U
n
t suh that |yn − x| ≤ ε.
Besides, as (Γ(t), t ≥ 0) is a fragmentation, we have for all n ∈ N, Uns ⊂ U
n
t . Hene, we have
also
∀n ≥ N, yn /∈ U
n
s ,
and so χUns (x) ≤ ε for all n ≥ N . We dedue that χUs(x) = 0 i.e. x /∈ Us.
We now have to prove the branhing property. Fix t > 0. We onsider the deomposition of
Ut in disjoint intervals :
Ut =
∐
k∈N
Ik(t).
Set Fk(s) = Ut+s ∩ Ik(t). We want to prove that, given Ut :
• ∀l ∈ N,∀m1, . . . ,ml distint, Fm1 , . . . , Fml are independent proesses.
• Fk has the following law :
∀A open subset of ]a, b[, P((Fk(s), s ≥ 0) ∈ A |Ik(t) =]a, b[) = P((Us, s ≥ 0) ∈ (b−a)A+a).
For all k ∈ N, there exists ik ∈ N suh that, if J
n
ik
(t) denotes the interval omponent of Unt
ontaining the integer ik, then J
n
ik
(t)
n→∞
−→ Ik(t). Let Bk be the blok of Γ(t) ontaining ik. As
Bk has a positive asymptoti frequeny, it is isomorphi to N. Let f be the inreasing bijetion
from the set of element of Bk to N. Let us re-label the elements of Bk by their image by f . The
proess (UΓBk (t+s)
, s ≥ 0) has then the same law as (Us, s ≥ 0) and is independent of the rest of
the fragmentation. Besides, given Ik(t) =]a, b[, Fk(s) = a+ (b − a)UΓBk (t+s)
, so the two points
above are proved. ✷
Hene, this result ompletes an analogous result due to Berestyki [3℄ in the ase of m-
fragmentations and p-fragmentation (i.e. fragmentations of exhangeable partitions). We an
again draw a diagram to represent the link between the four kinds of fragmentation :(
C, (Γ(t), t ≥ 0)
)
Theorem 3.4
←−−−−−−→
(
U , (UΓ(t), t ≥ 0)
)
℘1
y ℘2y(
P∞, (Π(t), t ≥ 0)
)
Berestyki
←−−−−−−→
(
S↓, (|UΓ(t)|
↓, t ≥ 0)
)
.
4 Some general properties
In this setion, we gather general properties of i and c-fragmentations. Sine the proof of these
results are simple variations of those in the ase of m and p-fragmentations [4℄, we will be a bit
skethy.
4.1 Measure of a fragmentation proess
Let (Γ(t), t ≥ 0) be a c-fragmentation. As in the ase of p-fragmentation [4℄, for n ∈ N and
γ ∈ C∗n, we dene a jump rate from 1n to γ :
qγ = lim
s→0
1
s
P
(
Γ[n] (s) = γ
)
.
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With the same arguments as in the ase of p-fragmentation, we an also prove that the family
(qγ , γ ∈ C
∗
n, n ∈ N) haraterizes the law of the fragmentation (you just have to use that distint
bloks evolve independently and with the same law). Furthermore, observing that we have
∀n < m, ∀γ′ ∈ C∗n, qγ′ =
∑
γ∈Cm,γ[n]=γ′
qγ ,
and that
∀n ∈ N, ∀σ ∈ σn, ∀γ ∈ C∗n, qγ = qσ(γ),
we dedue that there exists a unique exhangeable measure µ on C suh that µ(1) = 0 and
µ(Q∞,γ) = qγ for all γ ∈ C
∗
n and n ∈ N, where Q∞,γ = {γ
′ ∈ C, γ′[n] = γ}. Furthermore, the
measure µ haraterizes the law of the fragmentation.
We remark also that if µ is the measure of a fragmentation proess, we have for all n ∈ N,
µ({γ ∈ C, γ[n] 6= 1n}) =
∑
γ∈C∗n
qγ <∞.
So we an apply Theorem 2.6 to µ and we dedue the following orollary :
Corollary 4.1 Let µ be the measure of a c-fragmentation. Then there exist a disloation measure
ν and two nonnegative numbers cl and cr suh that :
• µ1{Uγ 6=1} = P
ν
.
• µ1{Uγ=1} = clǫ+ crǫ
′
.
With a slight abuse of notation, we will write sometimes in the sequel that µ = (ν, cl, cr)
when µ = P ν + clǫ+ crǫ
′
.
4.2 The Poissonian onstrution
Let us reall that we dene in Setion 2.2 a fragmentation measure as a measure µ on C suh
that :
• µ is exhangeable.
• µ(1N) = 0.
• For all n ∈ N, µ({γ ∈ C, γ[n] 6= 1n}) <∞.
Notie that if µ is the measure of a c-fragmentation, then µ is a fragmentation measure.
Conversely, we now prove that, if we onsider a fragmentation measure µ, we an onstrut a
c-fragmentation with measure µ.
We onsider a Poisson measure M on R+ × C × N with intensity dt ⊗ µ ⊗ ♯, where ♯ is the
ounting measure on N . Let Mn be the restrition of M to R+×C
∗
n×{1, . . . , n}. The intensity
measure is then nite on the interval [0, t], so we an order the atoms of Mn aording to their
rst oordinate.
For n ∈ N, (γ, k) ∈ C × N, let ∆
(.)
n (γ, k) be the omposition sequene of Cn dened by :
∆(i)n (γ, k) = 1n if i 6= k and ∆
(k)
n (γ, k) = γ[n].
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We onstrut then a proess (Γ[n](t), t ≥ 0) on Cn in the following way :
Γ[n](0) = 1n.
(Γ[n](t), t ≥ 0) is a pure jump proess whih jumps at times when an atom of M
n
appears. More
preisely, if (s, γ, k) is an atom of Mn, set Γ[n](s) = FRAG(Γ[n](s
−),∆
(.)
n (γ, k)).
We an hek that this onstrution is ompatible with the restrition ; hene, this denes a
proess (Γ(t), t ≥ 0) on C.
Proposition 4.2 Let µ be a fragmentation measure. The onstrution above of a proess on
ompositions from a Poisson point proess on R+ × C × N with intensity dt ⊗ µ ⊗ ♯, where ♯ is
the ounting measure on N , yields a c-fragmentation with measure µ.
The proof is an easy adaptation of the Poissonian onstrution of p-fragmentations (f. [4℄).
As the sequene ∆
(.)
n (γ, k) is doubly exhangeable, we also have that Γ[n](t) is an exhangeable
omposition for eah t ≥ 0. Looking as the rate jump of the proess Γ[n](t), it is then easy to
hek that the onstruted proess is a c-fragmentation with measure µ.✷
A Poissonian onstrution of an i-fragmentation with no erosion is also possible with a Poisson
measure on R+ × U × N with intensity dt ⊗ ν ⊗ ♯. The proof of this result is not as simple as
for ompositions beause we an not restrit to a disrete ase as done above. In fat, to prove
this proposition, we must take the image of the Poisson measure M above by an appropriate
appliation. For more details refer to Berestyki [3℄ who have already proved this result for
m-fragmentation and the same approah works in our ase.
To onlude this setion, let us notie how the two erosion oeients aet the fragmentation.
Let (U(t), t ≥ 0) be an i-fragmentation with parameter (0, cl, cr). Set c = cl + cr. We have :
U(t) =
]cl
c
(1− e−tc), 1−
cr
c
(1− e−tc)
[
a.s.
Indeed, onsider a c-fragmentation (Γ(t), t ≥ 0) suh that uΓ(t) = U(t) a.s. We dene µcl,cr =
clǫ + crǫ
′
. Hene (Γ(t), t ≥ 0) is a fragmentation with measure µcl,cr . Reall that the proess
(Γ(t), t ≥ 0) an be onstruted from a Poisson measure on R+×C×N with intensity dt⊗µcl,cr⊗♯.
By the form of µcl,cr , we remark then that, for all t ≥ 0, Γ(t) have only one blok non redued
to a singleton. Furthermore, for all n ∈ N, the integer n is a singleton at time t with probability
1−e−tc, and, given n is a singleton of Γ(t), {n} is before the innite blok of Γ(t) with probability
cl/c and after with probability cr/c. By the law of large number, we dedue that the proportion
of singletons before the innite blok of Γ(t) is almost surely clc (1 − e
−tc) and the proportion of
singletons after the innite blok of Γ(t) is almost surely crc (1− e
−tc).
Remark 4.3 Berestyki [3℄ has proved a similar result for the m-fragmentation. He also proved
that if (F (t), t ≥ 0) is a m-fragmentation with parameter (ν, 0), then F˜ (t) = e−ctF (t) is a m-
fragmentation with parameter (ν, c). But, we an not generalize this result for i-fragmentation
beause the proportion of singleton between two suessive omponent intervals of the fragmenta-
tion depends on the time where the two omponent intervals split.
4.3 Projetion from U to S↓
We know that if (U(t), t ≥ 0) is an i-fragmentation, then its projetion on S↓, (|U(t)|↓, t ≥ 0)
is a m-fragmentation. More preisely, we an express the harateristis of the m-fragmentation
from the harateristis of the i-fragmentation.
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Proposition 4.4 The ranked sequene of the length of an i-fragmentation with measure (ν, cl, cr)
is a m-fragmentation with parameter (ν˜, cl + cr) where ν˜ is the image of ν by the appliation
U → |U |↓.
Proof. Let (Γ(t), t ≥ 0) be a c-fragmentation with measure µ = (ν, cl, cr). Let (Π(t), t ≥ 0)
be its image by ℘1. The proess (Π(t), t ≥ 0) is then a p-fragmentation. Set n ∈ N and π ∈ P
∗
n.
We have
qπ = lim
s→0
1
s
P(Π[n](s)) = π)
= lim
s→0
1
s
P
(
Γ[n](s)) ∈ ℘
−1(π)
)
= µ˜(π),
where µ˜ is the image of µ by ℘1. Besides we have already prove that µ˜ = (ν˜, cl + cr). We
onsider now the i-fragmentation (UΓ(t), t ≥ 0) with measure (ν, cl, cr). We get that the proess
(|UΓ(t)|
↓, t ≥ 0) is a.s. equal to the m-fragmentation (|Π(t)|↓, t ≥ 0) whih fragmentation measure
is (ν˜ , cl + cr). ✷
Aording to Proposition 4.4 and using the theory of m-fragmentation (see [4℄), we dedue
then the following results :
• Let (Γ(t), t ≥ 0) be a c-fragmentation with parameter (ν, cl, cr). We denote by B1 the
blok of Γ(t) ontaining the integer 1. Set σ(t) = − ln |B1(t)|. Then (σ(t), t ≥ 0) is a
subordinator. If we denote ζ = sup{t > 0, σt < ∞}, then there exists a non-negative
funtion φ suh that
∀q, t ≥ 0, E[exp(−qσt), ζ > t] = exp(−tφ(q)du).
We all φ the Laplae exponent of σ and we have :
φ(q) = (cl + cr)(q + 1) +
∫
U
(1−
∞∑
i=1
|Ui|
q+1)ν(dU),
where (|Ui|)i≥0 is the sequene of the lengths of the omponent intervals of U .
• An (ν, cr, cl) i-fragmentation (U(t), t ≥ 0) is proper (i.e. for eah t, U(t) has almost surely
a Lebesgue measure equal to 1) i
cl = cr = 0 and ν
(∑
i
si < 1
)
= 0.
4.4 Extension to the time-inhomogeneous ase
We now briey expose how the results of the preeding setions an be transposed in the ase
of time-inhomogeneous fragmentation. We will not always detail the proof sine their are very
similar as in the homogeneous ase. In the sequel, we shall fous on -fragmentation (Γ(t), t ≥ 0)
fullling the following properties :
• for all n ∈ N, let τn be the time of the rst jump of Γ[n] and λn be its law. Then λn
is absolutely ontinuous with respet to Lebesgue measure with ontinuous and stritly
positive density.
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• for all γ ∈ C∗n, h
n
γ (t) = P(Γ[n](t) = γ | τn = t) is a ontinuous funtion of t.
Remark that a time homogeneous fragmentation always fullls this two points. Indeed, in
that ase, λn is an exponential random variable and the funtion h
n
γ (t) does not depend on t. As
in the ase of fragmentation of exhangeable partitions [2℄, for n ∈ N and γ ∈ C∗n, we an dene
an instantaneous rate of jump from 1n to γ :
qγ,t = lim
s→0
1
s
P
(
Γ[n] (τn) = γ & τn ∈ [t, t+ s] | τn ≥ t
)
.
With the same arguments as in the ase of fragmentation of exhangeable partitions [2℄, we an
also prove that, for eah t > 0, there exists a unique exhangeable measure µt on C suh that
µt(1) = 0 and µt(Q∞,γ) = qγ,t for all γ ∈ Cn\{1} and n ∈ N, where Q∞,γ = {γ
′ ∈ C, γ′n = γ}.
Furthermore, the family of measure (µt, t ≥ 0) haraterizes the law of the fragmentation.
We remark also that if (µt, t ≥ 0) is the family of measure of a fragmentation proess, we
have for all n ∈ N,
µt({γ ∈ C, γ[n] 6= 1n}) =
∑
γ∈C∗n
qγ,t <∞ and
∫ t
0
µu({γ ∈ C, γ[n] 6= 1n} = − ln(λn(]t,∞[)) <∞.
So we an apply Theorem 2.6 to µt and we dedue the following proposition :
Corollary 4.5 Let (µt, t ≥ 0) be the family of measure of a c-fragmentation. Then there exists
a family of disloation measures (νt, t ≥ 0) and two families of nonnegative numbers (cl,t, t ≥ 0),
(cr,t, t ≥ 0) suh that :
• µt1{Upi 6=1} = P
νt
.
• µt1{Upi=1} = cr,tǫ+ cr,tǫ
′
.
Besides we have for all T ≥ 0,∫ T
0
∫
U
(1− s1) νt (dU) dt <∞ and
∫ T
0
(cl,t + cr,t)dt <∞.
The rst part of the proposition omes from Theorem 2.6. For the seond part, use that∫
U
(1− s1) νt (dU) ≤ µt
(
{π ∈ P∞, π|2 6= 1}
)
.
For the upper bound onerning the erosion oeients, we remark that :
ct + c
′
t = µt ({1},N \ {1}) + µt (N \ {1}, {1}) .✷
In the same way as for homogeneous fragmentation, we dene a fragmentation measure family
as a family (µt, t ≥ 0) of exhangeable measures on C suh that, for eah t ∈ [0,∞[, we have :
• µt(1N) = 0.
• ∀n ∈ N µt({γ ∈ C, γ[n] 6= 1n}) <∞ and
∫ t
0 µu({γ ∈ C, γ[n] 6= 1n})du <∞.
• ∀n ∈ N, ∀A ⊂ C∗n, µt(A) is a ontinuous funtion of t.
14
Proposition 4.6 Let (µt, t ≥ 0) be a fragmentation measure family. A c-fragmentation with
fragmentation measure (µt, t ≥ 0) an be onstruted from a Poisson point proess on R+×C×N
with intensity dt ⊗ µt ⊗ ♯, where ♯ is the ounting measure on N in the same way as for time-
homogeneous fragmentation.
It is very easy to hek that the proof of the homogeneous ase applies here too.
Of ourse, a Poissonian onstrution of a time-inhomogeneous i-fragmentation with no erosion
is also possible with a Poisson measure on R+ × U × N with intensity dt⊗ νt ⊗ ♯.
Conerning the law of the tagged fragment, if you dene σ(t) = − ln |B1(t)|, with B1 the
blok ontaining the integer 1, we have now that σ(t) is a proess with independent inrements.
And so, if we denote ζ = sup{t > 0, σt <∞}, then there exists a family of non-negative funtions
(φt, t ≥ 0) suh that
∀q, t ≥ 0, E[exp(−qσt), ζ > t] = exp(−
∫ t
0
φu(q)du).
We all φt the instantaneous Laplae exponent of σ at time t and we have :
φt(q) = (cl,t + cr,t)(q + 1) +
∫
U
(1−
∞∑
i=1
|Ui|
q+1)νt(dU),
where (|Ui|)i≥0 is the sequene of the lengths of the omponent intervals of U . Furthermore, an
(νt, ct, c
′
t)t≥0 i-fragmentation (U(t), t ≥ 0) is proper i :
∀t > 0, cl,t = cr,t = 0 and νt(
∑
i
si < 1) = 0).
Finally, we an also ompute the law of an (0, cl,t, cr,t)t≥0 i-fragmentation. After some alu-
lus, we obtain that we have :
U(t) =
] ∫ t
0
cl,u exp(−Cu)du, 1−
∫ t
0
cr,u exp(−Cu)du
[
a.s.
with Cu =
∫ u
0 (cl,v + cr,v)dv.
4.5 Extension to the self-similar ase
A notion of self similar fragmentations has been also introdued [7℄. We reall here the denition
of a self similar p-fragmentation, the reader an easily adapt this denition to the three other
ases of fragmentation.
Denition 4.7 Let Π = (Π(t), t ≥ 0) be an exhangeable proess on P∞. We all Π a self
similar p-fragmentation with index α ∈ R if
• Π(0) = 1N a.s.
• Π is ontinuous in probability
• For every t ≥ 0, let Π(t) = (Π1,Π2, . . .) and denote by |Πi| the asymptoti frequeny of the
blok Πi. Then for every s > 0, the onditional distribution of Π(t + s) given Π(t) is the
law of the random partition whose bloks are those of the partitions Π(i)(si)∩Πi for i ∈ N,
where Π(1), . . . is a sequene of independent opies of Π and si = s|Πi|
α
.
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Notie that an homogeneous p-fragmentation orresponds to the ase α = 0.
We have still the same orrespondene between the four types of fragmentation. In fat, a
self similar fragmentation an be onstruted from a homogeneous fragmentation with a time
hange :
Proposition 4.8 [7℄ Let (U(t), t ≥ 0) be an homogeneous interval fragmentation with measure
ν. For x ∈]0, 1[, we denote by Ix(t) the interval omponent of U(t) ontaining x. We dene
Tαt (x) = inf{u ≥ 0,
∫ u
0
|Ix(r)|
−αdr > t} and Uα(t) = U(Tαt ) =
⋃
Ix(T
α
t (x)).
Then (Uα(t), t ≥ 0) is a self similar interval fragmentation with index α.
A self similar i-fragmentation (or c-fragmentation) is then haraterized by a quadruplet
(ν, cl, cr, α) where ν is a disloation measure on U , cl and cr are two nonnegative numbers and
α ∈ R is the index of self similarity.
5 Hausdor dimension of an interval fragmentation
Let (U(t), t ≥ 0) be a self similar i-fragmentation with index α > 0. Let K(t) = [0, 1]\U(t).
The set K(t) is a losed set, and if the fragmentation is proper (i.e. the fragmentation has with
no erosion and its fragmentation measure veries ν(
∑
i |Ui|
↓ < 1) = 0), its Lebesgue measure
is equal to 0. Hene, to evaluate the size of F (t), we shall ompute its Hausdor measure.
Here, we will just examine time-homogeneous fragmentation. First we reall the denition of the
Hausdor dimension of a subset of ℄0,1[.
Denition 5.1 [13℄ Let A ∈]0, 1[. Let d ≥ 0 and r > 0. We set
Jrd (A) = inf
{
∞∑
i=1
|bi − ai|
d, A ⊂
∞⋃
i=1
[ai, bi], |bi − ai| ≤ r
}
and Hd(A) = lim
r→0+
Jrd (A),
(this limit exists sine Jrd (A) dereases with r). Hd(A) is the d-Hausdor measure of A. Fur-
thermore, there exists a unique number D suh that
∀d > D,Hd(A) = 0 and ∀d < D,Hd(A) =∞.
This number is the Hausdor dimension of A and is denoted by dimH(A).
We will now alulate the Hausdor dimension of the omplement of a time-homogeneous
i-fragmentation in the ase where the measure of fragmentation fulls some onditions.
Hypothesis 5.2 Let ν be a disloation measure. We assume that ν fullls the following ondi-
tions :
(H1) ν is onservative i.e. ν(
∑
i |Ui|
↓ < 1) = 0.
(H2) There exists an integer k suh that ν(|Uk|
↓ > 0) = 0, i.e. ν is arried by the open sets with
at most k − 1 interval omponents.
(H3) Let h(ε) =
∫
U(Card{i, |Ui| ≥ ε} − 1)ν(dU). Then h is regularly varying with index −β as
ε→ 0+.
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(H4) Let g be the left extremity of the largest interval omponent of a generi open set and d the
right extremity. Then as ε→ 0+, we have either lim inf ν(g≥ε)ν(d≤1−ε) > 0 or lim sup
ν(g≥ε)
ν(d≤1−ε) <
∞.
We an now state the theorem :
Theorem 5.3 Let ν be a disloation measure fullling Hypothesis 5.2. Let (U(t), t ≥ 0) be an
i-fragmentation with harateristis (ν, 0, 0) and index of self-similarity α stritly positive. Let
K(t) = [0, 1]\U(t). Then the Hausdor dimension of K(t) is β for all t > 0 simultaneously, a.s.
In fat, if the index of self-similarity is zero, the lower bound of the Hausdor dimension still
holds. Besides, Hypothesis (H4) is only needed to prove the lower bound and allows a large lass
of disloation measure suh as symmetri measures or, at the opposite, measures for whih the
largest fragment is always on the same side.
Proof. We will rst prove the upper bound. Let us reall a lemma proved by Bertoin in [8℄
for m-fragmentation proesses whose disloation measure fullls Hypothesis 5.2.
Lemma 5.4 [8℄ Let (U(t), t ≥ 0) be a self-similar (ν, 0, 0, α) i-fragmentation with index of
self similarity stritly positive and whose disloation measure fullls (H1), (H2), (H3). Let
(X(t) = (Xi(t))i≥1, t ≥ 0) the assoiated m-fragmentation. Let N(ε, t) = Card{i ≥ 1,Xi(t) ≥ ε}
and M(ε, t) =
∑
iXi(t)1{Xi≤ε}. Then limε→0+
N(ε,t)
h(ε) and limε→0+
M(ε,t)
εh(ε) exist and are stritly
positive and nite.
Let us now x d ∈]0, 1[ and look for a upper bound of the d-Hausdor measure of K(t).
Let Iε =]0, 1[\{ interval omponents of U(t) whih size is larger than ε}. So we have K(t) ⊂ Iε
and |Iε| = M(ε, t) sine ν is onservative. Furthermore, Iε has at most N(ε, t) + 1 interval
omponents. Using notation of Denition 5.1, we get :
Jεd(K(t)) ≤ J
ε
d(Iε) ≤ ε
d
(
M(ε, t)
ε
+N(ε, t) + 1
)
≤ h(ε)εd
(
M(ε, t)
h(ε)ε
+
N(ε, t) + 1
h(ε)
)
.
As h is regularly varying as ε → 0+ with index −β, we dedue that for d > β, h(ε)εd → 0 as
ε→ 0+ and so Hd(K(t)) = 0. This proves that dimHK(t) ≤ β.
Let us now prove the lower bound. We rst prove the lower bound for a homogeneous i-
fragmentation, i.e. we suppose here that α = 0. Let us x T0 > 0 and searh for a lower bound of
the Hausdor dimension of K(T0). The two onditions of Hypothesis (H4) are symmetri by the
transformation x→ 1−x, so, without loss of generality, we suppose here that lim inf ν(g≥ε)ν(d≤1−ε) > 0.
Hene there exists a onstant C suh that for ε small enough we have Cν(g ≥ ε) ≥ ν(d ≤ 1− ε).
We denote by ]gt, dt[ the largest interval of the fragmentation at time t and T = inf{t ≥ 0, dt−gt ≤
1/2}∧T0. So, for 0 < s < t < T , ]gt, dt[⊂]gs, ds[. The idea is to prove that dimH{gt, 0 < t < T} ≥
β and as {gt, 0 < t < T} ⊂ K(T0), we will onlude that lower bound holds for dimHK(T0).
We know that (U(t), t ≥ 0) an be onstruted from a PPP on R × U × N with intensity
measure dt× ν × ♯. So we have
gt =
∑
s∈D∩[0,t]
ξs(ds− − gs−),
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where (s, ξs)s∈D are the atoms of a Poisson measure on R × [0, 1] with intensity ds × ν(g ∈ ·).
We introdue now
σt =
∑
s∈D∩[0,t]
ξs.
Then σ is a subordinator with Levy measure Λ(dε) = ν(g ∈ dε) and we have :
∀ 0 < s < t < T, gt − gs ≥
1
2
(σt − σs),
sine ds − gs < 1/2 for s ≤ T .
It is then well known that, if we want to prove that dimH{gt, 0 < t < T} ≥ γ, it is suient
to prove that g−1 is Hölder-ontinuous with exponent γ. We have then the following lemma :
Lemma 5.5 Let (f(t), 0 ≤ t ≤ T ) and (h(t), 0 ≤ t ≤ T ) be two stritly inreasing àdlàg
funtions suh that for all 0 < s < t < T , we have h(t) − h(s) ≥ 12(f(t) − f(s)). Dene
f−1(x) = inf{u ≥ 0, f(u) > x} and suppose that f−1 is Hölder-ontinuous with exponent γ.
Then h−1 is also Hölder-ontinuous with exponent γ.
Proof of the lemma. Let s ≥ t be two elements of the set H = {h(t), 0 ≤ t ≤ T}. Hene
there exist x ≥ y suh that h(x) = s and h(y) = t. Then we have, for some onstant K
h−1(t)− h−1(s) = y − x = f−1 ◦ f(y)− f−1 ◦ f(x) ≤ K(f(y)− f(x))γ .
Besides we have t− s = h(y)− h(x) ≥ 12(f(y)− f(x)), so we get :
h−1(t)− h−1(s) ≤ 2γK(t− s)γ .
Furthermore, h−1 is onstant on the interval omponents of Hc, and it follows then
h−1(t)− h−1(s) ≤ 2γK(t− s)γ for all s < t. ✷
Hene to prove that dimH{gt, 0 < t < T} ≥ β, we just have to prove that σ
−1
is Hölder-
ontinuous with exponent γ for all γ < β. We use then the following lemma :
Lemma 5.6 [5℄ Let (σs, s ≥ 0) be a subordinator with no drift and Lévy measure Λ. Let Φ(λ) =∫∞
0 (1− e
−λx)Λ(dx) and γ = sup{α > 0, limλ→∞ λ
−αΦ(λ) =∞}. Then, for every ε > 0, σ−1 is
a.s. Hölder-ontinuous on ompat intervals with exponent γ − ε.
To nish the proof of the homogeneous ase, we have now to study Λ(dε) = ν(g ∈ dε). In
the following we denote by k an integer suh that ν(sk > 0) = 0.
We remark that {g ≥ ε} ⊂ {Card{i, si > ε/k} ≥ 2}, so h(ε/k) ≥ ν(g ≥ ε). We notie also
that h(ε) ≤ kν(g ≥ ε or d ≤ 1− ε). As ν(d ≤ 1− ε) ≤ Cν(g ≥ ε) we get
h(ε)
(C + 1)k
≤ ν(g ≥ ε) ≤ h(ε/k).
Using that h is regularly varying as ε → 0+ with index −β, an easy alulus proves that
sup{α > 0, limλ→∞ λ
−αΦ(λ) = ∞} = β and so σ−1 is Holder-ontinuous with exponent β − ε
for all ε > 0. Hene we get that for eah t > 0, dimHK(t) = β a.s. As for t < s, K(t) ⊂ K(s),
dimHK(t) inreases with t, and so we have also dimHK(t) = β for all t > 0 simultaneously a.s.
It remains now to prove the lower bound for an i-fragmentation with stritly positive index
of self similarity . Let us use now Proposition 4.8 whih hanges the index of self-similarity of
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a fragmentation. Let (Uα(t), t ≥ 0) be a self similar fragmentation fullling (H). We write
Uα(t) = U(Tαt ) as in Proposition 4.8 where (U(t), t ≥ 0) is a homogeneous fragmentation. We
denote by (gt, t ≥ 0) (resp. (g
α
t , t ≥ 0)) the left bound of the largest interval omponent of U(t)
(resp. Uα(t)). We know that for all T > 0, dimH{gt, 0 ≤ t ≤ T} ≥ β. Or for t small enough, we
have gαt = gf(t) where f is a ontinuous inreasing funtion, so for all t > 0, there exists t
′ > 0
suh that
dimH(K
α(s), 0 ≤ s ≤ t) ≥ dimH(g
α
s , 0 ≤ s ≤ t) ≥ dimH(gs, 0 ≤ s ≤ t
′) ≥ β. ✷
Corollary 5.7 Let ν be a disloation measure fullling Hypothesis 5.2. Let (U(t), t ≥ 0) be a
self-similar i-fragmentation with harateristis (ν, 0, 0, α) with α > 0. Let K(t) = [0, 1]\U(t).
Then the paking dimension of K(t) is β for all t > 0 simultaneously, a.s.
Proof. Let us rst reall the denition of the paking dimension [19℄. For a subset E ⊂ R
and α > 0, let us dene
Mα(E) = lim
ε→0+
sup
{
∞∑
i=1
(2ri)
α, [xi − ri, xi + ri] disjoint, xi ∈ E, ri < ε
}
,
and
M̂α(E) = inf
{
∞∑
n=1
Mα(En), E ⊆
∞⋃
n=1
En
}
.
The paking dimension of E is dened by
dim℘(E) = inf{α > 0, M̂α(E) = 0} = sup{α > 0, M̂α(E) =∞}.
For a subset E ⊂ R and ε > 0, let Z(E, ε) be the smallest number of interval of lengths 2ε
needed to over E. We dene
∆(E) = lim sup
ε→0
logZ(E, ε)
− log ε
.
Triot [19℄ proved that we have :
dim℘(E) = inf
{
sup
n
∆(En), E ⊂ ∪nEn
}
.
It is then easy to see that for all E ⊂ R, we have dimHE ≤ dim℘E. Hene, to prove Corollary 5.7,
we just have to get an upper bound of the paking dimension ofK(t). We use the same idea as for
the Hausdor dimension. Let Iε =]0, 1[\{ interval omponents of U(t) whih size is larger than ε}.
So we have K(t) ⊂ Iε and |Iε| = M(ε, t) sine ν is onservative. Furthermore, Iε has at most
N(ε, t) + 1 interval omponents. We dedue that
Z(K(t), ε) ≤ Z(Iε, ε) ≤ h(ε)
(
M(ε, t)
2εh(ε)
+
N(ε, t) + 1
h(ε)
)
.
We get
dim℘(K(t)) ≤ ∆(K(t)) ≤ lim sup
ε→0
log h(ε)
− log ε
= β.
Hene, the paking dimension of the subset K(t) oinides almost surely with its Hausdor
dimension (suh subset is alled "regular subset"). ✷
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To onlude this setion, let us disuss an example. We onsider the m-fragmentation intro-
dued by Aldous and Pitman [1℄ to study the standard additive oalesent. Bertoin [6℄ gave a
onstrution of an i-fragmentation (U(t), t ≥ 0) whose projetion on S↓ is this fragmentation.
More preisely, let ε = (εs, s ∈ [0, 1]) be a standard positive Brownian exursion. For every
t ≥ 0, we onsider
ε(t)s = ts− εs, S
(t)
s = sup
0≤u≤s
ε(t)u .
We dene U(t) as the onstany intervals of (S
(t)
s , 0 ≤ s ≤ 1). Bertoin [7℄ proved also that
(|U(t)|↓, t ≥ 0) is anm-fragmentation with index of self similarity 1/2 and its disloation measure
is arried by the subset of sequenes
{s = (s1, s2, . . .) ∈ S
↓, s1 = 1− s2 and si = 0 for i ≥ 3}
and is given by
ν˜AP (s1 ∈ dx) =
(
2πx3(1− x)3
)−1/2
dx.
This proves that (H1), (H2) and (H3) hold with β = 1/2. Besides, as
lim
s→0+
εs
s
=∞ a.s.,
0 is almost surely an isolated point of [0, 1]\U(t) and this implies that νAP (g > 0) is nite. Hene
we have lim sup ν(g≥ε)ν(d≤1−ε) <∞ and Hypothesis (H3) holds. By Theorem 5.3, we dedue that the
Hausdor dimension of [0, 1]\U(t) is 12 a.s., a fat that an be heked diretly using properties
of Brownian motion.
6 Interval omponents in uniform random order
Denition 6.1 Let ν˜ be a measure on S↓ suh that ν˜(
∑
i si < 1) = 0. We dene ν̂ as the measure
on U whih projetion on S↓ is ν˜ and whih interval omponents are in uniform random order.
More preisely, set s = (si)i∈N ∈ S
↓
with law ν˜. Let (Vi)i∈N be iid random variables uniform on
[0, 1]. We denote then U the random open subset of ]0, 1[ suh that, if the deomposition of U in
disjoint open intervals ranked by their length is
∐∞
i=1 Ui, we have
• For all i ∈ N, |Ui| = si.
• For all i 6= j, Ui ≺ Uj ⇔ Vi ≤ Vj .
Sine we have
∑
i si = 1 a.s., there exists almost surely a unique open subset of ]0, 1[ fullling
this two points. We denote by ν̂ the distribution of U .
Proposition 6.2 Let (U(t), t ≥ 0) is an i-fragmentation with measure (ν, 0, 0) and suh that
for all t ≥ 0, U(t) has interval omponents in uniform random order. Then ν has also interval
omponents in uniform random order.
Proof. Let (F (t), t ≥ 0) be the projetion of (U(t), t ≥ 0) on S↓. We know that F is then
a m-fragmentation with measure (ν˜ , 0) where ν˜ is the image of ν by the anonial projetion
U → S↓. Let γ ∈ Cn. Let π ∈ Pn be the image of γ by the anonial projetion ℘1 between C
and P∞. Let now remark that we have
qγ =
1
s
lim
s→0
P(Γ[n](s) = γ) =
1
k!
qπ,
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where k is the number of bloks of γ and qπ the jump rate of the p-fragmentation. Let ν̂ be the
measure on U obtained in Denition 6.1 from ν. Let us reall that Q∞,γ = {γ
′ ∈ C, γ′[n] = γ}
and dene also P∞,π = {π
′ ∈ P∞, π
′
[n] = π}. We have then
P ν̂(Q∞,γ) =
1
k!
P ν˜(P∞,π) =
1
k!
qπ = qγ = P
ν(Q∞,γ).
So we get that ν = ν̂ and hene ν has interval omponents in uniform random order. ✷
Let us notie that the proof uses qγ =
1
k!qπ, so if we want to extend this proposition to
the time-inhomogeneous ase, we must not only suppose that U(t) has interval omponents in
uniform random order, but more generally that the semi-group of U(t), qt,s(]0, 1[) has interval
omponents in uniform random order for all t ≥ 0 and for all s > t.
Conversely, we an ask if (U(t), t ≥ 0) is an i-fragmentation with measure (ν, 0, 0) and
ν has interval omponents in uniform random order, does this implies that U(t) has interval
omponents in uniform random order ? The answer is learly negative. Indeed, let ν be the
following measure :
ν = δU1 + δU2 with U1 =
]
0,
1
3
[
∪
]1
3
,
2
3
[
∪
]2
3
, 1
[
and U2 =
]
0,
1
2
[
∪
]1
2
, 1
[
.
Then ν has interval omponents in uniform random order, but U(t) has not this property
sine we have
P
(
U(t) =
]
0,
1
3
[
∪
]1
3
,
1
2
[
∪
]1
2
,
2
3
[
∪
]2
3
, 1
[)
> 0
and
P
(
U(t) =
]
0,
1
6
[
∪
]1
6
,
1
2
[
∪
]1
2
,
5
6
[
∪
]5
6
, 1
[)
= 0.
6.1 Ruelle's fragmentation
In this setion, we speify the semi-group of Ruelle's fragmentation seen as an interval fragmen-
tation. Let us reall the onstrution of this interval fragmentation [10℄.
Let (σ∗t , 0 < t < 1) be a family of stable subordinators suh for every 0 < tn < . . . < t1 < 1,
(σ∗t1 , . . . , σ
∗
tn)
law
= (σt1 , . . . , σtn) where σti = τα1 ◦ . . . ◦ ταi and (ταi , 1 ≤ i ≤ n) are n independent
stable subordinators with indies α1, . . . , αn suh that ti = α1 . . . αi. Fix t0 ∈]0, 1[ and for
t ∈]t0, 1[ dene Tt by :
σ∗(Tt) = σ
∗
t0(1).
Then onsider the open subset :
U(t) =
]
0, 1
[∖{ σ∗t (u)
σ∗t0(1)
, 0 ≤ u ≤ Tt
}cl
.
Bertoin and Pitman proved that (U(t), t ∈ [t0, 1[) is an i-fragmentation (with initial state
U(t0) 6= 1 a.s.) and the semi-group of transition at time t to time s of the m-fragmentation
(|U(t)|↓, t ∈ [t0, 1[) is PD(s,−t)-FRAG where PD(s,−t) denotes the Poisson-Dirihlet law with
parameter (s,−t) (see [17℄ for more details about the Poisson-Dirihlet laws). Furthermore, the
instantaneous disloation measure of this m-fragmentation at time t is 1tPD(t,−t) (f. [2℄). We
would like now to alulate the disloation measure of the i-fragmentation (U(t), t ∈ [t0, 1[).
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Lemma 6.3 Let us dene P̂D(t, 0) as the measure on U obtained from PD(t, 0) by Denition
6.1. The distribution at time t of U(t) is P̂D(t, 0).
Proof. For t ∈]t0, 1[, we have σ
∗
t0 = σ
∗
t ◦ τα where αt = t0 and τα is a stable subordinator
with index α and independent of σ∗t . Hene we get
U(t) =
]
0, 1
[∖{ σ∗t (u)
σ∗t (τα(1))
, 0 ≤ u ≤ τα(1)
}cl
.
We an thus write
U(t) =
]
0, 1
[∖{σt(x)
σt(a)
, x ∈ [0, a[
}cl
,
where σt is a stable subordinator with index t and a is a random variable independent of σt.
If we denote by (ti, si)i≥1 the time and size of the jump of σt in the interval [0, a[ ranked by
dereasing order of the size of the jumps, this family has the same law of (tτ(i), si)i≥1 for any τ
permutation of N. ✷
Proposition 6.4 The semi-group of transition of the Ruelle's interval fragmentation from time t
to time s is P̂D(s,−t)-FRAG and the instantaneous disloation measure at time t is 1t P̂D(t,−t).
We would like now to apply Proposition 6.2 to determine the instantaneous measure of dislo-
ation of Ruelle's fragmentation, but this proposition holds only for time-homogeneous fragmen-
tation. If the fragmentation is inhomogeneous in time, we must rst prove that the semi-group
of U(t) has interval omponent in uniform order. Fix t ≥ 0 and s > t. Fix y ∈]0, 1[ and denote
by I(t) the interval omponent of U(t) ontaining y. We shall prove that U(s) ∩ I(t) has its
interval omponent in uniform random order. By the onstrution of U(t), there exists x ∈]0, Tt[
suh that
I(t) =
]σ∗t (x−)
σ∗t0(1)
,
σ∗t (x)
σ∗t0(1)
[
.
We have σ∗t = σ
∗
s ◦ τt/s where τt/s is a stable subordinator with index t/s and is independent of
σ∗t+s. Hene, we get :
U(s) ∩ I(t) = I(t)
∖{ σ∗s(y)
σ∗t0(1)
, τt/s(x
−) ≤ y ≤ τt/s(x)
}cl
.
Sine τt/s is independent of σ
∗
s , the jump of σ
∗
s on the interval ]τt/s(x
−), τt/s(x)[ are in uniform
random order. Sine asm-fragmentation the semi-group of transition is PD(s,−t)-FRAG, we de-
due that, as i-fragmentation, the semi-group is P̂D(s,−t)-FRAG. To prove that the disloation
measure at time t is 1t P̂D(t,−t), we just have to apply the Proposition 6.2. ✷
6.2 Disloation measure of the fragmentation derived from the additive o-
alesent
Reall the onstrution of an i-fragmentation (U(t), t ≥ 0) from a Brownian motion exposed in
Setion 5. We already know its harateristis as a m-fragmentation : the erosion rate is null,
the index of self similarity is equal to 1/2 and the disloation measure ν˜AP is given by :
ν˜AP (s1 ∈ dx) = (2πx
3(1− x3))−1/2dx for x ≥ 1/2, ν˜AP (s1 = 1− s2) = 1.
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Proposition 6.5 The i-fragmentation derived from a Brownian motion [6℄ has disloation mea-
sure νAP suh that :
• νAP is arried by the subset of ℄0,1[ shaped as ]0, 1[\x. So we will write νAP (x) instead of
νAP (]0, 1[\x).
• For all x ∈]0, 1[, νAP (dx) = (2πx(1 − x
3))−1/2dx.
Notie that we have νAP (dx) = xν˜AP (s1 ∈ dx or s2 ∈ dx) for all x ∈]0, 1[. Hene, given that
the m-fragmentation splits in two blok of size x and 1− x, the left blok of the i-fragmentation
will be a size biased pik of x and 1− x.
Proof. The rst part of the proposition is immediate sine we have ν˜AP (s1 = 1 − s2) = 1.
For the seond part, let us use Theorem 9 in [6℄ whih gives the distribution ρt of the most left
fragment of U(t) :
ρt(dx) = t
1√
2πx(1− x)3
exp
(
−
xt2
2(1− x)
)
dx for all x ∈]0, 1[.
We get
νAP (dx) = lim
t→0
1
t
ρt(dx) =
1√
2πx(1− x)3
.✷
We an also give a desription of the distribution at time t > 0 of U(t). Reall the result
obtained by Chassaing and Janson [12℄. For a random proess X on R and t ≥ 0, we dene
ℓt(X) as the loal time of X at level 0 on the interval [0, t], i.e.
ℓt(X) = lim
ε→0+
1
2ε
∫ t
0
1{|Xs|<ε}ds,
whenever the limit makes sense.
Let Xt be a reeted Brownian bridge onditioned on ℓ1(X
t) = t. We dene µ ∈]0, 1[ suh
that
ℓµ(X
t)− tµ = max
0≤u≤1
ℓu(X
t)− tu.
It is well known that this equation has almost surely a unique solution. Let us dene the proess
(Zt(s), 0 ≤ s ≤ 1) by
Zt(s) = Xt(s+ µ [mod 1]).
Chassaing and Janson [12℄ have proved that for eah t ≥ 0
U(t)
law
= ]0, 1[\{x ∈ [0, 1], Zt(x) = 0}.
Besides, as the inverse of the loal time of Xt dened by
Tx = inf{u ≥ 0, ℓu(X
t) > x}
is a stable subordinator with Lévy measure (2πx3)−1/2dx onditioned to Tt = 1, we dedue the
following desription of the distribution of U(t) :
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Corollary 6.6 Let t > 0. Let T be a stable subordinator with Lévy measure (2πx3)−1/2dx
onditioned to Tt = 1. Let us dene m as the unique number on [0, t] suh that
tTm− −m ≤ tTu − u for all u ∈ [0, t],
where Tm− = limx→m− Tx. We set :
T˜x = Tm+x − Tm− for 0 < x < t−m,
Tm+x−t − Tm− + 1 for t−m ≤ x ≤ t.
Then
U(t)
law
= ]0, 1[\{T˜x, x ∈ [0, t]}
cl.
Proof. It is lear that {u,Xt(u) = 0} oinides with {Tx, x ∈ [0, t]}
cl
when T is the inverse
of the loal time of Xt. Hene, we just have to hek that if we set m = ℓµ(X
t), then m veries
the equation tTm− −m ≤ tTu − u for all u ∈ [0, t]. Sine X
t(µ) = 0, we have Tm− = µ, thus we
get :
tTm− −m = tµ− ℓµ(X
t) ≤ tv − ℓv(X
t) for all v ∈ [0, 1].
Let us x u ∈ [0, t]. Sine ℓv(X
t) is a ontinuous funtion, there exists v ∈ [0, 1] suh that
ℓv(X
t) = u. Besides we have T−u ≤ v ≤ Tu, so we get
tTm− −m ≤ tTu − u. ✷
Hene, the distribution of [0, 1] \U(t) an be obtained as the losure of the range of a stable
subordinator (Ts, 0 ≤ s ≤ t) with index 1/2 and onditioned on Tt = 1 randomly shifted (reall
also that Chassaing and Jason [12℄ have proved that the left most fragment of U(t) is size-biased
piked).
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