Introduction
Let G be a group and let S be a subset of G. Let S −1 = {s −1 | s ∈ S} and let S be the subgroup of G generated by S. If S = {a}, then we use a to denote S . We suppose 1 ∈ S, S = S −1 and S = G. The Cayley graph on G with respect to S is a graph Γ = Cay(G, S) such that the vertex-set is G and two vertices g ∈ G and h ∈ G are adjacent in Γ if and only if hg −1 ∈ S, i.e., there exists s ∈ S such that h = sg (this edge is also called an s-edge or s −1 -edge). Let T be a nonempty set of S such that T = T −1 . An edge is called a T -edge if there exist t ∈ T such that this edge is a t-edge. The Cayley graph Γ = Cay(G, S) is G-vertex-transitive, G-regular, and it is a regular graph of valency |S|. A Hamilton cycle of a graph is a cycle of length the order of the graph. Alspach [3] stated the problem of Hamilton decompositions on Cayley graphs.
Definition 1 (Hamilton decomposition) Let k 2. A regular graph of valency 2k is said to have a Hamilton decomposition if its edge-set can be partitioned into k Hamilton cycles. A regular graph of valency 2k − 1 is said to have a Hamilton decomposition if its edge-set can be partitioned into k − 1 Hamilton cycles and a perfect matching.
It was conjectured that every connected Cayley graph on an abelian group has a Hamilton decomposition. Many researchers have studied on this conjecture. For nonabelian groups, the dihedral groups come out first. Here we consider Hamilton decompositions of Cayley graphs on dihedral groups. Let n 2. The dihedral group D 2n is the group generated by two elements α and β satisfying the relations α n = β 2 = 1 and βαβ = α −1 .
Alspach [1] proved that, with the exception of the Petersen graph, every connected vertex-transitive graph of order 2p, where p is a prime, has a Hamilton cycle. Since the Petersen graph is not a Cayley graph, Alspach Alspach [2] showed that every connected vertex-transitive graph of order 2p, where p is a prime and p ≡ 3 (mod 4), has a Hamilton decomposition. In this note, we mainly give Hamilton decompositions of Cayley graphs on D 2p where p is a prime. More precisely, we prove the following theorem.
Theorem 3 Let p be a prime. Then every connected Cayley graph on D 2p has a Hamilton decomposition.
Proof of Theorem 3
Let A and B be two set. We use A∆B to denote the symmetric difference of A and B. For two graphs Σ and Γ, the symbol Σ∆Γ means the symmetric difference of the edge sets of graphs Σ and Γ.
We first give results on two special cases.
Lemma 4 Let p 3 be an odd prime and let
We know s + i s p − 1, and the b-edges form a perfect matching M of Γ. Let 1 t s and R t = {α it , α p−it }. Then R t = α . The R t -edges in Γ form two cycles: one cycle C t,α of length p on α and the other cycle C t,β of length p on β α . Consider the cycle C t = (α t , α t+it , bα t+it , bα t ) of length four. Then H t = (C t,α ∪C t,β )∆C t is a Hamilton cycle of Γ and M∆C t is also a perfect matching of Γ. Note that the cycles C 1 , C 2 , . . . , C t are vertex-disjoint.
C j is also a perfect matching. The edges of Γ is partitioned into Hamilton cycles H 1 , H 2 , . . . , H s and a perfect matching M C , i.e., Γ has a Hamilton decomposition.
Lemma 5 Let p 3 be an odd prime and let
Proof. Suppose |S 1 | = 0. Then S ⊆ β α , and so we can write the set S = {βα i 1 , βα i 2 , . . . , βα is } where s 2 and 0
and so the Q t -edges form a Hamilton cycle C t of Γ. Note that the βα is -edges form a perfect matching M of Γ. If s is even, then the edges of Γ is partitioned into Hamilton cycles C 1 , C 2 , . . . , C t . If s is odd, then the edges of Γ is partitioned into Hamilton cycles C 1 , C 2 , . . . , C t and a perfect matching M. Thus Γ has a Hamilton decomposition. Now we consider the Hamilton decomposition of a special tetravalent Cayley graph on the dihedral group D 2n .
The {a, a −1 }-edges in Γ form one cycle C a,α of length n on α and the other cycle C a,β of length n on β α . Consider the cycle C a = (a −1 , 1, b, ba −1 ) of length four. Then H a = (C a,α ∪ C a,β )∆C a is a Hamilton cycle of Γ. Let H b be obtained from Γ by deleting edges of H a . The edges of H b are as follows:
Then H b is a regular graph of degree two. So we only need to show H b is connected.
Since gcd(s, n) = 1, there exist integers u and v such that us + vn = 1. Then n ∤ u, and so we can write −u = qn + r where q is an integer and 0 < r < n. We have a −1 = a vn−1 = a −us = a (qn+r)s = a rs , i.e., a rs+1 = 1. Let t = n − r. Then 0 < t < n and a = a 1+sn = a 1+s(r+t) = a 1+rs a ts = a ts , i.e., a ts−1 = 1. Since gcd(s, n) = 1, we know r = min{m > 0 | a ms+1 = 1} and t = min{m > 0 | a ms−1 = 1}. By the edges in H b , we know 1 is connected to These vertices are exactly all the vertices of Γ. Since {1, a −1 } and {b, ba −1 } are two edges in H b , we get that H b is connected and so it is a Hamilton cycle of Γ. Thus edges of Γ is partitioned into two Hamilton cycles H a and H b , i.e., Γ has a Hamilton decomposition.
Lemma 7 Let p 3 be an odd prime and let
Proof. We suppose |S 2 | = 2. Let S 1 = S ∩ α . Then |S 1 | is even. If |S 1 | = 0, then Γ itself is a Hamilton cycle. If |S 1 | = 2, then by Lemma 6, Γ has a Hamilton decomposition. In the following we assume |S 1 | 4.
Let S 2 = {b, c} and let a = bc. Then D 2p = S 2 and a = α . We may write
We know s + i s p − 1, and the S 2 -edges form a Hamilton cycle C of Γ. Let 1 t s and R t = {a it , a p−it }. Then R t = α . The R t -edges in Γ form two cycles: one cycle C t,α of length p on α and the other cycle C t,β of length p on β α . Consider the cycle C t = (a mt , a mt+it , ba mt+it , ba mt ) of length four where 0 m t p − 1. Then H t = (C t,α ∪ C t,β )∆C t is a Hamilton cycle of Γ. Note that the cycles C 1 , C 2 , . . . , C t are vertex-disjoint. Let
Then D is regular of degree two. The edges of Γ is partitioned into Hamilton cycles H 1 , H 2 , . . . , H s and an edge set D. If D is also a Hamilton cycle of Γ, then Γ has a Hamilton decomposition. In the following, we will choose suitable m 1 , m 2 , . . . , m s such that D is connected.
It is easy to see that C∆C t is a Hamilton cycle for 1 t s. Let 1 t s and 1 r s with t = r satisfying one of the following conditions
Then C t and C r are vertex-disjoint, and so C∆(C t ∪ C r ) = C∆C t ∆C r is also a Hamilton cycle. If we can find m 1 , m 2 , . . . , m s such that any two cycles C t and C r satisfying one of the two conditions as in Equations (1) 
and so any pair of the cycles C 1 , C 2 , . . . , C s satisfying one of the conditions in Equations (1) and (2) , which implies D is a Hamilton cycle of Γ. If s = 2k +1 where k 1, let
and so any pair of the cycles C 1 , C 2 , . . . , C s satisfying one of the conditions in Equations (1) and (2), which implies D is a Hamilton cycle of Γ. We complete the proof. Now we give the proof of Theorem 3.
Proof of Theorem 3. The case p = 2 is easy to get. In the following we only consider odd prime p 3. Let p 3 be an odd prime and let Γ = Cay(D 2p , S) such that S ⊆ D 2p , 1 ∈ S, S = S −1 and S = D 2p . We need to show that Γ has a Hamilton decomposition. Let S 1 = S ∩ α and S 2 = S ∩ β α . Then |S 1 | is even and |S 2 | 1. By Lemma 4, Lemma 5 and Lemma 7, we may assume |S 1 | 2 and r = |S 2 | 3.
First we suppose r is even. Let A and B be a partition of S 2 such that |A| = 2 and |B| = r − 2. Let T = S 1 ∪ A. Then T and B form a partition of S. By Lemma 7, the T -edges is partitioned into Hamilton cycles. Note that |B| is even, so the B-edges is partitioned into Hamilton cycles. Hence Γ has a Hamilton decomposition. Now we let r be odd. Take a ∈ S 2 . Let P = S 1 ∪{a} and let R = S 2 \{a}. Then P and R form a partition of S. By Lemma 4, the P -edges is partitioned into Hamilton cycles and a perfect matching. Note that |R| is even, so the R-edges is partitioned into Hamilton cycles. Hence Γ has a Hamilton decomposition.
