The effects of spatial variation of the saturated hydraulic conductivity (K s ) of the soil on the variation of overland flow were tested by analysing 2000 synthetic rainfall-runoff events, all generated from real, observed rainfall events but with runoff modelled by a two-dimensional distributed model using different spatially variable K s fields in a small (12 ha) agricultural catchment. The purpose is to determine the influence of spatial variation in K s on runoff generation. The statistical measures used to describe the variation in the generated K s were its coefficient of variation and correlation length. Both of these had two levels of typical values obtained from field measurements in other studies. The storms were analysed at a general event level, first using simple graphical and statistical methods and then using analysis of variance (ANOVA). The observed scale of the spatial variation of K s does cause statistically significant variation in overland flow. The graphical analysis showed that the first flow peak in a multi-event storm had the largest variation and that differences were greater in the rising part of the hydrograph than in its recession. The greatest variation in overland flow was produced by the combination of the greater coefficient of variation and the longer correlation lengths. The smallest variation in overland flow was produced by the combination of the smaller coefficient of variation and the shorter correlation lengths. ANOVA showed that the coefficient of variation and correlation length alone did not explain all the variation of the total flow. ANOVA was not very useful due to the many restrictive assumptions that were not satisfied by the nature of the data and therefore analysis methods with less restrictive assumptions need to be tested.
INTRODUCTION
In small-scale hydrological modelling studies, homogeneity of the soil hydraulic properties is usually assumed for very practical reasons: (a) lack of detailed information about the scale of its variation, (b) uncertainties in characterising its variability, and (c) the homogeneity assumption can give acceptable results in many cases. However, modern simulation techniques have greatly improved through new mathematical methods and increased computing power, facilitating more detailed investigations of the effects of spatial variability of soil properties on runoff generation.
Many studies have shown that the spatial variability of soil properties, and especially of the saturated hydraulic conductivity K s , may significantly influence the hydrological response to rainfall in natural catchments. For instance, Smith & Hebbert (1979) found that the mean ponding time in a composite simulation showed little bias but that the mean infiltration rate was particularly biased for greater coefficients of variation and for smaller ratios of rainfall intensity to K s . Freeze (1980) investigated the influence of the stochastic spatial properties of hillslope parameters on the statistical properties of runoff events using a stochastic-conceptual hydrological model and ranked the influence of the stochastic properties on the distribution of K s in the order mean, standard deviation and autocorrelation function. Large errors were possible in the statistics of predicted runoff when an equivalent uniform hillslope was used instead of a heterogeneous hillslope. Both Milly & Eagleson (1982) and Sivapalan & Wood (1986) found considerable differences in infiltration rates when average soil properties were used as opposed to spatially varied characteristics and that spatial variability leads to decreased cumulative infiltration and increased surface runoff. Woolhiser & Goodrich (1988) and Binley et al. (1989) found that peak discharges and runoff volumes are generally increased when the heterogeneity of K s is taken into account. Matias et al. (1989) found: (a) the variation of the coefficient of variation of K s has much more influence on the variability of infiltration rates and ponding times than the variation of its skewness coefficient; (b) for the same mean value, higher coefficients of variation of K s correspond to reduced infiltration rates and lower ponding times, and this effect grows when the rainfall rates decrease; and (c) the probability distributions of infiltration rates tend to a three parameter lognormal distribution with time. Saghafian et al. (1995) ignored spatial correlation due to their large grid size (600 m) and assumed a lognormal distribution of K s , and concluded that the variability in both discharge and runoff volume increased with K s variability. In highly pervious watersheds the steady state discharge depended on the spatial distribution of K s and lumped values of K s typically underestimated the peak discharge and runoff volume. Woolhiser et al. (1996) studied runoff/run-on phenomena and reported that runoff hydrographs are strongly affected by trends in K s , particularly for small runoff events. Corradini et al. (1998) found that the run-on process cannot be disregarded because it produces a significant decrease of overland flow during both the rising and the recession limb of the hydrograph. Furthermore, the degree of spatial correlation of K s was typically minor and the run-on process reinforced this result. Smith & Goodrich (2000) pointed out that using areal average parameter values is often misleading if the processes represented by that parameter are nonlinear. They found that heterogeneity in K s causes a rainfall-dependent change in its areal effective rainfall.
To date, the analysis of the influence of spatial variability of soil properties has mostly been based on qualitative comparison of hydrographs and quantitative indicators. In this paper, we extend the analysis of Monte Carlo simulations of runoff to quantitative event-based analysis of variance (ANOVA) to investigate the role of spatial variability of K s .
The objective of this work is to generate a large number of realisations of runoff from a specific catchment and to apply multivariate statistical analysis methods to investigate the effects of spatial variability on runoff generation. The steps involved are: 1. A two-dimensional distributed catchment model has already been developed and fitted to the study catchment (Taskinen & Bruen, 2007) . 2. A large number of synthetic realisations of two-dimensional fields of hydraulic conductivity, having a range of specified means, variations and spatial correlations are generated. 3. The catchment model is run with each of the generated hydraulic conductivity fields to generate a corresponding large set of simulated runoffs. A measured storm rainfall event is used as input to the simulation. 4. Simple indices are calculated from each simulated event, i.e. peak flow and total runoff volume.
5. Multivariate statistical techniques (including ANOVA) are used to investigate the relationship between the statistical properties of the hydraulic conductivity fields and the peak flow and runoff volume indices. Each of these steps, except the first, is described below.
GENERATION OF RAINFALL-RUNOFF EVENTS USING SPATIALLY VARIABLE HYDRAULIC CONDUCTIVITY FIELDS

Study site and storms
The effects of spatially variable K s on overland flow were tested for a small (12 ha) agricultural catchment called Hovi, run by the Finnish Environment Institute and located in southern Finland. The soil is a silty clay loam or silty clay (SCS, 1982) . The rainfall data used to drive the simulations were taken from three measured rainfall-runoff events, when the fields contained emerging autumn wheat or were ploughed. Table 1 summarizes the event characteristics. The study site and measurements are described in more detail by Taskinen (2002) . 
Overland flow model description
The catchment runoff model used here is a physically-based, two-dimensional (2-D), distributed, Hortonian overland flow model which uses the kinematic approximation and Manning's friction equation (Orlob, 1972; Constantinides, 1981) . Infiltration is modelled by a modified Green and Ampt method (Chu, 1978) . The model also accounts for run-on, i.e. water available for infiltration includes overland flow from upslope areas, which can be significant when the random nature of infiltration properties is studied at small scales (Nahar et al., 2004) . Evaporation during the storm is neglected. The unsteady flow equations are solved on a 20 m × 20 m grid, with an implicit backward-central finite difference scheme maintaining the CFL stability condition (Constantinides, 1981) in both dimensions. The initial conditions are that there is no flow across any computational grid-cell boundaries (i.e. no run-on) and that the depth of overland flow is zero in each cell. Subsequently, inflows into a grid cell from adjacent cells are lumped together as one input and the calculated outflows are distributed to adjacent cells according to the prevailing hydraulic gradient. This idea, applied also by Wigmosta et al. (1994) , avoids the formation of kinematic shock (see e.g. Ponce, 1991) . The flow model includes a baseflow component modelled as a single linear reservoir (e.g. Singh, 1988) , which receives the infiltrated water. The overland flow model is described in detail by Taskinen & Bruen (2007) .
Generation of spatially variable hydraulic conductivity fields
The generation method for the spatially variable K s fields has been represented in detail by Taskinen (2002) and Taskinen et al. (2008a) and has been used by e.g. Corradini et al. (1998) and Kaledhonkar et al. (2006) . The idea is to generate random fields of K s , each with spatial variability governed by the lognormal joint probability density function. The basis of the method for generating spatially variable K s is the theory of similar media originally introduced by Miller & Miller (1955a,b) . Based on this theory, Peck et al. (1977) derived an expression for K s which can be represented in a general form as follows:
is the probability density function (pdf) of K s .
Next, the 2-D spatially variable K s field is represented by its values at the nodes of the finite difference mesh (see previous section), using the vector notation of bold letters for each s 1 , …, s n (s k = [i k , j k ]′, i k and j k are grid points, k = 1, …, n, where prime denotes transpose) pre-specified locations as follows:
The idea of the method is to generate random fields of K s , each with a spatial variability governed by the lognormal joint probability density function f Ks . The use of the method involves a transformation to normality in the intermediate steps for computational reasons, so as to reproduce joint lognormal fields. According to Lee & Ellis (1997) , this method guarantees the lognormality of the marginal distributions but does not necessarily result in lognormality in the joint distribution. However, this method is generally used and accepted to produce a feasible estimation of the field with the required properties. Dagan & Bresler (1983) represented the following relationship:
in which δ, the scaling parameter of the soil in the horizontal direction, is also defined at all the nodes s 1 , …, s n , and has a correlation structure in both x and y directions. Chen et al. (1994) assumed that δ is a lognormally distributed random field:
in which exp function is taken component-wise. This relationship takes us to the spatial process Z to be simulated. It can be defined as (Cressie, 1991) :
where Z is a multivariate Gaussian process with a pdf as follows (Lindgren, 1976) :
in which:
Σ is an n × n symmetric positive-definite, nonsingular second moment matrix of Z and is defined as:
Its (k,l)th element is a spatial covariance ( )
expressed by Chen et al. (1994) as:
where r x , r y are separation distances in the x and y directions (m), respectively; and L x , L y are correlation lengths in x and y directions (m), respectively.
The Cholesky decomposition (e.g. Koch, 1987) allows Z Σ to be decomposed as the matrix product:
in which L is a lower triangular n × n matrix.
Then Z can be simulated so that it satisfies equations (7) and (9) through the relationship:
where
is a vector of uncorrelated random variables, each with zero mean and unit variance.
Finally, the realization of the K s is obtained at each of n locations by (Chen et al., 1994) :
in which z is an item of Z. The computational form of * s K was represented by Bresler & Dagan (1979) without derivation as:
in which µ is an item of μ Z , σ Z is an item of Σ Z and E is an expected value operator. The derivation of equation (13) is represented in Taskinen (2002) and Taskinen et al. (2008b) .
It can be concluded that K s depends on the constant * s K (equation (1)) and on the mean value μ and the variance σ Z of the transformed random variable z (equations (4)- (12) (1) and (4) and that δ is lognormally distributed and z is normally distributed.
Next define:
If equations (14) and (15) are solved for μ and σ Z and if the coefficient of variation of K s is defined as:
Then, equation (15) can be solved for σ Z , to give:
Substituting this expression for σ Z into equation (14) gives the following equation for μ Z :
Generation of events
This study concentrates solely on the effects of the spatial variability of K s and neglects all other forms of spatial variability except that due to topography, described by the slope parameters in the overland flow model. The Hovi soil was assumed to be vertically homogeneous, but K s was allowed to vary on a horizontal 2-D grid. The parameter values required are: (a) the mean of K s , (b) cv, the coefficient of variation of K s , and (c) L x L y (combination of L x and L y due to assumed isotropy) the correlation length of K s . The mean values of K s were obtained by fitting the overland flow model to the measured data of the three rainstorms described in Table 1 (see Taskinen & Bruen, 2007, for details) . The values 0.20, 0.0019 and 0.0068 mm h -1 were used for the events 2409, 0710 and 0411, respectively. The values of cv typically vary in the range 0.3-1.0 in natural soils (Nielsen et al., 1973; Sharma et al., 1980; Rawls et al., 1982; Jones & Wagent, 1984; Smettem, 1987; Woolhiser & Goodrich, 1988; Smettem & Clothier, 1989; Ragab & Cooper, 1993; Corradini et al., 1998; Smith & Goodrich, 2000; Govindaraju et al., 2001 ) and the lowest and highest values of this range were selected for this study too. Russo & Bresler (1982) , Grah et al. (1983) , Loague (1986) , Sharma et al. (1987) , Burden & Selim (1989) and Govindaraju et al. (2001) 
Modelling the Monte Carlo results
The statistical analysis was carried out using an ANOVA method defined as fixed-effect replicated two-way model. A description of this method is given by e.g. Afifi & Azen (1979) and Milton & Arnold (1987) . As shown in the previous section, in this study we have a factor cv at two levels: (i = 1, 2) and a factor L x L y at also two levels (j = 1, 2) and each combination of levels is replicated exactly 500 times (k = 1, 500). Denote by y ijk the value of the total amount or the peak overland flow for the kth replication in the ijth cell. Then the fixed-effect two-way layout can be modelled as:
where μ is an overall mean, α i is the ith main effect of factor cv, and β j is the jth main effect of factor L x L y . The quantity γ ij is called the two-way interaction of the ith level of cv and the jth level of L x L y . The term e ijk stands for independent N(0,σ 2 ) error variables. The application of this model follows the standard procedure.
ANALYSIS OF MONTE CARLO RESULTS
Graphical analysis and principal statistics
First, the Monte Carlo results were analysed by conventional methods, i.e. by graphical comparisons and basic performance indicators. Then, ANOVA (e.g. Milton & Arnold, 1987) techniques were applied to the data. The performance indicators, evaluated for each simulation, were: (a) total volume of runoff, and (b) peak flow. Graphical analysis of the Monte Carlo hydrographs showed that, for a complex storm, the simulations of the early flow peaks have a bigger variation compared to the later peaks for each combination of cv and L x L y . Moreover, there are greater differences in the rising part of the hydrograph than in the recession part. This is probably because post-rainfall amounts of overland flow are so small that they are quickly infiltrated or may run-on to adjacent cells and infiltrate there. The cv/L x L y combination with the largest variation was 1.0/50 m, followed (in order of decreasing variation) by 0.3/50 m, 1.0/10 m and 0.3/10 m. Figure 2 and Table 2 show total flow volumes of the Monte Carlo outputs for a representative rainfall-runoff event. The variation in the maximum and minimum values (i.e. the outer envelope in Fig. 1 ) of the total flow is greatest for the 1.0/50 m combination of cv/L x L y . The 25, 50 and 75 percentiles show less, but still significant, variation, particularly in the case of the 75 percentile for which the total flow decreases greatly from the case 1.0/50 m to the case 0.3/10 m. The cv/L x L y combination 0.3/50 m showed the second largest difference between the smallest and biggest values. The combinations with the higher spatial correlation caused the larger variation. This was probably because, for them, it is more likely that some realizations have areas of higher K s located in the upper part of the catchment and others with higher K s at the bottom of the catchment. With less correlated soil properties, it is easier to find closer areas with large variation of K s so that the local differences in the generation of surface runoff are averaged through the run-on process and the variation of the total runoff is correspondingly lower. The variation was the smallest for the combination 0.3/10 m. The distributions were slightly negatively skewed indicating that there were more lower-than-average flows than larger-than-average ones.
Analysis of variance (ANOVA)
Total flow statistics Note that the factors cv and L x L y and their interaction cvL x L y were modelled as continuous variables to have enough degrees of freedom for the analysis. The dependent variables or outcomes of each Monte Carlo test are the mean runoff volume and a mean runoff peak flow. In ANOVA a linear regression-type model is assumed to link the independent and one of the dependent variables. Table 3 shows the ANOVA results for a linear model which predicts the total runoff volume variability by cv, L x L y and cvL x L y (equation (19)) . Note the sum of squares for the model are somewhat smaller than for the error in the case of 0710 and 0411 (54 and 29%, respectively) and clearly smaller in the case of 2409 (89%). This indicates that the model is not able to accurately describe the behaviour of the dependent variable. This means that the factors cv, L x L y and cvL x L y , on their own, are not the only influences on the variation of the total flow and an expanded model, with other factors, is required if a better explanation is needed. This is confirmed by the low Rsquare values in Table 4 . However, the model is still statistically significant with P < 0.0001 (Table 3) .
The breakdown of the model sum of squares into factors is given in Table 5 . To interpret the results, the F ratios and their P values are considered. Since the P values are large, the null hypothesis of L x L y not being significant cannot be rejected. The interaction is significant for 2409 but not significant for 0710 and barely significant for 0411 at the 95% confidence level. However, in the case of cv the null hypothesis can be rejected in each event with strong evidence indicating the significant influence of cv on the variability in the total flow. Table 6 shows the results of a t test (Milton & Arnold, 1987) to determine whether the ANOVA model parameter estimates differ significantly from zero. It confirms the conclusions drawn from the F ratios. Moreover, the intercept term is large and highly significant in each event meaning that the overall mean accounts for great amount of variation of the total flow. Table 7 Correlation matrix of the ANOVA model parameter estimates.
0.73 -0.83 -0.88 1.0 Table 7 shows the correlation between the parameter estimates. Because the correlations of intercept and cvL x L y between cv and L x L y are obvious, the most interesting point is the correlation between the estimates of cv and L x L y . This correlation is very strong (=0.733) thus having an important influence on the significance analysis of Table 6 . It also means that the parameters not significantly different from zero are still significant because of their relationship to the significant cv. Therefore, the separate effect of the factors remains somewhat obscure and their effect has to be considered as a group. Note that the same matrix applies to both the total and peak flow and all the events. Peak flow statistics In the case of peak flow, Tables 8 and 9 show that the sum of squares for the model are smaller than for the error and the R 2 values are low. Again, the model is statistically significant. Table 10 indicates that L x L y and cvL x L y have no significance in any of the events and cv is significant only for the peak flow in events 0710 and 0411. This is somewhat different from the case of the total flow where cv was significant in all three events and cvL x L y in two events. The difference may be interpreted so that the factors cv and cvL x L y are involved in the overall level of a flow event that the total flow represents, but are less influential for the dynamic responses. Table 11 confirms these conclusions and also shows the strong significance of the intercept term in this analysis. In the case of the peak flow, the one-way classification model for comparing different combinations of cv and L x L y was not needed due to the lack of significance of the interaction. However, when these results are interpreted, the strong correlation between the estimates has to be kept in mind.
Some limitations were noted in the analysis: (i) the data were not normally distributed; (ii) the variances were not equal for the different combinations (heteroscedasticity); (iii) the model's ability to explain the variation of the flow by cv and L x L y as fixed effect parameters was low; and (iv) the parameter estimates were strongly correlated.
CONCLUSIONS
Classical descriptive statistics and an analysis of variance (ANOVA) technique were used to examine the effects of spatial variation of saturated hydraulic conductivity (K s ) on the variation of simulated overland flow. Two thousand synthetic rainfall-runoff events were generated by modelling the response to real, observed rainfall events using a distributed catchment model with different spatially variable K s fields in a small agricultural catchment. The parameters describing the spatial variability introduced into the lognormal joint probability density function, were the coefficient of variation (cv) and correlation length (L x L y ) of K s , both having two levels of values typical of field measurements from other studies.
When the total runoff amounts and peak flows in the generated series were studied using basic statistics, the variation through the realizations of K s was the greatest for the cv/L x L y case 1.0/50 m. However, the 25, 50 and 75 percentiles were almost constant through all the combinations. The combination 0.3/50 m showed the second biggest difference and 0.3/10 m showed the smallest. The distributions were slightly skewed to the left indicating that more small flow events were generated than big flow events.
In the ANOVA analysis, the model results, although statistically significant, did not describe completely the runoff volume variability using only the factors cv and L x L y , and their interaction cvL x L y . ANOVA showed that only cv significantly influenced the total flow variability. However, the strong correlation between the ANOVA estimates of cv and L x L y indicates that the information they contain could be provided by a single factor. ANOVA of the flow peak indicated that L x L y and cvL x L y had no significance in any event and cv had significance in only in two of them. This means that the factors cv and cvL x L y are involved in determining the overall magnitude of a flow event, such as a total volume, but have much less influence on dynamic effects, such as flow peaks.
These results confirm the value of detailed spatial information about K s . Our test case indicated that, in our catchment, field K s collection schemes with a sampling distance of 50 m or less should be provided if reliable information is needed about runoff characteristics, e.g. for modelling purposes. Samples at 10 m intervals on similar fields with great variability can be useful where K s shows a high coefficient of variation. Our Monte Carlo/ANOVA analysis technique could be applied to any other catchment to determine the K s sample spacing from which distributed models can benefit. Our results also suggest that if a high variation is combined with a long correlation length, the static soil hydraulic properties alone are not sufficient for a good model but those with dynamic effects on catchment response should be considered. For this purpose, a method with less restrictive assumptions, the mixed linear model, provides an analysis tool (see Taskinen et al., 2008b , for a study with the same data). ANOVA can estimate the relative uncertainty but cannot identify the specific controlling factors accurately.
