Keywords: E-optimal design Incomplete block design Information matrix Universal optimality This paper deals with E-optimal incomplete block designs in blocks of size three when observations within each block are correlated according to a conditional autonormal process. The optimality problem is addressed within various subclasses of connected designs under generalized least squares estimation of treatment contrasts.
Introduction
Suppose v treatments are to be compared using an experimental design having b linear blocks each of k units or plots. An arrangement of v treatments to the k plots of b blocks is said to be a block design. In some agricultural field experiments, repeated measures experiments and biometrical sciences experiments involving virus and viral preparation, observations are taken sequentially in time or in space. In such instances, it is quite realistic to assume some sort of correlations between neighboring (in time or in space) plots. Azais et al. [1] and Rees [9] noted several examples of experiments where observations from neighboring plots are expected to be correlated. In this paper, we present E-optimal designs for v 3 treatments in b linear blocks where each block has only k = 3 plots or units under the assumption that the intrablock observations are correlated according to a conditional autonormal process, and that the interblock observations are uncorrelated. Simply stated, an E-optimal design minimizes the maximum variance among all best linear unbiased estimators of normalized linear contrasts of treatments. For given v and b, we shall let D (v, b) denote the class of all connected designs for v treatments in b blocks of size k = 3. Note that a design is said to be connected if it permits estimation of all pairwise differences of treatments. The proposed E-optimality problem is addressed under the following fixed effects model:
Here Y d is the 3b × 1 column vector of observed responses obtained from a design d, 1 3b is the 3b × 1 column vector of ones, τ is the v × 1 vector of treatment effects; X d is a 3b × v plot-treatment design matrix and β is the vector of parameters for fixed block effects. With observation vector Y d in block major order, the plot-block incidence matrix Z 1 is equal to I b ⊗ 1 3 where ⊗ stands for the Kronecker product. The error covariance matrix is assumed here to follow the first-order conditional auto-normal structure for which
for positive definiteness of . However, we address the optimality problem for positive values of ρ only and assume, WLOG, σ 2 = 1. We like to note here that the above covariance structure provides a flexible family for modeling positive long-range correlations (i.e. slow decaying correlations) as argued elsewhere in the literature on two dimensional designs (e.g., [7, 10, 2, 3] ).
With Z = (1 3b Z 1 ), the generalized least squares information matrix C d for estimation of treatment contrasts under model (1) is
For all connected design d, the above information matrix is non-negative definite with rank v − 1. If [6] . The above universally optimal designs require such positional conditions as balanced for replications of treatments in the end plots and in the interior plots, balanced for neighbor counts with balanced end pairs, etc., see Gill and Shukla [2] and Martin and Eccleston [8] , for example. It also follows from the above papers that such universally optimal designs can only be constructed using multiples of
blocks when v is odd and multiples of v(v − 1) blocks when v is even, see Martin and Eccleston [8] . Thus for all b for which no universally optimal design can be constructed satisfying Kiefer's [6] sufficient conditions mentioned above, a logical approach is to search for designs that are optimal with respect to other statistical optimality criterion such as E-optimality. However, literature is very slow in addressing this problem when design parameters do not satisfy the block requirements mentioned above. In a recent paper, Uddin [11] addressed this optimality problem for v = 3 treatments in blocks of size k = 3 within various subclasses of all connected designs assuming that the intrablock observations are correlated according to a first order autoregressive process with positive correlations. Jin and Morgan [5] identified A and MV optimal incomplete block designs for v treatments within the class of minimally connected designs for spatially correlated observations. Here we address some aspects of E-optimal designs for v 3 treatments under model (1) when errors follow the conditional autonormal process specified above and the number of blocks b is not restricted to those required by Kiefer's [6] universally optimal designs.
If we let μ d1 denote the smallest nonzero eigenvalue of the information matrix
. Simply stated, our task is to find the smallest nonzero eigenvalue μ d1 of C d for an arbitrary design d ∈ D (v, b) , and then find conditions that maximize μ d1 over all d ∈ D (v, b) . For the purpose of maximizing μ d1 , we need to simplify the information matrix further. Following Uddin [11] , first we write:
e diu = the number of times treatment i appears in the two end plots of the uth block. f diu = the number of times treatment i appears in the interior plot of the uth block. n dii u = the number of times treatments i and i occur as neighbors in the uth block with the convention that this neighbor count is doubled when i = i .
The diagonal and off-diagonal elements of the information matrix C d can now be expressed as follows:
We now attack the proposed problem in two separate sections. In section 2, we show that a class of nearly balanced neighbor designs for three treatments having complete blocks is E-optimal in D(v = 3, b) where b = 3n ± 1, n 1 is any integer. Incomplete block designs in blocks of size k = 3 for v 4 is considered in section 3. In both sections we take advantage of the following result from Jacroux [4] . 
are the eigenvalues of C, then the following inequalities hold:
(a) μ 1 
E-optimal complete block designs for three treatments
This section deals with the special case of v = 3 and k = 3. Note that the smallest nonzero eigenvalue of C d of any connected design d for three treatments is (see Uddin, 2008) 
As noted above, Kiefer's [6] universally optimal design d * for three treatments uses b = 3n blocks and is constructed by taking n 1 copies of the blocks (1,2,3), (2,3,1) and (3,1,2). For b = 3n ± 1, we introduce two designs d 1 and d 2 by adding additional blocks to the universally optimal design d * .
d 1 : n copies of the three blocks (1,2,3), (2,3,1), (3,1,2), and one copy of the block (1,3,2). d 2 : n − 1 copies of the three blocks (1,2,3), (2,3,1), (3,1,2), and one copy of the two blocks (3,1,2), (3,2,1).
The smallest nonzero eigenvalue of C d 1 and C d 2 , obtained utilizing (2), are displayed below.
We now utilize (3), (4), and inequalities (a) and (b) of Lemma 1 to prove the following theorem. Evaluating c d33 for each block type described above, and using (a) of Lemma 1, we obtain
Next we establish another upper bound for μ d1 utilizing the inequality stated in Lemma 1(b). For each block type described above, treatments 1 and 2 are assigned to plots marked by '−' in such a way that the quantity c d11u + c d22u − 2c d12u is maximized for the given block type. Taking the maximum value of c d11u + c d22u − 2c d12u for each of the above block types and using inequality (b) of Lemma 1, we obtain
Note here that the expressions (1 − 2ρ) 2 , (1 − ρ) 2 , and 1 − 3ρ + is positive for all ρ ∈ 0, 2 3 . However, (1 + 2ρ − 5ρ 2 ) is positive for ρ ∈ 0,
and is negative for all ρ ∈
. This implies that
We now look at the two cases b = 3n + 1 and b = 3n − 1 separately. Case I. b = 3n + 1, n 1 is any integer. First assume that ρ ∈ 0, 2 3 . For given w = w 0 1,
, see (3) and (5) 
, then using (6), we have
which is true for all ρ ∈ 0, 2 3 since w 0 1.
. On the other hand, if
, we have
if 6ρ 2 − 4ρ − 2w 0 (1 − 2ρ 2 ) < 0 which is true for all ρ ∈ Case II. b = 3n − 1, n 1 is any integer. Assume first that ρ ∈ 0, 2 3 . For given w = w 0 1,
, see (4) and (5) and compare. But if
, then by (6), we have
which is true for all ρ ∈ 0, 2 3 since w 0 1. We now assume that ρ ∈ . For given w = w 0 ,
, we have Proof. Let d ∈ D e (v = 3, b = 3n + 1) be arbitrary. Since b = 3n + 1, n 1, there exists at least one treatment that appears at least n + 1 times in the interior plots. Assume without loss of generality that the treatment 3 appears at least n + 1 times in the interior plots and so take f d3 = n + 1 + z where z 0. This implies that f d1 + f d2 = 2n − z. Since treatment 3 appears in n + 1 + z interior plots and 2n − z end plots, an arbitrary design d may be described as a design having n + 1 + z − m 1 Now we establish an upper bound for μ d1 utilizing the inequality stated in Lemma 1(b). For each block type described above, treatments 1 and 2 are assigned to plots marked by '−' in such a way that the quantity c d11u + c d22u − 2c d12u is maximized for the given block type when ρ ∈ 0, . The other two block types are uniquely determined since they have only one plot positions marked by "−". Taking the maximum value of c d11u + c d22u − 2c d12u for each of the above block types, we obtain
In a similar fashion, we utilize Lemma 1(a) to obtain
If ρ ∈ 0, 2 3 then using (3) and (7), we have μ d1
then, using (3) and (8) 
E-optimal incomplete block designs having blocks of size three for v 4
In this section, we address the E-optimality problem of incomplete block designs in a subclass The following theorem gives a sufficient condition for the design d 3 to be E-optimal in D r (v, b + b 1 ). This approach is similar to uncorrelated case where E-optimal designs were obtained by adding extra blocks to known balanced incomplete block designs which are universally optimal for the uncorrelated errors. For an arbitrary design d ∈ D r (v, b + b 1 ), we write R to denote the set of all treatments for which r di = r and R c denote the set of the remaining treatments. Since 3b 1 < v, both R and R c are nonempty set. We write v 1 to denote the number of treatments in R. 
