Introduction
Computing has become an essential tool of science and engineering. In tribute to those who made this the state of affairs it is worth remembering that even as recently as the early 1980's, there was suspicion -sometimes bordering on ridicule -of the value of "the study of computing and computers" or of the importance of computers in research and instruction 3 [13, 14] . A decade later, the critical role of computers in scientific investigation is on firm ground. It is almost taken for granted that by the time of graduation a student in science or engineering would have taken at least an introductory course in computer technology (including basic computer system organization, introduction to some programming languages and data structures, and basic numerical algorithms) and a course in computational methods. The contents of the latter vary considerably across institutions. Curricula range from "numerical analysis" courses offered by Mathematics or Computer Science Departments, to computational methods offered by the student's home science or engineering department. Nevertheless, the resulting education and training have frequently proven insufficient for the kinds of problems that are routinely encountered today in industry or in meaningful research activities in academia. Furthermore, until recently there existed few forums for the systematic exchange of ideas between Computer Science and traditional science and engineering disciplines. Computational Science and Engineering (CSE) programs attempt to provide the institutional support in terms of personnel and infrastructure to address such needs in research and education [10] . In this article we describe our view of the area and relate it to the problem solving processes in science and engineering.
Realities
Fundamental to our discussion is the gradual acceptance, from a segment of the science and engineering community, of the fact that synergy of the disciplines is essential for the effective solution of hard problems in research. To put this into perspective, it is worth noting that historically the predominant model in conducting scientific research consisted of individuals or small groups of researchers pursuing a research goal, possibly according to an informal agenda previously agreed upon with a funding agency. With the exception of some "big science" projects, collaboration with researchers from other disciplines was routinely avoided, at the cost of rediscovering existing results or building tools that were already available elsewhere.
By way of illustration of situations specific to computing, we note the preference of scientists and engineers to copiously program their own software rather than (re)use modules from available software libraries. Conversely, we point to myriads of software building projects, launched by computer scientists, that are of no use to scientists and engineers due to lack of understanding of real needs of the underlying applications.
These historical patterns are now changing, as there is recognition that traditional (and artificial) walls separating the science and engineering disciplines need to be torn down in order to create a unifying educational and research structure [1, 2] . Computers stand at the crux of this transformation [7] . As stated by Atlee Jackson in i) The high complexity of physical models and problem-solving tasks, complexity due to more phenomena and physical parameters rather than due to finer granularity and consequent increases to problem size. This was highlighted in a recent IEEE CS&E editorial by George Cybenko which made the point that after the past decades' successes in "large-scale" computing, there is a pressing need to move ahead and develop technologies for the challenges of "large-scope" computing.
ii) The need for continuing advances in networking technology in order to enable and advance collaboration in scientific problem solving; current examples include "Internet-II", "Collaboratories", and "Metacomputing".
iii) The often heard complaint of scientists and engineers that "too much money and valuable time of researchers are spent in learning about new and complicated computer hardware and/or software" 4 . This exemplifies the typical user attitude, namely that computers are necessary but it would be much preferable if their role in the scientific process is made transparent. We argue that such science and engineering users have little to do with CSE, even though they might be researchers or practitioners in computational physics or chemistry, or even numerical analysis. This is because CSE is more about the design, implementation, and effective integration of these tools in the target scientific process(es) and less about their everyday use. Furthermore, systems have reached such a level of complexity that it is becoming impractical for the users to undertake these tasks.
What's in a name: Intersections and pyramids
As is expected from any new field, its identity, philosophy and programme are subject to debate. Definitions range from the precise ("CSE is ...") to the vague ("I don't know what CSE is but I can detect it when I see it.") To see the difficulties, we remind the reader of the often stated "CSE consists of those activities in science and engineering which exploit computing as the main tool" and observe that this definition is all inclusive and therefore essentially useless (e.g. replace "computers" with "mathematics"). The recent article [3] makes the point that "CSE is a multifaceted field;
it is not just the study of computational aspects of science and engineering disciplines, but also the `science' of scientific computing ... Thus this slight ambiguity in the name is actually useful. In essence it is that interdisciplinary field that represents the intersection of three domains: applied mathematics, computer science, and science and engineering disciplines.". This intersectional view is useful as it highlights the area's position relative to traditional, better defined disciplines.
Another useful view of CSE is in terms of a pyramid, with the driving science and engineering applications at the apex and the vertices of the base corresponding to the enabling technologies of geometric, symbolic and numerical algorithms, system software, computer architecture and performance evaluation and analysis. Figure 1 encapsulates the processes and information flow in Science and Engineering research and development activities. Instead of the intersectional and pyramidal views of CSE, we propose to describe CSE in context of the concentric layers of that figure. Most questions we want answered cannot be observed directly or deduced from real world observables, neither can they be realized directly from the physical or the mathematical models, e.g. via analytical solutions. Through approximating transformations, such as simplification of the mathematical model and discretization, the mathematical model is brought into a form that can be explored, e.g. by simulation, prediction or control, using the computer. These approximations might also be performed using computer tools such as symbolic and algebraic computing systems. To carry out these explorations one needs computational processes (algorithms) that retrieve implicit information not immediately observable or directly derivable from the physical or mathematical models. This information constitutes an answer, which might require further analysis and transformation in order to be brought into a form that is suitable for representation via the selected medium. The answers have to be presented to the requesting agent transparently and in a form that is easily understood, for example, in the agent's discipline-specific vocabulary. Computing is central to the overall endeavor and there is convergence of language at the computational layers. This is highlighted in the diagram by the deliberate choice of progressively finer granularity of the pattern fill from the outer to the inner layers 5 . Furthermore, computer-based activities are needed at every level, something that leads to the "ambiguity" in the definition of CSE contained in [3] .
The concentric layers in CSE
As data and information move across the layers, we ask the following questions:
• Concept: How many of these steps can be automated? Is this automation practical?
• Design: What is the system that will make this possible?
• Implementation: What are the enabling technologies? How can the system be implemented?
• Progress: How does the system adapt to evolving requirements? How is it evaluated?
We claim that CSE consists of the research and development activities that deal with Study which consisted of four collaborating groups (for engineering, logical design and programming, mathematics, and meteorology) [6] ; and the Illiac IV and Cedar projects at the University of Illinois, which were also organized around the collaboration of hardware, software, algorithms and applications groups. Furthermore, as the recent surge of interest in the computational and software aspects of finance has shown, it would be wrong to restrict CSE to the physical sciences.
The product of CSE, or "If there is no end to CSE that will be the end of CS&E" 6 We recall the following definition of a Problem Solving Environment (PSE) ( [5] ): "A PSE is a computer system that provides all the computational facilities necessary to solve a target class of applications... PSE's use the language of the target class of problems, so users can run them without specialized knowledge of the underlying computer hardware or software... Overall, they create a framework that is all things to all people ..." We place PSE's at the center of CSE and summarize as follows:
Research and development in CSE consists of the conception, design, and implementation of Problem Solving Environments for science and engineering;
these are the product of CSE.
Indeed, we could say that
CSE = PSE Engineering
By way of example of such activities, we cite the design and development of systems such as parallel Ellpack [5] , ADIFOR (featured in the Fall 1996 issue of this magazine), 5 We thank Harry Wijshoff for suggesting this.
FALCON [4] , and commercial products such as MATLAB, MAPLE and Mathematica;
cf. [12] . For a view close to ours, in particular that PSE's are central to CSE see [9] .
The US Federal Government has been active in motivating CSE-type cross-disciplinary research efforts, first through the HPCC Grand Challenges, as well as in response to the recommendations of the workshop reported in [5] , and most recently in context of the Accelerated Scientific Computing Initiative (ASCI). These are examples of "strategic" research and, as argued in [11] , they represent a real shift in the funding climate. Such changes coincide with the significant "peace dividend" that was brought about with the end of the Cold War, namely the rechanneling of the considerable computational skill and talent found in US National laboratories toward visible (publishable and marketable) accomplishments.
In order for CSE to develop successfully, it is essential to design a core curriculum that covers its basic components with courses that bring the cross-disciplinary components to the forefront. As the second author warned at a recent IEEE CS&E editorial, however, "so called `CSE-programs' that merely collect a number of previously existing courses from different departments will not be effective, and need not exist.
Genuine CSE programs, even those that with dedicated faculty members, will have difficult time maturing in an academic environment without an equally committed and enlightened higher education." Nevertheless, we observe that computing systems were certainly past their first generation by the time the first Computer Science departments were founded, and far preceded the establishment of Computer Science. Given the state of development of PSE's, it should not be surprising that we are still waiting to see mature CSE programs.
