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INFINITE DIVISIBILITY AND A NON-COMMUTATIVE
BOOLEAN-TO-FREE BERCOVICI-PATA BIJECTION
S. T. BELINSCHI, M. POPA, AND V. VINNIKOV
Abstract. We use the theory of fully matricial, or noncommutative, functions
to investigate infinite divisibility and limit theorems in operator-valued non-
commutative probability. Our main result is an operator-valued analogue for
the Bercovici-Pata bijection. An important tool is Voiculescu’s subordination
property for operator-valued free convolution.
1. introduction
The study of problems in operator algebras from a probabilistic perspec-
tive recorded numerous successes in the recent decades. Notions of independence
specific to noncommutative probability setting - especially Voiculescu’s free in-
dependence - were shown to be important for encoding structural properties of
certain operator algebras. Numerous analogues of classical probabilistic notions
and phenomena were found to hold for free, Boolean or conditionally free indepen-
dences. In particular, conditional expectations in the context of noncommutative
algebras are old and well-known; however, noncommutative independences over
subalgebras with respect to conditional expectations are new and not yet very well
studied and understood: it was Voiculescu [25] who generalized his own free in-
dependence to freeness (with amalgamation) over a noncommutative subalgebra,
while for the monotone independence of Muraki [12], Boolean independence of Spe-
icher and Woroudi [21] and the conditionally free independence and convolution of
Boz˙ejko, Leinert and Speicher [8], the generalization was achieved by Popa [15, 16]
and [17].
Let us briefly introduce some of the more important notions from noncom-
mutative probability that we will study in this paper. We shall call a noncommuta-
tive probability space a pair (A, ϕ), where A is a unital ∗-algebra over the complex
numbers and ϕ : A → C is a positive functional normalized so that it carries the
unit 1 ∈ A of A into the complex number 1. The algebra A plays the role of the
algebra of complex-valued measurable functions on a classical probability space and
ϕ plays the role of integration with respect to the probability measure. By following
this analogy, an operator-valued noncommutative probability space is naturally de-
fined as a triple (A, EB,B), where A is again a unital ∗-algebra, B is a ∗-subalgebra
of A containing the unit of A and EB : A → B is a conditional expectation, i.e. a
positive linear B−B bimodule map. (In some contexts, this definition will turn out
to be too restrictive or too broad; thus, we will usually specify our requirements,
assumptions and notations on a case-by-case basis.) When B = C, we deal with an
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ordinary noncommutative probability space. Elements X ∈ A are called random
variables or (in the second context) operator-valued (or B-valued) random variables.
If (A, ϕ) is a non-commutative probability space, the distribution of a self-
adjoint element X of A (non-commutative random variable) is a real measure µX
described via
∫
tndµX(t) = ϕ(X
n).
As shown in [25], for the operator-valued non-commutative random variables, the
appropriate analogue of the distribution is an element of ΣB, the set of positive
conditional expectations from the ∗-algebra of non-commutative polynomials with
coefficients in some C∗-algebra B to B. In this setting, the op-valued analogues of
compactly supported real measures are positive conditional expectations from ΣB
with moments not growing faster than exponentially (see below).
In probability theory limit theorems play a central role. Historically,
among the first results proved for each new type of noncommutative independence
was a Central Limit Theorem: Voiculescu identified the Wigner law as the free cen-
tral limit for scalar-valued free independence [23] and its operator-valued analogue
[25], Muraki [12] showed that the arcsine distribution is the monotone central limit
and Popa [15] identified an operator-valued analogue for the arcsine, Speicher and
Woroudi [21] proved the Boolean central limit theorem, and Boz˙ejko, Leinert and
Speicher [8] described the pairs of measures that appear as conditionally free central
limits. However, the “most general” limit theorems involve so-called infinitesimal
arrays, and the limit distributions are usually shown to identify with infinitely di-
visible distributions. Some descriptions/characterizations of infinite divisibility are
known for all noncommutative scalar independences [5, 21, 12, 11, 28], but very
little is known about operator-valued infinite divisibility; until recently, the only
exception we know of was Speicher’s work [20]. In a recent breakthrough, Popa and
Vinnikov [18] gave a description of free, Boolean and conditionally free infinitely
divisible distributions in terms of their linearizing transforms that parallels the re-
sults of Bercovici and Voiculescu [5], Speicher and Woroudi [21] and Krysztek [11],
respectively. In this paper we will use some of the results from [18], the subordina-
tion result of Voiculescu [26] and the theory of noncommutative functions to prove
a Hinc¸in type theorem for free and conditionally free convolutions and to identify
operator-valued analogues of the Bercovici-Pata bijection [4]. In addition, we prove
a generalization to conditionally free convolution of the result of Belinschi and Nica
[3] which states that the Boolean Bercovici-Pata bijection is a homomorphism with
respect to free multiplicative convolution.
Our paper is organized as follows: in the second section we define the main
notions and tools that we shall use, and prove a few preparatory results, in Section
3 we prove a Hincˇin type theorem for certain infinitesimal arrays of operator-valued
random variables; using this result, we obtain a restricted Boolean-to-free Bercovici-
Pata bijection, in Section 4 we prove our main result, the Boolean-to-conditionally
free Bercovici-Pata bijection, and finally in Section 5 we show that the Boolean-to-
conditionally free Bercovici-Pata bijection for scalar-valued random variables is a
homomorphism with respect to multiplicative c-free convolution.
INFINITE DIVISIBILITY, NON-COMMUTATIVE BERCOVICI-PATA BIJECTION 3
2. independences, transforms and subordination
We start with a precise definition of an operator valued distribution. Gen-
erally, we will assume that B is a unital C*-algebra. We will denote by B〈X〉 the
∗-algebra freely generated by B and the selfadjoint symbol X . We will also use
the notation B〈X1,X2, . . . 〉 for the ∗-algebra freely generated by B and the non-
commutating self-adjoint symbols X1,X2, . . . . The set of all positive conditional
expectations from B〈X〉 to B will be denoted by ΣB.
For B ⊆ D a unital inclusion of C∗-algebras, we denote by ΣB:D the set of
all unital, positive B-bimodule maps µ : B〈X〉 −→ D with the property that for all
positive integers n and all {fi(X )}ni=1 ⊂ B〈X〉 we have that:
(1)
[
µ(fj(X )∗fi(X ))]ni,j=1 ≥ 0 in Mn(B).
Remark that ΣB = ΣB:B, as an easy consequence of Exercise 3.18 from [14].
Using these notations, we define the distribution of an operator-valued
random variable:
Definition 2.1. If B ⊆ A, B ⊆ D are unital inclusions of ∗-algebras, respectively
C∗-algebras, φ : A −→ D is a unital positive B-bimodule map and a is a selfadjoint
element of A, we will denote by B〈a〉 the ∗-algebra generated in A by B and a and by
φa, “the D-distribution” of a, that is the positive B-bimodule map φa : B〈X〉 −→ D
defined by φa = φ ◦ τa where τa : B〈X〉 −→ A is the unique homomorphism such
that τa(X ) = a and τa(b) = b for all b ∈ B.
We will denote by Σ0B:D the set of elements from ΣB:D with the property
that there exists some M > 0 such that, for all b1, . . . , bn ∈ B we have that
(2) ||µ(X b1X b2 · · · X bnX )|| < Mn+1||b1|| · · · ||bn||.
With the notations from Definition 2.1, an element µ ∈ ΣB:D can be
realized as φa for some C
∗-algebra A containing B and a a self-adjoint from A if
and only if µ ∈ Σ0B:D (see [18], Proposition 1.2).
2.1. Independences. There are several independences important for noncommu-
tative probability. We shall start with the oldest and best-known, Voiculescu’s free
independence. We present it in a C∗-algebraic context.
Definition 2.2. Let B be a C∗-algebra, B ⊆ A be a unital inclusion of ∗-algebras
and φ : A → B be a positive conditional expectation. A family {Xi}i∈I of selfadjoint
elements from A is said to be free with respect to φ if
φ(A1A2 · · ·An) = 0
whenever Aj ∈ B〈Xǫ(j)〉 with φ(Aj) = 0, where ǫ(j) ∈ I, with ǫ(k) 6= ǫ(k + 1) for
1 ≤ k ≤ n− 1.
Let now N ∈ N and {µj}Nj=1 be a family of elements from ΣB. We define
their additive free convolution the following way: Consider the symbols {Xj}Nj=1;
on the algebra B〈X1, X2, . . . , XN 〉 take the conditional expectation µ such that
µ ◦ τXj = µj and the mixed moments of X1, . . . , Xn are computed via the rules
from Definition 2.2. The free additive convolution of {µj}Nj=1 is the conditional
expectation
⊞
N
j=1µj = µ ◦ τX1+X2+···+XN : B〈X1 +X2 + · · ·+XN 〉 ∼= B〈X〉 −→ B.
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We have that ⊞Nj=1µj is also an element of ΣB: in [20] it is shown that µ,
defined as above, is a positive conditional expectation, therefore so is µ◦τX1+X2+···+XN .
Secondly, we give the op-valued equivalent of Speicher and Woroudi’s
Boolean independence [21] as it appears in [18]:
Definition 2.3. Let B ⊆ A, B ⊆ D be unital inclusions of ∗-algebras, and φ : A →
D a unital completely positive B-bimodule map. A family {Xi}i∈I of selfadjoint
elements from A is said to be Boolean independent with respect to φ if
φ(A1A2 · · ·An) = φ(A1)φ(A2) · · ·φ(An)
whenever Aj is in the nonunital ∗-subalgebra over B generated by Xj, where ǫ(j) ∈ I
with ǫ(k) 6= ǫ(k + 1) for 1 ≤ k ≤ n− 1.
The definition of Boolean convolutions of distributions from ΣB:D is done
similarly to free convolutions of distributions from ΣB , as shown in [18], by simply
replacing free with Boolean independence. The reader will observe that this defini-
tion makes sense for B = D; the broader context that we provide adds in fact more
depth to the theory. This will become clearer in the following definition, which
essentially unites free and Boolean independence.
We aim to extend the results that can be obtained for free independence
to the case µ ∈ ΣB:D. In this setting, if B is simply replaced by D, the resulting
relation does not uniquely determine the joint moments of X1, . . . , Xn. As shown
in [7, 6], a more suitable approach is the c-freeness (see also [17] and [8]).
Definition 2.4. Let B ⊆ A, B ⊆ D be unital inclusions of ∗-algebras, EB : A −→ B
be a positive conditional expectation and θ : A −→ D be a unital B-bimodule map.
The family {Xi}i∈I of selfadjoint elements from A is said to be c-free with
respect to (θ, ϕ) if
(i) the family {Xi}i∈I is free with respect to EB
(ii) θ(A1A2 · · ·An) = θ(A1)θ(A2) · · · θ(An) for all Ai ∈ B〈Xǫ(i)〉 such that
EB(Ai) = 0 and ǫ(k) 6= ǫ(k + 1).
The reason for switching to the notation EB will be seen later. We will
consider the above relations in the framework of B ⊂ D a unital inclusion of C∗-
algebras and θ a completely positive map.As shown in [7], this setting (that includes
ΣB:D is closed with respect to c-free convolution.
Next, we describe one of our main tools in analyzing distributions of
sums of independent (freely, Boolean or c-freely) operator-valued random variables,
namely noncommutative sets and functions [10]. We will use the terminology from
[10] (see also [22], [18], but translating the results in the different terminology from
[27] is trivial.)
For a vector space V over C, we let Mn×m(V), denote n×m matrices over
V and write Mn(V) for Mn×n(V). We define the noncommutative space over V by
Vnc =
∞∐
n=1
Mn(V). We call Ω ⊆ Vnc a noncommutative set if it is closed under direct
sums. Explicitly, denoting Ωn = Ω ∩Mn(V), we have
a⊕ b =
[
a 0
0 b
]
∈ Ωn+m
for all a ∈ Ωn, b ∈ Ωm. Notice that matrices over C act from the right and from
the left on matrices over V by the standard rules of matrix multiplication.
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Let V and W be vector spaces over C, and let Ω ⊆ Vnc be a noncommuta-
tive set. A mapping f : Ω→Wnc with f(Ωn) ⊆Mn(W) is called a noncommutative
function if f satisfies the following two conditions:
• f respects direct sums : f(a⊕ b) = f(a)⊕ f(b) for all a, b ∈ Ω.
• f respects similarities : if a ∈ Ωn and s ∈Mn(C) is invertible with sas−1 ∈
Ωn, then f(sas
−1) = sf(a)s−1.
We will denote f (n) = f |Ωn : Ωn → Mn(W). For convenience, we will refer some-
times, when there is no risk of confusion, to f (n) and Ωn as the n
th coordinate of
the respective noncommutative function and set.
A noncommutative set Ω ⊆ Vnc is called upper admissible if for all a ∈ Ωn,
b ∈ Ωm and all c ∈Mn×m(V), there exists λ ∈ C, λ 6= 0, such that[
a λc
0 b
]
∈ Ωn+m.
Non-commutative functions on upper-admissible sets admit a consistent differen-
tial calculus, including Taylor expansions by defining the (right) noncommutative
difference-differential operators by evaluating a noncommutative function on block
upper triangular matrices (see again [10]). In this paper we will use only the fol-
lowing three upper admissible noncommutative sets (A will denote a C∗-algebra):
(1) The set Nilp(A) = ∐∞n=1Nilp(A;n); here the set Nilp(A;n) consists of all
a ∈Mn(A) such that ar = 0 for some r, where we view a as a matrix over
the tensor algebra T(A) of A over C
(2) Noncommutative balls B(A, ρ) = {a ∈ Anc : ‖a‖ < ρ} of radius ρ > 0 overA
(A could have been replaced by any operator space with the corresponding
operator space norm).
(3) Noncommutative half-planes H+(Anc) = {a ∈ Anc : ℑa > 0} over A. Here
ℑa = (a−a∗)/2i denotes the imaginary part of a. (We say that an element
b in a unital C∗-algebra satisfies b > 0 if there exists ε ∈ (0,+∞) so that
b ≥ ε1, where here 1 is the unit of A; of course, for an element a ∈ Anc
to have imaginary part strictly greater than zero means simply that each
“coordinate” has imaginary part strictly positive.) It has been first noted
by Voiculescu [27] that H+(Anc) is indeed a noncommutative set.
2.2. Op-valued distributions and properties of their transforms. As for
scalar-valued (non)commutative probability, there are transforms that linearize dif-
ferent kinds of convolutions of operator-valued distributions. It turns out that these
transforms can be described in terms of noncommutative functions defined on non-
commutative spaces, associated to operator-valued distributions. First, we intro-
duce some terminology and notations. If A ⊇ B is a unital inclusion of ∗-algebras
and EB : A → B is a conditional expectation, then EMn(B) = EB ⊗ 1n : Mn(A) →
Mn(B) is still a conditional expectation for any n ∈ N and any linear functional (in
particular any trace τ) on B extends to τ ⊗ trn : B ⊗Mn(C)→ C, where trn is the
canonical normalized trace on Mn(C). Note also that if X,Y ∈ A are free, boolean
independent, respectively c-free with respect to EB and φ : A → D for some algebra
D containing B, then so are X⊗ 1n and Y ⊗ 1n with respect to EMn(B) and φ⊗ 1n.
We recall that a ∈ A is called selfadjoint if a = a∗. Any element a ∈ A
in a ∗-algebra can be written uniquely a = ℜa + iℑa, where ℜa = (a + a∗)/2,
ℑa = (a − a∗)/(2i) are selfadjoint. For any given ∗-algebra A on which a notion
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of positivity coherent with the star operation has been defined, we shall denote the
upper half-plane of A by
H
+(A) = {a ∈ A : ℑa > 0},
and H−(A) = −H+(A). (Thus, H+(Anc) =
∐∞
n=1H
+(Mn(A)); see also [27].) We
note that a ∈ H+(A) =⇒ a∗ ∈ H−(A).
A useful generalization, noted by Voiculescu, of the fact that the operation
of taking inverse changes the imaginary part of a complex number from positive
to negative and vice-versa is the following implication, which holds in any unital
∗-algebra in which analytic functional calculus is available:
(3) a ∈ H+(A) =⇒ a−1 ∈ H−(A).
(Note that the invertibility of a is part of the statement.) Indeed, by writing
u = ℜa, v = ℑa, and a = u+ iv, we have
a = u+ iv = u+ i(
√
v)2 =
√
v[(
√
v)−1u(
√
v)−1 + i]
√
v.
The ability to take square root is guaranteed by the analytic functional calculus
and the fact that v > ε1A for some ε > 0. As (
√
v)−1u(
√
v)−1 is selfadjoint, it is
clear that i does not belong to its spectrum, so (
√
v)−1u(
√
v)−1 + i is invertible in
A. Invertibility of √v, again guaranteed by its strict positivity and the existence
of analytic functional calculus, implies that a is itself invertible in A. Now writing
its inverse gives
a−1 =
(√
v[(
√
v)−1u(
√
v)−1 + i]
√
v
)−1
= (
√
v)−1[(
√
v)−1u(
√
v)−1 + i]−1(
√
v)−1
= (
√
v)−1
[
[(
√
v)−1u(
√
v)−1]2 + 1
]−1
[(
√
v)−1u(
√
v)−1 − i](√v)−1
= (
√
v)−1
[
[(
√
v)−1u(
√
v)−1]2 + 1
]−1
[(
√
v)−1u(
√
v)−1](
√
v)−1︸ ︷︷ ︸
=c
+i
{
−(√v)−1 [[(√v)−1u(√v)−1]2 + 1]−1 (√v)−1}︸ ︷︷ ︸
=d
.
Analytic functional calculus guarantees that c = c∗, d = d∗ and −d > 0. The
uniqueness of the expansion into real and imaginary part guarantees that c =
ℜ(a−1), d = ℑ(a−1), so our claim is proved.
We indicate next how an operator-valued distribution can be encoded by
noncommutative functions. Note that if µ ∈ ΣB:D, then (µ⊗ 1n) ∈ ΣMn(B):Mn(D).
Moreover, (see [10], [27]) for
b =

0 b1 0 . . . 0
0 0 b2 . . . 0
. . . . . . . . . . . . . . .
0 0 0 . . . bn
0 0 0 . . . 0
 ∈Mn+1(B)
we have that
(4) (µ⊗ 1n+1)
(
[X b]n) =

0 . . . 0 µ(X b1X b2 . . .X bn)
0 . . . 0 0
. . . . . . . . . . . .
0 . . . 0 0
 ,
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so µ is completely characterized by the sequence
{
(µ⊗ Idn)
(
[X · b]m)}
m,n
.
Using this observation, we shall indicate how all the information describ-
ing a distribution can be encapsulated in a fully matricial (or noncommutative)
function. For a given µ ∈ ΣB:D, we define its moment-generating series as the
non-commutative function of components
M (n)µ (b) =
∞∑
k=0
(µ⊗ 1n)([X · b]k) = 1n + (µ⊗ 1n)(X · b)
+(µ⊗ 1n)(X · b · X · b) + · · · .
As shown in [18], Mµ is always well-defined on Nilp(B). Moreover, from
Engel’s Theorem, a ∈ Nilp(Mn(B)) if and only if TaT−1 is strictly upper triangular
for some T ∈ GL(n), therefore T [Mµ(b) − 1]T−1 is also upper-triangular hence
Mµ(b)− 1 ∈ Nilp(D). As in [18], we used the symbol 1 for Idn on each component
fromMn(B). If µ ∈ Σ0B:D, thenMµ is also well-defined on a small non-commutative
ball from Bnc which is mapped in a non-commutative ball from Dnc.
For ν ∈ ΣB and µ ∈ ΣB:D we define their R-, respectively B-transforms
via the functional equations
Mν(b)− 1 = Rν (b ·Mν(b))(5)
Mµ(b)− 1 = Bµ(b) ·Mµ(b)(6)
In [18] is is shown that the R- and B-transforms are non-commutative functions
well-defined on Nilp(B). If ν ∈ Σ0B, respectively µ ∈ Σ0B:D, then Rν and Bµ are also
well-defined in some non-commutative balls from Bnc.
The main reason for which we have introduced the R and B-transforms is
their linearizing property: we have
(7) Rµ⊞ν(b) = Rµ(b) +Rν(b), µ, ν ∈ ΣB,
(8) Bµ⊎ν(b) = Bµ(b) +Bν(b), µ, ν ∈ ΣB:D.
The first result is due to Voiculescu [25], and the second to Popa [16].
We warn the reader that the other version of the R-transform, defined
below, namely the original one of Voiculescu, as well as the one used by Dykema
(that we will call here R), is related to this version by a simple multiplication to
the right with the variable b: Rµ(b) = Rµ(b)b.
Depending on the functional context, sometimes it is convenient to use
slight variations of these transforms, which benefit of similar properties. We start
with the most straightforward: following [15], we introduce the shifted moment
generating function Hµ of µ ∈ ΣB:D as the non-commutative function of components
H
(n)
µ (b) = b ·M (n)µ (b).
When there is no risk of confusion, we will denote H
(1)
µ also by Hµ.
For a better understanding of the way noncommutative functions gener-
alize the classical functions associated to probability distributions, it will be conve-
nient to express the transform Hµ in terms of the generalized resolvent or operator-
valued Cauchy transform. Several properties of scalar-valued Cauchy transforms
(easily proved, but available also in [1, Chapter III]) are preserved when we pass to
the operator-valued context. We shall express the operator-valued Cauchy trans-
form first in terms of random variables. Suppose that B ⊂ A, B ⊂ D are inclusions
8 S. T. BELINSCHI, M. POPA, AND V. VINNIKOV
of unital C∗-algebras and φ : A → D is a completely positive B-bimodule map. For
any fixed X = X∗ ∈ A we let GX = (G(n)X )n,
G
(n)
X : H
+(Mn(B))→ H−(Mn(D)),
G
(n)
X (b) = φn[(b−X ⊗ Idn)−1],
where φn is the extension of φ from Mn(A) to Mn(D). For n = 1 we shall denote
G
(1)
X (b) simply by GX(b). Let us first remark that this expression makes sense:
indeed, since ℑb > 0 and X = X∗, it follows that ℑ(b−X ⊗ Idn) > 0, so, as noted
in (3), b−X ⊗ Idn is invertible in A and its inverse has strictly negative imaginary
part. Since φ is completely positive, it follows in addition that G
(n)
X takes values in
the lower matricial half-plane.
We observe that, whenever ‖b−1‖ < 1/‖X‖, we can writeGX(b) =
∑∞
n=0 b
−1φ[(Xb−1)n]
as a convergent series. Thus, it follows easily that for µ ∈ Σ0B:D we shall write
G(n)µ (b) =
∞∑
n=0
(µ⊗ Idn)(b−1(X · b−1)n) = (µ⊗ Idn)[(b−X )−1];
(of course, these equalities require that we consider an extension of µ to B〈〈X〉〉,
the algebra of formal power series generated freely by B and the selfadjoint symbol
X ). This also indicates a very important equality, namely, for µ ∈ Σ0B:D
(9) Gµ(b−1) = Hµ(b), b ∈ H+(Mn(B)).
Moreover, Gµ(b∗) = [Gµ(b)]∗ extends Gµ to the lower half-planes, analytically
through points b with inverse of small norm.
It has been shown by Voiculescu [27] that H(Bnc) =
∐∞
n=1H
+(Mn(B))
and GX with the structures defined above are fully matricial sets and functions. It
is easy to observe that the same is true for FX , the reciprocals of GX , namely
FX(b) = [GX(b)]
−1, F
(n)
X (b) = [G
(n)
X (b)]
−1.
Remark 2.5. When X is a B-valued selfadjoint random variable, the transform
F has many properties in common with its scalar-valued analogue. First of all, it
follows straightforwardly from the similar property of G that F (n)X necessarily maps
H+(Mn(B)) into itself. Moreover, under the condition that B has a rich enough
collection of positive linear functionals (for example if it is a C∗-algebra) we always
have ℑF (n)X (b) ≥ ℑb for all b ∈ H+(Mn(B)). Indeed, for n = 1, for any fixed positive
linear functional f on B, let us define FX,f (z) = f(FX(ℜb + zℑb)). Clearly, since
ℑb > 0, we have that FX,f : H+(C)→ H+(C). In addition,
lim
y→+∞
FX,f (iy)
iy
= lim
y→+∞
f
[ ∞∑
n=0
(ℑb)−1φ
[
1
(iy)n
((X −ℜb)(ℑb)−1)n
]]−1
= f (ℑb) > 0.
Thus [1, Chapter III] there exists a positive compactly supported Borel measure ρ
on the real line of mass 1/f ((ℑb)) so that FX,f (z) = 1Gρ(z) =
[∫
R
1
z−t dρ(t)
]−1
for
all z in the upper half-plane. The Nevanlinna representation of FX,f implies that
ℑFX,f (z) ≥ f (ℑb)ℑz for all z ∈ H+(C), and so, since this holds for all positive
linear functionals f on B, ℑFX(b) ≥ ℑb for all b ∈ H+(B). Moreover, we note that
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if equality holds for a given b0, then X − ℜb0 must be a multiple of the identity of
B. The argument for a general component F (n)X is analogous.
We would like also to mention the connection between F and B:
(10) 1−Fµ(b−1)b = Bµ(b), b−1 ∈ H+(Bnc).
For classical measures it is known that weak convergence to a finite mea-
sure is equivalent to uniform convergence on compact sets for the Cauchy transforms
to the Cauchy transform of the limit, and, if all measures involved are compactly
supported, these two statements are equivalent to the convergence of moments (we
say σn → σ in moments if
∫
tjdσn(t) converges to
∫
tjdσ(t) for any j ∈ N.) We
shall provide below two versions of this result for operator-valued distributions.
First, let us define convergence in moments for an operator-valued distri-
bution.
Definition 2.6. Given a sequence of distributions µn ∈ ΣB:D, we say that
(a) µn converges to µ ∈ ΣB:D pointwise in moments if for any ϕ ∈ D∗ we have
lim
n→∞
µn(X b1X b2 · · · bjX ) = µ(X b1X b2 · · · bjX ),
for all b1, . . . , bj ∈ B;
(b) µn norm-converges to µ ∈ ΣB:D in moments if
lim
n→∞
sup
‖bk‖=1,1≤k≤j
‖µn(X b1X b2 · · · X bjX )− µ(X b1X b2 · · · X bjX )‖ = 0,
for all j ∈ N.
Remark first that for finite dimensional algebra B the two notions are
equivalent. Also, remark that condition [(b)] is equivalent to
(b′) lim
n→∞
Mµn(b) =Mµ(b), for all b ∈ Nilp(B).
In this paper we will mainly be interested in norm-convergence of moments.
We note next the following simple remark:
Remark 2.7. Assume that B ⊆ D is a unital inclusion of von Neumann algebras
and {µn}n∈N is sequence from Σ0B:D Then µn converges pointwise in moments to
µ ∈ Σ0B:D if and only if Gµn converges pointwise to Gµ on H+(Bnc).
Proof. First, let us assume that µn converges to µ pointwise in moments. It suffices
to prove that for any state ϕ on Mm(D) we have that
lim
n−→∞
ϕ
(
G(m)µn (b)
)
= ϕ
(
G(m)µ (b)
)
.
Let ϕ as above and b ∈ H+(Mm(B)). The function H+(C) ∋ z 7→ ϕ
(
G
(m)
µn (ℜb +
zℑb)) is the Cauchy transform of some positive real measure σn,ϕ,b. Indeed,
ϕ(G(m)µn (ℜb+ zℑb)) = ϕ((µn ⊗ 1m)
[
(ℜb + zℑb−X )−1]),
and since ϕ, µn ⊗ 1m,ℑb and ℑz are all positive, it follows that ℑϕ(G(m)µn (ℜb +
zℑb)) < 0. Moreover,
lim
z→∞
z(µn ⊗ 1m)
[
(ℜb+ zℑb−X )−1] =
lim
z→∞
∞∑
j=0
(ℑb)−1(µn ⊗ 1m)
[
((ℜb −X )(ℑb)−1)j
zj
]
(11)
= (ℑb)−1
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(the limit is in the norm topology of Mm(D); these expressions make sense for |z|
large enough because of the exponential growth condition) Hence applying ϕ and
using that ℑb > 0 gives the result. Thus, according to [1], Chapter III, we have
that
ϕ(G(m)µn (ℜb+ zℑb)) =
∫
R
(z − t)−1 dσn,ϕ,b(t),
with σn,ϕ,b(R) = ϕ((ℑb)−1). We observe in addition that∫
R
tj dσn,ϕ,b(t) = ϕ
(
(µn ⊗ 1m)
[
(ℑb)−1((ℜb −X )(ℑb)−1)j]) ,
so by our hypothesis and the continuity of the multiplication with the constant
(ℑb)−1 we obtain that the moments of σn,ϕ,b(t) converge. Normality of the family
{ϕ(G(m)µn (ℜb + zℑb))}n guarantees that a weak limit of this sequence of measures
exists, and the limit has the prescribed moments. We conclude that ϕ(G
(m)
µn (ℜb +
zℑb)) converges to ϕ(G(m)µ (ℜb + zℑb)) uniformly on compacts of H+(C) for any
fixed b ∈ H+(Mm(B)).
Assume next that limn→∞G
(m)
µn (b)) = G
(m)
µ (b)) for any m and any b ∈
H
+(Mm(B)). We define again σn,ϕ,b as above and observe that ϕ(G(m)µn (ℜb +
zℑb)) is the Cauchy transform of this measure and it converges uniformly on
compacts of the complex upper half-plane to the Cauchy transform of a limit
measure σϕ,b. By applying ϕ to equation (11) we obtain that σϕ,b has moments
ϕ
(
(µ⊗ 1m)
[
(ℑb)−1((ℜb −X )(ℑb)−1)j]), so that
lim
n→∞
ϕ
(
(ℑb)−1(µn ⊗ 1m)
[
(ℜb−X )(ℑb)−1(ℜb −X ) · · · (ℜb−X )] (ℑb)−1) =
ϕ
(
(ℑb)−1(µ⊗ 1m)
[
(ℜb−X )(ℑb)−1(ℜb−X ) · · · (ℜb −X )] (ℑb)−1) ,
from which we obtain pointwise convergence for all symmetric moments of the fully
matricial extensions of µn to µ, hence for all moments of µn and µ. 
Definition 2.8. A sequence {µn}n from Σ0B:D is said to be uniformly bounded (by
M) if there exists some constant M > 0 such that for all n, p and all b1, . . . , bp ∈ B
we have that
‖µn(X · b1 · X · · · bp · X )‖ < Mp+1‖b1‖ · · · ‖bp‖.
Note that, according to [18], Proposition 1.2, the above condition holds
true (with the same M) for µn ⊗ 1m and b1, . . . , bp ∈Mm(B).
For the next Proposition we shall find useful the following (purely Banach
space) results, which can be found in the first chapters of [9](Theorems 1.5 and
1.6). Let E and E1 be complex Banach spaces, D ⊂ E and D1 ⊂ E1 be bounded
domains. Following [9], we denote by Hol(D,D1) the set of holomorphic mappings
from D into D1, that is, functions f for which f(a+ h) =
∑∞
n=0 f
(n
a (h, . . . , h) on a
neighborhood of a, for any a in D; where
f (na (h1, . . . , hn) =
1
n!
∂n
∂t1 · · · ∂tn f(a+ t1h1 + · · ·+ tnhn)
is a continuous n-linear map from En to E1. We shall also denote B ⊂⊂ D if B is
a subset of D with the additional property that the norm distance from B to ∂D
is strictly positive.
Theorem 2.9. Let (fj)j∈J be a net in Hol(D,D1) and f ∈ Hol(D,D1), and B ⊂⊂
D be a ball centered at a ∈ D. The following statements are equivalent:
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(1) The net (fj)j∈J is uniformly convergent to f on B;
(2) For all k ∈ N we have limj∈J ‖f (kj,a − f (ka ‖ = 0.
Theorem 2.10. Let (fj)j∈J be a net in Hol(D,D1). For any two balls B1, B2 ⊂⊂
D the following statements are equivalent:
(1) fj → f relative to ‖ · ‖B1 ;
(2) fj → f relative to ‖ · ‖B2 .
where ‖f‖B = supx∈B ‖f(x)‖.
We would like to emphasize that in Remark 2.7 we do NOT require that
the sequence {µn} is uniformly bounded. However, in order to be able to prove the
similar result for norm-convergence of moments in the most general C∗-algebraic
context, we will have to require that.
Proposition 2.11. Assume B ⊆ D is a unital inclusion of C∗-algebras and that
the sequence {µn}n∈N ⊂ Σ0B:D is uniformly bounded. The following statements are
equivalent:
(1) {µn}n∈N norm-converges in moments to some µ ∈ Σ0B:D;
(2) for all positive integers m, G
(m)
µn converges uniformly to G
(m)
µ on balls in
H+(Mm(B)) which lay at positive distance from ∂H+(Mm(B)).
Proof. Let us denote by M a common bound for {µn}n and µ as in Definition 2.8.
For (2)⇒(1), note first that for all m, H(m)µ is well-defined in B 1
2M
(0), the
ball of center zero and radius 12M fromMm(B). Moreover, H
(m)
µ ∈ Hol(B 1
2M
(0),Mm(D))
and
(12) H
(m)(k
µ,0 (h1, . . . , hk) =
1
k!
∑
σ∈Sk
(µ⊗ 1m)
(
hσ(1)Xhσ(2) · · · Xhσ(k)
)
where Sk denotes the symmetric group with k elements.
Fix now b ∈ H−(Mm(B)) with ‖b‖ < 12M . Then there exist some small
R > 0 such that BR(b
−1) ⊂⊂ H+(Mm(B)). Since Gµ(h−1) = Hµ(h), it follows
that there exists some r > 0 such that Br(b) ⊂⊂ B 1
2M
(0) and {Hµn}n converges
uniformly to Hµ on Br(b). Applying Theorem 2.10, we have that {Hµn}n converges
uniformly to Hµ on B 1
4M
(0), hence
‖H(m),(kµn,0 − H
(m),(k
µ,0 ‖ −→ 0
as k-linear maps from Mm(cB)
k to Mm(D). But (12) gives
H
(m),(k
µ,0 (h, . . . , h) = (µ⊗ 1m) (hXh · · · Xh)
and, since m is arbitrary, equation (4) allows us to conclude.
For (1)⇒(2), we will use the result from [18], Proposition 1.2 namely that
if µ ∈ Σ0B:D then there exist a C∗-algebra A containing B, some selfadjoint X ∈ A
and a unital completely positive B-bimodule map φ : A −→ D such that for all
noncommutative polynomials f with coefficients in B we have that µ(f(X )) =
φ(f(X)).
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Fix now b0 ∈ H+(Mm(B)). Since ℑ(X − b0) = −ℑ(b0) < 0, we have that
X − b0 is invertible in Mm(A) and
‖(X − b0)−1‖ = ‖(iℑb0 + ℜb0 −X)−1‖(13)
= ‖(ℑb0)−1/2(i+ (ℑb0)−1/2(ℜb0 −X)(ℑb0)−1/2)−1(ℑb0)−1/2‖
≤ ‖(ℑb0)−1‖‖(i+ (ℑb0)−1/2(ℜb0 −X)(ℑb0)−1/2)−1‖
≤ ‖(ℑb0)−1‖.
(We have used here the fact that Mm(B) is a C∗-algebra, the fact that ℑb0 is
selfadjoint, as well as the fact that i + (ℑb0)−1/2(ℜb0 − X)(ℑb0)−1/2 is normal,
so that one can apply continuous functional calculus to it.) Note that the above
majorization is independent of X .
Also, for ‖h‖ < 1
‖ℑb0−1‖
, we have
(b0 + h−X)−1 = [h+ (b0 −X)]−1
= (X − b0)−1[h(X − b0)−1 − 1m]−1
= (b0 −X)−1
∞∑
n=0
[
h(X − b0)−1
]n
.
Since φ is unital and completely positive, we have that ‖φ‖cb = ‖φ(1)‖ =
1, hence we can apply φ to the power series development of (b0 + h − X)−1. It
follows that
G(m)µ (b0 + h) = φm
(
(b0 + h−X)−1
)
=
∞∑
n=0
φm
(
(b0 −X)−1[h(X − b0)−1]n
)
,
hence
‖Gµ(b)‖ = ‖φ[(b−X)−1]‖
≤
∞∑
n=0
∥∥∥φ [(X − b0)−1 [(b− b0)(X − b0)−1]n]∥∥∥
≤
∞∑
n=0
‖φ‖cb‖(X − b0)−1‖n+1‖b− b0‖n
≤ ‖(ℑb0)
−1‖
1− ‖(ℑb0)−1‖‖b− b0‖ .
Also,
G
(m),(k
µ,b0
=
1
k!
∑
σ∈Sk
φm
(
(b0 −X)−1hσ(1)(X − b0)−1hσ(2) · · ·hσ(k)(X − b0)−1
)
By the above, it is easy to observe that each of these k-linear functionals is bounded
in norm by (k + 1)!(‖(ℑb)−1‖k + ‖(ℑb)−1‖k‖ℜb‖).
To simplify the notations, we will prove (2) for m = 1; for an arbitrary m
all the computations are similar, using the matricial extensions of µ and {µn}n.
We shall prove that there exists a point, namely Q = (1 + 2M)i, around
which there exists a ball of radius 1/2 on which Gµn converges to Gµ uniformly
in norm. Then we shall use Theorem 2.10 to argue that this implies uniform
convergence on any ball B ⊂⊂ H+(B) - the result will be proved by using Theorem
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2.9. Indeed, let us start by observing that Theorems 2.10 and 2.9 indeed apply to
our functions whenever we restrict them to H+(B) + ic for any c > 0. For a fixed
pozitive integer k we have that
µ
[
(Q−X )−1h1(Q−X )−1 · · ·hk(Q −X )−1
]
=
1
Qk+1
µ
[(
1− X
Q
)−1
h1
(
1− X
Q
)−1
· · ·hk
(
1− X
Q
)−1]
=
1
Qk+1
µ
 ∞∑
m1,...,mk+1=0
Xm1
Qm1
h1
Xm2
Qm2
· · ·hkX
mk+1
Qmk+1

=
1
Qk+1
µ
 ∞∑
m1,...,mk+1=0
1
Qm1+m2+···+mk+1
Xm1h1Xm2 · · ·hkXmk+1

= µ
 ∞∑
q=0
1
Qk+1+q
∑
m1+···+mk+1=q
Xm1h1Xm2 · · ·hkXmk+1

=
∞∑
q=0
1
Qk+1+q
∑
m1+···+mk+1=q
µ [Xm1h1Xm2 · · ·hkXmk+1 ] .
We note that the majorization
‖µ [Xm1h1Xm2 · · ·hkXmk+1 ] ‖ ≤ Mm1+m2+···+mk+1‖h1‖ · · · ‖hk‖
= M q‖h1‖ · · · ‖hk‖
guarantees that the last sum above is majorized in norm by M q(q + k)k; since
|Q| = 1 + 2M, the convergence of this expression is not a problem. Note that all
the above estimates hold true also for {µn}n. We claim that
lim
n→∞
∥∥µn [(Q−X )−1h1(Q−X )−1 · · ·hk(Q −X )−1]
−µ [(Q−X )−1h1(Q −X )−1 · · ·hk(Q−X )−1]∥∥ = 0.
Indeed, let ε > 0 be fixed. By the choice of Q (and the norm convergence of the
last series from above) it follows that there exists a positive integer q(ε,Q) not
depending on n, so that∥∥∥∥∥∥
∞∑
q=r
1
|Q|k+1+q
∑
m1+···+mk+1=q
µn [Xm1h1Xm2 · · ·hkXmk+1 ]
∥∥∥∥∥∥ < ε8‖h1‖ · · · ‖hk‖
for any r ≥ q(ε,Q). Fix r = 2+ q(ε,Q), and observe that by the norm-convergence
of the moments of µn to the moments of µ, we can find Nε ∈ N so that for any
n ≥ Nε we have that whenever ‖h1‖, . . . , ‖hk‖ ≤ 1.
r∑
q=0
∑
m1+···+mk+1=q
‖µn [Xm1h1Xm2 · · ·hkXmk+1 ]− µ [Xm1h1Xm2 · · ·hkXmk+1 ]‖ < ε
2
This proves that limn→∞ ‖G(kµn(Q) − G(kµ (Q)‖ = 0, as k-linear operators
from B to D. Since k is arbitrary, the second condition of Theorem 2.9 is satisfied,
so Gµn converges locally uniformly in the norm topology of D to Gµ, as claimed.

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The last two results have established the connection between transforms
and distributions in the most general case that we will consider.
Remark 2.12.
(a) Due to the relevance of this particular case, we emphasize again that if B,D
are finite dimensional, then the sequence {µn}n∈N from Proposition 2.11 needs not
be uniformly bounded. Indeed, generally local compactness of finite dimensional
spaces makes proofs considerably simpler. Unfortunately, infinite dimensional Ba-
nach spaces are not locally compact in the norm topology, so in particular closed
balls are not compact. However, some properties of analytic maps on finite di-
mensional spaces remain true, including the continuity of composition operation [9,
Theorem 1.10].
(b) Using Theorem 2.10 and [9, Theorem 1.10], we can replace the Cauchy transform
G in Proposition 2.11 with any of the transforms F , B, M , H, or, if B = D, R.
(c) Not the same thing can be said about the lemma preceding it; in that case, in the
most general context G can only be replaced by H or M . However, there are many
special cases in which G can be replaced by F or R.
We introduce a few other new transforms and modifications of the trans-
forms already introduced which will be of use to us. We recall the R-transform,
which can be expressed as Rµ(b) = G−1µ (b)−b−1 for b invertible and of small norm,
and which linearizes free additive convolution. (We use the convention that the −1
as exponent on the letter which denotes a function means compositional inverse,
while a −1 exponent on the function evaluated in a point means the multiplica-
tive inverse of the value of the function in that point: thus, f(b)f(b)−1 = 1, while
f(f−1(b)) = b.) From it we shall define the Voiculescu transform ϕµ of µ simply
as ϕµ(b) = Rµ(b−1). This function is easily seen to be defined on an open set in B
and Fµ(ϕµ(b) + b) = b, so ℑϕµ(b) ≤ 0 whenever ℑb > 0. Obviously, the Voiculescu
transform also satisfies
ϕµ(b) + ϕν(b) = ϕµ⊞ν(b).
Finally, denoting hµ(b) = Fµ(b) − b, b ∈ H+(Bnc), we re-write (8) using
(10):
(14) hµ⊎ν(b) = hµ(b) + hν(b) b ∈ H+(Bnc).
We shall deal next with linearizing transforms for conditionally free convo-
lutions. Distributions (µ, ν) ∈ ΣB:D ×ΣB can be associated a linearizing transform
for c-free convolution, the cR-transform. It is defined by the functional equation
(15) [Mµ(b)− 1] ·Mν(b) = Mµ(b) · cRµ,ν(bMν(b)).
(We remind the reader that the second coordinate is linearized by the R-transform.)
Note that when B = D and EB = θ in Definition 2.4 we obtain µ = ν,
so c-free convolution simply coincides with free convolution for both coordinates.
In addition, if ν is the distribution of the zero random variable (corresponding to
Mν(b) = 1), then we obtain Mµ(b)−1 = Mµ(b)cRµ,ν(b), which is equivalent to the
definition of the B-transform. Thus, conditionally free convolution can be viewed
as interpolating between free and Boolean convolution, as in the scalar case [8].
We will often work in terms of selfadjoint random variables, and not ele-
ments in ΣB:D or Σ
0
B:D; of course, the two approaches are fully equivalent.
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2.3. Voiculescu’s subordination result and c-freeness. Next, we come to the
problem of subordination (the reason why we chose in one of the above definitions to
write conditional expectation from A to B as EB instead of ϕ). Generally we denote
by EV the conditional expectation from the “large” algebra onto the subalgebra V .
Voiculescu shows in [26, Theorem 3.8] that
Theorem 2.13. Assume that the selfadjoint operator valued random variables
X and Y are free with amalgamation over B. Then there exists a unique map
ω(n) : H+(Mn(B))→ H+(Mn(B)) so that
(16) EMn(B〈X〉)[(b− (X + Y )⊗ 1n)−1] = [ω(n)(b)−X ⊗ 1n]−1, b ∈ H+(Mn(B)).
In particular, G
(n)
X+Y (b) = G
(n)
X (ω
(n)(b)) for all n ∈ N, b ∈ H+(Mn(B)). In addition,
ω = (ω(n))n is a non-commutative function and ℑω(b) ≥ ℑb for all b ∈ H+(Bnc).
Now let us look at the subordination problem from two different perspec-
tives. First, pick A,B,D, θ, EB as in Definition 2.4. Let X,Y be selfadjoint and
c-free in A over the pair of algebras B,D. We call their (pair) distributions (µX , νX)
and (µY , νY ). We shall re-express the c-free convolution of those two in terms of
the subordination functions for the second coordinates. We note first that relation
(15) holds for b of small enough norm. Next, recall that if we require in addition
that b is also invertible, then Mµ(b) = b
−1Gµ(b−1). This holds in general, for distri-
butions µ ∈ ΣB:D. In such a case, G(n)µX (b) = (θ⊗ 1n)[(b−X)−1] for b with positive
imaginary part, or with norm of its inverse small enough. Now we rewrite (15) in
terms of G:
(b−1Gµ(b−1)− 1)b−1Gν(b−1) = b−1Gµ(b−1)cRµ,ν(Gν(b−1)).
Replace b−1 by b:
(b · Gµ(b)− 1) · b · Gν(b) = b · Gµ(b)cRµ,ν(Gν(b)).
Observe that here we can simplify a b to get
Gµ(b) · b · Gν(b)− Gν(b) = Gµ(b)cRµ,ν(Gν(b)).
Now take (µ, ν) = (µX , νX), denote by ω1 the subordination function with respect
to X for the second coordinate (so that EB〈X〉[(b − X − Y )−1] = [ω1(b) − X ]−1)
and replace b by ω1(b). Since ℑω1(b) ≥ ℑb, the equation will hold provided (ℑb)−1
is sufficiently small. We get
GµX (ω1(b))ω1(b)GνX (ω1(b))− GνX (ω1(b)) = GµX (ω1(b))cRµX ,νX (GνX (ω1(b))).
Finally, we multiply to the left by FµX (ω1(b)):
ω1(b)GνX (ω1(b))−FµX (ω1(b))GνX (ω1(b)) = cRµX ,νX (GνX (ω1(b))).
Repeat the same process with X replaced by Y and ω1 by ω2 to get
ω2(b)GνY (ω2(b))−FµY (ω2(b))GνY (ω2(b)) = cRµY ,νY (GνY (ω2(b))).
Two remarks which are immediate: first, from Theorem 2.13, we have GνX (ω1(b)) =
GνY (ω2(b)) = GνX+Y (b). Second, cR linearizes c-free convolution. Thus, replacing
in the above relations and adding them gives us
cRµX+Y ,νX+Y (GνY +X (b)) =
[ω1(b)−FµX (ω1(b)) + ω2(b)−FµY (ω2(b))]GνX+Y (b)
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But this means (if we express cR properly) that
(b−FµX+Y (b))GνX+Y (b) =
[ω1(b)−FµX (ω1(b)) + ω2(b)−FµY (ω2(b))]GνX+Y (b)
Denoting h(b) = F(b)− b and simplifying the invertible GνX+Y (b) provides us with
the operator-valued analogue of [2, Corollary 4]:
(17) hµX+Y (b) = hµX (ω1(b)) + hµY (ω2(b)), b ∈ H+(B).
If there is one drawback to this formula it is that we cannot state that ℑFµ(b) ≥ ℑb,
as the target algebra for F is D (or, to be more precise, its upper half-plane.) Let
us also note that BµX (b
−1)b = b−FµX (b) = −hµX (b), so the above can be written
(however in a less pleasant form) in terms of B.
For our purposes (related to the infinite divisibility and the triangular
arrays of identically distributed rows), we note that the n times c-free convolution
is given as
(18) hµX1+···+Xn (b) = nhµX1 (ωn(b)),
where ωn is the subordination function with respect to n-fold free additive convo-
lution: GνX1+···+Xn (b) = GνX1 (ωn(b)).
In addition to this result, we would like to emphasize the connection of
c-free independence with Markovianity, as discussed by Voiculescu. Let us recall
that µX : B〈X〉 → D is given by µX(P (X )) = θ(P (X)) ∈ D. In particular, we can
look at Voiculescu’s subordination theorem and apply θ to its formula:
θ
(
EB〈X〉[(b − (X + Y ))−1]
)
= θ
(
[ω1(b)−X ]−1
)
, b ∈ H+(B)
Since ω1(b) ∈ H+(B), it is clear from the definition that θ
(
[ω1(b)−X ]−1
)
=
GµX (ω1(b)). In particular, if D happens to be any von Neumann algebra so that
B ⊂ D ⊂ B〈X〉 and θ itself is a conditional expectation, this simply indicates
that c-freeness is in fact a different expression of Markovianity, or, differently said,
c-freeness generalizes the Markov property for free algebras.
We conclude this section with a short remark: it follows from (17) with
µX = νX , µY = νY that hνX (ω1(b)) + hνY (ω2(b)) = hνX+Y (b), so
(19) FνX+Y (b) = ω1(b) + ω2(b)− b b ∈ H+(Bnc).
3. A Hincˇin type theorem for free additive convolution and the
restricted Boolean Bercovici-Pata bijection
We shall first prove a restricted version of the Boolean Bercovici-Pata
bijection, using methods inspired by [3]. There the bijection was conveniently
expressed in terms of the subordination function for the power two free additive
convolution. We shall obtain the same result here: it follows from the operator-
valued R-transform property (7), Theorem 2.13 and analytic continuation that
Proposition 3.1. For any B-valued distribution µ, we denote ω the subordination
function for µ⊞ µ. Then the following functional equations hold :
(20) ω(b) =
1
2
(b+ Fµ⊞µ(b)) =
1
2
(b+ Fµ(ω(b)),
(21) Fµ⊞µ(b) = Fµ
(
1
2
(b + Fµ⊞µ(b))
)
, b ∈ H+(B).
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Both these equations hold for the fully matricial extensions of the functions in-
volved.
We prove next a Hincˇin type theorem.
Theorem 3.2. Assume that {Xjk}j∈N,1≤k≤kj is a triangular array of random vari-
ables in (A, EB ,B) of elements free over B so that {Xjk : 1 ≤ k ≤ kj} have the same
distribution with respect to EB for each j ∈ N (i.e. rows are identically distributed).
Assume in addition that
lim sup
j→∞
‖Xj1 + · · ·+Xjkj‖ ≤M
for some M ≥ 0. If limj→∞Xj1 +Xj2 + · · ·+Xjkj exists in distribution as norm-
limit of moments in ΣB, then the limit distribution is freely infinitely divisible over
B.
Remark/Definition 3.3. We shall call a triangular array of identically distributed
rows satisfying limj→∞ kj =∞ and lim supj→∞ ‖Xj1 + · · ·+Xjkj‖ ≤M for some
M ≥ 0 infinitesimal. We shall call a triangular array of distributions infinitesimal
if they can be realized operatorially by an infinitesimal triangular array of random
variables. It should be noted that in scalar-valued probability, being infinitesimal
means that for any ǫ > 0, limj→∞
∫
χ[−ǫ,ǫ](t) dµXj1 (t) = 1; thus, we require a
stronger notion of infinitesimality for our theorem. It should be noted again, how-
ever, that when B is finitely dimensional, the above theorem remains true even when
the stronger requirement of infinitesimality is removed.
Proof. We first observe that, due to the fact that GX is a noncommutative function
and the upper half-plane an admissible noncommutative set, it is enough to consider
in our proof the functions GX . Denote µj the distribution of X1j, i.e. Gµj =
EB[(b −X1j)−1]. We shall use the subordination result:
Gµj (ωj(b)) = Gµ⊞kjj
(b), ωj(b) =
1
kj
b+
(
1− 1
kj
)
Fµj (ωj(b)), b ∈ H+(B).
we observe that ωj is in fact the reciprocal of the Cauchy transform of a positive
B-valued distribution; indeed, it is clear from (14) that ωj is indeed the reciprocal
of the Cauchy transform of (µ
⊞kj
j )
⊎1−k−1j . Using the characterization in terms of
R-transform of the free infinite divisibility of Popa and Vinnikov [18, Theorem 5.9],
as the operator-valued Voiculescu transform of this distribution is simply ϕ(w) =
(kj − 1)(w − Fµj (w)), w ∈ H+(B), it follows that (µ⊞kjj )⊎1−k
−1
j is freely infinitely
divisible.
Now our proof is complete: the subordination relation tells us that
limj→∞ ωj(b) = limj→∞ F
µ
⊞kj
j
(b) norm-uniformly on subsets D ⊂⊂ H+(B), so
limj→∞(µ
⊞kj
j )
⊎1−k−1j = limj→∞ µ
⊞kj
j . Since, as noted above, (µ
⊞kj
j )
⊎1−k−1j is freely
infinitely divisible and the set of freely infinitely divisible operator-valued distri-
butions is closed under taking norm-moment limits, by Proposition 2.11 we are
done. 
Theorem 3.4. Consider two infinitesimal triangular arrays {Xjk}j∈N,1≤k≤kj and
{Yjk}j∈N,1≤k≤kj in (A, EB,B) so that Xjk are all free with amalgamation over B,
Yjk are Boolean independent with amalgamation over B, and {Xjk : 1 ≤ k ≤
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kj} ∪ {Yjk : 1 ≤ k ≤ kj} have the same distribution with respect to EB for each
j ∈ N (i.e. rows are identically distributed). The following are equivalent:
(a) limj→∞Xj1 + Xj2 + · · · + Xjkj exists in distribution (as norm-limit con-
vergence of moments); we call the limit distribution µX ;
(b) limj→∞ Yj1 + Yj2 + · · ·+ Yjkj exists in distribution (as norm-limit conver-
gence of moments); we call the limit distribution µY .
Moreover, the correspondence between the two limiting distributions is given ana-
lytically by the fully matricial extension of the relation
(22) FµX (b) =
1
2
(b+ FµY (FµX (b))) b ∈ H+(B).
The correspondence µX ↔ µY is the Boolean Bercovici-Pata bijection. It
can be easily seen to be, as in the case of scalar-valued distributions, a morphism
between ⊞ and ⊎.
Proof. Let us assume that limj→∞Xj1+Xj2+· · ·+Xjkj exists. As seen in Theorem
3.2, µX is ⊞-infinitely divisible. In terms of the subordination function, this simply
corresponds to the limit described in the proof of the previous theorem.
On the other hand, if existing, FY (b)− b = limj→∞ kj(FYj1 (b)− b). Since
we know that each of kj(b − FYj1(b)) is itself a Voiculescu transform of a proba-
bility measure (namely of (µXj1+···+Xjkj+Xjkj+1)
⊎1− 1kj+1 = (µ
⊞kj+1
Xj1
)
⊎1− 1kj+1 ), it is
enough to show that the inverse of b+ kj(FYj1 (b)− b) with respect to composition
(which is ⊞-infinitely divisible), converges to FX uniformly on compacts. But this
inverse is simply ωj from the previous theorem’s proof. This completes the proof
of one implication.
The converse is simpler. The statement that Yj1+ · · ·+Yjkj tends to Y in
distribution as j →∞ is equivalent to limj→∞ kj(FYj1 (b)−b) = FY (b)−b uniformly
on compacts of H+(B). But then the expression of the Voiculescu transform of the
distribution associated with ωj is simply ϕj(w) = (kj−1)(w−FYj1 (w)), w ∈ H+(B).
Since convergence of Voiculescu transforms and convergence in distribution are
equivalent, it follows that the distribution associated to ωj converges weakly. Since,
as seen in the proof of the previous theorem, the distribution associated to ωj is
simply the (1 − k−1j )th Boolean power of the distribution of Xj1 + · · · + Xjkj , it
follows that Xj1 + · · ·+Xjkj also converges in distribution to the same limit. This
shows that limj→∞Xj1+ · · ·+Xjkj exists in distribution and its reciprocal Cauchy
transform’s formula is the one indicated in (22). 
As a by-product, we obtain the following corollary describing distributions
which are the second power with respect to free additive convolution.
Corollary 3.5. An operator-valued distribution µ is the nth power with respect to
free additive convolution of an operator-valued distribution if and only if µ⊎1−1/n
is freely infinitely divisible.
Proof. First implication has been noted in the proof of Theorem 3.2, where it is
noted that (ν⊞n)⊎1−1/n must be freely infinitely divisible. The converse follows from
[18]: if µ is freely infinitely divisible, then as µ⊎n/(n−1) satisfies Fµ⊎n/(n−1)(b) =
n
n−1Fµ(b) − 1n−1b, we can use the definition of ϕµ to conclude Fµ⊎n/(n−1)(b +
ϕµ(b)) = b − 1n−1ϕµ(b). Applying F−1µ⊎n/(n−1) and using again the definition of
ϕ gives ϕµ(b) = ϕµ⊎n/(n−1)(b − 1n−1ϕµ(b)) − 1n−1ϕµ(b). Simple arithmetic gives
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1
nϕµ⊎n/(n−1)(b − 1n−1ϕµ(b)) + b − 1n−1ϕµ(b) = b. All these relations are valid
whenever ℑb has an inverse which is small enough. Analytic continuation gives
F
(µ⊎n/(n−1))
1
n
(b) = b − 1n−1ϕµ(b). The description from [18] of freely infinitely
divisible distributions in terms of their R-transform together with the relation be-
tween Rµ and ϕµ guarantees that b− 1n−1ϕµ(b) is well-defined on all H+(Bnc) with
imaginary part at least ℑb. 
4. C-free Bercovici-Pata bijection
In this section we shall connect Boolean, free and conditionally free in-
finitely divisible distributions both via their Hincˇin-type description as limits of
triangular arrays and via explicit formulas linking their transforms. Our results
will generalize the results of the previous section, but we will also use those results
in our proofs.
In some of the statements and proofs made below, we will use the non-
commutative set of nilpotent elements of our C∗-algebras and noncommutative
functions defined on it; we are aware that there exist many C∗-algebras that have
no nilpotent elements except zero, however the fully matricial extensions of those
elements (as noted in Section 2) are very rich. As we did before, we sometimes
write the proofs using the first coordinate of our noncommutative maps and sets,
but we do this only for the relative simplicity of notation: the noncommutative
structure allows each proof to be re-written for any coordinate.
Lemma 4.1. Let {kn}n be an increasing sequence of positive integers and {µn}n
be a sequence of elements from ΣB:D. Then µ
⊎kn
n norm-converges in moments to
µ ∈ ΣB:D if and only if for all b ∈ Nilp(B)
(23) Bµ(b) = lim
n→∞
kn · [Mµn(b)− 1].
Proof. Since for all b ∈ Nilp(B) we have that Mµ(b) − 1 ∈ Nilp(D) as noted in
Section 2, it follows that Mµ(b) is invertible, so
Bν(b) = [Mν(b)− 1] ·Mν(b)−1
for any ν ∈ ΣB:D, hence the norm-convergence in moments of µ⊎knn is equivalent to
(24) lim
n→∞
knBµn(b) = Bµ(b). for all b ∈ Nilp(B)
Suppose first that (24) holds true. Then limn→∞Bµn(b) =
1
kn
Bµ(b) = 0,
but [1−Bµn(b)] ·Mµn(b) = 1, therefore limn→∞Mµn(b)−1 = 1, so
lim
n→∞
kn[Mµn(b)− 1] = lim
n→∞
kn[Mµn(b)− 1]Mµn(b)−1
= lim
n→∞
knBµn(b)
= Bµ(b).
For the converse, if (23) holds true, then we have limn→∞(Mµn(b)− 1) =
limn→∞
1
kn
Bµ(b) = 0, that is limn→∞Mµn(b)
−1 = 1, therefore
lim
n→∞
kn[Mµn(b)− 1] = lim
n→∞
kn[Mµn(b)− 1]Mµn(b)−1
= lim
n→∞
knBµn(b).

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The next lemma gives a similar characterization for the linearizing trans-
forms of c-free convolution.
Lemma 4.2. Let {kn}n be an increasing sequence of positive integers and (µ, ν) ∈
Σ0B:D ×Σ0B, respectively {(µn, νn)}n, be an infinitesimal sequence from ΣB:D ×ΣB.
Then the following are equivalent:
a. (µn, νn)
c kn norm-converges in moments to (µ, ν)
b. for all b ∈ Nilp(B) we have that
Rν(b) = lim
n−→∞
kn ·Mν(b)
cRµ,ν(b) = lim
n−→∞
kn · Mµ(b).
Proof. The implication“(b)⇒(a)” is a re-phrasing of Theorem 3.4 and the proof is
identical. We give it here for the convenience of the reader. Recall the equation
F−1ν (b) − b = ϕν(b), for b ∈ H+(B) with ‖b−1‖ small. The convergence for the
second coordinate comes to limn→∞ knϕνn(b) = ϕν(b). We shall (for now formally)
replace b by Fνn(b). This gives us
ϕν(Fνn(b)) = limn→∞
knϕνn(Fνn(b)) = limn→∞
kn(b − Fνn(b)) = limn→∞ knBνn(b
−1)b.
We note that indeed we are indeed allowed to make the substitution and take limits
by [9, Theorem 1.10], as Fνn(b) → b in norm, uniformly on closed balls inside any
proper region of the upper half-plane, by Remark 2.12. same argument works for
fully matricial extensions of the above maps. This together with the previous lemma
and the equivalence of convergence on Nilp and H+ proves the first statement.
The implication “(a)⇒(b)” is now direct, from the definition of cRµ,ν(b)
as given in (15):
(Mµ(b)− 1) ·Mν(b) = Mµ(b)cRµ,ν(bMν(b)).
We re-write this as kn · Bµn(b)b−1Hνn(b) = kn · cRµn,νn(Hνn(b)) and note again
that Hνn(b) converges uniformly to b. Using the previous lemma, the linearizing
property of cR and Remark 2.12, we conclude. 
As shown in [18] for each µ ∈ ΣB:D, there exist some selfadjoint γ ∈ B
and some linear map σ : B〈X〉 −→ D satisfying (1) such that
(25) Bµ(b) =
[
γ · 1+ σ˜ (b(1−X b)−1)] · b.
where σ˜ is the fully matricial extension of σ to B〈〈X〉〉 - the formal non-commutative
power series with coefficients in B.
Also, if (µ, ν) ∈ ΣB:D ×ΣB is c -infinitely divisible, then there exist some
selfadjoint γ0 ∈ B, γ1 ∈ D and some linear maps σ0 : B〈X〉 −→ B, σ1 : B〈X〉 −→
ΣB:D satisfying 1 such that
Rν(b) =
[
γ0 · 1+ σ˜0
(
b(1−X b)−1)] · b(26)
cRµ,ν(b) =
[
γ1 · 1+ σ˜1
(
b(1−X b)−1)] · b(27)
Moreover, if the moments of µ, ν do not grow faster than exponentially (that is
(µ, ν) ∈ Σ0B:D × Σ0B) then so do the moments of σ, σ0 and σ1 from above.
Definition 4.3. We define the bijection BP from ΣB:D × ΣB to the set of all
c -infinitely divisible elements of ΣB:D × ΣB as follows: if Bµ, respectively Bν
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are determined as above by the pairs (γ, σ) and (γ0, σ0), then BP(µ, ν) is the c -
infinitely divisible pair (µ′, ν′) such that cRµ′,ν′ and Rν′ are determined, as above,
by (γ, σ), respectively (γ0, σ0).
Remark 4.4. BP maps Σ0B:D × Σ0B onto the c -infinitely divisible elements of
Σ0B:D × Σ0B. Moreover, if (µ, ν) ∈ Σ0B:D × Σ0B and µ′ is the first coordinate of
BP(µ, ν), then
hµ′(b) = hµ(FBP(ν)(b))
FBP(ν)(b) =
1
2
(b+ Fν(FBP(ν)(b))), b ∈ H+(Bnc).(28)
Proof. The first assertion is an immediate consequence of Remark 5.5 from [18];
more precisely if the components of the R- and cR-transforms of ν and (µ, ν) do
not grow faster than exponentially, then so do the moments of ν and µ.
The second equation of the second assertion is simply equation (22); look-
ing at RBP(ν)(b) = γ0 · 1+ σ˜0
(
(b−1 −X )−1), ℑb < 0, we observe that ϕBP(ν)(b) =
RBP(ν)(b−1) = γ0 · 1 + σ˜0
(
(b−X )−1), ℑb > 0. We note that if ℑb−1 is small in
norm, then ℑσ˜0
(
(b−X )−1) is also small in norm; indeed, this has been noted in
the proof of Proposition 2.11. Thus, when ℑb−1 is small enough, b + ϕBP(ν)(b) ∈
H+(Bnc). Using the expression of ϕ in terms of F , by replacing b with b+ϕBP(ν)(b)
our equation is equivalent to
b =
1
2
(
b+ ϕBP(ν)(b) + Fν(b)
)
,
which is trivially equivalent to
γ0 · 1+ σ˜0
(
(b−X )−1) = −ϕBP(ν)(b)
= Fν(b)− b
= −Bν(b−1)b.
Analytic continuation concludes the proof of the second equation.
We note once again that this second equation together with Proposition
3.1 indicates that FBP(ν) is in fact simply the subordination function corresponding
to the free additive convolution of ν with itself: Fν(FBP(ν)(b)) = Fν⊞ν(b). For the
first equation let us simply rewrite the defining relation (15) for cR expressed in
terms of γ1 and σ˜1 as
−hµ′(b) = b− Fµ′(b) = γ1 · 1+ σ˜1
(
(FBP(ν)(b)−X )−1
)
, b ∈ H+(Bnc).
As in the definition of the Bercovici-Pata bijection Bµ is given by γ1 and σ˜1, this
is the claimed relation. 
We go now to the main result of this section.
Theorem 4.5. Let (µn, νn)n be an infinitesimal sequence from ΣB:D × ΣB and
{kn}n be an increasing sequence of positive integers. The following properties are
equivalent:
(1) (µn, νn)
⊎kn norm-converges in moments to some (µ, ν) ∈ Σ0B:D × Σ0B
(2) (µn, νn)
c kn norm-converges in moments in Σ0B:D × Σ0B
(3) (µn, νn)
c kn norm-converges in moments to BP(µ, ν) for some (µ, ν) ∈
Σ0B:D × Σ0B
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(4) There exist the pairs (γ, σ) and (γ0, σ0) determining Bµ and Bν as above
such that for all m amd all b1, . . . , bm ∈ B:
lim
n−→∞
(µn)(X ) = γ
lim
n−→∞
(νn)(X ) = γ0
lim
n−→∞
kn · µn(X b1X b2 · · · bmX ) = σ(b1X b2 · · · X bm)
lim
n−→∞
kn · νn(X b1X b2 · · · bmX ) = σ0(b1X b2 · · · X bm)
Proof. Note that, by Theorem 3.4 ν⊎knn converges if and only if ν
⊞kn
n converges.
The two limits will be called in this proof ν and ν⊞ respectively. We observe that
by the previous remark and Theorem 3.4, ν⊞ = BP(ν). As shown in subsection 2.3,
(µX1,n+···+Xkn,n , νX1,n+···+Xkn,n) = (µn, νn)
c kn can be expressed coordinatewise
in terms of transforms:
hµX1,n+···+Xkn,n
(b) = knhµX1,n (ωn(b)) (c-free)
ωn(b) =
1
kn
b+
(
1− 1kn
)
FνX1,n+···+Xkn,n
(b) = 1kn b+
(
1− 1kn
)
FνX1,n (ωn(b)) (free)
Recall from the proof of Theorem 3.4 that ωn = F
ν
⊎1−k
−1
n
X1,n+···+Xkn,n
and ν
⊎1−k−1n
X1,n+···+Xkn,n
converges to ν⊞.
(1) =⇒ (2): Assume first that (1) holds. Then, as seen above, ν⊞knn
converges to ν⊞. Since µ
⊎kn
n converges to µ, it was shown in Proposition 2.11 that
limn→∞ knhµX1,n (b) = hµ(b) uniformly on closed bounded subsets of the upper
half-plane which are at positive distance from ∂H+(B). Thus,
lim
n→∞
kn · hµX1,n (ωn(b)) = hµ(Fν⊞ (b)), b ∈ H+(B),
and the limit is uniform on closed bounded subsets of the upper half-plane, as shown
in [9, Theorem 1.10]. Same argument works for the fully matricial extensions, and
we conclude that (2) holds.
(2) =⇒ (1): Next, assume that (2) holds. This clearly means that in
relation (free) above we can take limits when n tends to infinity to obtain that
both ν
⊎1−k−1n
X1,n+···+Xkn,n
and νX1,n+···+Xkn,n converge to ν⊞. So ωn norm-converges
to Fν⊞. We recall that ωn has as right inverse with respect to composition the
function w 7→ knw + (1− kn)FνX1,n (w), and by Theorem 3.4 and Proposition 2.11
this function converges uniformly on closed bounded sets of the upper half-plane
H+(Bnc) to w − hν(w). So for ℑb sufficiently large in order for b− hν(b) to belong
to H+(Bnc) + i1,
lim
n→∞
kn · hµX1,n (b) = limn→∞ kn · hµX1,n (ωn(knb+ (1− kn)FνX1,n (b)))
= lim
n→∞
hµ(b − hν(b))
In the last equality we have used the assumption that kn · hµX1,n ◦ωn converges to
hµ uniformly on bounded closed sets of the upper half-plane and that the function
w 7→ knw + (1 − kn)FνX1,n (w) converges also uniformly to w 7→ w − hν(w). Since
we assumed b− hν(b) ∈ H+(Bnc) + i1, the equality follows. So we have proved (1)
must hold. This shows the equivalence between (1) and (2).
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The previous remark indicates that indeed the limit of (µn, νn)
c kn as n
tends to infinity, if existing, must be BP(µ, ν), thus establishing (2)⇔ (3).
Finally the equivalence of (4) to (1), (2) and (3) is a direct consequence
of Lemma 4.2, the equivalence between norm-convergence on Nilp and H+ for the
corresponding transforms, and the definition of the Bercovici-Pata bijection. 
Remark 4.6. We would like to come back once again to the issue of distributions
in ΣB:D, or even in a larger set. As shown by Bercovici and Voiculescu [5], one can
define free convolutions of probability measures with unbounded support, even when
they have no moments whatsoever. In the same paper, they provide an operatorial
representation, by showing that if A1,A2 are free in (A, ϕ), and Xj = X∗j are un-
bounded operators affiliated with Aj and having distributions µXj , j = 1, 2, then
X1+X2 is a selfadjoint unbounded operator affiliated to A and µX1+X2 = µX1⊞µX2 .
In the case of operator-valued distributions, to our best knowledge such a result does
not exist as of now. However, it is very easy to observe that if (A, EB ,B) is an
op-valued noncommutative probability space and X = X∗ is affiliated to A, then
(b−X)−1 ∈ A for any b ∈ H+(B) (one only needs to use analytic functional calcu-
lus), so EB[(b−X)−1] is well-defined. However, except when B is finite dimensional
and A is a finite von Neumann algebra, we do not know whether any of the results
of Voiculescu and Speicher (existence and good behavior of R-transform, subordi-
nation etc) remains valid. When B is finite dimensional, one can make certain
generalizations (for example one can talk of convergence of distributions in Σ0B to
a distribution in ΣB, or even one without moments - provided we define it appro-
priately - and even obtain Theorem 3.2 for such a limit when the infinitesimality of
an array is defined as convergence of GXij to b 7→ b−1). However, we repeat that
our purpose in this paper was to provide results in maximum generality in terms of
B. We shall postpone a detailed discussion of finite dimensional scalar algebras to
future papers.
5. The homomorphism property of the Bercovici-Pata bijection
In this section, we restrict ourselves to the scalar case, i.e. we consider
B = D = C and in Definition 2.4 EB, θ to be a pair of states φ, ψ . Also, we will
use the complex analytic R-, cR- and B-transforms1, not their non-commutative
versions.
For two pairs of distributions (φX , ψX) and (φY , ψY ) given as in Definition
2.1 by the c-free random variables X and Y , we shall denote ψX ⊠ψY for φXY and
(φX , ψX)⊠c (φY , ψY ) for (φXY , ψXY ).
In terms of transforms, if
Tν(z) =
z
R−1(z)
, cTµ,ν(z) =
1
R−1ν (z)
cRµ,ν(R
−1
ν (z))
it has been shown (see [24], respectively [19]) that
Tµ⊠ν(z) = Tµ(z)Tν(z)
cT(µ1,ν1)⊠c(µ2,ν2)(z) =
cT(µ1,ν1)(z) · cT(µ2,ν2)(z).
1The reader is warned that in scalar probability, the transform B is denoted by η, unlike
in operator-valued probability; we have chosen not to change the notation because we use the
operator-valued definitions and results already introduced.
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(Recall the convention that f−1(z) denotes the compositional inverse of f evaluated
in z, while f(z)−1 means 1f(z) .) All these relations hold on a neighborhood of zero.
It has been shown by Belinschi and Nica [3] that the Boolean Bercovici-
Pata bijection is a homomorphism with respect to free multiplicative convolution,
meaning that
BP(µ⊠ ν) = BP(µ)⊠ BP(ν).
The purpose of this section is to generalize this result to multiplicative c-free con-
volution. The main tool in [3] was the observation that SBP(µ)(z) = Sµ
(
z
1−z
)
.
This observation turns out to be true also for the T -transform:
Lemma 5.1. For any compactly supported pair of distributions (µ, ν) so that∫
t dν(t) 6= 0, we have
cTBP(µ,ν)(z) =
cT(µ,ν)
(
z
1− z
)
,
for z in a neighborhood of zero.
Proof. To simplify the notations, if σ is a compactly supported real measure, we
will write
Mσ(z) =
∫
tz
1− tz dσ(z) =Mσ(z)− 1.
Using equation (15) as re-written in the proof of Lemma 4.2, we obtain
that 1zBµ(z) =
cR(µ,ν)(z+zMν(z))
z+zMν(z)
. Recall the defining relation for Rν as Mν(z) =
Rν(z + zMν(z)); inverting Rν to the left gives R−1ν (Mν(z)) = z + zMν(z), and
inverting now Mν to the right yields
R−1ν (z) =M−1ν (z)(1 + z),
again for z in a neighborhood of zero. We compose to the right with M−1ν (the
assumption that
∫
t dν(t) 6= 0 implies that the compositional inverse does exist on
a small enough neighborhood of the origin) in the relation that defined cR and use
the above:
(29)
1
M−1ν (z)
Bµ(M−1ν (z)) =
cR(µ,ν)(R
−1
ν (z))
R−1ν (z)
= cT(µ,ν)(z).
On the other hand, as shown in [3], RBP(ν)(z) = Bν(z), so
cTBP(µ,ν)(z) =
1
R−1BP(µ)(z)
cRBP(µ)(R
−1
BP(ν)(z))
=
1
B−1ν (z)
cRBP(µ)(B
−1
ν (z)).
Of course, by using the definition of B we obtain that B−1ν (z) =M−1ν
(
z
1−z
)
. Thus,
our lemma is proved, since from Definition 4.3 we have that cRBP(µ) = Bµ. 
Now the main result of the section follows:
Proposition 5.2. For any compactly supported distributions (µ1, ν1), (µ2, ν2), we
have
BP((µ1, ν1)⊠c (µ2, ν2)) = BP(µ1, ν1)⊠c BP(µ2, ν2).
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Proof. For the second coordinate, this has been proved in [3]. For the first coordi-
nate, we use the previous lemma to write
cTBP((µ1,ν1)⊠c(µ2,ν2))(z) =
cT(µ1,ν1)⊠c(µ2,ν2)
(
z
1− z
)
= cT(µ1,ν1)
(
z
1− z
)
cT(µ2,ν2)
(
z
1− z
)
= cTBP((µ1,ν1))(z)
cTBP((µ2,ν2))(z)
= cTBP(µ1,ν1)⊠cBP(µ2,ν2)(z).

We would like to mention, however, that regrettably the c-free convolution
of positive probability measures on the positive half-line is not necessarily well-
defined, while the Boolean - or c-free - Bercovici-Pata bijection is not well defined
for measures on the unit circle, as sums of unitaries are not unitaries. Thus, the
above result must be viewed in terms of algebraic distributions.
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