This paper presents a method of zero-shot learning (ZSL) which poses ZSL as the missing data problem, rather than the missing label problem. While most popular methods in ZSL focus on learning the mapping function from the image feature space to the label embedding space, the proposed method explores a simple yet effective transductive framework in the reverse mapping. Our method estimates data distribution of unseen classes in the image feature space by transferring knowledge from the label embedding space. It assumes that data of each seen and unseen class follow Gaussian distribution in the image feature space and utilizes Gaussian mixture model to model data. The signature is introduced to describe the data distribution of each class. In experiments, our method obtains 87.38% and 61.08% mean accuracies on the Animals with Attributes (AwA) and the Caltech-UCSD Birds-200-2011 (CUB) datasets respectively, which outperforms the runner-up methods significantly by 4.95% and 6.38%. In addition, we also investigate the extension of our method to open-set classification.
1. Introduction
Motivation and Objective
Visual recognition plays key roles in a wide range of applications such as video surveillance, autonomous driving and robot autonomy. Recently, dramatic success has been made through big data supervised deep neural network approaches which advance prediction accuracy of visual recognition significantly [22, 19, 35, 7, 17, 7, 14, 30, 17] , and even outperform humans in some image classification tasks [17, 35] . The success of Deep Learning heavily relies on a large scale (hundreds to thousands) of training data In the image feature space, instances of each class are assumed to approximately subject to Gaussian distribution. All instances are jointly modeled using Gaussian mixture model. We utilize the signature to describes the data distribution of each class. In our implementation, signatures are formulated with Gaussian parameters. The manifold structure (green straight lines) in the label embedding space is transferred to the image feature space for reconstructing the virtual signature (purple pentagram) of each unseen class. The larger red pentagram in the image feature space means the authentic signature of the unseen class (dog). Purple arrow illustrates that Expectation-Maximization algorithm is performed for optimizing unseen signatures based on the data distribution assumption. Different from popular methods, we directly classify new instances in the image feature space, rather than learn mapping from the image feature space to the label embedding space.
for each category. It is really a burdensome task to collect and annotate so many images. However, only thousands of different objects can be recognized based on ImageNet dataset. This is only a small fraction of real visual world and far away from humans' ability, as humans can distinguish more than 30,000 basic level categories [5] . The current supervised-learning frameworks cannot handle such a large number of categories. Zero-shot learning (ZSL) is considered to be a promising approach to extend the recognition ability of machine. The aim of ZSL is to recognize instances of a new class which has never been seen before. In ZSL, data are split into seen classes (labeled) and unseen classes (unlabeled). ZSL needs to recognize instances of unseen classes, by transferring knowledge from seen classes data. There have existed many approaches to perform ZSL. One of successful frameworks is based on auxiliary information. Labels are embedded in the semantic knowledge space (i.e. label embedding space) using auxiliary information. Then knowledge can be transferred from seen classes to unseen classes via label embeddings.
Frequently used auxiliary information includes attributes [8] [21] [28] and textual knowledge (e.g. word vectors [4] [34]). Attributes are designed and annotated for each class or image by human beings (sometimes domain experts). Obtaining attributes of each new class requires extra manual effort. Although replacing attributes with word vectors trained on large corpus [9] eliminates manual effort, word vectors are not as effective as attributes in classification tasks. Because attributes are designed and annotated for specific recognition problems. The gap is particularly obvious in some fine-grained datasets such as Caltech-UCSD Birds-200-2011 (CUB) [37] , which contains 200 species of birds.
As training seen classes and testing unseen classes are disjointed, domain shift problem [11] exists in most inductive frameworks [27] [21] [31] . Inductive framework means that classifier is learned on seen classes, then used directly for unseen classes without any adaptation. For solving domain shift problem, some transductive methods [10] [31] focus on seeking a better mapping from the image feature space to the label embedding space. However, it is not necessary if we can classify instances in the image feature space.
Method Overview
In this paper, we propose a novel transductive zero-shot learning method (illustrated in Fig. 1 ) via revealing data distribution in the image feature space. Traditional frameworks pose ZSL as the missing label problem, i.e. assigning the label to each image. Our framework poses ZSL as the missing data problem, i.e. assigning images to each label. Different from popular methods, our method explores the mapping from the label embedding space (E) to the image feature space (F), i.e. E→F, instead of F→E. Our method is based on two assumptions, i.e. (i) in the image feature spaces, instances of each class approximately subject to Gaussian distribution, (ii) the manifold structure among label embeddings is approximate to that among signatures in the image feature space. We introduce the signature to describe the data distribution of each class. The authentic signature can be viewed as the ground-truth data distribution of each class in the image feature space. In our implementation, i.e. Gaussian mixture model (GMM), signatures are formulated by model parameters of GMM. We extract image features using Deep Networks for each instance. Attributes and word vectors serve as label embeddings.
Overall, our method includes three main steps. First, we estimate signatures of seen classes, i.e. establishing the GMM on seen classes (sGMM). Then, the manifold structure is transferred from the label embedding space to the image feature space for reconstructing virtual signatures of unseen classes. The GMM on unseen classes (uGMM) is preliminarily established using reconstructed virtual signatures. Finally, virtual signatures are optimized by EM algorithm, i.e. optimizing uGMM with virtual signatures as initial parameters. Testing instances are assigned to each signatures of unseen classes based on optimized uGMM, instead of simple Nearest-Neighbor assignment [8] [27] [12] .
Related Work

Inductive ZSL Frameworks
In inductive zero-shot learning frameworks, classifiers are learned only on training seen classes. Then zero-shot classification is implemented on instances of testing unseen classes with learned classifiers. Semantic knowledge base [27] , i.e. label embedding, is utilized to perform knowledge transfer from seen classes to unseen classes. Usually, such framework includes three steps: (1) embedding images and labels in the image feature space and the label embedding space respectively; (2) learning a mapping function from the image feature space to the label embedding space (F→E); (3) classifying testing instances in the label embedding space.
In [21] , an indirect attribute prediction (IDP) method was proposed, which learned an ordinary multiclass classifier on seen labels. Then it made prediction of unseen labels by the connection between two layers of seen and unseen labels. This method was extended by [13] , in which absorbing Markov chain process was utilized to explore semantic manifold structure of class prototypes in the semantic embedding space.
Most of proposed methods [2] [29] chose the linear mapping function as F→E. Socher et al. [34] presented an embarrassingly simple approach to perform zero-shot learning, and extended the approach to a kernel version. It also provided the theoretical analysis about risk bounds.
Wang et al. [38] utilized relational knowledge to restore the manifold structure of unseen categories and produce virtual labelled data. Then a linear mapping (F→E) was learned on synthesised data. We find that restored manifold structure of unseen classes is not accurate. Inspired by this work, we propose a transductive ZSL method based on the estimation of data distribution. Our method also discovers the manifold structure among label embeddings. However, our method need not learn the mapping function. So the linear mapping assumption in [38] is not required to be satisfied in our method. In addition, we refine reconstructed virtual signatures using EM optimization, which greatly improves the classification accuracy.
Transductive ZSL Frameworks
As seen classes and unseen classes are disjoint, domain shift problem exists in inductive ZSL methods. Transductive ZSL frameworks [11] are effective for solving domain shift problem and improving classification performance. Some transductive methods optimize the label embedding space by learning new bases or dictionaries, instead of using attributes or word vectors directly. Li et al. [23] proposed a semi-supervised framework to learn new label embeddings. Their framework could take advantage of prior knowledge to improve the learned label embeddings.
In [18] , domain shift problem was relieved by domain adaptation. A dictionary for target domain (unseen classes) was learned using regularised sparse coding. The dictionary learned on source domain (seen classes) served as a regularizer. Fu et al. [11] proposed a label propagation based method, which utilized heterogeneous multi-view hypergraph to overcome domain shift problem. Image feature, semantic word and attribute spaces were combined in a multi-view embedding space. Then classification was implemented by label propagation with random walk.
Existing transductive ZSL methods [18] [23] utilized unlabeled data to refine the mapping function (F→E). Different from these methods, we use unlabeled data to refine the estimation of data distribution for unseen classes. This paper makes the following two contributions to zero-shot learning.
• It proposes a novel transductive ZSL method based on the estimation of data distribution by posing ZSL as the missing data problem.
• It obtains state-of-the-art performance on two popular datasets AwA and CUB respectively, outperforming the runner-up by 4.95% and 6.38%.
Proposed Method
Problem Formulation
There exist N s instances belonging to seen classes data are column vectors.
Estimating Signatures of Seen Classes 3.2.1 Data Distribution
Data distribution is the key to most of classification problems. Images features contain abundant visual information, especially those extracted by Deep Neural Networks. By dimensionality reduction (using t-SNE [24] ), it is observed that instances within the same class form a tight cluster (shown in Fig. 2 ) in the image feature space. Images from the same class or being visually similar usually locate closely. We assume that Assumption 1: Instances of the each class approximately subject to Gaussian distribution X ∼ N (µ, Σ) in the image feature space. Then we can model all instances from different K classes by Gaussian mixture model, i.e.
It is intuitive as instances of different classes should be separable in images features space. Without this property, it is hard to achieve high classification accuracy in such feature space. Some feature mapping should be conducted before classification. We introduce the signature, i.e. S = [s 1 , ..., s K ], to describe the data distribution of each class in the image feature space. The authentic signature can be viewed as the ground-truth data distribution of each class. Here, for Gaussian mixture model, we formulate each signature as
Knowledge transfer from seen classes to unseen classes is performed based on signatures.
Nearest-Neighbor classifiers [8] [27] [12] have a latent assumption that instances of each class distribute as a superball. Clearly, this assumption is not accurate (shown in Fig.  2 ). With GMM, we model data in a more general concentrated distribution with complex shape. Figure 2 . Visualization of the default 10 unseen classes in Animals with Attributes dataset using t-SNE. Instances within the same class form a tight cluster.
Estimation of Signatures
Labels of seen classes instances are provided. So we can establish the GMM on seen classes (sGMM) using labeled data. First, we estimate the separate Gaussian component for each class. Then sGMM can be established by jointing all components.
Reconstruction of Virtual Signatures
Transfer of Manifold Structure
The label embedding space is well-designed (e.g. attributes) or trained on large corpus (e.g. word vectors). Although the distribution of label embeddings is sparse, the manifold structure among all label embeddings is meaningful and reliable. We assume that Assumption 2: The manifold structure among label embeddings is approximate to that among signatures in the image feature space and can be transferred for reconstructing virtual signatures of unseen classes. This is formulated as
where
denotes the reconstructed virtual signatures of all unseen classes. There are many choices of the reconstruction function R(·) that describes the manifold structure among label embeddings, such as Sparse Coding, K-Nearest Neighbors and so on.
Reconstruction based on Sparse Coding
Here, we choose Sparse Coding [26] to implement the reconstruction. Label embeddings of seen classes serve as the dictionary. According to Sparse Coding theory, we minimize the following loss function to learn each e u k .
T is a column vector. This loss function is convex and easy to optimize. Then, the reconstruction of virtual signatures of unseen classes is implemented using sparse codes, i.e. s u k = S s α. Reconstructed virtual signatures reveal the assumptive distribution of unseen classes in the image feature space. However, they are not precise due to the sparsity of label embeddings and the limitation of R(·).
Optimizing Signatures of Unseen Classes
As a transductive method, we optimize the model to fit well with unlabeled data of unseen classes. This optimization is an unsupervised learning process. We utilize Expectation-Maximization algorithm to optimize S u and obtain more reliable unseen signatures S u , i.e. S u → S u . Based on Assumption 1, we model all unseen classes with the Gaussian mixture model (the same as Equ.1) using virtual signatures as initial parameters. The process of optimizing signatures of unseen classes is implemented based on the optimization of the GMM on unseen classes.
The loss function is defined as the log of the likelihood function,
π k denotes the kth mixing coefficient. x u n means nth instance in X u . The conditional probability of latent variable z nk given x u n is represented as
First, we initial GMM on unseen classes with reconstructed virtual signatures S u . In Expectation step, the model evaluates the responsibilities using current parameters
In Maximization step, the model optimizes parameters using current responsibilities
K u and N u denote the number of all unseen classes and instances respectively. Repeat Expectation step and Maximization step until the convergence of parameters or log likelihood.
After optimizing uGMM, more reliable signatures of unseen data are revealed. Then, testing instances are assigned to signatures of different unseen classes (different Gaussian components) according to the optimized uGMM, i.e.
L(x
u i , y u j ) = 1(j, p) s.t. p = arg max k π k N (x u i |µ k , Σ k ) (11) 1(·, ·) is the indicator function.
Analysis of Optimization Process
During the optimization process of GMM, each covariance matrix Σ k should be nonsingular, i.e. invertible. For more reliable results, we present that the scale N k of data from each class should be greater than the square of feature dimension
λ is a coefficient. However, this is not satisfied in some situations when feature dimension is thousands and only dozens of instances are provided in per class. We present two tricks to solve this problem, i.e. dimension reduction and regularization of Σ k . For dimension reduction, we choose linear dimension reduction methods e.g. principal components analysis (PCA) and obtain the new image feature space with d dimensions. d is much smaller than the original feature dimension. As the separable property of the new image feature space decreases along with the dimension reduction, we have to regularize Σ k at the same time. Here, we present three types of regularization terms of
Diagonal Σ k means that Σ k is regularized as a diagonal matrix and covariance among different dimensions are set 0. Fixed-value Σ k represents that Σ k is a diagonal matrix meanwhile all elements of the principal diagonal of Σ k are the same value. Unit Σ k means that we set unit as the value of fixed-value Σ k , so unit Σ k is a identity matrix. We can choose appropriate dimension d and regularization term of Σ k according to specific task.
Experiments
In this section, we evaluate proposed method by conducting experiments on two popular datasets i.e. Animals with Attributes (AwA) [20] and Caltech-UCSD Birds-200-2011 (CUB) [37] . Here, we evaluate our method on both random split and the fixed default split on two datasets. Predefined split is usually not representative for the whole dataset. Except default split, we conduct all experiments with 300 trials of random split for reliable results.
Datasets & Setting
AwA contains 50 classes and 85 manual attributes (binary and continuous). There are 30,475 images in this dataset (details are shown in Tab. 1). The number of images in any class is between 92 (minimum) and 1,168 (maximum). 10 classes serve as unseen classes and the remain 40 classes are utilized as seen classes. [21] provided a fixed default split, which is used as the default split in some works.
CUB is a fine-grained image dataset which contains 200 types of bird species. Clearly, it is more challenging than AwA. There are total 11,788 images that are annotated with 312 binary attributes respectively. The minimum instance number of all classes is 41. Commonly, 50 classes are chosen as unseen classes, and the rest are used as seen classes. The fixed default split used here is the same as that in [38] .
For AwA, we use (i) 4096-dim feature (VGG-fc7) opened along with dataset 1 extracted using VGG [33] , (ii) 1024-dim GoogLeNet feature [36] , (iii) 1000-dim ResNet feature [16] . For CUB, we use (iv) 1024-dim GoogLeNet feature, (v) 1000-dim VGG feature (VGG-fc8) and (vi) 2048-dim ResNet feature extracted on Pooling-5 layer. (ii, iii, iv, v) are provided by [38] .
We use attributes and word vectors as label embeddings. Attributes are provided long with AwA and CUB 2 datasets. Word vectors are the same as those (500-dim) used in [38] , which were trained with corpus from Wikipedia. Table 2 . Analysis of data distribution in different feature spaces. The high classification accuracy explains that Assumption 1 is effective in different feature spaces and datasets. For testing the performance on unseen classes (ground-truth labels are used to establish the GMM), we conduct 300 random trials.
Analysis of Data Distribution
the experimental performance upper bound of our assumption, we take all data as seen data in this subsection. This means the ground-truth labels of instances from all classes are provided during the process of establishing the GMM.
To relieve the singular Σ k problem and fairly evaluate different settings, we use the degraded GMM, i.e. unit Σ k in this subsection. Although there is a decline of performance, it can also prove the effectiveness of our assumption.
Image Feature Space
After establishing the GMM with unit Σ k for all seen and unseen classes in the image feature space, we assign each instance the label of signature with the maximum posterior probability. Then calculate the average classification accuracy. Tab. 2 shows the classification performances based on Assumption 1 in different image feature spaces. Clearly, widely used deep features extracted for AwA and CUB datasets all satisfy our assumption. For all classes of AwA, modeling data with GMM can receive 84.55% average classification accuracy in VGG-fc7 feature space. For all classes of CUB, the average classification accuracy is 77.40% in GoogLeNet+ResNet feature space. The experimental performance upper bounds of Assumption 1 on AwA and CUB are 92.10% and 82.36% using VGG-fc7 and GoogLeNet features respectively for testing unseen classes. It is reasonable that CUB has a lower upper bound. Because it is a fine-grained bird species dataset, which is hard to be classified. These performances verify that modelling data with GMM is appropriate.
Dimension & Data Scale
We investigate whether the assumption is valid when decreasing the feature dimension and data scale. We use PCA to reduce the dimension of features (extracted from GoogLeNet) on both two datasets. Then we classify instances from all classes on two datasets respectively. As shown in Fig. 3 , classification accuracies decrease along with the reduction of dimension. Even for 20-dim, our assumption still works well on both datasets. Only 6.31% and 16.90% decrease of accuracies on AwA and CUB respectively. When decrease the data scale (down sampling), classification accuracy of our assumption improves. Because, with the same dimension, fewer instances are easier to classify. The left sub figure shows that Assumption 1 keeps effective before dimension reducing to be extremely small. Sampling step T means that we sample data every T th instance. Along with the increasing of sampling step, the fewer instances are easier to be classified.
Reconstruction of Signatures
To confirm Assumption 2, we evaluate the classification performance of reconstructed virtual signatures. We test random splits on AwA and CUB respectively. Features extracted from VGG-fc7 (4096-dim) for AwA and GoogLeNet + ResNet (3072-dim) for CUB are utilized separately. Dimensions of image features are reduced to 80-dim and 200-dim for AwA and CUB respectively. 3 types of label embedding spaces are tested, namely attributes(A), word vectors(W) and attributes with word vectors(A+W). Results of different settings are shown in Tab. 3. In different label embedding spaces, classification accuracies of reconstructed virtual signatures are all much higher than random guess (10% for AwA and 2% for CUB). These results confirm that Assumption 2 is reliable in different label embedding spaces.
For AwA, reconstructed virtual signatures based on joint A+W label embedding space achieve the highest performance (72.11%). For CUB, reconstructed virtual signatures also achieve the highest performance in A+W, i.e. 56.76%. However, the performance of word vector is 9.09% lower than that of attribute for CUB. The reason is that general training corpus for word vector model contains little information about fine-grained species. So word vectors of finegrained species' names are not as meaningful as those of coarse-grained animals' names.
Effectiveness of EM Optimization
Here, we evaluate the improvements brought by EM optimization. With the same setting as Sec. 5.3. GMM with diagonal Σ k and unit Σ k are tested. According to Tab. 3, EM optimization step improves performances in all label embedding spaces and datasets. For AwA, GMM-EM with unit Σ k brings averagely approximate 17% improvement of classification accuracy in three label embedding spaces. GMM-EM with diagonal Σ k increases nearly 1% classification accuracy on the basis of GMM-EM with unit Σ k . For CUB, nearly 5% improvement is brought by GMM-EM with unit Σ k , compared to virtual signatures. These results prove that the proposed EM optimization can improve classification performance in different settings. Table 1 , we find that our method achieves the best performance 87.38% on 300 random trials, (VGG-fc7 as image features, A+W as label embeddings). This performance is 4.95% higher than the best reported performance 82.43% [38] as we known. For the default split, the accuracy of our method on unseen classes is 95.99% using the same setting as our random trials.
As illustrated in Tab. 4, deep features greatly improved the performance of Zero-shot Learning, i.e. approximately 30% higher than low-level hand-crafted features. The feature we used is extracted using VGG (4096-dim), which is provided by authors of the dataset [21] .
For the label embedding space, attributes (83.95%) work better than word vectors (75.12%) in our method. The main reason is that attributes are designed and annotated by domain experts. So attributes contain more discriminable information that helps classification. A joint label embedding space combining attributes and word vectors improves the overall performance. This strategy has been adopted by some recent works [11] [38] [39] [6].
CUB
Compared to AwA, the overall classification performance on CUB is much lower. This is also observed in our aforementioned experiments about Assumption 1. As finegrained datasets of birds, it is even hard for ordinary people (without training) to classify different bird species. In Tab. 5, we compare with recent works on CUB. Our method achieves 61.08% mean accuracy with 300 random trials, which is 6.38% higher than the former best result 54.7% [6] to our knowledge. In the best setting, we use features extracted by GoogLeNet (1024-dim activations of last layer) and ResNet (2048-dim in Pooling-5 layer) as image features. Attributes serve as label embeddings for different classes. For default split (the same as [38] ), the classification accuracy of our method is 55.17%. The classification accuracy 56.5% achieved in [1] required manual annotation for part locations of test images. So, it is not fair to compare with this setting. Without manual annotation, the classification accuracy of their method was 43.3%. 
Extension to Open-set Classification
Open-set classification [32] [3] initially aims at identifying whether an instance belongs to seen or unseen classes. Few proposed methods [25] can further identify class labels for unseen instances. [12] introduced a large-scale open set recognition setting, i.e. recognizing the class name of an image from a potentially very large open set vocabulary. In this paper, we investigate a more general and realistic setting. Not only instances from both seen and unseen classes need to be recognized and labeled at testing phase, but also instances of classes those are out of vocabulary set should be detected. These unknown classes cannot be embedded in the label embedding space due to the lack of class names.
We conduct experiments on the default split on AwA dataset. The last 5 unseen classes of default split are used as unknown classes, which are out of the vocabulary set. The first 5 unseen classes of default split serve as unseen classes in our setting. Seen classes keep the same as the default split (the rest 40 classes). We jointly build the GMM with diagonal Σ k on all seen and unseen classes. For each new instance, we calculate the Gaussian posterior probability with regard to each Gaussian component. If the maximum posterior is lower than a threshold, we consider this instance as unknown, i.e. out of the vocabulary set. We use VGG-4 and A+W as image features and label embeddings. Image feature dimension is reduced to 80-dim. 10% data Table 4 . Comparison to state of the art on AwA. According to recent works, deep features greatly improved the classification accuracy. Proposed method achieves the highest classification accuracies on both random and default splits. Our method outperforms the runner-up method 4.95% on random setting.
of seen, unseen and unknown classes are utilized as testing data and the rest are utilized in training phase. Fig. 4 illustrates the mean accuracies (recognizing seen, unseen and unknown instances of testing data) vary along with different thresholds (maximum posterior probability). Setting the threshold with 95%, recognizing accuracies for seen, unseen and unknown classes are 61.66%, 58.36% and 62.85% respectively. This result shows that our method can not only recognize seen and unseen classes instances, but also detect unknown classes instances (belonging to classes out of the vocabulary set).
Conclusion
In this paper, we propose a transductive zero-shot learning method based on the estimation of data distribution. Signatures are introduced to describe the data distribution and perform knowledge transfer from seen classes to unseen classes. Different from other methods, we need not learn the mapping from the image feature space to the label embedding space. Instead, we classify new instance in the image feature space based on signatures. We experimentally analyze the performance upper bound of Assumption 1. Comparing to state of the art, our method outperforms the runner-up methods on AwA and CUB with a significant improvement, i.e. 4.95% and 6.38% respectively. Our method can still achieve a promising classification result when extended to open-set classification. Table 5 . Comparison to state of the art on CUB. * means that the method used extra manual annotation. Our method outperforms the runner-up method 6.38% on random setting. Attributes are more effective than word vectors as label embeddings on CUB dataset.
