Abstract. For arbitrary quantizable compact Kähler manifolds, relations between the geometry given by the coherent states based on the manifold and the algebraic (projective) geometry realised via the coherent state mapping into projective space, are studied. Polar divisors, formulas relating the scalar products of coherent vectors on the manifold with the corresponding scalar products on projective space (Cauchy formulas), two-point, three-point and more generally cyclic m-point functions are discussed. The three-point function is related to the shape invariant of geodesic triangles in projective space.
Introduction
In this article the close relations between the coherent state approach appearing in quantum mechanics and certain aspects of algebraic geometry, respectively Kähler geometry are considered. We analyse the case where the phase-space manifold of the theory is a compact Kähler manifold (M, ω). The symplectic structure which gives the kinematics of the theory is defined via the Kähler form ω. The geometric quantization condition requires the existence of a line bundle (i.e. the quantum line bundle) with curvature essentially equal to the Kähler form. This implies that the phase-space manifold is projective algebraic. Hence it admits an embedding into projective space. An embedding can be explicitly given by the global sections of a suitable tensor power of the quantum line bundle. It is usually known as Kodaira embedding. Vice versa, every submanifold of projective space is a quantizable Kähler manifold.
Berezin's coherent states [7] in their reformulation and generalization due to Rawnsley [25] define also an embedding into projective space. It turns out that this embedding is nothing else as the Kodaira embedding (respectively its conjugate) with respect to an orthonormal basis of the space of global holomorphic sections of a suitable tensor power of the quantum line bundle. Here the scalar product is induced by the Kähler appear naturally in this context as zero sets of two-point functions. Next, cyclic mpoint functions are introduced. They are well-defined on M ×m and invariant under cyclic permutations of its arguments. It is shown that they are invariant under pullback via the coherent state embedding into projective space. They can be expressed in terms of the Cayley distances of the embedded points in projective space and a phase factor, depending on the points. The three-point function is studied in more detail. Here the phase is related to the shape invariant of the geodesic triangle which has the embedded points as vertices. The shape invariant was introduced 1939 by Blaschke and Terheggen [10] . By a result of Hangan and Masala [19] the phase can be calculated via integrating the Kähler form over geodesic triangles. See the closing Theorem 4.8 for the detailed result.
Coherent state embedding

Quantizable Kähler manifolds and Kodaira embedding.
Let (M, ω) be a Kähler manifold of complex dimension n, i.e. M a complex manifold and ω a Kähler form on M. In the following we will mainly consider compact Kähler manifolds. If nothing else is said we will assume compactness. A further data we need is the triple (L, h, ∇), with a holomorphic line bundle L on M, a hermitian metric h on L (with the convention that it is conjugate linear in the first argument) and a connection ∇ compatible with the metric on L and the complex structure. With respect to local holomorphic coordinates of the manifold and with respect to a local holomorphic frame for the bundle the metric h can be given as h(s 1 , s 2 )(x) =ĥ(x)ŝ 1 (x)ŝ 2 (x), (2.1) whereŝ i is a local representing function for the section s i (i = 1, 2) andĥ is a locally defined real-valued function on M. The compatible connection is uniquely defined and is given in the local coordinates as ∇ = ∂ + (∂ logĥ) + ∂. The curvature of L is defined as the two-form
where X and Y are vector fields on M. In the local coordinates the curvature can be expressed as The condition (2.4) is called the (pre)quantum condition. The bundle (L, h, ∇) is called a (pre)quantum line bundle. Usually we will drop ∇ and sometimes also h in the notation.
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For the following we assume (M, ω) to be a quantizable Kähler manifold with quantum line bundle (L, h, ∇). Let us note some important consequences of the quantum condition. Firstly, we get for the Chern form of the line bundle L the relation
This implies that L is a positive line bundle. In the terminology of algebraic geometry it is an ample line bundle. This says that there exists a tensor power L m 0 := L ⊗m 0 with m 0 a positive integer such that M can be holomorphically embedded into projective space P N (C) using the global holomorphic sections of L m 0 . Let us describe this embedding in more detail. We will denote the space of global holomorphic sections by H 0 (M, L m 0 ), or depending on the context, also as Γ hol (M, L m 0 ) (if we regard it as subspace of the space of differentiable sections), resp. by H (if we regard it as the quantum Hilbert space). By compactness of the manifold M this vector space is finite-dimensional. We take
and after fixing a basis of the global sections the embedding is given as
Here we denote the point ϕ(z) in projective space by its homogeneous coordinates. Recall that two sets of homogeneous coordinates correspond to the same point if and only if they are a non-zero scalar multiple of each other. To evaluate the sections one chooses local representing functions for the sections. Clearly, they are only welldefined up to a common scalar function. Hence, only after passing to the projective space the map will be well-defined. The conclusion that from the positivity of the line bundle it follows that there exists such an embedding is the content of Kodaira's embedding theorem, see [18] , [30] . By Chow's theorem [18, p.166 ] compact submanifolds of P N (C) are projective varieties, i.e. they can be given as zero-sets of a finite number of homogeneous polynomials in the coordinates of P N (C), see [26] , [18] . Hence, we obtain the first part of the following important observation Observation 2.1. Quantizable compact Kähler manifolds are submanifolds of P N (C), hence projective algebraic. Conversely, every projective algebraic manifold will be a quantizable Kähler manifold.
The second part will follow from the discussion further down in this section. In the language of Kähler geometry quantizable compact Kähler manifolds are Hodge manifolds [30] , [18] . This is due to the fact that from the relation (2.5) it follows that the class of ω is 2π times a Chern class, hence a integral class, i.e. a class which gives an integer when integrated over a closed 2-surface in M.
The number N can be explicitly given with the help of the Grothendieck-HirzebruchRiemann-Roch Theorem [20] , [26] . A different choice of basis taken for the embedding corresponds to a holomorphic automorphism of P N (C), i.e. to an element of PGL(N + 1, C) mapping the images onto each other.
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In the following we will assume that L is already very ample. This says that M can already be embedded using the global sections of L. If this is not yet the case we can always choose a m 0 ∈ N such that L m 0 is very ample. Now in generality for a m th tensor power L m of the bundle L a metric h (m) and a connection ∇ (m) is given by
The corresponding local objects are (if one takes the m th tensor power of the frame of L as frame for L m )
) is a quantum line bundle for the Kähler manifold (M, m ω). Note that the underlying complex manifold remains the same, only the Kähler form is multiplied by an integer 1 . So, if we start with (M, m 0 ω) the corresponding quantum line bundle L m 0 is very ample.
A second consequence of the quantum condition (2.4) is that the metric in the quantum bundle can be expressed with the help of a local Kähler potential [16] . For a Kähler manifold there exist locally real-valued (non-unique) functions K such that ω = i ∂∂K. With the quantum condition (2.4) it follows from (2.3)
Hence a local Kähler potential can be given as
Recall the Kähler structure of the projective space P N (C). The points [z] in P N (C) are given by their homogeneous coordinates [z] := (z 0 : z 1 : . . . : z N ) . In the affine chart V 0 consisting of the points with z 0 = 0 we take w j = z j /z 0 with j = 1, . . . , N as holomorphic coordinates. In the similar way we define affine charts V k , k = 1, . . . , N and corresponding holomorphic coordinates. The union N k=0 V k is now an affine covering of P N (C). Denote by
the projection which is obtained by identifying the whole line through 0 and the point z with the point in projective space with homogeneous coordinates [z] . The Kähler form 6 STEFAN BERCEANU AND MARTIN SCHLICHENMAIER on P N (C) is the Fubini-Study fundamental form. On V 0 it is given as
Here w 2 := N i=1 w i w i , as usual. Alternatively it can be described as [21] 
Over P N (C) we have the tautological line bundle U. Its fiber over [z] consists of the line through 0 and z. Taking the standard metric in C N +1 it is endowed with a natural hermitian fiber metric. Note that the manifold C N +1 − {0} can be identified with the total space of U with the zero section removed. With respect to the affine chart V 0 ∼ = C N we can write two elements of the same fiber over w ∈ C N as
and obtains
Hence, the local representing function in V 0 for the hermitian metric of the line bundle U (and with respect to the standard frame
The quantum line bundle is the dual of the tautological bundle, the hyperplane bundle H = U * . The hermitian metric of the hyperplane bundle can be given in the affine chart by the representing functionĥ
The global holomorphic sections of H can be identified with the linear forms in the N + 1 coordinate functions Z i .
We were using the term "the quantum line bundle" indicating that there is up to algebraic isomorphy just one line bundle with curvature form − i ω. In general this is not the case. But for the projective space there is for every degree up to isomorphy just one line bundle and the degree is fixed by the curvature. Hence for the projective space (with the Fubini-Study Kähler form) the quantum line bundle is fixed. In fact the same is true for any simply-connected, compact, quantizable Kähler manifold. In this case there is at most one line bundle which has a given candidate as curvature form, see [22, 
is a Kähler manifold with the same underlying complex manifold structure. But in general ω M = i * ω F S , so the Kähler structure of M does not coincide with the induced Kähler structure coming from the embedding. The embedding is in general not an isometric (Kähler) embedding. The situation is very much related to Calabi's diastatic function, [15] , [13] . In general we only know the identity of the deRham classes
. This follows from the identity of the Chern classes c 1 (L) = c 1 (i * H) = i * c 1 (H) and from the fact that by the quantum condition the Kähler forms represent (up to a factor) the curvature class.
In the compact case the Kähler form ω (hence the metric on M) fixes via the quantum condition the hermitian bundle metric in L up to a scalar constant:
Proof. Represent the metric h and h ′ with respect to a local frame of the (same) bundle L as local functionsĥ andĥ ′ . By the quantum condition (2.4) we obtain for the Kähler form
Hence ∂∂(logĥ − logĥ ′ ) = 0 or equivalently log(ĥ/ĥ ′ ) is a locally defined harmonic function. But the quotient of the two metrics is a globally defined function. Hence log(ĥ/ĥ ′ ) is a globally defined harmonic function on the compact manifold and hence a constant α ∈ R. This shows the claim.
Embedding via coherent states.
We now want to describe an (anti-)holomorphic embedding of the Kähler manifold (M, ω) into projective space using coherent states. We use Berezin's coherent states [7] , [8], [9] in the coordinate independent global version due to Rawnsley, see [25] , [13] .
First we have to introduce a scalar product in the space of global holomorphic sections of the quantum line bundle L. With the normalized volume form
and with the fiber metric h we can introduce a scalar product and a norm on the space
Using local representing functionsφ andψ for the sections andĥ for the metric the scalar product can be described as
In the second form we used the local Kähler potential (2.10). Clearly, these integrals should be calculated locally and their values patched together by a partition of unity argument 2 . The scalar product can be restricted to the finite dimensional subspace of global holomorphic sections.
Recall that we assume the quantum line bundle to be already very ample. Denote by π : L → M the bundle projection and by L 0 the total space of L with the zero section 0(M) removed. Fix q ∈ L 0 and take an arbitrary holomorphic section s of L. By evaluation of the section at x = π(q) the relation
Using the scalar product on the space of global sections, by Riesz's theorem there exists exactly one holomorphic section e q with
If we choose an orthonormal basis s j , j = 0, . . . , N := dim Γ hol (M, L) − 1 then e q can be explicitly given as
Let x = π(q) and choose q ′ ∈ π −1 (x) with q ′ = 0 then there is a c ∈ C * with q ′ = cq. From (2.23) we conclude q ′ = c −1 q and using (2.25) we obtain
We obtain two mappings
The first one is holomorphic, the second one antiholomorphic. By the above relations both maps are well-defined on M if we pass to the projectivized vector spaces
Here [v] denotes the equivalence class of a vector v of a vector space V in the projectivized vector space P(V ). In abuse of notation we understand by π −1 (x) only the non-zero elements of the fiber over x.
Note thatq ≡ 0 or equivalently e q ≡ 0 would imply that all sections s ∈ Γ hol (M, L) will vanish at π(q) and this contradicts the very ampleness of L.
Depending on q ∈ L 0 the sections
To simplify the notation we will set e x := [e π −1 (x) ]. The mappings (2.29) and (2.31) are the coherent vector mapping, resp. the coherent state mapping.
To identify P(Γ hol (M, L)) with P N (C) we choose an orthonormal basis. The description (2.26) shows that the coherent state mapping is given as
For the last equality we used s j (x) = s j (π(q)) =q(s j ) · q. Proposition 2.3. The map (2.32)
is an antiholomorphic embedding. Up to complex conjugation it coincides with the Kodaira embedding (2.6) obtained with respect to the chosen orthonormal basis.
Proof. That the map is well-defined we showed above. That it is an embedding follows from the observation that Equation (2.32) is up to complex conjugation nothing else as the Kodaira embedding with respect to the very ample line bundle L.
In the following it will be more convenient to consider the complex conjugate of the coherent state embedding (2.32)
which is a holomorphic embedding. We will use the term coherent state embedding also for (2.34) if there is no danger of confusion.
Note that a different orthonormal basis (ONB) will yield an embedding which is equivalent under a PU(N + 1) action to the chosen one.
In the language of physics Proposition 2.3 means that the phase space of a mechanical system (assumed here to be Kählerian) can be embedded via coherent states into a projectivized Hilbert space, the quantum Hilbert space.
It should be pointed out that the coherent state embedding is not just Kodaira embedding. It is Kodaira embedding using orthonormal sections. The scalar product used to define the orthonormality on Γ hol (M, L) (which should be interpreted as the quantum Hilbert space H) is induced by the Kähler form on the manifold and by the hermitian metric in the bundle. In view of the quantization condition the latter itself can be related to the Kähler form of the manifold, see (2.9) and Proposition 2.2. The Kähler form (interpreted as symplectic form) is an important ingredients to the description of the system to be quantized.
If one considers non-compact Kähler manifolds then the scalar product (2.21) on 
This defines an embedding into the infinite dimensional projective space. By the continuity of the evaluation functional (2.23) Riesz's theorem can also be applied to define the coherent vectors. For more details see [25] , [31] , [23] , [24] .
We need also the coherent projectors used by Rawnsley
Here we used the convenient bra-ket notation. For s, t ∈ Γ hol (M, L) the symbol |s t| denotes the following rank 1 operator of
By the normalization the projectors are indeed only depending on the points π(q) of the manifold.
Rawnsley introduced the Epsilon function ǫ(π(q)) := |q| 2 e q , e q , with |q| 2 := h(π(q))(q, q). (2.38) Let s 1 and s 2 be two sections. At a fixed point x = π(q) we can write s 1 (x) =q(s 1 )q and s 2 (x) =q(s 2 )q and hence using (2.25)
After integration we obtain the over-completeness property of the coherent states
be the open subset on which the section does not vanishes 3 . Now s 0 is a holomorphic frame for the bundle L over V . This says that over V every holomorphic (differentiable) section can be described as s(x) =ŝ(x)s 0 (x) with a holomorphic (resp. differentiable) functionŝ. The mapping s →ŝ defines an isometry of
space of holomorphic (resp. differentiable) functions on V with respect to the measure
With respect to the frame s 0 the functionĥ describing the metric is given asĥ(x) = h(s 0 , s 0 )(x). Hence we can describe the scalar product for ϕ, ψ ∈ Γ ∞ (M, L) as
If we introduced the local Kähler potential given by (2.10). then this can be rewritten as
It is enough to calculate the integral on V , because M \ V is of (complex) codimension 1, hence of measure zero, see Section 3. Such a description is always possible. For doing explicit calculations Berezin considered special cases where V is either C n , or a subset of special type of C n (e.g. bounded symmetric domains) [7] ,[8], [9].
3. The polar divisor 3.1. The definition of the polar divisor.
Definition 3.1. Let x ∈ M and 0 = q ∈ π −1 (x) then the polar divisor Σ x associated to x ∈ M is defined as
I.e. the polar divisor Σ x is the set of points on the manifold for which the associated coherent vectors are orthogonal to the coherent vectors associated to x.
Due to the relation (2.27) the definition is independent of the representing elements q and q ′ . In the context of Perelomov's coherent states the notion of polar divisors was introduced by Berceanu [1] 
Note that for every (meromorphic or holomorphic) section of a line bundle there is an associated divisor in the sense of algebraic geometry. For a thorough treatment of the relation between divisors, line bundles and sections of line bundles see [18, p.130ff ], [26] . What we need here are only the following facts. For a holomorphic section s ≡ 0 of a line bundle the zero-set of the section can be decomposed into a union of (complex) one-codimensional "irreducible subvarieties" which are not necessarily smooth. The complement of the zero-set is an open dense subset of M 4 . Each codimension one irreducible subvariety can be given locally as zero-set of an algebraic function. By the irreducibility the vanishing order along the subvariety is constant. Hence we can assign to the section s the formal sum (s) of (irreducible) codimension one subvarieties with integer coefficients
where n Y denotes the vanishing order along Y . By the compactness of M the sum (3.2) will always be finite. Every such formal sum with n Y ∈ Z fulfilling the restriction that n Y = 0 only for finitely many Y is called a divisor of M. The sum (s) is called the divisor of the section s. For meromorphic sections negative integers (corresponding to algebraic poles) are allowed. Two divisors are called linearly equivalent if their difference (as formal sum) is the divisor of a meromorphic function on M. Note that the functions are the (meromorphic) sections of the trivial line bundle. By this an equivalence relation is defined. The linear equivalence class of a divisor is called a divisor class. The set of divisor classes carries a natural structure of an abelian group under addition of divisors. For smooth projective varieties (as M is one by the quantization condition) this divisor class group is isomorphic to the group of isomorphy classes of algebraic line bundles, where for the latter the group structure is defined by the tensor product of line bundles. The isomorphism is given by assigning to the line bundle the divisor class of any nontrivial meromorphic section. Note that the divisors of two meromorphic sections of the same line bundle are linearly equivalent. 4 We assume M to be connected and compact
Recall that the coherent vector e q is a section of the quantum line bundle and as introduced above its divisor is given by (e q ). The zero-set of e q (forgetting the multiplicities) is called the the reduced support red(e q ) of the divisor (e q ).
Proposition 3.2. The polar divisor associated to x is the reduced support of a divisor. More precisely,
From (2.25) it follows e q ′ , e q = q ′ (e q ) and
Hence, x ′ = π(q ′ ) is a zero of the section e q if and only if e q ′ , e q = 0. This shows the claim.
By the above proof we see that the multiplicity structure of the zeros of e q and that of e q ′ , e q = 0 are the same. Hence we can indeed consider Σ x as a divisor if we assign to it the corresponding multiplicity of its components. Note that due to relation (2.27) (e q ) = (e q ′ ) for q, q
Hence we can assign for every x ∈ M the divisor (e x ) := (e π −1 (x) ) , (3.6) to the coherent state e x .
We obtain Corollary 3.3. The polar divisor Σ x associated to x is the divisor (e x ) in the sense of algebraic geometry (3.6) of the coherent state e x associated to x.
Let V be an open non-empty subset over which the bundle L can be (holomorphically) trivialized, i.e. L |V ∼ = V × C. We take q ′ above x ′ ∈ V as x ′ → (x ′ , 1) (i.e. we take as q ′ the value at x ′ of the frame given by the trivialization) then using (3.4) we obtain Proposition 3.4. The functionê q (x ′ ) := e (x ′ ,1) , e q is the holomorphic local representing function for the section e q .
Let s be a global holomorphic section not identically zero. The complement of the divisor (s)
will be an open dense subset of M. If we apply Proposition 3.4 to the trivialization obtained by taking as frame the holomorphic section s on V s then (x ′ , 1) ∼ = s(x ′ ) and we can reformulate Proposition 3.4 as Corollary 3.5. Let s ≡ 0 be a global holomorphic section. Then with respect to the frame given by the section s a local representing function over V s for the coherent vector e q is given byê
Immediately from the definition of polar divisors we get Proposition 3.6. The polar divisors obey the symmetry relation
Remark. By the definition (2.23) ofq, resp. of e q (2.25) one concludes that e q ′ , e q varies antiholomorphically in q and holomorphically in q ′ . Hence q → Σ q defines an antiholomorphic family of divisors on M and q →ê q an antiholomorphic family of sections for the bundle L.
Remark. By Bertini's theorem [20] the divisor of a generic global holomorphic section of the bundle L is a smooth hypersurface. The divisors (e q ) for the coherent vectors are not necessarily generic, so one can not expect them to be smooth in general. See [3] for an example.
Example. Let us consider the simplest example, the projective line P 1 (C), resp. the sphere S 2 with the Kähler structure given by m (m ∈ N) times the Fubini-Study form
as Kähler form with respect to the quasi-global coordinate z. The corresponding quantum line bundle is H ⊗m , where H is the hyperplane bundle. The coherent vectors in the standard affine chart are given as
where we take the (on this chart) non-vanishing section ψ as reference section. The divisors are formal sums of points with integer coefficients. We denote the divisor corresponding to the point with the coordinate z 0 by z 0 . The polar divisors are calculated (using Corollary 3.3) directly as the zero set of the section (3.11), hence
Using the original Definition 3.1 we can also calculate (compare (3.8))
yielding (in accordance with Corollary 3.3) clearly the same set of points where (3.13) vanishes.
In particular for m > 1 the divisors appearing as divisors of coherent states are not smooth because they have higher multiplicities. Recall that for a geodesic starting at x the cut-point y is the point where the geodesic ceases to be the shortest curve connecting x and y ′ with y ′ > y on the geodesic. The cut-locus consists of all cut-points. For more details see the above references.
As we will see in the following section for arbitrary compact Kähler manifolds the polar divisors describe the zero-sets of two-point functions and more general of m-point functions. They appear as singularity sets of the analytic extensions of real-analytic metrics in the bundle (see (4.8)) and as singularity sets of the covariant two-point Berezin symbols.
Cauchy formulas and multi-point functions
Coherent projective Kähler embedding.
Let the compact Kähler manifold (M, ω M ) be embedded via the (holomorphic) coherent state map (2.34) with respect to the very ample line bundle (L, h L ): i : M ֒→ P N (C). Fix the orthonormal sections s j , j = 0, . . . , N of the quantum bundle L. Let t j , j = 0, . . . , N be the sections of the hyperplane bundle H over P N (C) corresponding to the linear forms Z j , j = 0, . . . , N. By construction we have i * H ∼ = L and i * (t j ) = s j (i.e. s j (x) = t j (i(x)) under the identification of the bundles. It is well-known that the t j are orthogonal sections of H with norm independent of j. We will denote the rescaled orthonormal section by t ′ j and obtain s j = τ i * (t ′ j ) with a factor τ independent of j. More precisely, τ = vol(P N (C))/(N + 1). Note that the pullback in our case is nothing else as the restriction of the section to the embedded manifold M.
Consider the case where the coherent state embedding is an isometric (projective) Kähler embedding, i.e. the pullback of the Fubini-Study form ω F S coincides with ω M . By Proposition 2.2 the metric h L in the bundle L is up to a positive scalar multiple the pullback of the metric h F S in the hyperplane bundle: h L = ρ · i * h F S , ρ ∈ R, ρ > 0. Let ǫ M be the Epsilon function (2.38) for the manifold M and the bundle L. Due to the explicit description (2.41) of the Epsilon function ǫ M it is up to a constant the restriction of ǫ P N (C) to the embedded points. The latter is constant, hence also ǫ M . In more detail:
From this ρ calculates to
.
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Rawnsley calls a quantization where all the data can be obtained by pulling back the objects: bundle, forms, etc. via the (holomorphic) coherent state map from the projective space to the manifold M projectively induced. Hence projectively induced quantizations have constant Epsilon functions. In fact the converse is also true: This has very interesting consequences for compact homogeneous Kähler manifolds M ∼ = G/H with a homogeneous quantum line bundle. Recall that it is assumed in this case that the Kähler form ω M and the metric in the bundle are invariant under the action of the group G. In particular, ǫ M will be constant, hence Corollary 4.2. For a compact homogeneous Kähler manifold which admits a homogeneous very ample quantum line bundle L the coherent state embedding using this bundle is a projective Kähler embedding. In such cases the Kähler form is the pullback of the Fubini-Study form.
Cauchy formulas.
Let us return to the general situation of the coherent state embedding i, (2.34) without assuming it to be a Kählerian embedding. Fix an orthonormal basis s 0 , s 1 , . . . , s N of the sections of the quantum line bundle L. Denote by φ the map from L 0 to C N +1 defined by the composition
In the following, three scalar products will appear: (1) ., . L , the scalar product on the space of global sections of L given by (2.21), (2) ., . C N+1 , the standard scalar product on C N +1 , and (3) ., . H the scalar product on the space of global sections of the hyperplane bundle H on P N (C). Again (3) is defined by (2.21), but now the manifold is P N (C) and the sections are the hyperplane sections. Recall that all our scalar products are conjugate linear in the first arguments. We will call relations between these scalar products (evaluated for coherent vectors) Cauchy formulas. The first Cauchy formula is immediate from (2.26), (4.2) Proposition 4.3. In the above situation we have
Next we want to find relations between the scalar product of coherent vectors of L over M and the scalar product of coherent vectors of the hyperplane bundle H over the projective space. Let s ≡ 0 be a holomorphic section of L, which is non-vanishing over the dense open subset V s . Clearly, the scalar product of two coherent states is not defined. But, after choosing such a section we can set e x , e y s := e s(x) , e s(y)
is real analytic and admits a real analytic extension to the function χ s (x, y) := e x , e y s = e s(x) , e s(y) , (4. 7) which is holomorphic in x and antiholomorphic in y.
Remark. Assume the metric h in the bundle to be real-analytic. Then from (4.7) one concludes that for fixed x the singularity set (in the variable y) of the extension of the metric is given by the polar divisor (e x ).
Remark. For ǫ(x) = ǫ M a constant, we see that the scalar product of the coherent vectors is essentially given by the inverse of the local metric:
Let us apply this to M = P N (C) with the hyperplane bundle H as quantum line bundle and the metric of the bundle induced by the Fubini-Study metric. Let V 0 := {[z] = (z 0 : z 1 : · · · : z N ) | z 0 = 0} be the standard affine chart. The points of V 0 can be given in a normalized way as (1 : w) with w ∈ C N . Take t 0 to be the section of the hyperplane bundle corresponding to the linear form Z 0 , i.e. t 0 (w) = 1 for all w. We setŷ := (t 0 (y), y) = (1, y) andx = (t 0 (x), x) = (1, x). Then
Hence in this case (4.8) specializes to e x , e y t 0 = e t 0 (x) , e t 0 (y) = ŷ,x C N+1 · F , (4.10) with
Now we return to the general situation. The second Cauchy formula is expressed in Proposition 4.4. Let q, q ′ ∈ L 0 with π(q) = x and π(q ′ ) = y, i : M → P N (C) the coherent state embedding (2.34), and φ the map (4.2), then on the affine chart V 0
Proof. We start from (4.3) in Proposition 4.3 and divide the vectors φ(q) and φ(q ′ ) on the left hand side by their first components. This can be done because we are on V 0 . We obtain
Here φ(q) norm is the normalized representative which has first component 1. Using φ(q) norm = i(π(q)) and (4.10) we obtain
The third Cauchy formula is expressed in Now take a general t ≡ 0. Recall that the complement of a zero-set of a section ( ≡ 0) is always a dense open subset. Hence the same is true for finite intersections of such sets. On the dense open set V 0 ∩ V t we have t(z) = f (z) · t 0 (z) with f (z) a holomorphic function on the intersection. For the pull-backs we obtain
This implies (using (4.5))
But note that i * (t 0 ) = s 0 and f (i(x)) = i * f (x). The claim follows from (4.14).
The reason for calling the Equations (4.3), (4.12), (4.13) "Cauchy formulas" is that in the case of the Grassmannians the appearing formulas are essentially the (Binet-) Cauchy formulas [17, p.10] 4.3. Two-point functions.
As already noted in Section 3.1 the assignment By the Cauchy-Schwartz inequality its absolute value is bounded by 1.
Using (2.27) we see
Due to the appearing phase factors, it does not descend to a two-point function on M. Clearly, one way out is to take the modulus (or its square, see [14] ) of (4.16). In this way one obtains the function ψ :
This is a globally defined real-valued real-analytic function. Unfortunately, the information contained in the complex phase gets lost.
Note that the set of zeros M(ψ) of (4.18) can be given with the help of polar divisors
Recall that by Proposition 3.6 the condition is symmetric in x and y. Clearly, the zero set M(φ) of (4.16) consists of the fibers over M(ψ). Take a section s ≡ 0 of Γ hol (M, L) and choose it as frame over V s = M \ (s). We define the functionφ s (x, y) := e s(x) , e s(y) e s(x) e s(y) (4. 20) on V s × V s . It "represents" the two-point function (4.16). But note thatφ s depends on the section s which was chosen as frame.
Immediately from the definition we get
If we deal with different manifolds and if there is a danger of confusion, we will exhibit also the manifold in the notation of the two-point function (resp. of the m-point functions introduced later on).
Proposition 4.6. Let i be the coherent state embedding (2.34). Let t ≡ 0 be a section of the hyperplane section bundle H and s = i * (t) the corresponding section of the quantum line bundle then (a)φ Let us consider the (cyclic) m-point function for m ∈ N, m ≥ 2
, e q (2) e q (2) , e q (3) . . . e q (m) , e q (1)
It is a complex-valued and real-analytic function in its variables. Note that the phase ambiguity of the lifts is canceled by this combination. The function Ψ (m) can be written in terms of the complex-valued two-point function as
with respect to any section s ≡ 0 of L. Note that Ψ (2) = ψ, the real-valued two-point function as defined in (4.18). But for m > 2 the Ψ (m) will be complex-valued. M is invariant under cyclic permutations of its arguments. Proof. Using (4.26) we see that from (4.22) the first equality follows. Now using (4.23) we obtain the last equality. Note that as i(x) any homogeneous representative can be chosen (but then it has be kept fixed). The ambiguity will cancel in this combination. The invariance under cyclic permutations is clear.
We can represent the last expression in (4.27) as complex-conjugate of the similar expression where the x (i) appear in strictly increasing index order mod m. Again, the zero-set of the m-point function can be given with the help of polar divisors.
Note that the last expression in (4.27) can be rewritten as follows. Let [u] , [v] ∈ P N (C) be points with homogeneous coordinates u, v ∈ C N +1 . The Cayley distance d C of the two points, i.e the geodesic distance with respect to the Fubini-Study metric is given as with the phase factor Φ = Φ(u, v, w) defined by this formula. The phase factor is related to the shape invariant ρ introduced by Blaschke and Terheggen [10] for P 2 (C), resp. by Brehm [12] for P N (C): ρ = cos a cos b cos c cos Φ. Hangan and Masala showed that Φ has the following geometric meaning [19] : Take By applying Proposition 4.7 we see that (4.29) is the complex conjugate of the threepoint function of the projective space. We obtain Theorem 4.8. Let (M, ω) be a quantizable Kähler manifold with very ample quantum line bundle L. Let i : M → P N (C) be the coherent state embedding (2.34). Then the three-point function Ψ (3) (x, y, z) = e q , e q ′ e q ′ , e q ′′ e q ′′ , e q e q 2 e q ′ 2 e q ′′ 2 , x = π(q), y = π(q ′ ), z = π(q ′′ ) (4.31)
can be written as whereσ(i(x), i(y), i(z)) is any deformation of the geodesic triangle (in P N (C)) with fixed boundary given by the geodesics (in P N (C)) connecting the points i(x), i(y), and i(z).
The relationship between the phase Φ of the 3-point function and the symplectic area of a geodesic triangle on the manifold itself is studied for the complex Grassmann manifolds in [5] .
