The effects of different boundary conditions on Alfvén wave dynamics in reduced magnetohydrodynamics are described. If one assumes that the derivative or the second derivative of the electrostatic potential ⌽ is zero at one of the radial ͑across the magnetic field͒ boundaries, radially localized ͑guided͒ Alfvén wave solutions are possible, but if ⌽ is set to zero ͑grounded͒ at both boundaries, the solutions consistent with the boundary condition exhibit radial propagation of energy. To confirm the ideas discussed, numerical tests were done in slab geometry with a density gradient across the magnetic field.
I. INTRODUCTION
A particular set of boundary conditions can have an important effect on the results of plasma simulations.
1-4 Here, we describe the effect of different radial ͑across the magnetic field͒ boundary conditions on reduced magnetohydrodynamic ͑MHD͒ Alfvén wave solutions in an inhomogeneous equilibrium. Ultimately, we are most interested in Alfvén wave solutions in the dipole magnetosphere. Observations from polar orbiting spacecraft suggest that auroral phenomena such as parallel electric fields, accelerated electrons, and uplifted ionospheric ions are caused by Alfvén waves with dispersion resulting from the finite temperature and/or electron inertia of the plasma; [5] [6] [7] and reduced MHD equations based on the two-fluid equations have been used to simulate these phenomena. [8] [9] [10] [11] [12] [13] However, the equations we will use for our study are simpler than the equations used in these studies, and the results we describe are more basic. As we will show, different radial ͑across the magnetic field͒ boundary conditions can lead to very different Alfvén wave dynamics even when the initial Alfvén wave perturbation is far from the radial boundary. In ideal MHD, Alfvén wave energy is guided along the magnetic field. 14 However, when the electrostatic potential is fixed to the same value at both radial boundaries ͑what we call the double ground boundary condition͒, reduced MHD equations yield radial propagation of energy because of the boundary condition. We consider this behavior undesirable because it is fundamentally different from the behavior of Alfvén waves in full ͑vector͒ MHD, as we will demonstrate. In Sec. II, we describe the behavior of Alfvén waves in ideal full ͑vector͒ MHD; in Sec. III, we describe a set of linear reduced MHD equations valid in a curved magnetic field; in Sec. IV, we describe the boundary conditions we will consider; in Sec. V, we describe the effects of these boundary conditions on Alfvén wave dynamics in reduced MHD; and in Sec. VI, we summarize our results.
II. ALFVÉN WAVE EIGENMODES IN FULL MHD
Before we consider simulation results in reduced MHD, it is useful to understand how Alfvén waves behave in full ͑vector͒ MHD. The normalized linear ideal ͑zero resistivity͒ cold ͑zero beta͒ MHD equations are 0 ‫ץ‬v ‫ץ‬t = J ϫ B 0 , ͑1a͒
where the equilibrium magnetic field B 0 and the perturbed field B are normalized to the background magnetic field B 0 at a specific ͑normalization͒ position, the mass density 0 is normalized to the mass density at that same position, and the fluid velocity v is normalized to the background Alfvén speed V A = B 0 / ͱ 4 at the same position.
We consider a two-dimensional system with generalized orthogonal coordinates q ͑varying in the direction of the background magnetic field e 1 = b 0 / B 0 ͒ and r in the radial ͑varying in the direction across the magnetic field direction e 2 ͒. Figure 1 shows contours of the component of the electric field in the r direction E 2 ͑ϰV 3 and B 3 ͒ for a linear Alfvén wave eigenfunction in a two-dimensional ideal MHD finite difference simulation with a dipole magnetic field B 0 e 1 and constant mass density 0 . Positive ͑negative͒ contour levels are shown as solid ͑dashed͒ curves. A finite difference method was used with 17 grid points in the q direction and 11 grid points in the r direction. The radial coordinate r is equal to the L shell of the field line ͑geocentric distance at the magnetic equator͒ and the parallel coordinate q is the sine of the latitude at the middle value of r = L = 7, with constant values of q mapped to other r values by keeping the parallel dipole coordinate = sin / R 2 constant, where R is the geocentric radius. An insulator boundary condition was used at q = q 1 and q 2 ͑nonzero tangential E and zero tangential B͒ and a conducting boundary at r = r 1 and r 2 ͑zero tangential E and nonzero tangential B͒. At both boundaries, E 2 was symmetric about the boundary. However, since the eigenfunction is localized in r, only the q boundary ͑bound-ary crossed in the q direction͒ strongly affects the solution, leading to a peak in E 2 at q = q 1 and q 2 . ͑We have also run simulations with a conductor boundary condition at q = q 1 and q 2 . In that case, the perturbation of E 2 is peaked at q = 0 and goes to zero at q = q 1 and q 2 .͒ The eigenfunction in Fig. 1 was found by running a linear MHD simulation with an initial azimuthal ͑e 3 direction͒ velocity perturbation. The frequencies of the linear modes in the system were found by using a Fourier transform in time to get the power spectrum at one spatial location. Then the simulation was rerun with a Fourier transform in time at each spatial location to pick out this particular Fourier mode. ͑This method of finding linear eigenfunctions was also used by Refs. 15-17.͒ The linear eigenmode is totally localized ͑to machine precision͒ to the middle grid point in the r direction. ͑Note that the grid point spacing in r is 0.2/ 10= 0.02.͒ That is, E 2 is only nonzero at that one grid point, so that the azimuthal velocity fluctuation v 3 and the azimuthal magnetic fluctuation B 3 are also nonzero only there. The localization is a result of the fact that the field lines fluctuate with a different frequency at each r = L ͑because of the inhomogeneous magnetic field and varying field line length in the q direction͒. In ideal MHD, there is no diffusive mechanism to smear out the resonance and a singular eigenmode is possible.
18 ͑Reference 15 presented finite difference eigenfunctions for Alfvén waves with azimuthal variation, showing that they are the smallest possible vortices with radial motion at one grid point and azimuthal motion at the surrounding grid points.͒
III. REDUCED MHD EQUATIONS
Now we consider a simple set of linear reduced MHD equations,
where the electromagnetic fields are
and the equations have been written in a form valid for curvilinear coordinates with b 0 = B 0 / B 0 , but assuming J 0 = ١ ϫ B 0 = 0. The ʈ and Ќ subscripts indicate components, respectively, parallel and perpendicular to the background magnetic field B 0 . We define the parallel and perpendicular scale lengths, L ʈ and L Ќ , respectively. In Eqs. ͑2a͒-͑2c͒, ͑3a͒, and ͑3b͒, B 0 is normalized to B 0 at some particular ͑normal-ization͒ position, and A ʈ is normalized to B 0 L Ќ , ‫ץ‬ / ‫ץ‬t is normalized to V A0 / L ʈ , and V A is normalized to V A0 = V A , all using normalization values at the normalization position. Equation ͑2a͒ indicates that the parallel electric field E ʈ = b 0 · E = 0; Eq. ͑2b͒ is Ampere's law for the parallel current J ʈ = b 0 · J with J = ١ ϫ B using Eq. ͑3a͒ ͑and J 0 = 0, such as would be the case for Cartesian or dipole geometry͒; and Eq. ͑2c͒ expresses current continuity, where the left-hand side of the equation is the negative of the divergence of the perpendicular current due to the polarization drift and the right-hand side of the equation is the divergence of the parallel current J ʈ b 0 ͑so that the divergence of the total current is zero͒. Defining
we can rewrite Eqs. ͑2a͒-͑2c͒ as 
and Eqs. ͑6a͒ and ͑6b͒ as
The energy principle corresponding to Eqs. ͑5a͒-͑5c͒ is
where
is the E ϫ B drift velocity. Note also that this form for the E ϫ B drift has been assumed also in the polarization drift current in Eq. ͑2c͒ ͑which does not have E ϫ ␦B͒.
IV. REDUCED MHD BOUNDARY CONDITIONS
As mentioned previously, we are most interested in Alfvén wave solutions in the dipole magnetosphere. First we consider the boundary surfaces perpendicular to the background magnetic field, with boundary normal n = e 1 = b 0 . Boundary conditions for auroral simulations usually include the effects of a conducting ionosphere. Because the ionospheric conductance is typically large, the simplest approximation is to assume a perfectly conducting boundary, which is easily implemented by setting ⌽ = 0 at the boundary values q = q 1 and q 2 . Then the electric field tangential to the boundary ͑extending in the r direction͒ is zero, consistent with the properties of a conductor. Based on Eq. ͑7c͒, there is no flow of energy through the boundary ͑B 0 direction͒ and consequently no loss of energy due to this boundary condition. While it is not our aim here to argue that energy conserving boundary conditions are the most realistic, using energy conserving boundary conditions will be useful, because it will allow us to evaluate stable eigenmodes of the system. ͑En-ergy conserving boundary conditions are also useful because they improve the stability of a simulation code.͒ While a conducting ionospheric boundary may be more realistic, for this paper we will use an insulating boundary at the q boundary with AЈ = 0 there. If AЈ = 0, the tangential electric field at the boundary may be nonzero, but the current flowing through the boundary must be zero ͓JЈ = 0 based on Eq. ͑5b͔͒ consistent with the properties of an insulator. The reasons for using an insulator boundary condition at the L = 6.9− 7.1 boundary ͑n = e 1 ͒ are not relevant to this paper, and all the results presented in this paper would be essentially the same if we used the conducting boundary condition. The insulating boundary condition at the q boundary is also energy conserving ͓JЈ = 0 in Eq. ͑7c͔͒.
More relevant to this paper is the choice of the radial boundary condition, which as we will show does significantly affect the Alfvén wave dynamics. Table I summarizes the boundary conditions that we will consider. There are four boundary conditions listed. The numbers in the body of the table represent the order of the r derivative that is set equal to zero for the listed field value. For instance, the value "0" listed under the double ground boundary condition for ⌽ ͉r=r 1 and ⌽ ͉r=r 2 indicates that the zeroth derivative value of ⌽ ͑that is, ⌽ itself͒ is equal to zero at both the low ͑r = r 1 ͒ and high ͑r = r 2 ͒ boundaries. For all the boundary conditions, the same boundary condition is used for AЈ at both boundaries, so there is only one entry for AЈ. For the double ground boundary condition, AЈ = 0 at the r boundaries. A value of "1" in the body of Table I indicates that the slope of the field value is zero at the r boundary, and a value of "2" indicates that the second derivative of the field value is equal to zero there.
For the boundary conditions in Table I , other than the first double ground the boundary condition for ⌽ at the high r value ͑r 2 ͒ is different from the zero value. Either the first derivative ͑slope͒ of ⌽ is equal to zero ͑"zero slope" and "mixed" boundary conditions͒, or the second derivative of ⌽ is zero there ͑"zero second derivative" boundary condition͒. However, Table I shows that we still use ⌽ = 0 at the low r value ͑r 1 ͒. This is because Eq. ͑5c͒ must be inverted to get ⌽ ͑at each value of q͒, and only the perpendicular gradient of ⌽ appears in Eq. ͑5c͒. Thus the solution of ⌽ includes an arbitrary constant. Because of this, we set ⌽ = 0 at the low end of the r boundary, r = r 1 . With a gauge transformation, it is possible to transform to a different ⌽ and A ʈ such that ⌽ = A ʈ =0 at r = r 2 . This transformation is ⌽ → ⌽ − ‫ץ‬ / ‫ץ‬t and A ʈ → A ʈ + b 0 · ١ with = ͐ t dtЈ⌽͑q , r = r 2 , tЈ͒. Thus the boundary conditions at r = r 1 and r = r 2 are physically equivalent for all the boundary conditions.
The double ground radial boundary condition has been used by Streltsov and Lotko. [8] [9] [10] [11] ͑The negative effect of this boundary condition that we describe in this paper does not invalidate their results, because they were concentrating on fine scale structure that develops near the ionospheric boundary due to other mechanisms.͒ Because ⌽ = AЈ = 0 at the r boundaries, the double ground boundary condition is energy conserving based on Eq. ͑7c͒ ͑no energy flux in the perpendicular direction͒. This is what we would expect for a perfect 
conductor boundary ͑⌽ = AЈ = 0 within the surface of the boundary extending in the q direction͒. ͑Whether or not the energy conservation is exact would depend on the detailed numerics.͒ The zero slope boundary condition in Table I has the slope of AЈ with respect to r equal to zero at the r boundaries. The slope of ⌽ with respect to r is equal to zero at the upper r = r 2 boundary, and is approximately equal to zero at the lower r = r 1 boundary where the explicit boundary condition is ⌽ = 0. Because of the condition that the parallel electric field is zero ͓Eq. ͑5a͔͒, there is a tight coupling between ⌽ and AЈ. If the slope of AЈ is always zero across the r boundary, the slope of ‫ץ‬AЈ / ‫ץ‬r will also be zero, and to the extent that the parallel structure ͑k ʈ ͒ does not vary with respect to r near the r boundary, the slope of ⌽ will also be zero. The zero slope boundary condition is partly like a conductor ͑the components of E within the boundary are zero͒ only because of the 2D approximation. ͑In three dimensions, there could be a component of the gradient of ⌽ in the e 3 direction.͒ This boundary condition is also energy conserving based on Eq. ͑7c͒ ͑since the energy flux ϳ١ Ќ AЈ and
The mixed boundary condition in Table I has the same boundary condition as the zero slope boundary condition for ⌽, but has the second derivative of AЈ equal to zero at the r boundaries. Researchers at the University of Alberta 12, 13 have used this boundary condition if we understand them correctly ͓Robert Rankin, private communication ͑2007͔͒. While the mixed boundary condition appears to be different from the zero slope boundary condition, in practice, it will be functionally similar because the zero slope of ⌽ will tend to make the slope of AЈ also nearly zero ͓because of Eq. ͑5a͔͒. Therefore, with the exception of the zero second derivative boundary condition, all of the boundary conditions listed in Table I are essentially energy conserving. Unfortunately, the zero second derivative boundary condition, which is less constraining on the solution, will not necessarily be useful. Consider, for instance, a homogeneous equilibrium in Cartesian geometry. Then Eq. ͑5c͒ ͓with Eq. ͑5b͔͒ indicates that the second derivative of ⌽ will be zero at the r 2 boundary. But this is exactly equivalent to the boundary condition so that Eq. ͑5c͒ yields no new information to determine the value of ⌽ at r = r 2 .
It could be argued that the precise boundary condition across the magnetic field does not matter much when simulating Alfvén waves because Alfvén wave energy is guided along the magnetic field. In fact, we generally agree with this statement as long as the Alfvén energy does remain guided. However, as we will shown, the double ground boundary condition alters the Alfvén wave dynamics so that the wave energy is no longer purely guided along the magnetic field.
V. EFFECT OF DIFFERENT BOUNDARY CONDITIONS ON ALFVÉN DYNAMICS IN REDUCED MHD
We have implemented a reduced MHD finite difference simulation using Eqs. ͑5a͒-͑5c͒. ͕Actually, our simulation includes electron inertia using equations similar to those of Ref. 19 ͓with J ʈ corrected for curvilinear coordinates as in Eq. ͑2b͔͒. But for the results presented in this paper the electron mass is set to such a small value that the equations are effectively the same as Eqs. ͑2a͒-͑2c͒ or ͑5a͒-͑5c͒.͖ For this paper, the code imposes insulating boundary conditions at q = q 1 and q 2 and either the double ground or zero slope boundary condition given in Table I at the radial ͑r = L͒ boundary. Recall that the double ground boundary condition has ⌽ = 0 at both r = r 1 and r 2 , whereas the zero slope boundary condition has ⌽ = 0 only at r = r 1 , and ⌽ can be nonzero at r = r 2 ͑with nearly zero slope at both r boundaries͒.
When we first ran the simulation with dipole coordinates using the double ground boundary condition, we found that the energy of an Alfvén wave initially localized in the interior of the simulation would spread outward in the radial ͑r͒ direction. Explaining this effect was the motivation for this paper. The radial spread of energy is due to the radial inhomogeneity, and the effect also occurs in straight ͑Cartesian͒ geometry if there is inhomogeneity in the direction across the magnetic field ͑r͒.
To demonstrate why the energy spreads radially, we now consider a straight system in which q is equal to the Cartesian coordinate x and r is equal to the Cartesian coordinate y, B 0 = B 0 e 1 is constant, but the mass density 0 ϰ y 8 . This mimics the dipole system because the Alfvén wave frequency in the dipole system goes like the equatorial magnetic field ϰL −3 ͑for a dipole field͒ divided by the length of the field line ϰL, so that the Alfvén wave frequency is roughly ϰL −4 for constant 0 . In the straight system with 0 ϰ y 8 , the Alfvén wave frequency ϰV A ϰ 1 / ͱ 0 ϰ y −4 . ͑In fact, the results of a straight simulation with 0 ϰ y −4 are practically indistinguishable from that of the dipole system if the q coordinate in the dipole system is chosen so that the spacing of q, ⌬q, is proportional to the Alfvén speed V A .͒ Figure 2 shows eigenfunctions for the 2D Cartesian system with 0 ϰ y 8 for the double ground boundary condition ͓Fig. 2͑a͔͒ and the zero slope boundary condition ͓Fig. 2͑b͔͒. It is clear that there is a large difference between the eigenfunctions for these two boundary conditions. The general character of the solutions can be understood from the linear dispersion relation based on Eqs. ͑5a͒-͑5c͒, which is Table I and ͑b͒ the zero slope boundary condition. ͑The numerical axis labels indicate the values at the limits of the axes. Please ignore the tick marks.͒
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where E 2 =−١⌽, and W = 2 / ͑k ʈ 2 V A 2 ͒, and the second form ͓Eq. ͑9b͔͒ only holds if is independent of y. The two eigenfunctions shown in Fig. 2 represent two possible kinds of solutions for Eqs. ͑9a͒ and ͑9b͒: ͑a͒ E 2 ϳ 1 / ͑W −1͒ with a finite value of E 2 at y = y 1 and y 2 ; and ͑b͒ E 2 = 0 everywhere except where W −1=0, where E 2 is singular.
The first eigenfunction shown in Fig. 2͑a͒ ͑the double ground boundary condition, ⌽ =0 at y 2 ͒ has a peak in ⌽ located with respect to y approximately at a grid point, near the central ͑y͒ grid point in Fig. 2͑a͒ . There is a similar eigenfunction peaked near each grid point where ⌽ is allowed to vary so that the number of degrees of freedom for ⌽ is the same whether the function for ⌽ is specified using the grid point values or a combination of eigenfunctions. We can decompose a localized function in y into a superposition of the eigenfunctions, indicating that they are probably a complete set ͑hard to prove mathematically͒. These eigenmodes have finite kinetic energy density ϰE 2 2 ͓Eq. ͑7b͔͒ at the y boundary, so the energy is not strictly localized with respect to y. As a result the energy is not purely guided along B 0 as we will explain now. An initial linear perturbation in ⌽ localized in y ͑with zero value outside of some finite region͒ must be composed of the full set of eigenfunctions so that the superposition initially sums to zero at the boundaries. Each eigenfunction oscillates at its own eigenfrequency ͓approxi-mately equal to the Alfvén frequency of the particular y ͑L͒ value͔. As the field lines oscillate, they get out of phase so that the eigenfunctions no longer cancel near the boundaries in y, thereby giving rise to a radial propagation of energy.
This effect is illustrated in Fig. 3͑a͒ , which shows the time evolved profiles of ⌽ vs y for a 1D simulation with a single Fourier mode in the x direction ͓like the 2D eigenmode in Fig. 2͑a͔͒ . In this case, the variation of 0 is greater than that used for Fig. 2 ͑for which y = L varied from 6.9 to 7.1͒. Here the variation in 0 corresponds to the variation in the dipole Alfvén speed that would be expected for a range y = L =6-8, i.e., a factor of ͑8 / 6͒ 8 variation ͑using 0 ϰ L 8 as before͒. Because of this variation, the different eigenfunctions for ⌽ get out of phase very quickly. The time scale for this radial motion of energy out to the y boundaries ͑given an initially localized distribution of energy͒ goes like the time scale for phase mixing ϳ1 / ͓f͑y 1 ͒ − f͑y 2 ͔͒, where f͑y͒ is the Alfvén frequency ϳL ʈ / V A . For widely separated y 1 and y 2 , this time scale becomes short relative to 1 / f͑y mid ͒, where y mid = ͑y 1 + y 2 ͒ / 2. For the case corresponding to Fig. 3͑a͒ ͑y =6-8͒, the phase mixing time was comparable to the wave period at the central y value. By t = 1.4 in units of the Alfvén time scale of the central field line ͑L ʈ / V A at the central y value͒, a radial electric field has developed at the boundaries in y ͑especially at the low y = 6 boundary͒. Figure 4 shows eigenfunctions for ⌽ vs y using 30 grid points ͑dotted curve͒, 100 grid points ͑small dashed curve͒, 1000 grid points ͑large dashed curve͒, and 10000 grid points ͑solid curve͒. The value of 0 was ϰy 8 yielding the same Alfvén frequency variation as for L = 6.9-7.1 in dipole geometry. The peaked eigenfunction in Fig. 4 is similar to the functional dependence described by Southwood 18 for the field line resonance mode ͑his Fig. 2 , which shows a peak in his E y ͒. ͓Note that Southwood's E y is our E 3 , which is nonzero for finite wavenumber in the out of plane direction ͑azi-muthal direction for dipole coordinates͒. In this case, E 2 ϳ ‫ץ‬E 3 / ‫ץ‬y ͑which follows from an assumption incompressibility for the velocity for a mode with fixed k y ͒, so that the E 2 dependence on E 3 would be similar to our dependence of E 2 on ⌽.͔ Despite the fact that the peak in ⌽ becomes sharper and sharper as the number of grid points N i increases, there is still a finite slope for ⌽ at the y boundaries. And regardless of the resolution, the same radial propagation of energy occurs. Figure 5 shows the final state of the simulation from Fig. 3͑a͒ for three different spatial resolutions or numbers of grid points in the y direction ͑N i ͒. In Fig. 5 , the values of ⌽ Table I . Finite difference eigenfunctions for a region y = 6.9− 7.1 ͑with 0 giving the same Alfvén frequency variation as for L = 6.9− 7.1͒. The four different curves are the eigenfunctions found using 30 grid points ͑dotted curve͒, 100 grid points ͑small dashed curve͒, 1000 grid points ͑large dashed curve͒, and 10000 grid points ͑solid curve͒.
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Effect of the radial boundary condition… Phys. Plasmas 15, 032106 ͑2008͒ found using N i = 640 ͑solid curve͒ can scarcely be distinguished from those found using N i =64 ͑dashed curve͒. This shows that the radial motion of kinetic energy ϰ͑E 2 / V A ͒ 2 in Fig. 3͑a͒ is essentially independent of the spatial resolution. The redistribution of energy is a global effect of the boundary condition. Figure 6 shows the decomposition of the initial ⌽ distribution of Fig. 3 ͑dotted curves for t =0͒ in terms of the eigenfunctions. The individual mode amplitudes are plotted at the grid points at which ⌽ is a maximum for each mode. ͑The eigenfunctions in Fig. 4 were centered on the middle grid point. There are similar peaked functions centered on the other grid points.͒ Note that the amplitude of the modes close to the y boundaries is negative to cancel the contribution to ⌽ near the boundaries from the eigenfunctions centered in the middle region. This cancellation no longer occurs after phase mixing of the modes. Note also that the spectrum of modes in Fig. 6 is nearly identical for the number of grid points N i =64 ͑dashed curve in Fig. 6͒ and for N i = 640 ͑solid curve in Fig. 6͒ .
The reason that the double ground boundary condition ͑⌽ = 0 at both y boundaries͒ does not lead to localized ͑guided͒ solutions for Alfvén wave propagation can be understood from Eq. ͑9a͒. A solution of this equation is
That is, = k ʈ V A ͑y͒ is a function of y. This expression really exhibits the essence of the field line resonance. Each field line oscillates with its own frequency. Now we integrate Eq. ͑10͒ from y = 0, where we assume ⌽ =0, to y = y 2 ,
We can choose g͑y͒ so that ⌽͑y 2 ͒ =0 at t = 0, but as time progresses, the contributions to the integrand in Eq. ͑11͒ will get out of phase, and ⌽͑y 2 ͒ will no longer be zero. This analysis shows that Eq. ͑10͒ cannot be a solution for ⌽ if ⌽ is forced to be zero at y = y 2 . If we force ⌽͑y 2 ͒ = 0 at all times, we are imposing an integral condition on E 2 ͓because ⌽͑y 2 ͒ is the integral of E 2 across r͔ and E 2 is no longer free to oscillate locally in accordance with Eq. ͑10͒.
The eigenfunction for the zero slope boundary condition has the advantage that the energy is purely localized at the discontinuity in ⌽ regardless of the spatial resolution ͓Fig. 2͑b͔͒. It is interesting to see how this eigenfunction arises in the finite difference scheme. The resonance ͓W = 1 in Eqs. ͑9a͒ and ͑9b͔͒ occurs in between two grid points. Suppose these two grid points are labelled i and i + 1, with y = y i+1/2 at the resonance. Let W −1= y − y i+1/2 . Then a simple second order difference scheme based on Eqs. ͑9a͒ and ͑9b͒ yields at grid point i
That is, the multiplying coefficient of the ⌽ i+1 term is zero, so that as long as ⌽ i = ⌽ i−1 , the value of ⌽ i+1 is indeterminate. This result is the finite difference version of a singularity. With the zero slope boundary condition, there are N i −1 transitions between grid points corresponding to the N i −1 grid points for which ⌽ can vary ͑we fixed ⌽ = 0 at the first grid point͒; thus there is the same number of degrees of freedom in either basis ͑real space or eigenmode͒. As a consequence, radial propagation of energy does not occur when using the zero slope boundary condition ͓with eigenfunctions like that in Fig. 2͑b͔͒ , as can be seen in Fig.  3͑b͒ . ͓This is in contrast to Fig. 3͑a͒ , which shows radial energy propagation for the double ground boundary Fig. 3͑a͒ ͑at t =1.4͒ for the number of grid points in the y direction equal to 16 ͑dotted curve͒, 64 ͑dashed curve͒, and 640 ͑solid curve͒.
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condition.͔ Furthermore, the eigenfunction in Fig. 2͑b͒ is exactly what might be expected based on the eigenfunction for MHD ͑Fig. 1͒, a local peak in E 2 with E 2 = 0 elsewhere. Therefore, for the simulation of Alfvén waves in two dimensions with B 0 in the plane of the simulation, it is preferable to allow the value of ⌽ to float at the y = y 2 boundary ͑bound-ary condition other than double ground in Table I͒ . Then the Alfvén wave energy will be purely guided along b 0 , as expected for ideal MHD.
VI. SUMMARY
We examined the effects of two different boundary conditions on the results of reduced MHD simulations of Alfvén waves when an inhomogeneity in the Alfvén frequency exists across magnetic field lines. We showed that the Alfvén wave energy is purely guided only if ⌽ is allowed to float to nonzero values on at least one radial ͑y͒ boundary. Only in that case can the radial electric field remain zero at both boundaries. The basic reason why the double ground boundary condition ͑⌽ = 0 at both radial boundaries͒ does not allow guided Alfvén waves is that setting ⌽ equal to zero at both boundaries is equivalent to specifying an integral ͑global͒ condition on the electric field; with such a constraint, the electric field is not free to oscillate locally as it would in full ͑vector͒ MHD. In the limit as L Ќ → 0, the effect we have described will disappear, since the phase mixing time will go to infinity for an infinitesimal variation in the field line frequency. However, because of the strong L shell dependence ͑ϰL −8 ͒ for the frequency of an Alfvén oscillation of a magnetospheric field line, this effect is non-negligible even for a small range of L ͑26% fractional difference in the field line frequency for the L shell range 6.9-7.1͒. For a larger range of L, like 6-8, the effect we have described here is much larger. While our study was motivated by simulations of the dipole magnetosphere, the effect we have described applies to any system with inhomogeneity in the Alfvén frequency across magnetic field lines.
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