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CHAPTER 1 INTRODUCTION 3
The concept of preferences, being consciously or subconsciously used in every decision in
daily life, can be expected to be a rewarding topic for research. Preferences can manifest
themselves in absolute or relative expressions. An example of an absolute expression would
be I like vanilla ice cream this much, with this being given an absolute value by opening
one's arms to an appropriate degree. An example relative expression is to simply choose
vanilla given the choice between vanilla and pistachio. At the most simplistic level, this
constitutes a simple expression of the fact that one prefers vanilla to pistachio (not taking
into account that one could very well have been eating pistachio all day, or vanilla is better
suited to the coﬀee which will accompany the ice cream, or a myriad of other complicating
factors). Such expressions of preference can be enriched with an intensity, possibly through
an appropriate gesture implying just how happy one is to be able to have vanilla rather
than pistachio ice cream. One could of course argue that no preferences can be considered
to be absolute, as the possibility of choice always implies at least one comparison, even if
it is only ice cream or no ice cream.
The core of this dissertation is the concept of reversed preferences, and how to deal with
them in a proper way. Reversed or conﬂicting preferences take diﬀerent shapes throughout
the three parts of this work, and the nature of the data sets likewise diﬀer from one part
to the next. Absolute preferences take the shape of labels that are ordered in a natural
way. Labels can be natural words (for example: bad, average, outstanding) or more
symbolic expressions (for example: `1 through to `n). Relative preferences are expressed in
the same way, but denote how strongly one alternative is preferred to an other. Returning
to the ice cream example, this allows us to tackle the diﬃcult problem of how to choose
which ﬂavors would make everyone at the party happy in a fair and democratic way, or
even help an ice cream vendor to choose which ﬂavors to oﬀer and which could be retired
or replaced.
Reversed absolute preferences, the ﬁrst problem tackled in this work, could be the judg-
ing of one job applicant as being average to ﬁll a certain vacant position, while another
applicant, almost identical to the ﬁrst applicant except for lacking some relevant skills
compared to the ﬁrst and yet demanding an equal or higher wage, is judged to be out-
standing. Other examples could be comparable houses from the same neighborhood going
on sale at the same time, with the smaller house reaching a higher sale price than the
bigger one. Preferences can also conﬂict between persons: one person can prefer vanilla
to pistachio to chocolate, while another prefers chocolate to vanilla or pistachio, with no
clear preference for either of the last two. Finding common groundoptimally resolving
reversed preferencein such a collection of judgments will also be considered in this work.
4A ﬁnal area wherein conﬂicting preferences need to be reconciled is the area of (group)
decision making, as diﬀerent stakeholders can have widely diverging opinions over which
objects (or ﬂavors) they prefer to which, and the extent to which they do so.
It will come as no surprise then that this dissertation is characterized by recurring themes.
The ﬁrst and most clearly present theme involves reversed preferences as mentioned in
the title. A less pervasive theme, returning in each part but not each chapter, is the
concept of assigning distributions of preferences to objects, rather than single values, and
the corresponding importance of the notion of stochastic dominance in each setting. This
allows decision making in a group context.
The ﬁrst part, which deals with reversed preferences in multi-criteria data sets, consists
of three chapters which solve the problem in successively richer settings: from qualitative
to more quantitative and from single-valued to many-valued preferences. Each of these
settings brings about its own challenges, most of which this dissertation hopes to meet.
This ﬁrst part, in contrast to the remaining two, has originated from a true research
question: given a multi-criteria data set where objects have received labels (as expressions
of absolute preferences), how best to restore monotonicity? In other words, how best to
adapt the expressed preferences so as to ﬁt the partial order implied by the criteria?
The second part can be considered to originate more from a proposed application dealing
with pollution of a number of forest regions. Given a collection of partial orders (or
preferences) on a single set of objects, the question asked is how best to ﬁlter out the
conﬂicting preferences and preserve the ones which can be reconciled. In the application
we discuss, the partial orders are the partial rankings of the forest regions according to
diﬀerent pollution indicators. The ﬁnal outcome is a new partial order of the regions
that attempts to best combine the diﬀerent pollution indicators. This part consists of two
chapters. The ﬁrst deals with the problem for the case of two (conﬂicting) partial orders,
and can be considered to serve as an introduction to the second chapter, which provides a
more general and formal implementation of the operations when dealing with an arbitrary
number of partial orders.
The third part again consists of three chapters, and is inspired by a practical problem. The
ﬁrst chapter is a summary of a collaborative work on a decision making problem, which
serves as a starting point for the second chapter, which serves as both a critical discussion
of the preceding joint work and a possibility to use some of the techniques developed in the
ﬁrst part of this dissertation in this context, resulting in a pleasing cross-linking between
the ﬁrst and third part of this thesis. There is also a relation with the second part of this
thesis as both search for a best ﬁtting order when presented with a collection of orders. In
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the third part, the search for the best ﬁtting order is regarded as a social choice problem
where the input orders are linear orders. The third chapter in this part is a foray into the
(ancient) ﬁeld of social choice theory, injecting it with some new ideas. The motivation to
do so is in part due to one of the strongly recurring themes in this dissertation, in particular
the importance of the stochastic dominance relation. This ﬁnal chapter is to be considered
a humble attempt to reach an ambitious goal: to outline the framework for a new class of
social choice functions.
It might be clear from the descriptions that each part is rather self-contained even though
they share a common theme. A conventional road map to this dissertation would serve
little purpose, the parts can be read in any order (though mixing the chapters in each
part is less advisable). Nevertheless, a word of warning should be given: the third part
integrates some techniques from the ﬁrst, though it does not suppose in-depth knowledge
of any speciﬁcs. Furthermore, the third part is deﬁnitely the most open-ended and oﬀers
the most immediate outlook for further research, even in ﬁelds as old and (often considered
to be) well-established as social choice theory or voting and election rules.
In the following, we discuss the parts and chapters in more detail, paying particular atten-
tion to the related ﬁelds in discrete mathematics.
1.1 Reversed preference in multi-criteria data sets
At the center of this part lies the view of the non-monotonicity problem as a maximum
independent set problem, one of the basic problems from graph theory. Two objects that
together constitute a reversed preference are connected by an edge in our application. A
biggest subset of objects no two of which are connected to each other is a maximum inde-
pendent set. In general, maximum independent set problems are not eﬃciently solvable,
belonging to the class of NP-complete problems. Fortunately, the maximum independent
set problem is known to be eﬃciently solvable for the type of data we discuss, due to the
multi-criteria aspect of the data (implying a partial order on the objects) and the strict
total order on the preferences. Eﬃciently solving the problem in this context involves the
use of network ﬂow algorithms, which also belong to the ﬁeld of graph theory. In this
part we formulate algorithms to solve the problem of optimally restoring monotonicity by
translating it into a (weighted) maximum independent set problem, and we describe how to
use maximum network ﬂow algorithms to solve the minimum network ﬂow problem. The
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described approach allows (in a variety of settings) optimal restoration of monotonicity
through relabeling.
This part draws on concepts from discrete mathematics in general and graph theory in
particular. It should be of interest to both researchers and practitioners in the ﬁeld of
machine learning. The main contributions of this part are: the identiﬁcation of the non-
monotonicity problem as a maximum independent set problem, the translation of the
optimal (stochastic) monotone relabeling to a weighted maximum independent set problem
for a variety of tailor-made loss functions, and properly founded way to quantify the noise
present in a data set, by equating it to the extent of relabeling required.
1.1.1 Optimal monotone relabeling of partially non-monotone ordinal data
A suﬃcient description of the maximum independent set and ﬂow network problems is
provided in this chapter to render it self-contained. We identify the only previously known
algorithm for restoring monotonicity as a variant of a heuristic to approximate maximum
independent sets and use this opportunity to formulate a theoretically better performing
variant before solving the problem optimally. We introduce the concept of minimally
relabeling an object, and construct an algorithm that performs a minimum number of
relabelings, a minimum number of which are non-minimally relabeled. A small extension
to the ﬂow network problem is proposed. Though admittedly of limited practical use,
we discuss an extension of the previous algorithm, by formulating a way to distinguish
between objects on the basis of the extent (in an ordinal sense) to which they are non-
monotone. A more advanced algorithm then utilizes this concept in order to relabel a
minimum number of objects in total, relabeling less non-monotone objects to a smaller
extent than more non-monotone objects. We employ an employee selection data set to
provide an illustrative application. The data set is composed of job applicant descriptions
and judgments regarding their overall suitability.
1.1.2 Loss optimal monotone relabeling of noisy multi-criteria data sets
We are no longer dealing with ordinal expressions of preference in this chapter, but rather
suppose it is possible to quantify just how much more one object is preferred to another.
In other words, we suppose a distance function on the labels to quantify the loss associated
with relabeling objects from an old label to a new label. By formulating a suitable weighing
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function, the problem is translated into a weighted maximum independent set problem,
again solvable by the same ﬂow network algorithms. We describe how to construct such
weighing functions for any loss function in a way that guarantees weighted maximum
independent sets identify a label for each object in the original data set. Some examples of
tailor-made loss functions are provided and discussed. How to hierarchically combine loss
functions is described in detail. We apply the methodology to the same employee selection
data set as before.
1.1.3 Restoring stochastic monotonicity in an L1 optimal way
In this chapter, objects are now allowed to have a distribution of labels, rather than a
single label. Consequently, the concept of reversed preference takes the shape of stochas-
tic non-monotonicity in this case. Formulation of a transitive variant of the stochastic
non-monotonicity relation allows again translating the relabeling problem as one solvable
by ﬂow network algorithms, though not for arbitrary loss functions. More speciﬁcally, the
intuitive zero-one loss and squared loss optimal relabeling problems are not solvable by this
method, though the L1 (absolute diﬀerence) loss optimal relabeling problem remains solv-
able. We apply the methodology again to the employee selection data set, and encounter
and discuss some intriguing results.
1.2 Conflicting partial order relations
In the previous part we discussed one set of objects equipped with a partial ordering on the
basis of their descriptive criterion values and a total preorder on the basis of their labels
(with the latter possibly equipped with a distance function). The type of data discussed in
this part is closely related: we have one set of objects, equipped with multiple partial order
relations. How to best combine them in an objective way is discussed in the two chapters
making up this part, where we also describe operations and implementations to do so. We
commence by describing some operations for the problem of two partial orders. We extend
some of the operations to an arbitrary number of partial orders in the subsequent chapter.
The work in this part is related to the ﬁelds of set theory and artiﬁcial intelligence and
should be of practical interest to researchers in chemical, ecological and environmental
modeling. The main contributions to these ﬁelds are novel and elegant ways to recombine
partial order relations and a new framework for preference representation.
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1.2.1 New operations for informative combination of two partial order relations
with illustrations on pollution data
We provide an introduction to the concept of partially ordered sets, linear extensions
of partially ordered sets and corresponding cumulative rank frequency distributions. This
renders the paper self-contained. The cumulative rank frequency distributions immediately
bring the concept of stochastic dominance into play in this application as well, though the
main interest lies in the formulation of hierarchical and non-hierarchical consistent union
operations for two partial order relations on a single set of objects. The consistent union
is situated between the intersection (which is typically information poor) and the union
(which is typically inconsistent due to contradictions) of the two partial order relations. A
hierarchical version is also discussed, where one partial order is enriched by another in a
consistent way that draws no arbitrary conclusions. The application provided deals with a
set of forest regions in which the heavy metal contamination levels have been determined
in diﬀerent vegetation layers. More speciﬁcally, we utilize the measured lead and cadmium
content in the moss and tree layer.
1.2.2 Consistent union and prioritized consistent union: new operations for pref-
erence recombination
We extend the consistent union operations from the previous chapter, starting by providing
a formal framework to provide elegant implementations of the operations. In order to
accurately process more than two partial order relations in a way that does not depend on
the order in which they are processed, we formulate an intermediate structure of needed,
impossible and possible relations in the shape of a NIP-triple. Rationality conditions for
such triples are discussed, and a way to extract a uniquely deﬁned maximally informative
partial order relation from a NIP-triple is the main result from this paper. It allows
to vastly simplify subsequent deﬁnitions of operations on NIP-triples, to implement the
majority of the operations described in the previous chapter in a clear way. We provide
some enlightening examples on the same environmental pollution data set as before, but
now also discuss the herb layer in addition to the moss and tree layer. A lengthy discussion
section investigates some properties of the NIP-triple combining operations, with pleasing
results as to their intuitive validity and elegance.
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1.3 Conflicting preferences in group decision making
Whereas the preceding parts and chapters safely kept to themselves and defended their
merits on mathematical or theoretical grounds, this part will have to deal with the bugbear
of practical applicability. The ﬁrst chapter in this parta summary of some collabora-
tive workhas not much in common with the previous parts, except the involvement of
stochastic dominance. It involves a decision making problem where a group of people has
to decide between a number of candidates. Candidates are multi-criteria objects, leading
to a number of alternatives for each criterion. A number of stakeholders have expressed
preferences over these sets of alternatives within each criterion in the shape of strict total
orders, and the (ordinal) degree of intensity with which they prefer one alternative over
another. The ﬁrst aim is to select a most representable alternative for each criterion, and
the next (and ﬁnal one) is to use these to select an overall most representable candidate.
Stakeholders have also attached (ordinal) weights to the criteria. The second chapter will
revisit the problem, solve some of the shortcomings of the previous approach by using tech-
niques developed in the ﬁrst part of this dissertation, and serve as a critical examination of
previous work. The ﬁnal chapter of this dissertation is, perhaps ﬁttingly, the most recent
and ambitious. As a consequence, it is regrettably also the most immediately open-ended.
In it, we will revisit Condorcet and Borda, and attempt to revitalize the ﬁeld of social
choice theory by injecting it with the notion of stochastic dominance.
This part is related to group decision making, social choice functions and election rules.
As such, it has to do with psychology as well as mathematics. The main contributions
are the introduction of a workable way to involve stochastic dominance in group decision
making problems and the introduction of stochastic dominance in the ﬁeld of election rules,
shedding some light onto a hitherto neglected promising avenue of research.
1.3.1 Group decision making in an environmental context and the concept of
stochastic dominance
This chapter is constructed as a minimal summary of the methodology described in a
paper published in the Journal of Ecological Economics. The summary describes the
methodology in suﬃcient detail, and contains only minimal references to related work.
The full paper puts more focus on the way in which stakeholders should be addressed in
order to elicit their preferences in an unbiased way. We concern ourselves more with the way
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in which the thus obtained data is to be processed. The candidates in the current context
are competing land use plans for a rangeland area, diﬀering in the proposed attention
to wildlife conservation, the number of livestock allowed to graze, the facilities provided
for ecotourism and so on. The methodology uses the Condorcet social choice function in
order to construct a rank order of the alternatives on each criterion. In order to come
up with a social intensity of preference for this rank order, it is recognized care must be
taken to avoid using non-monotone intensities of preferences. Suppose the ﬁnal rank order
of alternatives is x preferred to y preferred to z. In such a conﬁguration, it would be
irrational to prefer x to z with a smaller intensity of preference than x to y or y to z. If
each stakeholder preferred x to y to z, clearly also the group will do so with consistent
intensities of preferences. In case some stakeholders had conﬂicting preferences however,
this need no longer be the case. In other words, the distributions of the intensities of
preferences are not guaranteed to be stochastically monotone w.r.t. each other in such a
case. The approach taken in the paper restores stochastic monotonicity of the distributions
of intensities of preference through the use of the Ordinal Stochastic Dominance Learner
(OSDL). The resulting social intensities of preferences, in combination with the median of
the weights for each criterion, are processed by the decision making methodology ARGUS
(which stands for Achieving Respect for Grades Using ordinal Scales only) in order to result
in a preorder of the candidates. The area of application is the Lar rangeland in Iran and
involves 31 stakeholders, 4 candidates and 12 criteria.
1.3.2 A critical examination of voting with intensities and the concept of group
consensus
Returning to the Lar rangeland application, this chapter proposes to remedy some of the
problems of the previous approach. The involvement of 31 respondents has yielded a distri-
bution of intensities of preference for each pairwise comparison of two alternatives on each
criterion. A ﬁrst distribution intuitively dominates a second one if the ﬁrst is composed
of stronger intensities of preferences. The Condorcet winning rank order then stipulates
which distributions should dominate which. If the rank order is x  y  z, the distribution
for x  z should contain the strongest intensities of preference, whereas if the rank order
were x  z  y, the strongest intensities of preferences be found in the distribution for
x  y. If this is not the case, the distributions are not stochastically monotone. OSDL was
used to compute stochastically monotone distributions in those cases. Unfortunately, these
distributions were of limited practical use, due to possibly containing fractional numbers of
CHAPTER 1 INTRODUCTION 11
intensities of preferences. This precluded the use of distributions throughout the method-
ology. The optimal stochastic monotonicity restoration algorithm described in the third
chapter of the ﬁrst part of this dissertation will render this possible, albeit at the expense
of disrespecting the supposed ordinal nature of the intensities of preferences. Some psycho-
logically motivated loss functions are described, going beyond the simple L1 loss function
to provide loss functions oriented towards practical application. Finally, it is shown that
the rank order which best satisﬁes the stochastic monotonicity of the distributions need
not be the Condorcet winning rank order, which will serve as inspiration for the third
chapter.
1.3.3 A dominance-based social choice function: ranking inspired by stochas-
tic dominance
This chapter investigates a possible stochastic dominance based social choice function. A
core idea is that in an ordinal sense, it is much worse to change the direction of preference
than merely the intensity. In other words, changing x  y to y  x is a much bigger ma-
nipulation than changing the extent to which x  y. It will be clear this has repercussions
on the loss functions used when computing an optimal stochastically monotone relabeling,
to the extent that intensities of preferences are relegated to serve as tie-breakers when the
directions of preferences are not suﬃcient to determine a clear winner. This exploratory
chapter investigates social choice functions in the absence of such intensities, as the most
important is taken to be the direction of the preferences. The requirement for stochastic
dominance then stipulates that for a rank order x  y  z , at least as many respondents
should prefer x to z as the number which prefer x to y or y to z. This sets the guidelines
for a new social choice function, where the best ﬁtting rank order is the one which best
adheres to this constraint. The degree to which a rank order disrespects this constraint
is straightforwardly taken to be the number of preferences that need to be reversed in
order to render the distributions stochastically monotone w.r.t. each other. The resulting
stochastic dominance based social choice function is shown to possess some intriguing and
surprising properties. We formulate a lower bound on the strength of the weakest majority
in order for the Condorcet winner to coincide with the stochastic dominance based winner,
and highlight a possible relation between the dominance-based social winner and a concept
phrased in Condorcet's original work.
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PART I
REVERSED PREFERENCE IN
MULTI-CRITERIA DATA SETS

CHAPTER 2
Optimal monotone relabeling of partially
non-monotone ordinal data
Abstract
Noise in multi-criteria data sets for training supervised ranking algorithms can manifest
itself as non-monotonicity. Work on the remediation of such non-monotonicity through
relabeling is rather scarce. Nevertheless, errors are often present in real-life data sets, and
several existing ranking algorithms are unable to use such partially non-monotone data sets.
We discuss the only algorithm known to us for relabeling a partially non-monotone data
set, give a straightforward variant by considering the relation to the maximum independent
set problem, and present a new relabeling algorithm that is optimal in the number of
relabelings and in the type of relabeling. The concepts of comparability graph and network
ﬂow are discussed, being of central importance to this problem. Finally, we examine the
relation between our ordinal relabeling and L1 loss relabeling.
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2.1 Introduction
In regular classiﬁcation, when several objects have the exact same features, one can expect
them to also have an identical class label. Inaccuracies and noise are often present in
real-world data, which can lead to conﬂicts w.r.t. this domain knowledge. In multi-criteria
data sets (described in more detail in Section 2.1.1) for the training of supervised ranking
algorithms, such noise can manifest itself in the form of non-monotonicity (described in
more detail in Section 2.1.2). Non-monotonicity is in conﬂict with the domain knowledge
that not only should two objects with identical scores have identical labels, but additionally
that increasing scores should not lead to a decrease in label. In other words, an object
should receive a label at least as good as the best label received by any object that is
worse than it. In fact, this monotonicity constraint is so important that some supervised
ranking (or monotone classiﬁcation) algorithms cannot be trained on data sets containing
this kind of noise (discussed in more detail in Section 2.1.3). Because of this strong domain
knowledge, noise detection is in some sense easier in multi-criteria data sets than it is in
regular data sets, as objects that are not monotone w.r.t. each other are easily identiﬁed.
There is only one algorithm known to us explicitly constructed to restore the monotonicity
of a data set, which we describe in more detail in Section 2.1.4.
2.1.1 Multi-criteria data sets
Multi-criteria data sets are much like data sets for multi-dimensional classiﬁcation. Labels
from a ﬁnite set L, equipped with a linear order relation ≤L, have been assigned to a
set S of elements from an object space Ω. Elements of Ω are described by a set of n
features qi : Ω → Xi, meaning each object a from the object space Ω takes a value qi(a)
for each feature in some set Xi. An object a is then represented by a feature vector
a = q(a) = (q1(a), q2(a), . . . , qn(a)) in the feature space X =
∏n
i=1Xi. Labels have been
assigned to the elements of the set S by the decision function d : S → L. The aim of
supervised ranking is to extend the decision function d to the entire object space Ω, on the
basis of the set of example objects S.
Multi-criteria data sets diﬀer from regular multi-dimensional data sets in the existence
of a linear order relation ≤Xi for each dimension [10]. This linear order relation can
be considered a preference relation, and without loss of generality, we can assume this
preference to express that higher values are better. Remark that this does not require the
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criterion values to be numerical, categorical values can just as easily be ordered. We can
compare two objects a and b from Ω on the sole basis of their criterion values qi(a) and
qi(b). We say that w.r.t. criterion i, b is weakly preferred to a if qi(a) ≤Xi qi(b). Strict
preference is indicated by qi(a) <Xi qi(b), indiﬀerence or equivalence by qi(a) =Xi qi(b). In
this chapter we will only compare criterion values qualitatively: we suppose there is no
function to quantify the distance between two criterion or label values.
The collection of objects S ⊆ Ω is represented as a multiset S = {〈a, d(a)〉 | a ∈ S}. We
will refer to elements from S as objects, and to elements from S as instances. We have
opted to allow objects with an identical feature vector and an identical label to be present,
which is why we state S to be a multiset: an object from S corresponds to an instance (a
combination of a feature vector and a label), which need not be unique in S.
The feature space X can be equipped with the natural product ordering ≤X . Two objects
a and b are said to be comparable if the corresponding feature vectors are comparable,
i.e. if a ≤X b or b ≤X a. Note that a <X b denotes (a ≤X b) ∧ (b X a).
2.1.2 Monotone and non-monotone objects
Every two comparable objects a and b that do not have identical feature vectors can be
divided in a `smaller' and `greater' object on the basis of their feature vectors. Naturally, we
would expect the associated label of the greater object to be at least as good as that of the
smaller object. This requirement, namely if a <X b, it should hold that d(a) ≤L d(b), is the
monotonicity requirement. We use the terminology from [21] and extend this requirement
to safeguard against doubt: objects with an identical feature vector can be expected to have
an identical label as well. If this is not the case, there is said to be doubt for the objects
with the associated feature vector. We will incorporate doubt in the non-monotonicity
property, since both are in conﬂict with our supposed structure.
A couple of objects (a, b) is said to be a non-monotone couple, denoted by a  b, if
a ≤X b ∧ d(a) >L d(b) . (2.1)
The non-monotonicity relation  constitutes a strict partial order relation, which is a
restriction of the partial order relation ≤X because of the involvement of the strict order
relation <L. If a  b or b  a, a and b are said to be 'non-monotone w.r.t. each other'. An
object that is non-monotone w.r.t. no other object is said to be a monotone object. An
object that is non-monotone w.r.t. at least one object is then said to be a non-monotone
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object. Observe that the non-monotonicity relation is deﬁned on objects from S. Objects
with identical feature vectors and labels will never be non-monotone w.r.t. each other, and
will be non-monotone w.r.t. the exact same objects.
Non-monotonicity can be localized in feature space: every non-monotone couple induces
a non-monotone region in X , in the general case a hypervolume. Suppose a <X b and
d(a) >L d(b). The induced region of non-monotonicity is the hypercube [a,b] = {x | x ∈
X ∧ a ≤X x ≤X b}. For every object c with a feature vector in [a,b] it will hold that
either a is non-monotone w.r.t. c, or c is non-monotone w.r.t. b: for an object c such that
a <X c <X b, one cannot have both d(a) <L d(c) and d(c) <L d(b). In fact, within the
hypercube [a,b], we can make a distinction between objects c for which d(c) ∈ [d(b), d(a)]
and those for which d(c) /∈ [d(b), d(a)]. The former means a  c  b, while the latter means
either a  c or c  b holds.
2.1.3 Noise in multi-criteria data sets
General insights from work on noise remediation can be valuable in cleaning non-monotonicity
as well, since noise and outliers can be just as ubiquitous here. Though research into noise
detection or noise remediation in conventional multi-dimensional classiﬁcation is quite ex-
tensive, work on the cleaning of non-monotone data sets is scarce.
In [17] it is mentioned that for some learning tasks, domain knowledge exists such that
noisy objects can be identiﬁed because they go against the laws of the domain. This is
especially true for multi-criteria evaluations, where non-monotonicity conﬂicts with the
monotonicity law of the domain. In this way, errors can be spotted as soon as two compa-
rable objects are present.
The non-monotonicity of training sets can have farther reaching consequences than lowering
the accuracy of a classiﬁer trained on the data; it can in fact render them useless to
certain algorithms. For example, the TOMASO algorithm, as proposed in [65], does not
accept a (partially) non-monotone training set. The authors do not discuss how to proceed
if the training set is non-monotone. Another example application, the construction of
decision trees for ordinal classiﬁcation in [76], also requires monotone data sets. In a
subsequent paper however, one of the authors of [76] formulated a diﬀerent method to
construct monotone Ordinal Decision Trees [6] for the case of partially non-monotone data
sets, though it has to relabel some of the noisy objects during the construction of the
trees. As such, even though the algorithm can accept a non-monotone training set, it is
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unable to use the training set in full in that case. An alternative monotone tree generation
protocol that is able to use a non-monotone training set (but can result in leafs labeled
with an interval of labels) is found in [22]. The OSDL algorithm, as proposed by [20]
and described in [62] and [61], can use non-monotone training sets to perform a monotone
interpolation, without need for deletion or relabeling of non-monotone samples. Another
pressing need for completely monotone data sets could be the need for benchmark data
sets for studies comparing diﬀerent machine learning algorithms. Artiﬁcial generation of
random monotone data sets suited for this purpose is possible [37], but the process of
extracting monotone data sets from real life partially non-monotone data sets should also
be of interest to such comparative studies.
2.1.4 Prior work on cleaning partially monotone data sets
We have mentioned earlier that there is a paucity of research aimed at restoring monotonic-
ity. In fact, aside from our identiﬁcation of the problem as closely related to the maximum
independent set problem in [79], the only algorithm we know of explicitly focusing on this
particular problem is due to Daniels and Velikova [31]. They propose a stepwise relabeling
of non-monotone objects until the data set is monotone. At each step in the algorithm,
they determine for each non-monotone object the relabeling that results in the maximal
decrease in objects non-monotone w.r.t. the examined object, and relabel the object for
which this is maximal. No quantiﬁcation of distance in criterion space or label space is
used. The pseudo-code is given in Algorithm 2.1.
Algorithm 2.1: Greedy worst-out relabeling
Data: Data set S
Result: Monotone relabeled data set S ′
S ′ ← S;
while S ′ is non-monotone do
Select an object x in S ′ and a label l with maximum possible increase in objects
monotone w.r.t. x relabeled l;
Relabel x as l in S ′;
end
The time complexity of the algorithm is discussed in [92], where it is shown to be O(n3m)
with n the number of objects in the data set andm the number of labels. In [92] it is argued
that the explicit stepwise approach yields more insight into the data by directly ﬁnding
points that violate the monotonicity constraint most, though we feel a stepwise distinction
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could better be made on the basis of points which are member of none, some or all
maximum independent sets. Nevertheless, one can argue that heuristic-based approaches
are more easily comprehended than the graph-theoretical optimal solution methods, and,
as such, more readily adopted in applied ﬁelds.
The remaining sections of the chapter are structured as follows. Section 2.2 details the
maximum independent set problem and a well-known heuristic to solve it, as well as an
exact way to do so in our speciﬁc context, using ﬂow networks. Flow networks are described
in as much detail as required to render the chapter self-contained. The currently existing
algorithm is related to a heuristic for solving the maximum independent set problem, which
is discussed in Section 2.3, where we also supply an alternative relabeling algorithm, based
on a variant of the same heuristic. An optimal relabeling algorithm, the main contribution
of this chapter, is supplied in Section 2.4, and some applications to real life data sets
can be found in Section 2.5. We relate ordinal relabeling to L1 loss optimal relabeling in
Section 2.6, and conclude with a summary and outlook in Section 2.7.
2.2 Related work — the maximum independent set problem
The independent set problem is relevant to the discussion of non-monotonicity in deﬁning
an optimal cleanup [79]. This problem from graph theory deals with a graph G, comprised
of a set of vertices V = V (G) and a set of edges E = E(G). We denote G = (V,E), and
for this application, the graph G can be considered a simple directed graph: ﬁnite, loopless
and without duplicate edges or vertices. Figure 2.1 can be seen as a graph representation
of a data set where objects are described by two features q1 and q2. Directed edges are
commonly called arcs. The objects correspond to the vertices V of our graph, and the arcs
we show denote the non-monotonicity relation , with the arc oriented from the (label-
wise) better object to the worse object. A data set is thus monotone if there are no such
arcs, and a subset of a data set is internally monotone or a monotone subset if there is
no arc between two objects of the subset. As arcs are always directed from the smaller
object to the greater object, we will omit the arrows denoting the direction in subsequent
ﬁgures. Because the non-monotonicity relation  is a strict partial order relation and thus
is transitive, we can restrict the graph representation to its covering relation (in fact, its
Hasse diagram), and remove some arcs from the graph, as shown in Figure 2.2, where we
have also grayed out the monotone objects. Additionally, the non-monotonicity relation ,
being a strict partial order relation, elegantly handles data sets that contain objects with
identical feature vectors and labels: in G these objects will not coincide, but simply be
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Figure 2.1: Graph representation of a partially non-monotone data set S1 (numbers represent
class labels)
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Figure 2.2: Graph representation (condensed) of a partially non-monotone data set S1 (numbers
represent class labels)
incomparable w.r.t. each other, and comparable (in fact, non-monotone in this context)
w.r.t. the exact same set of objects.
2.2.1 Maximum independent sets
An independent set (also called a stable set) is a subset I of the vertex set V of a graph G =
(V,E) such that no arc has both starting and ending point present in I. If it is impossible
to add an additional vertex to I while maintaining this property, I is called a maximal
independent set. If there is no such subset of V larger in size, it is called a maximum
independent set. In graph theory, the size of a maximum independent set contained in a
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graph G is called the independence number of the graph, often denoted by α(G). For this
application, where the arcs denote the non-monotonicity relation, constructing a maximum
independent set allows for the identiﬁcation of a maximum subset of the data set that is
internally monotone. The independence number then corresponds to the size of a maximum
subset of instances that are monotone w.r.t. each other (as such, the independence number
of our graph is the number of instances that need not be relabeled). As monotone instances
will straightforwardly be member of every maximum independent set, we have grayed them
out in Figure 2.2.
2.2.2 Computability of a maximum independent set and related concepts
Finding a maximum independent set is an NP-complete problem in the general case. An
extensive review of exact and approximate algorithms for the converse problem, the Max-
imum Clique Problem, can be found in [8].
If we consider arcs to denote 'are non-monotone w.r.t. each other', also mentioned in [92],
a graph such as the one in Figure 2.2 is actually a comparability graph by deﬁnition. A
comparability graph for a set equipped with a strict partial order relation < is a graph
where the vertices denote x < y or y < x. We propose to consider the non-monotonicity
relation  to construct the comparability graph. Through the use of a network ﬂow al-
gorithm, requiring a trivial reformulation of the graph, it is then possible to determine a
maximum independent set in O(|V |3) time [68]. This reformulation, as well as a succinct
introduction to the network ﬂow problem, is given in [68]. Because eﬃcient identiﬁcation
of maximum independent sets is of central importance for this chapter, we reproduce the
gist of it here.
We use the network ﬂow notation from [68], discussing a directed (as per our strict partial
order relation ) graph G with lower lij and upper capacities cij given for each arc (i, j),
making up a capacitated network. The network contains a source node s whose arcs are
all outgoing arcs, and a sink node t whose arcs are all incoming arcs. A feasible ﬂow (often
simply called ﬂow) on such a network is an assignment of xij to each arc (i, j) such that
lij ≤ xij ≤ cij for each (i, j), and such that the net ﬂow through any non-sink and non-
source node is equal to zero. The source and sink nodes have ﬂow −v and v respectively,
with v called the value of the ﬂow (a minimum ﬂow is a feasible ﬂow for which v takes the
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minimum value). More formally, let for each node hold:
∑
j
xij −
∑
j
xji =

−v, i = s
0, i 6= s, t
v, i = t.
(2.2)
Our application requires the splitting of each node (or vertex) a into two connected vertices
a and a, with the arc going from (the lower) a to (the upper) a. The arc connecting a to
a is called a node arc, with lower capacity equal to the multiplicity of the corresponding
object a in the data set. Though we allow objects with identical feature vectors and labels
to be present in the data set, to each of those objects corresponds exactly one instance
from S. Consequently, the multiplicity is always one in our case, as we simply introduce
separate arcs and node arcs for each instance from S. The vertex a will be the ending
point of all arcs that pointed to a in the original graph, and a will be the starting point of
all arcs that pointed from a in the original graph. Non-node arcs (those that denote the
relation , and connect a to b vertices in the network) have lower capacity 0. The upper
capacity of each arc is equal to ∞. Finally, a source and a sink node need to be added.
The source is a single vertex connected to the lower of the new vertices corresponding
to the minimal objects of the data set equipped with the non-monotonicity relation 
(the set {a ∈ S | @b ∈ S : b  a}), while the sink is a single vertex that is connected to the
upper vertices of the maximal objects of that data set (the set {a ∈ S | @b ∈ S : a  b}).
Performing the vertex splitting and adding the capacities and the sink and source nodes
yields the ﬂow network Nf with nodes Vf and arcs Ef . The resulting structure is shown
in Figure 2.3. We removed the axes in Figure 2.4 and performed a reorganisation to easily
allow introduction of another ﬂow-related concept in the subsequent paragraph.
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Figure 2.3: Flow network representation of the partially non-monotone data set S1
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Figure 2.4: Flow network representation of the partially non-monotone data set S1, additionally
showing a maximum s, t−cut
Now we present the network ﬂow problem yielding the solution to the maximum indepen-
dent set problem in a comparability graph. Deﬁne a cut to be a division of the nodes of Nf
in two disjoint subsets Sf and Tf . Some node arcs will have both upper and lower nodes on
the Sf side, while others will have both upper and lower nodes on the Tf side, and for yet
others the lower will be on the Sf , and the upper will be on the Tf side, as in Figure 2.4.
The latter node arcs we call approved arcs, to which correspond a set of approved nodes,
instances or objects. In Figure 2.4, the approved arcs are the d to d and e to e arcs, to
which correspond the d and e instances. The approved nodes or instances will identify a
maximum independent set if the corresponding cut is a maximum cut. A maximum cut is
a cut for which it holds that for each arc from Sf to Tf , the ﬂow through the arc is equal
to the lower capacity of the arc, and there is no ﬂow going from Tf to Sf . This maximum
cut has the following value, showing why we needed to set the upper capacities equal to
∞:
v = max
Sf ,Tf
 ∑
a∈Sf ,b∈Tf
lab −
∑
a∈Sf ,b∈Tf
cba
 . (2.3)
The upper capacities have been set to∞ simply to enforce there being at most one approved
arc on each path from s to t: in other words, there will be no ﬂow from Tf to Sf . Because
the aim is to maximize the expression in Expr. (2.3), there will be exactly one approved
arc on each path from s to t, preferentially on a node arc as these are the only ones with
a non-zero lower capacity. The maximum cut value is equal to the minimum ﬂow value
through the network, and a corresponding set of approved nodes can be determined with
standard graph algorithms. Hence, if the ﬂow is a minimum ﬂow, the value for v is equal
in Expr. (2.2) and Expr. (2.3). We will later deﬁne an alternative cut value expression, to
which corresponds only a subset of the maximum cuts satisfying Expr. (2.3).
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In order to determine a maximum cut, we require the concept of the residual network.
The residual network is deﬁned w.r.t. a (feasible) ﬂow over the network. Only arcs (i, j)
for which lij < xij are present in the residual network, as well as an inverted version of
each arc (in other words, if a  b, we have an arc from b to a in the residual network).
Some nodes will not be reachable from the source or sink in a minimum ﬂow: the objects
corresponding to a maximum independent set will have a ﬂow xij = lij, and are thus arcs
not present in the residual network, and the entire cut divides the set of objects into at
least two disconnected subsets in the residual graph. In fact, one of the requirements for a
feasible ﬂow to be a minimum ﬂow, is for the sink node to be unreachable w.r.t. the source
in the corresponding residual network. An independent set can now be found by taking all
objects for which only the lower node of the corresponding node arc is reachable from the
source, or by taking all objects for which only the upper node of the corresponding node
arc is reachable from the sink.
As the literature on minimum ﬂows is rather sparse, we additionally brieﬂy outline the
technique we used to compute a minimum ﬂow. First we remark that ﬁnding a feasible
ﬂow is straightforward for the graphs we consider, as the capacity of each arc is unbounded
from above. We start by determining a feasible ﬂow, and set the upper capacity of each
backward arc equal to the ﬂow in excess of the lower capacity on each forward arc. The
forward arcs remain unbounded from above. In this modiﬁed network we determine a max-
imum ﬂow from sink to source, in eﬀect inverting the network and sending some fraction
of the original ﬂow from the original sink back to the original source. Subtracting this
maximum ﬂow on the backward arcs from the feasible ﬂow on the forward arcs, yields a
minimum ﬂow as desired. Algorithm 2.2 contains the diﬀerent steps required.
Algorithm 2.2: Determining a minimum ﬂow
Data: Feasible ﬂow in a ﬂow network Nf
Result: Minimum ﬂow in Nf
Copy the ﬂow network graph into N ′f (with l
′
ab, x
′
ab and c
′
ab values);
foreach Ef in Nf do
c′ba ← xab − lab in N ′f ;
end
Compute a maximum ﬂow from t′ to s′ in N ′f ;
foreach Ef in Nf do
xab ← xab − x′ba in Nf ;
end
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The complexity of the algorithm is dominated by the computation of a maximum ﬂow in
the inverted ﬂow network graph, which is possible in O(|V |3) time [68]. We used the HIPR
implementation [51] of the push-relabel algorithm [24] to compute the maximum ﬂow in
the resulting ﬂow network.
2.2.3 Approximation of a maximum independent set and related concepts
Even though the problem of determining a maximum independent set is solvable in our
case, it is still interesting to take a look at some of the heuristics that have been developed
to ﬁnd maximal independent sets of a size approximating the size of a maximum indepen-
dent set. The review in [8] hints at the breadth of heuristics that have been developed.
One polynomial algorithm that is optimal for some classes of graphs, and that has been
examined in detail, is the greedy algorithm or minimum-degree greedy algorithm. Per-
formance guarantees have been determined for this algorithm, and the classes of graphs for
which it will return an exact solution have been identiﬁed [7]. This algorithm, referred to
as Greedy from now on, simply repeats the steps select an object with minimum degree
(number of arcs) from the graph, add it to the independent set and delete it as well as its
neighbors from the graph until the graph is empty.
Take note that Greedy is strictly deﬁned as a best-in algorithm. The worst-out
algorithm, which simply deletes vertices of maximum degree until no arc remains, has
been found to possess weaker approximating properties [50].
2.3 A new heuristic relabeling algorithm
In this section, we ﬁrst identify the only relabeling algorithm known to us (Algorithm 2.1
in Section 2.1.4 [31]) as being closely related to a heuristic for approximating maximum
independent sets. Subesquently we formulate a straightforward variant to the existing
algorithm, by basing it on a theoretically better performing heuristic.
Daniels and Velikova [31] do not draw a parallel between the relabeling problem and the
maximum independent set problem, nor do they compare their algorithm to Greedy,
though it is straightforward to do so. Much like Greedy, their approach is based on
the number of objects non-monotone w.r.t. each object, in order to identify the 'noisy'
objects. It furthermore implicitly incorporates the background knowledge that relabeling
an object will not resolve non-monotonicity w.r.t. both objects with a worse and objects
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Figure 2.5: Partially non-monotone data set S2 (numbers represent class labels)
S−part T−part
S−part T−part
s t
Figure 2.6: Flow network representation of the partially non-monotone data set S2, additionally
showing a maximum s, t−cut
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with a better label. Relabeling such an object can therefore resolve some non-monotonicity
w.r.t. only one of these groups. The use of this information means the algorithm in [31]
might be considered a modiﬁed worst-out relabeling version of Greedy, because it takes
into consideration that some of the objects that are non-monotone w.r.t. a particular
object, might very well be non-monotone w.r.t. each other as well. In [92], one of the
authors of [31] recognizes the non-optimality of the relabeling algorithm on conﬁgurations
such as the one in Figure 2.5 (with Figure 2.6 representing the ﬂow network representation
and a maximum cut, where all objects labeled 2 in Figure 2.5 are connected to s, and
those labeled 1 are connected to t). For this example, the non-monotone objects labeled 2
would be relabeled as 1, yielding a non-optimal solution that relabels four objects, while a
relabeling of three objects would suﬃce (the objects labeled 1 could be relabeled as 2).
Keeping in mind that worst-out Greedy has been shown to possess weaker approximating
properties than best-in Greedy [50], it is interesting to develop a relabeling algorithm in
the same spirit as the one in [31], but base it on best-in Greedy, rather than worst-out
Greedy. The algorithm can be summarized as follows: choose the non-monotone object
with the least number of objects non-monotone w.r.t. it (the current 'best' object). Rela-
bel all objects non-monotone w.r.t. it by labeling them with the same label as the current
'best' object, rendering the current 'best' object monotone. Repeat until all objects have
become monotone. The pseudo-code is given in Algorithm 2.3.
Algorithm 2.3: Greedy best-in relabeling
Data: Data set S
Result: Monotone relabeled data set S ′
S ′ ← S;
while S ′ is non-monotone do
Select an object x in S ′ with a minimum number of objects non-monotone w.r.t. it;
Relabel these objects as d(x) in S ′;
end
As some objects can be relabeled more than once (up to a maximum of m− 1 times, with
m the number of labels), the complexity of this variant is equal to that of the algorithm
as described by Daniels and Velikova, namely O(n3m). The variant we describe would at
least outperform their version on the example shown in Figure 2.5, though it would still be
non-optimal in general. As mentioned, Algorithm 2.1 will assign all non-monotone objects
label 1 in this example, resulting in four relabeled objects where an optimal algorithm
would relabel only three objects. For this example, Algorithm 2.3, the best-in variant,
would be optimal and, hence, the non-monotone objects labeled 1 would be relabeled to 2.
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2.4 Optimal monotone relabeling
This section contains the main contribution of this chapter, the formulation of an optimal
monotone relabeling algorithm. We ﬁrst discuss in more detail the ways in which a non-
monotone object can be relabeled, a better way to conduct stepwise relabeling (making
a distinction between more and less non-monotone objects), two closely related but new
optimal relabeling algorithms, and ﬁnally a new type of maximum cut, further highlighting
the usefulness of the network ﬂow approach to the problem.
2.4.1 Minimal and maximal relabeling of a non-monotone object
Determining a maximum independent set allows to identify a maximum subset of a data
set that is monotone. Let Sα denote such a maximum independent set. Consequently,
the remaining objects (denote this set Sα) will have to be relabeled or deleted in order to
render the full data set monotone [79]. These objects will be non-monotone w.r.t. at least
one object from the maximum independent set. They cannot be non-monotone w.r.t. both
objects from the maximum independent set that have a better and objects that have
a worse label, as those objects would then have to be non-monotone w.r.t. each other as
well. Consequently, for a non-monotone object x not member of the maximum independent
set, its label d(x) is either greater than the smallest label dmin of objects (in the maximum
independent set) better than it, or smaller than the greatest label dmax of those objects
worse than it. Since dmin (x) ≤L dmax (x) by construction of the maximum independent
set, we have then that either d (x) <L dmin (x) ≤L dmax (x) or dmin (x) ≤L dmax (x) <L
d (x). In other words, each object from Sα can be considered as being labeled either too
high or too low, without ambiguity. This also means we can consider either dmin (x) or
dmax (x) to be closest to d (x) while respecting the ordinal nature of the labels. In order
to make x monotone, we should assign it a label dnew ∈ [dmin (x) , dmax (x)]. Assigning x
the closest of these two bounds (not necessarily dmin (x)) is to minimally relabel x. The
converse is to maximally relabel x. To assign x a label in between dmin (x) and dmax (x)
is to intermediately relabel x. Unfortunately, minimally relabeling every object not in the
maximum independent set, need not result in a monotone data set in general, as minimally
relabeled objects can still be non-monotone w.r.t. each other.
In order for two objects a and b from Sα (suppose w.l.o.g. a ≤X b) to be non-monotone
w.r.t. each other even when minimally relabeled, two conditions need to hold. Given that
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Figure 2.7: Partially non-monotone data set S3 (numbers represent class labels, letters denote
identiﬁers)
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Figure 2.8: Flow network representation of the partially non-monotone data set S3, additionally
showing a maximum s, t−cut
a ≤X b, we know that dmin(a) ≤L dmin(b) and dmax(a) ≤L dmax(b). The ﬁrst condition is
that a is labeled 'too high', and b is labeled 'too low' w.r.t. Sα, more formally represented
as ∃ e, f ∈ Sα : a  e ∧ f  b, or, equivalently, @ g ∈ Sα : (a  g ∧ b  g) ∨ (g  a ∧ g  b).
The second condition is then that dmin(b) <L dmax(a), easily fulﬁlled by having the objects
e and f from the ﬁrst condition satisfy d(f) <L d(e). If these conditions hold, minimal
relabeling will then not solve the problem between a and b: a will receive a label that is
still 'too high', namely dmax(a), and b will receive a label that is still 'too low', namely
dmin(b). Remark that if ∃ c ∈ Sα : a ≤X c ≤X b, then dmin(b) <L dmax(a) can never hold,
and it will be impossible for a and b to be non-monotone w.r.t. each other when minimally
relabeled.
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2.4.2 Stepwise relabeling
Rather than relabeling objects in a one-at-a-time stepwise fashion, we propose to acknowl-
edge diﬀerent types of objects on the basis of the extent of their non-monotonicity, and
relabel the objects of each type in parallel, and the diﬀerent types in sequence. We know
that there need not be, in general, only a single maximum independent set. Clearly, each
monotone object will be present in each maximum independent set. In addition, even some
non-monotone objects could be part of every maximum independent set. We consider such
objects to be less non-monotone than objects that are member of only some maximum in-
dependent sets, which we, in turn, consider less non-monotone than those objects which are
member of no maximum independent set. For example, observe the data set in Figure 2.7.
There are two maximum independent sets for this data set: {a, d, e} (corresponding to the
cut in Figure 2.8) and {c, d, e}. We call the core the set of objects which are member of
every maximum independent set, and the corona the set of those objects which are member
of some, but not all, maximum independent sets [9]. In this example, the core is the set
{d, e}, while {a, c} constitutes the corona. The remainder, which we call the void, is made
up by the singleton {b} in this example. Determining whether an object is a core, corona
or void object can be done on the basis of the minimum ﬂow value of the corresponding
ﬂow network: start with selecting a maximum independent set, noting that the objects
contained therein are either core or corona objects. If temporarily adding another copy of
one of the remaining objects does not aﬀect the minimum ﬂow value, the object is a void
instance. If the minimum ﬂow value increases by 1, the object is a corona instance. Once
all remaining objects have been examined in this way, the core and corona objects in the
selected maximum independent set can be distinguished as follows: the core objects are
those which are monotone w.r.t. all the thus identiﬁed corona objects not in the selected
maximum independent set, while the remaining objects in the maximum independent set
are then corona objects (and non-monotone w.r.t. at least one corona object not in the
selected maximum independent set). Consequently, dividing the objects in core, corona
and void objects requires at most (|G| − α (G)) (which is O (n)) applications of a minimum
ﬂow problem.
A stepwise approach to relabeling would be to ﬁrst accept the core objects without rela-
beling, as well as a maximum independent subset of corona objects. Given a set of core,
corona and void objects, determining such a maximum independent set is trivial: all core
objects are accepted, void objects are rejected and the step select a (random) corona ob-
ject, accept it and reject those non-monotone w.r.t. it is repeated until all corona objects
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have been either rejected or accepted. In other words, Greedy is guaranteed to return
a maximum independent set, given a set of corona objects. On the basis of the selected
maximum independent set of objects, we check the bounds for the remainder of corona
objects, and relabel them accordingly (minimally at ﬁrst, intermediately or maximally if
we have to). Once this is ﬁnished, we relabel the void objects on the basis of the core
and corona objects. When relabeling the void objects, it is equally possible that minimal
relabeling does not suﬃce to render the data set monotone, in which case the process
should be repeated. We will discuss an algorithm in more detail in Section 2.4.3, though
it is already clear that the entire process is stepwise in nature, in the sense that diﬀerent
types of objects are processed sequentially. Furthermore, it proceeds in a logical fashion,
as it makes sure less monotone objects will not aﬀect more monotone objects. We will now
examine the diﬀerent types of objects and their relabeling in more detail, using Figure 2.7
as an example.
2.4.2.1 Core objects
The set of objects which take part in every maximum independent set is by deﬁnition
equal to the intersection of all maximum independent sets. Trivially, at least all monotone
objects are present in this intersection. We propose to consider both monotone and non-
monotone objects which are present in the core as being equally trustworthy, and to accept
both types as objects that need not be relabeled.
2.4.2.2 Corona objects
By construction, the corona objects will be monotone w.r.t. the core objects, otherwise
some core and corona objects could not be present in the same maximum independent
set, which would be in conﬂict with the fact that the corona objects are present in at
least one maximum independent set. Rather, the corona objects pose as constraints to
one another: each corona object has to be non-monotone w.r.t. at least one other corona
object, otherwise the object would be in the core. This means that, perhaps somewhat
surprisingly, the core objects do not play a major role when deciding how to relabel the
corona objects. We rather have to decide which corona objects to accept, and which to
relabel on the basis of the ones we accepted. However, this does not mean there is no merit
to a stepwise approach, as corona objects can be non-monotone w.r.t. void objects, and
are possibly aﬀected by these. As corona objects are in some sense less non-monotone than
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Figure 2.9: Partially non-monotone data set S4 (numbers represent class labels, letters denote
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Figure 2.10: Flow network representation of the partially non-monotone data set S4, addition-
ally showing a maximum s, t−cut
void objects, we would sooner relabel a void object in a maximal fashion than a corona
object, given the choice.
Depending on the selected maximum independent set, it is possible that some corona ob-
jects will have to be maximally or intermediately relabeled. A simple example conﬁguration
illustrating the reasoning is shown in Figure 2.9. There exist three maximum independent
sets for the depicted data set: {a, b}, {a, d} (corresponding to Figure 2.10) or {c, d}. The
core and void are both empty sets; all objects are corona objects. Choosing to accept {a, b}
or {c, d} would lead to minimally relabeling the other two objects (relabeling them both
as 9 resp. 4), while choosing {a, d} as maximum independent set requires one of {b, c} to
be minimally relabeled, and the other one to be maximally relabeled (either both as 6 or
both as 8).
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2.4.2.3 Void objects
Though no void object is able to force its label onto a corona object, as a void object cannot
be accepted into a maximum independent set and hence will always be relabeled, it is still
able to aﬀect the label which a corona object ﬁnally receives. This is undesirable, as void
objects are less monotone than corona objects. Returning to the example in Figure 2.7,
observe what would happen if we were to take Sα = {a, d, e}, and relabel c and b at the
same time. Object c (a corona object) receives label 3, object b (a void object) receives
label 4, meaning they would be non-monotone w.r.t. each other. If we make no distinction
between corona and void objects, we could very well choose to accept object b labeled as
4, leading object c to receive this label as well. As such, even though object b did not
force its label onto object c, it did aﬀect the label object c received: if we instead accepted
object c as 3, object b would have been labeled 3 as well. As we would sooner accept the
corona object c than we would accept the void object b, we would prefer to let object c
stay closer to the label it originally had, rather than letting this be the case for object b.
This is why we propose to process ﬁrst the corona objects, and only then process the void
objects.
Even between void objects, we can make a further distinction: if we determine a maximum
independent set within the set of void objects, we can distinguish void-core, void-corona
and void-void objects. All three types will need to be relabeled. Nevertheless, one could
consider the void-core instances to be less non-monotone than the void-corona and void-
core instances, and decide to perform a tiered relabeling on these objects as well. This
would allow to preferentially let void-core objects remain closer to their original label,
rather than void-void instances.
2.4.3 New stepwise relabeling algorithms
We now discuss a new stepwise relabeling algorithm, and ﬁrst discuss the choice of max-
imum independent set to accept without relabeling. We have indicated in Section 2.4.2
that for some maximum independent sets, corona objects need to be relabeled maximally.
It turns out, however, that there is always a selection of a maximum independent set that
relabels all remaining corona objects minimally, which can be determined even without a
preliminary trial relabeling. We have mentioned the two conditions needed in order for two
objects to be non-monotone w.r.t. each other when minimally relabeled, the ﬁrst of which
was that one object needs to be labeled too high and the other too low w.r.t. Sα. It is
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straightforward to make sure this condition will never hold. Given the set of corona objects
C, the set Soα = {a ∈ C | @b ∈ C : a  b} is a uniquely determined maximum independent
set w.r.t. which all remaining corona objects are labeled too low (in Figure 2.10, this would
be the set {a, b}). As this set prefers corona objects with higher labels over those with
lower labels, it could be considered an 'optimistic' choice of objects to accept. An exam-
ple of such a set or cut is given by Figure 2.8 (the object on the lower left could not be
selected, as it is a void object). The converse, 'pessimistic' choice, would be to select the
set Spα = {a ∈ C | @b ∈ C : b  a}, containing objects with lower rather than higher labels,
an example of which is Figure 2.4. Either choice is guaranteed to allow minimal relabeling
of all remaining corona objects: selecting Soα, w.r.t. which each remaining corona object
is labeled 'too low', will relabel each object to its dmin label. Conversely, selecting Spα will
relabel each object to its dmax label. Algorithm 2.4 details a protocol to relabel a data
set with a minimum number of relabelings, performing no maximal relabeling of a corona
object, and a stepwise minimum number of maximal relabelings. In the last step, void ob-
jects are relabeled so as to be monotone w.r.t. the current selected maximum independent
set (they can still be non-monotone w.r.t. each other). Hence, the maximum independent
set grows by at least one object in each iteration of the loop, until no more objects are
non-monotone and the algorithm returns a monotone relabeled data set.
Algorithm 2.4: Optimistic stepwise relabeling using maximum independent sets
Data: Data set S
Result: Monotone relabeled data set S ′
S ′ ← S;
while S ′ is non-monotone do
Sα ←Soα (Spα for the pessimistic variant) in S ′;
Minimally relabel remaining corona objects in S ′ on the basis of Sα, add them to Sα;
Minimally relabel void objects in S ′ on the basis of Sα;
end
It is also possible to make a further distinction between the void objects, leading to Algo-
rithm 2.5. Void objects can be non-monotone w.r.t. each other after minimal relabeling,
even if they were not before. We refer again to Figure 2.9, but now suppose objects b and c
are void objects and are both labeled 4. In that case, they would be monotone w.r.t. each
other prior to relabeling, but monotone post minimal relabeling (b would be relabeled to 8,
c to 6). Hence, we propose to ﬁrst relabel the core or corona objects w.r.t. Sα, and select an
optimistic (or pessimistic) maximum independent set to accept as relabeled. The remain-
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ing void objects can then be relabeled on the basis of these and the previously accepted
instances, at which point again an optimistic (or pessimistic) maximum independent set
can be accepted.
Algorithm 2.5: Tiered optimistic stepwise relabeling using maximum independent sets
Data: Data set S
Result: Monotone relabeled data set S ′
S ′ ← S;
Sα ←Soα (Spα for the pessimistic variant) in S ′;
Minimally relabel remaining corona objects in S ′ on the basis of Sα, add them to Sα;
while S ′ is non-monotone do
Determine void-core, void-corona and void-void objects;
if there is at least one void-core object then
Minimally relabel void-core objects in S ′ on the basis of Sα;
else
Minimally relabel void-corona objects in S ′ on the basis of Sα;
end
Sα ←Soα (Spα for the pessimistic variant) in S ′ (Sα will now include some relabeled
void instances);
end
Remark that objects will enter Sα in each iteration in Algorithm 2.5, as objects are made
monotone w.r.t. the previous Sα in each step.
The complexity of both Alg. 2.4 and 2.5 is dominated by the need to determine the core,
corona and void objects, which requires O (n) applications of the algorithm to compute a
minimum ﬂow (of complexity O (n3)). In practice, however, it is a simple matter to avoid
superﬂuous computations: it suﬃces to only check if the objects which are non-monotone
even when minimally relabeled are void instances, which should amount to a signiﬁcant
reduction in needed applications of the minimum ﬂow algorithm (see Section 2.5). Dis-
tinction between core and corona objects need not be made when selecting an optimistic
or pessimistic cut, as such objects will never be non-monotone w.r.t. each other when
minimally relabeled for such a cut, as discussed previously.
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2.4.4 A new type of maximum cut
In general, we can try to avoid maximally relabeling any object by taking into account
the two conditions outlined in the last paragraph of Section 2.4.1. This will allow us
to avoid having to determine which objects are void, which are corona and which are
core objects. We can easily deﬁne a new type of maximum cut in order to determine a
maximum independent set Sα that is a good starting point to minimize the number of
maximal relabelings, by minimizing the number of objects for which these conditions can
possibly hold. We do this by minimizing the number of couples of void objects (a, b), with
a ≤X b, for which it holds that @ c ∈ Sα : a ≤X c ≤X b, and that ∃ e, f ∈ Sα : a e∧ f  b
(if additionally d(f) <L d(e) holds, a maximal relabeling of a or b will be required). We
know that for such objects a and b, the maximum cut will contain the comparability arc
for a and b, as the a object will be on the source side, and the b object on the sink side.
The maximum cuts depicted in Figures 2.8 and 2.10 are clear examples of such a cut: the
cut contains an arc that denotes the comparability of two objects. We give an expression
that deﬁnes a new type of maximum cut, involving an additional criterion to possibly make
a distinction between several regular maximum cuts (as deﬁned in Expr. (2.3)):
v′ = max
Sf ,Tf
 ∑
a∈Sf ,b∈Tf
lab −
∑
a∈Sf ,b∈Tf
cba
×(1 + 1|S|2
)
−
∑
a∈Sf ,b∈Tf
(
lab + 1
|S|2
) . (2.4)
We consider cuts corresponding to Expr. (2.4) to be a good approach to choose maximum
independent sets that will require a minimal number of relabelings, of which only a minimal
fraction will be non-minimal relabelings. To Expr. (2.4) will correspond maximum indepen-
dent sets or maximum cuts for which the number of comparability arcs that are part of the
cut is minimal, by the following reasoning: we want to penalize maximum cuts that contain
comparability arcs, but still require a maximum cut. The simplest way of achieving this
is by penalizing for comparability arcs while making sure that the maximum total penalty
for any cut is strictly smaller than 1. As the maximum number of comparability arcs is
|S|2
4
if the number of objects is even ( |S|
2−1
4
if the number is odd), we are trivially unable
to encounter more than |S|
2
4
comparability arcs in the cut (in actuality, the number is even
lower, in part depending on the independence number of the graph as no comparability
arcs involving objects which are approved in a cut will be part of that cut). Penalizing
comparability arcs by 1|S|2 will then result in a penalty of at most
|S|2
4
× 1|S|2 = 14 , which,
being strictly smaller than 1, suits our purpose. Expr. (2.4) is somewhat convoluted, as we
would prefer not to penalize node arcs, and need to compensate the inevitable penalty they
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nevertheless receive by rewarding the ﬁrst term. In practice however, this compensation is
wholly unnecessary, as each maximum cut would be penalized by the exact same amount
due to node arcs, v|S|2 to be precise. We return to Figs. 2.9 and 2.10. There are three
maximum cuts when using Expr. (2.3) to compute the value: {a, b}, {a, d} and {c, d}.
When using Expr. (2.4) to compute the value, only two maximum cuts remain: {a, b} and
{c, d}, as {a, d} (represented in Figure 2.10) would be penalized for the arc linking b to c.
In general, it will always hold that the set of maximum cuts w.r.t. Expr. (2.4) will be a
subset of or equal to the set of maximum cuts w.r.t. Expr. (2.3). Observe also that one
can still distinguish optimistic and pessimistic cuts.
Our convention to represent each object by its own pair of node arcs, rather than by having
the lower bound of some node arcs be integers greater than 1, as discussed in Section 2.2.2,
plays a subtle role here: Expr. (2.4) counts the number of comparability arcs, which can
diﬀer depending on the way objects with identical feature vectors and labels are handled,
though both still accurately identify a maximum independent set. When using our method,
Expr. (2.4) will still attempt to minimize the number of non-minimal relabelings of objects.
When using the alternative (having lower bounds of some node arcs be greater than one),
Expr. (2.4) will instead attempt to minimize the number of non-minimal relabelings of
unique pairs of a feature vector and a label.
2.5 Applications and experimental results
In order to provide a real-life data set application, we have chosen to examine the Em-
ployee Selection data set [5]. This data set contains 488 objects, corresponding to prospec-
tive employees described by four criteria and a single label denoting the perceived overall
suitability of the applicant for one of several closely related job openings, as judged by
recruiting experts. Numerous objects are identical to one another, and some diﬀer only
in their label. The data set is partially non-monotone, with 399 non-monotone objects,
89 monotone objects and a maximum independent set size (independence number) of 390
objects. The minimum number of objects that should be relabeled is therefore equal to
98. Though there are only 89 monotone objects, there are 376 core objects. There are 28
corona objects, and 84 void objects. The worst-out [31] algorithm (Algorithm 2.1) relabels
100 objects, while the best-in version (Algorithm 2.3) also relabels 100 objects (though 3
objects are relabeled twice). The optimal monotone relabeling relabels 98 objects, and all
of these are minimally relabeled. Algorithm 2.4 thus executes the loop only once. As only
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Table 2.1: ESL data set: criteria used and number of relabeled objects for each algorithm
Feature space Alg. 2.1 Alg. 2.3 Alg. 2.4-2.5
X1 ×X2 ×X3 ×X4 100 100 98
X2 ×X3 ×X4 132 133 132
X1 ×X3 ×X4 130 132 129
X1 ×X2 ×X4 149 155 144
X1 ×X2 ×X3 181 184 172
minimal relabelings have been performed, our more reﬁned cuts could not improve this
any further.
The data set can be made less monotone by not taking into account one of the four crite-
ria. Disregarding a criterion will lead to more objects having identical feature vectors, and
more objects being non-monotone w.r.t. each other. When disregarding the ﬁrst criterion,
132 objects need to relabeled to render the data set monotone. When disregarding the
second, 129 objects need to be relabeled, while disregarding the third criterion necessi-
tates the relabeling of 144 objects. The fourth criterion seems to be the one that is most
important: when disregarding this criterion, 172 objects need to be relabeled. In all four
cases, both Alg. 2.4 and 2.5 perform no non-minimal relabelings, but restrict themselves
to the minimum number of (minimal) relabelings. Strangely enough, our heuristic vari-
ant Algorithm 2.3 is outperformed by the original Algorithm 2.1 on these less monotone
data sets. As the outcome of these heuristics in part depends on the order in which the
instances were encountered, these data are merely illustrative. We summarize the results
in Table 2.1. We stress again that Alg. 2.4 and 2.5 will always relabel a minimum number
of instances, which is by deﬁnition equal to the number of instances in the data set minus
the independence number. Alg. 2.4 and 2.5 could diﬀer in the number of instances they
relabel in a non-minimal way, though they do not do so for these examples. Hence, there
was no need to divide the instances in core, corona and void instances.
2.6 Discussion — relation to classical quantifications of loss
The relabeling protocol we describe relabels a minimum number of objects, and hence
is optimal in the zero-one cost sense. Even though we do not consider the classical L1
loss measure to be applicable (due to the lack of a distance function on the labels), re-
labeling can be shown to minimize the L1 loss given the selected maximum independent
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set, when supposing the class labels to be uniformly spaced. Let D : L × L → N be
the distance function on the labels. As indicated in Section 2.4.1, there are two options
for relabeling each object. The minimal L1 loss for a single object relabeling that would
guarantee monotonicity w.r.t. the objects in the selected maximum independent set is
min (D (d (x) , dmin (x)) , D (d (x) , dmax (x))). Summation over all objects yields the L1 loss
for minimal relabelings. This relabeling will be monotone w.r.t. the selected maximum
independent set and the objects relabeled in previous steps, but relabeled objects are not
guaranteed to be monotone w.r.t. other objects relabeled in this step. Some objects will
probably need to be maximally relabeled, at an (object-speciﬁc) additional L1 cost of
D (dmin (x) , dmax (x)). Hence, if we consider the objects to be relabeled as given, each step
of the relabeling will be optimal in the L1 sense when we minimize the number of maximal
relabelings.
What now if we have not yet chosen a maximum independent set to accept, or want to
minimize the L1 loss over all steps at the same time? Now things become more complicated.
A relabeling that performs only minimal relabelings in a single step, need not result in a
relabeling that has a minimal L1 loss for that step. When we return to Figure 2.9, we
ﬁnd that the relabeling which performs a maximal relabeling is the one that results in a
minimal L1 loss. The data set depicted in Figure 2.9 has three maximum independent
sets, two of which, {a, b} and {c, d}, require no maximal relabelings and result in an L1
loss of 6, resp. 7. The third maximum independent set, accepting {a, d} and relabeling
{b, c}, requires both a minimal and a maximal relabeling, yet results in an L1 loss of only 5:
the relabeling scheme that is to be avoided according to our deﬁnition, is the L1 minimal
relabeling in this case. In fact, no matter how much we change the labels of the objects
in Figure 2.9, within the constraints that d(c) <L d(a) <L d(d) <L d(b), the L1 loss will
always be minimized by accepting {a, d} and relabeling {b, c}.
However, the L1 loss does not have to be meaningful in general: it requires a way to quan-
tify, compare and sum distances between labels, operations which are not necessarily valid.
On the other hand, the fact that we consider every maximal or intermediate relabeling of
a void object equally undesirable, is perhaps too stringent.
2.7 Conclusions
We have outlined the signiﬁcance of independent sets in the problem of relabeling partially
non-monotone data with ordinal labels. Eﬃcient identiﬁcation of maximum independent
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sets through network ﬂow algorithms allows an eﬃcient data set cleanup through deletion
or relabeling of objects. We have been able to formulate an alternative version of the
to us only known algorithm for relabeling partially non-monotone data, by recognizing
the importance of maximum independent sets in this problem. In an ordinal setting,
it is possible to distinguish between minimal and maximal relabelings. Examining the
conditions that need to hold in order for a maximal relabeling to occur identiﬁed some
interesting unique maximum cuts, and allowed a reﬁnement of the concept of regular
maximum cuts in order to address the problem of minimizing the number of maximal
relabelings. Furthermore, we have described and illustrated a stepwise optimal relabeling
protocol, distinguishing diﬀerent types of objects on the basis of their non-monotonicity.
Formulation of these tools facilitates processing of partially non-monotone data sets by
any machine learning algorithm otherwise unable to deal with such inconsistent training
data. On the other hand, perhaps somewhat surprisingly, the problem of relabeling as
few objects as possible in a maximal fashion has been shown to be directly at odds with
L1 minimal relabeling, at least for some conﬁgurations. Further research in this direction
could clarify to what extent the diﬀerent criteria do or do not overlap. The construction
of an L1 optimal relabeling scheme would also be valuable for those speciﬁc applications
where there is a valid distance function on the labels. An altogether diﬀerent venue of
interest is to no longer consider doubt a problem, but to allow distributions of labels
to be assigned to feature vectors. Instead of regular monotonicity, the desired property
then becomes stochastic monotonicity or stochastic dominance [62]. To the best of our
knowledge, restoring stochastic dominance has not been addressed yet.
CHAPTER 3
Loss optimal monotone relabeling of noisy
multi-criteria data sets
Abstract
A method to relabel noisy multi-criteria data sets is presented, taking advantage of the
transitivity of the non-monotonicity relation to formulate the problem as an eﬃciently
solvable maximum independent set problem. A framework and an algorithm for general loss
functions are presented, and the ﬂexibility of the approach is indicated by some examples,
showcasing the ease with which the method can handle application-speciﬁc loss functions.
Both didactical examples and real-life applications are provided, using the zero-one, the
L1 and the squared loss functions, as well as combinations thereof.
CHAPTER 3 LOSS OPTIMAL MONOTONE RELABELING OF NOISY MULTI-CRITERIA DATA SETS 45
3.1 Introduction
We consider the problem of noise in the form of non-monotonicity. Three options present
themselves given a data set subject to such noise: keep the data set as it is, identify
the noisy objects and remove them from the data set, or identify the noisy objects and
relabel them. It is this last option we will discuss here, for the speciﬁc case where an
integer-valued loss function is deﬁned on the labels. Popular loss functions are the zero-
one and L1 loss functions, for which we provide some examples. The technique we describe
is more general however: a loss function need not be a metric or distance (the squared
loss function, for example, is indeed not a metric). We use the maximum independent
set concept to facilitate monotone relabeling. Of key importance is the transitivity of the
non-monotonicity relation, permitting the formulation of the problem as one solvable by
network ﬂow algorithms and the design of loss optimal monotone relabeling algorithms.
The remainder of this chapter is constructed as follows: Section 3.2 contains the required
introduction to the notation and a short mention of the problems non-monotone multi-
criteria data pose. Next, we provide a brief introduction to the maximum independent
set problem in Section 3.3, followed by an in-depth description of how we are able to
translate the relabeling problem to a maximum independent set problem in Section 3.4,
where we also supply an algorithm which compares favorably to the existing methods, as
these are less ﬂexible and/or computationally less eﬃcient. The computational complexity
is discussed in Section 3.5, and some options for ﬁne-tuning are given in Section 3.6. We
provide some example applications to toy problems and a real-life data set in Section 3.7,
followed by our conclusions in Section 3.8.
3.2 Problem setting
We consider a data set 〈S,X , f〉, where S is a set of N objects from an object space
Ω, represented in an n-dimensional vector space X and a labeling function f : S → L,
assigning labels from a label set L. Objects are described by a set of n criteria (features)
qi : Ω → Xi making up the feature space X , in which an object a is represented by a
feature vector a = (q1 (a) , . . . , qn (a)). As is common for multi-criteria data sets [10], for
each feature qi we have a linear order relation ≤Xi , the combination of which yields the
natural product ordering ≤X . The set of labels L = {`1, . . . , `m} is equipped with a strict
linear order relation <L: `1 <L `2 <L · · · <L `m−1 <L `m.
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Two objects a and b from 〈S,X , f〉 can now be compared on the basis of their feature
vectors a and b, or their labels f(a) and f(b). We call the labeling function f monotone
(w.r.t. X ), if for all objects a and b from 〈S,X , f〉 it holds that a ≤X b ⇒ f (a) ≤L f (b)
(implying in turn the absence of doubt: objects with identical feature vectors should be
assigned identical labels). This is the monotonicity requirement [21] extended to safeguard
against doubt. A couple of objects (a, b) is said to be a non-monotone couple, denoted
by a  b, if a ≤X b ∧ f(a) >L f(b). The non-monotonicity relation  constitutes a strict
partial order relation. Observe that non-monotonicity is deﬁned w.r.t. both X and f . We
call an object monotone if it does not make up a non-monotone couple with any other
object, and a data set monotone if it contains no non-monotone objects.
Suppose, for example, that the objects have been labeled by a panel of experts. Each of
these experts can have taken diﬀerent characteristics into account, which may or may not
be present in X . This can result in f being non-monotone. The object of this chapter is to
determine a monotone labeling function f ′ that diﬀers as little as possible from f . Crucial
is then the existence of a loss function D on the labels, more formally D : L × L → N.
As we are dealing with a discrete set of labels, we feel it is natural to only consider
integer-valued loss funcions. Some loss functions used in this chapter are the zero-one loss
= min (1, |i− j|), the L1 loss = |i− j| and the squared loss = |i− j|2, in which cases L
is identiﬁed with the set of ﬁrst m integers. The loss function need not be a metric: it
need not be symmetric, nor does it need to satisfy the triangle inequality (as is the case
for the squared loss). We consider a loss function any function D : L × L → N satisfying
the following three properties for all `i, `j, `k ∈ L:
(p1) D (`i, `j) ≥ 0
(p2) D (`i, `j) = 0⇔ `i = `j
(p3) `i <L `j <L `k ∨ `i >L `j >L `k
⇒ D (`i, `j) ≤ D (`i, `k) ∧D (`j, `k) ≤ D (`i, `k)
The ﬁrst of these natural conditions (p1) is non-negativity, the second (p2) is known as
identity of indiscernibles, and the third (p3) we consider a monotonicity-like property. We
will sometimes refer to a strict version of (p3), denoting a version where the inequalities
on the right-hand side are strict:
(p4) `i <L `j <L `k ∨ `i >L `j >L `k
⇒ D (`i, `j) < D (`i, `k) ∧D (`j, `k) < D (`i, `k)
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It is useful to also write D (f, f ′) as shorthand to denote
∑
a∈S
D (f (a) , f ′ (a)). Finding a
monotone f ′ that minimizes this expression amounts to identifying a D-optimal monotone
relabeling scheme for the data set 〈S,X , f〉.
The interest in monotone data sets arises from the use of machine learning algorithms
that are unable to be trained on partially non-monotone data sets, such as the Tool
for Ordinal Multi-Attribute Sorting and Ordering (Tomaso) algorithm [65], and the
monotone decision tree induction algorithm [76]. Nevertheless, noise is often present in
real-life data, which can, because of the monotonicity constraint, be all the more readily
apparent in multi-criteria data sets (indeed, Brodley and Friedl [17] mention that for
some learning tasks, domain knowledge exists such that noisy objects can be identiﬁed
because they go against the laws of the domain). As an alternative to restricting oneself
to algorithms that are able to process partially non-monotone data sets [61, 62] when faced
with noise, monotone relabeled real-life data sets allow use of any algorithm. Another
area of application for monotone data sets is the formulation of monotone benchmark data
sets, where monotone (relabeled if needed) data sets could be of more interest than truly
random monotone data sets [37].
3.3 The maximum independent set problem
The independent set concept is relevant to the discussion of non-monotonicity in deﬁning an
optimal cleanup [79]. This problem from graph theory deals with a graph G, comprised of
a set of vertices V = V (G) and a set of edges E = E(G) (if the edges are directed, they are
commonly called arcs). We denote G = (V,E), and for our application, the graph G can be
considered a simple directed graph: ﬁnite, loopless and without duplicate arcs or vertices.
Finding a biggest subset of vertices for which no arc has both the end and startpoint in the
subset, is called the maximum independent set problem. In general, multiple maximum
independent sets exist for a graph G. The intersection of all such maximum independent
sets is called the core, while the union is called the corona [9]. In our application, the
set of objects corresponds to the set of vertices V , and the arcs correspond to the non-
monotonicity relation . A data set 〈S,X , f〉 is thus monotone if there are no such arcs in
its graph representation. Consequently, ﬁnding a biggest monotone subset (of a data set),
is in fact a maximum independent set problem.
If the elements of the set have been assigned (integer) weights, the problem becomes a
weighted maximum independent set problem: the size of a subset is now deﬁned as the
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sum of the weights of the elements in the subset. Translating an integer weighted maximum
independent set problem into a regular one can be done as follows: replace the vertices v
with weight w > 1 with w new vertices v1, . . . , vw and replace each arc e starting (resp.
ending) in v and ending (resp. starting) in a vertex x by w arcs starting (resp. ending) in
v1, . . . , vw and ending (resp. ending) in x.
In general, the maximum independent set problem is an NP-complete problem. When
the edges denote a transitive relation however, the corresponding graph is a comparabil-
ity graph, a class of graphs for which the maximum independent set problem is solvable
in polynomial time, O (n3) to be exact, with n denoting the number of vertices in the
graph [68]. This is of crucial importance to the approach taken in this chapter, as the
non-monotonicity relation  is transitive. As such, ﬁnding a biggest monotone subset of a
data set is an eﬃciently solvable problem.
How to determine a (weighted) maximum independent set in a data set possibly containing
objects with identical feature vectors but diﬀering labels, is detailed in Chapter 2 of this
thesis. Both the previous and the current chapter use network ﬂow algorithms to solve the
problem at hand. Implementation of network ﬂow algorithms is outside the scope of this
chapter, we refer the reader to [68] for more details. As an added beneﬁt to using a network
ﬂow algorithm, we mention that it elegantly solves the weighted maximum independent
set problem without requiring use of the workaround described earlier in this section.
3.4 Translation into a weighted maximum independent set problem
We now translate the loss optimal monotone relabeling problem into an integer-weighted
maximum independent set problem. We outline the methodology for a general loss function
(satisfying the three properties from Section 3.2).
Let 〈S,X , f〉 be a non-monotone data set. We construct a new data set 〈S∗,X , f ∗〉 with
a number of new virtual objects and a new labeling function f ∗ : S∗ → L. The set of
objects S∗ contains N ×m objects: each of the N objects a in S has m counterparts in
S∗, denoted a∗`1 through a∗`m . These objects are labeled by f ∗, where f ∗
(
a∗`i
)
= `i. Note
that this implies f ∗
(
a∗f(a)
)
= f (a) for all a in S. It is clear that we can consider the non-
monotonicity relation  on 〈S∗,X , f ∗〉 as well, and we have a∗`m  · · ·  a∗`1 . Consequently,
a maximum independent set in 〈S∗,X , f ∗〉 is a monotone collection of objects. Consider
such a maximum independent set S ′. For each a in S, exactly one of a∗`1 through a∗`m
will be present in S ′. There cannot be more than one, as we have a∗`m  · · ·  a∗`1 . At the
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same time, there will always be at least one: suppose we want to add an object a to a
monotone S ′ without rendering S ′ non-monotone. This object a is allowed to take any label
`i ∈ [max {f (b) | b ∈ S ′ : b ≤X a} ; min {f (b) | b ∈ S ′ : a ≤X b}]. Clearly, such an `i exists
as S ′ is monotone. Consequently, at least one of a∗`1 through a∗`m will be monotone w.r.t. all
other objects in S ′, and therefore present in S ′. We are thus able to deﬁne a monotone
labeling function f ′ : S → X as follows: f ′ (a) = `i if a∗`i ∈ S ′. In other words, determining
such an S ′ is equivalent to identifying a monotone relabeling scheme of S, as each object
in S ′ corresponds to an object in S and vice versa. In the current conﬁguration, this
maximum independent set or monotone relabeling scheme is hardly informative however,
as no measure for relabeling loss has been taken into account. In fact, there will be a vast
number of maximum independent sets in 〈S∗,X , f ∗〉: every possible monotone labeling of
the objects in S is a maximum independent set in this unweighted structure, to each of
which corresponds a monotone labeling function f ′.
A judicious assignment of (integer) weights to the objects of S∗ will allow to take into
account for each object the loss associated with relabeling. The weight an object in S∗
receives must then be related to the loss associated with replacing the original label(s) by
the new label, relative to the maximum possible loss. For an arbitrary loss function D
satisfying the three properties from Section 3.2, the maximum loss that can occur is equal
to max (D (`1, `m) , D (`m, `1)), which we denote by β. There is now a simple way to assign
weights to the objects in S∗ such that determining a maximum independent set S ′ in S∗
will yield a D-optimal monotone relabeling of S. Consider an object a ∈ S with f (a) = `i.
Now assign object a∗`i in S∗ a weight of 1 + (β −D (`i, `i)) = 1 + β, assign object a∗`i−1 a
weight 1 + (β −D (`i, `i−1)), object a∗`i+1 a weight of 1 + (β −D (`i, `i+1)), and so on. In
other words, the a∗ object that corresponds to no relabeling is assigned weight 1 + β,
and the others get assigned a weight of 1 + β − loss of relabeling. More formally then, the
weight w of an object a∗`j in S∗ is equal to 1 + (β −D (f(a), `j)).
A weighted maximum independent set S ′ in S∗ thus maximizes the sum of weights of the
objects, i.e. ∑
a∈S
(1 + β − (D (f(a), f ′ (a)))) . (3.1)
Because
∑
a∈S
(1 + β) is a constant term, maximizing Expr. (3.1) is equivalent to minimizing∑
a∈S
D (f(a), f ′ (a)). By deﬁnition then, to a weighted maximum independent set S ′ in S∗
thus corresponds a unique D-optimal monotone relabeling of S. This proves the optimality
of our approach.
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Observe that taking a basis weight of 1 + β rather than β has as a consequence that for
an a ∈ S and a∗ ∈ S∗ with D (f (a) , f (a∗)) = β, a∗ will have a weight of 1 rather than 0.
This guarantees f ′ is deﬁned for each of the N objects in S. A basis weight of β could lead
to some a ∈ S having no counterpart in S ′: objects could receive a weight of 0 in S∗ and
might or might not be present in a maximum weighted independent set, if they needed to
relabeled at a cost of β.
A schematic overview of the described machinery for a general loss function is provided by
algorithm 3.1.
Algorithm 3.1: D-optimal monotone relabeling
Data: Data set 〈S,X , f〉 and a loss function D
Result: D-optimal monotone relabeled data set 〈S,X , f ′〉
S∗ ← ∅;
β ← max (D (`1, `m) , D (`m, `1));
foreach a ∈ S do
foreach ` ∈ L do
construct a∗` , with feature vector representation a, labeled ` and weighted
1 + β −D (f (a) , `);
add a∗` to S∗;
end
end
S ′ ← weighted maximum independent set in 〈S∗,X , f ∗〉;
deﬁne f ′ : S → L as f ′ (a) = `i if a∗`i ∈ S ′;
Algorithm 3.1 outputs both the D-optimal monotone relabeled data set and the associ-
ated monotone labeling function f ′. The optimality of the algorithm is guaranteed by
construction of the weighted data set 〈S∗,X , f ∗〉, as discussed earlier in this section.
Previous work on this speciﬁc topic include heuristic approaches [32, 79], related to heuris-
tics for approximately solving the maximum independent set problems, as well as exact
solutions for zero-one loss optimal relabeling [43] and a less eﬃcient L1 loss optimal relabel-
ing solution [3]. We discussed [32] in more detail in the previous chapter (see Section 2.1.4),
showing it to be very much related to a heuristic for ﬁnding maximum independent sets. In
Chapter 2 of this thesis we also consider the optimal ordinal relabeling problem, as a spe-
cial case of zero-one loss optimal relabeling. The algorithm we formulated in Section 2.1.4
also involves the use of a maximum ﬂow network, but requires a diﬀerent procedure due
to the lack of a suitable numerical loss function. There is one other approach known to
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us for solving the L1 loss optimal relabeling problem exactly, described in [3]. However,
it involves solving an isotonic regression problem, the best known solution to which has a
time complexity of O (n4), with n the number of objects [67]. In the following section, we
discuss the complexity of our solution, showing it to be of complexity O (n3).
3.5 Computational complexity
The complexity of algorithm 3.1 is dominated by the computation of a maximum inde-
pendent set in S∗, being O (θ3) because the particular case mentioned in Section 3.3 is
applicable, with θ = N ×m. Within this order of magnitude, we can nevertheless avoid
some unnecessary computations. Because our loss functions satisfy (p1) and (p2), not all N
objects from S need to be replicatedm times in S∗ when looking for a D-optimal monotone
relabeling. Monotone objects need not be replicated, as they will always retain their label.
Likewise, non-monotone objects need not receive replicates that would be non-monotone
w.r.t. monotone objects, as these replicates could never be part of a maximum independent
set. If D fulﬁlls (p4) instead of (p3) (observe that zero-one loss does not), one could in
fact go even one step further, restricting the objects entered in S∗ to the set
S∇ = {a∗` | @b ∈ S : (a  b ∨ b  a) ∧ f (a) = `}
∪ {a∗` | ∃b ∈ S : a  b ∧ f (b) ≤L ` ≤L f (a)}
∪ {a∗` | ∃b ∈ S : b  a ∧ f (a) ≤L ` ≤L f (b)}
(3.2)
and nevertheless have that any maximum independent set in S∗ is also a maximum inde-
pendent set in S∇, and vice versa (to return to the terminology mentioned in Section 3.3:
S∗ and S∇ contain the same core and corona). This allows for a considerable size reduc-
tion of the data set S∗, and a corresponding sizable reduction in required computational
resources: if S∇ is half the size of S∗, the cubic complexity of the network ﬂow algorithm
means the computational time will be correspondingly reduced by an order of magnitude
of about 8.
3.6 Hierarchically combining loss functions
For a general loss function D, 〈S∗,X , f ∗〉 can contain more than one weighted maximum
independent set, signifying that there are multiple D-optimal monotone relabelings. If no
further information is supplied, one cannot express a preference for any of these monotone
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relabelings over another. We consider a few simple modiﬁcations to the loss function,
allowing further ﬁne tuning. The modiﬁcations we propose will not aﬀect the absence
or presence of properties (p1) through (p4). Rather, they will allow restriction of the
set of D-optimal monotone relabelings to those satisfying an additional, subordinate loss
function.
One natural modiﬁcation is to look for a monotone relabeling that only relabels the absolute
minimal number of objects, and relabels these in a D-minimal way (we write D-minimal as
this relabeling will not be D-optimal in general, but rather D-optimal given the constraint
the relabeling should be ﬁrst and foremost zero-one optimal). Suﬃciently increasing the
weight (by adding a bonus term δ) of those objects in S∗ that have retained their label,
should be able to guarantee that a minimal number of objects is relabeled. In general,
for any loss function D and data set 〈S,X , f〉, setting this δ equal to N × β should allow
to identify a monotone relabeling that is ﬁrst and foremost zero-one loss optimal, and
secondly D-minimal within all zero-one loss optimal monotone relabelings. It now suﬃces
to deﬁne a D′ : L × L → N as
D′ (`i, `j) =
0 if `i = `jD (`i, `j) + δ otherwise (3.3)
to be able to use algorithm 3.1 to identify a D-minimal monotone relabeling among all
zero-one loss optimal monotone relabelings, due to the fact that the loss associated with re-
labeling versus no relabeling is of a higher order of magnitude compared to that associated
with the extent of relabeling. By assigning a greater loss to the act of relabeling (irre-
spective of the extent of relabeling), the weight corresponding to no relabeling increases
by the exact same amount. Due to the fact that δ = N × β, no monotone relabeling
(maximum independent set) that relabels more objects will be able to result in a smaller
loss than a monotone relabeling that relabels less objects. We will show in the examples
in Section 3.7.1 that it is quite useful to combine the zero-one loss and L1 loss in this way,
and that this will yield results that are more intuitive than those achieved by only taking
zero-one loss into account.
Another interesting monotone relabeling might be a D-optimal monotone relabeling that
is zero-one loss minimal among all D-optimal monotone relabelings. Let δ again be N ×β.
It then suﬃces to deﬁne a D′′ : L × L → N as
D′′ (`i, `j) =
0 if `i = `jD (`i, `j)× δ + 1 otherwise (3.4)
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to be able to use algorithm 3.1 to identify a D-optimal monotone relabeling that relabels
a fewest number of objects among all D-optimal monotone relabelings. Now the loss
associated with relabeling or no relabeling is of a lower order of magnitude compared to
the loss associated with the extent of relabeling.
Another way to diﬀerentiate between diﬀerent maximum independent sets could be to
choose one for which the objects have been relabeled preferentially in the decreasing di-
rection. When using network ﬂows, determining such a maximum independent set is no
harder than determining an arbitrary maximum independent set: there is a unique maxi-
mum independent set for no element a of which there is a corona element b satisfying a b.
Call this set the lowest maximum independent set, as it preferentially assigns lower labels
to objects: recall that, in order for a  b to hold, f (a) >L f (b) is required, and assign-
ing the lowest possible label to a is a way to prevent this from occurring. The highest
maximum independent set is deﬁned analogously Judicious application of the δ parameter
allows then even more reﬁnement. For example, it allows to select a lowest D-minimal
monotone relabeling among all monotone relabelings that relabel a minimum number of
objects lower. To this end, we need to deﬁne
D′′′ (`i, `j) =

0 if `i = `j
D (`i, `j) if `i > `j
D (`i, `j) + δ if `i < `j
, (3.5)
and determine a lowest maximum independent set in the corresponding
〈S∗,X , f ∗〉.
3.7 Example Applications
We provide two small toy examples using the zero-one, L1 and squared loss functions to
show how the choice of loss function inﬂuences which monotone relabeling is optimal. We
will point out a non-intuitive result and provide an application to a real-life data set for
these loss functions.
3.7.1 Toy examples
Consider a data set 〈S1,X , f1〉 with S1 = {x, y, z}, f (x) = `1, f (y) = `1, f (z) = `6 and
z  y and z  x. All three of x, y and z will have the same label when optimally monotone
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Table 3.1: Diﬀerent monotone relabeling schemes and corresponding loss for an example data
set S1
Label zero-one loss L1 loss squared loss
`1 1 5 25
`2 3 6 18
`3 3 7 17
`4 3 8 22
`5 3 9 33
`6 2 10 50
relabeled for any loss function satisfying (p4). The overall losses for our three example
loss functions are represented in Table 3.1, showing the cost associated with (re)labeling
each object to the given label. In this setup, there is only one L1 loss optimal monotone
relabeling (of cost 5), relabeling z to `1, and this is also a zero-one loss optimal monotone
relabeling (of cost 1). The squared loss optimal (of cost 17) monotone relabeling is the one
that relabels each object to `2, which is not zero-one loss optimal (as it incurs a cost of 3).
Suppose now the existence of a label `0, and let us decide not to use S∇ as described in
Section 3.5. Relabeling z as `0 and keeping x and y as `1 would then also be zero-one loss
optimal as it only relabels z, but would not correspond to intuition: z is clearly relabeled
lower than needed. Choosing a lowest or highest maximum independent set would not
be a solution: choosing a highest maximum independent set will indeed prevent objects
from being relabeled lower than needed, but will also promote objects becoming relabeled
higher than needed (obviously, choosing a lowest maximum independent set will also not
be a solution). The main culprit for this non-intuitive behavior is the non-strictness of
property (p3). In order to formulate a loss function that satisﬁes (p4), one could combine
the zero-one and L1 loss functions as described in Section 3.6, which will reinstate intuitive
behavior. In essence, combining the zero-one and L1 loss functions allows to relabel a
minimal number of objects and to do so in a minimal way, a problem we discussed for an
ordinal setting in more detail in Chapter 2. In Chapter 2, we relabeled objects by assigning
them either the minimum or the maximum label they could take, implicitly avoiding non-
intuitive zero-one optimal monotone relabelings as those described above.
Consider another data set 〈S2,X , f2〉 with S2 = {a, b, c, d, e, f}, f2 (a) = `1, f2 (b) = `2,
f2 (c) = `3, f2 (d) = `4, f2 (e) = `5, f2 (f) = `5 and ed c ba, as well as f d c ba.
A zero-one loss optimal monotone relabeling is then to relabel each object `5, as this does
not relabel both e and f . In contrast, the L1 loss optimal monotone relabeling relabels
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Table 3.2: Diﬀerent monotone relabeling schemes and corresponding loss for an example data
set S2
Label zero-one loss L1 loss squared loss
`1 5 14 46
`2 5 10 24
`3 5 7 14
`4 5 8 16
`5 4 10 30
each object to `3. We represent the losses for the diﬀerent relabelings in Table 3.2, again
showing the costs associated with (re)labeling each object to the given label. For this
example, there is now a monotone relabeling that is both L1 loss optimal and squared loss
optimal, but not zero-one loss optimal.
3.7.2 Real-life applications
In Chapter 2, we computed optimal ordinal monotone relabelings for (projections of) the
Employee Selection Data Set [5]. This data set contains 488 prospective employees (objects)
described by four features and a single label denoting the perceived overall suitability of the
applicant for one of several closely related job openings, as judged by recruiting experts.
Features 1 and 2 take 10 diﬀerent values, while features 3 and 4 only take 7 diﬀerent values.
There are 9 possible labels. Numerous objects are identical to one another (both feature
vector and label), and some diﬀer only in their label. The data set is non-monotone, with
399 non-monotone objects, 89 monotone objects and a maximum independent set size of
390 objects. Using the reduction technique from Section 3.5, the size of S∇ for this data
set would be 941 objects (down from 488× 9 = 4392).
We have determined optimal monotone relabelings for the data set using all four features,
as well as for each triplet of features. Table 3.3 summarizes the losses associated with zero-
one, L1 and squared loss optimal monotone relabeling, as computed via algorithm 3.1.
Table 3.4 summarizes the losses associated with L1 or squared loss minimal monotone
relabeling among all zero-one loss optimal monotone relabelings, with the values diﬀering
from those reported in Table 3.3 presented in bold font.
We do not intend to provide an in-depth discussion of these results, as this would focus too
much on this speciﬁc data set. We content ourselves with making some observations that
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Table 3.3: Losses associated with an optimal monotone relabeling of the ESL data set
Feature space zero-one loss L1 loss squared loss
X1 ×X2 ×X3 ×X4 98 104 116
X2 ×X3 ×X4 132 138 150
X1 ×X3 ×X4 129 138 154
X1 ×X2 ×X4 144 152 170
X1 ×X2 ×X3 172 191 225
are relevant in general. Compare the values in both Tables 3.3 and 3.4 for the feature sets
{X2,X3,X4} and {X1,X3,X4}. The zero-one loss for the feature set {X2,X3,X4} is greater
than for the feature set {X1,X3,X4}, but the opposite is true for the squared losses, while
the L1 losses are exactly equal. Apparently, the number of objects that need to be relabeled
is smaller for the feature set {X1,X3,X4}, though the extent to which these objects need
to be relabeled is larger according to a squared loss function.
Once we look for an L1 or squared loss minimal monotone relabeling among all zero-one
optimal monotone relabelings using the method described in Section 3.6, the losses for the
feature set {X1,X3,X4} increase some more (as could be expected according to the reason-
ing from the previous paragraph). The same holds true for the feature set {X1,X2,X3},
while the losses for the feature set {X2,X3,X4} stay the same. This means that for the
feature set {X2,X3,X4}, there are monotone relabeling schemes that are simultaneously
zero-one, L1 and squared loss optimal (relabeling the same number of objects). This is
also the case for the full feature set and for the feature set {X1,X2,X4}. These preliminary
results thus seem to indicate that it is not uncommon to discover monotone relabelings
that are simultaneously optimal for each of the used loss functions, even when there are
quite a few diﬀerent labels. For completeness' sake, we mention that for the feature set
{X1,X3,X4}, L1 and squared loss optimal relabeling both required 130 objects to be rela-
beled (up from 129 for a zero-one loss optimal relabeling). For the feature set {X1,X2,X3},
L1 and squared loss optimal relabeling required 175 objects to be relabeled (up from 172
for zero-one loss optimal relabeling).
3.8 Conclusions
The algorithm outlined in this chapter transforms the loss optimal monotone relabeling
problem into an eﬃciently solvable maximum independent set problem. We have brieﬂy
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Table 3.4: Minimal L1 and squared losses associated with zero-one loss optimal relabeling of the
ESL data set
Feature space zero-one loss L1 loss squared loss
X1 ×X2 ×X3 ×X4 98 104 116
X2 ×X3 ×X4 132 138 150
X1 ×X3 ×X4 129 140 162
X1 ×X2 ×X4 144 152 170
X1 ×X2 ×X3 172 193 237
pointed out some further possible loss function or application speciﬁc tweaks to showcase
the ﬂexibility and power of the supplied algorithm. Ultimately however, the diversity
of possible loss functions implied by the diversity of applications means any exploration
into further modiﬁcations of the algorithm cannot aspire to be anything but superﬁcial.
Nevertheless, the mathematical deﬁnition of the intuitive concept of relabeling a minimal
number of objects and to do so in a minimal way as a combination of the zero-one loss
function with the L1 loss function, will be of general interest. Likewise, the framework
presented here is general enough to serve as a tool for easily comparing diﬀerent relabeling
approaches, useful to researchers and practitioners alike.
Though the described algorithm solves the monotone relabeling problem in an optimal
way for regular monotonicity, it is not applicable to the stochastic monotonicity problem.
In stochastic monotonicity, objects are allowed to have a distribution of labels, and the
requirement for two objects a, b with a ≤X b becomes that the cumulative relative fre-
quency distribution function of b must weakly dominate that of a [61, 62]. In particular,
if for two such objects neither cumulative relative frequency distribution function weakly
dominates the other, a and b are stochastically non-monotone. In other words, intersect-
ing cumulative relative frequency distributions functions are stochastically non-monotone,
and as the intersects relation is not transitive, a stochastic version of , formulated on
cumulative relative frequency distributions, will not be a partial order relation (much as
the X relation is not). Even though the problem can still be formulated as a maximum
independent set problem, the network ﬂow algorithm is then no longer applicable. Con-
sequently, optimally restoring stochastic monotonicity remains an open problem, though
maximum independent set heuristics could prove useful to compute approximate solutions
on cumulative relative frequency distributions.
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CHAPTER 4
Restoring stochastic monotonicity in an L1
optimal way
Abstract
A method to restore stochastic monotonicity of noisy multi-criteria data sets is presented.
By formulating the problem as a maximum independent set problem on a comparability
graph, the optimal L1 loss relabeling problem can be eﬃciently solved. We demonstrate
how to formulate the problem in this manner, discuss why it requires objects to be relabeled
instead of deleted, and why the method is restricted to linear loss functions.
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4.1 Introduction
We consider data sets in which objects have been labeled not with a single label, but rather
have received a discrete distribution of labels. Where in regular multi-criteria data sets the
monotonicity constraint is a common requirement, in this setting we have the stochastic
monotonicity requirement. We show how to formulate the L1 loss optimal stochastically
monotone relabeling problem as an eﬃciently solvable maximum weighted independent set
problem. Of key importance to render the problem eﬃciently solvable is a transitive label-
wise formulation of the stochastic monotonicity constraint, permitting the formulation of
the problem as one solvable by network ﬂow algorithms.
Section 4.2 contains the problem setting: the conventions and notations we uphold are
introduced here, as well as the relevance of stochastic monotonicity. A short introduction to
the maximum independent set problem is presented in Section 4.3. Maximum independent
sets are of central importance to this chapter, as will be made apparent when outlining
the main contribution of this chapter in Section 4.4. The computational complexity of the
problem and our algorithm is considered in Section 4.5. A few weighting functions are
discussed in Section 4.6, some of which are subsequently applied to a collection of real-life
data sets in Section 4.7. Section 4.8 contains the concluding remarks.
4.2 Problem setting
We consider a data set 〈S,X , f〉, where S is a set of N objects from an object space Ω,
represented in an n-dimensional vector space X and a labeling function f : S × L → N,
denoting the number of times a speciﬁc label from a label set L = {`1, . . . , `m} was assigned
to a speciﬁc object from S. As such, f (a, `i) (we will often use the shorthand fa (`i)) is
the number of times label `i was assigned to the object a.
Objects are described by a set of n criteria (features) qi : Ω → Xi making up the feature
space X , in which an object a is represented by a feature vector a = (q1 (a) , . . . , qn (a)). We
suppose, w.l.o.g., that no two objects in S have the same feature vector representation. If
the data set would contain two or more such objects, we simply add their label distributions
together and remove all but one of the objects from the data set.
As is common for multi-criteria data sets [10], for each feature qi we have a linear order
relation ≤Xi , the combination of which yields the natural product ordering ≤X . The set of
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labels L is equipped with a strict linear order relation <L: `1 <L `2 <L · · · <L `m−1 <L `m,
which allows to deﬁne a cumulative discrete label function F : S×L → N. The cumulative
relative label frequency function R : S ×L → [0, 1] for an object a and a label `i is deﬁned
as Ra (`i) =
Fa(`i)
Fa(`m)
. The absolute relative label frequency function ρ : S ×L → [0, 1] for an
object a and a label `i is deﬁned as ρa (`i) =
fa(`i)
Fa(`m)
.
On the basis of cumulative relative label frequency distributions, weak (ﬁrst order) stochas-
tic dominance E for two discrete distributions fa and fb corresponding to two objects a
and b from S, is deﬁned as
fa E fb ⇔ (∀`i ∈ L) (Ra (`i) ≥ Rb (`i)) . (4.1)
In other words, if fb stochastically dominates fa, the cumulative relative frequency Ra
cannot be lower than Rb for any single label [61, 62]. The perhaps slightly counterintuitive
direction of Ra (`i) ≥ Rb (`i) is due to the fact that the labels are ordered in increasing
preference, with `1 the least preferred and `m the most preferred label. As such, for any
label, a lower cumulative relative frequency implies a greater proportion of more preferred
labels being assigned to the object. Correspondingly, for a ﬁxed label, a lower cumulative
frequency is preferred to a higher one. An equivalent deﬁnition is then
fa E fb ⇔ (@`i ∈ L) (Ra (`i) < Rb (`i)) . (4.2)
Strict ﬁrst order stochastic dominance is then deﬁned as
fa / fb ⇔ fa E fb ∧ fb 5 fa . (4.3)
Two objects a and b from 〈S,X , f〉 can now be compared on the basis of their feature
vectors a and b, or their discrete absolute label frequency distributions fa and fb (or,
perhaps more to the point, on the basis of their cumulative relative frequency distributions
Ra and Rb). We call the labeling function f stochastically monotone (w.r.t. X ), if for all
objects a and b from 〈S,X , f〉 it holds that a ≤X b ⇒ fa E fb. This is the stochastic
monotonicity requirement [21]. A couple of objects (a, b) is said to be a stochastically
non-monotone couple, denoted by a crf b, if a ≤X b ∧ fa 5 fb.
Observe that in contrast to regular non-monotonicity, the stochastic non-monotonicity
relation crf does not constitute a strict partial order relation. In particular, crf is not
transitive in general: suppose L = {`1, `2, `3}, and Rb (`1) < Rc (`1) < Ra (`1), Rc (`2) <
Ra (`2) < Rb (`2) and (trivially satisﬁed) Ra (`3) = Rb (`3) = Rc (`3). If a ≤X b ≤X c, it
then holds that acrf b and bcrf c, while aX crfc, as a clear example of the lack of transitivity
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in crf. Nevertheless, crf is the composition of a set of transitive relations, namely the
simple greater than or equal relation for the cumulative relative frequency for each of the
labels. Consequently, for the two label problem, crf will be transitive, due to the fact that
the cumulative relative frequencies are by deﬁnition equal to 1 for the highest label.
The object of this chapter is now to determine a discrete labeling function f ′ (and cor-
responding cumulative labeling function F ′) that diﬀers as little as possible from f , but
nevertheless makes 〈S,X , f ′〉 stochastically monotone. As the basic labeling function is
discrete, the problem can be considered a relabeling problem where objects are to be re-
labeled in order to render the data set stochastically monotone. We chieﬂy consider the
absolute L1 loss
∑
a∈S
∑`
∈L
|Fa (`)− F ′a (`)| (identifying L with the set of ﬁrst n integers) in this
chapter. Perhaps surprisingly, while the L1 loss and the squared loss
∑
a∈S
∑`
∈L
|fa (`)− f ′a (`)|2
relabeling problem are of comparable diﬃculty for the non-stochastic case (see Chapter 3),
the squared loss problem is much harder for stochastic monotonicity, due to the lack of
label-wise decomposability for this loss function. This is discussed in more detail in Sec-
tion 4.6.
Stochastic monotonicity and stochastic dominance are concepts long recognized to be of
practical relevance in decision theory and economics [4, 54, 60]. Nevertheless, only few ma-
chine learning algorithms are speciﬁcally constructed to allow the use of disitributions. An
example of a machine learning methodology in which the concept of stochastic dominance
is of central importance is the Ordinal Stochastic Dominance Learner OSDL [61, 62].
4.3 The maximum independent set problem
The independent set concept is relevant to the discussion of non-monotonicity in deﬁning
an optimal cleanup [79]. This problem from graph theory deals with a graph, comprised
of a set of vertexes and a set of edges. For our application, the graph can be considered a
simple directed graph: ﬁnite, loopless and without duplicate edges or vertexes. Finding a
biggest subset of vertexes for which no edge has both endpoints in the subset, is called the
maximum independent set problem. As the edges will denote stochastic non-monotonicity
in our application, a maximum independent set will be a biggest subset of the data set
that is stochastically monotone.
In general, the maximum independent set problem is an NP-complete problem. When
the edges denote a transitive relation however, the corresponding graph is a comparability
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graph, a class of graphs for which the maximum independent set problem is solvable in
polynomial time, O (n3) to be exact [68]. This is of crucial importance to the approach
taken in this chapter, as even though the non-monotonicity relation crf is not transitive,
there exists a way to formulate the stochastic monotone relabeling problem as a transitive
maximum independent set problem by changing the object representation.
How to determine a (weighted) maximum independent set in a data set possibly containing
objects with identical feature vectors but diﬀering labels, equipped with transitive edges,
is detailed in Chapters 2 and 3. We refer to [68] and Chapters 2 and 3 of this thesis for
more details regarding the implementation of the network ﬂow algorithms used to compute
maximum independent sets.
4.4 Translation to a solvable weighted maximum independent set
problem
We now translate the loss optimal monotone relabeling problem into an integer-weighted,
eﬃciently solvable, maximum independent set problem. To this end, we introduce a diﬀer-
ent representation of a data set where objects have been labeled by a multi-set of labels in
Section 4.4.1. This allows us to formulate a transitive version of the stochastic monotonic-
ity constraint, which in turn allows formulation of the problem as an eﬃciently solvable
maximum independent set problem. In combination with a suitable weighting function,
formulated in Section 4.4.2, this allows eﬃcient L1 loss optimal stochastically monotone
relabeling, discussed in Section 4.4.3.
4.4.1 A transitive stochastic non-monotonicity relation
Let 〈S,X , f〉 be a non-monotone data set containing no objects with identical feature
vector representations. We construct a ﬁrst new data set 〈S∗,X ∗, R∗〉, with a number of
new virtual objects, an extended feature space X ∗ : X ×L (with natural product ordering
≤X extended by the inverse label ranking ≥L yielding ≤X ∗ :=≤X × ≥L), and a new labeling
function R∗ : S∗ → [0, 1].
To each object a from S correspond |L| = m objects (a∗`1 through a∗`m) in S∗, with feature
vector representation a∗`i = (q1 (a) , . . . , qn (a) , `i), and a single cumulative relative label
frequency R∗
(
a∗`i
)
= Ra (`i). Hence, the following holds:
a∗`m ≤X ∗ a∗`m−1 ≤X ∗ · · · ≤X ∗ a∗`1 , (4.4)
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Figure 4.1: Example cumulative relative frequency distributions (white and black bars corre-
spond to resp. object a and b)
R∗
(
a∗`1
) ≤ · · · ≤ R∗ (a∗`m−1) ≤ R∗ (a∗`m) . (4.5)
For two objects a and b from S, with a ≤X b, and corresponding objects a∗`i and b∗`j , with
`i ≥L `j, we will also have a∗`i ≤X ∗ b∗`j . If `i <L `j, it will hold that a∗`i X ∗ b∗`j . This
insight is crucial in order to formulate the transitive strict stochastic non-monotonicity
relation ∗, where
a∗`i ∗ b∗`j ⇔ a∗`i ≤X ∗ b∗`j ∧R∗ (a∗`i) < R∗ (b∗`j) . (4.6)
In the special case `i = `j while a <X b, Expr. (4.6) reduces to simple stochastic non-
monotonicity: a worse object should not have a strictly smaller cumulative relative fre-
quency than a better object for a given label.
In the special case a =X b while `i >L `j, Expr. (4.6) will never hold for the current data
set, as the function R∗ is trivially non-decreasing, corresponding to the cumulative relative
label frequency of the corresponding object in S.
The fact that R∗ corresponds to a cumulative relative label frequency makes it meaningful
to compare the R∗ values of an a∗`i and b
∗
`j
for which a ≤X b and `i > `j: a∗`i ∗ b∗`j implies
both a∗`j ∗ b∗`j and a∗`i ∗ b∗`i also hold, as it holds that R∗ (a∗`j) ≤ R∗ (a∗`i) for any object
a and labels `i > `j.
To two objects a and b from S will thus correspond the objects a∗`1 through a∗`m and b∗`1
through b∗`m . If a and b are stochastically non-monotone w.r.t. each other, it will hold, by
deﬁnition of stochastic non-monotonicity, that for at least one label `i, a∗`i ∗ b∗`i . Suppose
now we let the objects in the current S∗ correspond to the vertices of a graph, and the∗ relation correspond to the edges of the graph. A maximum independent set in such
a graph will contain a maximum number of objects no two of which are ∗-related, or
stochastically non-monotone w.r.t. each other. Consequently, the objects not in such a
maximum independent set correspond to labels and frequencies that possibly need to be
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Figure 4.2: Example S∗ instances (edge denoting ∗ relation)
changed in order to render the data set stochastically monotone: for every a∗`i ∗ b∗`i pair, at
least one of a∗`i or b
∗
`i
will not be part of the maximum independent set, and thus correspond
to a gap in the cumulative relative label frequency distribution for a or b. We show an
example in Figure 4.1 (containing cumulative relative frequencies for two objects a and b,
with a <X b) and Figure 4.2 (containing the corresponding S∗ objects). We will need to
add more objects to 〈S∗,X ∗, R∗〉, in order to guarantee each maximum independent set
contained therein contain no gaps in the cumulative relative label frequency distribution.
These objects will then correspond to partially relabeled distributions.
In order to solve the relabeling problem, if a∗`i∗b∗`i , at least one of Ra (`i) or Rb (`i) will need
to change. As a and b received discrete label distributions, this will be achieved through
changing an integer number of assigned labels for at least one of the objects. Let us ﬁrst
consider object a. For each label (except `m), there are 1 + Fa (`m) rational values for the
cumulative relative label frequency. Not all values are rational, as they must correspond
to an integer number of objects, and the cumulative relative label frequency constraint
demands for the last label Ra (`m) = 1. For object b, there are a possibly diﬀering number
of 1 + Fb (`m) rational values for the cumulative relative label frequency for each label
(except `m).
Rather than S∗ being composed of objects corresponding to the observed cumulative rel-
ative label frequencies of the objects in S, we now propose to compose it of all rational
cumulative relative label frequencies for each label for each object. Returning to object
a, we denote these objects a∗`i,0 through a
∗
`i,Fa(`m)
for label `i, with feature vector a∗`i and
redeﬁne R∗ : S → [0, 1] to R∗ (a∗`i,p) = p/Fa(`m). One of these objects will be equal to a∗`i ,
the one corresponding to the original cumulative relative label frequency. Observe that
a∗`i,Fa(`m)∗ a∗`i,Fa(`m)−1∗ · · ·∗ a∗`i,1∗ a∗`i,0. For two objects a∗`j ,p and a∗`i,q, with `i ≥L `j and
p < q ≤ Fa (`m), we also have a∗`j ,p ∗ a∗`i,q: a∗`j ,p and a∗`i,q cannot be part of the same cumu-
lative relative label frequency distribution. Selecting a maximum independent set in the
thus extended 〈S∗,X ∗, R∗〉 will amount to identifying a stochastically monotone labeling
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function, as there is a one-to-one correspondence between the cumulative and the discrete
labeling function.
For a maximum independent set in the thus constructed 〈S∗,X ∗, R∗〉 to have any practical
relevance however, a loss function needs to be formulated to take into account the cost
of relabeling incurred by a maximum independent set. Without such a cost or weighting
function, there is no way to prefer one maximum independent set over another (including
trivial relabelings that relabel each label for each object to a ﬁxed label). Indeed, by
construction, a maximum independent set in 〈S∗,X ∗, R∗〉 should always be composed of
exactly N ×m objects, corresponding to one cumulative relative frequency for each label
and each object. Intuitively, the weight each such object receives should take into account
the extent of the required relabeling.
It will be clear now why we consider changing some assigned labels, rather than removing
them: the rational cumulative relative frequency values for each label and each object
depend on the total number of labels assigned to that feature vector. Hence, R∗
(
a∗`i,j
)
values are only unambiguously deﬁned when the total number of assigned labels Fa (`m) is
preserved for the object under consideration.
4.4.2 An L1 loss weighting function
Deﬁne the weighting function w : S∗ → N as follows (let β for now be any strictly positive
integer):
w
(
a∗`i,p
)
= β + Fa (`m)−
(∣∣∣R∗a∗`i,p (`i)−Ra (`i)∣∣∣× Fa (`m)) . (4.7)
The following formulation is equivalent, showing the weights are integer values with a
natural interpretation.
w
(
a∗`i,p
)
= β + Fa (`m)−
∣∣∣F ∗a∗`i,p (`i)− Fa (`i)∣∣∣ . (4.8)
In other words, the weight an object a∗`i,p in 〈S∗,X ∗, R∗〉 receives is equal to β+(Fa (`m)− v),
with v the penalty value, the number (≥ 0) of objects that need to be relabeled in order
to yield the cumulative relative frequency value corresponding to p objects. Even though
the original label of these objects is not entered in Expr. (4.7), it will nevertheless allow
identiﬁcation of an L1 loss optimal relabeling. We provide an enlightening example below.
Suppose an object a with Fa (`m) = 1 and fa (`1) = 1. In other words, a has a discrete
distribution function that assigns it the singleton set of labels {`1}. Suppose now a should
be relabeled to `m to render a data set stochastically monotone. This will entail the
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Figure 4.3: Example cumulative relative frequency distributions (white, gray and black bars
correspond to resp. object a, b and c)
selection of a∗`1,0 through to a
∗
`m−1,0 and a
∗
`m,1
, the ﬁrst m−1 of which carry a penalty value
of 1. To a∗`m,1 will correspond a penalty of 0. Thus, relabeling a from `1 to `m incurs a
total penalty of m− 1, which is exactly equal to the L1 cost.
Consequently, the weight of a selected maximum independent set corresponds to the L1
loss: as the weight objects in 〈S∗,X ∗, R∗〉 received is equal to β + (Fa (`m)− v), the total
weight of the maximum independent set containing an object from S∗ for each of the m
labels and each of the N observed feature vectors, is equal to m×N × (β + Fa (`m)) minus
the sum of all incurred penalties. Hence, given the weight of the maximum independent set,
it is a simple matter to derive the L1 loss incurred by the relabeling: m×N×(β + Fa (`m))
minus the weight of the maximum independent set is equal to the L1 loss.
The strictly positive β in the basis weight of β + Fa (`m) fulﬁlls two important functions.
Firstly, it guarantees that even if Fa (`i) = 1, w
(
a∗`i,0
)
is greater than 0, equal to β +
Fa (`m)−Fa (`m) = β in that case. We return to the simple single-object example from one
of the previous paragraphs. If the basis weight would have been Fa (`m), the objects a∗`1,0
through to a∗`m−1,0 would have received a weight of 0, meaning there would have been no
incentive to include these in a maximum weighted independent set. Nevertheless, simply
having strictly positive weights does not suﬃce to guarantee each maximum independent
set will contain an object from S∗ for each of the m labels and each of the N observed
feature vectors. Rather, this will be the second role fulﬁlled by β, as a suitable choice will
guarantee each maximum independent set to be of size m×N . We provide a new example
below.
Let for a, b, c ∈ 〈S,X , f〉 with L = {`1, . . . , `4} hold that a ≤X b ≤X c. Furthermore,
suppose Fb (`1) equals 0 and Fb (`2) through Fb (`4) equal 1, while Fa (`1) through to Fa (`3)
equal 5 and Fa (`4) equals 10, and let the same be true for the Fc (`) values. See Figure 4.3
for easy reference of the corresponding cumulative relative frequency values. It will be
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clear that for `1 b and c are stochastically non-monotone, while for `2 and `3 a and b are
stochastically non-monotone. As only one label has been assigned to object b in 〈S,X , f〉,
〈S∗,X ∗, R∗〉 will contain only b∗`i,0 and b∗`i,1 for label `1 through `4. For object a and c,
S∗ will contain resp. a∗`i,0 through to a∗`i,10 or c∗`i,0 through to c∗`i,10 for label `1 through `4.
Regrettably, though b∗`i,0 would be stochastically monotone w.r.t. a
∗
`i,5
, it would be non-
monotone w.r.t. c∗`i,5. Hence, it will not suﬃce to relabel only object b, also a or c will need
to be partially relabeled to resp. a∗`i,10 or c
∗
`i,0
. However, if β is insuﬃciently large, such a
relabeling of a or c could incur a penalty larger than the weight b carries. We continue the
example below in more detail.
Observe
S ′1 = {a∗`1,5, a∗`2,5, a∗`3,5, a∗`4,10, b∗`4,1, c∗`1,5, c∗`2,5, c∗`3,5, c∗`4,10} ,
easily veriﬁed to be a maximal independent set even though it only contains one b∗ object
(neither b∗`i,0 nor b
∗
`i,1
is stochastically monotone w.r.t. both a∗`i,5 and c
∗
`i,5
for labels `1, `2
and `3). Consider also
S ′2 = {a∗`1,5, a∗`2,10, a∗`3,10, a∗`4,10, b∗`1,0, b∗`2,1, b∗`3,1, b∗`4,1, c∗`1,0, c∗`2,5, c∗`3,5, c∗`4,10} ,
a diﬀerent maximal independent set. Even though S ′2 contains m × N objects, while S ′1
contains less, it is still possible for S ′2 to receive a lower weight, due to the severity of the
relabelings it performs: the weight of S ′1 is equal to (9× β + 8× 10 + 1× 1) = 9×β+ 81,
as no relabeling was performed (though it contains only one b∗ object). The weight of
S ′2 is equal to (12× β + 8× 10 + 4× 1) − (2× 5 + 1× 5) = 12 × β + 69, as it implies a
relabeling of 5 a objects from `4 to `2, and a relabeling of 5 c objects from `1 to `2. A β
value of 1 would then lead to S ′1 having a weight of 90 and S ′2 having a weight of only 81.
Clearly, a suitably large β will be able to prevent S ′2 from receiving a weight smaller than
that of S ′1 (for this example, a β > 4 is suﬃcient).
Intuitively, it will be expected that a suitable value for β will depend on the number of
objects in the data set. The maximum weight any object a∗`i,j in 〈S∗,X ∗, R∗〉 can carry
for any label `i, is equal to β + Fa (`m). Thus, for each of the m labels, a maximum
independent set can have a weight of at most
∑
a∈S
(β + Fa (`m)), as for any object a and
label `i, at most one of a∗`i,0 through a
∗
`i,Fa(`m)
can be contained in a maximum independent
set (meaning each feature vector can be assigned exactly one cumulative relative frequency
for each label). For m labels, this means a weight of at most m× ∑
a∈S
(β + Fa (`m)) for all
objects and all labels. Thus, in order to assure exactly one of a∗`i,0 through a
∗
`i,Fa(`m)
for
each object and each label is contained in each maximum independent set, setting β to
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1 +m× ∑
a∈S
Fa (`m) should suﬃce. For such a large value of β, no set containing less than
the maximum of m×N β values could ever be a weighted maximum independent set. To
return to the previous example, this would set β to the value of 1 + (4× 21) = 85, yielding
a weight for S ′1 of 846, while S ′2, containing the maximal number of m×N objects, would
receive a larger weight of 1089.
4.4.3 Extraction of a stochastically monotone discrete labeling function from a
maximum independent set
A weighted maximum independent set S ′ in S∗ now corresponds to an L1 loss optimal
stochastically monotone relabeling of S when using Expr. (4.8) as weighting function. S ′
then allows formulation of a stochastically monotone cumulative discrete labeling function
F ′ : S → L × N as follows: F ′a (`i) = p if a∗`i,p ∈ S ′. It is a simple matter to derive the
underlying stochastically monotone absolute discrete labeling function f ′ : S → L × N
from the cumulative discrete labeling function, being equal to
f ′ (`i) =
F ′ (`1) if `i = `1F ′ (`i)− F ′ (`i−1) if `i 6= `1 . (4.9)
A schematic overview of the described machinery is provided by Algorithm 4.1.
Algorithm 4.1: L1 loss optimal stochastically monotone relabeling
Data: Data set 〈S,X , f〉, weighting function w
Result: Loss optimal stochastically monotone relabeled data set 〈S,X , f ′〉
S∗ ← ∅;
foreach a ∈ S do
foreach ` ∈ L do
for i = 0, . . . , Fa (`n) do
construct a∗`,i, with feature vector representation a× `;
assign a∗`,i weight w
(
a∗`,i
)
and add a∗`,i to S∗;
end
end
end
S ′ ← weighted maximum independent set in 〈S∗,X ∗, R∗〉;
deﬁne F ′ : S × L → N as F ′a (`) = i if a∗`,i ∈ S ′;
deﬁne f ′ : S × L → N as f ′ (`i) =
F ′ (`1) if `i = `1F ′ (`i)− F ′ (`i−1) if `i 6= `1 ;
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Algorithm 4.1 outputs both the loss optimal stochastically monotone relabeled data set
and the associated stochastically monotone labeling function f ′.
4.5 Computational complexity
The complexity of Algorithm 4.1 is dominated by the computation of a maximum inde-
pendent set in S∗, being O (θ3), with θ = m × ∑
a∈S
(1 + Fa (`m)). Within this order of
magnitude, we can nevertheless avoid some unnecessary computations. Not all objects a
from S need to be replicated m × (1 + Fa (`m)) times in S∗ when looking for an L1 loss
optimal stochastically monotone relabeling.
For example, if an object a with Fa (`m) = 10 and Ra (`i) = 0.5 is stochastically non-
monotone for label `i w.r.t. solely an object b with Rb (`i) = 0.6, it seems only a∗`i,5 or a
∗
`i,6
could be selected in a weighted maximum independent set, as a∗`i,7 would be a superﬂuous
relabeling and be assigned a lower weight than a∗`i,6.
Thus we are able to construct the following two subsets of S∗: S↑, containing a∗ objects
corresponding to increased Ra values, and S↓ for those objects corresponding to decreased
Ra values (regrettably and unavoidably due to the nature of cumulative frequency distribu-
tions, S↓ objects correspond to upward relabelings and S↑ objects to downward relabelings).
A ﬁrst (preliminary) set of deﬁnitions is given below:
S↓ =
{
a∗`i,p−1, . . . , a
∗
`i,Fa(`i)−1 ∈ S∗ | (∃b ∈ S)
(
b∗`i,Fb(`i) ∗ a∗`i,Fa(`i) ∧ p− 1Fa (`m) ≤ Fb (`i)Fb (`m) < pFa (`m)
)}
,
S↑ =
{
a∗`i,Fa(`i)+1, . . . , a
∗
`i,p+1 ∈ S∗ | (∃b ∈ S)
(
a∗`i,Fa(`i) ∗ b∗`i,Fb(`i) ∧ pFa (`m) < Fb (`i)Fb (`m) ≤ p+ 1Fa (`m)
)}
.
Unfortunately, due to the fact that not all feature vectors label distributions are of equal
size, the objects in the current S↓ and S↑ are not the only relabelings that are possible.
Suppose a, b, c ∈ S, with a ≤X b ≤X c, and let Fa (`m) = 2, Fb (`m) = 3 and Fc (`m) = 5.
Furthermore, let for `i ∈ L hold Ra (`i) = 1/2, Rb (`i) = 2/3 and Rc (`i) = 3/5. Hence, in
light of the stochastic non-monotonicity of objects a and b w.r.t. label `i, we have that S↓
(restricting ourselves to `i) will be equal to
{
b∗`i,1, c
∗
`i,2
}
. Observe, however, that b∗`i,1∗ c∗`i,2,
as 1/3 < 2/5. This means c∗`i,1 should also be added to S↓: b∗`i,1X ∗c∗`i,1 as 1/5 < 1/3. This
provides an Rc (`i) value in case b∗`i,1 should be selected in a weighted maximum independent
set. Adding c∗`i,0 at this point would be superﬂuous, as it will have a lower weight than
72 4.5 COMPUTATIONAL COMPLEXITY
c∗`i,1, which is already monotone w.r.t. b
∗
`i,1
. The current example thus illustrates how the
construction of S↓ and S↑ can be a multi-step process.
The simplest way to construct S↓ and S↑ will then be by an iterative process, detailed in
Algorithm 4.2, entering more objects from S∗ in each iteration. As there is a ﬁnite number
of possible relabelings (S∗ is of ﬁnite size) and S↓ and S↑ can only grow in size, not shrink,
such an iterative process will ﬁnish.
Algorithm 4.2: Constructing a reduced data set S∇
Data: Data set 〈S,X , f〉 and 〈S∗,X ∗, R∗〉
Result: S∇ ⊆ S∗
S↓ ←{
a∗`i,p−1, . . . , a
∗
`i,Fa(`i)−1 ∈ S∗ | (∃b ∈ S)
(
b∗`i,Fb(`i) ∗ a∗`i,Fa(`i) ∧ p−1Fa(`m) ≤ Fb(`i)Fb(`m) < pFa(`m))};
S↑ ←{
a∗`i,Fa(`i)+1, . . . , a
∗
`i,p+1
∈ S∗ | (∃b ∈ S)
(
a∗`i,Fa(`i) ∗ b∗`i,Fb(`i) ∧ pFa(`m) < Fb(`i)Fb(`m) ≤ p+1Fa(`m))};
repeat
S↓′ ← S↓;
S↓ ←{
a∗`i,p−1, . . . , a
∗
`i,Fa(`i)−1 ∈ S∗ |
(
∃b∗`i,q ∈ S↓′
)(
b∗`i,q ∗ a∗`i,Fa(`i) ∧ p−1Fa(`m) ≤ qFb(`m) < pFa(`m))};
until S↓′ = S↓ ;
repeat
S↑′ ← S↑;
S↑ ←{
a∗`i,Fa(`i)+1, . . . , a
∗
`i,p+1
∈ S∗ |
(
∃b∗`i,q ∈ S↑′
)(
a∗`i,Fa(`i) ∗ b∗`i,q ∧ pFa(`m) < qFb(`m) ≤ p+1Fa(`m))};
until S↑′ = S↑ ;
S∇ ← S↓ ∪
{
a∗`i,Fa(`i) ∈ S∗
}
∪ S↑;
The ﬁnal subset S∇ of S∗ is composed of three distinct parts: the ﬁrst is S↓, the sec-
ond is the set of objects in S∗ that correspond to no relabeling, i.e.
{
a∗`i,Fa(`i) ∈ S∗
}
,
and the third is S↑. Thus, each object will be present for each label at least once. For
each
{
a∗`i,p, . . . , a
∗
`i,Fa(`i)
, . . . , a∗`i,q
}
⊂ S∇ it will hold that @b∗`i,r ∈ S∇ : b∗`i,r ∗ a∗`i,p and
@b∗`i,r ∈ S∇ : a∗`i,q ∗ b∗`i,r. Clearly, entering objects a∗`i,p−1 or a∗`i,q+1 in S∇ would then be
superﬂuous, as the following holds:
∀b∗`i,r ∈ S∇ :b∗`i,r ∗ a∗`i,p ⇔ b∗`i,r ∗ a∗`i,p−1 , (4.10)
∀b∗`i,r ∈ S∇ :a∗`i,q ∗ b∗`i,r ⇔ a∗`i,q+1 ∗ b∗`i,r . (4.11)
CHAPTER 4 RESTORING STOCHASTIC MONOTONICITY IN AN L1 OPTIMAL WAY 73
Expr. (4.10) (resp Expr. (4.11)) signify any object in S∇ stochastically monotone w.r.t. a∗`i,p
(resp. a∗`i,q) will also be monotone w.r.t. a
∗
`i,p−1 (resp. a
∗
`i,q+1
), and vice versa. Knowing
that a∗`i,p−1 (resp. a
∗
`i,q+1
) by construction carries a lower weight than a∗`i,p (resp. a
∗
`i,q
), no
weighted maximum independent set will beneﬁt by selecting a∗`i,p−1 over a
∗
`i,p
(or a∗`i,q+1
over a∗`i,q). Any weighted maximum independent set in S∗ will be a weighted maximum
independent set in S∇, and vice versa. As a note of relevance, consider that due to the
fact that ∀a ∈ S : Ra (`m) = 1, no objects a∗`m,· will be entered in either S↓ or S↑.
4.6 Weighing functions
We now discuss a few alternative weighing functions which might seem of practical interest,
in parallel with the loss functions discussed in Chapter 3 where we solved the relabeling
problem for regular monotonicity. The loss functions for regular monotonicity are able to
take into account label distance, something we cannot do explicitly here. As we showed in
Section 4.4.2, we are nevertheless able to implicitly take into account the L1 label distance
due to the use of cumulative distributions.
4.6.1 L1 cumulative relative label loss
Firstly, we examine the weighing function w′ : S∗ → [β, β + 1] that weights the relabeling
of Fa (`i) relative to Fa (`m), in addition to taking into account the L1 extent of label
changes:
w′
(
a∗`i,p
)
= β + 1−
∣∣∣R∗a∗`i,p (`i)−Ra (`i)∣∣∣ (4.12)
or, equivalently,
w′
(
a∗`i,p
)
= β + 1−
∣∣∣F ∗a∗`i,p (`i)− Fa (`i)∣∣∣
Fa (`m)
. (4.13)
Though Expr. (4.12) is no longer integer valued, it is a simple matter to transform it into
an integer valued one. Consider the equivalent Expr. (4.13), and determine the lowest
common denominator for all Fa (`m). Multiplying Expr. (4.12) or Expr. (4.13) by the
lowest common denominator of all Fa (`m) values will transform the weights to integers.
Nevertheless, we do not consider Expr. (4.12) or Expr. (4.13) to be of much use, as the
discrete nature of the assigned labels makes it more natural to take into account the
number of label changes, rather than explicitly disregarding this information. It would
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also be inelegant to sever the link with the number of labels when computing the loss,
even though we cannot do so when constructing a∗`i,0 through to a
∗
`i,Fa(`m)
, lest we lose the
possibility to relate the identiﬁed monotone frequencies to a number of relabeled instances.
This would allow determining theoretical cumulative relative label frequency distributions.
If such theoretical values suﬃce, it would not be particularily interesting to abide by the
rational cumulative relative frequency values. Rather, simply taking one of the medians of
all stochastically non-monotone cumulative relative frequency values will then be a more
elegant (and vastly simpler) approach that allows minimization of Expr. (4.13). The non-
decreasingness of the median is trivially satisﬁed due to the non-decreasingness of the
cumulative relative label frequencies for each object.
In Section 4.4, we showed how to select a suitable β. By the same reasoning as for
Expr. (4.7) or 4.8, a suitable β for Expr. (4.12) or Expr. (4.13) is found by consider-
ing the maximum weight an object can take. As this maximum weight for Expr. (4.12) or
Expr. (4.13) is equal to β + 1, a β of 1 + m × N should suﬃce for the relative relabeling
problem.
4.6.2 Zero-one cumulative label loss
Next, we consider the minimum zero-one cumulative label loss problem, deﬁned as ﬁnding
a stochastically monotone F ′ that minimizes∑
a∈S
∑
`∈L
min (1, |Fa (`)− F ′a (`)|) . (4.14)
This is solvable but probably of only limited practical use, as it counts the number of
times a frequency needs to be adjusted (without taking into account the extent to which
the frequency needs to be adjusted) in order to render the data set stochastically monotone.
The weight function would be
w′′
(
a∗`i,p
)
= β + 1−min
(
1,
∣∣∣F ∗a∗`i,p (`i)− Fa (`i)∣∣∣) . (4.15)
As in Expr. (4.12), a β of 1+m×N should suﬃce as the maximum weight any object in S∗
can receive from Expr. (4.15) is again β + 1. In contrast, the more common zero-one label
loss
∑
a∈S
∑`
∈L
|fa(`)−f ′a(`)|
2
problem is of much harder diﬃculty, as it is not possible to construct
a suitable weighing function on S∗ objects without knowing which object gets relabeled to
which object, so as to not count relabelings twice.
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4.6.3 Squared cumulative label loss
By the same reasoning, the squared label distance loss problem, solved in Chapter 3, cannot
be solved in the current stochastic framework: a weighing function deﬁned on S∗ objects
cannot explicitly take into account which labels get relabeled to which. It is possible, of
course, to weight the number of labels that need to be changed for each of the labels, even
though this does not immediately correspond to any intuitive loss function. Nevertheless,
the corresponding weight function would be
w′′′
(
a∗`i,p
)
= β + (Fa (`m))
2 −
∣∣∣F ∗a∗`i,p (`i)− Fa (`i)∣∣∣2 . (4.16)
Contrary to weighing the label distances quadratically, Expr. (4.16) rather weights the
number of labels that need to be changed in a more or less quadratic fashion. For example,
suppose one label needs to be changed from `1 to `3 to render a data set stochastically
monotone. The regular squared label cost for doing this would be 22 = 4. According to
Expr. (4.16) however, it will incur a cost of 2 × 12 = 2. In contrast, changing two labels
from `1 to `2 would incure a sqaured label cost of 2 × 12, while Expr. (4.16) will assign
this a cost of 22. Thus, we feel conﬁdent to say Expr. (4.16) does not have an intuitive
counterpart in the non-stochastic setting.
Suppose Fa (`m) = Fb (`m), and we have a∗`i,Fa(`i)∗ b∗`i,Fb(`i). Not taking any other instances
or labels into account, the L1 loss optimal relabeling would (re-)label both of these to
any one of R (Fa (`i)) through to R (Fb (`i)), leaving one distribution unchanged in case
one of R (Fa (`i)) or R (Fb (`i)) were selected as new frequency for the other distribution.
When using Expr. (4.16) as weighing function however, the lowest or highest median of
R (Fa (`i)) through to R (Fb (`i)) would be preferred over any other frequency, adapting
both the distribution for a and b so as to minimize the terms that will be squared.
For completeness' sake, we mention that β in Expr. (4.16) should take as value at least
1 + m × ∑
a∈S
(Fa (`m))
2, as the maximal weight that can be assigned has now become
β + (Fa (`m))
2.
4.7 Example applications
We provide some applications to real life data sets using both the regular L1 and the
proportional L1 loss functions. In Chapter 2, we computed optimal ordinal monotone re-
labelings for (projections of) the Employee Selection Data Set [5]. This data set contains
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Table 4.1: L1 Losses associated with optimal (w.r.t. three diﬀerent loss functions) stochastically
monotone relabelings of the ESL data set (in parentheses: L1 loss associated with an
optimal regular monotone relabeling for each of the loss functions
Feature space feature vectors zero-one L1 squared
X1 ×X2 ×X3 ×X4 263 62 (104) 61 (104) 64 (104)
X2 ×X3 ×X4 156 30 (138) 30 (138) 30 (138)
X1 ×X3 ×X4 150 36 (140) 36 (138) 37 (138)
X1 ×X2 ×X4 186 55 (152) 54 (152) 54 (152)
X1 ×X2 ×X3 188 89 (193) 85 (191) 86 (191)
488 prospective employees (objects) described by four criteria and a single label denot-
ing the perceived overall suitability of the applicant for one of several closely related job
openings, as judged by recruiting experts. Criteria 1 and 2 take 10 diﬀerent values, while
criteria 3 and 4 only take 7 diﬀerent values. There are 9 possible labels. Numerous objects
have identical feature vector representations, resulting in a ﬁnal tally of 263 unique feature
vectors and associated label distributions.
Using Algorithm 4.1 in combination with the suitable weighing functions, we have deter-
mined optimal monotone relabelings for the data set using all four criteria, as well as for
each triplet of criteria. Table 4.1 contains the number of unique feature vectors for each
of the projections and summarizes the L1 losses associated with optimal zero-one, L1 and
squared loss optimal stochastically monotone relabeling. Quite naturally, L1 loss optimal
stochastically monotone relabeling results in the lowest L1 loss, though the diﬀerences are
minute. It is natural to consider a data set more stochastically monotone than another
(related) data set if the loss corresponding to an optimal stochastically monotone relabel-
ing of the ﬁrst data set is smaller than that of the second data set. As such, we would
have here that the most stochastically monotone data set is the one comprised of only
the second through fourth criterion. Unless explicitly mentioned, we consider the L1 loss
function when describing which data set is more monotone than another.
In contrast with our results reported in Chapters 2 and 3, we now observe a decrease in
loss (or increase in stochastic monotonicity) for some of the projections w.r.t. the data set
using all four criteria. This might be considered counter-intuitive, although it is not entirely
illogical: if some criteria are not of strong importance, not taking them into account will
yield larger distributions that allow for a cancelling out of minute diﬀerences, something
which is not possible when considering regular monotonicity. Consider that in regular
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monotonicity removing a criterion cannot result in a decrease in the non-monotonicity
of the data set, while, curiously, this is possible for stochastic monotonicity: removing a
criterion will result in some distributions being added together, due to the corresponding
feature vectors becoming identical.
Suppose an extreme case of two binary criteria, yielding four possible feature vectors a =
(0, 0), b = (0, 1), c = (1, 0) and d = (1, 1). Suppose now there are two labels `1 and `2,
and a and c have both been labeled `2 once and b and d have been labeled `1 once. Clearly,
a crf b, a crf d and c crf d. If we were to remove the second criterion from consideration,
a and b would have identical feature vectors, as would c and d. This will result in two
identical label distributions, and render the data set stochastically monotone.
Admittedly, the above example is rather contrived. Nevertheless, it serves to illustrate that
removing a criterion from consideration can theoretically improve the stochastic monotonic-
ity of the resulting data set, which is also observed for the Employee Selection Data Set in
Table 4.1: removing either the ﬁrst or second criterion results in a more stochastically
monotone data set. Perhaps not surprisingly, disregarding either one of these two criteria
for regular monotonicity also results in a more monotone data set than removing either
one of the two other criteria (see the values in parentheses in Table 4.1). Much as for
regular monotonicity, the fourth criterion seems to be of the greatest importance: only
the deletion of this criterion (when taking into account removal of at most one criterion)
results in an increase in stochastic non-monotonicity. Investigating this in detail is not
part of the scope of the current chapter however.
4.8 Conclusions
We have shown how to translate the stochastic monotonicity restoration problem to an eﬃ-
ciently solvable maximum independent set problem. This required the cumulative relative
label distribution for objects to be decomposed in a label-wise fashion, allowing formulation
of a transitive stochastic non-monotonicity relation. Hence, the loss function also needs
to be label-wise decomposable. An example is the L1 loss function, but also zero-one and
squared loss functions are possible, though the latter two do not correspond intuitively to
any non-distribution based loss function, in contrast to the L1 loss function. The presented
algorithm and loss functions have been applied to a collection of related real-life data sets.
One ﬁnding that seems to be worthy of a more in-depth examination is the fact that not
taking into account some criteria can result in an increase in the stochastic monotonicity
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of the corresponding data set, something which is not possible when considering regular
monotonicity.
PART II
CONFLICTING PARTIAL ORDER
RELATIONS

CHAPTER 5
New operations for informative
combination of two partial order relations
with illustrations on pollution data
This chapter is redrafted from M. Rademaker, B. De Baets and H. De Meyer (2008), New
operations for informative combination of two partial order relations with il-
lustrations on pollution data, Combinatorial Chemistry & High Throughput Screening,
11(9): 745-755.
Abstract
We discuss various ways in which to construct and process partial order relations or par-
tially ordered sets (posets) in the context of ranking objects on the basis of multiple criteria.
Often, it is undesirable or even impossible to devise a weighting scheme to compute a ﬁnal
score on the basis of the criteria. An alternative is then to restrict oneself to the informa-
tion contained in the partial ordering of all objects implied by the criteria. We will consider
some ways in which one can exploit partial order relations to determine a ranking of a col-
lection of objects. More exactly, we will examine how to combine information coming from
two sources, both for the case in which the sources are considered to be equally important,
as well as for the case in which one source of information should take priority. We illustrate
the concepts on pollution data coming from 59 regions in Baden-Württemberg.
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5.1 Introduction
Having to decide on a ranking of a collection of objects (for example, from most preferred
to least preferred), is usually a multi-criteria problem  if only a single criterion were
to be taken into account, hardly any decision would need to be made. Multiple criteria
are often needed to capture the diversity of the problem, as evidenced by the following
applications: ranking sediments according to a battery of tests [12], evaluation of ﬁsh toxi-
city tests for diﬀerent indicators and diﬀerent compounds [13], evaluation of environmental
online databanks [16], ranking of chemicals w.r.t. environmental hazard [49], ranking en-
vironmentally signiﬁcant herbicides according to leaching potential as well as extent of
use [86], to name but a few of the papers in the ﬁeld of environmental informatics applying
concepts from the theory of partial order relations.
The data set we use in this paper contains pollution data coming from 59 regions in Baden-
Württemberg (BW) [11, 15, 78]. Each of these regions has been examined for pollution
on three diﬀerent layers: the herb, moss and tree layer. For the moss layer, for example,
the Zinc (Zn), Sulfur (S), Lead (Pb) and Cadmium (Cd) pollution has been measured at
a representative site in each of the 59 regions. In this paper, we will consider the Pb and
Cd pollution in the moss and the tree layer. On the basis of these measurements, a partial
order relation can be built for each of the layers. What now if we are asked to supply a ﬁnal
ranking of all regions according to pollution in both the moss and the tree layer? One option
would be to deﬁne some overall pollution score on the basis of the measured values, with
some form of weighted average being the most straightforward way to do so. However,
using a weighted average is fraught with controversy, both related to the assignment of
weights and the supposed cardinal nature of the descriptors. Alternatively, one could opt
to concatenate the measured pollution data (i.e., forget the distinction between the diﬀerent
layers and instead view them as one layer with more diﬀerent types of pollution measured),
use only the information contained in the partial ordering of all regions according to the
measured pollution in all layers, and rank the regions according to their average rank
over all linear extensions. Ranking objects according to their median rank over all linear
extensions, rather than their average rank, could be considered more natural according
to the discrete nature of ranks, but still does not alleviate the need for generation of
all linear extensions. Furthermore, it could result in an increase in ties when compared
to the use of average ranks. A more elegant approach could be the use of mutual rank
probabilities, which are the probability that a given object is ranked above another object
when a random linear extension is picked. Even though recent work has vastly extended
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the size for which the combinatorial problem of determining all linear extensions can be
exactly solved or accurately approximated [19, 36, 38, 39], for some data sets this approach
is still not feasible. This can be due to the number of objects and/or the structure of the
data set, most notably the number of criteria, which strongly aﬀects how many objects
are comparable to one another. An altogether diﬀerent approach would be constructing
a representative ranking on the basis of maximizing median rank correlation coeﬃcients
with input (partial) rankings [84].
The situation becomes even more complex when several sets of criteria are recognized.
One could simply concatenate the diﬀerent criteria in order to end up with a single partial
ordering. However, this might lead to an overly ﬂat partially ordered set, due to a pro-
hibitively large number of criteria. We propose some alternative techniques to take into
account several such sets of criteria. Another venue of interest lies in how to process two
sets of criteria of diﬀerent importance for the same objects. This will also be discussed.
We begin by introducing the formal concepts and notations we use in Section 5.2. This
will enable us to describe the methodology in Sections 5.3 and 5.4, where we will discuss
the diﬀerent ways in which two partial order relations can be combined, illustrated on a
small data set. Section 5.5 will contain some numerical results for the small data set, and
Section 5.6.1 will contain a report of some results for a larger data set. Finally, we provide
a summary, some discussion and possible extensions in Section 5.7.
5.2 Preliminaries
The formal concepts we need for this paper will be introduced in this section. We will pro-
vide illustrations on the basis of the data in Table 5.1 where this could prove enlightening.
Table 5.1 contains the measured Pb and Cd pollution in the moss layer of eight granitic
soil regions (our object set G) in BW.
5.2.1 Pre-posets and posets
A (binary) relation R on a set of objects P denotes some property or characteristic objects
of P can have w.r.t. each other, i.e. xRy means x is R-related to y. For example, R
could denote greater than, more polluted than or implies. A relation R on P can be
represented as a set of couples of objects from P , for example R = {(a, b), (c, d)} denotes
aRb and cRd. If a relation R fulﬁlls the properties of reﬂexivity (xRx) and transitivity
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Table 5.1: Lead (Pb) and Cadmium (Cd) content (in mg per kg dry weight) in the moss layer
of granitic soil regions in BW
Region-ID Pb Cd
11 23.4 0.430
12 9.78 0.213
21 14.0 0.474
25 18.4 0.592
33 51.0 0.540
35 17.8 0.409
57 30.1 0.475
58 19.4 0.402
(xRy and yRz imply xRz), it is called a pre-order relation. If it also has the property of
antisymmetry (xRy and yRx imply x = y), in addition to reﬂexivity and transitivity, the
relation R constitutes a (partial) order relation. A pre-order relation R that is complete
(xRy or yRx), is called a weak order. A complete order relation is called a linear order
relation (or chain). If xRy or yRx, x and y are commonly said to be comparable w.r.t. each
other.
A pre-order relation is commonly denoted by , an order relation by the symbol ≤, and
we will strictly adhere to this in this paper. A pre-order (resp. order) relation gives rise
to the strict pre-order (resp. order) relations ≺ (resp. <), where x ≺ y if x  y ∧ y  x
(resp. x < y if x ≤ y and y  x). A couple (P,≤), with P a set of objects and ≤ an order
relation on P , is called a partially ordered set, or poset for short. A couple (P,) when 
is a pre-order relation, is called a pre-poset here. Because of the absence of antisymmetry,
a pre-poset can contain equivalence classes grouping equivalent objects: objects for which
x  y and y  x and yet y 6= x. The quotient set of a pre-poset (P,), often denoted as
P/∼, is the set of all equivalence classes of the pre-poset: [x] = {y | x  y and y  x},
and for all x′ ∈ [x], [x′] = [x]. For a pre-poset (P,), it is known that (P/∼,≤)
constitutes a poset, where [x] ≤ [y] ⇔ x  y [89].
We are dealing with a set of objects P which can be ordered on the basis of one or more
order relations. Each of these order relations will relate to a diﬀerent set of properties of the
objects. We assume each object x ∈ P is identiﬁed with a tuple q(x) = (q1(x), . . . , qm(x)),
with each individual descriptor value qi(x) ∈ Qi. Each set of descriptor values Qi is
equipped with a linear order relation ≤i. As such, any two objects of P can be compared
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on the basis of each single descriptor. The basic order relation ≤ on P is the restriction to
P of the component-wise or product ordering on Q1× · · · ×Qm: x ≤ y if qi(x) ≤i qi(y) for
all descriptors qi. In our data set, we have the moss layer (M) and tree layer (T ) pollution
descriptors as diﬀerent sets of descriptors for the same objects, each inducing an order
relation (≤M resp. ≤T ).
A relation R′ on P is called an extension of a relation R on P if it holds that R ⊆ R′ (it is
equivalent to say that R is a subset of R′). The unique smallest transitive extension of R is
called the transitive closure of R (commonly computed via the Floyd-Warshall algorithm
[46, 93], though other algorithms exist [34, 71]). Similarly, a poset (P,≤′) is called an
extension of a poset (P,≤) if ≤′ is an extension of ≤. If ≤′ is linear, then (P,≤′) is called
a linear order extension (weak order extension for pre-orders). We say that two posets
(P,≤) and (P,≤′) contradict each other if there exist two objects x, y ∈ P such that the
order relations contradict each other on these two objects: x < y and y <′ x.
We will construct (pre-)order relations as a function of two order relations on a single set
in this paper. We will denote these constructed (pre-)order relations as R(≤1,≤2) and, if
no confusion is possible, abbreviate xR(≤1,≤2)y to x ≤R y if R(≤1,≤2) constitutes an
order relation, and to x R y if it constitutes a pre-order relation. If neither x ≤R y nor
y ≤R x (resp. x R y nor y R x), we write x ‖R y (the incomparability relation is the
same for pre-order and order relations).
5.2.2 Hasse diagrams
Before we discuss Hasse diagrams as a way of representing a (ﬁnite) poset (P,≤), we need
to mention the covering relation. For two objects x, y ∈ P we say that y covers x if x < y
and there exists no z ∈ P such that x < z and z < y [33]. We denote y covers x
as x  y. This covering relation allows for an intuitive representation of the poset by a
covering graph or Hasse diagram (HD) [11, 33, 49]. In a Hasse diagram, the objects of
the poset are represented by vertices, and the covering relation is represented by edges
which connect covered objects with their covering objects, with the covering object above
the covered object. Hence, a Hasse diagram has an orientation. Objects at the bottom
of a diagram, those which do not cover any object, are minimal objects. Those at the
top are the maximal objects. Furthermore, a Hasse diagram is by convention constructed
such that the top objects are the worst (least preferred, most polluted, least informative)
objects, and that each object is placed as high as possible in the diagram (the latter
convention makes up the only diﬀerence with a covering graph). A covering graph for the
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Figure 5.1: Covering graph of the poset GM (numbers denote identiﬁers, the most polluted
regions are at the top of the diagram).
moss layer pollution of the granitic regions (the poset (G,≤M), abbreviated to GM) is
shown in Figure 5.1. Observe how region 33 is located above region 57, in keeping with
the fact that region 33 is more polluted than region 57 (see Table 5.1). In contrast, region
33 is not ordered w.r.t. region 25 in Figure 5.1, as region 33 is more polluted than region
25 according to Pb, while the converse is true for Cd.
All posets in this paper will in general be represented by means of covering graphs 
for clarity of representation we do not always follow the Hasse diagram convention to
place objects as high as possible in the diagram. We will not represent pre-posets in our
examples.
5.2.3 Rank frequency distributions
By a ranking of the objects of a poset (P,≤), we mean a linear order extension of (P,≤)
(for a pre-poset (P,), we turn to its quotient poset). By determining all linear order
extensions of a poset, we can determine the rank frequency distribution of each object in
the poset. If the poset is too complex to allow for the exact determination of all linear
order extensions or the rank frequencies, they can be approximated via uniform Monte
Carlo sampling of linear order extensions (discussed in more detail in Section 5.6.1). On
the basis of the rank frequency distribution of an object x, one can straightforwardly
compute its cumulative rank frequency distribution (CRD) δx.
CRDs can be stochastically comparable w.r.t. each other: if, for each rank, the cumulative
frequency for the one (dominating) object does not lie above the cumulative frequency of
the other (dominated) object, they are said to be stochastically comparable w.r.t. each
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Figure 5.2: CRD graph for the poset GM in Figure 5.1
other: δx(k) ≥ δy(k) for all k ∈ {1, . . . , |P |}, or δx ≥ δy for short [60]. For two comparable
objects, the greater object will stochastically dominate the smaller. Hence, the stochastic
dominance relation is an extension of the order relation ≤. For two incomparable objects,
it is possible that neither object stochastically dominates the other. Examples can be found
in the stochastic dominance (pre-)poset in Figure 5.2 depicting to the stochastic dominance
relation corresponding to the CRD graph in Figure 5.2. Even though regions 25 and 33
are incomparable on the basis of their Pb and Cd pollution data (see Figure 5.1), one can
clearly see in Figure 5.2 that region 33 does stochastically dominate region 25. Regions 25
and 57 remain stochastically incomparable however, as neither CRD dominates the other.
It is also possible for the CRDs of two incomparable objects to coincide, in which case they
are stochastically equivalent (consequently, the stochastic dominance relation is in general
a pre-order rather than an order relation).
We show the covering graph for the stochastic dominance pre-poset for the moss layer data
in Figure 5.3 (if CRDs were to coincide, we represent the quotient set instead). The CRDs
of the stochastic dominance pre-order quotient set (which constitutes a poset) will induce
a new extension of the stochastic dominance pre-order quotient set. This concept has been
explored by Patil and Taillie [74] in order to determine unique weak order extensions of
posets. They pose (without proof) that, when suﬃciently reiterated, this procedure will
result in a weak order extension of the original poset.
It is straightforward to calculate average ranks (mean values) on the basis of the rank
frequency distributions. Ranking the objects according to this average rank amounts to
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Figure 5.3: Covering graph representation of the stochastic dominance (pre-)poset of GM
the introduction of a weak order relation (equivalence classes are possible due to ties).
Remark that if we have δx ≥ δy, then the average rank of x will be smaller than that of y.
5.3 Non-hierarchical approaches
Due to the lack of research regarding the computation of the union of two posets, we turn
to the literature on preference combination [25, 1], as we can view an order relation or a
poset to be an expression of a transitive preference relation on a set of objects. We discern
two fundamentally diﬀerent ways of combining two order relations: either combining them
in a non-hierarchical fashion or combining them in a hierarchical fashion. We will illustrate
each approach on the basis of our set of objects G. Table 5.2 contains the data for the
measured Pb and Cd pollution in the tree layer of eight granitic soil regions in BW (see
Table 5.1 for the moss layer data for the same regions). In this sense, we have two sets of
descriptors, each inducing a corresponding order relation.
A covering graph and CRD graph for the tree layer pollution of the granitic regions (the
poset (G,≤T ), abbreviated to GT ) is shown in Figure 5.4.
We refer to Figures 5.1 and 5.2 for the covering graph and CRD graph of the moss layer.
The non-hierarchical approaches to combine order relations can be thought of as ways to
determine an overall order relation. We will examine the intersection and union of order
relations as straightforward applications of preference combination techniques from liter-
ature, point out some problems, and deﬁne some new operations which are more tailored
to the problem domain. Consider two posets (P,≤1) and (P,≤2).
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Table 5.2: Lead (Pb) and Cadmium (Cd) content (in mg per kg dry weight) in the tree layer of
granitic soil regions in BW
Region-ID Pb Cd
11 0.7 0.05
12 0.1 0.09
21 0.1 0.04
25 0.8 0.05
33 0.1 0.07
35 0.2 0.08
57 0.9 0.11
58 0.7 0.07
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Figure 5.4: Covering graph of the poset GT and the corresponding CRD graph (where regions
12 and 35 coincide)
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5.3.1 Intersection
The ﬁrst non-hierarchical approach is to take the intersection I (≤1,≤2) = (≤1) ∩ (≤2),
which we also described in Section 5.1 as the concatenation of the diﬀerent criteria. The
advantages to this approach are that I (≤1,≤2) is easily computed and that it is an order
relation. Hence, we abbreviate it as ≤I , inducing the intersection poset (P,≤I). The
disadvantage to this approach is that in this intersection poset, there may be only few
objects comparable to each other. As the intersection of two order relations cannot result
in an increase in the number of couples of comparable objects, one can in general expect
the intersection poset to be wider and less high. Additionally, an increase in ties in the
average ranks is to be expected due to an increase in the number of objects which are
comparable w.r.t. the exact same set of objects and consequently have identical CRD.
Applied to our example posets GM and GT , we have 35 ≤M 25 and 35 ‖T 25. Therefore,
we will have 35 ‖I 25. The same outcome holds true for regions 58 and 11, where we have
58 ≤M 11 and 11 ≤T 58. Nevertheless, only for regions 58 and 11 do ≤M and ≤T actually
contradict each other, though the intersection does not distinguish between these two
conﬁgurations (we describe the union, which does make this distinction, in Section 5.3.2.1).
A covering graph of the poset (G,≤I), abbreviated to GI , and the corresponding CRD
graph are shown in Figure 5.5. As was expected, this poset is much wider and ﬂatter than
the two input posets, resulting in an increase in coinciding CRDs. Consequently, (G,≤I)
is a rather uninformative poset.
5.3.2 Union
We distinguish three union operations: the standard union found in the literature, a newly
formulated consistent union, and a somewhat unifying operation based on the CRDs. Only
our consistent union operation is guaranteed to yield a poset, the other two operations in
general yield a pre-poset.
5.3.2.1 Standard union
Next, we examine the union R = (≤1) ∪ (≤2), which allows to distinguish between the
conﬁguration a ≤1 b and b ≤2 a and the conﬁguration a ≤1 b and a ‖2 b. The union
will let aRb for the second conﬁguration, in contrast to the intersection. However, R is not
an order relation, nor is it a pre-order relation, as it is often not transitive. For example,
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Figure 5.5: Covering graph of the poset GI and the corresponding CRD graph (where regions
11, 12, 35 and 58 coincide, as do regions 25 and 33)
suppose we have two posets containing three objects a, b and c, and we have a ≤1 b, a ‖1 c
and b ‖1 c according to the ﬁrst, and a ‖2 b, a ‖2 c and b ≤2 c according to the second. The
intersection is empty (as all objects will be incomparable w.r.t. each other), while the union
yields aRb and bRc, which needs transitive closure still: aRb and bRc imply aRc. Let us
now examine the transitive closure of R, which we will denote as Rˆ. For this example, the
intersection is an antichain, while the transitively closed union results in a chain. However,
should ≤1 and ≤2 contradict each other for two objects a and b, they will cluster together
in the union: aRˆb and bRˆa. Consequently, even the transitive closure of the union of two
order relations is not generally an order relation, but a pre-order relation.
When applying the intersection and union to our example posets GM and GT , we found
that the intersection is almost empty, and hence rather uninformative. Taking the union of
the moss and tree layer posets turns out to be even worse, however: the transitive closure
of the union in this case results in each object being equivalent to each other object. We
can intuitively describe the cause in a stepwise determination of the transitive closure. As
we have 57 ≤M 33 and 33 ≤T 57, we have both 57Rˆ33 and 33Rˆ57. Consequently, in the
ﬁrst step, regions 57 and 33 end up in the same pre-order equivalence class. This causes a
chain reaction: region 12 lies in between region 33 and 57 according to the tree layer poset,
which results in inclusion of this region in the same equivalence class in the second step.
Unfortunately though, region 12 is the minimal object according to the moss layer poset,
while 33 is one of the maximal objects. Consequently, all regions except region 25 (the
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other maximal object in the moss layer poset) now become member of the same equivalence
class in the third step. As region 25 is neither a maximal nor a minimal object in the tree
layer poset, it also ends up in the same equivalence class in the fourth and ﬁnal step. The
union in this case therefore results in a weak order relation with a single equivalence class
containing all objects, which is arguably even less informative than the intersection.
5.3.2.2 Consistent union
We will deﬁne an informative alternative to the standard union, and call it the consistent
union C (≤1,≤2). It would be natural to demand the consistent union to not only be
an order relation, written as ≤C, but to be an extension of the intersection ≤I as well.
To achieve this, it will not suﬃce to take the union and delete the couples on which the
two posets contradict each other, as imposing transitivity can then result in two problems:
cycles may arise; two objects may become comparable even though the input order relations
contradict each other on these objects. As an example of the ﬁrst problem, let us take
the union of a ≤1 b ≤1 c and c ≤2 d ≤2 a: it does not suﬃce to remove a ≤1 c and
c ≤2 a from the input relations, as both would still be induced by transitivity (through
b resp. d). An example of the second problem can be found in our posets GM and GT :
observe the relation between regions 35, 33 and 11 in the moss layer (see Figure 5.1, where
clearly 35 ≤M 11 ≤M 33) and in the tree layer (see Figure 5.4, where 33 ≤T 35 and 11
is incomparable to both 35 and 33). Taking the consistent union should result in region
35 ‖C 33, as the order between them is reversed in the two pollution layers. In order to
ensure this, however, region 33 or region 35 should also be incomparable to region 11,
because the transitivity otherwise continues to imply the comparability of regions 35 and
33. Consequently, the consistent union operation is slightly more involved than it would
seem.
We demand C (≤1,≤2) to be an order relation which contradicts neither ≤1 nor ≤2. We
know the order relation ≤I satisﬁes this property, but it is not a maximal such relation
(where a relation satisfying a property is maximal if there is no extension of the relation
which also satisﬁes the property). At the same time, we do not want to make arbitrary
decisions: returning to our example for regions 35, 33 and 11, it is suﬃcient to render
one of regions 33 and 35 incomparable to region 11but how do we decide which? We
propose to render both regions 35 and 33 incomparable to region 11 in such a case. The
desired property (having incomparability for some couples of objects even when the posets
do not contradict each other for this couple) can be realized by having C (≤1,≤2) be
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the intersection of the transitive closures of all relations R for which it holds that (a)
(≤1) ∩ (≤2) ⊆ R ⊆ (≤1) ∪ (≤2), (b) the transitive closure of R contradicts neither ≤1
nor ≤2 and (c) there is no R′ ⊃ R satisfying conditions (a) and (b). The last condition
means we are only interested in those R which are maximal. Hence, the corresponding
transitive closures are maximal as well. Taking the intersection amounts to keeping only
those couples all maximal relations agree on, and hence ≤C is an order relation ﬁltering
out the arbitrary decisions.
We show a small example in Figure 5.6. Figures 5.6(a) and 5.6(b) represent two posets
(with corresponding order relations ≤1 and ≤2) for which we will compute the consistent
union. Figure 5.6(c) contains the output of the standard union operation (using edges
with the indicated directions) of Figure 5.6(a) and 5.6(b). It is not suﬃcient to simply
render objects a and b incomparable (where the posets contradict each other), as d ≤2 b
and a ≤2 d would still imply a to be below b. We have no justiﬁcation for choosing
which one of d ≤2 b and a ≤2 d to accept and which one to reject, and we therefore
accept neither. This means the consistent union poset is the one depicted in Figure 5.6(d).
In our notation involving R, we achieve this result as follows: there are two maximal
relations which are the transitive closure of maximal extensions (in this case, they were
already closed) of the intersection (which is empty in this case) and subsets of the union
which contradict neither poset. The ﬁrst such relation is R′ = {(a, c), (a, d), (b, c)}, the
second is R′′ = {(a, c), (b, c), (d, b), (d, c)}. When we take the intersection, we are left with
{(a, c), (b, c)}, as depicted in Figure 5.6(d).
a
c
b
d cb
d
a
d
a
c
b
d
a
c
b
(a) (b) (c) (d)
Figure 5.6: Consistent union and transitivity: an example
When we apply the consistent union operation to our example posets GM and GT , as shown
in Figure 5.7, we see that the consistent union poset (G,≤C), abbreviated to GC, is indeed
an extension of the intersection, and even a rather informative one (when compared to the
limited number of comparable objects in the intersection poset). As ≤C is an extension
of ≤I , the consistent union poset will always contain a reduced or equal number of pairs
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Figure 5.7: Covering graph of the poset GC and the corresponding CRD graph (where regions
11 and 35 coincide)
of incomparable objects. Objects will therefore probably be more easily distinguished on
the basis of their CRD. In our example, the CRD graph for the consistent union poset
contains only two coinciding distributions, in contrast with the one obtained by taking the
intersection, as was shown in Figure 5.5.
5.3.2.3 CRD addition
There exists an alternative way to compute a unique extension of the intersection which
is very easily formulated on the basis of the stochastic dominance relation deﬁned in Sec-
tion 5.2.3. Let S (≤1,≤2) be the relation deﬁned by xSy if δ1x + δ2x ≥ δ1y + δ2y , where
superscripts refer to the poset (P,≤i) used to compute the CRD. Though S (≤1,≤2) has
the pleasing property of being an extension of I (≤1,≤2), it has the disadvantage of being a
pre-order rather than an order relation, as it is based on the stochastic dominance relation
(hence, we abbreviate S (≤1,≤2) as S). Another disadvantage of this approach is the
additional computational burden associated with having to determine the CRDs for the
input order relations.
When we determine (G,S), we ﬁnd that we have no coinciding CRDs for our object set
and order relations ≤M and ≤T . Consequently, (G,S), abbreviated to GS , is a poset
in this case, shown in Figure 5.8, which also contains the summed CRD on the basis of
which the stochastic dominance poset was determined. At ﬁrst glance, S seems to be an
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extension of ≤C in this example. However, this is not the case, as we have 11 ‖S 12, and
yet 11 ≤C 12 (aside from these two regions, S is indeed an extension of ≤C). Nevertheless,
the (G,S) poset does contain more comparable objects than the (G,≤C) poset, and is
probably more informative in this regard.
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Figure 5.8: Covering graph of the poset GS and CRD graph obtained via addition of moss and
tree layer pollution CRDs (normalized to 1)
5.4 Hierarchical approaches
What to do now if we desire to reﬁne a partial order relation or poset developed on the
basis of one set of indicators? Suppose we have the means to clean up or perform some
extensive experiments in the two most heavily polluted regions among those discussed,
where we regard the measured pollution in the moss layer as vastly more important than
the tree layer pollution (we refer again to Figure 5.1). Obviously, we would not select one
or more of regions 12, 58, 11, 35 or 21 (since both regions 57 and 33 are more polluted). In
order to choose between regions 25 and 57 (region 33 would deﬁnitely be selected, as it is
more polluted than all regions except region 25), we could look to the tree layer pollution,
and extend the moss layer poset with the data contained therein, if possible. We will
discuss two approaches to do so.
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5.4.1 Prioritized union
The concept of prioritized composition of preferences can be applied to posets in order to
yield a prioritized union. In [25], the prioritized composition of preferences is described
(per our notation, the described prioritized composition relation denoted as R would be
equal to aRb ⇔ a ≤1 b ∨ (a ‖1 b ∧ a ≤2 b), with ≤1 being the priority and ≤2 the non-
priority order relation), and it is acknowledged in that paper that the operation does not
preserve transitivity. Hence, R is once again not an order relation. If we perform the
transitive closure yielding Rˆ, this can still result in cycles, much as it was the case for
the standard union. For an example, return to Figure 5.6: if we naively extend the order
relation yielding Figure 5.6(a) with the order relation yielding Figure 5.6(b), this would
result in a cyclical relation between a, b and d, where both d ≤Rˆ b and a ≤Rˆ d, and
consequently also a ≤Rˆ b, while we nevertheless have b ≤Rˆ a, as we have b ≤1 a in the
priority order relation. As the transitive closure of R is once again a pre-order relation
that will most likely contain large equivalence classes, we do not examine it any further.
5.4.2 Prioritized consistent union
We will deﬁne the prioritized consistent union P (≤1,≤2), where ≤P1,2 will be an extension
of the priority order relation ≤1. We compute this extension on the basis of relations R
analogous to the ones we deﬁned in Section 5.3.2.2. We let ≤P1,2 be the intersection of all
transitive closures of all relations R for which it holds that (a) (≤1) ⊆ R ⊆ (≤1) ∪ (≤2),
(b) the transitive closure of R does not contradict ≤1 and (c) there is no R′ ⊃ R satisfying
conditions (a) and (b). Returning to the example in Figure 5.6, the correct output would
be the order relation yielding the poset depicted in Figure 5.6(a). This will also be the
intersection of the two relations satisfying the three conditions we just described (the ﬁrst
being R′ = {(a, c), (a, d), (b, a), (b, c)}, the second being R′′ = {(a, c), (b, a), (b, c), (d, b)}).
We represent the poset (G,≤PM,T ), abbreviated to GPM,T , by a covering graph in Figure 5.9,
which also contains the corresponding CRD graph. According to the moss layer, region 33
is more polluted than region 57, even though the opposite holds for the tree layer pollution.
Hence, ≤M and ≤T contradict on regions 33 and 57. Nevertheless, because we have given
priority to the moss layer, we have 57 ≤PM,T 33 in the poset in Figure 5.9. Observe how
only regions 35 and 58 are still incomparable in this poset: these two are the only two
regions that are incomparable according to both moss and tree layer pollution. There
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would be now suﬃcient data to decide which two regions to clean up or investigate further:
regions 33 and 57.
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Figure 5.9: Covering graph of the poset GPM,T and the corresponding CRD graph (where regions
35 and 58 coincide)
Interestingly enough, the prioritized consistent union is equivalent to two applications of
the consistent union operation: it suﬃces to simply take the consistent union of the priority
and non-priority posets, and subsequently take the consistent union of the output and the
priority poset, in order to obtain the desired extension of the priority poset. In more formal
terms,
(
P,≤P1,2
)
= (P, C (≤1, C (≤1,≤2))). This is due to the fact that we demanded
(P, C (≤1,≤2)) to contradict neither one of ≤1 and ≤2, and not involve arbitrary decisions.
This means the transitive closure of the standard union of ≤1 and C (≤1,≤2) is an order
relation (which does not involve arbitrary decisions), and hence equal to the consistent
union of ≤1 and C (≤1,≤2) (which is maximal). Finally now, as (P, C (≤1, C (≤1,≤2))) and(
P,≤P1,2
)
are both maximal posets which do not involve arbitrary decisions and are an
extension of the priority poset, we can conclude they have to be one and the same.
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5.5 Ranking the granitic regions according to average rank
Table 5.3: Regions sorted according to average rank for each combination of the posets GM and
GT (cells containing multiple regions denote weak order equivalence classes)
GM GT GI GC GS GPM,T GPT,M
33 57 57 57 57 33 57
57 58 25/33 25 25 57 25/58
25 25 25/33 33 58 25 25/58
11 12/35 11/12/35/58 58 33 11 12
21 12/35 11/12/35/58 11/35 35 35/58 35
58 11 11/12/35/58 11/35 11 35/58 11
35 33 11/12/35/58 12 12 21 33
12 21 21 21 21 12 21
To further illustrate the outcome of the diﬀerent ways to combine the posets GM and GT ,
we have determined the average rank for each region in each of the (combination) posets,
and ranked them according to this average rank. The result is shown in Table 5.3, with
the region with the smallest average rank at the bottom of each column.
In all of the non-hierarchical combinations, region 57 receives the highest average rank
and region 21 the lowest. This is not unexpected, as in both posets GM and GT , region
57 is one of the elements at or near the top, just as region 21 is at or near the bottom.
Interestingly, the poset GS seems to rank the regions in a way that is much closer to the
way the GT poset ranks the regions than the way the GM ranks them.
The hierarchical combinations of posets are able to change the ordering according to average
ranks for both posets, but only for those regions incomparable to each other in the priority
poset (21, 35 and 58 for the moss layer poset; 12, 25, 35 and 58 for the tree layer poset).
The average ranks induce a weak order for both GPM,T and GPT,M (both times involving
region 58), though only for GPT,M did the priority poset do so as well. Consequently, even
though hierarchical combination cannot yield a poset with lower comparability degree
(as the combination poset is an extension of the priority poset), there can still be more
ambiguity according to average ranks: the average ranks for GM constitute a linear order,
but for GPM,T they do not, constituting a weak order instead. This could be due to the
fact that the posets strongly disagree on the position of region 58 in the poset: in GM it
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is located near the bottom of the poset, while GT places it near the top. On the other
hand, both posets also strongly disagree on the position of region 33, and yet, this does not
result in ties for region 33. Probably this is due to the fact that region 33 is comparable
to signiﬁcantly more elements than region 58 (as only objects incomparable to each other
can have equal average ranks, there are simply less regions that are able to have average
ranks coinciding with the one of region 33).
5.6 Application to all regions
5.6.1 Experimental setup
The operations we illustrated on the granitic region data set G, we now apply to the full
data set B containing all 59 regions. We will examine the increase or decrease in standard
deviation in the average ranks obtained by the diﬀerent approaches. We ﬁrst mention that
for a given poset (P,≤), the average µ of the average ranks computed over any (sub)set
of linear extensions does not depend on ≤, but is equal to 1
2
(|P |+ 1). Additionally, the
standard deviation on the average ranks will be maximal for any chain, where it will be
1
|P |
|P |∑
i=1
(i− µ)2. Keeping these properties in mind, we will perform a cursory examination
of the distribution of the average ranks obtained from several diﬀerent posets, in order
to determine which techniques to describe or cluster the ranks can prove meaningful. We
also compute the comparability degree as a quantiﬁable descriptor of the posets, given
by 1
2
γ(P,≤)
|P |(|P |−1) , where γ(P,≤) is the number of couples (x, y) in P for which x ≤ y holds
[75]. The comparability degree takes values between 0 (when (P,≤) is an antichain) and
1 (when (P,≤) is a chain). We express it as a percentage in our results.
It is possible to perform a clustering of the objects in a poset according to their average
ranks by choosing some average rank intervals of equal width. As rank frequency distri-
butions are unimodal [74], and we know that for each rank, the frequency summed over
all regions must be exactly equal to one, we do not expect the average ranks to be nor-
mally distributed around the (ﬁxed) mean rank. Nevertheless, the extent to which the
true number of objects within each interval is straightforwardly related to the width of
the corresponding interval, will be inﬂuenced by the standard deviation on the average
ranks. As some approaches to combine two sources of information will generally lead to
less wide posets than others, the extent to which the intervals are in fact equally ﬁlled, will
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in part depend on the technique used to compute the poset. The more the poset resembles
a chain (the higher its comparability degree becomes), the less wide each rank frequency
distribution becomes. In combination with the fact that for each rank the total frequency
must be equal to one, this means that the rank distributions should become more clearly
distinguishable the more the poset resembles a chain.
For the full data set, calculation of the exact rank frequency distributions was not always
possible (for one of the data sets, where the technique proposed by [36, 38, 39] was able
to calculate exactly the ranking probabilities for each region, there turned out to be 1032
diﬀerent linear order extensions). In contrast to earlier approaches, where average ranks
were directly estimated [14], we compute approximated rank frequency distributions on
the basis of a subset of all linear extensions (to be exact, we computed 100000 linear
extensions). Again in contrast to previous approaches [58, 59], we opted to use uniform
Monte Carlo sampling [19, 39].
5.6.2 Non-hierarchical combinations
In Table 5.4 it can be clearly seen that the standard deviation (on the average ranks) and
comparability degree are smallest for the intersection of the moss and tree layer posets.
This is fully in line with the fact that the intersection poset will be ﬂatter and wider.
Turning to the consistent union, we see that the standard deviation and comparability
degree increase, though for both moss and tree layer posets separately they are still higher
than for the consistent union poset. Consequently, one could theorize that the two posets
seem to be contradicting each other, rather than supplementing each other in the sense of
rendering regions comparable in the consistent union poset. The low standard deviation
and comparability degree for the intersection poset is also a clue in this regard, but it is
insuﬃcient in itself to lead to this conclusion (remember that regions that are comparable
according to the one poset and incomparable according to the other, will end up being
incomparable in the intersection poset, but might be comparable in the consistent union
poset). The standard deviation for the stochastic dominance (pre-)poset that corresponds
to summed rank distributions for the moss and tree layer posets, fares a little better, but
is still unable to better discriminate between regions than the moss and tree layer posets
separately according to standard deviation on the average ranks. When considering the
comparability degree, we do observe a slight increase compared to the two posets separately,
and a deﬁnite increase when compared to the intersection or consistent union poset.
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Table 5.4: Standard deviations of average ranks and comparability degrees for non-hierarchical
combinations of the moss and tree layer posets.
Poset Standard Deviation Comparability Degree
BM 16.62 32.76
BT 16.68 32.70
BI 15.13 15.28
BC 15.51 19.93
BS 16.54 33.87
5.6.3 Hierarchical combinations
The real increase in resolution can be expected to come from the hierarchical approaches,
and Table 5.5 does not contradict this. Furthermore, we have diﬀering increases in standard
deviation for the diﬀerent choices of priority posets, with the comparability degree following
suit. Even though BPM,T results in the same standard deviation on the average ranks as BT ,
its comparability degree is still higher, once again showcasing the fact that the standard
deviation on the average ranks and the comparability are able to complement each other
and increase the distinction between the diﬀerent approaches.
Table 5.5: Standard deviations of average ranks and comparability degrees for hierarchical com-
binations of the moss and tree layer posets
Poset Standard deviation Comparability degree
BM 16.62 32.76
BT 16.68 32.70
BPM,T 16.68 35.10
BPT,M 16.77 36.79
5.6.4 Distribution of the average ranks for some combinations
To illustrate the validity of the concepts discussed in Section 5.6.1, we show the number
of average ranks (corresponding to regions) that fall into each of seven equally wide rank
intervals. We represent this in a very informal manner in Table 5.6. It can be clearly seen
that the average ranks for the regions are more uniformly distributed for the combinations
which yielded a higher standard deviation or higher comparability degree (compare single
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posets to the prioritized union posets, or the intersection poset to the stochastic mono-
tonicity (pre-)poset). Due to the discrete nature of the ranks, the number of regions that
will end up in each interval if the poset is a chain (the case in which we have evenly spaced
integer average ranks), is known (shown in the last column in Table 5.6).
Table 5.6: Number of average ranks in each of seven equally wide intervals for each combination
of the moss and tree layer posets (and corresponding standard deviation of average
ranks (Std. Dev.) and comparability degree (Comp. Deg.))
Interval BM BT BI BC BS BPM,T BPT,M Chain
[1.0; 9.4] 10 6 7 7 7 8 9 9
[9.4; 17.7] 5 12 10 11 9 8 9 8
[17.7; 26.3] 11 8 7 7 10 11 8 9
[26.3; 34.7] 9 7 5 9 7 7 8 8
[34.7; 43.1] 8 11 20 10 11 8 7 9
[43.1; 51.6] 9 9 2 8 7 9 10 8
[51.6; 59.0] 7 6 8 7 8 8 8 8
Std. Dev. 16.62 16.68 15.13 15.51 16.54 16.68 16.77 17.03
Comp. Deg. 32.76 32.70 15.28 19.93 33.87 35.10 36.79 100
5.7 Summary, discussion and outlook
We have supplied some exploratory techniques to construct posets through novel recombi-
nations of two order relations. We have demonstrated how the consistent union operation
is able to incorporate information coming from two sources without resulting in an overly
ﬂat poset (as would be the case by simply taking the intersection). The hierarchical com-
binations of two diﬀerent order relations are a mathematically sound way of dealing with
two sets of information which are of diﬀering importance, without resorting to the dubious,
controversial and artiﬁcial use of numerical weights. We hope the validity of the described
approaches will be made more concrete through the processing of these somewhat new or-
der relations and induced posets with the methods that are currently available. For a given
application with multiple criteria, it would be interesting to evaluate which combinations
of criteria yield informative (as expressed by, for example, the comparability degree) com-
bined posets. The union operations we described (in contrast to the intersection operation)
should be most suited to determine which posets or sets of criteria in a given application are
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complementary, supplementary or contradictory. Intuitively, the operations we described
seem to be useful to quantitatively determine some degree of concordance between diﬀerent
order relations, possibly by quantifying how informative the (prioritized) consistent union
posets are for diﬀerent combinations of diﬀerent order relations. A number of additional
quantiﬁable characteristics of posets are discussed in [11, 12, 75, 85].
Several extensions to the operations we deﬁned readily come to mind. The ﬁrst is the
extension to more than two sets of indicatorsdoes this necessitate a voting procedure
for the (non-)hierarchical consistent union operation, to prevent the poset becoming too
wide? How would this relate to the problem of cycles? An additional problem which still
needs to be addressed is extension of the operations to incorporate missing values. Taking
ﬂexibility w.r.t. missing values to the extreme, it would be interesting to formulate an
operation which is able to create a poset on the basis of two diﬀerent sets of regions (with
some regions common to both sets) which are described on the basis of diﬀerent types of
pollution. Using the regions comparable to the common regions in an intelligent manner
will be the crux to link not only diﬀerent order relations, but diﬀerent objects as well.
Finally, we would like to stress that the choice for sets of pollution indicators was made
without a lot of thought. Perhaps more informative posets could be constructed by letting
the Pb pollution in the moss and tree layer be one set of indicators, and the Cd pollution
in the moss and tree layer be the other set of indicators. We hope discussions such as these
will be provided when the described concepts are applied in more data-oriented papers.
CHAPTER 6
Consistent union and prioritized consistent
union: new operations for preference
recombination
Abstract
We discuss some new approaches to preference recombination, keeping the natural prop-
erty of transitivity in mind. In a previous chapter, we discussed various ways in which
to construct and process partial order relations in the context of ranking objects on the
basis of multiple criteria. We now broaden the scope to include more general expressions of
preferences as inputs and introduce the concept of a NIP-triple, composed of a neccessary,
an impossible and a possible relation. The use of NIP-triples allows for a more straightfor-
ward characterization of the consistent and prioritized consistent union and formulation of
algorithmic implementations. We also introduce a NIP-triple closing operation, which can
be combined with the consistent union operations for increased ﬂexibility. Some properties
of the proposed operations are examined. The consistent union operation is commutative,
as is its composition with the closing operation. Both the consistent and prioritized con-
sistent union are associative, but not when they are composed with the closing operation.
Nevertheless, the composed operations surely have their use, which is also discussed.
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6.1 Introduction
We extend on the work in a previous paper [80] (see Chapter 5), dealing with operations
to combine two strict partial order relations in an informative way. In the current chapter,
rather than restricting ourselves to two strict partial order relations, we describe a con-
sistent framework to process an arbitrary number of preference relations (possibly in the
shape of strict partial order relations), and formulate easily and eﬃciently implementable
algorithms to compute unique strict partial order relations corresponding to consistent
combinations of the input preference relations. A need for the formulated algorithms
had been voiced in [26]. We introduce the basic concepts we require in Section 6.2, and
formulate our speciﬁc basic algorithm in Section 6.3. Union operations are described in
Sections 6.4 and 6.5, with the unary closing operation described in Section 6.6, providing
workable algorithms each time. Composition of the closing operation with the consistent
union operators is addressed in Section 6.7. Didactic examples are supplied throughout the
text, and some larger scale illustrative examples are presented and discussed in Section 6.8.
We discuss some properties of the operations in Section 6.9, take a look at related work
in Section 6.10 and conclude with a summary and some suggestions for future work in
Section 6.11.
6.2 Preliminaries
6.2.1 Preference relations and posets
A (binary) relation R on a set of objects P denotes some property or characteristic that
objects of P can have w.r.t. each other, i.e. xRy means x is R-related to y. For example,
R could denote smaller than or less polluted than. A relation R on P can be represented
as a set of couples of objects from P ; for example R = {(a, b), (c, d)} denotes aRb and cRd.
If a relation R fulﬁlls the property of irreﬂexivity (not xRx) we call it a strict relation.
If a strict relation R fulﬁlls the property of transitivity (xRy and yRz imply xRz), it is
called a strict pre-order relation. If it also has the property of antisymmetry (xRy and
yRx imply x = y), in addition to irreﬂexivity and transitivity, the relation R constitutes a
strict partial order relation. If xRy or yRx, x and y are commonly said to be comparable.
A strict order relation is often denoted by the symbol <, and a couple (P,<), with P a
set of objects and < a strict order relation on P , is called a (strictly) partially ordered set,
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or poset for short. We will not restrict ourselves to preference relations in the shape of
strict partial order relations, but also accept non-transitive preference relations as input. In
general however, we will consider transitivity as a natural property and, correspondingly,
only yield strict partial order relations as output preference relations.
We are dealing with a set of objects P which have been (partially) ordered on the basis
of several strict preference relations Ri. As such, we have (P,R1), (P,R2), (P,R3) and so
on. When the preference relations are strict partial order relations, it is natural to write
(P,<1), (P,<2), (P,<3) and so on.
A relation R′ on P is called an extension of a relation R on P if it holds that R ⊆ R′ (it
is equivalent to say that R is a subset of R′). The unique smallest transitive extension of
R is called the transitive closure of R, often denoted as R̂ and commonly computed via
the Floyd-Warshall algorithm [46, 93], though other algorithms exist [34, 71]. Similarly, a
poset (P,<′) is called an extension of a poset (P,<) if <′ is an extension of <. We say
that two relations R1, R2 on a set P contradict each other on two objects x, y ∈ P if we
have xR1y and yR2x (and not yR1x or xR2y), or yR1x and xR2y (and not xR1y or yR2x).
6.2.2 Combining preference relations
Logically, if one is interested in preferences on a set of objects, having access to more pref-
erence information is more informative than having access to less preference information.
If the preferences take the form of strict partial order relations corresponding to sets of
criteria however, the more criteria one incorporates, the more ambiguous the preferences
become: adding criteria will not make incomparable objects comparable, but can rather
make comparable objects incomparable. The approach of concatenating criteria in order
to construct one set of criteria is akin to taking the intersection of two sets of preferences:
only couples (or preferences) that are present in both sets are present in the combined set.
An alternative would be to take the union of the two sets of preferences, but it will be
intuitively clear that this requires a way to resolve contradictions in a meaningful way. As
we consider preference relations to be transitive, these contradictions can arise even if the
two sets of preferences do not immediately contradict each other. For example, transitively
closing the union of R1 = {(a, b) , (c, d)} and R2 = {(b, c) , (d, a)} leads to a cyclical prefer-
ence relation between a, b, c and d, even though R1 and R2 do not contradict each other
on a single couple. We develop a way in which to select a uniquely deﬁned subset of the
couples for which it holds that its transitive closure is cycle-free and does not contradict
one of the input relations. This will allow using multiple preference relations to possibly
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come up with a single, more informative preference relation, in contrast to the typically
poor intersection and the often problematic union [80].
6.2.3 The NIP framework
In an earlier paper, we deﬁned a consistent union of two strict partial order relations as
input preference relations [80] (see Section 5.3.2.2). We now extend this to an arbitrary
number of preference relations and more general expressions of preferences. To this end,
we formulate an intermediate structure composed of a triple of relations: the relation
N of necessary couples (keeping strict partial order relations as input relations in mind,
these are the couples present in each input relation); the relation I of impossible couples
(initialized as the converse of all couples that are present in at least one input relation);
and the relation P of possible couples (those couples which are present in one of the
input relations and not impossible according to any other). We do not restrict ourselves
to strict partial order relations as preference relations, but rather also allow preferences
to be formulated directly in the shape of N , I and P couples. In such a conﬁguration,
the relation N would contain couples which are considered as deﬁnitely present, the
relation I the couples which are deﬁnitely not present, and the relation P the couples
which are possible but not sure. Alternatively, instead of N , I and P couples, we could
have opted for the terms needed or certain, forbidden or taboo and tentative or uncertain
couples (though the concepts necessity and possibility are used in possibility theory, they
ﬁt equally well to our concepts [42]). It is natural to impose restrictions on such a NIP-
triple: it would be irrational to indicate xPy or xNy while simultaneously demanding
xIy. Cyclical preferences are also to be avoided in N . By its nature, the relation N is
considered to be transitive, in contrast to the relation P . As in possibility theory [42], it
makes sense that if a preference is necessary, it is also possible: N ⊆ P . In summary, a
rational collection of N , I and P couples is one for which the following properties hold
(taking superscript t to denote the converse relation):
A rational NIP-triple (N, I, P ) is one satisfying:
1. N ◦N ⊆ N ;
2. N ⊆ P ;
3. P t ⊆ I ;
4. P ∩ I = ∅ .
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Observe that these conditions combine to render the presence of cycles in N impossible
in a rational triple of N , I and P couples, as well as to guarantee N and P are anti-
symmetric. Conditions (3) and (4) combined imply the irreﬂexivity of P . Because of
condition (2), this also implies the irreﬂexivity of N . We will denote such a NIP-triple
with P, i.e. P = (N, I, P ). Finally, we mention how to (trivially) compute the NIP-triple
corresponding to a single strict partial order relation R: N := R, I := Rt and P := R. In
Sections 6.4 and 6.5, we discuss operations to combine NIP-triples.
6.3 Extracting the underlying consistent strict partial order relation
from a NIP-triple
From a rational NIP-triple P one can extract a uniquely deﬁned maximally informative
strict partial order relation R. This relation R is deﬁned as the intersection of all maximal
relations consistent with P. A relation R is called consistent with a given P if it satisﬁes
the consistency conditions deﬁned below.
A relation S is consistent with a given P = (N, I, P ) if it satisﬁes:
1. ∃P ′ ⊆ P : P ′ ◦ P ′ = S ;
2. N ⊆ S ;
3. I ∩ S = ∅ .
The intersection of all maximal relations S consistent with the given P is a uniquely deﬁned
strict partial order relation consistent with the given P, but not a maximal consistent
relation. We call it the underlying consistent relation, denoting it with R.
The underlying consistent relationR of a given P is the intersection of all maximal relations
consistent with P.
As an example, consider the following example NIP-triple:
N = {(d, e) , (f, g)} ,
I = {(a, b) , (a, c) , (b, a) , (c, b) , (c, f) , (d, c) , (e, c) , (e, d) , (e, g) , (g, f)} ,
P = {(b, c) , (c, a) , (c, d) , (c, e) , (d, e) , (f, c) , (f, g) , (g, e)} .
There are four maximal relations consistent with this P, graphically represented in Fig-
ure 6.1. The corresponding underlying consistent relation R is equal to {(d, e) , (f, g)} in
this case.
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Figure 6.1: All maximal relations consistent with an example NIP-triple
We detail the required steps to compute R in Algorithm 6.1. As an aside, we draw the
parallel to our deﬁnition of the consistent union order relation in [80], where we formulate
conditions very similar to the consistency conditions (1), (2) and (3).
Algorithm 6.1: Extraction of R from an NIP-triple
Data: NIP-triple P
Result: Underlying consistent preference relation R
R′ ← P ;
I ′ ← I;
while (R′ ◦ R′) \ R′ * I do
R′ ← (R′ ◦ R′) \ I;
end
while ∃ (a, b, c) : (a, c) ∈ I ′ ∧ {(a, b) , (b, c)} ⊆ R′ ∧ {(a, b) , (b, c)} * I ′ ∪N do
I ′ ← I ′ ∪ ({(a, b) , (b, c)} \N);
end
R′ ← P \ I ′;
R ← R̂′;
Algorithm 6.1 uses an auxiliary R, denoted R′, to prevent the result from being inﬂuenced
by the order in which we add or remove couples. We initialize R′ to the set of possible
couples P . Subsequently, we iteratively close the set of couples R′, denoted as R′ ◦ R′,
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including the induction of couples present in I. After each closure step, we set R′ to
(R′ ◦ R′)\I, so as to not use induced I couples when closingR′. Naturally, induced couples
removed in this way will be induced once more in the next closure step. Nevertheless, the
iterative process will reach a stable conﬁguration: at one point, we will induce a set of
couples which is a (possibly empty) subset of I. We know now which impossible couples
can be induced from P . We look for all paths inducing such an impossible couple, and
enter all couples (except those which are in N) on such a path to an auxiliary relation I ′.
By next setting R′ to P \I ′, we remove from R′ all paths in P inducing such an impossible
couple. We are now able to compute the desired partial order relationR: it is the transitive
closure R̂′ of R′. We removed complete paths from R′, instead of only one couple from
each path, because we want R to be uniquely deﬁned. In fact, R is the intersection of all
consistent relations from which only a minimal set of couples has been removed such that
no impossible couple is implied (thus rendering them maximal such consistent relations).
In other words, P \ I ′ (the transitive closure of which is R) is a uniquely deﬁned subset of
P for which it holds that its transitive closure is cycle-free and does not contradict I.
Observe that due to the rationality of the NIP-structure, R is guaranteed to not contain
cyclical preferences: as P t ⊆ I, and R is disjoint from I, only cycles that are disjoint from
P (as well as P t) could possibly be entered in R. As R is the transitive closure of a subset
of P , and no cycle disjoint from P can be induced by closing a subset of P , R will be
cycle-free.
The complexity of Algorithm 6.1 is dominated by the transitive closure operations (the
closure of the initial R′, removing all I couples after each step; the subsequent check for
induction of impossible couples; the ﬁnal transitive closure of the reduced R′). Conse-
quently, it is of complexity O (n3) in the number of objects entered in couples in P.
6.4 The consistent union operation
As the operation to extract the underlying consistent strict partial order relation R from a
NIP-triple does not depend on the origin of this triple, the consistent union operation will
merely have to be a way of combining two NIP-triples in a such a way that Algorithm 6.1
is able to extract a strict partial order relation R (hence we call our union operation
consistent, as it outputs a rational NIP-triple). Because the intricate part is the extraction
of R from a such a NIP-triple, the consistent union operation can be quite simple. We use
an index as identiﬁer to denote speciﬁc NIP-triples.
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The consistent union of two NIP-triples P1 = (N1, I1, P1) and P2 = (N2, I2, P2), denoted
as P1 ∪ P2 or, shorthand, P1∪2 = (N1∪2, I1∪2, P1∪2), is deﬁned as follows: let N1∪2 be the
intersection of N1 and N2, let I1∪2 be the union of I1 and I2, and let P1∪2 be the union of P1
and P2 from which the impossible couples have been deleted. For completeness' sake, we
provide Algorithm 6.2. As a couple cannot be both necessary and impossible, it will hold
that (N1 ∩N2) ∩ (I1 ∪ I2) = ∅. Consequently, no impossible couples will enter N1∪2. We
do need to remove them from T1∪2, in order to guarantee the rationality of the resulting
NIP-triple.
Algorithm 6.2: Consistent union combination of two NIP-triples
Data: Two NIP-triples P1 and P2
Result: Consistent union NIP-triple P1∪2
N1∪2 ← N1 ∩N2;
I1∪2 ← I1 ∪ I2;
P1∪2 ← (P1 \ I2) ∪ (P2 \ I1);
As an aside, suppose now P1 and P2 have been constructed on the basis of two strict
partial order relations R1 and R2. The strict partial order relation R extracted as per
Algorithm 6.1 from the triple (T,N, F ) constructed as per Algorithm 6.2, will correspond
to the consistent union of R1 and R2 from [80] (see Section 5.3.2.2).
6.5 The prioritized consistent union operation
We now consider the case where we have a priority NIP-triple P1 and a non-priority NIP-
triple P2. As before, we prefer to use this context rather than the simpler but less general
context of constructing a NIP-triple on the basis of two strict partial order relations, and
again count on Algorithm 6.1 to yield a strict partial order relation.We will use P2 | P1
and shorthand P2|1 to denote the prioritized consistent union of P1 as priority NIP-triple
with P2 as non-priority NIP-triple.
Algorithm 6.3: Prioritized consistent union combination of two NIP-triples
Data: Two NIP-triples: a priority triple P1 and a non-priority triple P2
Result: Prioritized consistent union NIP-triple P2|1
N2|1 ← N1;
I2|1 ← I1 ∪ (I2 \ P1);
P2|1 ← P1 ∪ (P2 \ I1);
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6.6 NIP-closing operation
By deﬁnition of the underlying consistent relationR, couples inR need not be present in P
or N of the corresponding NIP-triple. For a closed NIP-triple, however, this is guaranteed:
A NIP-triple P is closed if it is rational and its underlying consistent relation R = N . This
also implies R ⊆ P .
We now formulate a simple algorithm to close a NIP-triple. The practical relevance of this
operation will be discussed in Section 6.7.
Algorithm 6.4: NIP-closing operation
Data: A NIP-triple P
Result: A closed NIP-triple Pˆ
Extract R from P;
Construct PR;
Pˆ← P | PR;
As R is uniquely deﬁned, Algorithm 6.4 computes a closure of the input NIP-triple: by
deﬁnition of R, it holds that N ⊆ R for the given P, or, equivalently, that N ⊆ NR := R.
However, for I and P no such relations hold for the corresponding IR and PR: neither I ⊆
IR := Rt nor P ⊆ PR := R is guaranteed. In other words, IR and PR are not guaranteed
to conserve I and P on the basis of which (in combination with N) R was constructed. For
this reason, the closure of a NIP-triple, though based on the correspondingR, is not simply
equal to PR, but rather P | PR. We have now that Pˆ is the unique greatest extension of P to
which corresponds the exact same R relation (without introducing unneeded I relations).
Hence, we call Pˆ the closure of P.
Finally, we mention that the output of the consistent union operations does not have
to be closed even when the input NIP-triples are closed: for example, suppose we have
N1 = I
t
1 = P1 = {(a, b)}, and N2 = I t2 = P2 = {(b, c)}. Though R1∪2 = R1|2 = R2|1 =
{(a, b) , (a, c) , (b, c)}, the couple (a, c) is not present in P1∪2 = P1|2 = P2|1 = {(a, b) , (b, c)}.
6.7 The closing consistent union operations
Consider now n NIP-triples, P1 through Pn, with the triples with lower subscripts taking
priority over those with higher subscripts. When attempting to process multiple such
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triples in an incremental way, the prioritized consistent union can yield counter-intuitive
outcomes. Suppose now we have computed P2|1 and R2|1, which yielded aR2|1b without
having aP2|1b. This is perfectly possible, due to the fact that R is the intersection of a
set of maximal transitive relations, as deﬁned in Algorithm 6.1, furthermore implying it is
possible to have aR2|1b without bI2|1a. Suppose now we have a third rational NIP-triple,
for which aI3b holds. Calculating P3|(2|1) will result in the following counter-intuitive result:
even though aR2|1b is implied by P1 and P2, and both of them have priority over P3, the
incorporation of P3 is able to prevent aR3|(2|1)b from occurring. If this behavior is unwanted,
one should update the NIP-triple corresponding to the prioritized consistent union after
each prioritized consistent union step, by performing the closing operation described in
Algorithm 6.4.
Using Algorithm 6.4, it is easy to formulate variants of the consistent and prioritized
consistent union operations, performing exactly such a closing operation. These variants
can be constructed by simple composition of the corresponding union operation with the
closing operation. For example, consider the priority triple P1 and the non-priority triple
P2. Compute P2|1 as per Algorithm 6.3, and use Algorithm 6.4 to close the resulting P2|1.
It is natural to use P2 |ˆ 1 to denote such a composition of the prioritized consistent union
operation and the closing operation. Likewise, the composition of the consistent union
operation with the closing operation for two NIP-triples P1 and P2, would be denoted as
P2 ∪ˆ 1. We discuss the merits and applications of these composed operations in some more
detail in Section 6.9.3.
6.8 Examples
We return to the data we used in [80] to provide some illustrative realistic examples, on
the basis of pollution data coming from a forested region in Baden-Württemberg [11, 15,
78]. We focus on nine regions characterized by a granitic soil composition, for which the
pollution on three diﬀerent layers has been measured, the herb, the moss and the tree
layer. For the moss layer, for example, the Zinc (Zn), Sulfur (S), Lead (Pb) and Cadmium
(Cd) pollution have been determined. In this chapter, we will consider the Pb and Cd
pollution in each of these layers. On the basis of these measurements, a strict partial
order relation can be built for each of the layers. We show these posets for the diﬀerent
regions and indicators in Figures 6.2-6.4. In these ﬁgures, heavier polluted regions are
located above less polluted regions. The regions are distinguished by their number in the
Baden-Württemberg data set. The herb layer poset, represented in Figure 6.2, contains
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Figure 6.2: Herb layer pollution poset
Figure 6.3: Moss layer pollution poset
two groups of regions that are incomparable to each other on the basis of the measured Pb
and Cd pollution.
6.8.1 Consistent union
We provide two examples of computed consistent unions to showcase the intricacy of this
operation. Observe the consistent union of the moss and the tree layer poset in Figure 6.5.
This poset has two minimal and two maximal elements. The minimal elements are easily
explained, as both the moss and the tree layer pollution posets have a single minimal
element, resp. region 12 and region 21 (see Figures 6.3 and 6.4). Through Algorithm 6.2,
these regions will be rendered incomparable, as both (12, 21) and (21, 12) will be impossible
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Figure 6.4: Tree layer pollution poset
Figure 6.5: The (tree ∪moss) layer pollution poset
Figure 6.6: The ((tree ∪moss) ∪ herb) layer pollution poset
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in the consistent union of the moss and the tree layer pollution posets. Regarding the
maximal elements, though region 25 is a maximal element in the moss layer pollution poset,
this is no longer the case in the consistent union of moss and tree layer pollution, as region
57 is more polluted than region 25 in the tree layer pollution. However, determining which
couples can be present is more involved than the previous (naive) example would suggest.
Contrast Figures 6.5 and 6.6, the latter of which represents the poset corresponding to the
consistent union of all three layers. The poset corresponding to the consistent union of
all three layers (Figure 6.6) is almost identical to the one corresponding to the consistent
union of the tree and the moss layer (Figure 6.5): the only change is that region 25 is no
longer located above region 11. This could be puzzling, given that region 25 is in fact more
polluted than region 11 in the herb layer. Closer inspection of the herb layer pollution poset
(Figure 6.2) will show why these regions are nevertheless rendered incomparable: there is
a choice to be made for either locating region 58 above region 25, or for keeping region 25
above region 11. It is impossible to do both, as regions 58 and 11 have to be incomparable
in the consistent union, due to the fact that the posets contradict on the relative ordering
of regions 58 and 11 (according to the moss layer, region 11 is more polluted than region
58, while the opposite holds for the other two layers). By construction of Algorithm 6.1,
if a choice needs to be made for one couple over another, as including both would imply
an impossible couple, neither couple will be present in the ﬁnal relation R. Hence, neither
58R25 nor 25R58, and neither 25R11 nor 11R25 will hold for the consistent union.
6.8.2 Prioritized consistent union
In contrast to the consistent union operation, for which the order in which the NIP-triples
are processed does not matter, the prioritized consistent union obviously can be expected
to yield diﬀerent outcomes depending on which NIP-triple takes priority. We show the
poset corresponding to (moss | (tree | herb)) layer pollution in Figure 6.7, and the one
corresponding to the inverse order in Figure 6.8. Observe that each of these posets is an
extension of the priority layer (the herb layer in Figure 6.7, the moss layer in Figure 6.8).
6.8.3 Closing (prioritized) consistent union
Finally, we show that intermediate involvement of Algorithm 6.4 (unsurprisingly) can aﬀect
the output poset. We will provide an example for the closing prioritized consistent union
(an equivalent example could be constructed for the closing consistent union). Figure 6.9
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Figure 6.7: The (moss | (tree | herb)) layer pollution poset
Figure 6.8: The (herb | (tree | moss)) layer pollution poset
Figure 6.9: The
(
herb |ˆ
(
tree |ˆmoss
))
layer pollution poset
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contains the poset corresponding to the
(
herb |ˆ
(
tree |ˆmoss
))
layer pollution. This poset
diﬀers from the one in Figure 6.8: regions 25, 11 and 58 are now comparable. In fact, this
poset is equal to the one corresponding to
(
tree |ˆmoss
)
layer pollution (of course equal
to the one corresponding to (tree | moss) layer pollution). Observe that regions 25 and 58
are incomparable according to both the moss and tree layer pollution posets (Figure 6.3
and 6.4). Hence, the comparability of regions 25 and 58 (with region 25 located above 58)
is not captured in the NIP-triple corresponding to (tree | moss) layer pollution (though it
is captured in the NIP-triple corresponding to
(
tree |ˆmoss
)
layer pollution). Subsequently
adding the herb layer pollution data, where region 58 is located above region 25, would
result in rendering it forbidden to locate region 25 above 58 for the prioritized consistent
union. For the closing prioritized union however, the preference of locating region 25 above
58, was captured in the necessary couples by the closing operation, hence the diﬀerence in
outcomes. For the (moss | (tree | herb)) layer and
(
herb |ˆ
(
tree |ˆmoss
))
pollution, Algo-
rithm 6.1 yielded the same outcome for the NIP-triples output by Algorithms 6.3 and 6.4.
6.9 Discussion
We brieﬂy touch upon some points that merit further discussion. First we examine what
happens when restricting oneself to the information present in R rather than in (N, I, P )
when considering intermediate results. Next, we take a closer look at the consistent union
of two prioritized consistent union triples constructed on the basis of two NIP-triples, and
examine whether the union operations are associative. Finally, we examine the behavior
of the operations for preference relations based on non-disjoint sets of indicators.
6.9.1 Repeated preferences and the consistent union operation
We contrast the use of the NIP-triple to the alternative of constructing intermediateR rela-
tions, such as would be needed when supplied with an operation only capable of processing
two strict partial order relations. The behavior of such an operation when processing a list
R of strict partial order relations (R1, . . . , Rn) can be emulated as follows: construct P1 and
P2 on the basis of R1 and R2, combine them into P1∪2 and extract R as per Algorithm 6.1.
Construct PR and P3, combine them to yield PR∪3. Extract a new R from PR∪3, combine
it with P4 and so on. We will show this method yields results that diﬀer a great deal from
those corresponding to the method we advocate. Additionally, constructing a NIP-triple
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PR on the basis of a list R of strict partial order relations (R1, . . . , Rn), should be insen-
sitive to the inclusion of multiple identical strict partial order relations. In other words,
suppose R′ ⊆ R, it would be natural to have PR = PR∪R′ . When using an operation that
does not preserve P = (N, I, P ) as an intermediate result, it will be clear that PR = PR∪R′
does not hold. Suppose R1 = {(a, b)} and R2 = {(b, a)}, and let R = {R1, R2} and let
R′ = {R2}. Clearly, the consistent union of the NIP-triples corresponding to P1 and P2
will yield NR = PR = ∅ and IR = {(a, b) , (b, a)}. We now extract RR from PR, which yields
RR = ∅, to which corresponds NRR = IRR = PRR = ∅. It will be immediately clear that
PR 6= PRR∪R′ , as for an NRR = IRR = PRR = ∅, PRR∪R′ = PR′ . Thus, when constructing
intermediate R and using only corresponding intermediate PR, the outcome is sensitive
to the repetition of input relations. Observe also that PRR∪R′ 6= PRR′∪R: the method is
not independent of the order in which the input relations are processed. The consistent
union operation, conserving all information in the NIP-triple, does not suﬀer from these
shortcomings.
6.9.2 Interaction between the consistent union and prioritized consistent union
Next, we show that we have the pleasing property that for two NIP-triples P1 and P2,
the consistent union of both triples will be equal to the consistent union of the prioritized
consistent union NIP-triples when taking each triple of P1 and P2 in turn as the priority
triple. Algorithm 6.2 immediately contains the outcome of the consistent union of the two
triples. Returning to our previous notation, we now let P2|1 denote the prioritized consistent
union taking P1 as the priority triple, and let P1|2 denote the prioritized consistent union
taking P2 to be the priority triple. As per Algorithm 6.3, this immediately yields
N2|1 = N1 ,
I2|1 = I1 ∪ (I2 \ P1) ,
P2|1 = P1 ∪ (P2 \ I1) .
For
(
N1|2, I1|2, P1|2
)
, the relations are analogous. Observe now that P1 ⊆ P2|1 ⊆ P1 ∪ P2,
and likewise P2 ⊆ P1|2 ⊆ P1 ∪ P2, while I1 ⊆ I2|1 ⊆ I1 ∪ I2 and likewise I2 ⊆ I1|2 ⊆ I1 ∪ I2.
Applying Algorithm 6.2 on P2|1 and P1|2 then yields
N(1|2)∪(2|1) = N2|1 ∩N1|2 ,
I(1|2)∪(2|1) = I2|1 ∪ I1|2 ,
P(1|2)∪(2|1) =
(
P2|1 \ I1|2
) ∪ (P1|2 \ I2|1) .
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These expressions can be further simpliﬁed, yielding for P(1|2)∪(2|1) = (P1 \ I2) ∪ (P2 \ I1),
which is equal to P1∪2 (immediately apparent when substituting the relations and using
the fact that I ∩ P = ∅). The relation I(1|2)∪(2|1) is straightforwardly further simpliﬁed to
I1 ∪ I2 = I1∪2, while N(1|2)∪(2|1) likewise simpliﬁes to N1 ∩ N2 = N1∪2. Thus, we are able
to conclude that the consistent union of P1 and P2 is equal to the consistent union of P2|1
and P1|2.
6.9.3 Commutativity and associativity of the operations
We examine the union operations w.r.t. their commutativity and associativity. Based on
the deﬁnitions, it is trivial to see the consistent union operation is commutative, and the
(closing) prioritized consistent union operation is not. It turns out both the consistent
union and the prioritized consistent union are associative, while the transitively closing
prioritized union is not.
6.9.3.1 The consistent union operation
The commutativity of the consistent union is immediately apparent from its deﬁnition
(Algorithm 6.2). The closing consistent union is also commutative, being composed of a
binary commutative operation (the consistent union operation) and a unary operation.
The associativity of the consistent union (Algorithm 6.2) can be easily veriﬁed by compar-
ing P3∪(2∪1) and P(3∪2)∪1. Simple substitution and rearranging of terms yields
N3∪(2∪1) = N(3∪2)∪1 = N1 ∩N2 ∩N3 ,
I3∪(2∪1) = I(3∪2)∪1 = I1 ∪ I2 ∪ I3 ,
P3∪(2∪1) = P(3∪2)∪1 = (P1 \ (I2 ∪ I3)) ∪ (P2 \ (I1 ∪ I3)) ∪ (P3 \ (I1 ∪ I2)) .
Clearly, the consistent union operation is associative.
In contrast, the closing consistent union is not associative, as can be easily veriﬁed on the
basis of the following counterexample: let N1 = I t1 = P1 = {(a, b)}; N2 = I t2 = P2 =
{(b, c)}; N3 = I t3 = P3 = {(c, a)}. We then have N2∪ˆ1 = ∅, I2∪ˆ1 = {(b, a) , (c, a) , (c, b)} and
P2∪ˆ1 = {(a, b) , (b, c) , (a, c)}, as well as N3∪ˆ2 = ∅, I3∪ˆ2 = {(a, b) , (a, c) , (c, b)} and P3∪ˆ2 =
{(b, a) , (b, c) , (c, a)}. Using these intermediate results, it is clear P3∪ˆ(2∪ˆ1) 6= P(3∪ˆ2)∪ˆ1 for
this example, as in fact P3∪ˆ(2∪ˆ1) = P2∪ˆ1 and P(3∪ˆ2)∪ˆ1 = P3∪ˆ2. Observe also that neither
P3∪ˆ(2∪ˆ1) nor P(3∪ˆ2)∪ˆ1 is equal to P3∪(2∪1). The closing consistent union operation we feel
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is then not suited for processing such a collection of NIP-triples. Rather, the closing
consistent union will prove useful in order to allow computation of conﬁgurations such as
P3|(2∪ˆ1), which will not equal P3|(2∪1) in general.
6.9.3.2 The prioritized consistent union operation
Both the consistent union operation and the closing prioritized consistent union are explic-
itly formulated as non-symmetric operations and are thus not commutative.
The prioritized consistent union operation is associative: P3|(2|1) = P(3|2)|1. Proving this is
a simple matter of repeated applications of and substitutions in the expressions in Algo-
rithm 6.3, which yields the following
(
N3|(2|1), I3|(2|1), P3|(2|1)
)
:
N3|(2|1) = N1 ,
I3|(2|1) = (I1 ∪ (I2 \ P1)) ∪ (I3 \ (P1 ∪ (P2 \ I1))) ,
P3|(2|1) = (P1 ∪ (P2 \ I1)) ∪ (P3 \ (I1 ∪ (I2 \ P1))) .
These can be simpliﬁed (using the fact that Ti ∩ Fi = ∅) to
N3|(2|1) = N1 ,
I3|(2|1) = ((I1 ∪ I2) \ P1) ∪ (I3 \ ((P1 ∪ P2) \ I1)) ,
P3|(2|1) = ((P1 ∪ P2) \ I1) ∪ (P3 \ ((I1 ∪ I2) \ P1)) .
Computing
(
N(3|2)|1, I(3|2)|1, P(3|2)|1
)
yields
N(3|2)|1 = N1 ,
I(3|2)|1 = (I1 ∪ ((I2 ∪ (I3 \ P2)) \ P1)) ,
P(3|2)|1 = (P1 ∪ ((P2 ∪ (P3 \ I2)) \ I1)) ,
and further simpliﬁcation allows to obtain
N(3|2)|1 = N1 ,
I(3|2)|1 = ((I1 ∪ I2) \ P1) ∪ (I3 \ (P1 ∪ P2)) ,
P(3|2)|1 = (P1 ∪ (P2 \ I1)) ∪ (P3 \ (I1 ∪ I2)) .
As
(P3 \ (I1 ∪ I2)) \ (P3 \ ((I1 ∪ I2) \ P1)) ⊆ P1 ,
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it holds that P3|(2|1) = P(3|2)|1. Likewise,
(I3 \ (P1 ∪ P2)) \ (I3 \ ((P1 ∪ P2) \ I1)) ⊆ I1 ,
allowing the statement I3|(2|1) = I(3|2)|1. Consequently, P3|(2|1) is equal to P(3|2)|1, and the
prioritized consistent union is associative.
The closing prioritized consistent union is not associative, as can be easily veriﬁed from the
following counterexample. Suppose the following NIP-triples: N1 = ∅, I1 = {(b, a) , (c, b)},
P1 = {(a, b) , (b, c)}; N2 = {(c, d)}, I2 = {(d, c)}, P2 = {(c, d)}; N3 = {(d, a)}, I3 =
{(a, d)}, P3 = {(d, a)}. This yields for P3 |ˆ 2
N3 |ˆ 2 = {(c, a) , (c, d) , (d, a)} ,
I3 |ˆ 2 = {(a, c) , (a, d) , (d, c)} ,
P3 |ˆ 2 = {(c, a) , (c, d) , (d, a)} .
For P2 |ˆ 1 we have
N2 |ˆ 1 = {(a, b) , (a, c) , (a, d) , (b, c) , (b, d) , (c, d)} ,
I2 |ˆ 1 = {(b, a) , (c, a) , (c, b) , (d, a) , (d, b) , (d, c)} ,
P2 |ˆ 1 = {(a, b) , (a, c) , (a, d) , (b, c) , (b, d) , (c, d)} .
As P3 ⊂ I2 |ˆ 1 and I3 ⊂ P2 |ˆ 1, P3 |ˆ(2 |ˆ 1) = P2 |ˆ 1. Furthermore, R3 |ˆ(2 |ˆ 1) = R2 |ˆ 1 = P2 |ˆ 1.
Computing P(3 |ˆ 2)ˆ| 1 shows associativity does not hold, as
P(3 |ˆ 2)ˆ| 1 = {(a, b) , (b, c) , (c, a) , (c, d) , (d, a)} ,
contradicting P3 |ˆ(2 |ˆ 1). In fact, R(3 |ˆ 2)ˆ| 1 is the empty set, because of the presence of cyclical
preferences between a, b and c in P(3 |ˆ 2)ˆ| 1.
We feel it is more natural to process NIP-triples in order of importance. As such, we
consider P3 |ˆ(2 |ˆ 1) the preferred way to compute such a 3-tiered set of prioritized NIP-
triples. A possibly very relevant side-eﬀect of using the closing prioritized consistent union
operation, is that adding a new set of preferences to a closed NIP-triple will never lead to
a smaller R. This does not mean one should expect to end up with a strict total order
relation given a suﬃcient number of sets of preferences: symmetric pairs of couples can
enter the I relation. For reference, we provide an overview of the properties each of the
four proposed operations possesses in Table 6.1.
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Table 6.1: Commutativity and associativity of the union operations
commutativity associativity
consistent union X X
closing consistent union X
prioritized consistent union X
closing prioritized consistent union
6.9.4 Sets of indicators as preference relations
In the speciﬁc case the preferences correspond to strict partial order relations constructed
on the basis of true criteria [10], the behavior of the operations deserves some more dis-
cussion. Suppose the preferences are voiced by experts who have based themselves on
non-disjoint sets of criteria. In such a situation, the NIP-triples will display a particular
behavior: they will not contradict (or imply a contradiction) on any pair of objects. By
thinking of the voiced preferences as restrictions of the strict partial order relation corre-
sponding to the set of common criteria, it is immediately apparent that the experts cannot
contradict one another, nor imply a contradiction. Hence, both consistent union operations
will yield the simple union as output in such cases.
A speciﬁc conﬁguration of preferences constructed on the basis of non-disjoint sets of
criteria would be R1, . . . , Rn, where each Ri represents a preference relation, and Ri ⊇ Ri+1
holds. In such a conﬁguration, the union operations will ﬁnally yield R = R1 as outcome
relation. For two experts with preferences Ri and Rj, for which Ri ⊇ Rj, this means that
Ri∪j = Ri: the smaller set of criteria will determine the ﬁnal preference relation, and the
other indicators will be discounted. It will be clear care must be taken to avoid favoring
overly simplistic views on the problem at hand in this way. Rather, the methodology
we propose should be considered a way to take into account additional criteria without
necessarily resulting in the ﬁnal preference relation being a restriction of the previous
ones, as would be the case when concatenating the diﬀerent criteria.
6.10 Related work
Nedbal [72] focuses on database queries, which by their very nature can be expected to
return a diﬀerent ordered set of objects for each query (as opposed to one set of objects
ordered in diﬀerent ways). Perhaps not surprisingly then, Nedbal's union operator diﬀers
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in the way it treats objects which are comparable according to one of the relations and
incomparable according to another: we consider the incomparability relation as a neutral
relation, while incomparability is an absorbing relation in Nedbal's case (where the ab-
sence of one of the objects from one of the query results is a neutral relation). Suppose
now two objects which are comparable according to one and incomparable according to
another order relation. We consider it possible for them to be comparable in the union,
while Nedbal explicitly demands them to be incomparable in such a case [72]. As in our
approach, Nedbal [72] takes transitivity into account, and illustrates how this can cause a
pair of objects to be designated as incomparable even when they are comparable accord-
ing to exactly one input relation (and no information is present in the other). The main
diﬀerence thus seems to stem from Nedbal's focus on input relations deﬁned over two sets
of objects with at least some objects in common, while we focus on one set of objects that
is ordered in diﬀerent ways. Nevertheless, we feel his treatment of the incomparability
relation has a disadvantage in that it seems to be not extensible to incremental processing
of multiple queries. Once two objects are incomparable (possibly because we have no basis
for preferring one over the other), they will stay that way in Nedbal's approach. But when
processing multiple queries in an incremental way, relevant information on how to order
two objects w.r.t. each other could very well not be available at the start of the query
process.
A more axiomatically driven approach to the problem of handling multiple preference
relations is outlined by Chomicki [25], who has authored a vast corpus of literature on
the subject. The prioritized consistent union operations we describe can be related to
his concept of preference revision. Chomicki distinguishes monotonic and non-monotonic
preference revision, where a monotonic revision is one which preserves the original couples,
and a non-monotonic revision one where the new couples are allowed to override the orig-
inal ones. In our framework, the prioritized consistent union fulﬁlls both of these roles,
depending on whether a set of couples takes priority over the other set of couples. In [26],
Chomicki identiﬁes three diﬀerent types of conﬂicts between two preference relations R1
and R2. The ﬁrst, a so-called 0-conﬂict, is a simple reversal of order for two elements in the
two preference relations (for example, aR1b and bR1a). The second, called a 1-conﬂict, is a
conﬁguration where there exists a transitive (0-conﬂict free) path for one of the preference
relations implying a couple yielding a 0-conﬂict in combination with the other preference
relation (for example, aR1bR1c and cR2a). Finally, a 2-conﬂict is one where for each prefer-
ence relation a transitive (0-conﬂict free) path exists implying a pair of couples which make
up a 0-conﬂict (for example, aR1bR1c and cR2dR2a). Revision operators (for example, the
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simple union operator) diﬀer in their robustness w.r.t. these diﬀerent conﬂicts, meaning
two preference relations can be considered compatible or incompatible w.r.t. a speciﬁc re-
vision operation. As we focus on strict preference relations (in contrast to Chomicki who
also considers weak order and interval order relations), it is of no real use to us to make a
distinction between these diﬀerent types of conﬂicts, although it should be mentioned that
our union operations are consistent in the sense that the resulting NIP-triple is rational,
which implies that it is 0-conﬂict free. When extracting the underlying consistent rela-
tion R from a NIP-triple, the couples making up 1-conﬂicts and 2-conﬂicts are identiﬁed
and possibly excluded from R in a consistent way. Of particular interest is the fact that
Chomicki [26], still considering the simple union operation as example operator, mentions
the goal of ﬁnding a strict partial order relation which is closest to the outcome of the
simple union operation applied to two incompatible preference relations. Chomicki goes
on to accurately state that this strict partial order relation will not be unique. We have
answered this problem here by formulating an algorithm to compute the intersection of all
such closest strict partial order relations, which is of course a unique strict partial order
relation (but not a closest one). This does not amount to simply excluding all possible
couples that make up a 1- or 2-conﬂict, also possible couples implying those couples need
to be excluded, as well as those possible couples which in turn imply such a couple, and so
on.
Andréka et al. [1] present a theoretical study of the generalization of the lexicographic rule
for combining partial order relations, using the concept of a priority operator as one which
maps a family of relations to a single relation. They consider four properties required
for a priority operator to possibly be considered natural: independence of alternatives,
conservation of unanimity with abstentions, being based on preferences only (a condition
also called permutation invariance) and preservation of transitivity. In contrast to our
assumptions however, incomparability of two objects is regarded as a vote overruling com-
parability votes, in the same way as Nedbal [72]. Abstention takes the form of indiﬀerence
in the view of Andréka et al. [1], whereas we consider incomparability to denote abstention.
Because of the drastically diﬀerent meaning attributed to the incomparability relation in
our approach compared to the one by Andréka et al. [1], we feel it is impossible to further
compare methodologies or outcomes in a meaningful way.
The NIP-structure we use to accurately and easily process more than two strict partial
order relations also plays a role in the diﬀerent take on the meaning we assign to the
incomparability relation: we need to be able to distinguish between incomparability due
to contradictions (when both a < b and b < a are impossible) and incomparability due to
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ignorance or ambiguity (when at most one of a < b or b < a is possible, but not necessary).
To the best of our knowledge, no previous take on the problem uses a similar structure.
In a diﬀerent vein, Algorithm 6.1 to extract R from a rational set of preferences or couples,
can be used in order to extract a unique strict partial order relation from a set of pairwise
preferences. A set P of couples can be used to construct a NIP-triple as soon as P is anti-
symmetric, and setting N = ∅ and I = P t is then suﬃcient to construct the NIP-triple and
extract an R. However, it should be mentioned that pairwise preferences are most often
used in a machine learning context to learn a ranking function, or a total order relation
over the set of objects, something the technique described in this chapter does not aspire
to do [47, 52].
6.11 Summary and outlook
We have extended our previous operations described in [80] (reproduced as Chapter 5 of
this thesis) to be able to process general expressions of preferences. To this end, we needed
to introduce a new structure of a triple of relations, and considered what it means for
such a triple to be rational. These triples we called NIP-triples, composed of a relation
consisting of necessary preferences, a relation consisting of impossible preferences and a
relation consisting of possible preferences. A NIP-triple thus stipulates which couples
(or preferences) need to be present, which couples cannot be present and which couples
might be present. The structure also allows to conserve the entirety of needed information
when processing more than two strict partial order relations or sets of strict preferences.
Both the consistent union and the prioritized consistent union operation from [80] have
been extended in this way. Furthermore, a NIP-closing operation has been formulated,
which allows to take transitivity into account in a more in-depth fashion when processing
preferences. Composition with both consistent union operations is possible, and allows for
greater ﬂexibility in the preference recombination process. The operations have been found
to possess attractive properties, and can be considered to behave elegantly when applied
to speciﬁc realistic conﬁgurations.
Though we have focused on strict preferences in this chapter, a natural extension would be
to allow for non-strict preferences by incorporating an indiﬀerence relation (coming from
the ﬁeld of preference modeling [82]). This would require a relation to be added to the
NIP-structure we have used in this chapter, as we cannot simply capture indiﬀerence in
symmetric pairs of couples in the N and P relations. The conditions for a NIP-triple to
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be rational are immediately incompatible with symmetric relations: P t ⊆ I and P ∩ I = ∅
combine to preclude the presence of symmetric pairs of couples in P . Though incorporating
an indiﬀerence relation has not been attempted in this work, it should be possible and
remains a matter for future attention.
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PART III
CONFLICTING PREFERENCES IN
GROUP DECISION MAKING

CHAPTER 7
Group decision making in an
environmental context and the concept of
stochastic dominance
This chapter is a summary of:
K. Zendehel, M. Rademaker, B. De Baets and G. Van Huylenbroeck (2008), Qualita-
tive valuation of environmental criteria through a group consensus based on
stochastic dominance, Journal of Ecological Economics, 67: 253-264.
K. Zendehel, M. Rademaker, B. De Baets and G. Van Huylenbroeck (revision under prepa-
ration), Environmental decision making with conﬂicting social groups: A case
study of Lar rangeland, Journal of Arid Environments.
K. Zendehel, M. Rademaker, B. De Baets and G. Van Huylenbroeck (accepted), Improv-
ing tractability of group decision making on environmental problems through
the use of social intensities of preferences, Environmental Modelling and Software.
Abstract
This chapter introduces a qualitative valuation method to elicit stakeholders' preferences,
intensities of preferences and criterion weights for a complex environmental issue and mul-
tiple social groups. Environmental valuation studies have shown that in any complex
environment with a diversity of environmental services, stakeholders have diﬃculties using
a monetary valuation to make trade-oﬀs between diﬀerent environmental services. In the
proposed methodology, stakeholders express their preferences, their intensities of prefer-
ences and the weight they assign to each criterion. Subsequently, social preferences are
determined, the stochastic monotonicity of the distributions of intensities is veriﬁed and,
if needed, restored, which guarantees median intensities of preferences that are consistent
with the supposed social preferences. A social weight for each criterion is determined, after
which a decision making methodology can be utilized in order to come up with a group
decision.
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7.1 Introduction
This chapter describes a way to use stakeholders' intensities of preferences on a complex
environmental issue in order to determine a group intensity of preference. Any complex
environment with a diversity of ecological, social and economic values will be a centre of
attraction for diﬀerent social groups. To allow ecological economists to develop value indi-
cators for decision making, they need to identify the services provided by the ecosystem and
to determine the value that each of these services provides to the interested social groups.
But in order to do so, they must understand and acknowledge the inherent complexities
of ecological, social and economic systems. Because of these complexities, environmental
valuation practitioners have introduced diﬀerent valuation methodologies to elicit people's
preferences. The methodology we propose is ﬁrmly rooted in respect for the three cen-
tral properties of environmental decision making: environmental and social complexity,
incommensurability between environmental criteria and plurality of environmental values.
In Section 7.2, we give an overview of the methodology and its diﬀerent steps. Section 7.3
describes the individualistic step of the methodology, the actual data collection: the elic-
itation of criterion weights, ranking of alternative impacts and intensities of preferences.
Section 7.4 details a ﬁrst processing of this data: construction of social criterion weights,
rankings and intensities of preferences. Section 7.5 describes the Ordinal Stochastic Dom-
inance Learner (OSDL) as a mathematical procedure to ensure that the intensities of
preference are consistent with the social rank order. In Section 7.6, we describe the AR-
GUS methodology, using the processed data to suggest a decision. Section 7.7 provides the
conclusions and future research.
7.2 A qualitative valuation approach to elicit stakeholders’ intensi-
ties of preferences on environmental criteria
The methodology partly consists of an exploratory discussion among stakeholders to broaden
their view on the problem at hand. This can be achieved by letting each stakeholder for-
mulate his personal interests in the area, which will lead to the identiﬁcation of a multitude
of environmental criteria under discussion. Next, each stakeholder group suggests one or
more possible alternative plans that address each of the criteria identiﬁed in the previous
discussion. Because the stakeholder groups have a diversity of interests, the alternative
plans can address the criteria in a conﬂicting manner. The formulated alternative plans
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and environmental criteria allow a group of experts to construct an Impact Matrix (IM).
On the basis of this IM, one can straightforwardly identify the impact of each alternative
plan on each of the criteria. These impacts are called Alternative Impacts (AIs). This
concludes the non-individualistic part of the methodology.
The individualistic part of the methodology is where the actual data will be collected. Prior
to employing these AIs, respondents ﬁrst indicate the importance they attach to each of
the criteria. These importances are expressed on a ﬁve point qualitative scale, ranging
from unimportant to extremely important. Subsequently, the AIs are used to elicit each
respondent's preferences on each single criterion by asking them to provide a ranking of
the AIs within each criterion. Pairwise comparisons of the AIs for each criterion allow the
stakeholders to express their intensities of preferences. These intensities are expressed on a
diﬀerent ﬁve point qualitative scale (from very small preference to very strong preference).
In the processing part of the methodology a social ranking is established based on the
Condorcet criterion. The aim is to incorporate as much as possible the input of each
stakeholder by eliminating the inﬂuence of irrelevant alternatives when determining the
social ranking [2, 53, 48, 55]. We will regard the social ranking as a group consensus on
the ranking, without demanding unanimity on the intensities of preferences. This allows
us to maximally respect individual intensities of preference when determining the social
intensities of preference. However, we cannot ignore the simple fact that by equating the
social ranking with a group consensus, we restrict the extent to which we can respect each
stakeholder's opinion. Furthermore, instead of the harsh constraint of unanimity on the
intensities of preference, we have to respect the looser constraint of stochastic monotonicity
on the collection of individual intensities of preference. In order to be able to deﬁne a social
intensity of preference, interpersonal comparability of intensities of preference needs to be
assumed [64, 57, 90]. A social weight for each criterion is simply taken as a median weight.
7.3 Elicitation of stakeholders’ intensities of preferences and crite-
rion weights
Based on people's experience to use qualitative terms to attach weights to diﬀerent objec-
tives [29, 63, 91], we use a qualitative scale to order environmental criteria. The qualitative
scale reads: Unimportant; Little important; Moderately important; Very important; Ex-
tremely important. The stakeholders used these labels to express how important each of
the 12 environmental criteria is, according to their own view.
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The subsequent elicitation of the intensities of preferences is simpliﬁed by ﬁrst having
the stakeholder rank the AIs. The thus provided ranking will facilitate the expression of
consistent intensities of preferences, using a qualitative scale denoted as L: very small
preference (vsm) small preference (sm) moderate preference (mo) strong preference (st)
very strong preference (vst). The consistency condition is in fact a monotonicity condition:
if a stakeholder indicated a  b  c  d as a ranking, it would not make sense to assign
a  d (where useful abbreviated as ad throughout the text) a smaller intensity than any
other. It could hold that the intensity for a  c is smaller than for c  d. Furthermore, it is
supposed that if a stakeholder assigns a  d the intensity strong, he or she would assign
the opposite d  a negatively strong. The constraints taken to be implied by a ranking
a  b  c  d in [97] are represented in Figure 7.1. A preference located above another
preference should not receive a smaller intensity. Most notably, every positive preference is
located above every negative preference: there is an edge from ab to dc. When a preference
is located above another preference, this can be symbolically represented by the symbols
J and I. As such, ad I ab, and ab I dc.
To also assign intensities of preferences to the negative preferences (e.g., d  a for a ranking
a  b  c  d), a signed version of L is introduced: L∗ simply contains positive and
negative signed versions of each intensity in L. Observe that this means each respondent
has expressed an intensity of preference for each pairwise comparison, with exactly half
being positive and half being negative. The intensities of preferences expressed by the 31
respondents thus give rise to distributions composed of positive and negative intensities
of preferences, with the number of positive intensities assigned to, for example, a  d
corresponding exactly to the number of respondents who preferred a to d. This data will
be processed as described in the subsequent section.
7.4 Construction of social importances, rankings and intensities of
preferences on each single criterion
7.4.1 Establishing a social ranking on the basis of the stakeholders’ rankings
To determine social intensities of preferences, ﬁrst a social rank order is needed among
the stakeholders' rankings of AIs on each single criterion. A social ranking can be reached
according to diﬀerent ranking rules. In the absence of strategic considerations (indepen-
dence of irrelevant alternatives), one can identify the most preferred alternative among
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Figure 7.1: Partial order structure of pairwise comparibilities for a ranking a  b  c  d
diﬀerent pairwise comparisons based on the Condorcet criterion [2, 53, 48]. The preferred
alternative among a set of alternatives is the one that receives a majority of votes over
the other alternatives (Condorcet winner) [30]. In case of a Condorcet cycle, we propose
to resolve the paradox in away that results in a minimal number of protest voices among
stakeholders. Therefore, we recommend to use Condorcet's maximal agreement method,
also known as Kemeny's approach [66, 73]. Other approaches for breaking a voting cy-
cle, such as Condorcet's practical method, cannot guarantee maximal agreement with the
stakeholders' rankings [73]. In our data set however, no cycles were present.
7.4.2 Establishing social intensities of preferences based on the social ranking
After establishing a social ranking of AIs on each single criterion, the second step is to
construct the social intensities of preferences based on the social ranking. In order to be
able to do so, we need to assume interpersonal comparability for the expressed intensities of
preferences. By holding this assumption, one can use the median value among the intensi-
ties of preferences while taking the social ranking and stochastic monotonicity into account.
The concept of stochastic monotonicity and the related concept of stochastic dominance
play a very important role in many branches of economics and ﬁnance [60, 88], and it is
applicable here when determining a social ranking and intensities of preferences as well.
Just as respondents were asked to be consistent with their previously indicated ranking
when assigning intensities of preferences, so should the social intensities of preferences be
consistent with the Condorcet winning ranking. When the distributions are stochastically
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monotone w.r.t. each other, their medians are guaranteed to be consistent w.r.t. the social
ranking and monotone w.r.t. each other as well. We discuss the method used to render the
distributions stochastically monotone in Section 7.5.
7.4.3 Establishing a social weight for each criterion
As the stakeholders used qualitative indicators to attach a weight to a criterion, one can
choose the median among the attached weights as a social weight for each criterion. It
might be reasonable to take into account only the weight of those stakeholders agreeing
with the social ranking of AIs, as taking into account the weight of those stakeholders
that do not agree with the social ranking could result in protests: a decision they did not
support, could receive a greater weight because of their input. On the other hand, it is
very well possible that only few stakeholders or none of the stakeholders chose the social
ranking of AIs, in which case the median of those agreeing with the ranking can hardly
be considered to be representative for the entire group of stakeholders. For this reason we
still propose to use the median of all weights for each criterion as its social weight.
7.5 The ordinal stochastic dominance framework
The ordinal stochastic dominance learning framework [62] consists of a main theorem
that helps building monotone distribution-based classiﬁers. One of these classiﬁers is the
Ordinal Stochastic Dominance Learner (OSDL), which is only one of several variants of an
algorithm to solve the supervised ranking problem. As we are dealing with distributions
of intensities for each pairwise comparison of AIs, the explicit distribution-based approach
makes this framework very well suited to our particular problem. We give here only a
limited introduction to the framework, more information can be found in [62]. We will
use the OSDL algorithm [23, 62, 61]. The input to the algorithm will be the (possibly
stochastically non-monotone) set of distributions, and the output will be a stochastically
monotone set of distributions. To not overburden the notations, we will abbreviate a
pairwise preference of x  y to xy when this should not result in confusion.
In order to describe the OSDL algorithm, we ﬁrst brieﬂy repeat the notions we have
introduced throughout the text, and introduce notations and new concepts as needed. For
each respondent i we have his intensities of preference vi (xy) as entered in the preference
matrix. For each preference xy, we have the intensity of preference relative frequency
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distribution fxy over all respondents, with cumulative relative frequency (CRF) distribution
Fxy, i.e. fxy (λ) =
#{vi(xy)=λ|i=1,...,N}
N
and Fxy (λ) =
#{vi(xy)≤λ|i=1,...,N}
N
(where N is equal to
number of respondents). For each preference xy and each intensity of preference λ from
our scale L∗, we will additionally need the minimal and maximal extensions Fminxy (λ) and
Fmaxxy (λ). These distributions are deﬁned as follows: F
min
xy (λ) = min {Fuv (λ) | uv J xy}
and Fmaxxy (λ) = max {Fuv (λ) | uv I xy} (remember that inequalities such as uv J xy
simply signify xy itself and all preferences it dominates, as represented in Figure 7.1). We
will often omit the intensity indicator (λ) when we do not specify an intensity or when
discussing the entire distribution. Figure 7.2 will allow us to intuitively describe Fminxy and
Fmaxxy .
Figure 7.2 contains cumulative relative frequency values for some pairwise preferences for
the intensities for −vst through +vst. We suppose a social ranking a  b  c and re-
strict ourselves (somewhat inaccurately) to the corresponding positive preferences, i.e. we
restrict ourselves to the Fab, Fac and Fbc values, and do not take into account nor present
the Fba, Fca and Fcb values (which are negative preferences). The principle remains the
same however. We will determine Fminac (+vsm) and F
max
ac (+vsm), as well as F
min
ac (+sm)
and Fmaxac (+sm). F
min
ac (+vsm) is then simply the minimum of the +vsm cumulative
relative frequency values of all distributions (as all preferences are J ac, in particular the
negative preferences we did not consider in this example). This minimum is equal to the
Fminac (+vsm) itself, i.e. F
min
ac (+vsm) = Fac (+vsm) (though it should be mentioned that
Fac (+vsm) and Fab (+vsm) happen to coincide). Fmaxac (+vsm) is even more straightfor-
ward to determine, as it is the maximum of the +vsm cumulative relative frequency value
of all preferences which are I ac, which is simply Fac (+vsm) itself, being the preference
of the most preferred over the least preferred alternative. It turns out therefore, that
Fmaxac (+vsm) is equal to F
min
ac (+vsm). For our speciﬁc setting, the latter will always be
the case for distributions that are stochastically monotone w.r.t. the other distributions.
When we determine Fmaxac (+sm) to F
min
ac (+sm), we will see when this is not the case.
Fmaxac (+sm) is again equal to Fac (+sm). F
min
ac (+sm), however, is equal to Fab (+sm), not
Fac (+sm). The ac distribution does not stochastically dominate the ab distribution, as
the latter dips below the former at the intensity +sm. Consequently, the lack of stochas-
tic monotonicity causes Fminac (+sm) < F
max
ac (+sm). In fact, it also results in the median
intensity of preference for ab being stronger than for ac, in clear violation of the supposed
ranking abc.
Examining Fminxy and F
max
xy values thus allows to pinpoint the intensities of preference for
which the distributions are not in line with the stochastic monotonicity requirement. In
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order to render the distributions stochastically monotone for ac and ab, we will therefore
have to change the frequencies for the +sm intensity. We will do this by interpolating
between Fminxy and F
max
xy for both ac and ab on the basis of some simple counting argu-
ments, Nminxy and N
max
xy . N
max
xy (λ) is simply the number of times a respondent indicated
an intensity of preference greater than λ for any preference dominated by or equal to xy,
i.e. Nminxy (λ) = # {vi (uv) > λ | uv J xy}. Nmaxxy (λ) is then the number of times a respon-
dent indicated an intensity of preference at most λ for any preference dominating or equal
to xy, i.e. Nminxy (λ) = # {vi (uv) ≤ λ | uv I xy} (again considering both negative and pos-
itive preferences). On the basis of these counting arguments, we compute a weighted sum
F˜xy that is guaranteed to yield stochastically monotone distributions. The F˜xy will be
computed as follows, guaranteeing a stochastically monotone output:
F˜xy (λ) =
Nminxy (λ)× Fminxy (λ) +Nmaxxy (λ)× Fmaxxy (λ)
Nminxy (λ) +N
max
xy (λ)
.
Closer inspection of the expression for clearly shows that this is a weighted average of
Fminxy and F
max
xy . Obviously then, if F
min
xy and F
max
xy are both equal to Fxy (as is the case
for all intensities of preference of stochastically monotone distributions), F˜xy is simply
equal to Fxy. If not, Nminxy and N
max
xy allow an interpolation between F
min
xy and F
max
xy for
those intensities where Fminxy > F
max
xy . Because of the properties of N
min
xy (λ) andN
max
xy (λ)
(Nminxy (λ) will be non-decreasing for increasing xy and decreasing λ, while N
max
xy (λ) will
be non-decreasing for decreasing xy and increasing λ) this interpolation at ﬁrst (for the
greatest negative intensities of preference) lies close to Fminxy and will later, for the greatest
positive intensities of preference, lie close to Fmaxxy . The procedure we just described, is in
fact the double balanced version of OSDL when applied to this speciﬁc problem [62]. The
computed distributions will be stochastically monotone w.r.t. each other, which guarantees
that the median intensities of the stochastically dominated distributions cannot be greater
than the median intensities of the dominating distributions [62]. We propose to regard these
monotone distributions as a necessary reﬂection of the group consensus on the relative order
of the preferences (i.e. which preference is implied by the other one) or the social ranking.
To provide an example, we return to the stochastically non-monotone distributions from
Figure 7.2. In Figure 7.3 we show the stochastically monotone distributions that have
been computed by OSDL on the basis of the distributions in Figure 7.2. Only for ac and
ab have the distributions been changed, and only for the +sm intensity. The original
value is shown as a thin bar overlaying the new one. The distribution of ac now dominates
that of ab, which should be the case according to the social ranking abc. Because of this,
we are now guaranteed that the use of the median as a social intensity of preference will
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respect the social rank order. For the OSDL output in this example, the social intensities
of preferences for ac and ab have both become +mo, which is not in conﬂict with the
social rank order. The full example represented in [97] more accurately takes into account
both positive and negative preferences, resulting in more stochastic non-monotonicity and
more extensive diﬀerences in the distributions computed by OSDL. The principle remains
the same however.
7.6 Using ARGUS to determine the group decision based on social
intensities of preferences and social weights of criteria
After providing social intensities of preferences and social weights of criteria, one should
choose a compatible Multi-Criteria Decision Analysis (MCDA) methodology with respect
to the nature of data to be used to establish a group decision. Among the diﬀerent
MCDA methods the outranking methods have some advantages to others [55, 77, 28,
70]. Outranking methods are able to deal with uncertain, qualitative and quantitative
preferences of Decision Makers (DMs). We opted to use ARGUS in this study, as it is
an outranking method that can handle qualitative and quantitative preferences without
requiring the decision criteria to be commensurable [35]. The method uses concordance
and discordance indices to determine a credibility matrix to establish a preorder relation
on the alternatives. As ARGUS processes criteria without supposing commensurability,
it does not necessarily output a ranking, i.e., some alternatives may become indiﬀerent,
while others remain incomparable [35]. A stakeholder needs only to enter, for each criterion,
his/her weight and intensities of preferences. In our method, we will let ARGUS determine
the group decision by entering the social weights and social intensities of preferences.
The ARGUS methodology combines signed intensities of preferences with the weight of the
corresponding criterion to construct signed indicators to be used in decision aiding. The
indicators constitute a totally ordered set where indicators with lower rank numbers are
the result of combinations of stronger intensities of preferences and/or higher weight than
those with higher rank numbers. Each combination of weight and intensity of preference
corresponds to a speciﬁc indicator, though multiple combinations can yield the same one.
For example, the indicator +R1 is the combined score of an extremely important criterion
with a very strong intensity of preference. The second indicator +R2 is yielded by
two diﬀerent combinations of weight and intensity of preference: very strong intensity
of preference on a Very important criterion and a strong intensity of preference on an
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Table 7.1: ARGUS default indicator combinations (intensity of preference increases from left to
right, criterion importance increases from top to bottom)
very small small moderate strong very strong
Unimportant R9 R8 R7 R6 R5
Little important R8 R7 R6 R5 R4
Important R7 R6 R5 R4 R3
Very important R6 R5 R4 R3 R2
Extremely important R5 R4 R3 R2 R1
Extremely important criterion. The diﬀerent combinations for the diﬀerent indicators are
outlined in Table 7.1. The sign an indicator takes is the sign of the intensity of preference
used to construct it.
The decision maker can alter which combinations correspond to which indicators, if the
default combinations do not match his/her personal view [35]. Each plan will thus be
compared to each other plan on each criterion, and as a result be assigned a number of
positive indicators (every time the plan was better than a diﬀerent plan on a criterion,
it receives one positive indicator) and a number of negative indicators (for those criteria
where a diﬀerent plan was more preferred). Based on these negative and positive indicators
for all criteria, one can establish a relation of outranking, indiﬀerence or incomparability
between two alternative plans.
We have outranking (indicated for two alternatives Plan 1 (P1) and Plan 2 (P2) as P1SP2)
between two alternative plans if, for each rank number, the number of positive indicators
is greater than or equal to the number of negative indicators. In general, this outranking
relation establishes a preorder of the alternative plans. We have indiﬀerence between P1
and P2 (denoted as P1IP2) if we have both P1SP2 and P2SP1 and, incomparability (denoted
as P1RP2) if we have neither P1SP2 nor P2SP1.
The outcome of our case study, where we processed social intensities of preferences and
social weights of criteria to yield a group decision, was the following: P1RP3, P1SP4 and
P1SP2; P3SP4 and P3SP2; P4SP2. As there is no indiﬀerence present, we have a partial
order relation in our speciﬁc case. Based on this partial order relation, natural resources
managers should choose between P1 and P3, and no longer need to take P2 or P4 into
consideration.
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7.7 Conclusions
We demonstrated that using a qualitative scale is not only useful to rank alternatives, but
it is also useful to elicit stakeholders' intensities of preferences in a way that is consistent
with human experience [40, 84, 91]. Using a qualitative method allows stakeholders to
express their attitudes and preferences on environmental criteria in a more natural and
accurate way than using a monetary approach [69, 35, 18].
Moreover, we discussed that even though it is possible to derive a social ranking, care
must be taken to ensure that the distributions of intensities of preferences according to
the entire group of respondents uphold the stochastic dominance relation. We used OSDL
to calculate stochastically monotone distributions on the basis of possibly stochastically
non-monotone distributions, as it does not modify the distributions if they were already
stochastically monotone. ARGUS subsequently processed the social intensities of prefer-
ences and weights to provide recommendations to the decision maker. Taking into account
the minority opinions may change the intensities of preference of the social ranking (ex-
amples not shown in this summary). Furthermore, this allows policy makers to consider
not just majority responses, but to easily take into account both opposing and support
voices in the construction of social intensities of preferences. This will allow the policy
maker to not just attempt to minimize protests, but instead to attempt to maximize the
combination of the support and the antagonistic protest voices.
146 7.7 CONCLUSIONS
CHAPTER 8
A critical examination of voting with
intensities and the concept of group
consensus
Abstract
This chapter investigates the concept of voting with intensities of preference and the con-
cept of group consensus. It will also be a critical examination of three related papers which
have attempted to solve a decision making problem where respondents have expressed strict
preferences over a ﬁxed set of alternatives on an ordinal intensity (implicitly bipolar) scale.
It serves as an example of the practical usefulness of the optimal stochastic monotone re-
labeling problem solved in Chapter 4 of this thesis. We discuss the notion of majority in a
decision making context where intensities of preferences have been expressed, and to what
extent the addition of intensities of preferences renders the problem more complex than
a regular voting problem. The notion of stochastic monotonicity is rationalized to be of
importance, and a stochastic notion of majority is proposed.
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8.1 Introduction
We consider a decision making problem where a number of respondents have expressed
intensities of preferences over a set of alternatives, returning to the setting from Chapter 7.
We consider it advantageous to employ the resulting distributions of intensities of prefer-
ences for as long as possible, rather than summarizing them in a single (representative)
value, as seems to be current practice [97]. Distributions are by deﬁnition more informative
than a single representative value, and decision making techniques able to process distribu-
tions will beneﬁt from the corresponding wealth of information. A similar line of reasoning
can be considered to hold in fuzzy computation, where it is also considered advantageous to
defuzzify later rather than sooner. Nevertheless, single values are much easier to interpret
and compare than distributions, which might overwhelm decision makers or render decision
making processes overly complex, to the point of making them intractable. The technique
we describe will prove useful in this regard: we employ distributions, but minimally adjust
them in order to render them more easily summarized and comparable. This allows using
a best ﬁtting total order on the collection of alternatives as a way to summarize the collec-
tion of preferences in an accurate way. By exacting certain natural and intuitive properties
of the distributions of intensities, minimally adjusting them if needed, comparing them is
made simpler.
We describe the notations and conventions we adhere to in Section 8.2. Section 8.3 describes
a practical implementation, followed by an example application in Section 8.4. We discuss
some alternative loss functions inspired by the psychological aspect of voting in Section 8.5.
Subsequently we critically examine some of our previous work in Sections 8.6 and 8.7.
Conclusions and an outlook are provided in Section 8.8.
8.2 Problem setting
We consider a set C of alternatives {a, . . . , n} and a set of ordinal intensities of preference
L = {`1, . . . , `m}, with `m the greatest and `1 the smallest intensity (i.e., `i < `i+1).
Furthermore, we suppose a collection R of strict total order relations  on the set of
alternatives C. An example of such a strict total order relation  for a three-alternative
problem could be {(a, b) , (a, c) , (b, c)}, i.e., a  b  c. To each a  b is associated
an ordinal intensity of preference ` ∈ L. In other words, there is a pairwise preference
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function Pi for each i, a mapping from i to L: Pi assigns to each couple in i an
intensity of preference. Denote the set of these pairwise preference functions as P .
We now extend L ﬁrst with a zero intensity of preference `0, yielding L0 = {`0, `1, . . . , `m},
and next with negative counterparts to the non-zero intensities of preference, yielding L±0 =
{`−m, . . . , `−1, `0, `+1, . . . , `+m}. It is then straightforward to construct a total mapping P ′i
from C × C to L±0 , where
∀a i b :P ′i (a, b) = Pi (a, b) ,
∀a i b :P ′i (b, a) = −Pi (a, b) ,
and ∀a ∈ C :P ′i (a, a) = `0
hold. Denote the set of these total mappings as P ′.
Observe that each total order on the set of alternatives implies a partial order Di on the
pairwise comparisons. Suppose a  b  c: in this case, (a, c) D (a, b) and (a, c) D (b, c).
Correspondingly, one is able to consider a monotonicity property on Pi:
a i b i c⇒ max (Pi (a, b) , Pi (b, c)) ≤ Pi (a, c) . (8.1)
Or, perhaps more straightforwardly:
(a, b) Di (c, d)⇒ Pi (c, d) ≤ Pi (a, b) . (8.2)
Each Pi adheres to this property in this chapter. Naturally, the constructed P ′i do so as
well.
In the interest of simplifying interpretation of the collection of preferences it will be useful
to construct (on the basis of R and P) an aggregated strict total order relation P and
an associated P ′P . We use subscript P rather than R as it is trivial to derive R from P :
because each P ′i is monotone and intensities of preference for two diﬀerent alternatives are
non-zero, the total order relation i immediately arises by considering the strictly positive
pairwise preferences corresponding to P ′i .
We will often refer to the cumulative absolute frequency distribution of intensities of pair-
wise preferences for P ′, using F `iP ′ (a, b) to denote the number of times an intensity of `i or
smaller was expressed for a  b in P ′. The cumulative relative frequency distribution will
be likewise represented as R`iP ′ (a, b) for an intensity `i and a pairwise preference a  b. Ob-
serve that R`iP ′ (a, b) =
F
`i
P′ (a,b)
|R| . The discrete absolute frequency distribution is analogously
denoted as f `iP ′ (a, b).
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8.3 Voting with intensities
It is natural to consider R as a collection of preference votes, with the intensities of prefer-
ences explicitly valued by the pairwise preference functions Pi. This immediately confronts
us with the vast corpus of literature on voting theory and its associated paradoxes and
diﬃculties. Unfortunately, blithely taking intensities into account will do little to prevent
such paradoxes from occurring. Rather, it brings about some diﬃculties of its own. Nev-
ertheless, by wielding the proper deﬁnitions and using the correct tools, valuable insights
can be mined from the data that might otherwise remain buried. We commence by show-
ing the voting with intensities problem to be elegantly representable in the framework of
stochastic monotonicity.
8.3.1 A stochastic monotonicity view on majority
The concept of stochastic monotonicity is useful when considering a preference voting
problem with ordinal intensities of preference. In regular voting, an alternative a is pre-
ferred to an alternative b if a majority of rankings express a preference of a over b. When
the intensities of preference are allowed to be of diﬀerent ordinal intensities (rather than
commensurable, as is implicitly assumed when no intensities are expressed), the situation
becomes more complex. For example, suppose two voters prefer a over b with an `1 inten-
sity of preference, while the remaining third voter prefers b over a with an `3 intensity of
preference. Is there now an indisputable majority for a over b? We pose this is not the
case, as we do not know whether or not two voters with intensity `1 outweigh one vote with
intensity `3. If one of the `1 voters for a over b had been of strength `3 instead, there would
have been an indisputable majority of votes for a over b, even when taking the intensities
of preferences into account: two votes with intensity `1 and `3 clearly outweigh one with
intensity `3.
It is natural to suppose that a vote for a over b with an `+1 intensity of preference implies
that the voter prefers b over a with a negative `−1 intensity of preference (indeed, it is
exactly this convention that allows constructing P ′ from P ). Hence, if there is a conven-
tional strict majority for a over b, the fraction of positive votes is greater than 1/2. This
corresponds to an R`0P ′ (a, b) value of less than 1/2. The fact that R
`0
P ′ (a, b) should be less
than 1/2 might seem counterintuitive, but is regrettably inherent to the deﬁnition of cumu-
lative distributions: if less than half of the intensities are negative, more than half must be
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Table 8.1: Five example sets of P ′i values for a three alternative problem (ﬁrst row indicates the
example total ranking, with the corresponding P ′i values below)
a 1 b 1 c a 2 b 2 c a 3 b 3 c b 4 c 4 a c 5 b 5 a
P ′i (a, b) `+1 `+1 `+1 `−3 `−2
P ′i (b, c) `+1 `+2 `+2 `+3 `−3
P ′i (a, c) `+2 `+2 `+3 `−3 `−3
P ′i (b, a) `−1 `−1 `−1 `+3 `+2
P ′i (c, b) `−1 `−2 `−2 `−3 `+3
P ′i (c, a) `−2 `−2 `−3 `+3 `+3
positive. In general, stochastic monotonicity involves cumulative relative frequency values,
rather than cumulative absolute frequency values, as distributions can be of diﬀerent sizes.
In the current framework however, each distribution is of size |R|, which allows the use of
cumulative absolute frequency values throughout the text.
Table 8.1 contains ﬁve sets of example P ′i values for a three alternative problem. Figure 8.1
represents the corresponding cumulative distributions of intensities of preference for the
pairwise comparisons a  b, a  c, b  c and their opposites. The F `0P ′ (a, b) value
immediately shows the number of times the opposite P ′ (b, a) was assigned a positive
intensity of preference. Out of the ﬁve total orders in the example in Table 8.1, three
are equal to a  b  c. Conventional (pairwise) majority rule would then immediately
decide a  b  c as the clear-cut winner.
When taking into account the intensity of the pairwise preferences by stochastic monotonic-
ity, things are less straightforward. A conventional majority is a necessary condition in
order to have an unambiguous stochastic majority, but not a suﬃcient one. Conventional
majority for a  b simply states F `0P ′ (a, b) ≤ F `0P ′ (b, a), but does not indicate anything
about the other intensities of preference. In our framework, a stochastic majority for a  b
is present if
∀`i ∈ L±0 : F `iP ′ (a, b) ≤ F `iP ′ (b, a) . (8.3)
On closer examination of Table 8.1 and Figure 8.1, a  b cannot be said to unambiguously
garner more support than b  a: the positive support for a  b is equal to {`1, `1, `1},
while that for b  a is equal to {`2, `3}. This yields F `+1P ′ (a, b) = 5 while F `+1P ′ (b, a) = 3,
in violation of Expr. (8.3). For a  c, the ambiguity is less severe, but still present: the
positive support for a  c is equal to {`2, `2, `3}, while that for c  a is equal to {`3, `3}.
This results in F `+2P ′ (a, c) = 4 while F
`+2
P ′ (c, a) = 3. In contrast, the majority for b  c is
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Figure 8.2: Extract from Figure 8.1 showing FP ′ values for (a, b), (b, c) and (a, c)
unambiguous: the positive support for b  c is equal to {`1, `2, `2, `3}, while that for c  b
is equal to {`3}. Correspondingly, b  c is the only pairwise comparison for which there is
a stochastic majority.
These peculiarities can also be observed in Figure 8.1: the distribution for a  b does
not lie below that for b  a. In fact, only around the median for b  a, `−1, is F `iP ′ (a, b)
smaller than F `iP ′ (b, a). This is no coincidence, as a positive median implies a conventional
majority for the corresponding preference. For a  c, the other ambiguous majority, the
stochastic non-monotonicity is less extensive: only for `−3 and `+2 is the corresponding
FP ′ (a, c) greater than FP ′ (c, a). The stochastic non-monotonicity around `−3 arises due
to the proportion of `3 or greater votes being greater for c  a than for a  c, which
also causes the stochastic non-monotonicity around `+2. The fact that the number of `2
or greater votes is greater for a  c than for c  a can be gleaned from the fact that
F
`+1
P ′ (b, c) is smaller than the corresponding value for (c, b). The presence of a stochastic
majority for b  c can also be deduced from Figure 8.1: F `iP ′ (b, c) ≤ F `iP ′ (c, b) for all
`i ∈ L±0 .
Not only symmetric pairs are bound by a stochastic monotonicity requirement. Observe
Figure 8.2, an extract from Figure 8.1. The distribution for (a, c) is represented on top
of the diagram, with (a, b) and (b, c) underneath as they together imply (a, c). It would
then not make sense for a  b or b  c to have a stronger preference than a  c. In
other words, for any `, it should hold that F `P ′ (a, c) ≤ min
(
F `P ′ (a, b) , F
`
P ′ (b, c)
)
. Hence,
stochastic monotonicity implies also that the size of the majority should not decrease when
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Figure 8.3: Partial order structure of pairwise comparisons for a ranking a  b  c  d
moving upwards in conﬁgurations as in Figure 8.2. More formally, we have the following
constraint on the cumulative distributions for any (a, c) D (b, c):
∀`i ∈ L±0 : F `iP ′ (a, c) ≤ F `iP ′ (b, c) ≤ F `iP ′ (c, b) ≤ F `iP ′ (c, a) . (8.4)
This property is not satisﬁed for F `0P ′ (a, c) in the current example as it holds that F
`0
P ′ (b, c) <
F `0P ′ (a, c), signifying there is a stronger majority for b  c than for a  c, which contradicts
(a, c) D (b, c) (implied by a  b  c). It is straightforward to graphically represent the strict
partial order relation . derived from D, where (a, b) is placed above (c, d) if (a, b) . (c, d),
or, equivalently, if a  c and d  b while at least one of a 6= c and b 6= d. Observe that this
also partially orders positive and negative pairwise preferences in a four criterion problem.
Suppose a  b  c  d: the corresponding partial order is represented in Figure 8.3,
where a pairwise preference should not have a greater cumulative relative frequency value
than any lower pairwise preference for any intensity of preference. Most notably, (a, b) and
(d, c) are not ordered w.r.t. each other. This is in contrast with the partial order relation
used in Section 7.3, Figure 7.1, where such (a, b) and (d, c) were ordered w.r.t. each other.
We feel the current approach is more natural: the partial order structure in Figure 8.3
arises immediately by sorting the pairs in increasing order for the ﬁrst alternative (putting
(a, b), (a, c) and (a, d) on top of the diagram at ﬁrst), and subsequently in decreasing order
in the second alternative (keeping (a, d) on top and rearranging others to yield the ﬁnal
structure).
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8.3.2 The L1 loss as quantification of stochastic non-monotonicity
Previously, we solved the optimal stochastic monotonicity relabeling problem for an L1
loss function, as well as some variations (see Chapter 4). Even though we consider the
intensities to be ordinal, meaning L1 loss does not actually apply, we still apply it here.
Fortunately, comparing diﬀerent relabeling schemes on the basis of their L1 loss will be
order preserving w.r.t. their possible ordinal valid comparison: suppose two relabeling
schemes, one requiring a change of `3 to `2 and the other requiring a change of `3 to `1.
Clearly, the second of these schemes involves a change more extensive than the ﬁrst one.
It will then also hold that the L1 loss of the second scheme is greater than that of the ﬁrst
scheme. As such, using the L1 loss results in a reﬁnement of the underlying ordinal partial
order into a weak total order. For example, suppose a ﬁrst scheme relabels `3 to `2, while
a second relabels `3 to `5: one cannot consider either scheme to be more invasive than the
other if the intensities are ordinal. Using L1 loss willin an admittedly rather arbitrary
fashionjudge the second relabeling more extensive than the ﬁrst.
We adhere to the notations and conventions from our previous work in Chapter 4, where
we discussed how to compute L1 optimal stochastic monotone relabelings for a data set
containing objects and associated absolute label frequency distributions. It involves creat-
ing a data set containing all possible relabelings of objects. In Chapter 4 of this thesis, a
proposed change in cumulative absolute frequency of label `i for an object a into the value
p was denoted as a∗`i,p. In the current framework, objects are pairs of alternatives, yielding
(a, b)∗`i,p for a proposed adjustment of the cumulative absolute frequency of intensity `i for
the pair (a, b) to p. A corresponding weight function w : C × C → N is detailed below, also
in parallel with the general deﬁnition from Chapter 4. Solving a weighted maximum inde-
pendent set on this collection of proposed relabelings for a given ranking P will identify
a collection of preferences P ′ monotone w.r.t. it.
The weighing function to compute L1 loss optimal stochastically monotone relabeling
within the current context is then:
w
(
(a, b)∗`i,p
)
= β + |R| − ∣∣F `iP ′ (a, b)− p∣∣ . (8.5)
We discussed how to determine a suitable value β in detail in Section 4.4.2, so as to ensure
that any weighted maximum independent set contains an F `iP ′ (a, b) value for each `i and any
(a, b). For Expr. (8.5), a β of 1 + (2×m+ 1)× ((n× (n− 1))× |R|)× |R| should suﬃce.
The factor (2×m+ 1) corresponds to the number of labels and ((n× (n− 1))× |R|) to
the number of expressed intensities of preferences. Multiplying these with the maximum
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value Expr. (8.5) can take (not taking β into account), which is |R|, and adding 1 yields a
β that guarantees a suitable p will be found for every pairwise preference and each intensity
of preference.
8.3.3 A ranking that minimizes the L1 loss
It would be pleasing if the ranking that results in a minimal L1 loss be the Condorcet
winner ranking, due to the ubiquity of this voting method. Unfortunately, this is not the
case, as will be shown on the basis of the example in Figure 8.4, containing two cumulative
distributions, FP ′ (a, b) and FP ′ (b, a). There is a majority of 4 votes supporting a  b,
albeit with only `1 intensities of preference. In contrast, the minority supporting b  a
does so with an intensity of preference `3. Neither distribution stochastically dominates
the other. In order to let FP ′ (a, b) dominate FP ′ (b, a), it requires one `+1 vote for a  b
to be changed into `+3, and the one `−3 to be changed into `−1, for a total L1 cost of
4. If one decided to let FP ′ (b, a) dominate FP ′ (a, b), in eﬀect deciding b  a, this would
require changing three of the `−1 votes for b  a to `+1, for a total cost of 6. However, if
the artiﬁcially introduced `0 were not present, the corresponding L1 cost would be 3. In
practice it is of course a simple matter to redeﬁne the distance function on the labels to
prevent the presence of `0 from having any consequence. Even though this could be solved
by a simple adaptation of the L1 loss function by simply setting either the distance between
`−1 and `0 or the distance between `0 and `+1 equal to zero, this still begs the question
whether or not changing a positive intensity to a negative one, or vice versa, should not
be treated diﬀerently than one which does not. We leave this matter as one for future
research. For now, we simply note that it can be advantageous to disregard the majority
when aiming to minimize the L1 loss associated with a monotone cleanup. Hence, the
Condorcet winner ranking need not result in a minimum L1 loss.
One could then propose to examine each possible ranking, and select the one which results
in a minimum L1 loss. Though examining each possible ranking renders the problem
factorial in size, this is not prohibitive in practice due to the limited number of alternatives
in voting problems. In fact, some electoral methodologies also examine each possible
ranking of the alternatives, such as the method based on Kendall's tau [84] and the Kemeny-
Young method [56, 96]. It is unfortunate however, that this scheme would employ a non-
ordinal quantiﬁcation of diﬀerences in ordinal intensities of preference to determine which
is the winning ranking. Consequently, we do not advise taking the L1 minimal loss ranking
as the winning ranking, but propose to simply stick to the Condorcet winner ranking.
158 8.4 EXAMPLE APPLICATION
5
Figure 8.4: Example to showcase the inﬂuence of `0
8.3.4 Conservation of monotone medians
Finally, we consider the pleasing property that if the medians of a set of distributions
are stochastically monotone w.r.t. each other, they will be conserved, as per the following
reasoning: suppose a  b  c, and let the medians be monotone w.r.t. each other. This im-
plies that there is no stochastic non-monotonicity between any two R`iP ′ (a, c) and R
`j
P ′ (a, b)
values for which R`jP ′ (a, b) ≤ 0.5 ≤ R`iP ′ (a, c) holds, as such a non-monotonicity will result
in non-monotone medians. Hence, no R value lower than 0.5 will be increased above 0.5,
which would result in a smaller median, and neither will the opposite take place. Conse-
quently, the medians will be preserved. In the framework of OSDL [62] the medians will
also be conserved if they are monotone w.r.t. each other: as OSDL, in eﬀect, interpolates
between R`iP ′ (a, c) and R
`j
P ′ (a, b) if they are non-monotone w.r.t. each other, monotone
medians mean such an interpolation will then also not cause any median intensity of pref-
erence to change. As a consequence, in our previous work [97] (see Chapter 7) application
of OSDL was superﬂuous if the medians were monotone w.r.t. each other to begin with.
In the current work, due to the fact that we compute stochastically monotone discrete dis-
tributions (rather than interpolate between R`iP ′ values), any stochastic non-monotonicity
will eﬀect a change in the inputs that will be processed in subsequent steps.
8.4 Example application
For this example application, we reprise some of the data from Chapter 7, the Wildlife
Diversity criterion data to be exact. The Condorcet winner ranking is a  b  c  d, and
this is also the one resulting in a minimum L1 loss of 106. We considered the simplest
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L1 loss which is aﬀected by the presence of `0, though this did not aﬀect which ranking
was the winning ranking. Figure 8.5 contains the cumulative distributions of intensities for
the positive pairwise comparisons corresponding to ranking a  b  c  d. Though each
pairwise comparison is supported by a majority of respondents, the distributions are not
stochastically monotone, signifying there is no true group consensus on the supposed social
ranking. For example, F `0P ′ (a, d) is greater than both F
`0
P ′ (a, c) and F
`0
P ′ (b, c), which con-
tradicts the supposition that a  d should be supported by a biggest majority. Figure 8.6
contains the distributions adapted in an L1 minimal way so as to yield stochastically mono-
tone distributions, represented by the thick bars, and the monotone distributions output
by double balanced OSDL [62], represented by thin bars.
We ﬁrst discuss the L1 minimal adapted distributions. Observe that the changes are
restricted to `0, `1, `2 and `3. Though F
`3
P ′ (c, d) was stochastically monotone w.r.t. the
other values represented in Figure 8.5, it was not monotone w.r.t. some negative pairwise
preferences not shown in Figure 8.5. For example, F `3P ′ (d, c) equals 29, while F
`3
P ′ (c, b) and
F `3P ′ (c, a) both equal 27. This resulted in F
`3
P ′ (c, d) being changed to 27 as well. For `4
and (trivially) `5, the distributions have not been adapted. The medians of the pairwise
preferences were monotone w.r.t. each other in the unadjusted data set, and the L1 minimal
cleanup has not changed them.
The OSDL computed monotone R values do not diﬀer much from the ones corresponding
to the L1 optimal relabeled stochastically monotone distributions. Regrettably however,
the values OSDL computed do not translate to an integer number of intensities. As such,
OSDL does not allow to conserve the discrete distribution aspect of the data. This in turn
prevents using the distributions in subsequent steps of any methodology.
8.5 Alternative loss functions
So far, we have considered the decision making problem from the abstract point of view. As
socially acceptable decision making involves human psychology, we now examine to what
extent the L1 loss function corresponds to intuition, or if it is not possible to formulate
more intuitive loss measures that better reﬂect the expected degree of support or opposition
proposed changes will incur. Furthermore, respondents are probably less focused on the
decision making process being mathematically sound, and more on the degree to which
it is intuitively fair. In order for a process to be judged as fair, it at least needs to be
understandable.
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In practice, one can expect changing an intensity from `i to `i+1 (in eﬀect lowering F
`i
P ′)
will be greeted with support by those respondents who indicated `i+1 or greater as their
personal intensity of preference (the number of which equals |R| − F `iP ′ (a, b)), while it will
meet with resistance from those who indicated an intensity of `i or lower (the number
of which equals F `iP ′ (a, b)). Analogously, changing an intensity from `i to `i−1 (increasing
F
`i−1
P ′ ) will meet with protests from those who indicated `i or greater as their personal
intensity of preference, and with support from those who indicated an intensity of `i−1 or
lower. Correspondingly, rather than assigning a unit change in intensity a ﬁxed cost, one
could devise the following cost function:
w′
(
(a, b)∗`i,p
)
= β + |R| × |R| − (F `iP ′ (a, b)− p)× (2× F `iP ′ (a, b)− |R|) . (8.6)
The factor 2 × F `iP ′ (a, b) − |R| stems from F `iP ′ (a, b) −
(|R| − F `iP ′ (a, b)), in which the
ﬁrst term corresponds to the number of respondents who will disagree with a decrease in
F `iP ′ (a, b) and the second term the number which will applaud such a change. A suitable β
for Expr. (8.6) is 1 + (2×m+ 1)× ((n× (n− 1))× |R| × |R|)× |R|. This cost function
displays a peculiar behavior: for intensities of preference smaller than the median intensity
of preference lowering the cumulative frequency will result in an increase in weight, as then
F `iP ′ (a, b)−p > 0 and 2×F `iP ′ (a, b)−|R| < 0 hold. For intensities greater than the median of
intensity the opposite holds true, as F `iP ′ (a, b)−p < 0 while 2×F `iP ′ (a, b)−|R| > 0. Hence,
using this weight function to adapt an P ′ for which the median intensities of preference
are monotone w.r.t. each other will result in changing each intensity of preference for each
pairwise comparison to its median intensity, as the corresponding objects will have the
greatest weight. Clearly this would be an undesirable outcome, contrary to our intent to
conserve the distribution aspect of the assigned intensities of preferences. Consequently,
we consider Expr. (8.6) to be of no practical use, and construct an alternative by amending
it to (with β′ = β + |R| × |R|)
w′′
(
(a, b)∗`i,p
)
= β′−max(∣∣F `iP ′ (a, b)−p∣∣ , (F `iP ′ (a, b)−p)× (2×F `iP ′ (a, b)−|R|)) . (8.7)
Expr. (8.7) now cannot result in an object corresponding to a proposed relabeling having
a greater weight than the object corresponding to keeping the F `iP ′ value as is. It does so
by taking the L1 loss should the loss from Expr. (8.6) be smaller.
Perhaps contrary to intuition, the cost function corresponding to Expr. (8.6) implicitly
assumes changing an `i to `i−1 will dissatisfy all respondents who indicated an ` ≥ `i to
the same degree, including such extremal cases as a respondent indicating `i and another
one indicating `m as his personal intensity of preference. It is a simple matter to construct
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a cost function which does make this distinction:
w′′′
(
(a, b)∗`i,p
)
= β + (|R| × |R| ×m)− ∣∣F `iP ′ (a, b)− p∣∣×max (1, δ) (8.8)
with
δ =

∑
`i≤`
f `iP ′ × (1 + (`− `i))−
∑
`i>`
f `iP ′ × (`i − `) , if p < F `iP ′ (a, b) ,∑
`i>`
f `iP ′ × (`i − `)−
∑
`i≤`
f `iP ′ × (1 + (`− `i)) , if p > F `iP ′ (a, b) ,
(8.9)
will display the requested behavior. A suitable β is
1 + (2×m+ 1)× ((n× (n− 1))× |R| × |R| ×m)× |R| .
As in Expr. (8.7), we have taken both expected support and dissatisfaction into considera-
tion in the δ in Expr. (8.8), and also safeguarded against promoting relabeling rather than
keeping F `iP ′ values as they were. If one would like to only take into account dissatisfaction
for this last loss function, simply omit the second terms from Expr. (8.9).
For a ﬁnal note of relevance, observe that both Expr. (8.7) and (8.8) intuitively handle
the changing of an intensity from `i−1 to `i+1 w.r.t. those respondents who indicated `i as
their personal intensity of preference: such a change will not aﬀect their (lack of) support
w.r.t. the ﬁnal social distributions of intensities of preferences.
8.6 Multiple criteria and subsequent processing of the distributions
Previously, in Chapter 7, we employed a diﬀerent technique to render distributions stochas-
tically monotone, in order to compute monotone median social intensities of preference
to be subsequently processed by a decision making algorithm, for which ARGUS [35] was
selected. We brieﬂy touch on the implications of stochastically monotone distributions of
intensities of preference in that context. ARGUS is a decision aiding methodology that
combines intensities of preferences with information indicators, and outputs the stochastic
dominance partial pre-order relation on the resulting distributions. Leaving aside im-
portances for now, it will be clear then that rendering the distributions of intensities of
preferences stochastically monotone w.r.t. a given strict total order will render applica-
tion of ARGUS almost superﬂuous, as the stochastic dominance relation will be simply
a pre-order extension of the given strict total order. If one does take into account crite-
rion importances, ARGUS can be expected to result in more signiﬁcantly diﬀering output.
One of the procedures of the ARGUS methodology is to have the decision maker rank
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Table 8.2: First set of example rankings for a three criteria three alternative problem
criterion 1 criterion 2 criterion 3 respondent ranking
respondent 1 a  b  c a  b  c a  b  c a  b  c
respondent 2 a  b  c c  a  b b  c  a cycle
respondent 3 c  b  a c  b  a c  b  a c  b  a
criterion ranking a  b  c c  a  b b  c  a
the combinations of intensities of preference with intensities of importance in a total pre-
order in a consistent way (consistent being here that the combined intensity of preference
and importance indicator should not decrease for an increase in intensity of preference or
importance). This can result in the distribution becoming stochastically non-monotone
w.r.t. the given ranking once more, which can result in a reversal of ordering for alterna-
tives having received an equal number of positive votes. If the number of positive votes
diﬀer, the alternatives can become at most incomparable, yielding a restriction of the strict
total order relation.
Nevertheless, the intermediate construction of criterion-wise strict total rankings should
not be undertaken lightly. As an example, suppose a small scale problem where there
are three respondents, three alternatives and three criteria. Table 8.2 is an example of
a possible collection of rankings: one respondent ranks a  b  c for each criterion,
another respondent arranges the alternatives in a cycle, and the third respondent indicates
c  b  a for each criterion. In such a conﬁguration, one is not able to decide between
either a or c as most ﬁtting alternative: the rankings according to each criterion yield a
cycle, as do the rankings according to each respondent. In contrast, Table 8.3 contains
a less troublesome conﬁguration: two respondents indicate c  b  a according to two
criteria, while the third respondent indicates a  b  c for two criteria. Majority based
voting would then suggest to accept c as most ﬁtting alternative, irrespective of whether
one uses criterion rankings or respondent rankings. However, Tables 8.2 and 8.3 contain the
same rankings, only in a diﬀerent conﬁguration. This is closely related to a concept known
as Ostrogorski's paradox in voting theory, though Ostrogorski's paradox was formulated
in the two alternative case [81].
We feel it is a matter for psychologists to ascertain whether or not the use of intermediate
rankings is able to yield more satisfactory decisions in general. One could consider it more
natural to construct a representable ranking for each respondent, rather than for each
alternative, in order to minimize protest responses against the ﬁnal decision [84]. After
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Table 8.3: Second set of example rankings for a three criteria three alternative problem
criterion 1 criterion 2 criterion 3 respondent ranking
respondent 1 a  b  c a  b  c c  b  a a  b  c
respondent 2 c  b  a c  a  b b  c  a c  b  a
respondent 3 a  b  c c  b  a c  a  b c  a  b
criterion ranking a  b  c c  a  b c  b  a
all, it is very probable that respondents will beneﬁt more from knowing which decision is
most ﬁtting according to their own total orders for each of the criteria, rather than the
best ﬁtting orders for each of the criteria. The second option still invites conﬂict over
which criterion should be considered more important than which other criterion. This is in
contrast with the approach taken in [97], where best ﬁtting total rankings for each criterion
were determined as intermediate result. Nevertheless, any methodology which entails an
intermediate summarization can yield a ﬁnal outcome that diﬀers from the one yielded by
a methodology which does not. As we feel it is more of a psychologically oriented research
question to aim and ﬁnd out which of the two proposed approached typically results in
more acceptable decisions, we propose to accept neither and avoid unfounded suppositions
that way. In other words, we propose to regard the problem as a single criterion ranking
problem that involves r × |R| respondents.
8.7 On the use of criterion importances
The experimental setup of the study we base ourselves on included the use of importances
assigned by the respondents to each criterion [97] (see Chapter 7). Regrettably, the setup
used in [97] might be considered somewhat lacking for two reasons.
The ﬁrst is the fact that respondents had ample incentive to misrepresent their criterion
importances. The social importance of a criterion was taken to be the median of all
corresponding expressed importances. It will be clear that the more important a criterion,
the more inﬂuence it will have on the ﬁnal partial pre-order of all alternatives according to
all criteria. Suppose now a simple problem with three respondents, two alternatives and
two criteria. Table 8.4 contains the expressed pairwise preferences for the two criteria. Let
the intensities of preferences be equal for each. According to the technique used in [97], the
corresponding intermediate criterion-wise strict total orders are then a  b and b  a, with
equal intensities of preferences. Clearly, the criterion with the biggest importance (shown
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Table 8.4: Example pairwise preferences
criterion 1 criterion 2
respondent 1 a  b a  b
respondent 2 a  b b  a
respondent 3 b  a b  a
Table 8.5: Example criterion importances
criterion 1 criterion 2
respondent 1 strong strong
respondent 2 weak moderate
respondent 3 strong moderate
in Table 8.5) will then decide which alternative is best suited, which would result in the
ﬁnally a  b due to the median importance for the ﬁrst criterion being strong, while for
the second it is moderate. However, the intermediate criterion-wise order for the ﬁrst
criterion is a  b, in contradiction with respondent 3, who indicated this criterion to be
of strong importance. If the respondent had indicated a weak importance instead, this
would have resulted in alternative b being the overall winner. In other words, if respondents
expect to be in the minority for a given ranking, it is to their advantage to underexpress
their criterion importance. Fortunately, the breadth of the indicated importances seems
to suggest respondents did not misrepresent the importances in [97]. Nevertheless, even if
respondents have no desire to attempt to insincerely manipulate the outcome, it is counter-
intuitive to expect them to express a criterion importance if they not yet know what the
winning intermediate criterion-wise ranking will be.
The second possible shortcoming is the fact that the importances and expressed degrees
of intensities of preference for the corresponding criterion were observed to be positively
correlated: typically, the bigger the importance assigned to a criterion by a respondent,
the bigger the intensities of preferences he or she indicated. Lending further credence
to this is the fact that the lowest importance level, somewhat unfortunately having been
called unimportant, yielded intensities of preferences not following the trend indicated
in the previous sentence, but rather a more uniform distribution over the intensities of
preference. It would seem respondents are more carefree when expressing their intensities
of preferences for criteria they previously judged unimportant, meaning the accuracy of
those intensities of preferences could be questioned. Perhaps this last liability could have
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been avoided by asking the respondents to assign importances to criteria only at the end
of the survey.
Should it (for reasons of tractability) be advisable to provide respondents with intermediate
results, we consider it more natural to do so by providing each respondent with the partial
order of the alternatives taking all criteria into account corresponding to his or her set of
total orders when taking only one criterion into account. Nevertheless, as was illustrated in
Section 8.6, any methodology which entails an intermediate summarization can yield a ﬁnal
outcome that diﬀers from the one yielded by a methodology which does not. An alternative
solution would then be to treat |R| respondents ranking alternatives over r diﬀerent criteria
as a r × |R| respondents ranking the same number of alternatives over only one criterion.
As an added beneﬁt, criterion importances can now be utilized in a much less problematic
way, though respondents could be inclined to overexpress the importances, so as to give
their votes more weight.
In fact, unless the way the r × |R| rankings are distributed over the diﬀerent respondents
is taken into account, we pose no method can claim to treat these two problems in a
conceptually diﬀering way. The use of intermediate criterion-wise rankings is one way to
do so, but as we discussed, it is fraught with diﬃculties.
Though the method we propose succeeds at conserving the distribution aspect of the in-
tensities of preferences, it does not allow straightforwardly combining these with the im-
portances expressed by the respondents: in order to do so, we should know exactly which
intensities were changed into which, something we do not know. Nevertheless, it is possible
to identify which intensities were changed, by comparing the distributions before and after
adjustment. A possible approximation would then be to preferably assign the changed
intensities to respondents who indicated lower importances, or to those who expressed in-
tensities closest to the adapted ones. A completely diﬀerent approach would be to ﬁrst
construct the ARGUS indicators, and demand stochastic monotonicity of the resulting dis-
tributions of the ARGUS indicators for each criterion and Condorcet winning rank order.
We leave these for future research.
8.8 Conclusions and outlook
We have supplied a real life example of the practical usefulness of the optimal stochastic
relabeling problem. A major shortcoming of the method is that it is not able to respect the
ordinal nature of the labels, but rather regards them as expressed on a scale with quantiﬁ-
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able additive distances. Even though the Condorcet winner ranking is not guaranteed to
be the one which results in a minimal loss when rendering the distributions stochastically
monotone, we still propose to use the Condorcet winner ranking or any other commonly
used voting method. It is in light of the unfounded supposition of quantiﬁable additive
distances on the labels that we ﬁnd it diﬃcult to rationalize employing the computed loss
as a way to select a winning ranking. A ﬁrst topic for further research is then an investi-
gation into more ordinally sound loss functions to actually use the stochastic monotonicity
constraints when selecting a winning ranking.
An altogether diﬀerent question is whether the adapted distributions allow, for each pair-
wise preference, reassigning the intensities of preferences to the |R| respondents in such a
way that each of them ends up with an assignment of preference intensities consistent with
the ranking expressed by him or her. Clearly, a prerequisite is then that the number of
positive intensities of preferences for each pairwise comparison has been conserved. If some
number of negative intensities of preferences became positive (and vice versa), there are
simply not enough voters who expressed the corresponding pairwise preference to express
the corresponding positive intensities of preference. Because of the demand for stochastic
monotonicity, the absence of Condorcet cycles is not enough to guarantee this to be pos-
sible. If the Condorcet winner is a  b  c, but the number of supporters for a  c is less
than for a  b or b  c, some intensities will need to be changed from negative to positive
(and vice versa for the converse relations) in order to construct stochastically monotone
distributions. A related but more diﬃcult question is then if conserving the number of
positive intensities for each pairwise comparison is a suﬃcient condition to make such a
reassignment possible. Intuitively, we expect this to not be possible in general. However,
in light of some counter-intuitive ﬁndings in this chapter, a deﬁnite proof would be of
interest. It would be of practical use to be able to do so, as it would allow conservation of
the importance indicators in a more straightforward manner.
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CHAPTER 9
A dominance-based social choice
function: ranking inspired by stochastic
dominance
Abstract
We formulate a new social choice function in the traditional context where each voter has
expressed a strict total order over the candidates. The ranking of the candidates is taken
to be the one which best adheres to the constraint of stochastic dominance. For a ranking
of a  b  c, stochastic dominance implies that the extent to which a  c is supported
should not be less than the extent to which either one of a  b or b  c is supported. We
investigate some properties of this social choice function and encounter some surprising
results.
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9.1 Introduction
We consider a social choice problem (to use the nomenclature from [44]) with r voters
and k candidates. Each of the r voters has expressed a strict total order over the k
candidates, making up the proﬁle R. We construct a social choice function built on the
notion of stochastic dominance. The corresponding ranking is one which best adheres to
the constraint of stochastic dominance. For a ranking of a  b  c, stochastic dominance
implies that the extent to which a  c is supported should not be less than the extent
to which either one of a  b or b  c is supported. The notion of extent of support is
taken to be the number of candidates who expressed the corresponding pairwise preference.
It is inspired by the intuitive concept that the more clearly one candidate is better than
another, the easier it is for voters to indicate the correct preference. This is in line with
the philosophy advocated by Rousseau [83] and Condorcet [27], where voters (or judges)
choose not their own personal preference, but in fact attempt to identify the candidate
which is best for society or which corresponds to the general will.
We describe the notations and conventions we adhere to in Section 9.2. The main contri-
bution of this chapter is contained in Section 9.3, where we describe the dominance-based
social choice function and investigate some of its properties. Some related concepts iden-
tiﬁed in previous work are mentioned in Section 9.4. Conclusions and an outlook are
provided in Section 9.5.
9.2 Problem setting and formulation of the dominance-based social
choice function
We consider a set C of candidates {a, . . . , k} and suppose a proﬁle R of strict total order
relations {1, . . . ,r} on the set of candidates C. An example  for a three-alternative
problem could be {(a, b) , (a, c) , (b, c)}, i.e., a  b  c. We depict the number of times a
candidate a is preferred to a candidate b by
FR (a, b) = |{i∈ R | a i b}| . (9.1)
One could also formulate Fi (a, b) for each voter i and a 6= b ∈ C, trivially taking value 1 if
a i b and 0 otherwise. It then also holds that
FR (a, b) =
r∑
i=1
Fi (a, b) . (9.2)
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In other words, FR : C × C → {0, 1, . . . , r}. Note that in contrast to Chapters 7 and 8,
we no longer employ the cumulative distribution function: when counting the number of
votes in a setting without the possibility of abstention, it is much more natural to restrict
oneself to the number of votes for rather than against when deciding which candidate is
the winner in a pairwise comparison. Due to R being a collection of strict total order
relations, it holds that
∀a 6= b ∈ C : FR (a, b) + FR (b, a) = |R| . (9.3)
Furthermore, as in Chapter 8, each strict total order relation i also implies a partial order
relation Di to which corresponds the trivially satisﬁed monotonicity constraint
∀ (a, b) Di (c, d) : Fi (a, b) ≥ Fi (c, d) ≥ Fi (d, c) ≥ Fi (b, a) . (9.4)
It is exactly due to our deﬁnition of FR that the order in Expr. (9.4) is now closer to
intuition: more supported preferences receive higher values.
We propose to consider as the winning (strict) total order R the one which best adheres
to the corresponding constraints for a collection of voters, i.e. an R which best (to be
made more precise later) satisﬁes
∀ (a, b) DR (c, d) : FR (a, b) ≥ FR (c, d) ≥ FR (d, c) ≥ FR (c, a) . (9.5)
When the constraints in Expr. (9.5) are not satisﬁed, it is possible to compute integer
F ′R (a, b) values which do uphold Expr. (9.5). As there are inﬁnitely many choices for F
′
R
which satisfy Expr. (9.5), we further demand two consistency constraints: it should hold
that
∀a R b : F ′R (a, b) ≥ F ′R (b, a) , (9.6)
as well as
∀a 6= b : F ′R (a, b) + F ′R (b, a) = |R| . (9.7)
It is then natural to use an F ′R which minimizes∑
a,b∈C
|FR (a, b)− F ′R (a, b)| (9.8)
while satisfying these constraints. The degree to which FR satisﬁes Expr. (9.5) is now
taken to be the value of Expr. (9.8) (allowing to consider an R which best satisﬁes
the consistency conditions, as it requires only minimal adjustment of FR values). The
value of Expr. (9.8) is exactly equal to the number of changes that need to be made in
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Figure 9.1: Partial order structure of pairwise comparisons for a ranking a  b  c  d
the preferences. As a change in preference in fact reverses it, we will also use the notion
reversing changes, and minimizing the number of reversing changes. It will be clear that this
problem is, in fact, a (stochastic) non-monotonicity problem. The total order R implies
a partial order on the pairwise comparisons, represented for a four criterion problem in
Figure 9.1. The monotonicity constraint arises due to the demand that FR (or F ′R) values
should not decrease on any downward path in Figure 9.1.
As we have exhaustively described how to solve (stochastic) non-monotonicity problems in
previous work, we will not discuss how to construct such an F ′R here. Rather, we will focus
on the voting aspect of the problem: the search for an R which best adheres to Expr. (9.5)
for the given proﬁle R. In other words, we aim to determine to which R (and, crucially,
the corresponding partial order relation on the pairwise comparisons) will correspond an
F ′R minimizing Expr. (9.8) satisfying all constraints. Regrettably, to a single proﬁle R can
correspond multiple rankings that minimize Expr. (9.8) while satisfying constraints (9.6)
and (9.7).
A ﬁrst approach to determine such an R would then be to examine each possible ranking
and corresponding F ′R, and select the one which results in a minimum value for Expr. (9.8).
Though examining each possible ranking renders the problem factorial in size, this is not
prohibitive in practice due to the limited number of candidates in voting problems. Some
electoral methodologies also examine each possible ranking of the candidates, such as the
method based on Kendall's tau [84] and the Kemeny-Young method [56, 96]. Nevertheless,
we will improve on the brute force approach in Section 9.3.4. We dub the described R
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the stochastic dominance supported social choice ranking(s). Below, we examine some of
its properties.
9.3 Properties of the dominance-based social choice function
Though there are a multitude of possible properties social choice functions may or may not
have, four can be considered so basic as to constitute axioms [95]. These are the following:
1. anonymity: reassigning the rankings over the voters should not change the outcome
2. neutrality: if some permutation of candidates is applied to each voter's ranking, the
same permutation should be observed in the winning ranking
3. homogeneity: the winning ranking depends only on the relative frequency of each
ranking
4. discrimination: if a particular R0 results in a tie amongst the winners, there should
be an R that diﬀers from R0 by an arbitrary small amount, yet does not give rise to
a tie
All four properties are present in the stochastic dominance supported social choice function.
The ﬁrst three will be immediately apparent because of the use of FR values, while the
fourth probably needs some more explanation. Suppose there are indeed multiple R,
R′ , R′′ that yield the same value for Expr. (9.8). As even a single unit of diﬀerence in
Expr. (9.8) is enough to declare one such R the unique dominance-based ranking, this
property is fulﬁlled.
A slightly more advanced property of election rules is the Condorcet principle. It states that
if a single candidate wins each pairwise comparison with each other candidate, it should
be the overall winner. We ﬁrst show a counterexample to demonstrate that this property
is not fulﬁlled by the stochastic dominance supported social choice function. Though this
may sound as a considerable disadvantage, other desirable properties are incompatible with
the Condorcet principle [95]. An example in Section 9.4 will also cast doubt on the degree
to which the Condorcet principle is, in fact, natural.
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Figure 9.2: Partial order structure of pairwise comparisons and corresponding FR values for a
ranking a  b  c  d
Figure 9.3: Partial order structure of pairwise comparisons and corresponding FR values for a
ranking b  a  c  d
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9.3.1 The dominance-based ranking in the presence of a Condorcet winner
ranking
We return to the example from Chapters 7 and 8, the Wildlife Criterion for the Lar
rangeland decision problem. Though voters indicated an ordinal degree of intensity with
which pairwise comparisons were won, we disregard this information here. We present FR
values and the partial order of the pairwise comparisons for a  b  c  d in Figure 9.2.
The Condorcet winner ranking, a  b  c  d, which was taken as the winning ranking in
Section 8.4, resulted in a value of 18 for Expr. (9.8): even though each pairwise comparison
in a  b  c  d was supported by a majority of voters, the majority for a  d is smaller
than for b  c and b  d, the latter of which is also smaller than c  d. The majority
for a  c is also smaller than the one for b  c. Resolving the resulting stochastic non-
monotonicity necessitated 18 reversing changes: F ′R (a, d), F
′
R (a, c) and F
′
R (c, d) are set
to 24 and their symmetric counterparts to are set to 7. Now examine Figure 9.3, which
proposes to rank the alternatives b  a  c  d. Even though a majority of voters
expressed a  b, resolving the resulting stochastic non-monotonicity requires less changes
than before: one needs only to adapt FR (b, a) and FR (c, d), as well as their symmetric
counterparts FR (a, b) and FR (d, c). Setting F ′R (b, a) to 16, F
′
R (a, b) to 15, F
′
R (c, d) to 21
and F ′R (d, c) to 10 makes for a total of 16 changes. Consequently, the dominance-based
ranking and the Condorcet winner ranking are not one and the same for this example data
set.
This example also shows the dominance-based social choice function is not insensitive to
irrelevant alternatives: for any two alternative problem, the number of reversing changes
is minimized by following the majority. As the Condorcet winner ranking is not guar-
anteed to minimize the number of reversing changes for problems with more than two
alternatives, the dominance-based social choice function cannot be insensitive to irrelevant
alternatives. Returning to the current example, suppose candidates c and d were removed
from consideration. Clearly, the dominance-based ranking would then be a  b.
9.3.2 The dominance-based ranking in the presence of a Condorcet winner
cycle
We now consider the case in which the pairwise majorities yield a cycle. Suppose the cycle
a  b, b  c and c  a. Clearly, a total order incorporating these three pairwise preferences
does not exist. At least one such pairwise preference will need to be disregarded, meaning
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the majority is not adhered to for that particular preference. Observe that this pairwise
preference will turn out to be the one that should receive the biggest degree of support when
demanding stochastic monotonicity on the partial order of preferences: if one disregards
c  a, the total order becomes a  b  c, according to which a  b and b  c cannot be
assigned a greater degree of support than a  c. As there is only a minority supporting
a  c however, the support for a  c will deﬁnitely be smaller than for a  b and b  c.
Hence, the FR (a, c) and FR (c, a) values will need adjusting in order to be stochastically
monotone w.r.t. the distributions for a  b and b  c, resp. b  a and c  b.
Though it borders on the trivial, we now prove that when resolving the cycle by disregarding
only one majority, the minimum value for Expr (9.8) will be achieved when disregarding the
smallest majority. This is a very natural cycle-resolution method, employed in the Ranked
Pairs or Tideman voting method [87]. Let min (FR (a, b) , FR (b, c) , FR (c, a)) > |R|/2, or,
equivalently (because of the property in Expr. (9.3)), max (FR (b, a) , FR (c, b) , FR (a, c)) <
|R|/2. In other words, there is a cyclical preference relation, with a  b, b  c and c 
a. Suppose, w.l.o.g., FR (a, b) ≤ min (FR (b, c) , FR (c, a)), indicating a  b to receive a
smallest degree of support. Disregarding it yields b  c  a as total order.
As min (FR (a, b) , FR (b, c) , FR (c, a)) ≥ |R|/2, the minimum required change in support
for the positive pairwise preferences corresponding to ranking b  c  a to possibly be
stochastically monotone is
max (FR (a, b) , FR (b, c) , FR (c, a))− FR (b, a) . (9.9)
As a  b was taken to be a (smallest) majority, Expr. (9.9) is equivalent to
max (FR (b, c) , FR (c, a))− FR (b, a) . (9.10)
If one had disregarded not a  b but rather the possibly non-smallest majority c  a (or
b  c), the minimal number of reversing changes would by similar line of reasoning be
max (FR (b, c) , FR (c, a))− FR (a, c) , resp. (9.11)
max (FR (b, c) , FR (c, a))− FR (c, b) . (9.12)
As a  b was taken to be a smallest majority, it holds that FR (b, a) ≥ FR (a, c) and
FR (b, a) ≥ FR (c, b). Hence, Expr. (9.10) cannot be greater than Expr. (9.11) or (9.12).
This proves it is optimal to disregard the smallest majority in a three-cycle when disregard-
ing only one majority and demanding a minimal number of reversing changes. Because of
symmetry, the same holds for the negative pairwise preferences corresponding to the rank-
ing b  c  a, starting out as FR (a, b) −min (FR (b, a) , FR (c, b) , FR (a, c)) and reducing
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to max (FR (b, c) , FR (c, a))−FR (b, a). The total minimum number of changes required is
thus twice the value yielded by Expr. (9.10).
Though disregarding only the smallest majority corresponds to intuition, we now prove it
will never be better to disregard only one majority when resolving a cycle while demanding
a minimum number of reversing changes. In fact, respecting only a greatest majority and
disregarding the two other majorities will result in an equal or smaller number of reversing
changes. We return to the previous example where there is a cycle a  b, b  c and
c  a. Suppose now c  a is a greatest majority. We now examine the number of reversing
changes required to yield stochastically monotone distributions for c  b  a, a ranking
disregarding two majorities.
As there is a majority for c  a, FR (c, a) ≥ max (FR (c, b) , FR (b, a)). Likewise, FR (a, c) ≤
min (FR (b, c) , FR (a, b)). Hence, no changes will be required for FR (c, a) or FR (a, c).
However, FR (c, b) < |R|/2 < FR (b, c) and FR (b, a) < |R|/2 < FR (a, b) hold, in contradiction
to the supposed order c  b  a. These inconsistencies will need to be resolved in order
to restore stochastic dominance. This will require the following number of changes in FR
values:
(FR (b, c)− FR (c, b)) + (FR (a, b)− FR (b, a)) . (9.13)
We now prove Expr. (9.13) to be at most twice Expr. (9.10). Subtracting Expr. (9.13)
from Expr. (9.10) multiplied by two yields
2× (max (FR (b, c) , FR (c, a))− FR (b, a))
− (FR (b, c)− FR (c, b))− (FR (a, b)− FR (b, a)) .
(9.14)
Rearranging Expr. (9.14) yields
FR (b, a)− FR (b, a)− FR (b, a)− FR (a, b) + FR (c, b)− FR (b, c)
+ max (FR (b, c) , FR (c, a)) + max (FR (b, c) , FR (c, a)) .
(9.15)
Simplifying (remember that FR (b, a) + FR (a, b) = |R|) yields
+ |R| − FR (b, c) + max (FR (b, c) , FR (c, a))
− |R| − FR (b, c) + max (FR (b, c) , FR (c, a)) ,
(9.16)
simplifying to
2× (max (FR (b, c) , FR (c, a))− FR (b, c)) . (9.17)
Clearly, Expr. (9.17) cannot be smaller than zero, and Expr. (9.13) is at most twice
Expr. (9.10). Consequently, if one aims to minimize the number of reversing changes
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Table 9.1: Example distribution of pairwise votes for a 40 voter problem (majorities shown in
bold)
a b c d
a 24 14 0
b 16 30 16
c 26 10 26
d 40 24 14
required, it cannot be better to ignore only one majority in case of a three-cycle. Rather,
it is more advisable to only respect the greatest majority and disregard the other two
majorities, counterintuitive though this may seem.
It can be expected that the same will hold for four-cycles as well. As an example of the
peculiarities that can arise in four-cycles, suppose the following distribution of votes: 16
votes for b  c  d  a, 10 votes for c  d  a  b and 14 votes for d  a  b  c.
Table 9.1 contains the number of voters preferring the alternative in the corresponding row
to the one in the corresponding column. We ﬁrst examine the three expressed rankings
in more detail. The weakest majorities are a  b and d  b. Because a  b is a weakest
majority, one could wonder if b  c  d  a will be the best way to resolve the cycle, even
though it also disregards the majority for d  b. Closer inspection will show it to require 38
reversing changes in order to restore stochastic dominance. The next ranking, expressed
by 10 voters, is c  d  a  b. Selecting this ranking requires disregarding only one
majority, b  c, and restoring stochastic dominance will involve 32 reversing changes. The
third ranking, d  a  b  c, requires 42 reversing changes and disregards two majorities,
c  a and c  b. It would thus seem it is best to disregard only one majority.
Nevertheless, the ranking that necessitates the minimum number of reversing changes (18
for this example) is d  c  b  a. Surprisingly enough, this ranking disregards three
majorities: d  c, c  b and b  a are supported by only a minority of voters. In fact,
this ranking is the exact opposite of one disregarding only one majority (a  b  c 
c). However, in contrast to the other examined rankings, none of the positive pairwise
comparisons is in conﬂict with any other positive pairwise comparison. For example, even
though c  d  a  b disregards only the majority for b  c, c  b should receive at least as
much support as any other pairwise comparison in order to satisfy stochastic monotonicity.
Hence, a greater number of reversing changes are required for c  d  a  b. In contrast,
d  c  b  a only requires a number of reversing changes to yield a majority for d  c,
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c  b and b  a. This is also why d  c  b  a requires less reversing changes than the
intuitively expected to be better d  b  c  a, which restores the majority for b  c.
9.3.3 Coinciding dominance-based and Condorcet winner rankings
Suppose a  b  c is the Condorcet winner. It stands to reason that the stronger the
weakest pairwise majority, the less opportunity there is for any ranking but the Condorcet
winner to result in a minimum number of changes. We now show a ﬁrst result for the three
and four alternative problem that sets a lower bound for the weakest majority in order to
guarantee the Condorcet winner to also result in a minimum number of reversing changes.
Suppose three alternatives and a Condorcet winner a  b  c. The minimum number of
reversing changes required to let
F ′R (a, c) ≥ max (F ′R (a, b) , F ′R (b, c)) (9.18)
is at most
max (FR (a, b) , FR (a, c) , FR (b, c))−min (FR (a, b) , FR (a, c) , FR (b, c)) . (9.19)
Disregarding a weakest majority (at least one majority will need to be disregarded in order
to have the stochastic dominance supported winner diﬀer from the Condorcet winner) will
result in at least
min (FR (a, b) , FR (a, c) , FR (b, c))− 1 + |R|
2
(9.20)
reversing changes if |R| is odd, and in at least
min (FR (a, b) , FR (a, c) , FR (b, c))− |R|
2
(9.21)
reversing changes if |R| is even. Hence, if (for odd |R|)
max (FR (a, b) , FR (a, c) , FR (b, c))−min (FR (a, b) , FR (a, c) , FR (b, c))
≤ min (FR (a, b) , FR (a, c) , FR (b, c))− 1 + |R|
2
(9.22)
holds, the Condorcet winner will result in a minimum number of changes. As (for odd |R|)
1 + |R|
2
≤ min (FR (a, b) , FR (a, c) , FR (b, c)) ≤ max (FR (a, b) , FR (a, c) , FR (b, c)) ≤ |R| ,
(9.23)
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we have a suﬃcient condition for the majorities in:
1 + |R|
2
+
2× |R| − (1 + |R|)
4
≤ min (FR (a, b) , FR (a, c) , FR (b, c)) , (9.24)
simplifying further to
1 + 3× |R|
4
≤ min (FR (a, b) , FR (a, c) , FR (b, c)) . (9.25)
In other words, the relative strength of the weakest majority should be about 3/4. For even
|R|, equivalent expressions hold.
For a four alternative problem a  b  c  d, the number of reversing changes is bounded
from above by
3× (max (FR (a, b) , FR (a, c) , FR (a, d) , FR (b, c) , FR (b, d) , FR (c, d)))
−3× (min (FR (a, b) , FR (a, c) , FR (a, d) , FR (b, c) , FR (b, d) , FR (c, d))) .
(9.26)
Disregarding a single weakest majority will result in at least
min (FR (a, b) , FR (a, c) , FR (a, d) , FR (b, c) , FR (b, d) , FR (c, d))− 1 + |R|
2
(9.27)
reversing changes for an odd |R|. As before, this allows the following suﬃcient condition
for the majorities:
min (FR (a, b) , FR (a, c) , FR (a, d) , FR (b, c) , FR (b, d) , FR (c, d)) ≥ 1 + 7× |R|
8
, (9.28)
with equivalent expressions holding for even |R|. The weakest majority should have a
relative strength of about 7/8 in order to preclude the possibility the Condorcet winner
to not be the ranking minimizing the number of reversing changes. Nevertheless, these
bounds are very rough and it will deﬁnitely be possible to construct sharper versions. For
example, we have not taken into account that each voter expressed a strict total order over
the alternatives. This will remain a topic for further research.
9.3.4 Determining the dominance-based ranking
When attempting to ﬁnd the reversing changes optimal ranking, we mentioned having to
solve the optimal relabeling problem for each ranking. In voting problems, the number
of alternatives is usually not so large as to prohibit examining each possible ranking.
Nevertheless, it is a simple matter to improve on the brute force method.
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There is a trivial lower bound for the number of reversing changes required for a given
ranking: any violation of a pairwise majority a  b will necessitate a number of reversing
changes exactly equal to 1 + FR (a, b) − FR (b, a) if the number of voters is odd, and
equal to FR (a, b) − FR (b, a) if the number of voters is even. Consequently, it will not
be needed to compute an optimal relabeling for each ranking in order to determine which
require a minimum number of reversing changes. Rather, it will be natural to start with
the Condorcet winner if there is one and compute the number of reversing changes it
requires. This can result in some pairwise preferences being ﬁxed, due to a suﬃciently
strong majority. If there is no Condorcet winner, it is natural to start with the ranking
which has the lowest lower bound and continue as before. Though we proved earlier that
in case of a cycle a ranking which disregards only one (weakest) majority can never lead to
a strict minimum number of reversing changes (meaning such a ranking can never be the
unique best one), such a ranking will always possess a lower lower bound than one which
disregards more majorities.
9.4 Related work
In light of the vastness of the literature on social choice functions and election rules, we will
not provide a comprehensive overview here. Rather, we single out two important concepts.
The ﬁrst is the concept of deciding as a winner the candidate that best fulﬁlls some property
that would allow him or her to be considered the unambiguous winner. Such a concept
is not new, one method that employs such a concept in order to determine the winner is
Dodgon's social choice function [41, 45]. The notion of the candidate that best fulﬁlls
some property is taken as the candidate for which the required manipulation of the proﬁle
is minimal so as to allow the property to be fulﬁlled. In the case of Dodgson's social choice
function, the desired property is to win each pairwise contest, and the manipulations
possible are inversions of expressed preferences. In the stochastic dominance supported
choice function the desired property is stochastic monotone support, and the manipulations
are also inversions of expressed preferences.
The second concept, the use of stochastic dominance is also not entirely new in social
choice functions. One example, reprised from [44], is outlined in Table 9.2. As in [44],
we only consider candidates x and y, and do not concern ourselves with the remaining 7
candidates. The 30 voters who put x in the second place, also put y in third place, and the
21 who put x in fourth, also put y in ﬁfth. Hence, the majority of voters expressed x  y.
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Table 9.2: Paradox of voting example from Fishburn, discrete frequencies
position in voter ranking, discrete
candidate 1 2 3 4 5 6 7 8 9
x 0 30 0 21 0 31 0 0 19
y 50 0 30 0 21 0 0 0 0
Table 9.3: Paradox of voting example from Fishburn, cumulative frequencies
position in voter ranking, cumulative
candidate 1 2 3 4 5 6 7 8 9
x 0 30 30 51 51 82 82 82 101
y 50 50 80 80 101 101 101 101 101
Yet, when taking the stochastic dominance view, clearly y  x seems to better reﬂect the
social choice, apparent when turning to Table 9.3 which contains the cumulative values
corresponding to the ones from Table 9.2. Clearly, for each position, more voters think
y should be ranked at least this high as the number who think the same should be the
case for x. In other words, y stochastically dominates x. This strict stochastic dominance
on location in the ranking is called Borda dominance in [44], as a candidate that Borda
dominates another candidate cannot receive a lower Borda score for any rational Borda
scoring scheme.
9.5 Conclusions and outlook
We have described a novel social choice function that is based on the concept of stochastic
dominance. A set of basic properties of this dominance-based social choice function has
been examined, which has yielded some intriguing results. It has been made clear taking
into account stochastic dominance has signiﬁcant repercussions and opens up avenues for
research even in ﬁelds as established as social choice or voting theory. Some worthwhile
possibilities for future research spring to mind. First and foremost, a traditional character-
ization of the method, along the lines of the ones performed in [45, 95] for a variety of social
choice functions should be performed, with special care being taken to verify whether the
traditional properties are even sensible when taking stochastic monotonicity into account.
As an altogether diﬀerent area that deserves further scrutiny, consider that in Condorcet's
work [27], voters, or judges, do not express personal preferences, but rather express their
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judgment so as to which candidate would be the best choice for society in general (much
as it was in the seminal work by Rousseau [83]). Due to such judgments being fallible,
they need not result in a unanimous decision on every problem. Rather, Condorcet argued
that, given that judges are more often right than wrong, the resulting majority opinion
will very likely designate the correct decision, and proved this to be the case for the two
alternative problem. In the case of multiple candidates, as discussed by Young [96], it is
possible the Borda social choice function, is actually more likely to result in identifying
the correct decision. This becomes more likely the less probable it is the judgments are
inaccurate (with probability of correctness still greater than 1/2). There is a clear overlap
with the dominance-based social choice function, as it is to be expected that the pairwise
preference that receives the most support is the one that compares the extremal candidates,
i.e. the best and the worst candidate. Examining the properties of the stochastic dominance
supported social choice in this context should be of interest and remains for future work.
PART IV
GENERAL CONCLUSIONS AND
PERSPECTIVES

General conclusions and perspectives
We brieﬂy highlight the most important results from each part and each chapter, and use
the occasion to suggest future research perspectives by discussing possible other areas of
application, opportunities for relevant extensions of the developed methods and shortcom-
ings that need to be addressed. As each chapter contains a separate discussion or outlook
section, the focus in this section will be on the interrelation between the diﬀerent parts,
beneﬁting from a more informal approach. A ﬁrst informal conclusion is then that though
each of the three parts ends contains readily apparent possibilities for further research,
each is more open-ended than the preceding one and probably piques the reader's interest
to a successively greater degree. At the very least, they did so for the author.
Reversed preference in multi-criteria data sets
The main achievement of this part has been the identiﬁcation of the relabeling problem as
solvable by weighted maximum independent sets and how optimal relabeling for a variety
of loss functions is possible through construction of proper weighing functions. For the
problem of optimally restoring regular monotonicity, perspectives for future research seem
to be limited (though areas of application abound): the problem has been both intro-
duced and successfully solved in this work. Optimally restoring stochastic monotonicity
has proven itself to be a more complex problem. Though we were able to formulate the
L1 loss optimal relabeling problem in a way that allowed using the same eﬃcient solution
methods as for regular monotonicity, this proved to be impossible for the zero-one and
squared loss functions, such as deﬁned on the singular objects (when deﬁned on cumula-
tive relative frequency values both loss functions were perfectly optimizable but of only
limited practical use). Hence, there is an opportunity for further research here. Even if
it were to be proven that optimally restoring stochastic monotonicity for arbitrary loss
functions is as hard as the general maximum independent set problem (i.e., NP-complete),
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the problem is speciﬁc enough that the development of specialized heuristics could prove
useful. Finally, even though the algorithms have been implemented and tested, work re-
mains to be done as to the development of user-friendly implementations and more eﬃcient
use of computational resources in order to handle bigger data sets. This should facilitate
the use of the developed techniques in more applied domains. Given the increasing at-
tention put to natural occurrence of (stochastic) monotonicity constraints in many areas
of application, a user-friendly software package could meet a real need. Examples of the
usefulness of (stochastic) monotonicity constraints are provided in this dissertation: we use
the developed techniques in a decision making context and employ stochastic monotonicity
constraints in a foray into social choice theory.
Even though monotone models are being embraced by some ﬁelds in the machine learning
community, there remains a misconception as to their accuracy measured on test data. It
stands to reason that a model which subjects itself to constraints will result in a lower
accuracy on data not perfectly adhering to these constraints: when the test data is not
monotone, a monotone model cannot achieve 100% accuracy. However, when the test data
is not monotone in contradiction with its supposed monotone character, this can only mean
there must be noise in the data set. A maximum independent set on the test set will then
correspond to a biggest subset of the data that might be noise free. As such, it does not
make sense to try and achieve a better accuracy on the data set in question. The size of
a maximum independent set then immediately correlates to the maximum accuracy that
any monotone model can achieve on the data set. This should allow for a more accurate
assessment of the performance of monotone models, and facilitate comparing monotone
and non-monotone models (by determining the maximum monotone subset in the output
of the non-monotone model). Further reﬁnements could take into account the training set
as well (for those algorithms which perform a monotone interpolation between the training
set objects) or the maximum achievable accuracy for cross-validation procedures.
Conflicting partial order relations
This part has introduced some new operations for preference recombination, whichaside
from the initial application dealing with environmental pollutioncould also be of interest
to applications in consumer choice (more to the point: an area of signiﬁcant commercial
interest). There is ample space for extension of the methods. The ﬁrst is to do with the
input and output data. We have considered partial order relations as preference relations,
but this is a rather restrictive view. Preferences need not be transitive. Though transitivity
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is often considered a prerequisite for rationality, actual human behaviour is often anything
but rational. An investigation into more realistic rationality conditions could help widen
the scope and increase applicability of the developed operations.
Nevertheless, even when staying within the partial order framework there are extensions
possible. The current operations have subjected themselves to harsh constraints: even if
the preference structures almost unanimously agree on the relative ranking of two objects,
it is enough for one preference structure to rank the objects in the opposite way to preclude
ordering either object w.r.t. the other in the combined ranking. Rather than attempting to
conserve only the unambiguous partial orderings of objects, one could attempt to conserve
those orderings that are most probable. A ﬁrst way to do so would be to deﬁne threshold
levels needed for pairs of objects to enter either of the needed and impossible relation. In
more precise terms: when the input preferences predominantly prefer an object x to an
object y, a single input preference preferring y to x should perhaps not justify rendering
it impossible to voice a judgment on whether or not x should be taken as preferable to y.
Clearly, it is intuitively still rather probable that x will be preferred to y rather than x and
y being incomparable to each other. The link with fuzzy set theory is not far-fetched, and
we will not expound on it here.
Recall the formulation of the NIP-structure comprised of the needed, impossible and the
possible relation. If the notion of having to deal with fuzzy memberships to the needed, im-
possible and possible relations should be disconcerting, it should be realized that deﬁning
arbitrarythreshold values renders the problem crisp once more when aiming to extract a
uniquely informative partial order relation from the resulting NIP-triple. The rationality
conditions need not be adapted, as the underlying strict partial order relation extract-
ing algorithm remains the same, though the NIP-triple combining operations will require
reexamination and adaptation. It could be interesting to observe the changes in the un-
derlying strict partial order relation when the threshold levels are made successively looser
(i.e., the impossibility relation is enforced less quickly). It would be pleasing if loosening
the threshold levels resulted in a richer partial order relation. If this is not the case, a most
informative threshold level could be determined (which will of course vary from one set of
inputs to the next). The wait is now for more application oriented papers making use of
the developed algorithms to both serve as an incentive to develop the techniques further
and to cast light on the most proﬁtable areas in which to do so. A more mundane oppor-
tunity for further work is the creation of a user-friendly implementation of the described
operations.
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Conflicting preferences in group decision making
This part started somewhat inauspiciously, with a rather stopgap application of OSDL
to a decision making problem where respondents (or voters) ranked a set of candidates
described by multiple criteria according to each single criterion. In other words, the input
data consisted of a ﬁxed number of rankings for each respondent. The candidates were
competing land use plans for the Lar rangeland in Iran. For each criterion a social ranking
of the candidates was constructed. A natural condition was then that the distributions
of intensities of preferences obey stochastic monotonicity w.r.t. the social ranking. If the
distributions were not stochastically monotone, OSDL was used to render them monotone.
Unfortunately, this resulted in the loss of the distribution aspect of the data.
Nevertheless, the work provided us with an opportunity to apply the optimal stochastic
monotonicity restoration algorithm developed in the ﬁrst part in a realistic setting: rather
than using OSDL to render the distributions stochastically monotone, we used the optimal
stochastic monotone relabeling algorithm. By conserving the distribution aspect of the
expressed intensities of preferences, a much more ﬂexible methodology was constructed,
though it too did not allow immediate use of the expressed criterion importances. Two
solutions were proposed, but not implemented. The ﬁrst was to approximately reassign
adapted intensities to the respondents giving preference to those who indicated intensities
that diﬀer only minimally and to those who indicated the lowest criterion importances. It
stands to reason that these would be the least likely to protest against this manipulation,
although it is not clear which should be considered most important (lower importance or
the closer intensity). The second solution is much simpler, and proposes to combine the
importances with the intensities prior to demanding and enforcing stochastic monotonicity
of the distributions w.r.t. each other and the selected ranking of the alternatives.
On a diﬀerent note, it was shown that the Condorcet winning ranking of the alternatives
need not result in a minimum loss associated with the stochastic monotone relabeling.
As the L1 loss function does not respect the ordinal nature of the preferences and their
intensities, using it to select a winning ranking seems ill-advised. An alternative way to
select a winning ranking was proposed. Of central importance is the understanding that
the reversal of a preference is vastly more invasive than the changing of an intensity of
preference. In combination with the natural constraint of stochastic monotonicity, this
provoked the formulation of a new social choice function, tentatively called the dominance-
based social choice function. The corresponding dominance-based ranking is a ranking
which necessitates only a minimum number of preference reversals. Preference reversals
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can be required when, for a ranking of x preferred to y preferred to z, the number of
respondents which preferred x to z is less than the number of respondents which preferred
x to y or the number which preferred y to z, as this would contradict a natural notion
of monotonicity. Observe that minimizing the number of preference reversals required
precludes the possibility of taking into account the intensities of preferences as anything
but a tiebreaker. In this sense, taking into account only the number of preference reversals
required renders the loss function valid in an ordinal setting. Hence, using it as a way to
decide on a ranking of the candidates was more easily justiﬁed.
We examined some properties of the dominance-based social choice function, which yielded
some intriguing results. In theory, it requires examining each possible ranking of the can-
didates in order to determine the winner. This may sound as a considerable disadvantage,
but it should not pose problems in practice due to the typically limited number of alter-
natives. In fact, it is not the ﬁrst such social choice function to have this requirement,
the Kemeny-Young method is a commonly utilized voting system that also requires super-
polynomial time in order to determine the ranking of the candidates. For the Kemeny-
Young method, fast calculation methods have been constructed on the basis of integer
programming methods. The social choice function we describe is slightly more complex
than the Kemeny-Young method however, as it compares majority sizes in order to deter-
mine if they satisfy (stochastic) monotonicity. This renders the prospect of constructing
fast algorithms all the more enticing. Restoring stochastic monotonicity in this setting is
vastly simpler than for the setting where intensities of preferences have been conserved,
and should not require the use of more advanced algorithm developed in the ﬁrst part.
Social choice functions are often built on simple rules, and the dominance-based social
choice function is no exception. As the literature on social choice functions unmistake-
ably shows, this does not mean their properties are always immediately apparent (indeed,
complex behaviour arising from simple rules is a recurring theme in nature as well). Ex-
amination of these properties remains for future research, as does the behaviour of the
function when dealing with the usual paradoxes. We discussed the behaviour of the func-
tion when confronted with majority cycles, but other paradoxes still remain unexplored.
An altogether diﬀerent approach is reinterpreting the usual properties and paradoxes in
light of the attention put to stochastic dominance. Quite probably, this will lead to the
conclusion that some properties are not natural in the current context.
As a ﬁnal note it is worthy of speciﬁc mention that the way in which the dominance-based
social choice function intuitively seems to be of use when attempting to, as Condorcet
himself set out to do, determine which decision will best serve society. Condorcet in this
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way considers judges who base themselves not on their personal preference, but on their
conviction of which decision or candidate best reﬂects the needs of society. If one supposes it
easier for judges to accurately distinguish between two candidates the more the candidates
diﬀer in their suitability, it would make sense to use stochastic dominance in order to come
up with the true ranking of the candidates. Putting this intuition to the test should prove
interesting.
APPENDIX

Appendix
Data sets
Three diﬀerent data sets were used in this thesis. The employee selection data set was
used in the ﬁrst part, the Baden-Württemberg data set in the second part and the Lar
rangeland data set in the third part of the thesis. More explanation can be found below.
Employee selection data
We reproduce the text from [5] describing the employee selection (ESL) data set:
Just as diﬀerent jobs require diﬀerent skills, testing candidates' qualiﬁca-
tions varies with the type of position, its level, and the resources allocated to the
testing procedure. Selected candidates for certain positions are sometimes sent
to consulting ﬁrms that specialise in evaluating their qualiﬁcations trough psy-
chometric tests and interviews. The resulting evaluation serves as an input for
the decision of which applicants best ﬁt the positions. The experience gained by
a consulting ﬁrm inﬂuences the method it uses. In order to evaluate candidates
for some industrial manufacturing position, a leading Israeli recruiting ﬁrm uses
a hierarchical model. The output is a score, with ten possible ordinal values,
that predict the candidate's qualiﬁcation to successfully ﬁll the position. In
our data set, there were four top level attributes on which the score was based:
working style, writing ﬂuency, ability to ﬁt in the organisation, and other qual-
iﬁcations. Each top-level attribute also had a score with ten possible ordinal
values. The score of a top level attribute was determined according to lower
level attributes. Working style, for example, was determined by determination,
ﬂexibility, curiosity, pragmatism, and openness. Although each sub-model for
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determining a lower level attribute was also ordinal, in this experiment only the
upper level decision were used. Anonymous actual examples of 488 applicants
for certain closely related openings were available.
Baden-Wu¨rttemberg data
The relative locations of the 60 regions in Baden-Württemberg for which pollution data
has been collected is shown in Figure 9.4 (for one of the regions no herb or moss layer
pollution data was available, which is why we use only 59 regions in Chapter 5). The
granitic regions we focused on in Chapters 5 and 6 are: 11, 12, 21, 25, 31, 33, 57 and 58
(colored gray in Figure 9.4 for ease of reference). Regions 57 and 58 are located at the top
of the map, while the other regions are grouped more or less in the bottom left cormer.
See Table 9.4 for an overview of the available data.
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Figure 9.4: Baden-Württemberg map of the 60 regions
Table 9.4: Baden-Württemberg: data availability
Pollution layer Number of regions Measurements
moss 59 lead, cadmium, zinc
herb 59 lead, cadmium, zinc, sulfur
tree 60 lead, cadmium, zinc, sulfur
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Lar rangeland data
The Lar rangeland data was used in Chapters 7 and 8 in this thesis. Table 9.5 contains
a detailed description of each plan formulated as a possible management strategy for the
Lar rangeland. Most to the point in order to assess the complexity of the problem is the
number of criteria (12), the number of unique values for each criterion (usually 4, with
each plan having a unique value except for Climate regulation and Cultural attributes)
and the number of stakeholders (31), as well as the number of intensity and importance
indicators (5 point-scale for each). The number of unique values for each criterion and
the number of stakeholders determine the size or complexity of the voting problem for
each criterion. The number of criteria determines the size or complexity of the overall
voting problem when using social intensities of preferences and social importances (see
Chapter 7). The number of intensity and importance indicators aﬀect the probability for
stochastic non-monotonicity (or ambiguous majorities, as discussed in Chapter 7 and 8).
Algorithmic implementations
Reversed preference in multi-criteria data sets
Java has been used for the implementations of the algorithms constructed in this thesis.
In the ﬁrst part of this thesis, we have used both (Java) code written for this thesis and
pre-existing (C) code. The Java code served as a driver for the external C code which
solved the required network ﬂow problem.
Our Java code contained routines to
1. read the input data sets and output the relabeled data (as well as statistics);
2. implement the loss functions described in this thesis;
3. perform the translation to a maximum independent set problem in a ﬂow network
formulation;
4. perform the translation from a minimum feasible ﬂow to a maximum feasible ﬂow
problem.
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This ﬁnal step was needed as the C code only allowed computation of a maximum feasible
ﬂow, and we required computation of a minimum feasible ﬂow. The C code implemented
the ﬂow network push-relabel algorithm. The ideas behind the algorithmic implementation
can be found in [24]. The implementation we used (HIPR) can be found online at http:
//www.igsystems.com/. The C code was slightly modiﬁed to facilitate input and output
operations.
Running time on a 2008-era laptop computer (3 gigabytes of memory, T2330 Intel Pentium
processor at 1.6 GHz) is a few seconds for a single computation of a maximum ﬂow by
the C code, and a few minutes for the relabeling of a whole data set. The ESL data
set borders on the maximum size the current implementation is able to process. The
constraints are mainly due to the rather naive implementation of the Java code. Especially
the construction of the ﬂow network (which is to be input to the HIPR algorithm) is
performed in a way that does not make eﬃcient use of computer memory. Data sets bigger
than the ESL data set encounter memory problems in the Java code.
Conflicting partial order relations
In the second part of this thesis, the algorithms described have been implemented purely in
Java. Extension to bigger data sets beyond those reported were not attempted. Running
times for the algorithms in Chapter 5 were in the order of minutes for the data set with
all 59 regions. The algorithms in Chapter 6 for combining NIP-triples are less than one
second, while extracting the unique partial order underlying a consistent NIP-triple (Al-
gorithm 6.1) takes somewhat longer, possibly in the order of a minute. Linear extensions
were computed or sampled at random using implementations by the main author of the
describing paper [39].
Conflicting preferences in group decision making
In the third part we mainly applied the algorithms and implementations from the ﬁrst
part of the thesis. Where OSDL was applied, the implementation by [61, 62] in the Weka
collection of open source machine learning algorithms [94] was used. On a sidenote, Weka
could serve as a suitable environment to facilitate use of the algorithms developed in this
thesis (given better implementations). The ARGUS software [35] (version 2.7d), developed
by Sia, was used in Chapter 7. Running times of OSDL and ARGUS are less than one
second in our applications.
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SUMMARY

Summary
This dissertation is characterized by some recurring themes. The ﬁrst and most clearly
present theme involves reversed preferences as mentioned in the title described. A less
pervasive theme, returning in each part but not each chapter, is the concept of assigning
distributions of preferences to objects, rather than single values, and the corresponding
importance of the notion of stochastic dominance in each setting.
The ﬁrst part, which deals with reversed preferences (or non-monotonicity) in multi-criteria
data sets, consists of three chapters which solve the problem in successively richer settings:
from qualitative to more quantitative and from single-valued to many-valued preferences.
Each of these settings brings about its own challenges, most of which this dissertation
hopes to meet. This ﬁrst part, in contrast to the remaining two, has originated from a
true research question: given a multi-criteria data set where objects have received labels
(as expressions of absolute preferences), how best to restore monotonicity? In other words,
how best to adapt the expressed preferences so as to ﬁt the partial order implied by the
criteria?
The second part can be considered to originate more from a proposed application dealing
with pollution of a number of forest regions. Nevertheless, this will not constrict the
possible areas of application. Given a collection of partial orders (or preferences) on a single
set of objects, the question asked is how best to ﬁlter out the conﬂicting preferences and
preserve the ones which can be reconciled. In the application we discuss, the partial orders
are the partial rankings of the forest regions according to diﬀerent pollution indicators.
The ﬁnal outcome is a new partial order of the regions that attempts to best combine the
diﬀerent pollution indicators. It consists of two chapters, one dealing with the problem
for the case of two (conﬂicting) partial orders, and the second chapter a more general and
formal implementation for the problem in the case of an arbitrary number of partial orders.
The third part again consists of three chapters, and is inspired by a practical problem. The
ﬁrst chapter is a summary of a collaborative work on a decision making problem, which
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serves as a starting point for the second chapter, which serves as both a critical discussion of
the preceding joint work and a possibility to outline a way in which some of the techniques
developed in the ﬁrst part of this dissertation prove to be of use in this application. The
third chapter is a foray into the (ancient) ﬁeld of social choice theory, injecting it with some
new ideas. The motivation to do so is in part due to one of the strongly recurring themes in
this dissertation, in particular the importance of the stochastic dominance relation. This
ﬁnal chapter is to be considered a humble attempt to reach an ambitious goal: to outline
the framework for a new class of social choice functions.
An overview of each part and chapter concludes this summary.
Reversed preference in multi-criteria data sets
At the centre of this part lies the view of the non-monotonicity problem as a maximum
independent set problem, one of the basic problems from graph theory. Two objects that
together constitute a reversed preference are connected by an edge in our application. A
biggest subset of objects no two of which are connected to each other is a maximum inde-
pendent set. In general, maximum independent set problems are not eﬃciently solvable,
being NP-complete. Due to the multi-criteria aspect of the data (implying a partial order
on the objects) and the strict total order on the preferences, the maximum independent
set problem is known to be eﬃciently solvable for the type of data we discuss. Eﬃciently
solving these problems involves the use of (minimum) ﬂow network problems, which also
belong to the ﬁeld of graph theory. In this part we formulate algorithms to solve the
problem of optimally restoring monotonicity by translating it into a (weighted) maximum
independent set problem, and we describe how to use maximum ﬂow network algorithms
to solve the minimum network ﬂow problem.
This part draws on concepts from discrete mathematics in general and graph theory in
particular.
Optimal monotone relabeling of partially non-monotone ordinal data
A suﬃcient description of the maximum independent set and ﬂow network problems is
provided in this chapter to render it self-contained. We identify the only previously known
algorithm for restoring monotonicity as a variant of a heuristic to approximate maximum
independent sets and use this opportunity to formulate a theoretically better performing
215
variant before solving the problem optimally. We introduce the concept of minimally
relabelling an object, and construct an algorithm that performs a minimum number of
relabellings, a minimum number of which are non-minimally relabeled. A small extension
to the ﬂow network problem is proposed. Though admittedly of limited practical use, we
discuss an extension of the previous algorithm, by formulating a way to distinguish between
objects on the basis of the extent (in an ordinal sense) to which they are non-monotone.
A subsequent more advanced algorithm then utilizes this concept in order to relabel a
minimum number of objects in total, adapting less non-monotone objects to a smaller
extent than more non-monotone objects. We employ an employee selection data set to
provide an illustrative application. The data set is composed of job applicant descriptions
and judgments regarding their overall suitability.
Loss optimal monotone relabeling of noisy multi-criteria data sets
We are no longer dealing with ordinal expressions of preference in this chapter, but rather
suppose it is possible to quantify just how much more one object is preferred to another.
In other words, we suppose a distance function on the labels to quantify the loss associ-
ated with relabelling objects from an old label to a new label. By formulating a suitable
weighing function, the problem is translated into a weighted maximum independent set
problem, again solvable by the same ﬂow network algorithms. We describe how to con-
struct such weighing functions for any loss function in a way that guarantees weighted
maximum independent sets identify a label for each object in the original data set. How to
hierarchically combine loss functions is discussed. We apply the methodology to the same
employee selection data set as before.
Restoring stochastic monotonicity in an L1 optimal way
In this chapter, objects are now allowed to have a distribution of labels, rather than a
single label. Consequently, the concept of reversed preference takes the shape of stochastic
non-monotonicity in this case. Formulation of a transitive variant of the stochastic non-
monotonicity relation allows again translating the relabelling problem as one solvable by
ﬂow network algorithms, though not for arbitrary loss functions. More speciﬁcally, zero-one
loss and squared loss are not solvable by this method, though the L1 (absolute diﬀerence)
loss problem remains solvable. We apply the methodology again to the employee selection
data set, and encounter and discuss some intriguing results.
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Conflicting partial order relations
In the previous part we discussed one set of objects equipped with a partial ordering on
the basis of their descriptive criterion values and a total preorder on the basis of their
labels (with the latter possibly equipped with a distance function). The type of data
discussed in this part is closely related: we have one set of objects, equipped with multiple
partial order relations. How to best combine them in an objective way, describe operations
and implementations to do so is discussed in the two chapters making up this part. We
commence by describing some operations for the problem of two partial orders. We extend
some of the operations to an arbitrary number of partial orders in the subsequent chapter.
The work in this part is related to the ﬁelds of set theory and artiﬁcial intelligence and
should be of practical interest to chemical, ecological and environmental modelling.
New operations for informative combination of two partial order relations
We provide an introduction to the concept of partially ordered sets, linear extensions
of partially ordered sets and corresponding cumulative rank frequency distributions. This
renders the paper self-contained. The cumulative rank frequency distributions immediately
bring the concept of stochastic dominance into play in this application as well, though the
main interest lies in the formulation of hierarchical and non-hierarchical consistent union
operations for two partial order relations on a single set of objects. The consistent union
is situated between the intersection (which is typically information poor) and the union
(which is typically inconsistent due to contradictions) of the two partial order relations. A
hierarchical version is also discussed, where one partial order is enriched by another in a
consistent way that draws no arbitrary conclusions. The application provided deals with a
set of forest regions in which the heavy metal contamination levels have been determined
in diﬀerent vegetation layers. More speciﬁcally, we utilize the measured lead and cadmium
content in the moss and tree layer.
Consistent union and prioritized consistent union: new operations for preference
recombination
We extend the consistent union operations from the previous chapter, starting by providing
a formal framework to provide elegant implementations of the operations. In order to
217
accurately process more than two partial order relations in a way that does not depend on
the order in which they are processed, we formulate an intermediate structure of needed,
impossible and possible relations in the shape of a NIP-triple. Rationality conditions for
such triples are discussed, and a way to extract a uniquely deﬁned maximally informative
partial order relation from a NIP-triple is the main result from this paper, as it allows
to vastly simplify subsequent deﬁnitions of operations on NIP-triples to implement the
majority of the operations described in the previous chapter in a clear way. We provide
some enlightening examples on the same environmental pollution data set as before, but
now also discuss the herb layer in addition to the moss and tree layer. A lengthy discussion
section investigates some properties of the NIP-triple combining operations, with pleasing
results as to their intuitive validity and elegance.
Conflicting preferences in group decision making
Whereas the preceding parts and chapters safely kept to themselves and defended their
merits on mathematical or theoretical grounds, this part will have to deal with the bugbear
of practical applicability. The ﬁrst chapter in this part a summary of some collabora-
tive work has not much in common with the previous parts, except the involvement of
stochastic dominance. It involves a decision making problem where a group of people has
to decide between a number of candidates. Candidates are multi-criteria objects, leading
to a number of alternatives for each criterion. A number of stakeholders have expressed
preferences over these sets of alternatives within each criterion in the shape of strict total
orders, and the (ordinal) degree of intensity with which they prefer one alternative over
another. The ﬁrst aim is to select a most representable alternative for each criterion, and
the next (and ﬁnal one) is to use these to select an overall most representable candidate.
Stakeholders have also attached (ordinal) weights to the criteria. The second chapter will
revisit the problem, solve some of the shortcomings of the previous approach by using tech-
niques developed in the ﬁrst part of this dissertation, and serve as a critical examination of
previous work. The ﬁnal chapter of this dissertation is, perhaps ﬁttingly, the most recent
and ambitious. As a consequence, it is regrettably also the most immediately open-ended.
In it, we will revisit Condorcet and Borda, and attempt to revitalize the ﬁeld of social
choice theory by injecting it with the notion of stochastic dominance, even though one can
hardly consider it as ever having been anything but vibrant and contemporary. Neverthe-
less, the chapter hopes to shed some ﬁrst light onto an hitherto neglected promising avenue
of research.
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This part is related to group decision making, social choice functions and election rules.
As such, it has to do with psychology as well as mathematics.
Group decision making and the concept of stochastic dominance
This chapter is constructed as a minimal summary of the methodology described in a
paper published in the Journal of Ecological Economics. The summary describes the
methodology in suﬃcient detail, and contains only minimal references to related work.
The full paper puts more focus on the way in which stakeholders should be addressed in
order to elicit their preferences in an unbiased way. We concern ourselves more with the way
in which the thus obtained data is to be processed. The candidates in the current context
are competing land use plans for a rangeland area, diﬀering in the proposed attention
to wildlife conservation, the number of livestock allowed to graze, the facilities provided
for ecotourism and so on. The methodology uses the Condorcet social choice function in
order to construct a rank order of the alternatives on each criterion. In order to come
up with a social intensity of preference for this rank order, it is recognized care must be
taken to avoid using non-monotone intensities of preferences. Suppose the ﬁnal rank order
of alternatives is x preferred to y preferred to z. In such a conﬁguration, it would be
irrational to prefer x to z with a smaller intensity of preference than x to y or y to z. If
each stakeholder preferred x to y to z, clearly also the group will do so with consistent
intensities of preferences. In case some stakeholders had conﬂicting preferences however,
this need no longer be the case. In other words, the distributions of the intensities of
preferences are not guaranteed to be stochastically monotone w.r.t. each other in such a
case. The approach taken in the paper restores stochastic monotonicity of the distributions
of intensities of preference through the use of the Ordinal Stochastic Dominance Learner
(OSDL). The resulting social intensities of preferences, in combination with the median of
the weights for each criterion, are processed by the decision making methodology ARGUS
(which stands for Achieving Respect for Grades Using ordinal Scales only) in order to result
in a preorder of the candidates. The area of application is the Lar rangeland in Iran and
involves 31 stakeholders, 4 candidates and 12 criteria.
A critical examination of voting with intensities & the concept of group consensus
Returning to the Lar rangeland application, involving 31 stakeholders, 4 candidates and 12
criteria, this chapter proposes to remedy some of the problems of the previous approach.
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The involvement of 31 respondents has yielded a distribution of intensities of preference for
each pairwise comparison of two alternatives on each criterion. A ﬁrst distribution intu-
itively dominates a second one if the ﬁrst is composed of stronger intensities of preferences.
The Condorcet winning rank order then stipulates which distributions should dominate
which. If the rank order is x  y  z, the distribution for x  z should contain the
strongest intensities of preference, whereas if the rank order were x  z  y, the strongest
intensities of preferences be found in the distribution for x  y. If this is not the case,
the distributions are not stochastically monotone. OSDL was used to compute stochas-
tically monotone distributions in those cases. Unfortunately, these distributions were of
limited practical use, due to possibly containing fractional numbers of intensities of prefer-
ences. This precluded the use of distributions throughout the methodology. The optimal
stochastic monotonicity restoration algorithm described in the third chapter of the ﬁrst
part of this dissertation will render this possible, albeit at the expense of disrespecting the
supposed ordinal nature of the intensities of preferences. Some psychologically motivated
loss functions are described, going beyond the simple L1 loss function to provide loss func-
tions oriented towards practical application. Finally, it is shown that the rank order which
best satisﬁes the stochastic monotonicity of the distributions need not be the Condorcet
winning rank order, which will serve as inspiration for the third chapter.
A dominance-based social choice function: ranking inspired by stochastic dom-
inance
This chapter investigates a possible stochastic dominance based social choice function. A
core idea is that in an ordinal sense, it is much worse to change the direction of preference
than merely the intensity. In other words, changing x  y to y  x is a much bigger ma-
nipulation than changing the extent to which x  y. It will be clear this has repercussions
on the loss functions used when computing an optimal stochastically monotone relabelling,
to the extent that intensities of preferences are relegated to serve as tie-breakers when the
directions of preferences are not suﬃcient to determine a clear winner. This exploratory
paper investigates social choice functions in the absence of such intensities, as the most
important is taken to be the direction of the preferences. The requirement for stochastic
dominance then stipulates that for a rank order x  y  z , at least as many respondents
should prefer x to z as the number which prefer x to y or y to z. This sets the guidelines
for a new social choice function, where the best ﬁtting rank order is the one which best
adheres to this constraint. The degree to which a rank order disrespects this constraint
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is straightforwardly taken to be the number of preferences that need to be reversed in
order to render the distributions stochastically monotone w.r.t. each other. The resulting
stochastic dominance based social choice function is shown to possess some intriguing and
surprising properties. We formulate a lower bound on the strength of the weakest majority
in order for the Condorcet winner to coincide with the stochastic dominance based winner,
and highlight a possible relation between the dominance-based social winner and a concept
phrased in Condorcet's original work.
Samenvatting
Deze thesis is opgebouwd rond twee thema's. Het eerste en meest in het oog springende
wordt vermeld in de titel, betreﬀende de aanpak van tegenstrijdige preferenties. Een minder
in het oog springend thema, welk behandeld wordt in elk van de drie delen, maar niet in elk
hoofdstuk, omvat het toekennen van distributies van preferentiewaarden aan objecten, in
contrast met het toekennen van één enkele waarde. Hiermee verbonden is het onderzoeken
van de rol van stochastische dominantie in elk van de drie delen in deze thesis.
Het eerste deel behandelt omgekeerde preferenties in multi-criteria data sets en bestaat
uit drie hoofdstukken die het probleem oplossen in een steeds bredere setting: van kwali-
tatieve tot kwantitatieve en van enkelwaardige preferenties tot distributies van preferenties.
Elke setting stelt unieke uitdagingen en vragen, waarop deze thesis een antwoord tracht
te bieden. Dit deel is het enige dat werkelijk geïnspireerd is door een abstracte onder-
zoeksvraag: gegeven een multi-criteria data set waar objecten labels toegekend kregen (als
een uitdrukking van absolute preferenties), hoe best monotoniteit herstellen? In andere
woorden, hoe best de preferenties aanpassen om ze in overeenstemming te brengen met de
partiële orde relatie geïmpliceerd door de criteria?
Het tweede deel is geïnspireerd door een geopperde toepassing betreﬀende data omtrent
de vervuiling van een aantal bosgebieden. Desalniettemin vormt deze invalshoek geen
beperking voor de mogelijk toepassingsgebieden. Gegeven een verzameling partiële orde
relaties (of preferenties) gedeﬁnieerd op één enkel set objecten, wordt de vraag gesteld op
welke manier de tegenstrijdige preferenties het beste uitgeﬁlterd worden en hoe diegene die
met elkaar in overeenstemming gebracht kunnen, best gecombineerd kunnen worden. In
de toepassing die we behandelen zijn de partiële orde relaties partiële rangschikkingen van
de bosgebieden volgens verschillende vervuilingsindicatoren. De ﬁnaal beoogde uitkomst
is een nieuwe partiële rangschikking van de regio's die de verschillende indicatoren op de
best mogelijke manier combineert. Dit deel bestaat uit twee hoofdstukken, waarvan het
eerste het probleem omschrijft voor twee partiële rangorde relaties, en het tweede een
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meer algemene en formele beschrijving van het probleem vormt voor een willekeurig aantal
partiële orde relaties.
Het derde deel bestaat opnieuw uit drie hoofdstukken. Het eerste is een samenvatting van
werk uitgevoerd in gezamenlijk verband rond een beslissingsprobleem, welke het startpunt
vormt voor het tweede hoofdstuk, dat opgevat is als een kritische beschouwing van het
voorgaande en een mogelijkheid om de technieken ontwikkeld in het eerste deel van de thesis
in de praktijk toe te passen. Het derde hoofdstuk is een excursie in het (oude) domein van
sociale keuze theorie, met het doel enkele nieuwe ideeën in dit domein te introduceren. De in
deze thesis terugkerende thema's vormen hiertoe de drijfveer, in het bijzonder de aandacht
besteed aan de stochastische dominantie relatie. Dit laatste hoofdstuk dient beschouwd
als een nederige poging tot het vervullen van een ambitieus project: het schetsen van het
raamwerk voor een nieuwe klasse sociale keuze functies.
Een meer gedetailleerd overzicht van elk deel en hoofdstuk vervolledigt deze samenvatting.
Reversed preference in multi-criteria data sets
Centraal in dit deel staat het niet-monotoniteits probleem en de vertaling ervan als een
maximum independent set probleem, een van de basis problemen in de grafentheorie. Twee
objecten die tezamen een tegenstrijdige preferentie vormen zijn geconnecteerd via een boog
in onze toepassingen. Een grootste deelverzameling objecten waarbij geen twee objecten
geconnecteerd zijn is een maximum independent set. In het algemeen geval zijn oplossin-
gen voor maximum independent set problemen niet eﬃciënt te bepalen, vermits het een
NP-compleet probleem betreft. Vanwege het multi-criteria aspect van de behandelde data
(welke een partiële orde op de objecten impliceert) en de strikte totale orde op de prefer-
enties is het maximum independent set probleem echter gekend om eﬃciënt oplosbaar te
zijn. Dergelijke eﬃciënte oplossingswijze omvat het gebruik van (minimum) ﬂow network
problemen, welke ook tot de grafentheorie behoren. In dit deel van de thesis formuleren we
algoritmes om monotoniteit op optimale wijze te herstellen door het probleem te vertalen
naar een (gewogen) maximum independent set probleem, en beschrijven we hoe maximum
network ﬂow algoritmes gebruikt kunnen worden om het minimum network ﬂow probleem
op te lossen.
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Optimal monotone relabeling of partially non-monotone ordinal data
Dit hoofdstuk is zelf omvattend dankzij een voldoende uitvoerige beschrijving van het
maximum independent set probleem en ﬂow network problemen. We identiﬁceren het
enige gekende voorheen ontwikkelde algoritme om monotoniteit te herstellen als zijnde een
variant op een heuristiek om het maximum independent set probleem benaderend op te
lossen, wat ons ogenblikkelijk toelaat een in theorie meer performante variant te formuleren
vooraleer het probleem op optimale wijze op te lossen. We introduceren het concept min-
imale herlabeling van een object en construeren een algoritme dat een minimaal aantal
objecten herlabelt, waarvan slechts een minimaal aantal op meer dan minimale wijze. Een
kleine uitbreiding binnen de network ﬂow algoritmes wordt ook voorgesteld. Hoewel van
wellicht weinig bijkomend praktisch nut formuleren we een uitbreiding van het algoritme,
gebaseerd op een manier om onderscheid te maken tussen objecten die meer en minder (in
ordinale zin) niet-monotoon zijn. Het op deze manier uitgebreide algoritme herlabelt een
minimaal aantal objecten, waarbij het objecten die in mindere mate niet-monotoon zijn
ook in mindere mate aanpast dan objecten die meer niet-monotoon zijn. We illustreren
de algoritmes aan de hand van een data set bevattende proﬁelen van kandidaten voor een
aantal nauw gerelateerde jobs en uitdrukkingen van hun geschatte geschiktheid.
Loss optimal monotone relabeling of noisy multi-criteria data sets
We behandelen nu niet langer ordinale preferenties, maar veronderstellen een manier om
te kwantiﬁceren hoeveel sterker een object boven een ander geprefereerd wordt. Met an-
dere woorden, we veronderstellen het bestaan van een afstandsfunctie op de labels om het
verlies geassocieerd met het herlabelen van een object te kwantiﬁceren. Door een geschikte
gewichtsfunctie te formuleren wordt het probleem getransformeerd in een gewogen max-
imum independent set probleem, welke opnieuw opgelost kan door dezelfde network ﬂow
algoritmes. We beschrijven hoe dergelijke gewichtsfuncties voor algemene verliesfuncties
te construeren op een manier die garandeert dat overeenstemmende gewogen maximum
independent sets voor elk object in de data set een label identiﬁceren. Verder behandelen
we ook hoe verliesfuncties op een hiërarchische manier gecombineerd kunnen. We passen
de methodologie toe op dezelfde data set als voorheen.
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Restoring stochastic monotonicity in an L1 optimal way
We laten nu objecten toe om een distributie van labels te ontvangen, en niet langer een enkel
label. Als een gevolg zal het concept van tegenstrijdige preferentie zich nu uiten onder de
vorm van stochastische niet-monotoniteit. Door een transitieve variant van de stochastische
niet-monotoniteits relatie te formuleren kan het herlabelingsprobleem opnieuw opgelost
door ﬂow network algoritmes, al is dit niet mogelijk voor een willekeurige verlies functie.
Meer speciﬁek zijn de nul-één en kwadratische verliesfuncties niet van toepassing voor deze
methode, al blijft de absoluut verschil verliesfunctie nog steeds bruikbaar. We passen de
methodologie andermaal toe op dezelfde data set, en bekomen intrigerende resultaten.
Conflicting partial order relations
In het voorgaande deel behandelden we een set objecten uitgerust met een partiële orde
op de basis van hun beschrijving en een totale pre-orde op de basis van hun labels (waarop
mogelijks een afstandsfunctie gedeﬁnieerd is). Het soort data behandeld in dit deel is hier
nauw aan verwant: het betreft een set objecten uitgerust met meerdere partïele order
relaties. We onderzoeken hoe deze relaties best gecombineerd kunnen op een objectieve
manier, en beschrijven de bewerkingen en implementaties hiertoe in de twee hoofdstukken
waaruit dit deel bestaat. In het eerste hoofdstuk beschrijven we bewerkingen op twee par-
tiële orde relaties, en breiden deze uit naar een willekeurig aantal in het volgende hoofdstuk.
Het werk in dit deel is gerelateerd met het domein van set theorie, computer wetenschap-
pen en artiﬁciële intelligentie, en kan ook van toepassing zijn in de toegepaste stastiek voor
de domeinen chemie, milieutechnologie en ecologie.
New operations for informative combination of two partial order relations
We verschaﬀen een inleiding tot het concept van partiëel geordende verzamelingen, lin-
eaire extensies van dergelijke partiële ordes en cumulatieve rangfrequentie distributies, wat
het hoofdstuk zelfomvattend maakt. De cumulative rangfrequentie distributies brengen
ogenblikkelijk het concept van stochastische dominantie met zich mee, hoewel de meeste
aandacht uitgaat naar de formulering van hiërarchische en niet-hiërarchische consistente
unie bewerkingen voor twee partiële orde relaties. De consistente unie is gesitueerd tussen
de doorsnede (welke veelal informatie-arm is) en de unie (welke veelal inconsistent is door
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conﬂicterende partiële ordes). Een hiërarchische versie van de consistente unie wordt ook
beschreven, waar de ene partiële order uitgebreid wordt met de andere op een manier die
geen willekeurig omvat. De toepassing behandelt een aantal bosgebieden waarin de vervuil-
ing met verschillende zware metalen opgemeten is op verschillende vegetatie niveaus. Meer
bepaald behandelen we de lood en cadmium vervuiling in de mos en de boom vegetatielaag.
Consistent union and prioritized consistent union: new operations for preference
recombination
In dit hoofdstuk breiden we de consistente unie bewerkingen van het vorige hoofdstuk uit,
door een formeel raamwerk op te stellen dat elegante implementaties van de bewerkingen
toelaat. Om op accurate wijze meer dan twee partiële orde relaties te kunnen verwerken
zonder dat de volgorde waarin deze verwerkt worden een invloed heeft, formuleren we
een intermediaire structuur van nodige, onmogelijke en mogelijke relaties, een NIP-triplet
genoemd. Rationaliteitsvoorwaarden voor dergelijke NIP-tripletten worden behandeld, en
een manier om een unieke, maximaal informatieve partiële orde relatie uit een NIP-triplet
te onttrekken wordt geformuleerd als voornaamste verwezenlijking van dit hoofdstuk. Het
zal toelaten om de verder deﬁnities van bewerkingen op NIP-tripletten substantieel te
vereenvoudigen en de bewerkingen van het vorige hoofdstuk meer formeel te beschrijven.
We bespreken enkele inzicht verschaﬀende voorbeelden op dezelfde bosgebieden data set,
en betrekken ook de kruid vegetatielaag in de bewerkingen. In een uitvoerige discussie
sectie onderzoeken we enkele eigenschappen van de NIP-tripletten bewerkingen en komen
tot bevredigende resultaten wat betreft hun intuïtieve geldigheid.
Conflicting preferences in group decision making
Waar de voorgaande delen en hoofdstukken comfortabel binnen het domeinen van de dis-
crete wiskunde bleven, zal dit deel af te rekenen krijgen met de boeman van de praktis-
che toepasbaarheid. Het eerste hoofdstuk in dit deeleen samenvatting van gezamenlijk
werkheeft niet veel raakvlakken met de vorige twee delen van deze thesis, behalve dan
het belang van stochastische dominantie. Het betreft een toepassing in het domein van
beslissingsondersteunende technieken, waar een keuze gemaakt dient tussen een aantal
gegeven kandidaten. De kandidaten zijn multi-criteria objecten, waardoor voor elk cri-
terium een keuze tussen verschillende alternatieven gemaakt dient te worden. Een aantal
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belanghebbenden hebben hun preferenties over deze alternatieven kenbaar gemaakt door
deze volledig te rangschikken, en hebben deze rangschikking verder verrijkt door de inten-
siteit waarmee elk alternatief over elk ander alternatief geprefereerd wordt op een ordinale
schaal uit te drukken. Een eerste doelstelling is dan om voor elk criterium te bepalen welk
alternatief nu het meest representatief is voor de groep belanghebbenden, en een volgende
(ﬁnale) doelstelling is dan om op basis van deze informatie, de meest representatieve kan-
didaat te bepalen. De belanghebbenden hebben ook een ordinaal gewicht aan elk criterium
gehecht. In het tweede hoofdstuk van dit deel keren we op deze problematiek terug, voeren
we een kritisch onderzoek van de methodologie beschreven in het eerste hoofdstuk uit en
lossen we enkele van de tekortkomingen van de techniek op door het formuleren van een
alternatieve methodologie. Het laatste hoofdstuk van deze thesis is, wellicht toepasselijk,
het meest recente en meest ambitieuze. Dientengevolge is het jammer genoeg ook het meest
in eerste aanzet explorerend eerder dan afsluitend. In het hoofdstuk keren we terug naar
Condorcet en Borda, en trachten we het domein van sociale keuze theorie niet leven in te
blazen door de notie van stochastische dominantie er in te introduceren (hoewel revitalis-
eren wellicht sterk uitgedrukt is voor een onderzoeksdomein dat ondanks zijn ouderdom
eigenlijk altijd van hedendaagse relevantie geweest is). Desalniettemin hoopt dit hoofdstuk
een eerste licht te schijnen op voorheen verwaarloosde veelbelovende gebieden voor verder
onderzoek.
Dit deel is gerelateerd met groepsbeslissings technieken, sociale keuze theorie of verkiez-
ingsmethodologiën. Het heeft zodoende raakvlakken met zowel psychologie als wiskunde.
Group decision making and the concept of stochastic dominance
Dit hoofdstuk is geconstrueerd als een zo beperkt mogelijke samenvatting van de method-
ologie beschreven in een artikel gepubliceerd in Journal of Ecological Economics, een artikel
aanvaard voor publicatie in Environmental Modelling and Software en in een artikel onder
revisie. De samenvatting beschrijft de methodologie in voldoende wijze, en bevat slechts
minimale verwijzingen naar gerelateerde literatuur. Het volledige artikel legt de nadruk
meer op de manier waarop met de belanghebbenden geïnterageerd dient om een accu-
rate uitdrukking van hun preferenties te bekomen. Wij bekommeren ons meer met de
manier waarop de zodoende bekomen gegevens verwerkt dienen te worden. De method-
ologie gebruikt de Condorcet sociale keuze functie om voor elk criterium tot een sociaal
representatieve rangschikking van de alternatieven te komen. Voor het bepalen van so-
ciaal representatieve intensiteiten van preferenties wordt erkend dat het belangrijk is om
227
het gebruik van niet-monotone intensiteiten te vermijden. Stel bijvoorbeeld dat de ﬁnale
rangschikken van alternatieven x verkiest boven y op zijn beurt verkozen boven z. In een
dergelijke conﬁguratie zou het onzinnig zin om x tegenover z te prefereren met een lagere
intensiteit dan x boven y geprefereerd wordt, of y boven z. Indien elke belanghebbende
x boven y boven z verkoos, zal dit vanzelfsprekend niet optreden. Indien sommige be-
langhebbenden een andere menig toegedaan waren echter, is het niet langer zeker dat een
dergelijke situatie niet optreden zal. Met andere woorden, het is dan niet langer gegaran-
deerd dat de distributies van intensiteiten van preferenties stochastisch monotoon zijn ten
opzichte van elkaar. De methodologie beschreven in dit hoofdstuk herstelt de stochastis-
che monotoniteit van de distributies met bruikmaking van het OSDL algoritme (Ordinal
Stochastic Dominance Learner). De resulterende sociale intensiteiten van preferenties,
in combinatie met de mediaan gewichten voor elk criterium, worden vervolgens verwerkt
door de beslissingsondersteunende techniek ARGUS (Achieving Respect for Grades Using
ordinal Scales only), om ﬁnaal tot een pre-orde van de kandidaten te komen. Het toepass-
ingsgebied is het Lar rangeland in Iran, en omvat 31 belanghebbenden, 4 kandidaten en 12
criteria.
A critical examination of voting with intensities & the concept of group consensus
Opnieuw gebruikmakend van de Lar rangeland toepassing, omvattende 31 belanghebben-
den, 4 kandidaten en 12 criteria, beschrijft dit hoofdstuk oplossingen voor enkele van de
tekortkomingen van de voorheen beschreven techniek. De intensiteiten van preferenties
uitgedrukt door de 31 belanghebbenden resulteren in distributies voor elke paarsgewi-
jze vergelijking van twee alternatieven op elk criterium. Een eerste distributie stochastisch
domineert een tweede wanneer de eerste opgebouwd is uit sterkere intensiteiten. De sociaal
representatieve rangschikking (waarvoor de Condorcet sociale keuze functie gebruikt werd
in de vorige techniek) stipuleert dan welke distributies welke andere distributies zouden
moeten domineren. Als de rangschikking x  y  z is, dient de distributie voor x  z
sterkere preferentie intensiteiten te bevatten, terwijl voor een rangschikking x  z  y
dit het geval dient te zijn voor de x  y distributie. Indien dit niet het geval is zijn de
distributies niet stochastisch monotoon ten opzichte van elkaar. OSDL werd gebruikt om
stochastisch monotone distributies te berekenen in dergelijke situaties. Jammer genoeg
zijn de resulterende distributies van beperkt nut, aangezien ze mogelijkerwijs fractionele
aantallen preferentie intensiteiten bevatten. Dit verhinderde verder gebruik van de distribu-
ties doorheen de volledige methodologie. Het optimale stochastische restoratie algoritme
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beschreven in hoofdstuk drie van deel een van deze thesis zal dit wel toelaten, al gaat dit
wel gepaard met het veronderstellen van een afstandsfunctie op de preferentie intensiteiten.
Dit vormt de basis voor de alternatieve methodologie beschreven in het huidige hoofdstuk.
Enkele psychologisch geïnspireerde verliesfuncties worden beschreven om meer toepasseli-
jke alternatieven voor de eenvoudige absolute verliesfunctie te bekomen. Tot slot zal in dit
hoofdstuk aangetoond worden dat de rangschikking die het meest de stochastische mono-
toniteit van de distributies respecteert niet noodzakelijkerwijs de Condorcet rangschikking
is. Dit gegeven vormt de inspiratie voor het derde hoofdstuk.
A dominance-based social choice function: ranking inspired by stochastic dom-
inance
Dit hoofdstuk onderzoekt een mogelijke stochastische dominantie gebaseerde sociale keuze
functie. Een centraal idee is dat het, in een ordinale zin, een grootte-orde problematischer
is om een preferentie van richting te veranderen dan enkel de intensiteit aan te passen. Met
andere woorden, x  y veranderen in y  x is een veel grotere manipulatie van de data dan
enkel aan te passen met welke intensiteit x  y. Het weze duidelijk dat dit zijn weerslag
heeft op de verliesfuncties gebruikt bij het bepalen van een optimale stochastisch monotone
herlabeling, in zulke een verregaande mate dat de preferentie intensiteiten enkel nog van
tel zijn wanneer de preferenties zelf niet voldoende zijn om tot een duidelijke rangschikking
van de alternatieven te komen. Dit verkennende hoofdstuk onderzoekt dan ook sociale
keuze functies in de afwezigheid van intensiteiten van preferenties, vermits de (richting
van de) preferenties zelf meest belangrijk zijn. De noodzaak aan stochastische dominantie
schrijft dan voor een rangschikking x  y  z voor dat minstens evenveel belanghebbenden
x boven z dienden te prefereren als het aantal welke x boven y en het aantal welke y
boven z prefereerde. Dit gegeven vormt de leidraad voor een nieuwe sociale keuze functie,
waar de meest geschikte rangschikking die is dewelke best aansluit bij de stochastische
dominantie vereiste. De mate waarin een rangschikking hierbij aansluit is intuïtief het
aantal preferenties dat omgekeerd zal moeten om de distributies stochastisch monotoon ten
opzichte van elkaar te maken. De overeenstemmende sociale keuze functie, de stochastich
dominantie gebaseerde sociale keuze functie, vertoont enkele intrigerende en verrassende
eigenschappen. We formuleren verder een ondergrens aan de zwakste meerderheid om de
Condorcet rangschikking te laten samen vallen met de stochastische dominantie gebaseerde
rangschikking, en bespreken een mogelijk verband tussen deze rangschikking en een concept
in Condorcet's originele werk.


