The problem of direct position estimation in dense-multipath mobile scenarios is addressed. A low-complexity, fully-adaptive algorithm is proposed, based on the maximum likelihood approach. The processing is done exclusively on-board at the mobile node by exploiting the training sequence of a narrowband radio signal; thus, an antenna array is required only on the mobile node, as opposed to MIMO approaches where multiple antennas are considered at both sides. The proposed algorithm is able to estimate via adaptive beamforming (with spatial smoothing for coherence decorrelation) the optimal projection matrix that makes the received signal orthogonal to the multipath subspace; in addition, it tracks line-of-sight associations over the trajectory, hence achieving an integration gain. A simpler variant of the algorithm is also devised, which does not require any training sequence, at the price of some accuracy loss. The performance assessment shows that the proposed algorithms are very effective in (dense) multipath conditions, significantly outperforming natural competitors also when the number of antennas and snapshots is kept at the theoretical minimum.
years due to the widespread of MIMO technologies in 4G/LTE cellular networks, and is even more attractive for future 5G mmWave scenarios in which array size significantly shrinks hence can be integrated in mobile terminals (smartphones) [8] . Interestingly, the multipath environment for mmWave is sparse in angle [9] , which reduces the complexity of the localization task in this respect; on the contrary, localization based on more conventional radiofrequency signals (cmWave) is made challenging by the presence of dense multipath effects that dramatically affect all types of information (RSS, TOA, AOA), although in different ways.
Localization approaches can be either direct or indirect. Indirect positioning are suboptimal techniques which first obtain some position-related information, namely distances or angles, and then combine them to estimate the unknown position [10] . Although popular due to their reduced complexity (e.g., for low-cost WSNs [11] ), their accuracy is usually limited, and also some bias may be introduced by the first estimation step [12] . Direct position estimation (DPE) techniques, as opposed to such two-step location methods, use a single-step approach to estimate the location directly from the raw signals. In so doing, the constraints between the collected measurements and the node positions are explicitly included in the position estimation, resulting in a significant improvement of the achievable performance [13] , [14] .
In static scenarios, maximum likelihood (ML) DPE has been developed for a single-path channel in which the multipath effect is modeled as additive noise [15] , [16] , then extended to multiple nodes localization [17] .
The minimum-variance distortionless response-based DPE method proposed in [18] , [19] has better resolution and immunity to jamming and interference, but its performance tends to degrade at low SNRs. DPE methods tailored to special signals such as orthogonal frequency division multiplexing (OFDM), cyclostationary signals, and intermittent emissions have also been proposed [20] [21] [22] . In [23] a ML direct location estimator using wideband signals for nodes in the near field of the sensor array is derived. In [24] , a TOA-based DPE technique is proposed for operating in dense multipath environments, but it requires knowledge of the power delay profile, and is limited to localization of a static node. A novel TOA-based direct localization technique for multiple nodes based on ideas of compressive sensing and atomic norm minimization has been recently proposed in [25] .
As mentioned, with the widespread of MIMO technologies, AOA-based DPE algorithms are gaining momentum; in particular, massive arrays offer the possibility of precisely estimating the parameters of each individual multipath component thanks to their high angular resolution. A ML estimator has been developed in [26] for localizing a single node assuming a fixed and known number of multipaths, but without providing an efficient way to compute the estimator. Recently, a novel algorithm called direct source localization (DiSouL) has been proposed [27] :
it is based on a compressed sensing framework that exploits some channel properties to distinguish LOS from NLOS signal paths, leading to superior performance compared to other approaches. However, at more conventional radiofrequencies (cmWave), the multipath is not always resolvable; moreover, standard AOA estimation approaches are inapplicable because of the coherence among the received multiple paths that originate from the same signal.
It is also worth noticing that DPE algorithms typically assume spatially-dispersed arrays, i.e., in macro diversity.
They process the collected data at a central node to which all the sampling data are transferred, considerably increasing the bandwidth consumption [28] . To this aim, a dedicated infrastructure is necessary for their effective implementation, thus limiting their applicability to a restricted range of scenarios. Furthermore, all the DPE algorithms cited above focus on the one-shot estimation problem, i.e., they do not consider kinematic aspects related to node mobility but rather solve the localization problem at any fixed instant as in a static case.
In this paper, we present a novel DPE algorithm for dense multipath scenarios under mobility. In particular, the proposed approach has low complexity and is fully adaptive, i.e., it does not require any tuning or additional information about the environment. To the best of our knowledge, this is the first general AOA-based DPE algorithm that can cope with dense multipath and exploit mobility at the same time. The processing is done exclusively onboard at the mobile node by using the training sequence of a narrowband radio signals, without any increase in the bandwidth consumption, and requiring an antenna array only on the mobile node (as opposed to MIMO approaches where multiple antennas are considered at both sides). The proposed approach does not require the deployment of a new infrastructure, and is effective also with a single BS; furthermore, it outperforms natural competitors also when using a minimal number of antennas and snapshots. The main idea is to estimate via adaptive beamforming the optimal projection matrix that makes the received line-of-sight (LOS) signal orthogonal to the multipath subspace, thus obtaining a good approximation of the likelihood function; in addition, tracking of LOS associations over the trajectory is performed, yielding an integration gain. A simpler variant of the algorithm is also devised, which does not require any training sequence, at the price of some accuracy loss.
The rest of the paper is organized as follows. In Sec. II we introduce the system model and describe the reference scenario. In Sec. III we formulate the estimation problem and illustrate in details the design and derivation of the proposed DPE algorithms. Then, in Sec. IV, we analyze the performance, also in comparison with natural competitors, by means of Monte Carlo simulations in different realistic scenarios. We conclude the paper in Sec.
V.

II. SYSTEM MODEL
We consider, as a reference scenario, N BS BSs located in fixed, known positions and a mobile station (MS) with unknown position. The MS moves along an arbitrary trajectory, with (generally non-constant) velocity that is measured through an inertial sensor or odometer, as typically available in a vehicle or in a smartphone. Thus, we will assume at the design stage that velocities are known, but their estimates will be used in the implementation of the algorithms.
The 2D position of the b-th BS and of the MS at a given time instant t are denoted by The MS executing the proposed localization algorithms collects and processes the impinging signals coming from the transmitting BSs nearby, the latter assumed to be in the far field with respect to the MS. More specifically, let
be the (unknown) MS position at time instant t 0 when the localization procedure starts.
Moreover, let t i , i > 0, denote the time instant at which a signal transmitted by one of the BS has been received;
we denote by b i ∈ B the identifier of such a BS. Since there is a correspondence between the i-th received signal and the transmitting BS b i , in the following we will use only t i while omitting b i from the notation. As concerns the multipath channel, we assume that (i) T is much greater than the channel delay spread τ S , so that the channel exhibits a constant complex gain response; (ii) B is much greater than the channel Doppler spread B D caused by MS mobility, so that the channel response can be assumed to be time-invariant over a small-scale observation period T obs . The resulting received signal over a generic time interval [t i , t i + T obs ] after down-conversion, clock and frequency/phase offsets recovery can be expressed as [29] , [30] x
where
in which n(t) is thermal noise and a(θ) is the steering vector representing the array response for a signal impinging with angle θ. As to γ i and θ LOS i , they are the complex amplitude coefficient related to large-scale fading (or path-loss) and the AOA of the LOS path at time instant t i , respectively, while β m i and θ m i are the complex small-scale fading coefficient and the AOA of the m-th multipath component out of the D i non-line-of-sight (NLOS) paths. Notice that the value of D i is arbitrary for each time instant t i ; in the following we assume that its value can be set (even in a conservative way) based on preliminary considerations.
It is worth highlighting that this model describes a multipath channel with flat and slow fading effects. Notice that (i) T τ S is tantamount to neglecting the delays τ m i s associated to the D i NLOS paths, that is,
B D guarantees that the complex coefficients β m i s do not change over the observation period T obs . It is also assumed that T obs is short enough so that the position and velocity of the MS remain approximately constants, i.e., the multipath geometry in terms of θ LOS i and θ m i s is unchanged. The way the parameters B and T obs are chosen will be discussed in the numerical analysis conducted in Sec. IV (and Appendix), where a realistic scenario of MS localization in multipath environments is considered.
For n(t) we consider the classical white complex normal model with covariance matrix R n = E[n(h)n H (k)] = σ 2 I M δ hk (where H is the Hermitian operator), σ 2 denoting the noise power, I M the M × M identity matrix, and δ hk the Kronecker symbol. Moreover, for a ULA with isotropic antennas (and no mutual coupling), as the one we are assuming here, the steering vector a(θ) can be expressed as a(θ) = 1 e jωd sin θ · · · e j(M −1)ωd sin θ T
where ω = 2π/λ represents the incident wave number, λ = c/f c is the carrier wavelength, f c is the carrier frequency, c is the speed of light, and d = λ/2 is the ULA interelement spacing. Throughout the rest of the paper, we assume that all the parameters γ i , θ LOS i , β m i s, θ m i s are unknown. At the receiver, x(t) is passed through a matched filter
(where * is the complex conjugate operator), whose output is then sampled at a rate f s = 1/T , resulting in the following sequence of received samples
with N = T obs T the number of samples, c i,n the discrete symbol related to the n-th sample taken at t i,n = t i +nT , and ν i,n ∼ CN M (0, σ 2 I M ) the filtered thermal noise 1 . We assume that the symbols are known to the receiver, which is usually obtained by considering the first part of the transmission where a known training sequence is inserted for channel estimation and synchronization purposes [31] 2 . Hereafter, we denote with 
where the function atan2(y, x) is the four-quadrant inverse tangent, and the angle is measured counterclockwise with respect to the x-axis, as depicted in Fig. 1 .
For a sufficiently high BSs send rate (e.g., R BS ≥ 10 Hz), it is reasonable to assume that the time interval between any two consecutive observations is relatively short (≤ 100 ms). As a consequence, the (arbitrary) MS trajectory over [t 0 , t k ], k ≥ 1 can be approximated by the following kinematic model
, read from the onboard sensors at time instant t i . For the sake of exposition, we consider without loss of generality a Cartesian reference system in which the motion is always parallel to the y axis. It is worth noting that a generic trajectory can be realigned to such an equivalent reference system by performing, at each time instant t i , a rotation of the MS local reference system equal to the heading vector, the latter obtained from the measured velocity v(t i ).
Differently from most state-of-art approaches which are based on one-shot solutions, our approach adds one more dimension to the localization procedure, namely the variation in time. Thus, although more unknown parameters may need to be estimated, each collected Y i brings a new position-related information that can help the MS to reconstruct its most probable trajectory over time. Following this idea, two direct position estimation (DPE) algorithms to localize a MS in presence of multipath are derived. 
III. DIRECT POSITION ESTIMATION
In this section, we propose novel DPE algorithms for the system model presented in Sec. II. Let Y = {Y 1 , . . . , Y K } denote the set of observations available up to the current time instant t K . Assuming that the velocities of the MS are known -estimates from the onboard sensors will be used in practice, so we will include velocity errors in the simulations of Section IV -the localization problem reduces to the estimation of the MS (initial) position p 0 , but embedded in a problem with many nuisance parameters due to multipath propagation.
A. ML-based Direct Position Estimation
We observe that each sample vector y i,n , 1 ≤ i ≤ K, 0 ≤ n ≤ N − 1, is statistically characterized as
where all parameters are treated as deterministic unknowns, except the symbols c i,n s, which we recall are assumed known at the receiver. More precisely, the whole set of unknowns includes p 0 , which represents the parameter of interest, and ψ = (σ 2 , γ, ξ) which denotes the vector of nuisance parameters, with γ = [γ 1 · · · γ K ] T , and
The ML direct position estimator is then given byp where L(p 0 ,ψ) def = log(f (Y|p 0 ,ψ)) and f (·) denotes the probability density function of the observations Y giveñ ψ and an initial positionp 0 = [x 0ỹ0 ] T . From (9) it follows that
where · denotes the vector norm. It is worth noting that for a given position trialp 0 , the AOAs of the LOS paths (8), followed by the application of the geometric model in (7) . On the other hand, relating the nuisance parametersψ to BSs and MS positions in general seems not possible.
We start the resolution of the ML DPE problem by maximizing with respect toσ 2 . A simple computation shows
Substituting this value back in (11), neglecting unnecessary constant terms, and considering a monotonic transformation of the log-likelihood function, we obtain the equivalent function
and the ML direct position estimator reduces tô
Clearly, minimization of (13) with respect to a specificγ i ∈ C is equivalent to minimization of the term
Substituting back in (13) leads to (16) is parametrized as function of the MS initial position p 0 and of the nuisance parameters related to the NLOS paths, that is ξ. Keeping in mind that the value ofx LOS i is uniquely determined for each position hypothesisp 0 , the computation of Px i requires the estimation of both NLOS amplitudes (β m i s) and AOAs (θ m i s). However, a direct estimation of the multipath environment from (16) is not possible in this case since, in contrast to static scenarios, the number of unknown NLOS parameters significantly increases with the observation size. To overcome this drawback, we propose to reconstruct an estimate of Px i using the following suboptimal approach: 1) estimation of the AOAs (both LOS and NLOS) for each observation i ∈ Y using the smooth-MUSIC algorithm for coherent environment;
2) adoption of an adaptive beamforming strategy that exploits a directional response of the array towards the estimated AOAs to estimate the related amplitudes.
In the following we detail such a procedure. Spatial smoothing (SS) is an effective way to decorrelate signals for some array structures [32] . In particular, the M -element ULA is divided into S virtual overlapped subarrays with each subarray composed of P < M sensors and shifted by one with respect to the previous one 3 . As a result, the full array is divided into S = M − P + 1 subarrays. Each set of subarray data is denoted by y (j) i,n , j = 1, . . . , S, and contains the P components of y i,n from j to j + P − 1, respectively. The forward-only (FO) matrix is then obtained by using the averaged sample covariance matrixR F YiYi ∈ C P ×P , which is defined aŝ
withR (j)
. Better, a forward-backward spatial smoothing (FBSS) can be employed to decorrelate the received signal in a stronger way; after that, a MUSIC approach can be used, referred to as smooth-MUSIC in this case [33] . More precisely, let J be an exchange matrix, whose elements are zero except for ones on the antidiagonal. By exploiting the translational invariance property of a(θ i ), i.e., J a * (θ i ) = e −j(M −1)ωd sin θi a(θ i ), the following forward-backward sample covariance matrix can be used in place of (17)
Considering without loss of generality the first subarray as the reference subarray, we denote its steering vector as a (1) (θ i ) = 1 e jωd sin θi · · · e j(P −1)ωd sin θi T and compute the smooth-MUSIC algorithm on the reduced-size vector.
For each observation i, let us denote byθ i = [θ 1 i · · ·θ qi i ] T the estimates obtained by the described procedure, i.e., θ s i , s = 1, . . . , q i are the directions corresponding to the peaks of the smooth-MUSIC pseudo-spectrum. Clearly, the number q i of estimated components can be different from the actual D i + 1 (LOS+NLOS); nonetheless, one can expect that if there are spurious directions due to variations in the pseudo-spectrum, insignificant amplitudes will be obtained when searching through such directions. For all such q i components, the complex amplitudes are estimated as the output of a FBSS Capon beamformer; notice that they will estimate the product of three terms:
. . , q i }, ideally close to one of the β m i -times γ i times the array gain in the look direction. We denote byα s i the overall estimated amplitudes:
with the optimum weight vector w FB ∈ C P ×1 given by [34] w FB (θ s i ) =
The vector of estimated amplitudes is denoted byα i . To reconstruct a meaningful estimate of the projection matrix for the final step of the ML estimation procedure, we need to consider that also β 0 (the component related to the LOS), although theoretically equal to 1, is estimated this way (it is one of the q i directions). Thus, in the estimated projector all components (LOS+NLOS) share the same estimate of γ i , which therefore becomes a constant that cancels out in the normalization intrinsic in Px i =x ix H i / x i 2 . Thus, up to (minor) errors due to the array gain not being perfectly equal to 1 in the look direction -to the extent of the angle estimation errors from the smooth-MUSIC -the projection matrix can be reconstructed. To this aim, the main problem remains the identification of the LOS, i.e., the association of one of the estimated directionsθ s i to the direct path, in order to separate the complementary NLOS components involved in Px i from the LOS component that is coherently processed over the whole trajectory for i = 1, . . . , K. We proceed as follows.
• For each trial positionp 0 in a grid, and based on the trajectory resulting from the velocity measurements up to time t i , we can reconstruct the trial LOS angleθ LOS i .
• This direction is compared against the estimated AOAs at i: if aθ i inθ i is found such that its distance tõ θ LOS i is less than a tolerance δ (namely, a few degrees), thenθ i is associated to the LOS; as a consequence, its estimated amplitudeα i (taken fromα i ) is used to compute an estimate of the LOS signalx LOS i =α i a(θ LOS i ) -notice thatθ LOS i is used in the reconstruction, notθ i . 
where we have remarked the dependency of the projection matrix onp 0 .
Notice that in (21) the sum is taken on the subset A(p 0 ) of indexes for which the LOS association has been performed. In fact, if inθ i there is no estimated direction sufficiently close to the coherent LOS trajectory under evaluation, obtained from a given trial pointp 0 , such i-th term is discarded from the cost function. The algorithm will keep state of the number of indexes not associated (i.e., terms discarded in the cost function) for each trial pointp 0 in the grid; once the evaluation of all points is concluded, the maximum will be taken only on the subset P of grid points with minimum number of non-associations, since the likelihood of LOS association is maximized for points close to the true one. with some misalignment compared to the true trajectory due to the measurement errors. Thus, it is expected that ã p 0 closer to the true p 0 will produce a smaller value in the cost function.
To further clarify, Fig. 3 depicts an example of possible evolution over time for the set P. The algorithm can be implemented in an on-line fashion since the association decision for past observations does not change over time.
In particular, denoting by P k the subset of grid points with minimum number of non-associations at time k, eq.
(21) can be rewritten in a recursive form as followŝ
As a final remark, we observe that the proposed algorithm intrinsically handles transmissions from multiple BS, "interleaved" in the time index i (according to the arrival time) without any additional complexity. It is only sufficient to consider for each transmission the appropriate BS position.
For the sake of clarity, the algorithm steps are summarized in Algorithm 1. Notice that, despite the algorithmic procedure is articulated in several steps, the computational complexity is limited thanks to the recursive implementation.
B. Max-power beamformer based DPE
As a simpler alternative to the algorithm above, an ad-hoc solution can be obtained by considering the expected power at the output of the beamformer. In particular, the idea is to use a compressed version of the observations
i ) T , which are parameterized as function of the look angles {θ 1 , . . . , θ K } (we stress the dependencies on θ i ) and with the optimum weight vector w FB ∈ C P ×1 given by
More precisely, for a given position trialp 0 , each look angleθ i is determined by computingp(t i ) through (8),
followed by the application of (7) . This leads tô
Such a DPE algorithm is completely different and does not exploit the knowledge of the symbols c i,n . Intuitively, it aims at measuring the amount of energy collected over time for each trial positionp 0 . In so doing, whenp 0 ≈ p 0 , the look directions would be close to the actual {θ LOS 1 , . . . , θ LOS K } and the cumulative energy will take into account the contributions of LOS paths, which contain considerably higher power than that of all the NLOS components.
However, since only a finite number of noisy samples is available, we expect that the estimated energy may exhibit significant deviations from its actual value, especially when a high number of NLOS components is present (dense multipath).
For the sake of clarity, the algorithm steps are summarized in Algorithm 2. Notice that the computational complexity is lower than Algorithm 1; as will be shown in the analysis below, this is in trade-off with the localization performance, especially in dense multipath conditions.
C. Single-path ML DPE
For comparison purposes, in this section we derive a single-path (SP) ML DPE algorithm that ignores the NLOS components. Notice that this is tantamount to considering that all multipath effects are modeled as additive white Gaussian noise, as done in [15] , [16] . However, we cannot directly take [15] , [16] as competitors since they are for stationary, not mobile nodes. For a fair comparison we thus merge the ML localization approach for mobile nodes proposed in this paper with the statistical characterization of a SP approach, that is, the received signals characterization (9) is approximated as New observation: k ← k + 1 (process Y k at t k ) 10:
Computeθ k using the smooth-MUSIC algorithm 11: for eachθ s k inθ k do 12:
Compute beamformer weights w FB (θ s k ) using (20) 13:
Computeα s k using (19) 14:
end for 15: for eachp 0 ∈ P 0 do 16:
Computeθ LOS k using (7) and (8) 17:
for eachθ s k inθ k do New observation: k ← k + 1 (process Y k at t k ) 8: Computeθ k using (7) and (8) 9:
Compute beamformer weights w FB (θ k ) using (23) 10:
11:
for eachp 0 ∈ P 0 do 12: 
where, again, for a given position trialp 0 the resulting trial LOS directionsθ i , i = 1, . . . , K, are obtained from the application of (8) and (7) . The maximum of (26) with respect toσ 2 SP is given bŷ
Substituting this expression back in (26) , neglecting unnecessary constant terms, and considering a monotonic transformation of the log-likelihood, we obtain
It is a simple matter to show that maximization of (28) with respect to a specificγ i ∈ C is solved bŷ
Substituting these maximizing values back in (28) , the final ML DPE is obtained aŝ
IV. SIMULATION MODEL AND RESULTS
In this section, we analyze the performance of the proposed algorithms by means of simulations. We consider a MS equipped with a M = 64 element ULA, running the proposed localization algorithms, and different test scenarios with one or more BSs that broadcast signals with a rate R BS = 10 Hz. To simulate a realistic environment, we model several phenomena and non idealities that can be found in real contexts. It is worth remarking, thus, that the performance assessment is carried out in a simulation environment that is not matched to the design assumptions of the proposed algorithms. We consider the root mean squared error (RMSE) as performance metric, estimated based on 1000 Monte Carlo trials.
A. Simulation model
In the following, we give a detailed description of the models adopted for the simulation. 2) Channel model: We assume a carrier frequency f c = 5.9 GHz and a transmit power P T,dB = 18 dBm 4 . The wireless propagation is modeled according to [29] ; in particular, the path loss at distance d from the transmitter is obtained by the well-known formula L P L,dB = 10η log 10 d d 0
with path loss exponent η = 4 and d 0 = 1 m the reference distance. According to the experimental campaign conducted in [35] , we set the channel parameters B c = 250 kHz and B D = 512 Hz, which represent a harsh multipath environment.
Following the Clarke's model [36] for a MS moving in dense multipath environments, we assume that the NLOS contributions can arrive at the receiver from all directions, uniformly distributed in the space, i.e., θ m i ∼ U(0, 2π). Each complex multipath coefficient can be expressed in terms of β m i = a m i e jϕ m i with a m i the amplitude of the m-th NLOS component and ϕ m i = 2πf c τ m i the phase shift related to the time delay τ m i , respectively. Following [29] , we model ϕ m i ∼ U(0, 2π), while the multipath amplitude a m i is chosen according to a deterministic power delay profile (PDP) P (τ m i ), which accounts for the propagation loss as function of the time delay τ m i . In this work, we have chosen P (τ m i ) as an exponential decaying function of τ m i , i.e. P (τ m i ) = e −τ m i /στ (32) with σ τ = 677 ns denoting the channel RMS delay spread, set according to [35] .
To take into account severe LOS obstructions, 10% of the links are randomly assigned to the NLOS class, while we recall that all algorithms assume there is always a direct path. As for the symbols, we assume a QPSK constellation for generating the random sequence c i,n , i = 1, . . . , K, n = 0, . . . , N − 1.
3) System parameters:
We set the observation period T obs = T c = 325 µs, with T c the channel coherence time obtained from the assumed Doppler spread B D 5 . As a consequence, the number of finite samples that can be collected for each observation is N = 16, which corresponds to a signal bandwidth B from 25 to 50 kHz according to the choice of the roll-off factor α RRCR . In Appendix we report the exact computation of such values, which shows the existence of system parameter settings such that all the assumptions given before (1) (flat and slow fading) are jointly satisfied.
4) Competitors:
As concerns the competitors, we consider the SP ML algorithm -which we recall can be considered as an extension of [15] , [16] to the mobile case, for a fair comparison -and we implemented a modified version of the WLS proposed in [3] , which is an indirect position estimator (IPE). More precisely, we replaced the MUSIC algorithm (inapplicable here) with the smooth-MUSIC, followed by the application of the beamforming to estimate the LOS direction as the angle associated with the strongest output power.
B. Localization based on single Base Station
The first analyzed scenario is a minimal situation involving only the MS and a single BS initially distant 60 m. The MS moves towards the BS and crosses it after about 5.25 s, as shown in Fig. 4a . The RMSEs of the MS position estimates for the different algorithms in the case D i = 10 are reported in Fig. 4b (solid lines) . As it can be seen, the ML-based DPE algorithm initially exhibits a relatively high error, which however immediately starts to decrease as more measurements are available. Interestingly, the RMSE abruptly drops between 4 and 5 s, exhibiting values below one meter and thus outperforming all the other methods. In fact, the proposed ML-based DPE algorithm is able to consistently exploit the additional information progressively available to correctly identify the most probable initial positionp 0 , thanks to a more and more accurate reconstruction of the unknown optimal projector P xi . Notice that the performance are still remarkable also for the challenging case D i = 25 (dashed lines with markers), with only a slightly longer settling time.
The localization capability of the simpler Max-power DPE algorithm is also interesting, at least for non-severe multipath conditions. More precisely, we can observe that the RMSE tends to decrease as the MS approaches the BS (except for the short period corresponding to AOAs close to 90 degrees), stabilizing around values of error close to 2 or 3 m, depending on the multipath level. From this behavior it can be deduced that, as long as the multipath environment is not severe, the Max-power DPE can be a valid simpler alternative to the ML-based DPE.
Conversely, the single-path ML-based algorithm exhibits unsatisfactory performance, meaning that the effects of multipath cannot be neglected in the considered scenario.
As regards the competitor WLS IPE, the results clearly show that its performance is totally unacceptable even under milder multipath conditions with a gap of more than 600% compared to the proposed ML-based DPE. This result is in agreement with the generally worse performance of IPE approaches compared to DPE ones, already observed in the literature (as discussed in Sec. I).
C. Localization based on multiple Base Stations
When more BSs are available in range, the performance generally improve but, remarkably, the gain for the proposed ML-based DPE is dramatic. Indeed, by considering just two BSs instead of one (in particular, one BS is still at 60 m while a second one is at 20 m) the RMSE immediately drops to sub-meter accuracy, also for severe multipath conditions, as shown in Fig. 5b . Conversely, for D i = 25 the single-path ML-based and Max-power algorithms show almost flat performance over time, meaning that, due to the dense multipath, they are not able to take advantage of the additional information collected during the motion. It is though worth noticing that for D i = 10 the Max-power algorithm has quite good performance, although it requires a large number of measurements to attain 1-meter accuracy.
To conclude the analysis, we show the performance of the algorithms when the minimal value for the number of antennas M is considered. Specifically, given a value of D i , we recall that the theoretical minimum number of antennas to make the problem well-posed is obtained considering S = (D i + 1)/2 subarrays, each of length P = D i + 1 [34] ; this leads to M = 16 and M = 38 for D i = 10 and D i = 25, respectively. The obtained results are reported in Fig. 6 . Remarkably, the proposed ML-based DPE algorithm still exhibits the best performance.
Again, for dense multipath, the RMSE of the competitors has a floor due to the fact that such algorithms are not able to get rid of the interfering NLOS paths.
V. CONCLUSION
In this work, we have designed a low complexity and fully adaptive DPE algorithm for localizing a mobile node in presence of dense multipath. Our solution is based on the ML approach and exploits the training sequence of a narrowband radio signal. The algorithm employs an adaptive beamforming technique to reconstruct an estimate of the optimal projection matrix, which is then used to project the received signal over a subspace orthogonal to the multipath. Furthermore, it takes advantage of a simple and effective LOS association method to identify the most probable MS initial position, hence achieving an integration gain over time. A simpler alternative which maximizes the expected power at the output of the beamformer is also provided. The performance assessment has been 
APPENDIX
In this section, we conduct an analysis aimed at determining a possible choice of the system parameters T obs and B such that all the assumptions before (1) are jointly satisfied.
We first analyze the MS mobility to identify a time interval, referred to as T sta , in which it is possible to reasonably assume that the multipath environment remains practically unchanged. By constraining the variation of the steering vector a(θ LOS i ) to be lower than a predefined threshold κ over a finite interval [t i , t i + ∆T ], we obtain
where θ LOS i+∆T is readily determined from the computation of p(t i+∆T ) through (8), followed by the application of the geometric model in (7) . We consider a linear trajectory at a constant velocity of 50 km/h, which is the maximum speed considered in the simulations hence represents a conservative choice. Solving the constrained problem in (33) for κ = 0.01 allows us to determine the value of T sta such that the maximum variation of a(θ LOS i ) due to MS mobility does not exceed 1%, i.e., it is practically negligible. Notice that the entity of the variation strictly depends on the nonlinear relation between p(t i ) and θ LOS i , as given in (7) . Therefore, two different cases have been analyzed: i) the MS is 100 m far from the BS; ii) the MS is 20 m far from the BS. The resulting value of T sta is 122 ms in the first case and 6 ms in the second case, respectively. As it can be noticed, the variation is much higher for closer distances, as direct consequence of the nonlinear increase of θ LOS i as the MS approaches the BS. However, the values of T sta are significantly greater than the channel coherence time T c , meaning that this latter represents the most stringent constraint.
By jointly considering all the assumptions discussed in Sec. II, we obtain the following set of constraints
In Fig. 7 we draw the values of the sampling interval T as function of the bandwidth B satisfying all the conditions in (34) . As it can be observed, T is much lower than the channel coherence time T c for all the possible values of roll-off α RRCR . Moreover, it should be noticed that different values of α RRCR give rise to different ranges of allowed 
