Abstract. We present a concept of lower generalized order statistics. With this definition we give recurrence relations for single and product moments of lower generalized order statistics from the inverse Weibull distribution.
Introduction
The concept of generalized order statistics was introduced by Kamps (1995) . A variety of order models of random variables is contained in this concept. DEFINITION 1.1 [1] . Let n e N, k > 1, m € R, be parameters such that 7r = k + (n -r)(m + 1) > 1, for all 1 < r < n.
By generalized order statistics from an absolutely continuous distribution function F with the probability density function (pdf) / we mean random variables n, m, k),..., X(n, n, m, k) having joint density function of the form n-1 n-1 = *( II T, -) (II* 1 -F(s,)r7(x,))(i -n*«))*-1 /^«)
3=1 i=1
Key words and phrases: sample, order statistics, moments, product moments, k-th lower record values, generalized order statistics, inverse Weibull distribution, inverse exponential distribution. The marginal density of the r-th generalized order statistic is given by Note that for m = 0, k = 1 we obtain the joint pdf for the ordinary order statistics, and when m --1 we get the joint pdf of the k-th lower record values.
In the sequel we shall need the pdf of (X'(r,n,m,k),X'(s,n,m,k)), r < s, namely
We shall also take X'(0,n,m,k) = 0. From (1.1) we see that the pdf of the r-th lower generalized order statistic is given by 
Relations for single moments
Using (1.3) and (1.5) we obtain the following recurrence relations for single moments of lower generalized order statistics from the inverse Weibull distribution (1.4). r -1, n, m, k)y +1 -E(X'(r, n, m, k) 
E[X'{r,n,m, k)} j + T+1 tO t •y = -jf [E(X'(
3 + J- (r-1)! = J^f [E(X'(r -l.n.ro, fc)) i+1 -E(X'(r,n,m,k)y +1 } .E[X'{r,n,a-l,a)] j+T+1 = [E(X'{r _ i, ro> a _ i, a))J+i -E(X'(r,n, a -1, a))' -+1 ].
Relations for product moments
Using (1.2) and (1.5) we get the following recurrence relations for product moments of generalized order statistics from the inverse Weibull distribution. 
and for r + 1 = s
Proof. We note that for 1 < r < s -2 and i,j -0,1,2,..., By analogy with previous expressions for r = 1 we have recurrence relations for the inverse exponential distribution, when m = 0,fc = a-n-lwe get Stigler statistics and for m -a -1, k = a the sequential order statistics.
