Objective: The performance of human operators acting within closed-loop control systems is investigated in a classic tracking task. The dependence of the control error (tracking error) on the parameters display gain, k display , and input signal frequency bandwidth, f g , which alter task difficulty and presumably the control delay, is studied with the aim of functionally specifying it via a model.
IntroductIon
Driving a car, operating a construction machine, navigating a ship, or piloting an airplane are all typical cases in which the human operator is an integral component of the overall control system (Craik, 1948; McRuer, Allen, Weir, & Klein, 1977) . Thus, human control contribution is essential for the overall performance and, consequently, an appropriate human-machine interface design represents a key factor for optimal human-machine cooperation. Thus, it is not surprising that human performance in executing control tasks within control systems was and is an intensively investigated topic. It was mainly studied via tracking of a visual target with a hand-operated cursor, as shown in Figure 1a (e.g., Elkind & Sprague, 1961; Miall, Weir, & Stein, 1985; Roerdink, Peper, & Beek, 2005; Van Doorn & Unema, 2005) as well as in smooth pursuit eye movements (e.g., Voss, McCandliss, Ghajar, & Suh, 2007; Maioli, Falciati, & Gianesini, 2007) , whereby the eyes have to follow a moving target. Basically, control performance of a human operator and his or her capability of visuomotor adaptation (Reed, Liu, & Miall, 2003; Engel, Anderson, & Soechting, 2000) are usually evaluated by analysis of the control error Δx (tracking error) and the control delay Δt (Figure 1a ), both representing time domain parameters.
Another way to describe human tracking behavior is given by frequency domain analysis: The operator is modeled as the controller within a feedback loop, and the controller is characterized by a spectral transfer function. This approach is very simple and effective if only two parameters are used: a general gain k and a constant delay T of the controller. Such a simple concept is used by the so-called McRuer crossover model (McRuer & Krendel, 1957) , originally applied in the design of aircraft control systems (Figure 1b) . This model allows one to distinguish between various styles of tracking behavior that cannot be discriminated simply by the mean control error Δx; for example, a large Δx might be caused either by fast but oscillatory tracking (underdamped system) or by very sluggish tracking without oscillations -a so-called overdamped system (Jagacinski, 1977; Jagacinski & Flach, 2003) . The basic importance of the delay of a human operator in control tasks was already stressed by Craik (1948) in his basic work: "The first and most marked feature of cerebral process is its time lag or 'central delay. '" For experimental control system analysis, the closed-loop transfer function is usually manipulated by, for example, modifying the feedback branch gain (parameter k displacement in Figure 1c ) while cursor displacement gain (parameter k display in Figure 1c ) in the forward branch remains constant (Buck, 1980; Ferrel, Leifflen, Orliaguet, & Coello, 2000; Seidler, Bloomberg, & Stelmach, 2001) ; as well, the feedback signal can be artificially delayed (Foulkes & Miall, 2000; Sarlegna, Baud-Bovy, & Danion, 2010; Stepp, 2009; Wolpert, Miall, Winter, & Stein, 1992) by inserting t delay ( Figure 1c ). An inserted t delay initially causes an increase of the mean control error; however, as the experiment progresses, the initial decrease in performance is diminished after some adaptation period (Foulkes & Miall, 2000; Miall et al., 1985) .
The gain analysis reveals similar behavior: Despite differences in the control tasks and in the experimental designs, all studies have shown that manual control behavior adapts to system gain parameter k displacement changes. However, motor performance worsens in "rather lowgain" and "rather high-gain" conditions of the parameter k displacement , which leads to the generally accepted U-shaped relation between gain and control delay (Arnaut & Greenstein, 1986; Elliot, Lyons, & Dyson, 1997; Jenkins & Connor, 1949; Wickens, 1986) . Low-gain settings result in large (time-consuming) mechanical amplitudes and, consequently, in extended control delays, whereas high-gain settings require fine (slower) motor skills, resulting in increased control delays and accuracy trade-offs. Thus, distinctly increased difficulty (low-gain and high-gain settings) results in increased control delays, according to Fitts' law (Fitts, 1954) .
Another experimental approach to analyzing a closed-loop system (applied, e.g., in the crossover model studies) is to vary the excitation input characteristics while observing the resulting output, which is the control signal y C (t) in Figure 1c (McRuer, Graham, Krendel, & Reisener, 1965; Rouse & Gopher, 1977; Sheridan & Ferrell, 1974) . It is known that a tracking task becomes more difficult with increasing dynamics of an unpredictable input signal (as given with an increasing spectral bandwidth of a filtered white noise sequence; Poulton, 1974) and may cause increased human time delay, which can bear the risk of instability. Also, system dynamics were addressed, for example, in visual tracking of slow-and fast-moving discrete targets (Miall, 1996) , revealing that the control error was larger for the fast target than for the slow target conditions, and it is increased progressively together with the visual feedback delay (Figure 2 in Miall & Wolpert, 1996) . Furthermore, target tracking was analyzed for different spectral compositions of the input signal (Miall, 1996; Miall et al., 1985 ; y I (t) in Figure 1c and Figure 2a) , and results confirmed the performance decrease with increasing target speed. Certainly, the crossover model inspired an indepth global analysis of tracking behavior mainly focused on stability of the control loop, but these efforts did not further detail different components contributing to the resulting control error.
A step toward greater detail with regard to the control error composition leads to the stage sequence "perception-cognition-action" (the socalled PCA-loop; Gottlieb, 2007) , which must be continuously executed during tracking, and each stage within this sequence requires some time for task processing. For a visuomotor task, the retina introduces a delay of 50 to 70 ms, and the motor output component accounts for approximately 70 ms (composed of the neural transmission of 40 ms and the muscle electromechanical delay of 30 ms; Cavanagh & Komi, 1979; Miall & Wolpert, 1996) . Thus, a tracking system itself includes some response delay attributable to causality in sequential processing, which in turn causes a control error, as already discussed (Wickens, 1992, p. 458) .
Basic conclusions from all these reports are that (a) there is an upper tracking performance boundary in the input signal dynamics and (b) the larger the exogenous delay t delay of the visual feedback, the larger the control error Δx will be (Foulkes & Miall, 2000) .
The present investigation focuses on specifying the control error sources. Based on the previous reports in literature, the following novel three-component model of control error Δx can be hypothesized: The overall control error Δx represents the sum of (a) the delay-induced component, (b) the demand-based component for the control processing (which is determined by accuracy trade-offs of the human operator in general), and (c) the human tracking-limit component (i.e., the operator simply does not try to track when the input signal dynamics exceeds an upper frequency limit f crit ). This human tracking-limit component is certainly determined by individual factors; however, it is also dependent on the kind of the input signal; f crit is constrained by the randomness of the input signal, thus f crit will be higher for tracking a single (predictable) sine wave (Poulton, 1974) . In principle, this error model is compatible with the previously (Etschberger, 1973 (Etschberger, , 1975 proposed two-component error model suggesting (a) a linear component related to the frequency transfer function of the control loop and (b) a nonlinear component reflecting some internal noise, which proved to be uncorrelated to the input signal y I (t). (A similar model was supposed by McRuer, 1980 .) The linear component of that model can be associated with the control delay Δt, since a simple delay element can be approximated by a linear transfer function (as done in the crossover model). The uncorrelated nonlinear component suggested by Etschberger (1973 Etschberger ( , 1975 , however, is now divided into the demandbased component and the additional humanboundary component (as mentioned in the previous paragraph), which would be correlated to the input signal; thus, a three-component error model follows. This hypothetical error model for tracking tasks presented in this article was tested with the use of noise input signals of different upper-frequency boundaries f g and different display gains k display .
Method Participants
Participants were 10 right-handed healthy men and women (5 females, 5 males; between 21 and 31 years of age); they had normal or corrected-to-normal vision and no signs or history of any neurological disorder. Participants, naive of the experimental hypothesis, volunteered to serve in the study and gave their informed consent according to the International Ethical (t) also depend on the actual control signal amplitudes, and they range up to extremes of ±20°, causing saturation because of the display range of ±11°; these phases, however, cover less than 5% of the tracking experiment duration, and thus they do not affect the basic results.) Using DIADEM software, we calculated y D (t) in real time with a sampling rate of 1 kHz; it was interfaced to the setup via an I/O card (NI DAQCard™-6024E).
The joystick was a two-axial (although only one direction was used), continuously operating, almost frictionless industrial joystick without spring return and damping; that is, a proportional operation was assumed. As in previous experiments (Etschberger, 1973 (Etschberger, , 1975 , the differential method of signal tracking (Figure 1c ) called compensatory tracking was chosen in contrast to pursuit tracking, depicted in Figure 1a (Strasser & Platzer, 1972) . It provides the advantage of keeping the visual events in the central screen area, avoiding boundary effects and scanning eye movements to a large extent.
Each participant performed 16 trials (each approximately 3 min in duration) with different input signals y I (t) and f g and k display as parameters (k display ranged between 0.25 and 4.0), using the dominant hand for joystick control. This set of trials was split into two sessions to prevent fatigue; the sequence of the parameter pairs (k display /f g ) was randomized to prevent adaptation. Prior to starting the first experimental session, all participants performed as many practice trials as they considered necessary (usually 2 to 3) to reduce initial learning effects and to familiarize themselves with the experimental setup.
data Analysis
The input signal y I (t), the control signal y C (t), and the differential signal y D (t) (also known as "control deviation") were available as time series for offline data evaluation. Following the rationale of linear control theory (Paul, 2004) , the mean square error,
MSE y t y t dt
was calculated for the different parameter settings with T as the observation period. In previous works (e.g., Etschberger, 1973) , this mean square error (MSE) and the root mean square error RMSE = MSE served as appraisal criteria of the feedback control. The control delay Δt between input and control signal was analyzed with the use of correlation techniques. The mean control delay Dt can be estimated as D  t by the so-called lag ϑ of the maximum of the cross-correlation function R IC (ϑ) between input y I (t) and control signal y C (t) (Etschberger, 1973 (Etschberger, , 1975 :
General observations
Typical raw tracking data are displayed in Figure 2a Figure 2b shows the amplitude distribution of y D of a single participant; it roughly shows a Gaussian shape, and its 95.4th percentile (which corresponds to two standard deviations in case of a normal distribution of y D amplitudes) results to 13.4°, which is 4 times the value as determined for k display = 1.0. In Figure 2c , however, the actual control errors are pooled for all 10 participants. The similarity of the histogram of a single participant and that of the results pooled across all participants demonstrates the homogeneity of the data within the group.
time lag (control delay)
The most striking observation, shown in Figure  2a , is the time lag Δt of y C (t) with respect to y I (t), which is intrinsic to human operators. In principle, the perception-to-action delay Δt of humans can be compensated in the diagram if the delay Δt is known. D  t can be estimated according to Equation (3) to construct the "delay-compensated" . This finding indicates some upper boundary of the participants' performance, since their tracking does not really seem to correspond to the target movement. Figure 4 illustrates that at least some part of the mean square error can be expected from the intrinsic time delay Δt characterizing human operators. We determined this component, MSE t , by simulating an ideal human operator who introduces only a human time lag Δt, formally described by y , which means that the basic control behavior of the human operator is independent of the specific experimental conditions, as long as the task complexity (in our study, given by f g ) does not exceed the operator's performance limit. Obviously, this "overload" occurs at some initial frequency 0.8 Hz ≤ f crit < 1.2 Hz. Therefore, the operator's tracking behavior will not match the estimation procedure of Equation (6) for the , which is now reasonable in contrast to the theoretically impossible negative value of MSE op (f g = 1.2 Hz) obtained through simple control error splitting, according to Equation (6) and presented in Figure 5a .
dIScuSSIon
The data reported here fit to previous findings on human tracking behavior; in particular, the results reaffirm that the transfer function of the human tracking control loop is limited to approximately 1 Hz (Etschberger, 1975; Knight, 1987) , which is also in line with the reported Nyquist frequency f c of around 1 Hz based on the crossover model (McRuer, 1995) . First and foremost, however, the data lend support to the threecomponent error model presented here, namely, that the control error of a human operator can be divided into (a) a delay-induced component, (b) a demand-based component for the control processing (which is determined by accuracy trade-offs of the human operator in general), and (c) a human tracking-limit component.
display Gain and time lag
In the investigated range of display gain, small display gains k display required a longer control system acting time indicated by a longer time lag (Figure 3a) . Small display gains lead to small and less distinctive target movements-thus impeding visual perception and, in turn, increasing the visuomotor coordination time, since the visuomotor system supervises the performed tracking (Holst & Mittelstaedt, 1950) . Another reason for the larger time lag for smaller display gains can also be the so-called error dead zone (Wolpert et al., 1992) . This term indicates a critical displacement threshold that the control deviation must exceed before the human operator will perform correcting movements to compensate for the deviation (Joiner & Shelhamer, 2009; Reed et al., 2003) . It can be speculated that this dead zone size corresponds to the residual tracking MSE op shown in Figure 5b .
Further Support for the threecomponent Model of the control error (tracking error)
The mean square error (and RSME) of the control error Δx (shown in Figure 3b ) characterizes human tracking performance. As previously reported (Etschberger, 1973) , the flat, almost horizontal mean square error curves (Figure 3b) indicate that human tracking performance is almost independent of various k display values; as the required manual movement is also independent of k display because of constant k displacement , only the perceptual process differs since changed display gains result in different target movement velocities. However, the target movement velocity range used is beyond any perceptual limits because of the high contrast (7) ( 8) target (Burr & Ross, 1982; Campbell & Maffei, 1981) . Hence, the control error (Figure 3b) as well as the control delay (Figure 3a ) strongly depends on the input signal bandwidth f g , which reflects the characteristic behavior of the total control loop (i.e., of both perception and action) engaged in the tracking task and confirms previous reports (e.g., Wickens, 1986) .
When the observed score of the mean control error reached the score obtained for y C = 0 (i.e., no joystick feedback), the performance limit appears to have been reached as well. In fact, participants tended to MSE ≈ 27(°) 2 and RMSE ≈ 5. This aspect is further supported by a pilot experiment that involved the following experimental technique: If some higher-frequency components of the input signal y I (t) are not further represented in the response y C (t) (i.e., the human operator acts as a filter), then such low tracking performance attributable to higherfrequency components should not be observable when reusing such a recorded control signal y (Figure 8c) . This observation again strongly supports the assumption that frequency components f > 0.8 Hz of the input signal were not included in the perception-action response of the operator. It also affirms the existence of a human tracking-limit component of the overall control error Δx.
A Flash-like epilogue on conceivable Applications
Better understanding of human tracking behavior as well as its limitations can support the optimizing of human-machine interface designs. The knowledge of the upper performance limit is important when a human operator should control a system whose natural frequency exceeds f crit of the operator and thus the operator will not be able to perform the job successfully. The worst case would be when this limitation leads to instability of the system; to avoid this case was the original motivation for the investigations of McRuer (McRuer & Krendel, 1957) . A direct application of such a lab tracking experiment (as described in this article) can be found in remote-controlled vehicles, such as robotic rovers or unmanned aerial vehicles. The most popular tracking task, however, is the steering of a vehicle like an aircraft or a car; nevertheless, there are also other tracking situations, such as controlling the load of a crane when moving it around obstacles, as described in a very recent report (Potter & Singhose, 2013) . In all those cases, the controlled system can enter an oscillating state whereby the oscillating frequency can exceed f crit . It was shown that an input shaping of the operator's command signal to the plant leads to suppression of those oscillations and to improved tracking performance (Khalid, Huey, Singhose, Lawrence, & Frakes, 2006) ; this input shaping suppresses higher-frequency components not supporting the control, which basically links to our result of the third error component.
concluSIon
As early as 1947, Craik described interference between control error and response time: "the periodic . . . nature of the time-record of tracking errors, showing a spectrum with a predominant frequency of about 0.5 sec with a smaller cluster of frequencies from 0.25 to 1 sec" (Craik, 1947, p. 56) . The present study revives this theory and suggests This result leads to the assumption that the unpredictable signals effectively tracked by human operators are of a bandwidth that is less than f crit when 0.8 Hz < f crit ≤ 1.2 Hz. The questions of whether this limitation can generally be shifted through training or whether predictable signals (e.g., while steering a car along a wide curve) can be better tracked given reduced control delays are left open as further topics of upcoming research. Another important question for application is whether "overload information" (i.e., spectrum > 0.8 Hz) leads per se to a longer control delay Δt because of the additional cognitive load and, consequently, to reduced tracking performance; if so, the information presented to the operator should be restricted to the useful frequency range. Our data, in line with the reports on input shaping (Potter & Singhose, 2013) , show some indication of this finding ( Figure 3a) ; however, final conclusions require further experimental efforts. In particular, the inclusion of typical plant transfer functions in this research can bridge lab results and their applications.
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key PoIntS
• Human tracking performance is dependent on the target movement dynamics but almost independent of the display gain factor.
• The known interference between the control error and the control delay is reinvestigated. • A novel model for the control error (tracking error) is presented that comprises (a) a delay-induced component, (b) a demand-based component, and (c) a human tracking-limit component.
• There is an upper tracking performance boundary:
The transfer function of the human tracking control loop is limited at around 1 Hz.
• Authors of future studies should investigate the influence of training on this limitation, that is, whether possible reduction of control delay, and, subsequently, of control error helps humans in dealing with predictable signals.
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