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систеМний аналіЗ у проГноЗуванні 
вЗаєМопов’яЗаних випадкових 
проЦесів
У роботі звертається увага на необхідність застосування в даний час системного аналізу 
в прогнозуванні взаємопов’язаних випадкових процесів, на необхідність націленості на ство-
рення системних методологій в задачах прогнозування і на необхідність системних досліджень 
проблеми структурної ідентифікації математичних моделей прогнозування взаємопов’язаних 
випадкових процесів.




У роботі звертається увага на необхідність застосу-
вання системного аналізу, як найбільш конструктивного 
прикладного напрямку серед інших системних напрям-
ків, у прогнозуванні випадкових процесів. В [1] дано 
визначення системного аналізу, яке досить повно відо-
бражає всі особливості даного напрямку, в тому числі 
й ті, які відрізняють її від інших системних напрямків.
2.  аналіз літературних даних і постановка 
проблеми
Аналіз літератури [2—8] дозволяє зробити висновок, 
що в міру розвитку прогностика істотно видозмінюється, 
виникають нові методологічні підходи, удосконалюються 
методи розробки прогнозів, набувають більш чітко пев-
ний вид, розширюються сфери об’єктів прогнозування, 
рівень і ефективність використання прогнозів.
В [4] наведені причини тенденції критичного ставлен-
ня до статистичної постановки проблеми ідентифікації 
взаємопов’язаних процесів, які намітилися в останні деся-
тиліття. В [6] робиться висновок про необхідність систем-
них досліджень проблеми структурної ідентифікації (СІ) 
моделей прогнозування взаємопов’язаних нестаціонарних 
часових рядів (ч. р.). В [9] пропонується методологія 
аналізу ч. р., яка являє собою складну розгалужену про-
цедуру, що включає ряд алгоритмів статистичної обробки.
3. результати досліджень
Системний аналіз покликаний дати науковий апа-
рат для аналізу і вивчення складних проблем, якою 
є і прогнозування взаємопов’язаних випадкових процесів, 
і якщо не вирішити її в конкретній практичній задачі, то 
принаймні підвищити ступінь обґрунтованості причини 
неможливості цього рішення шляхом розчленування 
проблеми на ряд підпроблем в процесі її аналізу та 
виділення підзадач, вирішення яких в даний момент 
складно з якихось причин.
Однією з найскладніших у прогнозуванні проблем 
безперечно є проблема структурної ідентифікації матема-
тичних моделей прогнозування взаємопов’язаних випад-
кових процесів. Структурна ідентифікація — це пошук 
адекватного сімейства математичних моделей (альтер-
натив) для параметричної або непараметричної іденти-
фікації. За відсутності системної методології СІ стає 
настільки важкою, що тільки дуже добре підготовлений 
розробник здатний її реалізувати у встановлені тер-
міни і з прийнятними для замовника матеріальними 
витратами для конкретної практичної задачі [10]. Для 
виходу на новий рівень досліджень у прогнозуванні 
взаємопов’язаних випадкових процесів, що дозволяє 
широко застосовувати математичний апарат, необхідно 
відшукати математичні основи СІ математичних моде-
лей. Це вимагає таких успіхів у моделюванні реальної 
СІ, такого стрибка в розумінні, який може не настати 
в осяжний період часу. В даний час ефективне моделю-
вання взаємопов’язаних випадкових процесів передбачає 
використання різних прийомів декомпозиції моделі [4].
Єдність поглядів на проблему прогнозування взаємо-
пов’язаних випадкових процесів, способи її вирішення 
досягаються на основі системних концепцій з викорис-
танням мови теорії систем. В [6] наводиться системний 
підхід до синтезу класу моделей для прогнозування 
взаємопов’язаних нестаціонарних ч. р., наводяться ос-
новні проблеми, що виникають при СІ моделей для 
прогнозування взаємопов’язаних нестаціонарних ч. р., 
серед яких основними є: визначення конструктивних 
компонент, генерація ознак, що породжуються [8], їх 
затримок (лагів) і затримок взаємопов’язаних ч. р., які 
здійснюються різними евристичними методами [8]; по-
будова простору ознак, вибір ознак, які найкращим чи-
ном дозволяють розрізняти кластери, і вибір алгоритму 
автоматичної кластеризації навчальної вибірки, тощо.
Для дослідження та аналізу проблеми СІ необхідно 
залучення фахівців, які володіють фундаментальними 
знаннями, і крім цього, мають міждисциплінарне мис-
лення. У першу чергу це фахівці в галузях математики, 
фізики, логіки, теорії управління, обчислювальної мате-
матики, економіки, соціології, психології, історії матема-
тики, герменевтики, системного аналізу, тощо, що мають 
значний практичний досвід реалізації проектів відповідних 
областей, пов’язаних з поняттям «ідентифікація» [5].
Створення автоматизованих систем є невід’ємною 
частиною серед завдань системного аналізу. У доку-
ментах Р 50-54-104-88 і ГОСТ 34.601-90 вказані ста-
дії і етапи створення гнучкої виробничої системи та 
МатеМатическое Моделирование — прикладные аспекты
19Technology audiT and producTion reserves — № 5/4(13), 2013
ISSN 2226-3780
автоматизованої системи відповідно. За аналогією з [10] 
задається набір робіт зі створення автоматизованої си-
стеми прогнозування взаємопов’язаних випадкових 
процесів (АСПВВП), який складається з семи стадій: 
формування вимог до АСПВВП; розробка концепції 
АСПВВП; розробка і затвердження технічного завдан-
ня (ТЗ) на створення АСПВВП; технічний проект; ро-
боча документація; виготовлення компонентів АСПВВП; 
введення в дію АСПВВП.
 
рис. 1. Схема перших двох стадій з набору робіт зі створення АСПВВП
У рамках СІ в цілому має місце домінування цінності 
творчих здібностей людини (інтуїція, життєвий досвід, 
здоровий глузд) над цінністю сучасного теоретичного 
знання. Так у запропонованій в [9] методології аналізу 
ч. р. на окремих етапах вибір чергової розрахункової 
процедури не може бути формалізований і повинен ви-
значатися людиною-дослідником за результатами попе-
реднього етапу. 
В той час, як традиційно починали зі спрощеної фор-
ми подання математичної моделі і розвивали її у міру 
необхідності до досягнення необхідного рівня точності 
прогнозування, в системному аналізі, в системному під-
ході навпаки аналіз ведеться від системи до елементів, 
від складного до простого. Ієрархічна модель служить 
основою опису багаторівневих систем, дозволяє ввес-
ти структуру і взаємозв’язки в безлічі взаємозалежних 
процесів.
Таким чином, вирішується двоєдине завдання — кон-
цепція систем використовується як при створенні апа-
рату прогнозування, так і в описі і формалізації об’єкта 
дослідження.
4. висновки
1. Таким чином, сьогодні існує актуальна потре-
ба створення наукомістких методологій для пошуку 
рішень в задачах прогнозування, що містять умови, 
які важко формалізуються, і високі вимоги до якості 
прогнозів. Сучасні програмні засоби дозволяють здійс-
нювати практично будь-яку наукомістку методологію 
пошуку рішень практичних завдань прогнозування. 
2. У дослідженнях, присвячених проблемам СІ моде-
лей у прогнозуванні, істотна увага повинна приділятися 
врахуванню людського фактора.
3. Завдяки розвитку ЕОМ і методів математичного 
моделювання, серед яких широке застосування отриму-
ють різні декомпозиційні методи і моделі, однак які не 
строго математично обґрунтовані, для моделювання та 
прогнозування взаємопов’язаних випадкових процесів, 
необхідні системні дослідження проблеми СІ моделей 
прогнозування, та залучення фахівців, які володіють різ-
номанітними відповідними фундаментальними знаннями.
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систеМный аналиЗ в проГноЗировании 
вЗаиМосвяЗанных случайных проЦессов
В работе обращается внимание на необходимость приме-
нения в настоящее время системного анализа в прогнозирова-
нии взаимосвязанных случайных процессов, на необходимость 
нацеленности на создание системных методологий в задачах 
прогнозирования и на необходимость системных исследований 
проблемы структурной идентификации математических моде-
лей прогнозирования взаимосвязанных случайных процессов.
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