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Abstract 
A direct analysis in real time mass spectrometry method was developed and 
validated for the analysis and quantitation of sugars that would be generated from 
pretreated and hydrolyzed switchgrass. This research aspect can be divided into two 
sections: 
i) Literature Review: A review is presented on the status of energy security and how 
biomass and biofuels can be utilized as a source of transportation fuel. To this end, 
biomass (specifically switchgrass) can be broken down by pretreatment methods 
and then enzymatically hydrolyzed to simple sugars. These sugars can assist with 
algae growth that can eventually be converted into biofuels. Direct Analysis in Real 
Time Mass Spectrometry (DART-MS), an ambient mass spectrometric method 
described in this study, can readily analyze these generated simple sugars. 
ii) Optimization of DART-MS for the quantitation of glucose: Being the first study 
to use DART-MS to quantify sugars, the DART-MS instrumental parameters, such 
as gas heater temperature, helium pressure, linear rail speed, distance of DART 
source from the mass spectrometer orifice, and the grid voltage were varied to 
determine the optimal ionization conditions for sugar standards. Reproducibility 
experiments were performed to determine the robustness of the method. For 
quantification experiments, a dynamic linear range was developed using sugar 
standards in matrix-free solvents with the use of internal standards.  
vi 
 
iii) Validation of the DART-MS method for quantitation of six-carbon sugars in 
saccharification matrix: Validation of the DART-MS method was performed to 
determine the limits of detection/quantitation, investigate matrix effects with 
respect to instrumental signal suppression when matrix-diluted standards were used, 
and perform recovery studies for accuracy and precision.  Statistical analysis was 
used to compare calibration curves and recovery results generated from matrix–free 
and matrix–diluted sugars standards.  
The resulting DART-MS method for glucose analysis was found to be precise, fast, and 
robust for the quantitation with saccharification samples. Since DART-MS requires little 
to no sample preparation, this technique becomes an attractive option and could be the 
choice in the quantitation of sugars for biofuel advancement. 
 
KEYWORDS: Biomass, Switchgrass, Biofuels, Lignocelluloses, Saccharification, Direct 
Analysis in Real Time, Mass Spectrometry 
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CHAPTER 1 
 
INTRODUCTION 
 
1.1. RESEARCH OBJECTIVE 
 It is now widely accepted that use of fossil fuels is unsustainable resulting from 
diminishing resources, uneven geographical distribution reserves, and accumulation of 
greenhouse gases in the atmosphere proposed to contribute to climate change. To achieve 
environmental and economic sustainability, the search for new and/or renewable sources 
of energy as a substitute for petroleum, coal, and natural gas in the current energy system 
is inevitable. The new sources of energy should have the potential of effectively replacing 
fossil fuels in the current energy production system, be renewable, well distributed 
around the globe, and not contribute to the accumulation of greenhouse gases in the 
atmosphere. In this respect, natural and renewable resources such as solar energy, 
hydroelectric power, wind, geothermal activity, and biomass are candidates that meet 
these requirements.  
 Being ubiquitous, biomass has spurred enormous research into its possible use as 
a source of fuel. Switchgrass, a native grass to Central and North America, has been 
chosen as the biomass model energy crop from its unique characteristics: its perennial 
nature which reduces management intensity and less consumption of energy and 
agrochemicals, high cellulose content and less lignin as compared to other woody crops, 
its soil and wildlife enhancement, adaptability to grow well in poor soils, and the general 
familiarity with its production processes. The resistance to degradation that protects the 
2 
 
organism from the elements has become the biggest huddle in its utilization as a 
precursor for biofuel production. However, technologies have been developed for 
conversion of the sugar polymers (which are formed as a result of photosynthesis) into 
simple sugars that can further be converted into biofuels. The effectiveness of biomass 
degradation is gauged by the quantity of sugars produced after conversion. The research 
presented shows the development and validation of a fast and reliable method for the 
quantification of six carbon sugars obtained from switchgrass after initial pretreatment 
and subsequent enzymatic hydrolysis.  The sugars thus obtained can be fed to 
heterotrophic algae for the production of oil, which can be processed into biodiesel and 
used to supplement or ultimately replace fossil fuels. In this respect, this study is geared 
towards advancement of biofuels production from initial utilization of biomass.  
 
1.2. THE NEED FOR CONSTANT ENERGY SUPPLY 
 An adequate, affordable, and reliable supply of energy is the lifeblood of our 
modern society.
1
The fabric of the current economy is dependent upon the questionable 
supply of fossil fuels. Recent available data of world energy consumption indicates that 
society still remains highly dependent on fossil fuel at the present time.
2
  These fossil 
fuels are used to provide energy for various sectors of society (i.e., residential, 
commercial, industrial, transportation, and electric power), however; the transportation 
sector is the largest and fastest growing energy sector responsible for almost one third of 
the energy consumed in the world.
3
 To achieve a sustainable economy, a constant supply 
of energy to meet the ever-increasing demand is a fact that needs to be addressed. The 
following details a comparative perspective on the demand and supply of energy. 
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1.2.1. Energy Demand and Supply  
 The demand for the provision of energy is increasing worldwide and will continue 
to rise due to rapidly rising human population and modernization trends across the globe.  
In the United States alone, 85% of the energy needs in 2008 were met primarily by the 
use of non-renewable resources.
4
 In the same period, 80% of the energy consumption in 
the European Union comprised of non-renewables.
5
 These non-renewable resources 
comprise of materials such as petroleum, natural gas, coal, and fissionable materials 
(uranium), all of which are only available in a finite supply. More recent data indicate 
that a staggering 86.7% of the United States energy needs are being met by the 
consumption of non-renewable energy sources
6
 consisting of 35.3% provided by 
petroleum, 23.4% by natural gas, 19.7% by coal, and 8.3% by nuclear power.  Currently, 
only 7.7% of energy needs are being met with renewable energy sources. This is an 
overwhelming realization considering that the earth has a limited amount of non-
renewable sources and if other suitable energy sources are not found, supplies will be 
depleted and the world will face a loss of basic energy needs.  
A study of the world‟s energy demand and supply provides enlightening facts that 
should compel everyone to search for alternative energy sources. The US Energy 
Information Administration (EIA) 2010 International Energy Outlook
2
 shows world 
marketed energy demand increasing strongly over the projection period of 1990 to 2035, 
rising by nearly 50% from 2009 through 2035 (Figure 1.1 below). Most of the growth 
occurs in emerging economies outside the Organization for Economic Cooperation and 
Development (OECD), especially in non-OECD Asia. Total non-OECD energy use 
increases by 84%, compared with a 14% increase in developed OECD nations. Energy 
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use in non-OECD Asia, led by China and India, shows the most robust growth among the 
non-OECD regions, rising by 118% over the projection period. However, strong growth 
is also projected for much of the rest of the non-OECD regions: 82% growth in the 
Middle East, 63% in Africa, and 63% in Central and South America. In developed OECD 
economies (where energy consumption patterns are well established), energy use is 
expected to grow at a much slower average rate of 1.1% per year over the same period. In 
the transitional economies of Eastern Europe and the former Soviet Union, growth in 
energy demand is projected to average 1.6% per year.
7
 Overall, the use of energy 
worldwide from all sources increases over the projection. 
 
Figure 1.1. World marketed energy consumption, history and predictions for the 1990 – 
2035 period [quadrillion Btu (British thermal units)].
2
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Given expectations that oil prices will remain relatively high, petroleum and 
similar type liquids are the world‟s slowest-growing energy sources. The high energy 
prices and concerns about the environmental consequences of greenhouse gas (GHG) 
emissions lead a number of national governments to provide incentives in support of the 
development of alternative energy sources, allowing renewable energy sources the 
world‟s fastest-growing source in the outlook. In light of the increasing global energy 
need against declining fossil fuel reserves, this search for alternative sources of energy is 
imperative. Renewable resources such as biofuels, hydroelectric power, solar, wind, and 
geothermal energy offer hope for a viable alternative to non-renewable energy and 
potentially provide an energy resource that may result in future energy security.  
 
1.2.2. Fossil Fuels Utilization Challenges 
 The major issues that arise with large-scale use of fossil fuels are: i) availability, 
ii) climate change, and iii) uneven geographical distribution of reserves. i) Availability: 
Fossil fuels are finite in nature, and as previously indicated, their current consumption 
rate is higher than the corresponding regeneration rate, leading to eventual depletion.  
Considering energy use forecasts and current data of proven reserves, it is estimated that 
oil, natural gas, and coal will be depleted within the next 40, 60, and 120 years, 
respectively.
8
 Many researchers predict a more dramatic situation for petroleum and 
estimated that global production will peak in the year 2020 and decay thereafter. ii) 
Climate change is, possibly, the most dramatic and known collateral effect produced by 
the massive utilization of fossil fuels. The term „global warming‟ is commonly used to 
mean „anthropogenic‟ global warming; that is, warming caused by human activity.
9
 This 
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event is attributed when greenhouse gases (carbon dioxide, water vapor, nitrous oxide, 
and methane) trap heat and light from the sun in the earth‟s atmosphere, which increases 
the temperature. The diverse effects or impacts may be physical, ecological, social, or 
economic and a complete review is outside the scope of this study. When fossil fuels are 
combusted, they produce a net emission of carbon dioxide (CO2), a greenhouse gas, into 
the atmosphere. Thus, the production and utilization of fossil fuels has allowed a large 
part of the carbon stored in the earth for millions of years to be released in just a few 
decades. iii) Geographical Distribution: The reserves of fossil fuels are not equally 
distributed around the globe. Countries in the Middle East control 60% of the oil reserves 
and 41% of natural gas supplies. Only three countries (US, China, and Russia) account 
for 60% of the world recoverable coal reserves.
3
 This situation can lead to economic 
instabilities, requiring the transportation of fossil fuel resources over long distances, and 
can cause political and security problems worldwide.  
The challenges outlined above, inherently associated with fossil fuels, suggest that 
society requires new sources of energy to ensure progress and protect the environment for 
future generations. For the world to have a sustainable energy system and a subsequent 
secure economy, a shift to focus towards energy alternatives that can reduce and/or 
eradicate these challenges without affecting the energy supply is necessary. The only 
solution to these challenges is to embrace the utility of renewable energy alternatives that 
can be a cornerstone to steer the world‟s energy system in the direction of sustainability 
and supply security. 
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1.2.3. Renewable Energy Alternatives 
"Renewable energy" means energy produced from a method that can be 
continually replenished by utilizing one or more of the following fuels or energy sources: 
hydrogen produced from sources other than fossil fuels, biomass, solar energy, 
geothermal energy, wind energy, ocean energy, and hydroelectric power.
10
 Renewable 
sources of energy vary widely in their cost-effectiveness and their availability across the 
United States. Although water, wind, and other renewables are non-polluting and may 
appear free, their cost comes in collecting, harnessing, and transporting the energy so it 
can be consumed. A brief description of the various renewable energy sources is given 
below.  
Solar energy: This energy captured directly from the sun is transformed into electricity. 
There are two levels of solar energy production, namely; the industrial power plant level 
and the household supplemental level. On the industrial level, sunlight can be 
concentrated with mirrors and then used to power steam generators to produce electricity. 
In household use, sunlight may be converted into electricity via photovoltaic cells 
manufactured from either silica or organic semiconducting materials.
11 
The utilization of 
solar energy to produce electricity in either case can be efficient, but requires direct 
sunlight and significant space that can be major limitations. 
Hydroelectric power (Hydropower): This is the form of mechanical conversion to 
produce energy from water from high to low altitudes with the use of turbines.
12 
The 
geographical conditions of the regions as well as water conditions, such as available head 
and flow volume per unit of time, play an important role in assessing the potential of 
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hydropower. Climatic changes with rainfall variations across world regions can affect the 
yearly output power of hydropower. 
Geothermal Energy: Geothermal power uses the natural sources of heat inside the Earth 
to produce heat or electricity. Currently, most geothermal power is generated using steam 
or hot water from underground. This form of energy is mainly obtained by drilling a well 
into a geothermal reservoir to provide a steady stream of hot water or steam which is 
channeled to directly drive a turbine to produce electricity. 
Wind Energy: Energy from the wind produced with wind turbines that can produce 
energy on a large or small scale. Electricity from the wind can be produced both day and 
night (unlike solar energy which can only be produced when the sun is shining). 
However, the level of energy produced is very sporadic and may be undependable due to 
lack of energy storage methods and certain methods are still under development.
13
 
Ocean Energy: Oceans cover more than 70% of Earth's surface, making them the world's 
largest solar collectors. Generating technologies for deriving electrical power from the 
ocean include tidal power, wave power, ocean thermal energy conversion, ocean currents, 
ocean winds and salinity gradients. As mentioned previously, the three most well 
developed technologies are tidal power, wave power and ocean thermal energy 
conversion. Using current technologies, ocean energy is not cost-effective compared to 
other renewable energy sources, but the ocean remains an important potential energy 
source that could be developed for the future.
14
 
Biomass Energy: While a detailed study of energy from biomass is given in the 
following sections, biomass has been an important source of energy ever since people 
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first began burning wood to cook food and stay warm against the winter chill. Wood is 
still the most common source of biomass energy, but other sources of biomass energy can 
originate from food crops, grasses, agricultural/forestry waste and residues, organic 
components from municipal and industrial wastes, even methane gas harvested from 
community landfills. Biomass can be used to produce electricity, fuel for transportation, 
and/or manufacture products that would otherwise require the use of non-renewable fossil 
fuels.  
Even though solar, wind, hydroelectric, and geothermal have been proposed as 
excellent alternatives to coal and natural gas for heat and electricity production in 
stationary power applications,
 15
 biomass may be the only sustainable source of organic 
carbon currently available on earth and considered to be an ideal substitute for petroleum 
in the production of fuels, chemicals, and other carbon-based materials.
16
 Consequently, 
extensive research is required for the development and effective implementation of new 
technologies for large-scale production of fuels from biomass to be used in the current 
energy system. The presented research is geared towards advancement of such 
technologies. 
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CHAPTER 2 
 
BACKGROUND AND SIGNIFICANCE 
 
2.1. BIOFUELS 
Among the most promising replacement for non-renewable fossil fuels (e.g., 
petroleum, coal, etc.) are fuels derived from organic materials commonly termed as 
biofuels. The biggest proportion of biofuels is obtained from plant biomass. Biofuels are 
gaining increased public and scientific attention since they are being driven by factors 
including i) oil price spikes, ii) increased energy security, iii) concern over climate 
change from greenhouse gas, iv) and government subsidies. 
 
2.1.1. Benefits of Biofuel Utilization 
The use of biofuels instead of fossil fuels offers many benefits with one of the 
best benefits discussed in literature being the “carbon-neutral” phenomenon.
17
 When 
biomass is burnt, or used after converting it into other types of solid, liquid, and gaseous 
fuels, the only CO2 released to the atmosphere is the CO2 biomass has recently captured 
from the atmosphere during its photosynthetic growth, therefore; no net addition of CO2. 
In contrast, when fossil fuels are burnt, a resulting net addition of CO2 is released into the 
atmosphere because fossil fuels are derived from plants and animals that previously lived 
many years ago. For this reason, fossil fuels have been deemed “carbon positive” for our 
relative time scale whereas recently grown biomass can be classified as “carbon 
neutral”.
18
 However, it is important to note the production of biomass-based energy is not 
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always “carbon neutral” since fossil fuel-based energy may currently be utilized at 
several points with the process of converting biomass into fuels. 
Since fossil fuels are finite, one day, the world will run out of fossil fuels and the 
current primary sources of energy will go up in smoke, figuratively and literately. Since 
biofuels are derived from renewable biological sources, a sustainable model is 
achievable. Still, not all biofuels are created equal since some "energy crops" produce 
more energy than others. For example, rapeseed has a higher oil content than other 
typical vegetable plants,
19
 which means rapeseed can generate more energy when burned. 
Perennial plants, such as switchgrass, provide an abundant source of power that can be 
sustainable over a long time. 
In 1973, the oil-producing nations of the Middle East stopped exporting oil 
causing oil prices to rise. As a result economies across the globe suffered. The embargo 
was a cold slap in the face to the countries that rely on oil imports as their main source of 
energy. Governments were influenced to find new ways to deal with the energy crisis. 
The oil-producing countries eventually lifted the embargo. However, that crisis did not 
change our thirst for oil and today, humans consume approximately 85 million barrels of 
oil a day.
20
 While countries can grow sustainable energy crops for conversion to biofuels 
will lessen the nation's reliance on foreign oil, other factors need to be considered for 
long- and short-term solutions such as raising fuel economy standards for motor vehicles; 
enacting tax incentives for hybrids and fuel-cell vehicles; and increasing the use of all 
renewable fuels. 
When oil comes out of the ground, it doesn't automatically transform itself into 
useable gasoline or home heating oil. Oil refineries must convert crude oil into useable 
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products and during the process; millions of substances are released into the environment 
each year. There are 153 of these refineries in the United States and more than 90 million 
people live within 30 miles but many are not aware of the potential health concern. 
Refineries have been reported to release many chemicals into the environment such as 
nickel, lead, sulfur dioxide, and other pollutants that can cause heart disease, asthma and 
other significant health problems.
21
 Biofuel refineries would dramatically reduce the 
amount of potential harmful emissions to the surroundings, becoming more 
environmentally friendly. For example, ethanol plants fueled by natural gas emit very few 
pollutants, including greenhouse gases. Moreover, ethanol plants fueled by biomass and 
biogas produce less gas emissions and are cleaner to run.  
 
2.1.2. Classification of Biofuels 
Renewable biofuels have been categorized depending on the feesdtocks from 
which they were derived and have also been designated as i) first, ii) second, iii) third, 
and iv) fourth generation biofuels. 
First generation biofuels are fuels whose starting materials are sugars, starch, or 
oil that include sugar cane, corn, wheat, barley, cassava, palm oil, jatropha, etc. In general 
terms, they are mainly based on plant sugars, grains, or seeds.
22
 This category of biofuels 
comprise of plant-derived oils (lipids), biodiesel produced from transesterification of 
plant oil with ethanol or methanol, bioethanol from the fermentation of starch and other 
plant carbohydrates, and biogas (methane and other hydrocarbons) which is mainly 
obtained from bacterial degradation and physical compression of derived gas.
23
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Second generation biofuels are normally categorized as those made from the 
breakdown of plant cellulose or lignin.
24
 Such biofuels could be produced from non-food 
plants but dedicated biofuel crops like switchgrass, other grasses, and/or trees grown on 
marginal or degraded lands.
25
 Another source of second generation biofuels includes 
agricultural residues and wastes (municipal, industrial, and construction waste). 
Agricultural residues can include remnants of straw of wheat and rice, sugar cane 
bagasse, stem and roots from food crops, the top ends of trees such as eucalyptus (not 
used in paper manufacture), and fast developing tall grass. Other alternatives of second 
generation biofuels that are in various stages of development include the gas-to-liquid 
Fischer–Tropsh process, which is also overall a biomass to liquid (BTL) process, 
biohydrogen involving gasification of the biomass and then reforming the methane 
produced, high temperature upgrading of wet biomass, etc.
26
 
Third generation biofuels are fuels generated from algae, including both 
microalgae and macroalgae.  Microalgae are able to produce 15-300 times more oil for 
biodiesel production than traditional crops on an area basis. Furthermore compared with 
conventional crop plants, which are usually harvested once or twice a year, microalgae 
have a very short harvesting cycle allowing multiple or continuous harvests with 
significantly increased yields.
27
 Algae-derived fuels comprise of generating lipids, 
carbohydrates, and even direct production of hydrocarbons similar to petrol.
23
 
Recently, fourth generation biofuels have received considerable attention by 
combining technologies related to genetically optimized feedstocks that are designed to 
capture large amounts of carbon with genomically synthesized microbes made to 
efficiently make fuels. An important key to the process is the capture and sequestration of 
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CO2 making the fourth generation process a carbon negative source of producing biofuel. 
Another field that is being researched for fourth generation biofuels is algae metabolic 
engineering.
28
 
 Our research focus is on the second generation fuels in combination with third 
generation fuels. Plant biomass (switchgrass in this case) is degraded to produce simple 
sugars which can be precursors for biofuel production. The sugars are fed to 
heterotrophic algae which then convert the sugars into bio-oil which can be extracted and 
refined to produce biodiesel and other fuel products. Feeding algae with the sugars is 
relatively productive that ordinary fermentation to produce ethanol. This is because, algae 
have a high conversion rate of sugars into oil, and this happens within a relatively short 
period of time. It is also a green path for bio-oil production because it does not require 
complex chemical processes that may apply in fermentation. 
 
2.1.3. Challenges in the Use of Biofuels 
 The rapid growth of biofuel production has not been free of controversy. One of 
the main challenges is conflict with food agriculture since the use of corn to produce 
biofuels has raised questions on the competition of food versus fuel. The increase in food 
prices has been attributed to the use of food crops to produce biofuels and not solely for 
food production.
29
 Another aspect of the „food versus fuel‟ debate is the vast pieces of 
land required to grow renewable feedstocks. If land is used for growing biomass for fuel 
(and not food crops), a projected negative effect will result in food production and not is 
desired when many developing countries are struggling with food shortages.
30
 
Competition with food production can be mitigated by using alternatives sources such as 
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herbaceous crops and aquatic biomass
27, 31 
that are not land intensive and can also utilize 
marginal lands not fit for food crop production. 
 While biofuels could significantly contribute to the future energy supply mix, cost 
is a major barrier to its commercial production in the near to medium term. As compared 
to fossil fuels, biofuels are typically more expensive in their production. In some cases, it 
has been reported the energy return on energy invested (EROI) would be too low to 
invest in biofuels.
32
  Various costs associated with biofuel production are considered 
when analyzing cost projections such as capital costs, initial cost and transportation of 
chosen feedstocks, logging costs, operation and biorefinery maintenance costs  (including 
labor and other energy costs).
33
 As reported by Hamelinck and Faaij
34
, feedstock costs 
account for about 45–58% of total production costs for second generation biofuels, 
depending on conversion efficiency and applied technology. The development of energy 
efficient processing and conversion technologies is necessary to overcome this limitation.   
 The impact of biofuel production on the environment has also been cited as a 
challenge that needs to be addressed. The removal of biomass from land and water for 
energy production increase soil erosion and water degradation, flooding, and removal of 
nutrients. It also contributes significantly to water pollution through the pesticides and 
fertilizers that are inevitably needed in sustaining any intensive cultivation.
35
 Converting 
natural ecosystems into energy-crop plantations can also influence both the habitat and 
food sources of wildlife and other biota.
36
 Even though biomass energy is said to be 
“carbon neutral”, its production, like any other agricultural activities, can lead to the 
production of reactive nitrogen compounds with deleterious environmental 
consequences.
37
 To illustrate this point, each molecule of N2O is implicated to have 300 
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times greater global warming potential compared to a single molecule of CO2.
38
 As 
previously mentioned, fossil fuels are routinely used in biorefinery industries in the 
production of biofuels and does not support the carbon neutral advocacy for biofuels.  
 Even though these challenges are pertinent, the depletion of fossil fuels forces 
modern society with no choice but to seek alternative sources of energy. Being ubiquitous 
and readily accessible, biomass is a viable and sustainable energy resource envisioned to 
replace non-renewable sources. However, more research is needed in terms of addressing 
the challenges described above to make biofuels an attractive energy alternative.  
 
2.2. BIOMASS 
 Biomass is the general term, which includes phytomass or plant biomass and 
zoomass or animal biomass.
18
 Biomass is the first renewable fuel used by humankind and 
was the mainstay of the global fuel economy till the middle of the 18th century. Plants 
intercept energy from the sun, by the process of photosynthesis, and convert it into 
chemical energy stored in the form of terrestrial and aquatic vegetation. Generally, 
animal biomass has very little contribution to the overall biomass potential of the world, 
therefore; subsequent discussion shall focus on phytomass and will be referred as 
„biomass‟ from this point forward in relation to the production of biofuels.  
 
2.2.1. Composition of Biomass 
 Plant biomass is mainly composed of cellulose, hemicellulose, and lignin, small 
amounts of organics (pectin, protein, and extractives), and inorganics (found in ash). The 
major organic components of biomass and their relative proportions have increasing 
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interest for the development of fuels as well as a source of value chemical building 
blocks. The combination of i) cellulose, ii) hemicellulose, and iii) lignin is commonly 
referred to as lignocellulose and about half of plant matter produced by photosynthesis 
comprises of lignocellulose. The composition of lignocelluloses can vary from one plant 
species to another and the ratios between various constituents within a particular plant 
vary with age, stage of growth, and other conditions.
39
 A closer discussion of 
lignocelluloses is given in the following sections. 
 
2.2.1.1. Cellulose 
 Cellulose is an abundant biopolymer (largest component of lignocellulosic 
materials) and has unique characteristics including high crystallinity, insolubility in 
water, and high resistance to depolymerization. It is the main structural constituent of 
plant cell walls, found in an organized fibrous structure, and a linear polymer composed 
of repeating D-glucose (dextrose) subunits linked to each other by β-(1,4)-glycosidic 
linkages. Cellobiose is the repeat unit established through this linkage. The chemical 
formula of cellulose is (C6H10O5)n and the structure of one chain of the polymer is 
presented in Figure 2.1. The long-chain cellulose polymers are linked together by 
hydrogen and van der Waals bonds, which make cellulose to be packed into 
microfibrils.
40
 Cellulose can exist in biomass as two different forms: crystalline (a 
random orientation of rigid cellulose chains) and amorphous (a random orientation of 
flexible cellulose chains). Crystalline cellulose comprises the major proportion of 
cellulose, whereas a small percentage of unorganized cellulose chains form amorphous 
cellulose.  
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 In wood, cellulose chains contain typically 10,000 glucose molecules where each 
cellulose chain has one reducing end at the carbon one (C1) position of the terminal D-
glucose subunit. The carbon four (C4) position of the other terminal subunit is an alcohol 
and, therefore, non-reducing. Cellulose has many industrial uses ranging from the 
production of ethanol to paper, but its uses are often hindered since accessibility is 
limited by the presence of lignin. 
 
Figure 2.1. Structure of the monomer units of cellulose molecule. 
 
2.2.1.2. Hemicellulose 
 Hemicellulose is also a major component of plant primary and secondary cell 
walls and also a sugar polymer but vary significantly from cellulose. The main 
differentiating feature separating hemicellulose from cellulose is that hemicellulose has 
branches with short lateral chains consisting of different sugars. Figure 2.2 shows the 
structure of hemicellulose.
40
 Hemicellulose is composed of many kinds of sugars 
including pentoses (D-xylose, L-rhamnose, and D-arabinose), hexoses (D-glucose, D-
mannose, and D-galactose), and uronic acids (e.g., 4-o-methylglucuronic, D-glucuronic, 
and D-galactouronic acids). Hemicellulose backbone is either a homopolymer or a 
heteropolymer with short branches linked by β-(1,4)-glycosidic bonds and occasionally 
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by β-(1,3)-glycosidic bonds.
41
 In specific cases, hemicellulose can also have some degree 
of acetylation, and these hemicellulose polymers are easily hydrolyzable. 
 
Figure 2.2. A simplified structure of hemicellulose showing the different types of sugars 
present.
40
 
 
2.2.1.3. Lignin  
 Lignin is a large three dimensional polymer forming the “glue” that binds 
cellulose and hemicellulose by intertwining through both the primary and secondary plant 
tissues and shields the interior of the plant from stimuli. This extremely varied (random 
polymer), complex, amorphous, and large molecular structure containing cross-linked 
polymers of phenolic monomers is present in the plant primary cell wall, imparting 
structural support, impermeability, and resistance against microbial attack. Figure 2.3 
gives a proposed structure of lignin and its monomers. Largely, lignin is unused and even 
hinders many industrial processes because of the difficulty to break down the polymer or 
isolate it. The lignin present in biomass is known as native lignin.
42
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Figure 2.3. Schematic structural formula for lignin.
43
 
 
 Lignin is composed of three monomeric phenyl propionic alcohols: coniferyl 
alcohol (guaiacyl propanol), coumaryl alcohol (p-hydroxyphenyl propanol), and sinapyl 
alcohol (syringyl alcohol). These phenolic monomers are linked together by alkyl-alkyl, 
alkyl-aryl, and aryl-aryl ether bonds. The botanical origin of the biomass dictates the 
proportion of these phenylpropane units in the lignin. The amount of lignin varies with 
different sources of plant biomass and generally the lignin content is more in hard and 
soft wood followed by grasses.  
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2.2.2. Sources of Biomass for Energy Production 
 In Table 2.1, a summary of the lignocelluloses content in common agricultural 
residues and wastes is shown. From Table 2.1, it is clear that hardwood contains the 
greater amounts of cellulose, whereas wheat straw and leaves has more hemicellulose. 
Interestingly, switchgrass is one of the grasses where the cellulose content is close to that 
from hardwood and softwood and has substantial amount of hemicellulose, but 
significant lower amounts of lignin.
44
 
Table 2.1. Cellulose, hemicellulose, and lignin contents in common agricultural residues 
and wastes (n/a – not applicable). Reprinted with permission. Source: Kumar, P.; Barrett, 
D. M.; Delwiche, M. J.; Stroeve, P. Ind. Eng. Chem. Res. 2009, 48, 3713-3729. 
 
Lignocellulosic Material Cellulose (%) Hemicellulose (%) Lignin (%) 
Hardwood stems 40-55 24-40 18-25 
Softwood stems 45-50 25-35 25-35 
Nut shells 25-30 25-30 30-40 
Corn cobs 45 35 15 
Grasses 25-40 35-50 10-30 
Paper  85-89 0 0-15 
Wheat straw 30 50 15 
Sorted refuse 60 20 20 
Leaves  15-20 80-85 0 
Cotton seed hairs 80-95 5-20 0 
Newspaper  40-55 25-40 18-30 
Waste paper from chemical pulps 60-70 10-20 5-10 
Solid cattle manure 1.6-4.7 1.4-3.3 2.7-5.7 
Coastal bermudagrass 25 35.7 6.4 
Switchgrass 45 31.4 12 
Swine waste 6.0 28 n/a 
 
2.2.2.1. Why Switchgrass? 
In 1978, the Bioenergy Feedstock Development Program (BFDP) was initiated at 
Oak Ridge National Laboratory (ORNL) under the sponsorship of the US Department of 
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Energy (DOE).
45
 The objective of BFDP was to evaluate a wide variety of potential 
feedstocks other than corn and other food crops that could be grown specifically for 
bioenergy or bioproduct supply. This was to be achieved by selecting the most promising 
feedstock species based on actual and potential productivity levels, intensity and type of 
management requirements, environmental attributes, and the potential economic returns 
to the producers upon whom production would ultimately depend.
46
 Among the many 
crops suggested for study as possible feedstocks, switchgrass was one of the herbaceous 
crops selected for further research. 
Over the last few years, switchgrass has received renewed interest as a renewable 
fuel source.
47
 Switchgrass (Panicum virgatum) is a tall, warm-season, perennial grass 
native for much of the United States and portions of Canada, historically found to grow 
with several other important native tall-grass prairie plants such as big bluestem, indian 
grass, little bluestem, sideoatsgrama, eastern gamagrass, and various forbs.
48
 Switchgrass 
has evolved into two types across its wide native geographic range: (i) lowland ecotypes, 
which are vigorous, tall, thick-stemmed, and adapted to wet conditions, and (ii) upland 
ecotypes, which are short, thin-stemmed, and adapted to drier conditions.
49
 
Apart from being a native grass to most parts of the United States and some parts 
of Canada, other factors have made switchgrass to be selected as the “model” herbaceous 
crop species for energy production based on the following positive qualities: 
i) High yields of cellulose: Switchgrass has a higher combined cellulose and 
hemicellulose content than cool season grasses or legumes (Table 2.1). The presence of 
high amounts of cellulose and hemicellulose is augmented by a low content of lignin 
allowing pretreatments to easily release cellulose and hemicellulose for hydrolysis (i.e. 
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low lignin content equal less „glue‟ holding polymers). When compared to softwoods, 
herbaceous plants such as grasses have the lowest content of lignin. For switchgrass, the 
content of cellulose, hemicellulose, and lignin is 45%, 31.4%, and 12%, respectively 
(Table 2.1). 
ii) Perennial nature: The perennial nature of switchgrass reduces management intensity, 
consumption of energy and agrochemicals, a low–input, low–risk energy crop. It does not 
require annual establishment costs (seed, tillage, etc) and can be harvested and handled 
with standard farm equipment to provide an annual income.
51
 Perennial energy crops are 
suitable for almost all cropland and potential cropland and can be grown on erosive land 
(yet achieve acceptable levels of soil protection).
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iii) Low fertility needs: A review of literature suggests switchgrass can be grown on soils 
of moderate fertility without fertilizing (or with minimal fertilizer additions) and still 
maintain productivity.
52
  Switchgrass has a remarkable ability to extract nitrogen from 
unfertilized soils and one specific study reported that a field was harvested for seven 
years with no fertilizer applications, and averaged 53 pounds of nitrogen removed per 
year with one harvest per year.
52
 This demonstrates that switchgrass has the genetic 
ability to survive and produce with little to no inputs.
48
 In fact, switchgrass has long-term 
positive effects on the soil properties and soil nutrient cycles which reduce the need for 
external nitrogen additions. This has been observed through a buildup of soil organic 
matter under switchgrass stands over time accompanied by high microbial activity and 
accumulation of a reservoir of mineral nutrients.
46
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iv) Excellent wildlife habitat: Switchgrass has shown positive impacts on wildlife by 
providing a suitable habitat for grassland birds
53
 and causes minimal disturbance to their 
breeding and nesting, which normally occurs before switchgrass harvesting. Since 
implementing switchgrass for biofuel production is a long-term investment, a longer-term 
habitat is also produced that will be tied into the life of an energy production facility 
(Native grasses, such as switchgrass, are an important habitat component for many 
species of wildlife that typically use fields because of the structure and cover these 
grasses provide.
54
 Underneath the forbs and between the grass bunches would be an open 
environment that would enable small wildlife, such as young wild turkeys, bobwhite 
quail and field sparrows, to move about and feed unrestricted throughout the field while 
protected by an overhead canopy.
55
 
v) Carbon sequestration: Production and use of switchgrass for bioenergy can help 
reduce atmospheric CO2 buildup by carbon sequestration through its deep root system. 
Soil carbon dynamic studies indicated that soil carbon mineralization, microbial biomass 
carbon, and carbon turnover tended to increase with time after switchgrass 
establishment.
56
 Ten years of continuous switchgrass resulted in higher soil carbon level 
than nearby fallow soils, but several years of continuous grass production may be needed 
before increases are measurable. Carbon storage in switchgrass generally was observed to 
increase both in shoots and roots with time after switchgrass establishment, and the rate 
of increase of carbon storage in roots is higher than that in shoots. The study showed the 
root/shoot ratio of carbon storage was 2.2, and this implied that carbon partitioning to 
roots plays a key role in carbon sequestration by switchgrass. Carbon storage in the 
overall switchgrass-soil system showed an upward trend after switchgrass establishment. 
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vi) Tolerance to poor soils and wide variations of soil pH: The adaptability of 
switchgrass to poor and otherwise marginal soils also made it an excellent choice as a 
model energy crop for further research, since dedicated bioenergy crops were envisioned 
to be produced mainly on lands not used for primary food and/or cash crops.
46
 
Switchgrass can tolerate extremely low pH soils (<5.0) which do not support the growth 
of cool season grasses or legumes.
57
 
vii) Drought and flood tolerance (depending on the ecotype and variety): A unique 
characteristic of perennials, especially warm-season grasses, is their drought tolerance. 
The yields of switchgrass, sorghum, sudangrass, and other perennials were compared in 
different locations in drought years.
58
 It was observed that switchgrass tolerated greater 
levels of drought stress and its yields maintained a high average yield compared to 
sorghum whose yields decreased as the drought continued. Switchgrass has also been 
found to demonstrate good physiological resilience evidenced by a high capability to 
respond to favorable growing conditions that followed extreme drought.
59
 
viii) Efficient water use in grassland/prairie ecosystems: One of the key attributes of 
switchgrass is its high level of resource allocation to deep root production, as stated 
previously, while slowing above-the-ground growth during establishment.
58
 This 
extremely important factor increases the capacity to utilize water and nutrients from 
deeper soils, increases enrichment of soil associated with high inputs of carbon from root 
turnover, increases microbial communities activity, and increases the capacity of 
switchgrass to store and mobilize nutrients needed to re-grow following harvesting.
47
 
Switchgrass uses water approximately twice as efficiently as traditional cool season 
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grasses.
60
 Today, switchgrass and some of the other native prairie grasses have become 
increasingly important as energy crops in the Midwest because of their capacity to grow 
in the hot summer months when water availability limits growth of most other grasses 
and crop  species.
61
 
ix) Resistance to Pests & Diseases: Another unique characteristic of switchgrass is 
attributed to resistance to pests and diseases. In switchgrass trials conducted in 
Tennessee, farmers and researchers did not experience significant disease problems and 
few pests invasion was reported.
55
 However, this does not imply the crop will always be 
free from attack. As the acreage of switchgrass monocultures increases, a corresponding 
increase in pests and diseases is likely. The existence of cultivars that are locally adapted 
and relatively reliable is another factor and research studies have shown that selecting 
varieties based on location increases the survivability and productivity of a switchgrass 
stand.
48, 52 
 
2.3. PROCESSES FOR CONVERSION OF LIGNOCELLULOSIC BIOMASS 
TO BIOFUELS 
 
2.3.1. Goals of Degradation of Lignocellulosic Biomass 
As stated in previous sections, the degradation and digestibility of cellulose 
present in lignocellulosic biomass is hampered by many physicochemical, structural, and 
compositional factors with the most significant factor being high resistance to 
depolymerization. In the conversion of lignocellulosic biomass to fuel, biomass needs to 
be treated to expose the cellulose in the plant fibers. Pretreatment refers to the process 
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that converts lignocellulosic biomass from its native form to a form for which cellulose 
hydrolysis is much more effective.
62
  Specifically, pretreatment process break down 
lignin and hemicellulose structures, reduce the crystallinity of cellulose, and increase the 
porosity of the lignocellulosic materials, so that the acids or enzymes can easily access 
and hydrolyze cellulose. Pretreatment can be the most expensive process in biomass-to-
biofuels conversion, however; it also has great potential for improvements in efficiency 
and lowering the costs through further research and development. A schematic for the 
conversion of biomass to fuel is shown in Figure 2.4.  
 
Figure 2.4. Schematic of the conversion of lignocellulosic biomass to biofuels.
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The specific objectives of pretreatment are dictated by the overall objectives of a 
biomass conversion process. Pretreatment must be energetically, chemically, and 
economically efficient for a biomass conversion process to be profitable.
63
 Pretreatment 
must promote effective conversion of available carbohydrates to fermentable sugars so 
that high product yield can be achieved and it must maximize the formation of sugars or 
the ability to subsequently form sugars by hydrolysis. Hence degradation or loss of 
carbohydrate must be avoided. Since it is also desirable to maximize the rate of 
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enzymatic conversion (when enzymatic hydrolysis used), pretreatment must yield a 
highly digestible material that is not inhibitory to cell metabolism or extracellular enzyme 
function. Therefore, it is preferable to avoid the formation of inhibitory product and the 
need for detoxification or washing (although high sugar loses can occur if pretreated 
material is washed prior to enzymatic hydrolysis). When using enzymatic hydrolysis as a 
post-pretreatment conversion process, materials must be efficiently hydrolyzed using low 
enzyme loadings so the potential of nonspecific binding of enzymes to lignin and other 
fractions of pretreated biomass are minimized.
63
 Finally, the pretreatment process needs 
to be carried out easily without technical limitations.  
When evaluating pretreatment efficiency, factors to consider (besides those 
mentioned above) include recovery of high value-added co-products (from available 
lignin and proteins), pretreatment catalyst, catalyst recycling, and waste treatment.
64
 In 
addition, pretreatment results must be weighed against their impact on the ease of 
operation and cost of the downstream processes and the trade-off between several costs, 
including operating costs, capital costs, and biomass costs.
65
 
Historically, the use of pretreatment to improve lignocellulosic biomass 
digestibility has been recognized at least since 1919 when a patent for alkali pretreatment 
using a sodium hydroxide (NaOH) soak for improving in vitro digestibility of straw by 
ruminants was recorded.
66
 Pretreatments currently being used or proposed for use with 
respect to biofuels and/or chemical production from lignocellulosic materials can be 
roughly divided into different categories: physical, physicochemical, chemical, 
biological, electrical, or a combination of techniques. However, none of the pretreatments 
can be declared a “winner” since each has intrinsic advantages and disadvantages. The 
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following gives a summary of pretreatment techniques that have been applied to 
switchgrass in our research, focusing on their mechanism of action. 
 
2.3.2. Microwave Pretreatment 
Microwave irradiation have non–thermal or thermal effects arising from the 
heating rate “hot spots”, acceleration of ions and collision with other molecules, and 
rapid rotation of dipoles such as water with an alternating electric field.
67
 Microwave 
pretreatment works by partially disrupting lignin structure and expose more accessible 
surface area of cellulose to the hydrolytic enzyme. Moreover, it disrupts silicified waxy 
surfaces (for biomass that accumulates high silicon in the shoot), break down lignin-
hemicellulose complex, and could reduce unproductive binding of cellulase to lignin.
68
 
The method applied for microwave pretreatment was a response surface methodology 
described by Wu and coworkers, with some modifications.
67
 
 
2.3.3. Aqueous Ammonia Pretreatment  
Ground Alamo switchgrass (35 g/L) was soaked for 5 days at room temperature in 
30% aqueous ammonium hydroxide without any agitation. After the soak was completed 
the slurry was filtered, washed, and the solids were retained for enzymatic 
saccharification. Aqueous ammonium hydroxide is an effective technique for removing 
lignin whereas preserving the cellulose fraction. Isci and coworkers
69
 also observed that 
nearly half of the hemicellulose was removed with ammonia pretreatment. Removal of 
hemicellulose is advantageous in biomass pretreatment because it reduces inhibitory 
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compounds such as furfural resulting from hemicellulose degradation via dilute acid 
treatment at high temperature and pressures.  
 
2.3.4. Alkaline Pretreatment 
The method applied this in study for alkaline pretreatment of switchgrass is 
described by Wang et al.
70
 Slake lime (calcium hydroxide, Ca(OH)2) and sodium 
hydroxide (NaOH) were used. The mechanism of alkaline pretreatment is believed to be 
the saponification of intermolecular ester bonds crosslinking hemicellulose and other 
components
71
 and the pretreatment depends on the lignin content of the material.
63
 
Delignification of lignocellulosic biomass is another effect of alkaline pretreatment. This 
enhances enzyme effectiveness by eliminating nonproductive adsorption sites and by 
increasing access to cellulose and hemicellulose. Alkaline pretreatment also remove 
acetyl and different types of uronic acid substitutions on hemicellulose, thus lowering the 
extent of enzymatic hydrolysis of cellulose and hemicellulose. NaOH effectively promote 
lignocellulose digestibility by causing swelling of lignocellulosic materials thus 
increasing the internal surface area, reducing the degree of polymerization and the 
crystallinity of cellulose, and breaking structural linkages between lignin and 
carbohydrates.
70, 72
 
 
2.3.5. Dilute Acid Pretreatment  
Concentrated and dilute acid pretreatment has been successfully developed for the 
pretreatment of lignocelluloses.
73, 74
 The most commonly used acid is sulfuric acid 
(H2SO4). Dilute H2SO4 pretreatment effectively removes and recovers most of the 
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hemicellulose as dissolved sugars, and the glucose yield is almost 100% from cellulose 
when hemicellulose is removed because cellulose will be readily exposed to the 
hydrolysis enzymes. Both high and low temperature processes are used in dilute acid 
pretreatment. The process applied in our study is a modification of Dien et al.
75
 in which 
2.5% H2SO4 was added to samples of mature switchgrass that was previously ground at a 
substrate concentration of 35 g/L. The solution was then cooked at 121 °C for 1 h, after 
which it was washed in preparation for hydrolysis.  
 
2.3.6. Methanol and Water Soaks 
Another pretreatment process that was considered in this study was soaking of 
switchgrass in methanol. Even though this was not a pretreatment per say, it was done to 
determine whether there was any degradation of lignocelluloses. 35 g/L of switchgrass 
was soaked in 90:10 (v/v) methanol:water at room temperature for 12 h. This process has 
not been reported in literature and the objective of this process was to find out if a 
methanol soak would lead to the formation of any sugars after enzymatic hydrolysis. 
Another set of switchgrass samples (35 g/L) was soaked in distilled water at room 
temperature for 1 h. This was treated as a control set in that it was not expected to make 
available much of carbohydrates (cellulose and hemicellulose) for hydrolysis. 
 
2.4.  ENZYMATIC HYDROLYSIS 
Enzymatic hydrolysis of cellulose and hemicellulose to sugar monomers is carried 
out using cellulase and hemicellulase enzymes (glycosylhydrolases) that are highly 
specific catalysts. This hydrolysis is carried out under mild conditions (e.g., pH 4.5–5.0 
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and temperature 40–50 °C) leading to advantages such as low corrosion problems, low 
utility consumption, and low toxicity of hydrolyzates. 
 
2.4.1. Cellulase Enzyme System 
Enzymatic degradation of cellulose to simple sugars is generally accomplished by 
a synergic action of a cellulase enzyme is a system consisting of three major components: 
1,4-β-D-glucanglucanohydrolase, 1,4-β-D-glucancellobiohydrolase, and β-glucosidase 
commonly referred to as endoglucanase, exoglucanase, and cellobiase, respectively.
76, 77
 
A random scission of cellulose yielding glucose, cellobiose, and cellotriose is achieved 
by endoglucanases. Hydrolysis is initiated by a random attack of the β,1-4 linkages of the 
cellulose polymer by endoglucanases to create free-chain ends. Exoglucanases perform 
an endwise attack on the non-reducing end of free-chain cellulose polymer generating 
cellobiose, a disaccharide comprised of glucose, as the primary product. With 
endoglucanases, disruption of cellulose hydrogen bonding occur allowing hydrolysis of 
the accessible cellulose. The cellobiose units are further digested by β-glucosidases to 
produce glucose with high activity.
78, 79
 
It is also widely reported that all the three components of the cellulase system can 
hydrolyze cellulose as well as cellodextrins. Cellobiose is hydrolyzed to glucose by both 
endoglucanases and cellobiase. Cellobiase also hydrolyzes soluble cellotriose and 
cellotetraose to give cellobiose and glucose, or cellobiose, respectively, as products.
76
 
Enzymatic hydrolysis of cellulose consists of cellulase adsorption onto the surface 
of the cellulose, the biodegradation of cellulose to fermentable sugars, and then 
desorption of cellulase. Mechanistically, the cellulase enzymatic hydrolysis reaction 
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works through the addition of a water molecule to the anomeric (1) carbon of a glucose 
unit in the cellulose, causing the bridge oxygen to go off with the other (4) carbons, 
severing the chain (Figure 2.5). This process occurs towards the end of the chains, 
separating one or two glucose molecules at a time; if two glucose molecules are freed this 
way then another enzyme will cleave the dimer into two monomers. 
 
 
Figure 2.5. Cellulose chain showing the bonds cleaved by the cellulase enzyme. The 1 
refers to the anomeric carbon (C1) and 4 is the carbon bridging one glucose monomer to 
another. 
 
 There are several factors to consider when performing enzymatic hydrolysis. 
These factors include substrate (cellulose and/or hemicellulose) quality and 
concentration, applied pretreatment method, cellulase activity, and hydrolysis conditions 
such as temperature and pH. Substrate concentration in a slurry solution is the main 
factor that affects the yield and initial rate of enzymatic hydrolysis. High substrate 
concentration has been found to inhibit the hydrolysis thus lowering the yield of sugars. 
The extent of inhibition depends on the total enzyme to total substrate ratio. The optimum 
temperatures and pH of different cellulases are usually reported to be in the range of 40 to 
50 °C and pH of 4 to 5, respectively, but optimum residence time and pH might affect 
1 
4 
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each other, even though these conditions vary depending on the biomass feedstock used 
and the enzyme source.
80
 
A comparison of enzymatic hydrolysis with other common hydrolytic techniques 
highlights some of the advantages and disadvantages of enzymatic hydrolysis. Enzymatic 
hydrolysis is carried out in mild conditions as compared to dilute acid (H2SO4) 
hydrolysis, which requires high temperature and low pH while resulting in corrosive and 
toxic conditions.
81
 It is possible to achieve cellulose hydrolysis at almost 100% efficiency 
by enzymatic hydrolysis, but this efficiency is difficult to obtain with acid hydrolyses. 
Moreover, several inhibitory compounds are formed during acid hydrolysis whereas this 
limitation is not severe for enzymatic hydrolysis.  
On the other hand, enzymatic hydrolysis has its own disadvantages compared to 
acid hydrolysis including time required for enzymatic hydrolysis (order of days with 
enzymes opposed to a few minutes for acid hydrolysis) as well as cost since the price of 
enzymes are much higher than sulfuric acid (commonly used in acid hydrolysis). With 
enzymatic hydrolysis, the resulting sugar products are reported to inhibit the hydrolytic 
reaction but in acid hydrolysis, the products do no inhibit the reaction.
80, 82, 83
 To 
overcome these limitations, simultaneous saccharification and fermentation (SSF) was 
developed, in which the sugars produced by hydrolysis are directly consumed by present 
microorganisms. However, since fermentation and hydrolysis usually have different 
optimum conditions, separate enzymatic hydrolysis and fermentation is still considered as 
a choice.  
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2.5. ANALYSIS OF SUGARS AND RELATED COMPOUNDS  
 After pretreatment and enzymatic hydrolysis processes with biomass are 
complete, the next step in the biomass-to-biofuels conversion process (Figure 2.4) is to 
determine the quantity of sugars obtained. At such a stage, the amount of liberated sugar 
measured appraises a given pretreatment followed by enzymatic hydrolysis. There is an 
increasing impetus to develop rapid and reliable quantitative analyses for individual 
degradation products from complex matrices in order to advance a fundamental 
understanding of lignocellulose pretreatment as well as subsequent processes for 
converting pretreatment hydrolysates into biofuels. The goal of the presented research 
was to develop and validate a new mass spectrometric technique utilizing Direct Analysis 
in Real Time, an ambient ionization source for sugar quantification obtained from 
switchgrass after enzymatic hydrolysis. This technique was chosen as an alternative to 
the traditional methods of sugar analysis that can be time and cost consuming. 
Descriptions on the analytical equipment and instrumentation used for traditional 
methods of sugar analysis as well as method used to develop and validate the novel 
technique for the analysis of sugar from hydrolysis are presented.  
 
2.5.1. Traditional Methods of Sugar Analysis 
 Carbohydrates are among the most abundant compounds found in nature and 
qualitative and quantitative analysis of sugars (typically found as mixtures) has 
significant importance to the biofuels industry. The existing analytical methods for sugar 
compounds fall into five categories: colorimetric methods, gas chromatography (GC)-
based methods, high performance liquid chromatography (HPLC)-based methods, direct 
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mass spectrometric methods, and liquid chromatography mass spectrometry (LC/MS) 
methods.  
i) Colorimetric Detection: Reduction of sugars using dinitrosalicylic acid for a 
colorimetric assay is one of the earliest carbohydrate analysis available.
84
 A 
dinitrosalicylic acid (DNS) assay has been available since 1955 and is still useful for the 
quantitative determination of reducing sugars.
85
 The DNS reacts with reducing sugars and 
other reducing molecules to form 3-amino-5-nitrosalicylic acid, which absorbs light 
strongly at 540 nm. It was first introduced as a method to detect reducing substances in 
urine and has since been widely used, for example, for quantification sugars from poplar 
wood and newspapers after enzymatic hydrolysis following chemical pretreatments.
44
 In 
general, carbohydrates do not absorb ultraviolet (UV) light because they lack 
chromophores and fluorophores, thus limiting the use of traditional of spectrophotometric 
methods to identify and quantify these compounds. Thus chemical attachment of a 
chromophore to the hydroxyl groups of carbohydrate molecules is often required to 
promote volatility and provide UV absorptivity at selected wavelengths.
86
 More recently 
several enzymatic assays for glucose
87
 have been developed. Poor specificity pertaining 
to a lack of differentiation among mono- and oligosaccharides, differences in efficacy of 
measuring total carbohydrate, and errors with control blanks are some of the challenges 
associated with this method.
88
 
ii) Gas Chromatography (GC): Numerous analyses of sugars using GC-based methods 
have been reported in literature.
89-92
 GC coupled with flame ionization, ultraviolet, pulsed 
amperometric, and mass spectrometry detection have been the most commonly used 
methods for analysis. These methods have been used successfully for decades in the 
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determination and quantitation of sugars from biomass. The use of derivatization enables 
chromatographic analysis to be done with high sensitivity especially at low 
concentrations. However, the derivatization step is a labor-intensive process, which at 
times, is prone to sample contamination. It involves additional sample preparation, 
handling, and manipulation that are time-consuming (usually characterized by long hours 
or days of analysis) and additional costs are necessary with the purchase of derivatization 
reagents. Moreover, the occurrence of overlapping chromatographic peaks with sugar 
anomers and/or mixtures is a limitation of GC-based methodologies.
93
 
iii) High Performance Liquid Chromatography (HPLC): This technique utilizes a suitable 
column for separation of the samples where a variety of detection methods have been 
used including electrochemical detection,
94
 refractive index (RI),
86, 95
 pulsed 
amperometric detection,
96
 and evaporative light-scattering detection (ELSD).
97
 These 
techniques have been successful to some extent for the quantitative analysis of sugars, 
however; limitations can be attributed to analysis times for a chromatographic run that 
can vary from 6 to 15 minutes (per sample), incomplete resolution of analytes, and the 
inability to use readily accessible wavelengths for the detection of these samples which 
lack chromophoric and fluorophoric moieties required for UV and fluorescence detection. 
As a result, less selective universal detection methods (such as RI and ELSD) are used 
and these detection methods typically provide detection limits in the range of 0.05–1.2 
μg/injection.
98
 
In order to improve and avoid the limitations of HPLC analysis of sugars using 
universal detection methods, coupling mass spectrometry to the HPLC have been 
embraced in the recent past. With direct MS methods, sample is injected into system 
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where no chromatography column exists. This is accomplished with either the HPLC 
pumping system or using a syringe connected to an appropriate pump. A few examples of 
HPLC with MS for sugar analysis include distinction of monosaccharide stereoisomers 
using ion trap mass spectrometry (ITMS),
99
 determination of glucose concentration in 
tear fluid with electrospray ionization,
100
 study of fragmentation profiles of sugars with 
atmospheric pressure chemical ionization,
101
 and the use desorption electrospray for the 
analysis of carbohydrates.
102
 
With analysis by HPLC, sample preparation, extractions, and modifications may 
need to be performed before analysis including matrix removal and sample pre-
concentration. The matrices present in the various samples that pass through a 
chromatography column can significantly influence the quality and sensitivity of the 
column. Prior removal of specific matrices may be required before analysis with the 
HPLC can occur. A cost hindrance is the need for mobile phase solvents (typically some 
percentage exist as organic solvent) that has initial cost as well as the cost associated to 
store and dispose of these solvents. Time for analysis can also be compounded taking into 
account mobile phase preparation. 
Despite the accessibility of user-friendly equipment and more streamlined 
protocols for sample preparation, pressure to increase productivity and quality is 
dependent on sample-preparation. As chromatography has become faster and more 
sensitive, sample preparation has become a vital step in order to receive the benefits from 
these advances. However, researchers and scientists have become more interested in 
getting their answers and data directly without spending the time preparing samples. The 
result has been recent advances analytical methods to increase throughput by 
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significantly reducing sample preparation or eliminating it completely – while holding a 
high level of selectivity and sensitivity. Therefore, current investigations employ a 
technique that requires little to no sample preparation in the analysis of sugars from 
biomass. The use of the ambient ionization source, Direct Analysis in Real Time 
(DART), (coupled to a mass spectrometer) described in the following sections will 
eliminate the stringent considerations of sample preparation required by traditional 
analytical methods.  
 
2.6. NOVEL EXPERIMENTAL METHODS FOR SUGAR ANALYSIS 
The main focus of this section is to describe the analytical techniques and 
instrumentation that were necessary to develop and validate a quantitative method for six-
carbon sugars derived from switchgrass. Specifically, instrumentation includes linear ion 
trap mass spectrometry, with special emphasis using the ambient ionization method of 
Direct Analysis in Real Time (DART). Diagrams, basic theories, and operation of the 
analytical instrumentation will be described as well as listed advantageous over other ion 
sources for mass spectrometry. While brief descriptions of are provided, readers are 
encouraged to consult the provided literature sources for a more comprehensive 
description. 
 
2.6.1. Mass Spectrometry 
In analytical instrumentation, mass spectrometry can be considered as one of the 
fastest growing fields. While an established analytical tool in analytical, organic, 
synthetic, and pharmaceutical chemistry, it can be extensively applied for material 
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science, forensic, toxicological, biotechnology, and environmental research. Mass 
Spectrometry (MS) is an analytical tool for identifying unknown compounds by 
measuring the molecular mass of compounds as well as interrogating molecular structure. 
It is essentially a technique for "weighing" molecules – obviously, this is not done with a 
conventional balance or scale.  Instead, MS is based upon the motion and monitoring of 
charged particles, e.g. ions, in an electric or magnetic field. Typically, the result of mass 
spectrometric analysis (generated with a mass spectrometer) is reported as a mass 
spectrum where the molecular mass of a sample is given as a mass-to-charge ratio, m/z, 
where m is the relative mass and z is the charge of a specific ion. The mass spectrum is a 
graph where the x–axis represents the m/z of detected ions and the y–axis represents the 
abundance of each ion. Typically, the unit of the y-axis is listed as percent relative 
intensity since each peak is assigned an intensity relative to a base peak (the most intense 
peak that is automatically designated with an intensity of 100%).   
The mass spectrometer consists of four basic components: the ion source, the 
mass analyzer, a detector, and a vacuum system (Figure 2.6). The vacuum system is a 
vital component of the mass spectrometer since a vacuum must be present so ions can 
transverse from the ion source to the detector, e.g. decrease the possibilities of collision 
events of the ions of interest with residual gas molecules. The ideal operating pressure 
needed provides an average distance an ion travels before colliding with a gas molecule 
(its mean free path) that is longer than the distance from the source to the detector.
103
 The 
role of the ion (or ionization) source is to convert molecules from an innate neutral state 
to a charged or ionized form before they can enter the mass analyzer. Depending on the 
nature of ionization, the ion source may or may not be held under vacuum. The role of 
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the mass analyzer is to separate ions, either in space or in time, according to their m/z 
employing electric and/or magnetic fields. Once separated, ions proceed to an ion 
detector where ions are converted to produce an electrical current that can be amplified 
and detected and then transferred to a computer/data processor to produce and record the 
resulting mass spectrum. 
 
Figure 2.6. A block diagram showing the main components of a mass spectrometer. 
 
2.6.2. Ionization Sources  
While a review of all ionization techniques used with mass spectrometry is 
beyond the scope of this thesis, it is important to briefly discuss the classifications of 
ionization.  Ionization sources have undergone an evolution as more efficient and user-
friendly sources have been developed. This section will therefore give a summary of the 
ionization process with focus on ambient ionization. Since the starting point with mass 
spectrometry is the formation of gaseous analyte ions, the ionization process dictates 
utility and scope of a mass spectrometric method.
104
 An ion source produce molecular 
ions mainly by ionizing a neutral molecule in the gas phase through electron ejection, 
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electron capture, protonation, deprotonation, adduct formation or by the transfer of a 
charged species from a condensed phase to the gas phase.
105
 
Ion sources are generally classified as being either “hard ionization” or “soft 
ionization” sources. With hard ionization sources, most commonly used is electron 
ionization (EI), sources impart sufficient energy to target molecules to eject an electron 
resulting in a charged radical (M
+.
). Available excess energy will rupture molecular 
bonds resulting in fragment ions that have mass-to-charge ratios less than the molecular 
ion. Soft ionization techniques such as chemical ionization (CI), electrospray ionization 
(ESI), matrix-assisted laser desorption/ionization (MALDI), photoionization (PI), field 
ionization (FI) and field desorption (FD), and fast atom bombardment (FAB) produce 
molecular ions that represent an intact molecule, usually in the form of a protonated 
molecule, [M+H]
+
.
106
 With soft ionization, the energy imparted on the molecule is less 
that its bond dissociation energy (BDE) resulting with little to no fragmentation.  If 
fragmentation of a molecular ion is required, then tandem mass spectrometry experiments 
are normally performed (discussed in detail in Section 2.6.4). In Figure 2.7, a schematic 
illustrates the differences in mass spectra formed using soft and hard ionization 
processes. 
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Figure 2.7. A schematic showing how a molecule, M, is analyzed by soft ionization and 
hard ionization and the resulting mass spectra. 
 
Ion sources can also be classified depending on the pressure in which they are 
operated. Atmospheric pressure ionization sources ionize compounds and transmits those 
ions into the mass analyzer at atmospheric pressure. Since the mass analyzer usually 
operates in a high vacuum (≤10
–5
 Torr), an atmospheric interface equipped with a 
differential pumping system must be present to transfer ions into the vacuum region.
105
 
Examples of traditional atmospheric ionization include: electrospray (ESI), atmospheric 
pressure chemical ionization (APCI), atmospheric pressure photoionization (APPI), 
atmospheric pressure–MALDI.   
In the recent past, mass spectrometry has undergone a contemporary revolution 
with the introduction of a new group of desorption/ionization techniques known 
collectively as “ambient ionization mass spectrometry”. These techniques are performed 
in an open atmosphere directly on samples in their natural environments or matrices, or 
by using auxiliary surfaces. The development of ambient MS has greatly simplified and 
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increased the speed of MS analysis. Basic characteristics have been presented for a 
technique to be included as an “ambient ionization” thus distinguishing it from 
atmospheric pressure ionization techniques.
107
 Ambient ionization techniques with MS 
should enable: i) ionization in the absence of enclosures such as those typically found in 
ESI, APPI, APCI, or AP-MALDI sources and operate in the open air or ambient 
environment. This is significant when analyzing samples of unusual shape or size that 
could not be easily fit inside of an ion source enclosure or that would be critically 
disrupted or damaged when placed under vacuum. ii) Allow direct ionization with 
minimum sample preparation. iii) Can be interfaced to most types of mass spectrometers 
without substantial modification to the ion transfer optics or vacuum interface. iv) Allow 
soft ionization to occur where the amount of internal energy deposited is equal to or 
lower than that in traditional atmospheric pressure ionization techniques. 
From rapid growth of ambient MS, many techniques are being utilized in a 
myriad of applications and detailed reviews of these techniques are found in literature
107, 
108 
Tables 2.2 - 2.5, adapted from refs.
107-109
 summarize the current techniques that are 
considered highly significant to ambient MS field stemming from their originality in 
terms of their fundamental insights and applicability. 
Other ambient mass spectrometric sources that do not fit in any of the groups in 
the tables above are known as “sonic spray ionization” (SSI). SSI was unique and 
revolutionary because it introduced a new concept of ionization (ion production by 
spraying an acidified solution of the analyte in methanol at sonic speed without the 
assistance of voltage, radiation, or heating) to MS.
110
 SSI–based techniques include: 
desorption atmospheric pressure photoionization (DAPPI), radio-frequency acoustic 
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desorption ionization and ionization (RADIO), easy ambient sonic-spray ionization 
(EASI), and Venturi easy ambient sonic-spray ionization (V–EASI).
107, 108
 More data and 
applications have been developed for the originally introduced ambient ionization 
techniques, Direct Analysis in Real Time (DART) and Desorption Electrospray Ionization 
(DESI). The goal of this research is to develop and validate a DART-MS method for the 
quantitation of sugars from switchgrass saccharification samples.  
Table 2.2. Gas discharge ionization ambient ionization MS techniques. 
Gas Discharge Ionization (GDI)-based Techniques 
Acronym Description Summary of the Mode of Operation 
DART Direct analysis in real 
time 
A heated gas plasma generated via 
atmospheric glow discharge ionization 
impinges on the analyte thus causing 
desorption and ionization (see Section 
2.6.2.1) 
DEMI Desorption 
electrospray 
metastable-induced 
ionization 
A dual ionization source integrating the 
advantages of DART and DESI 
FA-
APGI 
Flowing afterglow-
atmospheric pressure 
glow discharge 
Somewhat similar to DART. A plasma from a 
discharge chamber (with two glow discharge 
electrode) excites helium molecules which 
causes desorption and ionization of the 
analyte 
LTP and 
DBDI 
Low temperature 
plasma and dielectric 
barrier discharge 
ionization 
These techniques use plasma generated by a 
dielectric barrier discharge between two 
isolated electrodes. An alternating potential at 
a specific frequency ionizes the sample via 
desorption 
PADI Plasma-assisted 
desorption/ionization 
Similar to DART and DBDI except that a 
radio frequency is applied to a needle end to 
generate a low power plasma to ionize 
samples 
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Table 2.3. Common electrospray-based ambient ionization MS techniques. 
Electrospray (ESI)-based Techniques 
Acronym Description Summary of the Mode of Operation 
DESI Desorption electrospray 
ionization 
 Reactive DESI 
 DESI Imaging 
Analyte droplet pickup/splashing from a 
surface followed by ESI-like ion 
evaporation from secondary droplets 
SESI Secondary electrospray 
ionization 
Interaction of neutral analyte gaseous 
molecules with charged particles created 
by ESI 
EESI Extractive electrospray 
ionization 
Introduction of volatile vapors of neutral 
analyte molecules from a solution into a 
stream of charged droplets produced by 
ESI 
ND-EESI Neutral desorption EESI Desorption of analyte molecules into a 
neutral gas stream coincident with the ESI 
plume 
FD-ESI Fused droplet 
electrospray ionization 
Merging an ESI stream with aerosols 
carrying the analyte 
PSI Paper spray ionization Capillary action in a porous material with a 
macroscopically sharp point is used to 
transport the analyte. Ionization is 
performed using a high electric field 
applied on the porous material 
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Table 2.4. Atmospheric pressure chemical ionization ambient ionization MS techniques. 
Atmospheric Pressure Chemical Ionization (APCI)-based Techniques 
Acronym Description Summary of the Mode of Operation 
ASAP Atmospheric solids 
analysis probe 
A solvent spray or hot stream of nitrogen gas 
impinges a solid sample on a solid probe 
producing analyte molecules which are 
ionized under corona discharge-based APCI 
conditions 
DAPCI Desorption 
atmospheric pressure 
chemical ionization 
Similar to ASAP but in DAPCI gaseous 
analyte ions generated by the corona 
discharge are directed to condensed-phase 
samples causing desorption and ionization of 
neutral target molecules 
 
  
Table 2.5. Laser desorption/ablation ambient ionization MS techniques. 
Laser desorption/ablation Ionization (LDI)-based Techniques 
Acronym Description Summary of the Mode of Operation 
ELDI Electrospray-assisted 
LDI 
A laser desorbs and partially ionizes a 
matrix-free analyte forming a plume of 
neutral and mono-charged species that are 
subjected to ESI to produce multi-charged 
analyte species 
MALDESI Matrix-assisted laser 
desorption electrospray 
ionization 
Same as ELDI but differs in that the 
plume of neutral and charged species is 
formed via MALDI 
LAESI Laser assisted ESI A UV laser is used to ablate a matrix-free 
analyte forming neutral species which are 
ionized by ESI 
IR-
LADESI 
Infrared-laser assisted 
desorption ESI 
Same as LAESI but an IR laser is used to 
desorb and ablate the sample 
IR-
LAMICI 
Infrared ablation 
metastable-induced 
chemical ionization 
A glow discharge generates metastables 
(which causes ionization) that are 
directed to a neutral sample plume 
desorbed by an IR laser 
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2.6.2.1. Direct Analysis in Real Time Mass Spectrometry  
While techniques like liquid chromatography mass spectrometry (LC-MS) and 
gas chromatography (GC-MS) give reliable and reproducible results, they can involve 
multiple sample preparation steps (extractions, derivatization, etc.) and can require 
significant time for chromatography run (8 to 15 minutes per sampler pertaining to sugar 
analysis). Given the fact that specific government agencies and industrial laboratories are 
responsible for monitoring thousands of samples, the time intensive nature of LC-MS and 
GC-MS limits their effectiveness. Consequently, a need for a rapid and accurate test that 
can quickly determine the presence of an analyte of interest is desired. Furthermore, the 
ideal technique would involve minimal sample preparation, allow sampling under 
atmospheric conditions, and provide a response within seconds of sample introduction.  
DART is a mass spectrometric atmospheric pressure ion source that 
instantaneously ionizes gases, liquids and solids in open air under ambient conditions. Its 
development was motivated by the need to replace the radioactive sources used in hand-
held spectrometers with an atmospheric ion source. After several trials in different 
laboratories of it applicability as ion source, DART was introduced as a commercial 
product in early 2005.
111, 112
 
The operation of DART involves the atmospheric pressure interactions of long-
lived electronic excited–state atoms or vibronic excited–state molecules with the sample 
and atmospheric gases.
113
 A schematic illustration of the DART ion source is shown in 
Figure 2.8. In the DART ion source, a gas flows through an enclosed chamber where an 
electrical glow discharge produced by an applied potential of several kilovolts (1–5 kV), 
generates ions, electrons, and excited–state neutral species (atoms and molecules) 
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commonly referred to as metastables. The gases used in DART include helium, nitrogen, 
and/or argon. The chamber has perforated intermediate lenses or grids (Figure 2.8, a) in 
which the excited–state species passes through removing most of the charged species. 
However, neutral gas atoms/molecules including metastable species remain in the 
chamber. These gaseous species exiting the discharge chamber pass through an optional 
gas heater which adjusts the gas temperature (thermal analyte desorption) from room 
temperature up to the desired value with a maximum of 500 °C.
108, 114
  
 
 
Figure 2.8. A schematic diagram of the DART ion source adapted from reference.
108
 The 
a is a perforated intermediate lens, b is a grid electrode, c is the insulation cap, and M is 
the analyte. 
 
At the exit of the DART source, there is a grid electrode (Figure 2.8, b) which serves to 
remove ions with opposite polarity to prevent signal loss by ion–ion interaction and ion–
electron recombination, acting therefore as an ion repeler, and acts as an electrode 
promoting drifting of ions towards the inlet of the mass spectrometer‟s atmospheric 
interface. and an insulation cap (Figure 2.8, c), whose functions is to protect the sample 
and the operator from any exposure to the grid.
113
 Ionization occurs when the DART gas 
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makes contact with the sample at a contact angle of 0° or reflected off a sample surface at 
approximately 45°. 
The DART ion source can operate in either positive or negative mode and ions 
formed by DART depend on the nature of the gas, ion polarity, and whether dopants are 
present.
111
 In positive ion mode, molecular ions (M
+.
) are mainly observed for low-
polarity or nonpolar molecules compounds when nitrogen is used while protonated [M + 
H]
+
 cations are typically formed when helium is used. Adducts have also been observed 
when an ammonia source is present nearby the DART source while analyzing samples, 
[M + NH4]
+
.  In negative ion mode, mass spectra are mainly dominated by deprotonated 
[M – H]
–
 anions for most compounds while some negative charge ions (M
–.
) are observed 
for specific compounds. Other adducts, such as  [M + Cl]
–
, are observed when a suitable 
dopant is used. Since only a few ionized species are formed with DART, the 
interpretation of mass spectra for unknown compounds is simpler when compared to 
electrospray ionization, where multiple ionization species can form.
111, 115
 Even though 
fragment ions are not observed for most compounds when using DART, fragmentation 
can be induced by increasing the voltage and the capillary temperature on orifice of the 
mass spectrometer atmospheric pressure interface. 
 
2.6.2.2. Ionization Mechanisms in DART 
Several ionization mechanisms in DART have been reported and are dependent 
on the polarity of the ionizing gas, the proton affinity of the sample, the presence of 
additives or dopants, and the ionization potential of the analyte.  
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As proposed,
111
 the first ionization mechanism is referred to as Penning ionization 
which involves the transfer of energy from an excited gas M* to an analyte A with an 
ionization potential lower than the energy of M*. This leads to the formation of a radical 
molecular cation A
+.
 and an electron (e
-
), as shown by Equation 2.1. This mechanism is 
proposed predominantly to occur when the DART ionization gas is either nitrogen or 
neon.
113
 
A + M* → A+. + M + e-    Equation 2.1 
Secondly, DART ionization can occur through proton transfer mechanism. This 
mainly takes place in the positive ion mode when helium is used as the ionizing gas. In 
this mechanism, water clusters are generated by the interaction of helium metastables 
(He, 2
3
S) with atmospheric water vapor followed by proton transfer reactions (Equation 
2.2).
113
 
H2O + He(2
3
S) → He(11S) + H2O+. + e- 
H2O + H2O
+.→ H3O+ + OH.    Equation 2.2 
H3O
+
 + nH2O → [(H2O)nH]+ 
[(H2O)nH]
+
 + A → AH+ + nH2O 
This mechanism occurs because helium metastables (He, 2
3
S) have a higher energy 
potential (19.8 eV) and its reaction with water is highly efficient. This indicates that the 
performance of DART is not affected by humidity.
111
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The third mechanism proposed in DART ionization is commonly known as 
electron capture where electrons (e
-
) that are produced by Penning ionization (ionization 
that occurs through the interaction of two or more neutral gaseous species, at least one of 
which is internally excited usually to a high energy state) or surface Penning ionization 
(refers to the interaction of the excited–state gas with a surface, resulting in the release of 
an electron) are readily thermalized by collision with atmospheric pressure gas as shown 
in Equation 2.3. These electrons are captured by atmospheric oxygen to produce O2
-
. The 
formed O2
-
 can react with interacting analyte molecules to produce negatively charged 
anions. 
M* + surface → M + surface + e- 
e
-
fast + gas → e-slow    Equation 2.3 
e
-
slow + O2→ O2- 
It is reported that
113
 the DART negative-ion reagent mass spectra are virtually 
identical for nitrogen, neon, and helium. However, negative- ion sensitivity increases for 
DART gases in the following order: 
nitrogen< neon < helium 
This phenomenon results from increased efficiency in forming electrons by Penning 
ionization and surface Penning ionization as the internal energy of the metastable species 
increases. Other negative ion mode mechanisms were also investigated.
116
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Another reported mechanism in correlation with DART is the Transient Micro-
Environment Mechanism (TMEM).
117
The proposed mechanism takes into account the 
DART ionizing gas stream contains both metastable helium atoms and water clusters 
while in contact with a sample.  A transient microenvironment (TME) is then created that 
can shield the analytes from direct ionization by the DART gas stream.  The TME may 
be generated through desorption and ionization of volatile matrix molecules (containing 
the analyte), and analytes are then ionized by the matrix ion species through gas-phase 
ion/molecule reactions.
117
 
A nine-stage reaction mechanism, shown in Figure 2.9 can be grouped into three 
steps for the TMEM.
117
 In step one, molecular ions of water are formed (reaction 1 in 
Figure 2.9) when the helium metastable atoms are in contact with atmospheric water that 
generate protonated water clusters (reaction 2 in Figure 2.9). In step two, helium 
metastables, He*, come into contact with solvent molecules, S, producing solvent 
molecular ions (reaction 3 in Figure 2.9). Solvent molecular ions react with other solvent 
molecules to produce protonated solvent molecules (reaction 4 in Figure 2.9). Protonated 
water clusters can also react with solvent molecules to produce protonated solvent 
molecules as well (reaction 5 in Figure 2.9). The third step constitute the ionization of 
analyte molecules, A, to form protonated molecules through gas-phase ion/molecule 
reactions with protonated solvent molecules (reaction 6 in Figure 2.9). The solvent 
molecular ions can react with analyte molecules to produce both protonated analyte 
molecules and analyte molecular ions, (reactions 7 and 8 in Figure 2.9) or protonated 
analyte molecular ions if the TME is thin (reaction 9 in Figure 2.9).  
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He* + H2O → He + H2O+. + e–  as MEa(He)>IEb(H2O)    (1) 
H2O
+.
 + (H2O)m→ HO. + [(H2O)m + H]+      as PAc((H2O)m)>PA(HO.)                     (2) 
He* + S → He + S+. + e–,                             as ME(He)>IE(S)      (3) 
S
+.
 + Sn→ [S – H]. + [Sn + H]+,   if PA(Sn)>PA([S – H].)     (4) 
[(H2O)m + H]
+
 + Sn→ (H2O)m + [Sn + H]+,  if PA(Sn)>PA((H2O)m)     (5) 
[Sn + H]
+
 + A →Sn + [A + H]+,             if PA(A)>PA(Sn)>PA([S – H].)    (6) 
S
+.
 + A → [S – H]. + [A + H]+,   if PA(A)>PA([S – H].)>PA(Sn)    (7) 
S
+.
 + A → S +A+.,   if PA([S – H].)>PA(Sn) and IE(S)> IE(A)         (8) 
[(H2O)m + H]
+
 + A → (H2O)m + [A + H]+,  if the TME is thin                  (9) 
 
Figure 2.9. Reactions in positive ion DART. 
a
ME(He) is helium‟s metastable energy, 
19.8 eV; m = 1, 2, or 3; n= 1 or 2. Reaction 4 has a few variants for alkanes and 
chlorinated methanes.  
b
IE is the ionization energy and  
c
PA is the proton affinity of the 
specified species. Reprinted with permission from reference.
117
 
 
2.6.2.3. Application of Direct Analysis in Real Time 
Since its introduction as a readily available commercial product with the 
versatility in ionizing a wide range of chemicals without the need of extensive sample 
preparation, DART has been used for a multitude of applications. The speed with which 
data is obtained with DART, as compared with conventional GC-MS and LC-MS, has 
motivated mass spectrometric practitioners to apply this technique in various fields where 
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appropriate. The DART-MS has been successfully used both in qualitative and 
quantitative chemical analysis and readers are directed to the cited literature for more 
information on a specific set of applications mentioned in Table 2.6. The presented table 
is by no means an inclusive complete description of all the possible applications that have 
been performed with DART-MS, but provides a broad survey of recent applications. 
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Table 2.6. Summary of the applications of DART. 
Field Specific Applications Refs. 
Pharmaceuticals Quantitation of drugs in biological matrices 
Detection of counterfeit antimalarial drugs 
Preclinical pharmaceutical analysis for 
impurities, degradation products, isotopic 
abundance and drug loading 
118 
119 
120 
 
Bioanalysis Ovarian cancer metabolomics fingerprinting 
of blood samples  
Screening of insect terpenoids 
121 
 
122 
Homeland  security and 
law enforcement 
Detection of “date rape drug” in alcoholic 
and nonalcoholic drinks 
Separation and quantitation of chemical 
warfare agents 
Analysis and detection of explosives 
Monitoring of the release of adenine in ricin 
activity assay 
123 
 
124, 125 
 
126 
127 
Forensics Detection of cocaine and its metabolites in 
human urine 
Forensic screening of illegal drugs 
128 
 
129 
Environment 
 
Determination of sulfur-containing materials 
in drywall 
Analysis of water contamination by UV 
filters 
Detection of organometallic compounds 
Screening of insoluble polycyclic aromatic 
hydrocarbon contaminants 
Analysis of poplar pyrolysis products 
130 
 
131 
132 
133 
 
134 
Food, flavor, and 
fragrances  
Identification of food packaging additives 
Detection of melamine and cyanuric acid 
contamination in powdered milk 
Detection of mycotoxins in cereals, grains, 
flours, and beer  
Detection of pesticides on fruit surfaces 
Release kinetics of taste-refreshing 
compound in chewing gum 
135 
136, 137 
 
138, 139 
 
140 
141 
Polymer and additives Stabilizers in polypropylene samples 
Detection of restricted phthalic acid esters in 
toys 
Detection of additives in polyvinyl chloride 
lid gaskets 
142 
143 
144 
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2.6.3. Mass Analyzers 
Once gas-phase ions are produced from the ion source, they need to be separated 
according to their mass-to-charge ratio (m/z) based on their characteristic behavior in 
electric and/or magnetic fields. Just as a great variety of ion sources exist, several types 
of mass analyzers have been developed using either electric fields or a serial combination 
of magnetic and electric fields for the sorting of ions according to their m/z. Table 2.7 
lists the major categories of mass analyzers according to their ion separation processes. 
Scanning mass analyzers transmit the ions of different masses successively along a time 
scale. They are either magnetic sector instruments with an ion guide path in the magnetic 
field, allowing only the ions of a given m/z to go through at a given time, or quadrupole 
instruments. However, other analyzers allow the simultaneous transmission of all ions, 
such as the dispersive magnetic analyzer, the time-of-flight (TOF) mass analyzer and the 
trapped-ion mass analyzers that corresponds to the ion traps, the ion cyclotron resonance 
(ICR) or the orbitrap instruments(only ICR and orbitraps have simultaneous detection of 
ions but these are not transmission type instruments).
106 
 
Table 2.7. Common types of mass analyzers used in mass spectrometry and their 
principle of separation.
105
 
 
Type of Analyzer Symbol Principle of Separation 
Time-of-flight TOF Velocity (flight time) 
Quadrupole Q m/z (trajectory stability) 
Ion trap IT m/z (resonance frequency) 
Electric sector E or ESA Kinetic energy 
Magnetic sector B Momentum  
Fourier transform ion cyclotron resonance FTICR m/z (resonance frequency) 
Orbitrap  OT m/z (resonance frequency) 
 
58 
 
When describing and measuring the performance of a mass analyzer, five 
parameters are present including: i) mass range – the limit of m/z over which the mass 
analyzer can manipulate and separate ions, ii) scan speed – the rate at which the analyzer 
measures over a particular mass range, iii) transmission – the ratio of the number of ions 
reaching the detector and the number of ions entering the mass analyzer, iv) mass 
accuracy – the ability to measure the accuracy of the m/z provided by the mass analyzer 
(the difference that is observed between the theoretical m/z and the measured m/z), and v) 
resolution/resolving power – the ability of a mass analyzer to yield distinct signals for 
two adjacent ions where a measureable m/z difference exists.
103
 More detailed 
explanation of these parameters with respect to each type of mass analyzer can be found 
in literature or in reference text. The following section focuses on the type of mass 
analyzer used with the presented research, the linear ion trap. 
 
2.6.3.1. The Linear Quadrupole Ion Trap (LIT) Mass Analyzer 
The linear ion trap (LIT), also referred as a two–dimensional quadrupole ion trap 
(2D QIT), was initially developed as a collision cell of a triple quadrupole instrument.
145
 
An LIT consist of two conical lenses or electrodes (commonly referred to as endcaps) and 
one “donut-shaped” ring lens (ring electrode), Figure 2.10 shows a representation of the 
LIT. In an LIT, ions transmitted from the ion source are held or trapped in the small 
interior volume between the front and back sections of the trap (the center section, Figure 
2.10). When the voltages are lowered or raised on the entrance and exit sections, ions can 
pass into the trap, be stored for some period of time (usually μs), and then ejected to the 
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detector. The trap is usually operated in the mass selective stability mode where ions of a 
particular m/z are selectively and systematically ejected from the trap. 
 
Figure 2.10. Schematic representation of a linear quadrupole ion trap mass analyzer. 
Reprinted with permission from reference.
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 Within the trap ions undergo a complex sinusoidal motion with the application of 
an oscillating radiofrequency (RF) potential to the outer sections of the trap. The storage 
of an ion in the trap depends on the value of the mass, m, and charge, z, of the ion, and 
the potentials applied on the entrance and exit sections. The ion trajectories and ejection 
can be described by solutions to derivations of the Mathieu equations a and q (Equation 
2.4 and 2.5).
103
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where az and qz are Mathieu equation functions that define a stable trajectory for which 
ions do not collide with the trap walls across a range of values for U (the direct voltage, 
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DC) and VRF (the RF voltage). r0 the radial distance from the center of the trap, z0 the 
axial radius of the center section of the trap, and ω is the RF frequency. 
An ion stability diagram can be constructed to define the coordinates (a, q) for 
which ions are stored in the trap (Figure 2.11). Ions possessing values of a and q that 
give both axial (along the z–axis, parallel to ion trap walls) and radial (oscillation in the 
xy plane) stability will remain trapped. For example, if the front and back sections are 
sufficiently positive with respect to the center section, cations become trapped in the 
center section. Once the ions are in the trap, they are dampened by collision with an inert 
gas, usually helium (added to a pressure of about 10
-3
Torr, or 0.1 Pa; helium is also a 
collision activation agent), and fly along the z–axis while simultaneously oscillating in 
the xy plane owing to the application of an RF–only potential on the front and back 
sections (axial ejection, for the detection process). On the other hand, by manipulation of 
the voltages, ions of a specific m/z value can be expelled through the slits in the x 
direction (radial ejection, in the isolation/scanning process).
105
 
The LITs have one great advantage over three–dimensional quadrupole ion traps 
(3D QIT); a more than 10–fold higher ion trapping efficiency. This higher trapping 
capacity is combined with the ability to contain many more ions before space charge 
effects (this arises when there are too many ions which cause great repulsions of 
neighboring ions) occur owing to a greater volume of the trap. Moreover, the ion ejection 
and collection to the detector is almost 100% efficient for an LIT.  
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Figure 2.11. The Mathieu stability diagram for the quadrupole ion trap is shown. Ions are 
stable in the r- and z-direction if their Mathieu parameters az and qz fall within the shaded 
area in the diagram. The common mode of mass analysis is the mass–selective instability 
scan where the RF potential is raised to increase the value of qz to the instability point qz 
= 0.908, while az = 0.
 147
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The other advantages of the LIT in chemical analysis include (1) high sensitivity, 
(2) compactness and mechanical simplicity in a device which is nevertheless capable of 
high performance, (3) ion/molecule reactions can be studied for mass-selected ions, (4) 
high resolution (>106 at m/z >1000) is accessible through slow scans, but mass 
measurement accuracy is relatively poor, and (5) ions of high mass/charge are accessible 
using resonance experiments.
148, 149
 
 
2.6.4. Tandem Mass Spectrometry  
With the exception of hard ionization methods, all “soft” ionization methods lead 
to the formation of a molecular ion species with limited fragmentation.
103
 While this is 
important in determining the molecular weight of the compound, it is not conducive with 
determining structural information of a compound. Tandem mass spectrometry (MS/MS) 
is a method where more than one stage of mass analysis occurs, typically to induce 
fragmentation of a selected ion of interest and then analyze the generated fragments. 
Structure elucidation can take place after interpretation of the fragmentation pattern of the 
selected intact ion.
105
 
A schematic representation of a tandem mass spectrometry experiment to achieve 
structure elucidation is shown in Figure 2.12. The ions generated from the ion source are 
directed to the first stage of mass analysis, MS1, (Figure 2.12) which is set to select and 
isolate only ions of a specific m/z ratio into a collision cell where 
dissociation/fragmentation of the ions occurs by bond cleavage through various energetic 
excitation processes. The ion selected for fragmentation is called the precursor ion and 
the ions generated through bond cleavage of the precursor ion are referred to as product 
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(fragment) ions. The second stage of mass analysis, MS2, is then scanned to transmit the 
products of fragmentation to the detector. A mass spectrum is generated with the m/z 
ratios of the fragments and the data obtained can determine the structural information of a 
compound.   
 
 
Figure 2.12. A schematic representation of a tandem mass spectrometry experiment, 
specifically, a product ion scan. 
 
When the described MS/MS experiment occurs with multiple mass analyzers for 
every stage of mass analysis, the experiment is performed as “tandem in space”.
150
 In 
contrast, the described linear ion trap mass spectrometer (specifically, a Thermo LTQ XL 
used in the presented research) allows all stages of mass analysis to be conducted within 
the same physical space and referred as “tandem in time”. For “tandem in time” with a 
linear ion trap, product ion scan experiment involves: (1) the transmission of ions from 
the ion source into the ion trap where their exit is prevented by the voltages applied to the 
endcaps of the ion trap. (2) selective isolation of the precursor ions by ramping the RF 
voltage of the ion trap above and below a particular value to store ions of a specific m/z. 
(3) applying a resonance excitation RF voltage to the endcaps to induce faster and more 
extensive ion trajectories of the selected precursor ions.  If fragmentation of the selected 
precursor ion is desired, collision activation with a collision gas (typically helium) to 
increase internal energy will induces bonds to break to generate product ions. This 
Ion Source MS1 
 
MS2 
 
⦁     Ion 
 Detector 
 
Fragmentation 
Region 
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process is termed collision-induced dissociation (CID), also known as collision-activated 
dissociation (CAD). (4) Finally, lowering the voltage applied to the endcaps, with 
simultaneous ramping of the RF voltage applied to the ring electrode, will eject the 
remaining precursor and fragment ions to the ion detector.
103
 Ion traps can also allow 
multiple stages of mass analysis and dissociation to be carried out in the so-called MS
n
 
experiments (e.g. MS
3
 equivalent to three separate stages of mass analysis and so on). As 
many as ten stages (n = 10) of tandem mass spectrometry have been performed on 
commercial instruments.
151
 
 
2.6.5. Ion Detection 
When ions pass through the mass analyzer, they must be detected and transformed 
into a usable signal by a detector to generate a mass spectrum. A detector is able to 
generate an electric current that is proportional to the incident ions. While many types of 
detectors exist,
152
 the choice of a detector mainly depends on the design of the instrument 
and the analytical application that will be performed.   
For the utilized mass spectrometer, the ion detection system includes a conversion 
dynode and an electron multiplier. A set of ion detection systems is located on opposite 
sides of the linear ion trap so collection efficiency is approximately 100% when ions are 
ejected from the trap. The conversion dynode is a concave metal surface located at a right 
angle to the ion beam. The ions are attracted to the conversion dynode by holding a 
positive potential for negative ions and a negative potential for positive ion detection. 
Once an ion strikes the surface of the conversion dynode, secondary particles (typically 
electronics) are produced. The curved surface of the conversion dynode focuses these 
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secondary particles and the voltage gradient accelerates them into the electron multiplier. 
Secondary particles from the conversion dynode strike the inner walls of the electron 
multiplier cathode with sufficient energy to eject electrons. The ejected electrons strike 
the inner surface of the cathode further up, which creates a cascade of even more ejected 
electrons. The final result is a measurable current at the anode. The current collected by 
the anode is proportional to the number of secondary particles striking the cathode.
153
 The 
current that leaves the electron multiplier via the anode is recorded by the data system. 
Because of the off-axis orientation of the ion detection system relative to the mass 
analyzer, neutral molecules from the mass analyzer tend not to strike the conversion 
dynode or electron multiplier and reduce noise from neutral molecules. 
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CHAPTER THREE 
 
METHOD VALIDATION AND OPTIMIZATION FOR SUGAR ANALYSIS 
3.1. INTRODUCTION 
The main objective of this research was to develop, optimize, and validate a 
simple, high throughput, and rapid method for the detection and quantitation of sugars 
extracted from switchgrass. In this study, DART was used as the analytical method for 
achieving this objective. DART has been widely used in various fields, as stated in 
Section 2.6.2.3, because of its versatility in the wide range of compounds it can analyze. 
However, there is no published literature showing any application of DART for 
qualitative and quantitative analysis of sugars. The different sections that follow describe 
the experiments performed with sugar standards to optimize and proof the feasibility of 
DART in sugar analysis. The chapter ends with a demonstration of the application of the 
method for quantitation of sugars. 
 
3.2. EXPERIMENTAL 
3.2.1. Sample Preparation 
Six–carbon sugars from the biomass feedstock used were the compounds of 
interest. Since cellulose is the major component of switchgrass, glucose, a monomer unit 
of cellulose was used for the optimization and validation processes. Little to no sample 
preparation is the main advantage of DART. Therefore, a section dedicated to specific 
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sample preparation procedures was not necessary. Moreover, this chapter describes the 
development of the method. For this reason, sugar standards were used.   
 
3.2.2. Reagents and Chemicals 
The sugar standard used was D-(+)-glucose (hereafter referred as glucose), m/z 
180. Glucose, C6H12O6, (Figure 3.1, b) is by far the most common carbohydrate in 
nature. It is classified as a monosaccharide, an aldose, a hexose, and is a reducing sugar. 
It is also known as dextrose, because it is dextrorotatory (meaning that as an optical 
isomer it rotates plane polarized light to the right, as shown by the + sign above, and also 
is an origin for the D designation. In plants glucose is synthesized by chlorophyll using 
carbon dioxide from the air and sunlight as an energy source. Glucose is further 
converted to cellulose or starch.99% glucose was purchased from Sigma-Aldrich (St. 
Louis, MO, USA). An internal standard was required for quantitation and calibration 
experiments. D-glucose-6,6-D2 (hereafter referred as deuterated glucose), C6D2H10O6, 
was selected as the internal standard. Deuterated glucose (Figure 3.1, a), m/z 182, was 
selected because of two main reasons: (1) deuterated glucose is ionized in a similar 
fashion as glucose, and (2) the chemical structure of deuterated glucose is similar that of 
glucose except for the two deuterium atoms attached to carbon number 6. This causes a 
shift of two mass units more than glucose. Deuterated glucose (98%) was also purchased 
from Sigma-Aldrich (St. Louis, MO, USA). 
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Figure 3.1. The molecular structures of (a) deuterated glucose and (b) glucose. 
 
HPLC-grade methanol was purchased from Thermo Fischer Scientific (Fair 
Lawn, NJ, USA). Ultra-pure water (18.0 MΩ) was produced in-house with a NANOpure 
Ultra Water Purification System (Barnstead/Thermolyne Inc., Dubuque, IA, USA). All 
the chemicals and reagents were used without further purification.  
 
3.2.3. Sugar Standards Preparation 
Glucose and deuterated glucose standard stock solutions were prepared and stored 
in a refrigerator at temperature below 10 °C when not in use to prevent decomposition 
that may occur at room temperature. Working solutions were prepared from these stock 
standards ranging from 5.00 x 10-6 to 5.00 x 10-3 M, depending on the specific 
experiments performed. Initially, the working standard solutions were prepared from 
ultra-pure water. However, the solvent was later on changed to a mixture of 
methanol/ultra-pure water (1:1, v/v) (due to production of a higher signal when 
methanol/water was used, data not shown). The mass of each sugar standard was weighed 
out on a microbalance (Denver Instrument Co., Arvada, CO, USA) which had the ability 
to measure micrograms to 4 decimal places. Mass measurements were done to prepare a 
1.00 x 10-2 M solution of glucose (180.16 g/mol) and deuterated glucose, (182.15 g/mol) 
(a) (b) 
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according to Equations 3.1 and 3.2 respectively, (deuterated glucose is designated d-
glucose in Equation 3.2) with the only difference being the change in the molar mass. 
Each sugar standard was measured depending on their degree of purity. 0.1820g and 
0.1859g of glucose and deuterated glucose were weighed, respectively. The granules 
were dissolved in ultra-pure water and made up to 100 mL in a volumetric flask. The 
reason for using 0.99 and 0.98 in the equations was to account for the purity level of the 
sugar standards stated above. 
 
 
 
 
When working standard solutions were needed, the stock solutions were brought 
out of the refrigerator, shaken for a few seconds, and then allowed to equilibrate to room 
temperature. For initial peak identification and optimization experiments 1.00 x 10-4 M 
glucose standard working solutions were prepared in triplicate from the stock solution. 
The internal standard was prepared the same way. However, for calibration experiments, 
various concentrations of working standard solutions were prepared in methanol/water 
(1:1, v/v). The following sets of standards, in increasing order were prepared: 1.00 x 10-5, 
4.00 x 10-5, 6.00 x 10-5, 1.00 x 10-4, 4.00 x 10-4, 6.00 x 10-4, 1.00 x 10-3, 2.00 x 10-3, 3.00 x 
10
-3
, and 5.00 x 10-3 M. These solutions were prepared to contain 4.00 x 10-5 M of the 
internal standard. Table 3.1 shows the initial and final concentrations of standard 
solutions prepared. These standards were prepared to determine the dynamic linear range 
Equation 3.1 
Equation 3.2 
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for the sugar standards. The working solutions were prepared by measuring out the 
specific volume of glucose/deuterated glucose using disposable plastic micropipettes. The 
highest concentration prepared was 5.00 x 10-3 M and the lowest was 1.00 x 10-5 M. The 
concentration of the internal standard was the same (4.0 x 10-5 M) for each of the samples 
prepared. 
 
 
Table 3.1. Show how the working standard solutions prepared from the stock standard 
solution to create final concentrations for the determination of the dynamic linear range. 
 
Glucose Concentration (M) Deuterated Glucose Concentration (M) 
Initial Volume (μL) Final Initial Volume (μL) Final 
1.00 x 10-2 500 5.00 x 10-3 1.00 x 10-2 40 4.00 x 10-4 
1.00 x 10-2 300 3.00 x 10-3 1.00 x 10-2 40 4.00 x 10-4 
1.00 x 10-2 200 2.00 x 10-3 1.00 x 10-2 40 4.00 x 10-4 
1.00 x 10-2 100 1.00 x 10-3 1.00 x 10-2 40 4.00 x 10-4 
1.00 x 10-2 60 6.00 x 10-4 1.00 x 10-2 40 4.00 x 10-4 
1.00 x 10-2 40 4.00 x 10-4 1.00 x 10-2 40 4.00 x 10-4 
1.00 x 10-2 10 1.00 x 10-4 1.00 x 10-2 40 4.00 x 10-4 
1.00 x 10-2 6 6.00 x 10-5 1.00 x 10-2 40 4.00 x 10-4 
1.00 x 10-2 4 4.00 x 10-5 1.00 x 10-2 40 4.00 x 10-4 
1.00 x 10-2 1 1.00 x 10-5 1.00 x 10-2 40 4.00 x 10-4 
 
  
 The working standard solutions were place in 1.5 mL clear screw septum vials 
using micropipettes as follows: 4.00 x 10-5 M of the internal standard was placed in each 
vial. Then a specified volume of glucose is added depending on the desired concentration 
(Table 3.1). The vial was then filled with the solvent [methanol/water (1:1, v/v)] to a 
final volume of 1.0 mL. The samples were then shaken for a few seconds to ensure even 
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mixing of the vial‟s content and were placed into a sample holding rack ready for 
analysis.  
 
3.3. INSTRUMENTATION  
The instrument used in this study was an LTQ XL linear ion trap (Thermo 
Scientific, San Jose, CA, USA) mass spectrometer. The fundamentals of the operation of 
a linear ion trap are described in Section 2.6.3.1. The LTQ XL was either interfaced to a 
DART ion source or an ESI source. The ESI source was only used for tuning and 
calibration of the mass spectrometer whereas the DART ion source was used for the 
analysis. The tuning and calibration of the mass spectrometer depends on the type of 
samples being analyzed. The DART ion source parameters were also a function of the 
analytical samples. This section describes these instrumentation and their parameters. 
 
3.3.1. Direct Analysis in Real Time (DART®) Ion Source 
The DART source was purchased from IonSense Inc. (Saugus, MA, USA). The 
specific model of the DART source used was referred to as the DART
®
SVP 
(Standardized Voltage and Pressure) ion source, hereafter referred to as the DART 
source. The ion source is covered by cylindrical metal casing enclosing the discharge 
glow chamber with electrodes and a heater. Towards the opening of the ion source is a 
steel casing with a conical shape and a ceramic tube is connected to the end of the cone, 
which is the opening of the ion source. The heater is enclosed in this cone-shaped casing. 
Heated gaseous metastables are released from the ion source through an opening with a 
grid held in place by the ceramic tube.  
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On the other side of the ion source is an adapter flange. The adapter flange is used 
to mount, support and align the DART source in place. A ceramic tube which is in line 
with the opening or the DART source is screwed to a circular opening at the center of the 
flange. The ionizing gas that comes out of the source is directed into the ceramic tube 
attached to the adapter flange. A metallic base connects the DART source and the adapter 
flange. The side of the adapter flange facing away from the DART source also serves as 
the interface of the source to the mass spectrometer. When the DART source is mounted 
on the mass spectrometer, a small hollow space exists between the adapter flange and the 
mass spectrometer inlet. A rubber tubing is connected to a built-in valve on the adapter 
flange. The other end of tubing is connected to a small membrane pump (Vacuubrand, 
Wertheim, Germany) which is used to create a partial vacuum between the Vapur
®
 flange 
and the mass spectrometer inlet. A movable linear rail, which is the sample holding 
system, is connected to the metal block holding the adapter flange and the DART source. 
On the rail is a rectangular metal block with 12 holes in it which are used to hold the Dip 
It
®
 tips in place. A schematic diagram of the DART ion source is shown in Figure 3.2. 
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Figure 3.2. A schematic showing the DART ion source set up. The sample is spiked at 
the tip of the glass tip placed on a movable rail (not shown) which moves the sample 
between the source and MS inlet. 
 
 
Operational control of the DART source is completed by using the SVP controller 
box (referred here as the controller). The controller is the software “management center” 
for the DART source. The flow on nitrogen and helium gases is regulated by the 
controller. Output and input cables for the gasses, a voltage cable, and a linear rail control 
cable are connected to the controller. The other ends of these cables are connected to the 
end of the DART source facing away from the mass spectrometer. An Apple iPod touch 
is used to operate the DART source. It is the user interface for the DART SVP system 
and has in-built software for the DART SVP operation. It is used for all the operations of 
the DART source such as temperature and voltage regulation, manipulation of the linear 
rail, setting up an analytical method, selecting the ionization mode, turning on/off of the 
DART source, etc. The iPod operates with a wireless Wi-Fi connection to the controller.  
High Voltage Cable 
Gas Inlet 
Dip It tip on a Rail 
MS 
Inlet 
DART Source 
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The following instrument settings were those recommended by the manufacturer 
and all parameters were measured using the DART SVP interface software. Optimization 
of the DART source parameters for sugar analysis was performed to determine the 
optimum conditions for obtaining the highest signals with little fragmentation. Unless 
otherwise noted, the DART source settings were: positive ion mode; nitrogen/helium gas 
pressure: 80 psi; gas temperature: 450°C; discharge needle voltage, +1.5 kV; and grid 
electrode voltage, 200V. These values are the optimum conditions for the DART source 
for the experiments performed in this study; their optimization is discussed in Section 
3.4. High purity nitrogen (99.998%) was used as the standby gas and the gas was 
automatically switched to high purity helium (99.998%) in run mode.   
 
3.3.2. The LTQ XL® Linear Ion Trap Mass Spectrometer 
An LTQ XL
®
 linear ion trap mass spectrometer (Thermo Scientific, San Jose, CA, 
USA) was used to obtain the mass spectra of all the compounds analyzed. The mass 
range of the mass spectrometer was between m/z 50 to 2000. Even though it is not a high 
resolution spectrometer the mass spectra were obtainable up to 2 decimal places. All data 
analysis and peak integration was accomplished through the user friendly Thermo 
Xcalibur software. The software was used to view and upload the data, either in form of 
mass spectra, chromatograms, or both. Before any analysis was, the mass spectrometer 
was tuned and calibrated using a standard procedure explained in the following section. 
 
 
 
75 
 
3.3.3. Calibration and Tuning of the Mass Spectrometer 
In order to optimize the performance of data acquisition on the LTQ XL
®
 mass 
spectrometer, tuning and calibration was done. Tuning was done manually with a 
calibration solution to establish a stable spray of solution and to ensure that enough ions 
are detected to calibrate the MS detector. Before tuning and/or calibration are done, the 
DART ion source is removed and an ESI source is mounted on the mass spectrometer. It 
was not possible to do any tuning and/or calibration with the DART ion source.  
Tuning and calibration involved a three step process. First, the mass spectrometer 
was tuned in ESI mode by infusing a calibration solution. In this step, automatic tuning 
procedure in Tune Plus (Xcalibur software) was used to establish a stable spray of ions 
into the spectrometer and to demonstrate that the transmission of ions into the MS 
detector is optimum. A calibration solution was infused into the mass spectrometer 
directly from a syringe pump at a steady rate of 5.0 μL/min for several minutes. For 
tuning and calibration of the LTQ XL
®
 mass spectrometer in the ESI mode, calibration 
was done as instructed by the instrument manual utilizing the manufacturer‟s calibration 
solution. The calibration solution (Pierce
®
 LTQ ESI Positive Ion calibration solution) 
used consisted of caffeine, MRFA (L-methionyl-arginyl-phenylalanyl-alanine acetate 
monohydrate), and Ultramark 1621 (covered m/z range: 150 – 2000) in an 
acetonitrile/methanol/water solution containing 1% acetic acid (Thermo Scientific, 
Rockford, IL, USA). A peak at m/z 195, the mass-to-charge of caffeine, was chosen in the 
calibration solution. This peak was chosen because it was one of the ions in the 
calibration solution that was closest to the mass-to-charge ratio for the ion of interest in 
our analytes (e.g., m/z 198 for sugar samples).  
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Secondly, the mass spectrometer was calibrated in the ESI mode using the same 
calibration solution to automatically optimize its performance. The purpose of the 
calibration of the MS detector was to optimize the parameters that affect ion detection 
thus optimizing its performance. In this step, it was ensured that the calibration 
parameters complete automatic calibration successfully, which took about 45 minutes. 
Calibration parameters are instrument parameters whose values do not vary with the type 
of experiment. The calibration dialog box in the Tune Plus provided a readback of the 
status of the calibration parameters, both during the automatic calibration and when the 
calibration was complete.   
The third step involves maximizing the detection of one or more particular ions (if 
necessary). This is done by optimizing the tune of the mass spectrometer detector with 
the analyte of interest in the ESI mode. A significant mass-to-charge ratio of the analyte 
of interest is chosen. This step was not performed in our study because the m/z of 195 for 
caffeine was closest to the mass-to-charge ratio for our ions of interest. Calibration was 
performed periodically, every one to three months, for optimum performance of the MS 
detector. 
For a typical experiment, the mass spectrometer settings included: capillary 
voltage, 30 V; tube lens voltage, 100 V; capillary temperature, 200 °C. The ion optics 
settings were as follows: multipole 1 offset voltage, –4.5 V; multipole 2 offset voltage, –
8.0 V; lens 1 voltage, –4.2 V; lens 2 voltage, –15.0 V; gate lens voltage, –35.0 V; and 
front lens voltage, –5.25 V. The detector voltage was set to +15 kV. The mass range in 
which the mass spectra were acquired was m/z 50 – 400. Tandem experiments were done 
when the elemental composition of a compound were necessary. Fragmentation of 
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selected precursor ions was possible in the ion trap with collision–induced dissociation 
(CID) of 30.0 normalized collision energy, by colliding the precursor ion with helium 
atoms. The ion trap collision cell was supplied with ultra–high purity helium gas 
(99.999% purity). 
 
3.3.4. Sample Introduction 
After samples were prepared and ready for analysis, the DART source is powered 
on and set at the required temperature using the iPod touch interface. A DART source file 
in the Xcalibur software was opened for data collection. Glass Dip It
®
 (purchased from 
IonSense, Saugus, MA, USA) tips were used for sample introduction. A typical 
experiment would entail spiking a sample on the tip of a glass Dip It
®
 tip (hereafter 
referred to as a glass tip) placed on a movable linear rail which could move in a left-to-
right direction and vice versa. Figure 3.2 (Section 3.3.1) shows a simplified schematic 
view of the sample introduction system. The orientation of the DART source was such 
that the exit of the DART source was in line with the ceramic tube leading to the Vapur 
adapter flange hyphenated with the inlet of the spectrometer. The linear rail was a 12 Dip 
It
®
 block that ran between the DART source and the ceramic tube. 
In all the experiments performed, 1.0 μL of a given sample solution was pipette–
deposited on the tip of the glass tip which was secured on a block engineered to hold the 
glass tips on the movable rail whose movements can be set at a specific speed. The rail 
holding the glass tips with samples would then move from left to right at a constant speed 
such that the sample on the glass tips came into contact with the helium gas stream from 
the DART source outlet, producing a signal as it moves across the ionization region. The 
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glass tips moved perpendicular to the gas stream but were adjusted (by adjusting the 
height of the linear rail block) to ensure that the gas stream was not entirely blocked by 
the glass tips. For optimization and quantitation measurements, a constant speed of 0.5 
mm/s (unless otherwise stated) was maintained for all samples analyzed with the Dip-It 
tip rail system. The samples could also be introduced manually without using the rail by 
hand (with the sample placed on the glass tip) or by use of an adjustable tweezers (for 
solid samples). Manual sample introduction was not performed because of the errors 
involved in placing the sample at the right position. 
 
3.4. METHOD VALIDATON AND OPTIMIZATION 
3.4.1. General Spectral Appearance of Sugar Standards  
Before validation and optimization experiments were performed, it was necessary 
to carry out initial analysis of sugar standards to determine the mass spectral peaks that 
are produced. From the sugar standard stock solutions, 1.00 x 10-4 M of both glucose and 
deuterated glucose working solutions were prepared in 1.5 mL clear glass vials. The 
DART ion source was run in the positive ion mode and the temperature, gas pressure, and 
voltage were set at 450 °C, 80 psi, and 200 V, respectively. These temperature and 
voltage values were chosen randomly whereas the gas pressure was the value 
recommended by the DART source manufacturer. The mass spectrometer settings were 
as explained previously. 
After the sugar solutions equilibrated to room temperature and the glass tips set 
on the linear rail, 1.0 μL of glucose and deuterated glucose solution was pipette-deposited 
on the tip of the glass tip. The speed of the linear rail was set at 1.0 mm/s (chosen 
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randomly). The data was acquired separately for each standard solution. The mass spectra 
obtained for glucose and deuterated glucose are shown in Figures 3.3 and 3.4, 
respectively. Several runs were done (data not shown) to confirm that the same peaks 
were formed. 
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Figure 3.3. A typical positive ion mode DART-LIT mass spectrum generated from 1.00 x 
10
-4
 M glucose standard. 
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Figure 3.4. A DART-LIT mass spectrum generated from 1.00 x 10-4 M deuterated 
glucose standard. 
 
The DART-LIT mass spectrum of a 1.00 x 10-4 M glucose standard solution 
generated after introduction into the DART ionizing gas stream, Figure 3.3, primarily 
formed a base peak at m/z198 and small peaks (less than 20% relative abundance (RA)) 
at m/z of 163 and 180. Glucose has a nominal molecular mass of 180 and therefore the 
peak formed at m/z 180 may be thought to be that of a molecular ion, M
+.
, in the first 
instance. However, our studies have shown that the peak at m/z 180 may not a molecular 
ion.  The peak at m/z 198 is actually an ammonium adduct of glucose, [M + NH4]
+
, and 
the peak at m/z 180 is a loss of a water molecule from the ammonium adduct forming [M 
+ NH4 – H2O]
+
. The same pattern was also observed for deuterated glucose, Figure 3.4, 
(with a nominal molecular mass of 182); a base peak at m/z 200, [M-d2 + NH4]
+
 and 
another peak at m/z 182, [M-d2 + NH4 – H2O]
+
, in which a molecule of water is lost (-d2 
81 
 
is inserted in the deuterated glucose ion to distinguish it from glucose). The mass shift is 
stemming from the two deuterium atoms on the deuterated glucose molecule. 
Studies shows that ammoniated adducts are commonly observed in polar 
compounds containing carbonyl functional groups such as acids, esters, ketones, and 
peroxides.
154
 Simple sugars such as glucose can exist in aqueous solution in different 
anomeric forms in which cyclic hemiacetals and an open carbonyl form exist in 
equilibrium. An interesting aspect of the ammonium adduct is that formation occurred 
without the introduction of an ammonia dopant that has been reported necessary to 
modify DART ionization for other compounds.
114
 The other observed peak at m/z 180 (or 
m/z 182 for deuterated glucose) could either be attributed to the formation of a radical 
molecular ion through Penning Ionization
155
 or a fragment of the glucose ammonium 
adduct. Tandem mass spectrometry of the peak at m/z 198 produced fragmentation 
profiles with a base peak at m/z 180 (Figure 3.5) suggesting this peak is formed through 
fragmentation (loss of water) rather than ionization of the innate molecule. Further 
fragmentation (MS
3
) of the peak at m/z 180 produced a base peak at m/z 163 and another 
peak at m/z 145, Figure 3.5 (insert), which could be attributed to ammonia and then a 
subsequent water loss, respectively.  
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glucose in positive mode 200V 450oC_100709163004 #230 RT: 1.01 AV: 1 NL: 1.55E4
T: ITMS + c NSI Full ms2 198.00@cid35.00 [50.00-200.00]
145 150 155 160 165 170 175 180 185 190 195 200
m/z
0
5
10
15
20
25
30
35
40
45
50
55
60
65
70
75
80
85
90
95
100
R
e
la
ti
v
e
 A
b
u
n
d
a
n
c
e
180.03
163.02
180.92
 
Figure 3.5. Tandem mass spectrum (MS/MS) of the precursor ion of m/z 198 generated 
from glucose standard by the DART source. The insert is the MS
3
 spectrum of m/z 180 
generated (through fragmentation of m/z 180). 
 
The ion designations for the adduct species and fragmentation are supported by 
accurate mass measurements using a DART JEOL AccuTOF
TM
 (with in-source 
fragmentation) experimentally determined at an independent laboratory as shown in 
Table 3.2. The theoretical mass was calculated from provided exact mass isotopes.
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The sensitivity of DART, as with any ambient ionization techniques, is a function 
of the ion yield and the ion transmission efficiency from the ambient pressure region into 
the vacuum regions of the mass spectrometer. Reported factors that have influenced ion 
transmission in DART include molecule ionizability, helium gas flow rate, gas 
temperature, the distance from the DART outlet to mass spectrometer inlet, and the 
glucose in positive mode 200V 450oC_5_070910 #187 RT: 1.00 AV: 1 NL: 1.49E2
T: ITMS + c NSI Full ms3 198.00@cid35.00 180.00@cid35.00 [50.00-200.00]
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DART exit grid voltage.
122
 To validate DART-LIT for the analysis of sugars, these 
factors must be optimized so that a high instrument signal can be obtained for these 
specific samples. The optimization of these factors is discussed in the following sections. 
 
Table 3.2. Comparing theoretical and experimental masses supported ion designations of 
glucose products. An independent laboratory acquired the accurate mass measurements 
reported for the experimental masses with a DART coupled to an AccuTOF
TM
. 
a
M for 
glucose, 
b
theoretical mass calculated from exact mass isotopes,
106 c
experimental mass 
average with standard deviation (n = 4). 
d 
difference between theoretical mass and 
experimental mass average. 
 
Ion Designation
a
 
Theoretical Mass 
(m/z)
b
 
Experimental Mass 
(m/z)
c
 
Difference 
(m/z)
d
 
[M + NH4]
+
 198.0978 198.0975 ± 0.0008 0.0003 
[M + NH4 – H2O]
+
 180.0872 180.0869 ± 0.0006 0.0003 
[M + NH4 – H2O – NH3]
+
 163.0606 163.0611 ± 0.0002 -0.0005 
[M + NH4 – 2H2O – NH3]
+
 145.0501 145.0519 ± 0.0001 -0.0018 
 
 
3.4.2. Experimental Design Optimization 
 This section deals with optimization of instrument parameters, that is optimization 
employed to provide the maximum amount of instrument signal for the samples being 
analyzed. A review of optimization in relationship to experiments in four aspects has 
been reported by Haftka et al.
156
 These aspects include the use of optimization for 
designing efficient experiments (called “analytical optimization”), the use of experiments 
to perform optimization (called “experimental optimization”, the subject of this section), 
the use of techniques developed for experimental optimization in numerical optimization 
and eventually, the importance of experimental validation of optimization. The main 
parameters optimized were those related to the DART ion source such as gas 
temperature, exit grid voltage, linear rail speed, gas flow rate, and the distance from the 
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DART exit to the inlet of the mass spectrometer. Precision and linearity experiments will 
also be discussed as a validation of the optimized experimental parameters. 
 
3.4.2.1. DART Gas Temperature 
Among the parameters that affect the formation and transmission of ions in 
DART, the temperature of the ionizing gas (helium) is a significant factor. The following 
experiment was performed to determine the extent with which this parameter affects 
DART ionization. The DART source gas heater temperature was raised in increments of 
50 °C from 200 °C to 450 °C (i.e., 200, 250, 300, 350, 400, and 450 °C). The DART 
source software was set such that the temperature could only be changed by 50 °C from 
one value to the next. All the other parameters were held constant, i.e., the grid voltage 
was kept at 200 V, the linear rail speed was 1.0 mm/s, the helium gas pressure was 80 psi 
(recommended by the DART manufacturer), and the capillary ion transfer tube in the 
mass spectrometer orifice was maintained at 200 °C (this was the temperature determined 
to give the least fragmentation of the sugar standards being analyzed). A 1.00 x 10-4 M 
glucose working standard solution was analyzed by spiking 1.0 μL of the sample on the 
tip of the glass tips. The purpose of this experiment was to determine the appearance of 
the mass spectra observed in relation to the background at the selected temperature. The 
same sample was analyzed three times at the specific temperature to determine the 
consistency of the mass spectra observed. The highest temperature applicable for the 
DART ion source that could be used was 500 °C but was not used since it was the upper 
temperature limit for the source software.  
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Figure 3.6 shows DART-LIT total ion chromatogram (TIC) mass spectra for the 
glucose standards at various helium gas temperatures. The peak that was monitored is the 
glucose base peak at m/z 198. As the temperature was increased, the total signals 
observed increased including the signals of interest. At low temperatures, the background 
signals were higher and this made the signal for the sugar standards lower. At 200 °C, a 
signal was observed for the sugar standards but the background spectra were higher thus 
affecting the total signal intensity of the analyte. However, increasing the temperature 
caused the signal intensity for the sugar standards to increase while the background 
signals decreased. The greatest signal intensity was observed at a temperature of 450 °C. 
The temperature values quoted here refers to set values in the software. The 
temperature readout in the DART software is from a thermocouple embedded in the 
ceramic heater, not in the gas stream. Therefore the actual gas temperature was lower 
than this readout and is a function of the heater core temperature, gas flow rate and heat 
capacity of the gas. The actual temperature where the sample was exposed to the ionizing 
helium gas stream has been observed to be lower through finite simulations of ion 
transport in an ambient DART-type metastable-induced chemical ionization source.
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Figure 3.6. The TIC DART-LIT mass spectra generated from 1.00 x 10
-4
 M glucose 
standard at various helium gas temperatures (showing the 100–265 m/z range). 
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The effect of temperature was further verified and quantified by monitoring the 
peak area of the base peak (m/z 198). Three separate trials of three replicates of 1.0 x 10
-4
 
M glucose standards were analyzed and their peak area (PA) was computed using the 
Xcalibur
TM
 software. The average peak area was calculated for the three separate runs at 
each temperature, as shown in Table 3.3. Figure 3.7 shows a plot of the average peak 
areas against temperature. It was observed that as temperatures increases, the signal 
intensity for the sugar standards increased and the greatest signal intensity was observed 
at a temperature of 450°C. This was chosen as the optimum temperature for analyzing 
samples in this study.  
Table 3.3. Peak areas and signal-to-noise ratios for three replicates of 1.00 x 10-4 M 
glucose standards run three times. 
 
Temperature 
(°C) 
Peak Area (PA) Signal-to-noise Ratio (S/N) 
Trials Trials 
1 2 3 Average 1 2 3 Average 
200 0 0 0 0 0 0 0 0 
250 64116 98676 91519 84770.3 11 15 10 12 
300 658047 868855 340448 622450 72 100 20 64 
350 1213763 1172226 267466 884485 172 177 41 130 
400 919837 1027423 1276846 1074702 121 130 150 133.7 
450 1381658 1175708 1407598 1321655 173 119 270 187.3 
 
The signal-to-noise ratio (S/N) was also computed for the peaks reported in 
Figure 3.7 and a plot of the average S/N (Table 3.3) against temperature is shown in 
Figure 3.8. It is clear that at lower temperatures, the signal-to-noise (S/N) ratio of the 
sugar standards was lower and it increased as the temperature was raised. A high S/N 
ratio is required to differentiate the peaks of the analyte from the background.  
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Figure 3.7. Average peak area (PA) of 1.00 x 10
-4
 M glucose standards analyzed at 
various ionizing gas temperatures (n = 3). The error bars indicate the standard deviation 
for the PA of each measurement. 
 
 
 
Figure 3.8. Signal-to-noise ratios (S/N) of 1.00 x 10-4 M glucose standards analyzed at 
different ionizing gas temperatures (n = 3). The error bars indicates the standard deviation 
for the S/N of each measurement. 
 
 
Three observations have been previously reported with DART ionization:
158
 (i) 
high gas temperatures accelerate sample drying and analyte thermal desorption rates, (ii) 
high temperatures causes samples to desorb quickly, resulting in signal loss if the spectral 
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acquisition rate is not high enough, and (iii) high gas temperatures could lead to sample 
charring on the glass tip surface, leading to irreversible sample degradation. From the 
optimization studies with the DART-LIT, the 450 °C seems to readily desorb the glucose 
from the glass tip without visible charring of sample. The charring was not a concern 
since of the diluted concentration and use of small volumes (1.0 μL) on the glass tips in 
the experiments. 
 
 
3.4.2.2. Linear Rail Speed 
The analytes were introduced into the ionization region using glass tips mounted 
on a software operated linear rail which is a component of the commercial DART-SVP 
ion source. The speed of the linear rail ranged from 0.2 mm/s to 10.0 mm/s. The speed 
with which the analyte passes through the ionization region and the time for interaction 
with the excited helium gas stream determines the number of ions formed by thermal 
desorption. To achieve optimal rail speed to ensure adequate sample interaction with the 
gas stream, a series of experiments with a 1.00 x 10-4 M glucose standard solution was 
performed at different rail speeds, ranging from 0.2 to 2.0 mm/s in increments of 0.5 
mm/s (except with the initial 0.3 mm/s increment from 0.2 to 0.5 mm/s). The rail speeds 
used include 0.2, 0.5, 1.0, 1.5, and 2.0 mm/s. 
The glass tips placed on the rail were applied with 1.0 μL of glucose and allowed 
to pass through the ionization region perpendicular to the helium gas stream. Three 
replicate standards were analyzed at a specific rail speed, each run five times and the 
peak areas of the base peak (m/z198) were measured by mass–selecting the 
chromatogram which corresponds to the peak. For each run the peak area was computed 
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using the instrument software and the average peak area calculated. Figure 3.9 
demonstrates that the average peak area was observed to vary with the rail speed applied. 
A rail speed of 2.0 mm/s gave the least signal whereas the highest signal was observed 
when a rail speed of 0.2 mm/s was used. Longer residence time in the ionizing gas 
increases the probability for analyte molecules to reactively collide causing efficient 
ionization by causing substantial increase in ions produced that are detected by the mass 
spectrometer. Even though a speed of 0.2 mm/s produced the highest signal, a speed of 
0.5 mm/s that also gave a relatively high signal was chosen for subsequent calibration 
experiments since analysis time was significantly reduced by at least two minutes for 
each batch of samples run. 
 
 
Figure 3.9. Average peak area of the base peak (m/z 198) produced from 1.00 x 10-4 M 
glucose standard solution at different linear rail speeds. 
 
3.4.2.3. Helium Gas Flow Rate/Pressure 
The helium flow rate is another parameter to consider when doing experiments 
with the DART source. Several reports on how the flow of the ionizing gas affects the 
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ionization in DART are found in literature. Helium has been the gas in use with major 
publications on DART application, even though the use of argon has also been 
reported.
137
 Even though relatively high flow rates have been used before,
114
 our study 
shows that only minimal gas flow rates are necessary to ensure a constant flow of gas 
through the glow discharge region of the DART ion source. In this study the helium 
pressure was varied from 40 to 100 psi (the pressure was set at the gas tank regulator) in 
increments of 10 units to determine the optimum gas pressure. Three replicates of glucose 
standards were analyzed using the optimum gas temperature and rail speed described 
previously.  
From the data obtained, it was observed that there were no major differences in 
the appearance of the mass spectra, including the background. However, the peak areas of 
the base peaks studied were found to fluctuate at different pressures. Minimal fluctuation 
was observed with a pressure of 60 psi. Figures 3.10 and 3.11 show the variation in the 
average peak areas for the base peak of glucose standards at different helium pressures, 
as illustrated by the large error bars in Figure 3.10. A similar study
158
 showed that 
increasing the flow rate increased the number of metabolites detected in a sample, but 
high gas pressures caused sample particle dispersion and may lead to the contamination 
of the mass spectrometer inlet when remaining solvents are pushed directly into the inlet. 
Figure 3.10 shows that there are high variations in the average peak areas when high gas 
pressure is used (large error bars). This may be due to strong turbulence produce by high 
gas pressure which was also found to affects experimental reproducibility. Figure 3.11 
shows that the optimum helium gas pressure falls in the range of 55–65 psi. The 
assumption made in this experiment was that there was no software control on the gas 
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flow rate entering the DART ion source. However, we believe that the DART controller 
box regulates the gas flow rate entering the ion source. Therefore, when a high gas 
pressure is used, there may be a counterbalancing that takes place to ensure that the 
required flow rate is maintained. Due to the unconfirmed effect of the controller box on 
the gas flow rate, a gas pressure of 80 psi, recommended by the ion source manufacturer, 
was maintained for calibration and quantification experiments.  
 
 
Figure 3.10. The average peak areas (n = 5) of 1.00 x 10-4 M glucose standards base peak 
(m/z 198) at different helium pressures. The large error bars indicates a high variability in 
the peak areas. 
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Figure 3.11. A line plot of the average peak areas of the base peak at different helium 
pressures. 
 
 
 The only advantage of using high gas flow rate/pressure is to speed up the 
transport of ions formed within the gas stream into the mass spectrometer. In this study, 
moderate gas pressure was used due to the configuration on the DART source which 
incorporated a small membrane pump. The DART adapter flange was connected to a 
small diaphragm pump which created a partial vacuum region just outside mass 
spectrometer inlet. This pumping system on the DART ion source improved ion transport 
from the ionization region into the mass spectrometer. The ions formed in the excited 
helium gas are drawn towards the partial vacuum region and channeled towards the inlet 
of the mass spectrometer. This configuration enables the DART user to operate at 
significantly reduced helium flow rates, while improving overall ion transmission into the 
spectrometer.
159
 This reduces the consumption of the expensive helium gas. 
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3.5. METHOD PRECISION 
The other important process in method development is to determine the 
reproducibility of quantification (or precision) of sugar standards. Once a method is 
established, it must be demonstrated that it is robust to give reliable, reproducible results 
from the instrument over time. The precision of an analytical method is the amount of 
scatter in the results obtained from multiple analyses of a homogeneous sample. To be 
meaningful, the precision study must be performed using the exact sample and standard 
preparation procedures that will be used in the final method. To validate the DART-LIT 
system as a method for glucose analysis, several experiments were performed to 
determine data reproducibility. Nine separate runs of 5.00 x 10-5 M glucose standard 
samples spiked with 4.00 x 10-5 M of the internal standard were performed. In Figure 
3.12, the extracted ion chromatograms (XIC) using m/z 198 are shown for the nine 
separate glucose standards.  
The observed peak height for the samples initially appears to have a high degree 
of variation. However, to validate the reproducibility of the method for quantitation 
purposes, a peak area ratio (PAR) was calculated. First, mass ranges of the analyte and 
internal standard were selected to obtain their XIC. The peak area for each XIC was 
computed using Xcalibur
TM 
software for both glucose (m/z 198), and deuterated glucose 
(m/z 200). The peak area ratio (PAR) was obtained by dividing the peak area of glucose 
by the peak area of deuterated glucose (Equation 3.3) and the data is shown in Table 3.4. 
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Figure 3.12. Reproducibility: Extracted ion chromatogram (m/z 198) for one trial where 
nine 5.00 x 10-5 M glucose standards spiked with 4.00 x 10-5 M of deuterated glucose 
were analyzed by DART-LIT. 
 
In Figure 3.13, a plot of the calculated PARs for four trials (each trial contained 
nine standards) shows that a specific concentration of glucose compared to an internal 
standard have low levels of deviation. While a good amount of variation can be observed 
measuring the absolute peak area or peak height, see deviations in Figures 3.7, this 
variation can be dramatically reduced using an internal standard and calculating PARs 
with the DART ion source. 
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Table 3.4. Peak area ratios of four trials of nine separate samples of 5.00 x 10-5 M 
glucose standards spiked with 4.00 x 10-5 M of internal standard. astandard deviation of 
the respective trials, 
b
coefficient of variance. 
 
Peak Area Ratios (PAR) of m/z 198 and 200 
Trial 1 Trial 2 Trial 3 Trial 4 
1.1835 1.1032 1.1439 1.1896 
1.1831 1.1843 1.1635 1.1381 
1.1776 1.2043 1.1942 1.1535 
1.1757 1.1565 1.1565 1.1710 
1.1656 1.1427 1.1250 1.1644 
1.1696 1.1626 1.2001 1.1616 
1.1995 1.1957 1.1518 1.1701 
1.1921 1.1427 1.1832 1.1507 
1.1931 1.1574 1.1935 1.1727 
Average 1.8221 Average 1.1611 Average 1.1680 Average 1.1635 
STD
a
 0.0113 STD 0.0310 STD 0.0261 STD 0.0149 
CV
b
 0.95 CV 2.67 CV 2.23 CV 1.28 
 
 
 
 
Figure 3.13. A plot showing the reproducibility in the calculated peak area ratios (PAR) 
for standard solutions, each trial represents a separate batch of samples (n = 9). 
 
Since the experiment was repeated three different times, the average PARs and 
standard deviations were calculated for each sample. The precision of the method can be 
evaluated with the coefficient of variation (CV), usually expressed as a percentage for 
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each sample (Table 3.4) according to Equation 3.4. The CVs obtained ranged from 0.95 
to 2.67%. The CV represents the ratio of the standard deviation to the mean, and it is a 
useful statistical value for comparing the degree of variation from one data series to 
another, even if the means are drastically different from each other. The smaller the 
coefficient of variation, the more precise is a set of measurements. The small CV values 
support that the method is fairly robust and quantification of sugars can be done. 
 
 
 
3.6.  LINEARITY AND LINEAR RANGE DETERMINATION 
3.6.1. Calibration Curves 
A linearity study verifies that the sample solutions are in a concentration range 
where analyte response is linearly proportional to concentration. This study is generally 
performed by preparing standard solutions at five concentration levels (at least), from 50 
to 150% of the target analyte concentration to construct a calibration curve. A minimum 
of five levels are required to allow detection of curvature in the plotted data. The 
standards are evaluated using the instrumental conditions determined during the 
specificity studies. 
The first step in developing a calibration curve is to make a set of standard 
solutions of known concentrations to be analyzed to determine the range. The range 
needs to be set such that any sample analyzed with an unknown concentration will have 
its instrumental signal within the range of the standard curve. To accomplish this serial 
dilution of standards is often necessary. This is because if the range is set too high, there 
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may be competitive inhibition in the ionization of the sample due to its high 
concentration which creates a curve in the line causing a large deviation from the actual 
line. A highly concentrated sample will have too many molecules to be ionized and not 
all of them will be sufficiently ionized before transmitted into the mass spectrometer. 
And since the spectrometer only detects charged molecules, the great number of 
molecules present actually inhibits their ionization thus creating a point in the curve with 
significant deviation from the tangent line.  
The linear range of an analytical method is the analyte concentration range over 
which the detector response is proportional to the analyte concentration. This is 
demonstrated in Figure 3.14. The point in the line at which the concentration starts to 
deviate from the tangent line (point A in Figure 3.14) marks the end of the linear range. 
The concentration at point B will be too high and will therefore give incorrect results 
because it falls outside the linear range. The level on analyte concentration should remain 
below this point to ensure a least square multiple (R
2
) of at least ≥0.990. The lowest 
concentration on the curve should produce a peak of at least ten times greater than the 
noise to be valid for use in quantification. A related quantity is the dynamic range, the 
range of analyte concentration over which a change in concentration gives a change in 
detector response, but the response is not linear.  
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Figure 3.14. A graph showing the instrument response as a function of the analyte 
concentration. After point A the response level starts to deviate making the detected 
amount less than the expected amount. 
 
In generating calibration curves, reproducibility is very important. To prove that a 
generated calibration curve is reproducible, a set of working standards should be made in 
triplicate and analyzed separately. The slopes of the three sets are compared to determine 
if they agree or not. If the slopes do not agree, then a t-test should be used to determine 
the degree of deviation to conclude whether the slopes are significantly different or not. 
A significant difference in the slopes indicates that further experimental investigations 
are needed to eliminate any possible systematic or random errors that may be present. 
Like any other analytical technique, the signal obtained from a sample with 
DART ionization is directly proportional to the number of ions formed and transferred to 
the mass spectrometer for further detection, which in turn is proportional to the 
concentration of the sample being analyzed. The range of glucose standards 
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concentrations used to build a calibration curve was from 5.00 x 10-6 to 5.00 x 10-3 M, 
each sample spiked with deuterated glucose (the internal standard) such that it final 
concentration was 4.00 x 10-4 M. The curve was generated by plotting the detector 
response versus the concentration of the sugar standards. In this case the detector 
response was reported as the peak area ratio (PAR). The PAR was obtained by dividing 
the peak area of glucose by the peak area of the internal standard (Equation 3.3) by using 
the extracted ion chromatograms of glucose (m/z 198) and the internal standard (m/z 200).  
After several experimental trials using sugar standards ranging from 5.00 x 10-6 to 
5.00 x 10-3 M, it was observed calibration curves started to deviate from the required 
linear relationship once the concentration passed 3.00 x 10-3 M (data not shown). 
Concentrations beyond 3.00 x 10-3 M constituted the dynamic range which caused the 
correlation coefficient to go below the required value. It was also observed solutions 
having concentrations below 1.00 x 10-5 M were barely detected, e.g. S/N values were 
below levels of quantification. Therefore, the acceptable linear range used in generating 
calibration curves for glucose standards was 1.00 x 10-5 to 3.00 x 10-3 M. This is 
equivalent to 1.80 ng to 540 ng of glucose since 1.0 μL was applied in all cases. 
Three replicates of the linear dynamic range standards were analyzed and the 
PARs computed to obtain an average. In Table 3.5, a representative set of data obtained 
by analyzing glucose standards along with their average PAR and standard deviations is 
presented. A calibration curve using values in Table 3.5 was generated, as shown in 
Figure 3.15, by plotting the average (with error bars) PAR values against the glucose 
concentrations. The calibration curves were generated by using the triplicate set of 
standards for two more days to confirm reproducibility.  All the calibration curves 
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generated had a linear regression value ≥ 0.998. Some of the error bars may not be visible 
because their values were simply low and will not appear beyond the shape of the graph 
point. From the three-days calibration curves generated using the linear range 
concentrations, it was observed that the sugar standards are stable molecules in solution 
and can be readily quantified.  
Table 3.5. Peak area ratios of different concentrations of glucose standards spiked with 
4.00 x 10-4 M of internal standard (deuterated glucose) and the standard deviation for each 
meansurement (n = 3). 
 
Concentration (M) Average Peak Area Ratio (PAR) PAR Standard Deviation 
3.00 x 10-3 6.17329 0.13575 
2.00 x 10-3 4.20513 0.01533 
1.00 x 10-3 2.14244 0.10152 
6.00 x 10-4 1.49796 0.01856 
1.00 x 10-4 0.46486 0.19118 
6.00 x 10-5 0.15259 0.01214 
4.00 x 10-5 0.09267 0.01995 
1.00 x 10-5 0.04111 0.00396 
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Figure 3.15. Calibration curve for a series glucose standards solution spiked with 4.00 x 
10
-4
 M of deuterated glucose (internal standard). Each point represents an average (n = 3) 
peak area ratio with associated standard deviation. 
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CHAPTER FOUR 
APPLICATION OF DART-MS TO SACCHARIFICATION SAMPLES 
 
4.1. INTRODUCTION 
In chemical analysis, most of the samples analyzed exist as a mixture of multiple 
components (e.g. analytes of interest contained in matrix). The production of the analyte 
signal by an instrument can be affected by the presence of any form of impurities present 
in the matrix, typically referred to as matrix effects. In developing a method of analysis, 
sample preparation is an important process that will influence the accuracy and precision 
of generated data. This process entails extracting the analyte from a complex matrix, 
preconcentrating dilute analytes, removing or masking interfering species, or chemically 
transforming (derivatizing) analyte into a more easily detected form.
160
 
One objective of the study was to quantify six–carbon sugars produced after 
pretreatment and saccharification of switchgrass using DART-MS. The switchgrass 
samples after the saccharification process are still biological in nature and, apart from the 
sugars to be quantified, contain other components in solution that may lead to matrix 
effect. Therefore, a series of experiments were developed involving limits of detection 
and quantitation, recovery trials, and matrix effect statistical analysis to determine the 
existence of any matrix effects with the DART-MS, specifically in terms of ion 
suppression or enhancement. This chapter discusses these experimental considerations 
with the analysis of switchgrass samples with saccharification matrix. 
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4.2. SWITCHGRASS SACCHARIFICATION SAMPLES 
Switchgrass samples were obtained from Eastern Kentucky University‟s Center 
for Renewable and Alternative Fuel Technologies (CRAFT), Richmond, KY. The 
samples were obtained by pretreatment of switchgrass with different methods as 
explained in Section 2.3. After pretreatment, the samples were subjected to enzymatic 
hydrolysis to extract the sugars. Each sample was obtained by pretreatment of 35 g of 
switchgrass which was subsequently hydrolyzed to generate the sugars. Blank solutions, 
i.e., solutions that have been subjected to the pretreatment and hydrolysis process but did 
not contain any switchgrass, were also obtained alongside the switchgrass samples. The 
samples were placed in 20 mL clear glass vials with Teflon septa and stored in the freezer 
before analysis. The color of these samples varied; from clear to light yellow. 
 
4.2.1. Preliminary Analysis of Switchgrass Samples  
Initially, switchgrass samples were analyzed to determine the type of spectral 
peaks generated in the sample matrix. This was imperative to confirm the type of six–
carbon sugars that were present in the samples. Therefore, a comparison of the spectral 
peaks of the switchgrass samples was done against glucose standards. Three samples 
were selected randomly for analysis from three different particle sizes (ball milled, 1 mm, 
and 2 mm). Similarly, three blank solutions were randomly picked for analysis. A 1.0 mL 
aliquot of each sample and blank solution were drawn and placed into 1.5 mL clear glass 
vials and then stored in the refrigerator (4°C) until analysis occurred.  
For analysis, samples were removed and allowed to equilibrate to room 
temperature before any run was made. Samples were then analyzed without any 
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modification or dilution with the DART-MS. Settings for the DART source and the mass 
spectrometer were optimized in a similar fashion as described in Chapter three (Sections 
3.4.2). Each sample, including the blank solutions, was analyzed by spotting 1.0 μL on 
the glass tip placed in the moving rail. Three separate trials were done for each sample to 
determine the consistency of the mass spectra obtained. Figure 4.1 shows a 
representative mass spectrum obtained from a switchgrass-saccharification sample with 
the DART-MS.  
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Figure 4.1. A full scan mass spectrum of a switchgrass-saccharification sample showing 
the generated peaks present using the DART-MS. The analyte of interest (m/z 198) is 
preliminary designated as the six-carbon sugar. 
 
It was observed the spectral peaks were consistent for each switchgrass-
saccharification sample. In each mass spectrum, the base peak was at m/z 198 along with 
other common peaks that were not considered background peaks were at m/z 149, 168, 
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180, 279, 320, and 391 because such peaks were not observed with pure sugar standard 
solutions. The peaks at m/z 180 and 198 were tentatively assigned as six–carbon sugar 
present in the sample aliquots. This was confirmed by carrying out MS/MS analysis on 
the peak at m/z 198 with a CID energy of 30 normalized collision energy. Fragment peaks 
obtained included m/z 180 and 163 (Figure 4.2). These fragments were consistent with 
peaks obtained when MS/MS was performed on glucose standards (m/z 198), shown in 
Figure 3.5. The other tentatively assigned sugar peak was observed at m/z 168. This peak 
was generated from the five–carbon sugar xylose using the same tandem experiment with 
standards (xylose standards were previously analyzed, data not shown). 
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Figure 4.2. Product ions generated when m/z 198 from a switchgrass-saccharification 
sample was mass selected and then fragmented giving the tandem mass spectrum (that 
can be compared with glucose standards). 
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The other prominent peaks were labeled as matrix components found in the 
samples since fragmentation patterns did not correlate to any sugar analytes of interest. 
With the presence of matrix components, validation of the quantitation method was 
necessary to determine if these components had any effect on the analytes, e.g. ion 
suppression or enhancement.   
 
4.2.2. Analysis of Blank Solution from Saccharification Process 
The blank solutions were also analyzed in a similar fashion as the switchgrass-
saccharification samples. An interesting aspect was observed from the mass spectra 
obtained for all three blank solutions analyzed; a base beak at m/z 198. Since this was 
unexpected, the m/z 198 peak was fragmented to determine the product ions generated 
and the fragmentation profiles of the blank solutions were almost identical to the glucose 
standards profiles (small differences were noticed when MS
3
 was done). Subsequently, it 
was determined the commercially available enzyme mix used for switchgrass hydrolysis 
reportedly has glucose, however; the exact concentration was not known. Glucose in the 
enzyme mix can be removed by dialysis. In order to remove the glucose in the enzyme by 
dialysis, an Amicon filter can be used.
161
 However, a filter unit was not used in the 
current saccharification process and implementation of this dialysis step would be an 
additional sample preparation (and minimal sample preparation is desired). The 
implication is each switchgrass-saccharification sample will contain a relatively equal 
amount of six–carbon sugar (glucose) derived from the commercial enzyme mix. 
Quantitative analysis of these samples would then need to take the sugar concentration 
from blank solutions into consideration. 
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4.2.3. Limit of Detection and Limit of Quantitation Determination 
The limit of detection (LOD), or detection limit, is the lowest concentration level 
determined to be statistically different from a blank (at a 99% level of confidence). The 
LOD is when the signal of the analyte is three times the noise. LOD is matrix, instrument, 
method, and analyte specific and requires a well-defined analytical method for its 
determination and provides a useful mechanism for comparing different laboratories 
capabilities with identical methods as well as different analytical methods within the 
same laboratory. The limit of quantitation (LOQ), or lower limit of quantitation, is the 
level above which quantitative results may be obtained with a specified degree of 
confidence and defined as ten times the standard deviation of the results for a series of 
replicates used to determine a justifiable limit of detection. The LOQ is also matrix, 
instrument, method, and analyte dependent. 
To determine the LOD using the calibration curve method for the current study, a 
set of replicate glucose standard samples (at least seven) with a blank were analyzed for 
at least three times. An estimate of the lowest concentrated sample (non-blank) in the 
calibration curve (1.00 x 10-5 M) was made to be close to the limit of detection. The 
standard deviation was then calculated for the lowest sample on the calibration curve, 
excluding the blank. Since the limit of detection deals with a peak three times the signal-
to-noise ratio (S/N), and if the blank is taken as the y-intercept, Equation 4.1 can be used 
in the calibration curve in determining the LOD. Substituting the equation of the linear 
curve into Equation 4.1 gives Equation 4.2, which can be used to solve for x to give the 
LOD, expressed as xLOD in Equation 4.3.
162
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y = 3s + b    Equation 4.1 
3s +b = mx + b   Equation 4.2 
m
s
xLOD
3
     Equation 4.3 
In Equation 4.1, b is the y-intercept, and s is the standard deviation of the lowest 
concentration on the calibration curve. The LOD for glucose standards can then be 
estimated using the equations provided above. Using Equation 4.3, the standard deviation 
of the signal for the lowest concentration (0.00396) and the slope from the calibration 
curve in Figure 3.15 (2035.2), the LOD can be determined as shown in Equation 4.4.  
 
 LOD = (3 x 0.00396)/2035.2 = 5.84 x 10-6 M  Equation 4.4 
 
 In order to verify the calculation above, an experimental confirmation needs to be 
done to determine whether the calculated LOD is close to the detector signal produced at 
the estimated concentration. To fine-tune LOD determination, replicates of glucose 
standards whose concentrations were lower than the low-concentration sample in the 
calibration curve were prepared. This was done to determine their S/N to determine if 
their signals were less than three times greater than the noise. Figure 4.3 shows the 
signals produced by the lowest concentration point previously used in the calibration 
curve, shown in Figure 3.15 (1.00 x 10-5 M) as well as other glucose standards below that 
point (3.50 x 10-6, 4.00 x 10-6, and 5.00 x 10-6 M solutions of glucose standards), which 
were analyzed together with the lowest concentration value in the calibration curve. From 
Figure 4.3, it is observed that analysis of glucose concentrations near (or below) the 
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calculated LOD gave an experimental signal with at least an S/N of 3 or less and in all the 
subsequent experiments performed (data not shown). 
 
 
Figure 4.3. A representative chromatographic peaks showing the signal to noise ratio 
(S/N) for different concentrations of glucose (a) 1.00 x 10-5 M, (b) 5.00 x 10-6 M, (c) 4.00 
x 10-6 M, and (d) 3.50 x 10-6 M. 
 
 
A similar procedure is used to determine the LOQ except that three should be 
replaced by ten in Equations 4.1 – 4.3. In most case cases, the LOQ is only estimated by 
observing the signal peaks at a concentration in which the S/N is at least 10. The S/N 
produced by 1.00 x 10-5 M in Figure 4.3 was in the range of 5 and 10. This was estimated 
to be the LOQ. However, the calculated LOQ was found to be 1.95 x 10-5 M when ten is 
substituted for three in Equation 4.4 (LOD = 10s/m). Since the volume of the glucose 
standard spiked on the glass tips was only 1.0 μL, the precise concentration of the LOD 
(a) 
(b) 
(c) 
(d) 
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can be determined. By using the molecular mass of glucose and considering the volume 
of the sample applied, the LOD and LOQ were calculated to be 1.05 ng and 3.51 ng of 
glucose, respectively. 
 
4.3. MATRIX EFFECTS ANALYSIS 
4.3.1. Introduction  
In Chapter 3, a calibration curve for glucose standards was generated with a linear 
range of 1.00 x 10-5 to 3.00 x 10-3 M, however, those sugar standard solutions were 
prepared in methanol/water (50:50 v/v) solutions. While the generated calibration curves 
were reproducible over a number of days, with respectable R
2
 values, the switchgrass 
samples analyzed in this study contained matrix components with the analyte of interest. 
The existence of matrix has the potential to influence instrumental response of the six–
carbon sugars in switchgrass samples, i.e. matrix effect, and needs to be evaluated with 
respect to quantitation results. In order to evaluate the presence of matrix effects, glucose 
standard solutions of different concentrations were prepared using blank saccharification 
solutions, solutions prepared in the same manner as saccharification samples without 
adding switchgrass. These solvents had the same proportions of buffers and enzyme mix 
as those used in the hydrolysis of the switchgrass samples. Calibration curves from 
glucose standards prepared from these blank solutions would then be compared with the 
calibration curves generated from standard solutions prepared in methanol/water solvents 
using the same instrumental conditions.  
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4.3.2. Calibration Curves Comparison 
Using methanol/water (50:50, v/v) as solvent, three replicate sets of glucose 
standard solutions were prepared in the concentration range of 1.00 x 10-5 to 3.00 x 10-3 
M. Each set consisted of seven different concentrations (Table 4.1) spiked with an 
internal standard (deuterated glucose) where the final concentration was 4.00 x 10-4 M. 
Additional replicate standards with the same concentration range were prepared using a 
blank enzyme solvent (BES), hereafter referred to as a blank solvent, also spiked with the 
same internal standard, final concentration of 4.00 x 10-4 M. The blank solvent in which 
the standards were made was prepared by diluting the blank samples with methanol/water 
(50:50, v/v) solvent to a final concentration of 1% BES. A 1% BES concentration was 
chosen because (1) the detector signal was relatively measurable, and (2) matrix effects 
were expected to be less at this concentration. In addition to the six concentration values, 
each set had an accompanying blank solution that was not spiked with any glucose 
standard but still contained the internal standard. This would be a signal response for a 
theoretical „zero‟ concentration and can be used for corrections purposes, specifically to 
subtract the signal obtained as a result of the blank solvent. 
Both sets of standards, those in methanol/water and in 1% BES, were analyzed 
and each set had three replicates (there was a total of nine replicate samples). The peak 
area ratios were obtained for each run and the three replicates from each set were 
averaged for each concentration. Calibration curves were then generated for each set of 
standards. The purpose of these runs was to compare and determine if the slopes of the 
two curves were significantly different. Table 4.1 shows data for the two sets of analysis 
and the respective calibration curves generated are shown in Figure 4.4. By simple 
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observation of the two curves, the slopes (best fit with least squares) appear to differ but 
do converge to a point. 
Table 4.1. The peak area ratios of glucose standards made in methanol/water and 1% 
blank enzyme solvent (BES) and their respective standard deviations. 
a
the corrected PAR 
is that obtained by subtracting the PAR of the blank. 
b
is the standard deviation of the 
corrected PAR. 
 
Methanol/water Standards 1% BES Standards 
Concentration 
(M) 
Average 
PAR 
STDEV 
Average 
PAR 
Average 
Corrected
a
 PAR 
STDEV
b
 
1.00 x 10-5 0.06116 0.00693 0.25272 0.05717 0.01502 
6.00 x 10-5 0.14769 0.00472 0.36685 0.17129 0.00781 
1.00 x 10-4 0.20543 0.00977 0.43038 0.23482 0.00216 
6.00 x 10-4 1.44350 0.03841 1.62290 1.42735 0.01766 
1.00 x 10-3 2.15672 0.04069 2.41834 2.22279 0.05047 
2.00 x 10-3 4.26406 0.01950 4.30377 4.10822 0.18462 
3.00 x 10-3 6.28637 0.02358 6.32478 6.12923 0.03140 
0 (blank) - - 0.19556 0 0 
 
 
 
Figure 4.4. Calibration curves generated from glucose standards with and without the 
blank solvent with respective calculated slopes. 
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In order to statistically determine whether the slopes of the two calibration curves 
are significantly different or not, the Student‟s t-test was applied. A Student‟s t-test 
(commonly referred to as the t-test) is a commonly used technique for testing a 
hypothesis on the basis of a difference between replicate measurements. In simpler terms, 
the t-test determines a probability on whether two populations are significantly the same 
(or different) with respect to the variable tested. A null hypothesis in statistics states that 
two sets of measurements are not significantly different. Statistical analysis can generate 
a probability that observed difference between two set of measurements can reject the 
null hypothesis within a certain level of confidence (a null hypothesis is customarily 
rejected if there is less than a 5% chance that the observed difference arises from random 
variations. With this criterion, there is a 95% chance that a conclusion is correct).
160
 
Using statistical analysis, values of x and y that generate the best-fit (least 
squares) trend line (as indicated in Table 4.1) can be used to calculate the predicted 
values, X̂ and Ŷ , respectively, from the straight lines. The Ŷ  value is solved from the 
equations of the curves (y = mx +b, where m is the slope and b the y-intercept for each of 
the curves) by using the corresponding x values from each curve. After solving for the Ŷ  
values, the next step is to calculate the residual sum of squares (SSres) for each curve by 
using Equation 4.5.  



n
i
iires YySS
1
2)ˆ(     Equation 4.5 
The criterion used here is that of least squares, which considers the vertical deviation of 
each point from the line (i.e., the deviation we describe here as (yi ), and defines the 
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best-fit line as that which results in the smallest value for the sum of the squares of these 
deviations for all values of yi and iŶ . That is,   
n
i ii
Yy
1
2)ˆ( is to be a minimum, where n 
is the number of data points composing the sample. 
Once the SSres has been determined, the mean square residual (MSres) is computed 
using Equation 4.6 as a function of the residual degrees of freedom. MSres defines the 
mean variance around the curves. 
2

n
SS
MS resres      Equation 4.6 
where n is the number of data points composing the sample (at different concentrations), 
therefore, n – 2 is the residual degree of freedom defined by the difference of the total 
degrees of freedom and the regression degrees of freedom. From the mean square 
variance, the standard error of estimate, Sy•x, (occasionally termed the “standard error of 
the regression”) can be found according to Equation 4.7. The standard error of estimate is 
an overall indication of the accuracy with which the fitted regression function predicts the 
dependence of y on x.
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resxy MSS        Equation 4.7 
The Sy•xpooled (Equation 4.8) is used to calculate the pooled variance between the 
methanol/water standards curve and the 1% BES curve. The Sy•x pooled is a pooled standard 
deviation making use of both sets of data (the matrix–free and matrix–diluted data). 
Sy•x pooled= 4
))(2())(2(
21
2
)2(2
2
)1(1

 
nn
SnSn xyxy
   Equation 4.8 
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In Equation 4.8, (Sy•x(1))
2
 and (Sy•x(2))
2
 are the variances in the matrix–free 
(methanol/water) and matrix–diluted (1% BES) data sets, respectively, and the factor (n1 
+ n2 – 4) represents the pooled number of degrees of freedom (the subscripts 1 and 2 
refers to the two regression lines being compared). 
Once the Sy•x has been determined, one can calculate the variance for the slopes of 
each curve, Sb(p), using Equation 4.9.
163, 164
 
)( pbS = Sy•x pooled


2
2
1
2 )(
1
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1
xx
    Equation 4.9 
In Equation 4.9, (Σ x
2
) is the sum of squares of iX̂ (i = 1 to n) values defined as 
  
n
i ii
Xx
1
2)ˆ(  and the subscripts 1 and 2 refer to the two regression lines, the matrix–
free and matrix–diluted lines, respectively, being compared. 
After computing the Sb(p), the last step will be calculating the tcalculated value (Equation 
4.10) for the slopes to  determine if the slopes are significantly different or not.  
)(
21
pb
ca lcu la ted
S
bb
t

       Equation 4.10 
where |b1– b2| is the absolute value of the difference of the slopes for matrix–free and 
matrix–diluted calibration curves. The tcalculated from Equation 4.10 is compared with the t 
value in the Student‟s t table (ttable). If tcalculated is greater than ttable at the 95% confidence 
level, the two slopes are considered to be significantly different. There is a 5% chance 
that the two sets of data were drawn from populations with the same population mean. 
Tables 4.2 shows a summary of the statistical parameters and Appendix A (Tables A1 
and A2) shows how the statistical data has been computed. 
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Table 4.2. Pooled standard errors and t test results for the statistical comparison of linear 
trend line fits to calibration curves from the matrix–free standards and matrix–diluted 
standards. 
 
Statistical Parameters 
Matrix–free 
Standards 
Matrix–diluted 
Standards 
Residual sum of squares (SSres) 0.0251 0.0366 
Mean square residual (MSres) 0.0050 0.0073 
Standard error of estimate (Sy⦁x) 0.0709 0.0856 
Pooled standard error (Sy⦁x pooled) 0.0786 
Pooled error of slopes (Sb(p)) 1327.9 
tcalculated 0.050 
ttable (95% confidence) 2.228 
Matrix–free = matrix–diluted slope? Yes 
 
 
From the statistical analysis, the tcalculated value is 0.050 whereas the ttable at a 95% 
confidence level is 2.228 for ten degrees of freedom (n1 + n2 – 4, where n1 = n2 = 7). 
Since tcalculated < ttable it follows that the slopes of the curves are not different.
160
 In fact, the 
low value of tcalculated indicates the slopes are quite similar. This evaluation concludes that 
no significant matrix effect exist so no significant suppression/enhancement of the 
instrumental response was observed for the matrix–diluted (1% BES) standards overall. 
The absence of matrix effects could be attributed to the dilution carried out on the matrix 
blank solvent and any matrices present would be very low in concentration to cause any 
effect on the instrumental signal. Therefore, calibration curves of standards made from 
methanol-water would be equivalent as 1% matrix–diluted standards for the 
determination of unknown six–carbon sugars in the real test samples (switchgrass 
samples). However, the slopes of the two lines (Figure 4.4) tend to diverge as the 
concentration increases and this divergence may lead to false results in a specific 
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concentration range. Statistical analysis is needed to test the accuracy for specific 
concentration ranges in the overall dynamic range. 
 
4.4. METHOD ACCURACY AND RECOVERY 
4.4.1. Introduction 
The accuracy of an analytical method is how close a measured value of an analyte 
will be to the „true value‟ for the sample, where the „true value‟ is one that is either an 
adopted or accepted certified reference value.  There are four ways for determining 
accuracy of an analytical method: i) Accuracy can be assessed by analyzing a sample of 
known concentration (e.g., a control sample or certified reference material) and 
comparing the measured value with the true value as supplied with the material.
165
 ii) 
Compare results from a new method with results from an existing alternate method that 
has been adopted to be accurate. iii) A recovery study is performed by spiking an analyte 
in a blank sample matrix. In this method, spiked samples are normally prepared in 
triplicate and their concentrations should cover the range of interest and should include 
concentrations close to the quantitation limit, mid-range, and one at the high end of the 
calibration curve. The analyte levels in the spiked samples should be determined using 
the same quantitation procedure that will be used in the final method.  (i.e., the same 
number and levels of standards, same number of samples, and standard injections, etc.)
165
 
For this accuracy assessment, care in sample preparation should be taken to mimic the 
actual sample preparation as closely as possible. If validated correctly, the recovery factor 
determined for different concentrations can be used to correct the final results. iv) A 
fourth approach is the standard addition technique where a series of increasing amounts 
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of standard are added to divided sample aliquots. This technique can be employed for 
samples where matrix effects are prevalent and not possible to obtain a blank sample 
matrix without the presence of the analyte.   
 
4.4.2. Recovery of Control Sample Analytes Spiked into Blank Matrices  
Since statistical analysis indicates the lack of matrix effects at low dilution levels 
(Section 4.3.2.), the next experimental procedure is to investigate the recovery 
efficiencies of sugar standards spiked in BES matrix. Since the BES matrix was readily 
available, the third approach (previously described in Section 4.4.1) was used to assess 
accuracy and recoveries. In order to determine the recovery and extraction efficiency, a 
standard sample set must be generated and analyzed with a separately prepared quality 
control sample set. For the standards sample set, six different concentrations of glucose 
standards were prepared ranging from 1.00 x 10-4 to 3.00 x 10-3 M. These standards were 
prepared in 1% BES and all were spiked with the internal standard so as to have a final 
concentration of 4.00 x 10-4 M. A blank sample was also prepared together with the 
standards for purposes of subtraction of the signal obtained from 1% BES. The quality 
control (QC) samples set were also prepared in 1% BES (blank matrix). However, a 
separate, freshly prepared stock solution of glucose (as described in Section 3.2.3.) was 
used to obtain the amount of glucose spiked in the blank matrix solutions for preparing 
the QC samples (QCs). The QCs were also prepared in triplicate at three different levels 
over the range of the standards concentration, a low concentration (at least three times the 
lowest data point in the calibration curve), a mid–range concentration, and high 
concentration (about 0.75 times the highest concentration in the calibration curve). All 
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the QCs were spiked with the internal standard to have a final concentration of 4.00 x 10-4 
M. Since the overall dynamic range for the standards was 1.00 x 10-4 to 3.00 x 10-3 M, the 
high concentration QC sample (HQC) was defined to be 2.50 x 10-3 M, the mid–range 
concentration QC (MQC) was 1.50 x 10-3 M, and the low concentration QC (LQC) was 
5.00 x 10-4 M. The generated calibration curve will be used to obtain calculated values of 
the glucose from these control samples set to determine percent (%) recovery 
efficiencies.  
Analysis was performed on three replicates for the standards and each QC set, 
example: HQC was analyzed three times, each time with a different set of standards set 
such that an independent value was determined against each standard set, HQC1, HQC2, 
and HQC3 (where 1, 2, and 3 represent the three replicates of HQC). The peak area ratio 
(PAR) was determined (the ratio is the peak area generated from spiked glucose divided 
by the peak area of the internal standard) using the Xcalibur software for each run and an 
average PAR computed. Since a blank enzyme solution was used, the PAR and the 
average PARs were corrected to subtract the signal from the blank matrix solution. A 
calibration curve was generated for each run; the calibration curve will be used to 
determine the “recovery” concentration of the quality control samples from the matrix. 
Similar runs were performed for MQC and LQC samples where a total of nine runs were 
measured for the QC samples. In Table 4.3, the average corrected PARs are shown for 
the standard solutions with the three different QCs concentrations. Calibration curves 
generated from this table are shown in Figures 4.5 – 4.7. The resulting best-fit equation 
of the calibration curve was then used to determine the concentration of the QCs (Table 
4.3). 
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Table 4.3. Peak area ratios and the respective standard deviations from standards spiked 
into a blank matrix solution analyzed with QCs at three levels of concentration (low, mid, 
and high). 
a
The blank was used to correct the PAR in each run and its values are not 
included. 
 
Standards spiked into blank enzyme solution (matrix–diluted) 
  HQC (2.50 x 10
-3
 M) MQC (1.50 x 10-3 M) LQC (5.00 x 10-4 M) 
Concentration 
(M) 
Average 
PAR 
Standard 
Deviation 
Average 
PAR 
Standard 
Deviation 
Average 
PAR 
Standard 
Deviation 
3.00 x 10-3 6.1383 0.1462 6.1955 0.0866 6.17928 0.1277 
2.00 x 10-3 4.0520 0.2351 4.1380 0.1344 4.1270 0.1627 
1.00 x 10-3 2.2260 0.0532 2.2362 0.0270 2.2557 0.0469 
8.00 x 10-4 1.8593 0.0670 1.8495 0.1624 1.8810 0.04192 
4.00 x 10-4 1.1024 0.0235 1.1314 0.0513 1.1620 0.0352 
1.00 x 10-4 0.2558 0.0190 0.2661 0.0630 0.2701 0.0446 
0 (blank)
a
 - - - - - - 
QC Sample 5.1556 0.1014 3.1591 0.08138 1.2481 0.0263 
 
 
 
Figure 4.5. A calibration curve obtained by analyzing blank matrix solutions spiked with 
glucose standards with high concentration QCs. 
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Figure 4.6. A calibration curve obtained by analyzing blank matrix solutions spiked with 
glucose standards with mid–range concentration QCs. 
 
 
 
Figure 4.7. A calibration curve obtained by analyzing blank matrix solutions spiked with 
glucose standards with low concentration QCs. 
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From Table 4.3, the average PAR for each QC sample was used to calculate the 
concentration of the glucose recovered from the blank matrix solution by using the 
equation of the line of each calibration curve. Since the concentrations of the QCs are 
known, Equation 4.11 determines a percent recovery. 
 
An example of an accuracy criteria for an assay method is that the mean recovery 
will be 100 ± 2% at each concentration over a range of 80–120% of the target 
concentration. Apart from this criterion, there are published acceptable recovery 
percentages as a function of the analyte concentration and the acceptable recovery % 
range for the analytes used in this study is 97–103%.
166
 Using the equations of the 
calibration curves and Equation 4.11, the percent recoveries were calculated and the 
results are shown in Table 4.4. The average PAR used to compute the “calculated 
concentration” for each QC sample was from three replicate runs in each QC 
concentration level. Individual percent recoveries were calculated for every single run at 
each concentration level and their respective average percent recoveries calculated. From 
Table 4.4, the average percent recoveries ranged from 98.6% to 102.0%. The standard 
deviations of the percent recoveries were found to be in the range of 2.2 to 4.2 (Table 
4.4) for the three levels of concentrations of the QC samples. The ultimate conclusion 
from this recoveries data is that standards spiked in matrix did not affect the recoveries of 
the analytes in the same matrix. This confirms one can null any matrix effects in the 
analytical method developed. It also proves the accuracy of the method in determining 
unknown concentrations of sugar samples that mimic saccharification samples. 
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Table 4.4. Data generated when determining the percent recovery of control samples 
spiked into blank matrix samples. 
a
Average PAR was obtained from three replicate runs 
of the QCs. 
b
SD is the standard deviation. 
 
Recovery Calculation of QC Samples Spiked into Blank Enzyme Solution (matrix–
diluted) 
QC Samples HQC MQC LQC 
Trend Line Equation y =1968.8x+0.2090 y =1992.7x+0.2116 y =1978.5x+0.2386 
R
2
 0.998 0.9982 0.998 
Average PAR
a
 5.1556 3.1591 1.2481 
SD
b
 of Average PAR 0.1014 0.0814 0.0263 
Calculated 
Concentration (M) 
2.51 x 10-3 1.48 x 10-3 5.10 x 10-4 
Actual  
Concentration (M) 
2.50 x 10-3 1.50 x 10-3 5.00 x 10-4 
Percent Recovery (%) 100.4 98.6 102.0 
SD of Percent 
Recovery 
2.5 2.2 4.2 
 
Similar experiments were performed when standard glucose solutions were 
prepared in pure methanol/water (50:50 v/v) with the concentration range 1.00 x 10-4 to 
3.00 x 10-3 M. The QC samples analyzed previously were also analyzed with the 
standards made from the matrix-free (methanol/water) solvents. This series of 
experiments will determine if the concentrations and recoveries of the QC samples 
obtained with pure standards would be different from those determined from standards 
spiked into matrix. Even though the overall slopes of the two trend lines (for standards in 
matrix-free vs. matrix-diluted) were statistically determined not to be significantly 
different, further investigations was deemed necessary since slopes of the two trend lines 
diverge as the concentration increased, as shown in Figure 4.4. Therefore, these studies 
will determine, statistically, if quantitation of unknowns will be more accurate when 
matrix-free solvents are used versus using matrix-diluted solutions at specific 
concentration ranges.  
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Standards in matrix-free (methanol/water) solvents were prepared in triplicate and 
run with the QCs. Each concentration level of the QCs was analyzed in triplicate and 
their average PAR computed, Table 4.5 shows the obtained data. Percent recovery 
calculations were also calculated using Equation 4.11 and the results are shown in Table 
4.6 (calibration curves obtained from these standards are shown in Figures 4.8 – 4.10). 
The average percent recoveries for the QCs were found to range from 94.9 to 103.0% 
with average standard deviations ranging from 1.8 to 5.3. When compared with the 
recovery values for the QCs analyzed with standards prepared in matrix–diluted solutions 
(Table 4.4), the QCs recoveries obtained with the standards in matrix-free solvents 
spanned a wider range (with a wider range of standard deviations as well). While an 
overall matrix effect was shown not to be present when comparing the two slopes, it 
appears that significant deviation does exist on the higher concentration range. This 
deviation does influence the accuracy and precision of the measured results. As 
previously stated, one can null any matrix effects in the analytical method developed if 
standards for generating the calibration curves were prepared in the same matrix. 
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Table 4.5. Peak area ratios and the respective standard deviations from standards 
prepared from matrix-free (methanol/water) solvents analyzed with QCs at three levels of 
concentration (low, mid, and high). 
a
The blank was used to correct the PAR of the QCs, 
which were spiked into a blank matrix. 
 
Standards spiked into pure solvent (matrix–free) 
 HQC (2.50 x 10
-3
 M) MQC (1.50 x 10-3 M) LQC (5.00 x 10-4 M) 
Concentration 
(M) 
Average 
PAR 
Standard 
Deviation 
Average 
PAR 
Standard 
Deviation 
Average 
PAR 
Standard 
Deviation 
3.00 x 10-3 6.2562 0.1777 6.3304 0.2632 6.2643 0.0586 
2.00 x 10-3 4.2548 0.0418 4.1991 0.0833 4.2010 0.0966 
1.00 x 10-3 2.1540 0.0676 2.1317 0.0830 2.1500 0.0402 
8.00 x 10-4 1.9421 0.1588 1.8356 0.0390 1.7992 0.0305 
4.00 x 10-4 1.1228 0.0305 1.1244 0.0150 1.1590 0.1189 
1.00 x 10-4 0.2218 0.0128 0.2173 0.0154 0.2190 0.0127 
0 (blank)
a
 0.1630 0.0322 0.1796 0.0727 0.1811 0.0300 
QC 5.0100 0.0945 3.0798 0.1466 1.2056 0.0276 
 
 
Table 4.6. Data generated when determining the percent recovery of control samples 
spiked into matrix-diluted samples. The QCs were analyzed with glucose standards 
prepared from matrix-free  solvents.  
a
Average PAR was obtained from three replicate 
runs of the QCs. 
b
SD is the standard deviation. 
 
Recovery Calculation for QC Samples Analyzed with Standards in Pure Solvents 
QC Samples HQC MQC LQC 
Trend Line Equation y =2032.5x+0.1858 y =2056.4x+0.1378 y =2033.6x+0.1579 
R
2
 0.9973 0.9979 0.9976 
Average PAR
a
 5.0095 3.0798 1.2056 
SD
b
 of Average PAR 0.0945 0.1466 0.0276 
Calculated 
Concentration(M) 
2.37 x 10-3 1.43 x 10-3 5.15 x 10-4 
Actual 
Concentration(M) 
2.50 x 10-3 1.50 x 10-3 5.00 x 10-4 
Percent Recovery (%) 94.9 95.4 103.0 
SD of Percent 
Recovery 
1.8 5.3 2.2 
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Figure 4.8. A calibration curve was obtained by analyzing glucose standards in pure 
solvents with high concentration QCs. 
 
 
 
Figure 4.9. A calibration curve was obtained by analyzing glucose standards in pure 
solvents with mid-range concentration QCs. 
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Figure 4.10. A calibration curve was obtained by analyzing glucose standards in pure 
solvents with low concentration QCs. 
 
 
The divergence of the calibration lines with respect to percent recoveries (as well 
as concentration, see Appendix B, Figures B1 – B3) can be evaluated statistically to 
determine if accuracy of the results is influenced when obtained from the matrix–free 
versus matrix–diluted standards. To determine if the concentrations for the two different 
sets of measurements (matrix-free versus matrix-diluted) agree within experimental error 
or if they are significantly different at the three levels of concentrations, replicate 
measurements are compared using the Student‟s t-test. The data used to calculate the 
percent recoveries were also used to carry out this statistical computation.       
The PAR for each run of the QCs (whose concentrations were known) at the three 
levels of concentration was obtained and used to compute the “calculated concentration” 
from the two sets of standards (matrix–free and matrix–diluted). To compare the 
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“calculated concentrations” from the two sets of measurements, the average calculated 
concentrations are first determined at each QC level. The 1x  and 2x are assigned as the 
average “calculated concentration” in the matrix–free set and matrix–diluted set (at each 
concentration level), respectively. Each set of measurement has its own uncertainty and 
we assume the population standard deviation ( ) for each set to be essentially the same. 
Table 4.7 shows the data (concentration expressed in M) used for this analysis, where the 
label numbers 1, 2, and 3 indicate the three replicates for each QC. The s1 and s2 are 
assigned as the standard deviations for the matrix–free and matrix–diluted sets, 
respectively.  
For the two sets of data consisting of n1 and n2 (where n = 3 for each set) 
measurements (with averages 1x and 2x ), we calculate the value of t with the formula  
 
tcalculated = 
pooledS
xx 21 
21
21
nn
nn

     Equation 4.12 
 
where | 1x 2x | is absolute value of the difference of the means of the two sets and Spooled 
(Equation 4.13) is a pooled standard deviation making use of both sets of data:
160
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In Equation 4.13, s1 and s2 are the standard deviations for the matrix–free and matrix–
diluted standard sets. Using Equations 4.12 and 4.13, the tcalculated values were computed 
from the data in Table 4.7 for each level of concentration of the QCs. These values are 
compared with the t values in the Student‟s t table (ttable) for n1 + n2 – 2 degrees of 
freedom as shown in Table 4.8. 
 
Table 4.7. Replicate sets of measurements for the calculated concentration of the QCs at 
different levels of concentrations using the matrix–free and matrix–diluted standards. 
a
SD 
is the standard deviation. 
 
 Matrix-free Set Matrix-diluted Set 
QC 
Samples 
PAR Calculated Concentration PAR 
Calculated 
Concentration 
HQC1 4.9761 2.40 x 10-3 5.1479 2.52 x 10-3 
HQC2 4.9362 2.32 x 10-3 5.0582 2.45 x 10-3 
HQC3 5.1162 2.40 x 10-3 5.2606 2.57 x 10-3 
Mean ( 1x ) 2.37 x 10
-3
 Mean ( 2x ) 2.51 x 10
-3
 
SD
a
 ( 1s ) 4.45 x 10
-5
 SD ( 2s ) 6.23 x 10
-5
 
 
MQC1 2.9543 1.35 x 10-3 3.0846 1.47 x 10-3 
MQC2 3.2410 1.50 x 10-3 3.2460 1.52 x 10-3 
MQC3 3.0442 1.45 x 10-3 3.1467 1.45 x 10-3 
Mean ( 1x ) 1.43 x 10
-3
 Mean ( 2x ) 1.48 x 10
-3
 
SD ( 1s ) 7.89 x 10
-5
 SD ( 2s ) 3.27 x 10
-5
 
 
LQC1 1.2322 5.28 x 10-4 1.2783 5.34 x 10-4 
LQC2 1.2077 5.07 x 10-4 1.2359 4.93 x 10-4 
LQC3 1.1770 5.11 x 10-4 1.2301 5.03 x 10-4 
Mean ( 1x ) 5.15 x 10
-4
 Mean ( 2x ) 5.10 x 10
-4
 
SD ( 1s ) 1.10 x 10
-5
 SD ( 2s ) 2.11 x 10
-5
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Table 4.8. t test results for the statistical comparison of QCs calculated concentration in 
two sets of standard samples (matrix–free and matrix–diluted) at the three levels of QCs 
concentrations. 
 
QC Levels Spooled tcalculated ttable (95% confidence) Do Measurements Agree? 
HQC 2.71 x 10-5 6.240 2.776 No 
MQC 3.02 x 10-5 1.923 2.776 Yes 
LQC 8.40 x 10-6 0.766 2.776 Yes 
 
From the results shown in Table 4.8, the t-test calculation failed with the high 
concentration QCs showing a significant difference does exist between the two 
measurements but was successful in MQC and LQC levels, showing that no significant 
difference was present for the mid–range and low concentration QCs. In the HQC level, 
the tcalculated is 6.240 whereas the ttable for four degrees of freedom (n1 + n2 – 2, n =3 for 
each set of measurements) is 2.776 at a 95% confidence level. The tcalculated for the mid–
range and low concentration QCs were 1.923 and 0.766, respectively. These results 
indicate that the measurements obtained from the high concentration QCs from the two 
sets of standards are significantly different because tcalculated>ttable. This is revealed by the 
divergence of the trend lines that was described previously. Therefore, to obtain accurate 
measurements from unknowns, it is important that the appropriate range of 
concentrations to be used in the analysis be chosen. Even though there is some observed 
divergence in the calibration trend lines (when the two curves are put on the same plot) at 
low concentrations (Figures B1 and B2, Appendix B) the t-test analysis shows that the 
calculated concentrations for the two sets of measurements are not significantly different. 
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CHAPTER FIVE 
 
CONCLUSIONS AND FUTURE DIRECTIONS 
 
5.1. INTRODUCTION 
The extent of biofuels research has undergone a dramatic increase in the last two 
decades resulting from decreasing petroleum reserves and other non-renewable fossil 
fuels. Contributing factors also include the insecure dependence on foreign oil reserves as 
a source of transportation fuel as well as the environmental impact that occurs in the 
production and consumption of these fossil fuels. The utilization of biomass as a source 
of renewable energy has been extensively studied with the hope of replacing fossil fuels 
where the focus has been the development of energy crops that do not compete with food 
crops (e.g. corn). Herbaceous perennial crops (e.g. switchgrass) have been shown to be a 
good model energy crop candidate for the United States resulting from unique ecological, 
physical characteristics, and ability to thrive well in the temperate climate of North 
America. 
Overcoming the degradation recalcitrance of biomass is the biggest challenge in 
the utilization of biomass as a source of fuel. Technologies have been developed to 
facilitate such degradation, but are the most expensive process in the production of 
energy fuels from biomass. Improvement of these technological processes for converting 
biomass into biofuels has been the focus of many researchers and a variety of 
pretreatment options are now being used to achieve this conversion with minimal costs. 
However, the efficiency of such conversion processes cannot be ascertained unless a 
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robust analytical process is available to quantify the byproducts of the degradation 
process. It was the goal of this research to develop a fast, easy, and robust method for the 
quantitation of sugars obtained from switchgrass after pretreatment and subsequent 
enzymatic hydrolysis. Direct Analysis in Real Time, an ambient mass spectrometry 
technique, has analyzed sugars obtained from switchgrass after these pretreatment and 
hydrolysis steps (i.e. saccharification). Since no publications currently exist on the 
analysis of sugars using DART-MS (with respect to hydrolysis conversion), this study 
involved the optimization of instrumental parameters for this process to achieve accurate 
measurement of sugars.  
 
5.2. METHOD CONCLUSIONS 
5.2.1. DART Optimization and Validation 
The initial experimental optimization of DART-MS for the analysis of sugars was 
effective in obtaining accurate and optimum measurements for the quantitation of 
samples. Being an ambient ionization source, DART ionization needs to be optimized 
since its dynamics is influenced by atmospheric substances as well as the climatic 
conditions in the analytical room. The optimization of the gas temperature, grid voltage, 
helium gas pressure, and linear rail voltage was necessary for obtaining consistent 
measurements with the DART ionization process. It was observed the signal intensity 
was directly proportional to the heater gas temperature where an optimum temperature of 
450 °C was observed to give optimized signals in all measurements. The helium gas 
pressure was found not to have a significant effect on the signal produced from the 
variations observed at the different pressures tested. Similarly, grid voltage changes did 
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not produce significant changes in the signal produced. However, the linear rail speed 
was a significant factor since running samples using a slower linear rail speed gave the 
greatest signal resulting from long residence time when a sample was present in the 
ionization region. One additional important parameter that influenced ion efficiency (and 
the resulting mass spectrum produced) was the capillary temperature which was 
optimized at 200 °C to produce the least fragmentation of the peaks used for quantitation.  
Analyzing replicate samples at different days allowed validation of the precision 
and robustness of the method. The use of an internal standard allows reproducible peak 
area ratios when compared over several days and showed the method can be used 
repeatedly with low variance. In the process of developing a range for sugar standard for 
quantitation, a linear range spanning one and a half order of magnitude was obtained and 
pivotal for quantitation of saccharification samples whose concentrations may vary 
widely. From the calibration curves, it was apparent that DART-MS can be used for 
accurate quantitation of sugars; the correlation coefficients were always greater than 
0.995. A detained analysis of matrix effects in switchgrass sample blanks was studied. 
Calibration curves from matrix-free standards versus matrix-diluted standards were 
compared and with peak correction, and their slopes were observed to be different, 
however; statistical analysis was performed and showed no significant matrix effects was 
present at the dilution levels applied. Student t–test computation was performed and a 
tcalculated value of 0.050 was obtained as compared to the ttable value of 2.228 at a 95% 
confidence level for the two slopes. This showed that the slopes of the curves were not 
significantly different and matrix effects would not affect the results for quantitation. 
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Recoveries experiments performed using quality control samples gave acceptable 
average percent recoveries. The percent recoveries were performed using three levels of 
concentrations within the calibration curve; high, mid–range, and low concentration and a 
comparison of the recoveries from matrix–free and matrix–diluted standards was done. 
The average percent recoveries ranged from 94.9–103% and 98.6–102% in matrix–free 
and matrix–diluted standards, respectively. The recoveries from the matrix–diluted 
standards spanned a smaller range and were shown to provide more accurate 
measurements when compared to matrix–free standards and were still a better option to 
null any potential matrix effects at all concentration levels. Statistical computation using 
the t–test was done to determine if there were any differences in the calculated 
concentration of the control samples from both matrix–free and matrix–diluted standards 
due to the divergence observed on the curves at higher concentrations. The failing of the 
t–test at higher concentration proved that the divergence was quite significant and it 
would therefore give inaccurate results and a fine–tuning of the linear range was 
necessary for accurate quantitation. The DART-MS method was also applied in the 
determination of the detection limits for the sugar standards and was found to be in the 
parts per million (ppm) ranges.   
 
5.2.2. Analytical Challenges of the Method 
Even though DART-MS was found to be a simple and rapid method for the 
analysis of sugars, some limitations existed that affected the obtained results. The first 
challenge was related to the sensitivity of DART in ionizing substances found in the 
room in which the analysis was done. Even though the temperature of the room was 
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regulated and the door was always shut, volatile substances found in the building (these 
substances were present when general cleaning of the building was being done) were 
easily detected by DART-MS since ionization took place in open atmospheric conditions. 
This caused competition during analyte ionization and was problematic when the 
concentration of samples was low. This was prevalent in the determination detection 
limits of the method. With DART, limits of detection are influenced with environmental 
conditions of a room and additional control should be in place to avoid signal suppression 
by substances present in the atmosphere.  
Secondly, the analytical process (as available at Eastern Kentucky University) 
involved a series of manual sample introduction. Unlike the automated techniques such 
as HPLC, the use of DART required a person perform the analysis and be present to 
actually perform the runs. Manual application of samples on glass tips was tedious and 
time consuming and additional time was also required for cleaning the reusable glass tips 
(e.g. budget restricted the tips to be disposable). An automated DART system having 
sample wells synchronized to the automated rail system would be an option to be 
considered to converse time for personnel by reducing the time required for analysis. 
Other limitations of the method were related to the DART parameters settings defined by 
the instrument software. For example, the temperature was fixed at increments of 50 °C 
and it was not possible to make a temperature change less than 50 °C. This was 
advantageous especially when fine-tuning parameter optimization. However, based on 
the small variances of the measurements in this study fine-tuning of the temperatures 
(ability to change in 10 or 20 °C increments) may not create a dramatic difference  in the 
overall result of measurements. 
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5.3. FUTURE DIRECTIONS 
The optimization and validation of DART-MS for the quantitative analysis of 
saccharification sugars has opened the door for future experiments for these types of 
samples. The knowledge of the influence of certain parameters on the signal of the 
analytes is a stepping stone for other researchers who may want to use or adapt this 
method for analysis. Ultimately, the data obtained from this work will be indispensable 
for gaining a better understanding of the operation of the DART-MS technique for 
quantitative analysis.   
 
5.3.1. Real Switchgrass Sample Analysis 
The ultimate goal of this work was to quantify six–carbon sugars obtained from 
enzymatic hydrolysis of switchgrass following initial pretreatment processes. Even 
though time was not available to fully achieve this result, preliminary analysis of 
switchgrass samples indicated that the amount of sugars present in different aliquots 
originating from different pretreatments was varied. Future work will involve accurate 
quantification of these sugars after necessary dilutions are done to reduce/eliminate 
matrix effects. Since blank samples are readily available for this specific analysis, 
dilution of switchgrass samples into matrix blanks to mimic the matrix composition of 
the real samples will be an accurate procedure for analyte concentration determination. A 
defined linear range has been established in the quantitation process – using internal 
standards, and can be used to determine the peak area ratios of diluted switchgrass 
samples. The use of blanks will require peak area ratio adjustments/correction because 
blanks were found to contain a certain unknown concentration of the analyte of interest.  
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5.3.2. Comparison of Pretreatment Methods 
Seven pretreatment methods were applied to switchgrass before enzymatic 
hydrolysis. The efficiency of each method will be determined by the amount of sugar 
harvested. Once an accurate concentration is determined for all the samples, a 
comparative analysis of the methods is done. This will provide valuable information to 
the biofuel industry in terms of selecting a cost-effective method for degradation of 
switchgrass. More efficient pretreatment methods can also be proposed for other biomass 
promising feedstocks.  
Before pretreatment was done, switchgrass samples were grinded to various 
powder sizes (ball milled, 1 mm, and 2 mm sizes). A comparison of the switchgrass 
samples in terms of the initial sizes can also be done to determine if the size of the 
powder particles had any effect of the final concentration of six–carbon sugars. This will 
provide valuable information to the biorefinery industry about the most effective 
mechanical comminution technique for biomass size reduction.    
 
5.4. CLOSING REMARKS 
Since its introduction, DART has proven to be a technique of choice among 
ambient ionization techniques. While this method has been used mainly for qualitative 
analysis, this study has proved that the technique is equally useful in quantitative 
analysis. For the first time, this study had validated DART-MS as a method that can be 
used for quantitation of sugars in lignocellulosic biomass. This is just the beginning of an 
ongoing biofuel research work. Being a relatively new analytical method, DART-MS has 
been shown to have the potential of providing accurate quantitative data required for 
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biofuel advancement. With switchgrass being the focus of this study, DART-MS can also 
be applied to other lignocellulosic feedstocks for the advancement of the biofuel industry. 
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Table A1. Computation of statistical values for calculation of Student‟s t (matrix-free 
standards). The specific symbols in the table are described in Section 4.3.2. 
 
Standards in methanol/water (matrix-free) 
x (M) y (PAR) Ŷ  X̂  Yy ˆ  )ˆ( Xx   2)ˆ( Yy   2)ˆ( Xx   
3.00 x 10-3 6.2864 6.3285 3.10 x 10-3 -0.0421 2.02 x 10-5 1.80 x 10-3 4.07 x 10-10 
2.00 x 10-3 4.2641 4.2389 2.01 x 10-3 0.0252 -1.20 x 10-5 6.00 x 10-4 1.45 x 10-10 
1.00 x 10-3 2.1567 2.1493 1.00 x 10-3 0.0074 -3.50 x 10-6 5.50 x 10-5 1.26 x 10-11 
6.00 x 10-4 1.4435 1.3135 6.62 x 10-4 0.1300 -6.20 x 10-5 1.71 x 10-2 3.87 x 10-9 
1.00 x 10-4 0.2054 0.2687 6.97 x 10-5 -0.0632 3.03 x 10-5 4.00 x 10-3 9.16 x 10-10 
6.00 x 10-5 0.1477 0.1851 4.21 x 10-5 -0.0374 1.79 x 10-5 1.40 x 10-3 3.20 x 10-10 
1.00 x 10-5 0.0612 0.0806 6.97 x 10-7 -0.0194 9.30 x 10-6 3.78 x 10-4 8.66 x 10-11 
 SSres 0.0251 
MSres 0.0050 
)1(xyS   0.0709 
 1
2 )(x  5.76 x 10
-9
 
 
 
 
Table A2. Computation of statistical values for calculation of Student‟s t (matrix-diluted 
standards). The specific symbols in the table are described in Section 4.3.2. 
 
Standards in 1%BES (matrix-diluted) 
x (M) y (PAR) Ŷ  X̂  Yy ˆ  )ˆ( Xx   2)ˆ( Yy   2)ˆ( Xx   
3.00 x 10-3 6.1292 6.1642 2.98 x 10-3 -0.03497 -1.70 x 10-5 0.00122 2.99 x 10-10 
2.00 x 10-3 4.1082 4.1404 1.98 x 10-3 -0.03219 -1.60 x 10-5 0.00103 2.53 x 10-10 
1.00 x 10-3 2.2228 2.1166 1.05 x 10-3 0.10619 5.25 x 10-5 0.01128 2.75 x 10-9 
6.00 x 10-4 1.4273 1.3071 6.59 x 10-4 0.12027 5.94 x 10-5 0.01446 3.53 x 10-9 
1.00 x 10-4 0.2348 0.2952 7.02 x 10-5 -0.06036 -3.00 x 10-5 0.00364 8.89 x 10-10 
6.00 x 10-5 0.1713 0.2142 3.88 x 10-5 -0.04294 -2.10 x 10-5 0.00184 4.50 x 10-10 
1.00 x 10-5 0.0572 0.1130 -1.80 x 10-5 -0.05587 -2.80 x 10-5 0.00312 7.62 x 10-10 
 SSres 0.0366 
MSres 0.0073 
)2(xyS   0.0856 
 2
2 )(x  8.94 x 10
-9
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APPENDIX B 
 
Calibration curves generated from glucose standards prepared from both pure solvents 
(50:50 methanol/water, v/v) and matrix-diluted solvents (1% BES). The curves were used 
to determine the percent recoveries of quality control samples (QCs). 
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Figure B1. Trend lines generated from LQC recovery experiments with matrix–free and 
matrix–diluted glucose standards. 
 
 
Figure B2. Trend lines generated from MQC recovery experiments with matrix–free and 
matrix–diluted glucose standards. 
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Figure B3. Trend lines generated from HQC recovery experiments with matrix–free and 
matrix–diluted glucose standards. 
 
 
