In this paper, it is shown that the tensor product of the complete bipartite graph, K r,r , r ≥ 2, and the regular complete multipartite graph, K m * K n , m ≥ 3, is Hamilton cycle decomposable.
Introduction
A k-regular graph G has a Hamilton cycle decomposition if its edge set can be partitioned into k 2
Hamilton cycles when k is even, or into (k−1)/2 Hamilton cycles plus a 1-factor (or a perfect matching) when k is odd. We write G = H 1 ⊕H 2 ⊕· · ·⊕H k if H 1 , H 2 , . . . , H k are edge-disjoint subgraphs of G and E(G) = E(H 1 )∪E(H 2 )∪· · ·∪E(H k ). The complete graph on m vertices is denoted by K m and its complement is denoted by K m . C m denotes the cycle of length m.
For two simple graphs G and H their wreath product, denoted by G * H, has vertex set V (G) × V (H) in which (g 1 , h 1 ) and (g 2 , h 2 ) are adjacent whenever g 1 g 2 ∈ E(G) or g 1 = g 2 and h 1 h 2 ∈ E(H). Similarly, G × H, the tensor product of the graphs G and H has vertex set V (G) × V (H) in which two vertices (g 1 , h 1 )and (g 2 , h 2 ) are adjacent whenever g 1 g 2 ∈ E(G) and h 1 h 2 ∈ E(H). The tensor product is known to be commutative and distributive over an edge-disjoint union of subgraphs, that is, if
We shall use the following notation throughout the paper. Let G and H be simple graphs with V (G) = {x 1 , x 2 , . . . , x m } and V (H) = {u 1 , u 2 , . . . , u n }. Then V (G × H) = V (G) × V (H). Let G be a bipartite graph with bipartition (X, Y ), where X = {x 1 , x 2 , . . . , x n }, Y = {y 1 , y 2 , . . . , y n }. If x i y j is an edge of G, then x i y j is called an edge of distance j − i from X to Y if i ≤ j, or n − (i − j) if i > j. The same edge is said to be of distance i − j from Y to X if i ≥ j or n −(j−i), if i < j. If G contains the set of edges F i (X, Y ) = {x j y i+j | 1 ≤ j ≤ n}, 0 ≤ i ≤ n −1, where the addition in the subscript is taken modulo n with residues 1, 2, . . . , n, then we say that G has a 1-factor of distance i from X to Y . Note that F i (X, Y ) = F n−i (Y , X ) = {y k x k+n−i | 1 ≤ k ≤ n}, 0 ≤ i ≤ n − 1. Clearly, if G = K n,n , then E(G) = n−1 i=0 F i (X, Y ).
Let k be a positive integer and let L be a subset of {1, 2, . . . , k 2 }. A circulant X = X (k; L) is a graph with vertex set V (X) = {u 1 , u 2 , . . . , u k } and the edge set E(X ) = {u i u i+l | i ∈ {1, 2, . . . , k}, l ∈ L, where addition in the subscript of u is taken modulo k with residues1, 2, . . . , k}. The edge u i u i+l , l ∈ L, is said to be of distance l, and L is called the edge distance set of the circulant X . It is clear that if gcd(k, l) = 1, then the circulant X (k; {l}) is a Hamilton cycle. We shall name the graph isomorphic to X (2r; {1, r}) as W 2r .
For a digraph D, by A(D)
we mean the arc set of D. Definitions which are not given here can be found in [4] or [7] .
In this paper, we study the Hamilton cycle decomposition of K r,r × (K m * K n ), r ≥ 2, m ≥ 3. The problem of finding Hamilton cycle decompositions of product graphs is not new. Hamilton cycle decompositions of various product graphs have been studied by many authors; see, for example, [1, 6, 8, 9, [11] [12] [13] [14] . It has been conjectured [6] that if both G and H are Hamilton cycle decomposable graphs, then G H is Hamilton cycle decomposable, where denotes the cartesian product of graphs [1] . This conjecture has been verified to be true for a large class of graphs [14] . Baranyai and Szasz [5] proved that if both G and H are even regular Hamilton cycle decomposable graphs, then G * H is Hamilton cycle decomposable.
In [13] , Ng has obtained a partial solution to the following conjecture of Alspach et al. [1] : If D 1 and D 2 are directed Hamilton cycle decomposable digraphs, then D 1 * D 2 is directed Hamilton cycle decomposable. Jha [9] has advanced the following conjecture: if both G and H are Hamilton cycle decomposable graphs and G × H is connected, then G × H is Hamilton cycle decomposable. But this conjecture is disproved in [3] . Because of this, finding Hamilton cycle decompositions of the tensor product of Hamilton cycle decomposable graphs is considered to be difficult. In [2] it has been proved that K r ×K s is Hamilton cycle decomposable. In [11] K r,r × K m is shown to be Hamilton cycle decomposable and in [12] it is shown that the tensor product of two regular complete multipartite graphs is Hamilton cycle decomposable. In this paper, we prove the following:
Proof of the main theorem
First we prove a few lemmas; using these lemmas we prove the main result of this paper. Throughout the following lemma and its proof we assume that the subscripts of X i 's and the superscripts of x j i 's are taken modulo m with residues 1, 2, . . . , m and the subscripts of x j i 's are taken modulo n with residues 1, 2, . . . , n; the addition in the distance of 1-factors is taken modulo n with residues 0, 1, 2, . . . , n − 1, and 0 ≤ α,
Lemma 2.1. Let the vertex set of the m-partite graph
Proof. Proof of (a). Clearly, F 1 is a Hamilton cycle and F 2 is a 2-factor of G consisting of two cycles C and C of equal length.
The vertices x contained in the other cycle C of F 2 . Now we decompose F 1 ∪ F 2 into two Hamilton cycles H and H of G as follows: Proof of (b). Clearly, F 2 is a Hamilton cycle and F 1 is a 2-factor of G consisting of two cycles C and C of equal length. The vertices x in the other cycle C i of F i . Now we decompose F 1 ∪ F 2 into two Hamilton cycles H and H of G as follows:
The fact that H is a Hamilton cycle of G can be seen by letting a = x Fig. 2 . The fact that H is a Hamilton cycle of G can be seen by letting 
Hamilton cycles H and H as follows: 
, we assume that the graph K m * K n is given in its circulant form. Hence the edge x i x j in W 2r and the edge u k u k+l in K m * K n give rise to the two edges
Hence corresponding to the edge x i x j in W 2r , the edge set of the subgraph induced by
Proof. Throughout the proof of this lemma the subscripts of x i 's and X i 's and the superscripts of x i j 's are taken modulo 2r with residues 1, 2, . . . , 2r and the subscripts of x i j 's are taken modulo mn with residues 1, 2, . . . , mn. Let the vertex set of W 2r be {x 1 , x 2 , x 3 , . . . , x 2r }. Then its edge set can be described as
and then we decompose G t into Hamilton cycles. This isomorphic decomposition is achieved by obtaining the following directed Hamilton cycle decomposition of W * 2r , the digraph arises out of W 2r by replacing each one of its edges by 
Thus to prove the existence of a Hamilton cycle decomposition of G t , t = 1, 2, 3, it is enough to decompose G into Hamilton cycles. We divide the proof into two cases.
We initially obtain a 2-factorization of G and then we combine some of the 2-factors in the 2-factorization, in pairs, and decompose each of them into two Hamilton cycles of G. We obtain a 2-factorization of G by describing the 2-factors Table 1 .
In Table 1 , the 1 (resp. jm + i, jm + 1) in the first row denotes the distance of the 1-factor from X 1 to X 2 that we have chosen for the construction of the 2-factor F 1 (resp. F jm+i , F jm+1 ). Similarly, the 1 (resp. jm + i, jm + 1) in the second row denotes the distance of the 1-factor from X 2 to X 3 that we have chosen for the construction of F 1 (resp. F jm+i , F jm+1 ) and so on. That is, an s in the pth row of the table denotes the distance of the 1-factor from X p to X p+1 that we have chosen for the construction of F 1 or F jm+i or F jm+1 according to whether s is in column 1 or 2 or 3. Further, in the table every successive four rows, except the first six rows, are identical, in order, and the four entries in each of the three columns described by these four rows add up to a multiple of mn.
Clearly, all the 2-factors defined above, except the n/2 2-factors, F 1 and F jm+1 , 1 ≤ j ≤ n 2 − 1, are Hamilton cycles. These n/2 2-factors are combined with n/2 Hamilton cycles, namely, F jm+2 , 0 ≤ j ≤ n 2 − 1, in pairs, to obtain a Hamilton cycle decomposition of G as follows:
− 1, can be decomposed into two Hamilton cycles, by Lemma 2.1. Case 2. mn ≡ 4 (mod 8).
As in the above case, we obtain a 2-factorization of G and then we combine some of the 2-factors in the 2-factorization, in pairs, and decompose them into two Hamilton cycles of G. We obtain a 2-factorization of G by describing the 2-factors Table 2 . In Table 2 , every successive four rows, except the first six rows, are identical, in order, and the four entries in each of the six columns described by these four rows add up to a multiple of mn.
Clearly, all the 2-factors of G defined above, except the n/2 2-factors, F 1 and F jm+3 , 1 ≤ j ≤ n 2 − 1, are Hamilton cycles. Now we combine these n/2 2-factors with the n/2 Hamilton cycles, F 2 and F jm+2 , 1 ≤ j ≤ n 2 −1, in pairs, to obtain a Hamilton cycle decomposition of G as follows:
− 1, can be decomposed into two Hamilton cycles, by Lemma 2.1. This completes the proof.
For the rest of the paper, except the proof of Theorem 1.1, we assume the following:
1. m ≥ 4 is even, n ≥ 3 is odd. 
Let the vertex set of W 6 be {y 1 , y 2 , . . . , y 6 }. For odd r ≥ 5, let the vertex set of W 2r be {x 1 , x 2 , x 3 , . . . , x 2r }; consequently, the 6-partite graph
, and the vertex set of {x
The edge set of the 6-partite graph
) and the edge set of the 2r-partite graph
7. G 1 and G 2 denote the spanning subgraphs of
Lemma 2.4. If m ≥ 4 is even and n ≥ 3 is odd, then W
and F is a 1-factor of W 6 × (K m * K n ), where G 1 and G 2 are as described above.
From the above lemma, it is clear that to prove that W 6 × (K m * K n ) has a Hamilton cycle decomposition, it is enough to prove that the even regular graphs G 1 and G 2 have Hamilton cycle decompositions, which we prove below.
Lemma 2.5. G 1 is Hamilton cycle decomposable.
Proof. We prove this lemma in two cases.
Case 1. m ≡ 4 (mod 8).
We prove this case in two subcases. 1  2  3  5  1  2  3  5  5  2  3  1  5  2  3  1  3  1  5  2  2 1 5 3 Hence we assume that n ≥ 5. First we obtain a 2-factorization of G 1 and then we combine some of the 2-factors in the 2-factorization, in pairs, and decompose them into two Hamilton cycles of G 1 . A 2-factorization of G 1 is obtained by defining the 2-factors F i , i ∈ A, as shown in Table 4 .
− 1, and each one of them is decomposed into two Hamilton cycles, by Lemma 2.1. The rest of the 2-factors are readily seen to be Hamilton cycles of G 1 from Table 4 .
As above, we obtain a 2-factorization of G 1 and then we combine some of the 2-factors in the 2-factorization, in pairs, and decompose them into two Hamilton cycles of G 1 . A 2-factorization of G 1 is obtained by defining the 2-factors F i , i ∈ A, as shown in Table 5 .
and each one of them is decomposed into two Hamilton cycles, by Lemma 2.1. The rest of the 2-factors are readily seen to be Hamilton cycles of G 1 from Table 5 .
As in the previous case, we obtain a 2-factorization of G 1 . A 2-factorization of G 1 is obtained by defining the 2-factors F i , i ∈ A, as shown in Table 6 . 
− 1, and each one of them is decomposed into two Hamilton cycles, by Lemma 2.1. The rest of the 2-factors are readily seen to be Hamilton cycles of G 1 from Table 6 .
, are combined as
− 1, and
, and each one of them is decomposed into two Hamilton cycles, by Lemma 2.1. The rest of the 2-factors are readily seen to be Hamilton cycles of G 1 from Table 6 .
Lemma 2.6. G 2 is Hamilton cycle decomposable.
Proof. We prove this lemma in three cases.
First we obtain a 2-factorization of G 2 and then we combine some of the 2-factors in the 2-factorization, in pairs, and decompose them into two Hamilton cycles of G 2 . A 2-factorization of G 2 is obtained by defining the 2-factors
as shown in Table 7 .
, and each one of them is decomposed into two Hamilton cycles, by Lemma 2.1. The rest of the 2-factors are readily seen to be Hamilton cycles of G 2 from Table 7 .
As in the previous case, we obtain a 2-factorization of G 2 . A 2-factorization of G 2 is obtained by defining the 2-factors
as shown in Table 8 . 
, and each one of them is decomposed into two Hamilton cycles, by Lemma 2.1. The rest of the 2-factors are readily seen to be Hamilton cycles of G 2 from Table 8 .
As above, first we obtain a 2-factorization of G 2 . A 2-factorization of G 2 is obtained by defining the 2-factors F i , i ∈ D, as shown in Table 9 .
and each one of them is decomposed into two Hamilton cycles, by Lemma 2.1. The rest of the 2-factors are readily seen to be Hamilton cycles of G 2 from Table 9 . 
, obtained by taking the intersection of H with the subgraph induced by
This is true as we use the Hamilton cycle decomposition described in Lemma 2.1; see Remark 2.2. Similarly, the vertices in
. Also, the vertices in Y 5 and
. This fact will be used in the proof of Lemma 2.9.
For our future reference, we label the Hamilton cycles of the Hamilton cycle decomposition of G 1 , obtained in Lemma 2.5, as 
) are connected by vertex-disjoint paths of length, say, k 2 (resp. k 3 ) (all of whose internal vertices are new). Call the resulting graph H i, 1 . Then H i,1 is indeed a cycle. This is easy to see, because if we delete the internal vertices of the paths of length k 1 , k 2 and k 3 (that we have used to connect the graphs 
r+5 )} describe three arc-disjoint directed paths of length 2 along → H 2 ; let these paths be P 2,1 , P 2,2 and P 2,3 , respectively. P 2,2 occurs after P 2,1 , and P 2,3 occurs after P 2,2 , where we assume that x 2r is the origin of → H 2 . These paths P 2,j are used in the following construction. We shall construct, like H i,1 , another graph H i,2 (which is also a cycle) using the Hamilton cycle H i , i ∈ A, of G 1 and the directed Hamilton cycle (x p , x q ) is a (resp. b) . Call the resulting graph H i,2 . Case 1. r is even.
As K r,r is Hamilton cycle decomposable, K r,r = C 2r ⊕ C 2r ⊕ · · · ⊕ C 2r and hence
since the tensor product is distributive over edge-disjoint subgraphs. It is enough to prove that C 2r × (K m * K n ) is Hamilton cycle decomposable. Clearly, = C 2rm * K n ⊕ C 2rm * K n ⊕ · · · ⊕ C 2rm * K n . But C 2rm * K n is Hamilton cycle decomposable, by Lemma 2.11. Thus we have a Hamilton cycle decomposition of K r,r × (K m * K n ).
Case 2. r is odd. We complete the proof in two subcases. Subcase 2.1. m is odd.
As C 2rm * K n is Hamilton cycle decomposable, by Lemma 2.11, we have a Hamilton cycle decomposition of K r,r × (K m * K n ). ⊕W 2r , by Lemma 2.12.
Consequently,
It is enough to prove that C 2r × (K m * K n ) and W 2r × (K m * K n ) are Hamilton cycle decomposable.
Clearly,
But C 2rm * K n is Hamilton cycle decomposable, by Lemma 2.11. Hence C 2r × (K m * K n ) is Hamilton cycle decomposable. As m ≥ 4 is even and r ≥ 3 is odd, the existence of a Hamilton cycle decomposition of W 2r × (K m * K n ) follows from Lemma 2.3 or Lemma 2.15 according to whether n is even or odd, respectively. This completes the proof.
