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Abstract
Image reconstruction from its projections is a necessity in many applications such as medical
(CT), security, inspection and others. This paper extends the 2D Fan-beam method in [2] to three
dimensions. The algorithm, called Pyramid Beam (PB), is based on the parallel reconstruction al-
gorithm in [1]. It allows fast capturing of the scanned data. In three dimensions, the reconstructions
are based on the discrete X-Ray transform [1]. The PB based algorithms have di®erent geometries
where simplicity of the capturing geometries is emphasized. The PB geometries are reordered to
¯t parallel projection geometry. The underlying idea in the paper is to use the algorithm in [1] by
porting the proposed PB geometries to ¯t the algorithm in [1]. The complexity of the algorithm
is comparable with the 3D FFT. The results show excellent reconstruction qualities while being
simple for practical use.
1 Introduction
X-Ray imaging is a critical component in many applications such as medical scans (CT, MRI, PET),
baggage scanning in airports, material inspection, cars tire inspection, food inspection, biology, elec-
tronics and many more.
In practice, emitters emanating electromagnetic radiation and detectors, which measure the radi-
ation power arrived at them, are used in X-Ray tomography. The photons radiation, which passes
through the scanned object, decreases. From the radiance at the detectors and from the emitter's
radiance, it is possible to reconstruct a 3D function of the radiance attenuation. The attenuation
factor is unique for di®erent materials.
1With the advance of technology and the rapid increase of computational power, 3D reconstructions
become practical. Using 3D reconstruction methods together with 3D visualization, greatly improve
the analysis capabilities of the scanned results.
In this paper, we present several related methods to accelerate 3D X-Ray data acquisition when
only one emitter is used. These methods are based on the PB geometry. Its performance is compared
with the parallel beam geometry. The original (source) image is reconstructed by the application of
the inverse X-Ray algorithm ([1]).
All the proposed methods in the paper are based on careful positioning of multiple detectors to
enable simultaneous collection of many rays that are emitted in all directions by one emitter. Here is
an hierarchical list of the methods that are described in the paper:
Centered Pyramid Beam (CPB) method has a simple geometry. The emitter and the detectors
are positioned according the structure that the inverse X-Ray transform [1] dictates. It col-
lects only portion of the actual X-Ray data. Thus, it is impractical. On the other hand, it
demonstrates the capabilities of other practical methods that are described below.
Boundary Aligned emitter Pyramid Beam (BAPB) method collects all the required data to
perform an image reconstruction.
Sliding Boundary Aligned emitter Pyramid Beam (SBAPB) method is a variation of the BAPB
method in which the detectors are utilized more e±ciently. This method reduces the number of
detectors. It can be used with all the X-Ray data acquisition methods that are described here.
Mirrored Pyramid Beam (MPB) method collects only a portion of the required data for the
reconstruction. The rest of the data is collected by mirroring the rays.
Distributed Pyramid Beam (DPB) is a distributed algorithm that divides the bounding volume
of the object to several sub-volumes, collects the X-Ray data and performs the reconstruction
of each sub-volume separately. Then, all the reconstructions are concatenated to create the
complete image.
The MPB and DPB methods require that the emitter is located on planes inside the bounding
volume of the object. Therefore, they are applicable to process non-solid objects, to scan simulta-
neously several separated objects in di®erent X-Ray chambers, or to scan complex objects that are
separated on the planes inside the bounding volume where the emitter has to be located. Any type of
object (solid and non-solid) can be scanned with the BAPB method and there are no restrictions on
its structure. In section 5.2, we show how to reduce the number of detectors to the minimum dictated
by [1], by positioning them on moving boards. This idea is applicable to all the above methods.
2In our implementation, the geometry in each axes was the same, each axes can have its own
geometry.
The proposed PB ray casting topology speeds the 3D X-Ray data acquisition by O(n2) factor in
comparison to the parallel beam topology.
The structure of the paper is as follows. Section 2 reviews related works on fast inversion algorithms
of the X-Ray Transform while speeding data acquisition using pyramid beams or cone beams. In
Section 3, the X-Ray Transform and its discrete version, which appeared in [1], are described. Section
4 demonstrates the parallel beam data acquisition and reconstruction of X-Ray data produced by
an analytic parallel beam X-Ray Transform. The pyramid beam projections are de¯ned in section
5. It contains a description of several acquisition methods and how to convert from pyramid beam
projection data into parallel projection data.
2 Related works
Since memory and time complexity of the reconstruction algorithms grow polynomially with the num-
ber of dimensions then any algorithmic acceleration is critical. Acceleration can come from speeding
either the acquisition or the reconstruction or from both.
Two main approaches are used to reconstruct 3D images from X-Ray projections. The ¯rst ap-
proach reconstructs separately 2D slices of the image and then concatenates the slices to form a 3D
image. This requires the image to be static to prevent registration problems. It also may generate
discontinuities in the reconstructed 3D image. The second approach generalizes the 2D reconstruction
algorithms to any number of dimensions.
The ¯rst approach for a 3D object segmentation and reconstruction is used in [8, 9]. [10] registers
the 2D slices and then reconstructs the 3D object. A technique, which improves the quality of 2D
slices and then uses the improved slices to construct the 3D image via image processing methods, is
described in [11, 12].
In this paper, we are interested in accelerating the acquisition while using a fast 3D X-Ray re-
construction algorithm that is described in [1]. Usually, fast 3D X-Ray reconstruction algorithms are
based on the Fourier slice theorem. Some of these algorithms interpolate the polar grid into a Carte-
sian grid. The Fourier transform is sensitive to interpolation and the reconstructed image su®ers from
distortions. The ¯ltered back projection based algorithms overcome this problem but their complexity
is O(n4 logn) where n is the image resolution in each axis. Accurate reconstruction that does not
necessitate interpolation is described in [1] and it is based on the constructions in [3, 4].
Bresler et. al. [18] proposes hierarchical algorithm for applying the back projection of the 3D
Radon transform. Their algorithm is a \native" 3D algorithm and does not rely on factorization of
3the 3D Radon transform into pairs of 2D Radon transforms, which makes the algorithm independent
of the sampling geometry. The algorithm in [18] decomposes each projection into a sum of 8 back
projections each has n2 plane-integrals projections onto n3=8 volumes. Each volume is one octant of
the reconstruction. The algorithms are applied recursively until each octant's size is one voxel. The
complexity of the algorithm is O(n3log(n)).
Another family of reconstruction algorithms is the multi-level inversion algorithms. It divides the
input sinogram to a number of subsinograms that uses either exact or approximate decomposition
algorithms. The sinograms are repeatedly subdivided until they are represented by one voxel. Then,
the inverse transformation is applied to reconstruct the sub-volumes. The sub-volumes are aggregated
to form the ¯nal volume. An exact method to decompose the sinograms is described in [13]. This paper
also presents a fast algorithm which approximates the reconstruction. In addition, it also presents a
method that combines both.
Maximum likelihood expectation maximization ([14]) is an iterative reconstruction method, in
which an initial reconstruction is guessed, and then updated in order to minimize the di®erence
between the projections of the reconstructed image and the measured projections. In addition, [14]
describes the cone beam data acquisition method.
An algorithm that decomposes the image frequency domain to sub-bands and reconstructs the
sub-bands on a down-sampled grid is given in [17].
Cone beam projection methods, which is based on accelerating the scanned data acquisition by
detecting multiple rays emitted simultaneously from a single source, are given in [14, 15, 16].
This paper proposes fast acquisition algorithm which is a variation of the cone beam method.
The projection is assumed to be a collection of rays that forms a pyramid. These rays are sampled
simultaneously. The reconstruction algorithm, which is described in [1], is algebraically accurate while
preserving the geometric properties of the continuous transforms. It is also invertible.
3 The X-Ray Transform
The proposed fast data acquisition methods in this paper are based on the 3D X-Ray transform
geometry that is described in [1]. The 3D transform is outlined here. In the rest of paper, ~ u denotes
a unit vector.
The X-Ray transform of a 3D function f = f(x;y;z) is a collection of all line integrals of f over
all the lines in the 3D space.
De¯nition 3.1. A line l = p + t ¢ ~ d; t 2 R in the 3D space, is de¯ned by its direction unit vector
~ d 2 R3 and a point p 2 R3 that the line passes through.
De¯nition 3.2. Direction by angles. Two angles µ;Á 2 R de¯ne a line direction by a unit vector
4~ d 2 R3 denoted ~ dµ;Á, by rotating the unit vector ~ ux = (1;0;0) by ¡Á around the Y axis, and then
rotating the resulting vector by µ around the Z axis. µ is also known as the vector heading and Á as
the vector elevation. A line in R3 with direction ~ dµ;Á is denoted by l
p
µ;Á.
De¯nition 3.3. Direction by a point. A point pdir 2 R3 de¯nes a line direction by a unit vector,
denoted by ~ dpdir, as the vector from that point to the origin (0;0;0). That is, ~ d =
~ pdir
k~ pdirk. A line in R3
with ~ dpdir is denoted by l
p
pdir.
De¯nitions 3.2 and 3.3 are equivalent.
De¯nition 3.4. Line integral. The line integral of f(x;y;z) over the line l
p
µ;Á, denoted by LI
p
µ;Á, is
LI
p
µ;Áf =
R 1
¡1 f
³
p + t ¢ ~ dµ;Á
´
dt; µ;Á;t 2 R;p 2 R3.
From these de¯nitions, the X-Ray transform of f(x;y;z), denoted by XRf, is the set
XRf =
n
LI
p
µ;Áf j µ; Á 2 R; p 2 R3
o
:
In a similar way, the line integral of f(x;y;z) over the line l
p
pdir, denoted by LIp
pdir, is
LIp
pdirf =
Z 1
¡1
f
³
p + t ¢ ~ dpdir
´
dt; t 2 R;p;pdir 2 R3:
By using these de¯nitions, we get that the X-Ray transform of f(x;y;z), denoted by XRf, is the
set XRf =
©
LIp
pdirf j pdir;p 2 R3ª
.
De¯nition 3.5. Parallel projection. A parallel projection of the X-Ray transform is a collection
of all the computed line integrals that have the same direction. These lines are de¯ned by a speci¯c
direction ~ dµ;Á or ~ dpdir where µ;Á 2 R, pdir 2 R3 and an arbitrary p 2 R3. The projection is denoted
by XR
p
µ;Áf or XRp
pdirf, respectively.
The Fourier Slice Theorem links between the parallel projections XR
p
µ;Áf, µ;Á 2 R;p 2 R3, and the
Fourier Transform. It establishes that the Fourier transform of a parallel projection in direction ~ dµ;Á of
a 3D function f(x;y;z) is the Fourier transform of f(x;y;z) sampled on a hyper-space perpendicular
to ~ dµ;Á that passes through the origin. Formally, \ XR
p
µ;Áf = b f (») where » 2
³
~ dµ;Á
´?
is the hyper-space
perpendicular to the vector ~ dµ;Á, that passes through the origin. In other words, the 2D Fourier
transform of the parallel projection \ XR
p
µ;Áf equals to the 3D Fourier transform of f(x;y;z) sampled
on ».
Lemma 3.6. ([1]) Assume I is a discrete 3D image with resolution n in each direction. Then, the
2D FFT of a parallel projection at some direction ~ dµ;Á, µ;Á 2 R, is a 2D plane in the 3D FFT of the
original image
c XR
p
x;®;¯ (k;l) = b I (¡®k ¡ ¯l;k;l)
c XR
p
y;®;¯ (k;l) = b I (k;¡®k ¡ ¯l;l)
c XR
p
z;®;¯ (k;l) = b I (k;l;¡®k ¡ ¯l)
5where ®;¯ · j1j are the slopes between the unit vector and the cartesian axes x;y;z, k;l = ¡n;:::;n
and XRx XRy and XRz are explained in section 3.1.
Lemma 3.6 shows that in order to reconstruct the image from parallel projections, we have to
apply the 2D Fourier transform to the projections, re-organize them in the 3D space to get the Fourier
Transform of the original image, and then the 3D Inverse Fourier Transform is applied to recover the
original image. The Discrete X-Ray Transform in [1] provides a O(n3 logn) algorithm that reconstructs
accurately the 3D image. It is based on the reorganization of the Fourier Transforms of the projections
in the pseudo-polar grid as was explained in [3, 4].
3.1 The discrete X-Ray Transform
We assume that the data for the reconstruction is ¯nite and discrete. The algorithm to compute
the X-Ray transform of a 3D discrete image is given in [1]. The invertibility of the algorithm and
its validity in representing discrete images are proven in details there. Here is a description how to
discretize the image and the underlying pseudo-polar grid (see [3, 4]).
3.1.1 Discretization of the X-Ray Transform data
Following are the de¯nitions that describe the discrete image and the sets of points de¯ning the lines
directions and their translations. We assume that the image is a discrete 3D function f(x;y;z) that
is de¯ned as f = ff(x;y;z)j ¡ n
2 · x;y;z · n
2g.
According to [1], the calculated projections calculations are separated into three groups.
De¯nition 3.7. Main axis, denoted Ai, is
Ai ´
8
> > <
> > :
X i = 1
Y i = 2
Z i = 3
:
De¯nition 3.8. Secondary axes, denoted by S1
i and S2
i , are
S1
i ´
8
<
:
Y i = 1
X otherwise
S2
i ´
8
<
:
Y i = 3
Z otherwise
:
The lines in R3 are also separated into three subsets. Each subset is associated with a main axis
X;Y or Z. At each subset of lines, the absolute value of the angles between the projections of the
lines on the planes XY;XZ and Y Z and the main axis Ai are smaller than 45±.
6De¯nition 3.9. (Lines division I) The three subsets of the lines in R3 are:
Lx = fl
p
µ;Áj ¡ 45± · µ < 45± or 135± · µ < 225±;¡45± · Á < 45± or 135± · Á < 225±;p 2 R3g
Ly = fl
p
µ;Áj 45± · µ < 135± or 225± · µ < 315±;¡45± · Á < 45± or 135± · Á < 225±;p 2 R3g
Lz = fl
p
µ;Áj 0± · µ < 360±;45± · Á < 135± or 225± · Á < 315±;p 2 R3g:
Loosely speaking, lines that belong to Li are \closer" to the main axis Ai than to any other axis.
This division covers all the lines in R3 - see proof in [1].
Lemma 3.10. Assume that two lines pass through the same point p 2 R3. The ¯rst line direction is
de¯ned by Á;µ 2 R. The second line direction is de¯ned by Á + 180± and µ or by ¡Á and µ + 180±.
Then, l
p
µ;Á ´ l
p
µ;Á+180± ´ l
p
µ+180±;¡Á:
From Lemma 3.10, de¯nition 3.9 becomes:
De¯nition 3.11. (Lines division II) The three subsets of the lines in R3 are:
Lx = fl
p
µ;Áj ¡ 45± · µ < 45±;¡45± · Á < 45±;p 2 R3g
Ly = fl
p
µ;Áj 45± · µ < 135±;¡45± · Á < 45±;p 2 R3g
Lz = fl
p
µ;Áj 0± · µ < 360±;45± · Á < 135±;p 2 R3g:
For a spatially bounded function f(x;y;z), the majority of the lines in R3 do not intersect the
function's bounding volume. As explained in de¯nition 3.4, line integral is de¯ned by a direction and
a point the line passes through. The limitations on the directions of the lines, which participate in
the discrete X-Ray transform, are de¯ned in 3.11. Lemma 3.12 determines the minimal set of points
required to de¯ne lines that produce non-trivial line integrals.
Lemma 3.12. Points of interest ([1]) Assume that each of the coordinates x;y;z of the function
f(x;y;z) are spatially bounded by the interval [¡n=2;n=2]. In addition, we restrict the directions to
the set de¯ned in 3.11. Then, the minimal set of points, which is required to de¯ne the non-trivial
line integrals, includes points with coordinate Ai = 0 and the coordinates S1
i and S2
i are bounded by
[¡n;n]. The lines pass through these points as was described in de¯nition 3.4.
De¯nition 3.13. Discrete set of points of interest. A discrete subset of points, which were
de¯ned in Lemma 3.12, have the coordinates Ai = 0 and S1
i ;S2
i 2 f¡n;:::;ng. This set is denoted by
Pi
tr.
The collection of non-trivial line integrals over lines from Li, i = 1;2;3, is denoted by XRx XRy
and XRz, respectively.
For a point pdir 2 R3, de¯nition 3.3 describes how to determine the line direction. In order to
discretize the lines sets in de¯nition 3.11, a discrete set of points is de¯ned.
7De¯nition 3.14. Current lines Li are de¯ned for each Ai by:
Li =
8
> > <
> > :
Lx i = 1
Ly i = 2
Lz i = 3
:
De¯nition 3.15. Discrete set of directions. A discrete set of points, denoted by Pi
dir, which
includes points with the coordinate Ai = n=2 and S1
i ;S2
i 2 f¡n=2;:::;n=2g, de¯nes a discrete subset
of the line set Li, i = 1;2;3.
For all the points in Pi
tr, the coordinate Ai is equal to 0. Similarly, for all the points in Pi
dir, Ai
is equal to -1. Therefore, these points can be de¯ned uniquely by pairs of values from the other two
coordinates S1
i and S2
i .
De¯nition 3.16. Simpli¯ed directions and translations sets. The points in the sets Pi
tr and
Pi
dir can be de¯ned uniquely by the pairs (s;t) and (k;l), respectively, s;t;k;l 2 R. k and s represent
the coordinate S1
i while l or t represent the coordinate S2
i . These sets of pairs are denoted by ~ Pi
tr and
~ Pi
dir, respectively.
According to [1], the discrete sets Pi
tr and Pi
dir, i = 1;2;3, de¯ne the exact set of line integrals
required to arrange the data on the pseudo-polar grid. This enables to use the fast and accurate
reconstruction method that was described there.
4 Reconstruction from analytical parallel projections
The validity and the accuracy of the reconstruction algorithms were tested and veri¯ed on the 3D
Shepp-Logan image which was constructed analytically. In this section, the reconstruction algorithm
uses parallel projections. In section 5, the Pyramid-beam reconstruction is described.
Two methods are used to compute the projections:
Method 1: The parallel projections arrays are computed analytically.
Method 2: The parallel projections arrays are computed using the discrete X-Ray transform ([1]).
Table 4.1 displays the l2 error between the two methods that compute the projections. The computa-
tions that are marked by ¤ were done by a distributed algorithm - see section 6.
8n l2 error l2=n3 error per voxel
4 5.0291 8.28e-4
8 62.770 8.938e-4
16 266.434 2.823e-4
32 1186.664 8.6e-5
64 4294.527 2.036e-5
128¤ 4896.590 1.485e-6
256¤ 11418.536 2.19e-7
Table 4.1: The l2 error between the analytic and the discrete computation ([1]) of the projections of
the Shepp-Logan image.
Table 4.1 shows that the computational error per voxel decreases as the resolution of the image
increases.
Figure 4.1 displays the l2 error between projections of the Shepp-Logan image at di®erent directions
where n = 64. The minimum and the maximum of the l2 errors were 21.463 and 47.88, respectively.
Each pixel in the image is the l2 of the di®erence between the projections computed at di®erent
directions according to de¯nition 3.3. The error per pixel is derived from the di®erence between the
analytic computation and the exact X-Ray computation from [1]. The minimum and the maximum
error values show that the contribution of each line integral to the l2 error is small as shown in table
4.1.
From Fig. 4.1, we see that when at least one of the secondary coordinates S1
i and S2
i of the
direction points p i
dir is close to zero, the error decreases. This is due to the fact that the points
coordinates along the line integral are proportional to the tan of the angle. Therefore, the error from
a line integral computation increases with the angle.
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Figure 4.1: l2 error between projections when the main axes is X (a), Y (b) and Z (c)
94.1 Parallel projection geometry
The discrete parallel projections in respect to a main axis Ai are retrieved by restricting the line
integrals from de¯nition 3.5 to the set of lines de¯ned by the points in ~ Pi
tr and ~ Pi
dir (see de¯nition
3.16). For a point ~ p i
dir 2 ~ Pi
dir, the discrete parallel projection XR
~ Pi
tr
i;~ p i
dir
f, i = 1;2;3, contains line
integrals whose directions are de¯ned by ~ p i
dir. For each point ~ p i
tr 2 ~ Pi
tr, there is exactly one line
integral in the projection that passes through the point ~ p i
tr.
The image is bounded in the interval [¡1;1] in each axis. The image resolution at each axis is n.
This implies that the set of coordinates f¡n=2;:::;n=2g is mapped to [¡1;1]. The points in the set
Pi
tr, de¯ned in 3.13, have the coordinates Ai = 0 and S1
i ;S2
i 2 f2j=njj = ¡n;:::;ng. The points in the
set Pi
dir, de¯ned in 3.15, have the coordinates Ai = 1 and S1
i ;S2
i 2 f2j=njj = ¡n=2;:::;n=2g.
In order to understand where the emitter and detector have to be placed, a speci¯c line is analyzed.
De¯nition 4.1. Generalized point description. pi
G(u;v;w) is a point where u;v;w 2 R are the
coordinates of Ai, S1
i and S2
i , respectively.
De¯nition 4.2. Generalized planes. A plane, which is de¯ned by setting the main axis coordinate
to a constant value Ai ´ c, c 2 R, is denoted by Pi(c).
A line that is de¯ned by the translation point ~ p i
tr(s;t) and by the direction point ~ p i
dir(k;l) passes
through the point pi
G(0;s;t). From de¯nition 3.3, the line direction is
~ p i
G(¡1;k;l)
k~ p i
G(¡1;k;l)k. Therefore, this
line intersects the planes Pi(1) and Pi(¡1) at the points pi
G(1;s + k;t + l) and pi
G(¡1;s ¡ k;t ¡ l),
respectively, where s;t 2 f2j=njj = ¡n;:::;ng and ;k;l 2 f2j=njj = ¡n=2;:::;n=2g.
All the line integrals in the discrete parallel projection XR
~ Pi
tr
i;~ p i
dir
f, where ~ p i
dir is a speci¯c point in
~ Pi
dir and ~ p i
tr, are all the points in ~ Pi
tr that have the same direction. Each line passes through a di®erent
point on the plane Pi(0). Therefore, the lines are parallel as this method name suggests.
For a speci¯c direction de¯ned by the point ~ p i
dir(k;l) 2 ~ P i
dir, the process, which calculates the
projection XR
~ Pi
tr
i;~ p i
dir(k;l)f using one emitter, is described below. For each point ~ p i
tr(s;t) 2 ~ Pi
tr, the emitter
is placed at the point pi
G(1;s + k;t + l) and the detector is placed at the point pi
G(¡1;s ¡ k;t ¡ l),
k;l 2 f2j=njj = ¡n=2;:::;n=2g and s;t 2 f2j=njj = ¡n;:::;ng. The emitter's positions are all in a
square where coordinates Ai = 1 and S1
i , S2
i are from the interval [¡3;3]. The detectors' positions are
the same as the emitter except Ai = ¡1. This geometry shows that the emitter and the detector are
being located on parallel planes Pi(1) and Pi(¡1), respectively.
Line integrals in the same parallel projection cannot be calculated simultaneously. Therefore, only
one detector is needed to compute this projection.
Figure 4.2 shows the lines from L3 (see de¯nition 3.14), which are de¯ned by ~ p 3
tr(0;0) and by
di®erent points from ~ P3
dir. Figure 4.3 shows the lines from L3 which are de¯ned by ~ p 3
dir(0:5;¡0:5) and
by di®erent points from ~ P3
tr. In Fig. 4.3, the gray dashed line is de¯ned by the translation ~ p 3
tr(0;0).
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Figure 4.2: Lines de¯ned by the point ~ p 3
tr(0;0) and by di®erent ~ p 3
dir 2 ~ P3
dir. (a) Line de¯ned by
~ p 3
dir(¡1;¡1). (b) Line de¯ned by ~ p 3
dir(¡0:5;0:5). (c) Line de¯ned by ~ p 3
dir(0:5;¡0:5). (d) Line de¯ned
by ~ p i
dir(1;0:5). (e) All lines directions de¯ned by the set ~ P3
dir
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Figure 4.3: Lines de¯ned by ~ p 3
dir(0:5;¡0:5) and by di®erent ~ p 3
tr 2 ~ P3
tr. (a) Line de¯ned by
~ p 3
tr(¡1:0;¡0:5). (b) Line de¯ned by ~ p 3
tr(¡0:5;0:5). (c) Line de¯ned by ~ p 3
tr(0:0;¡0:5). (d) Line de¯ned
by ~ p 3
tr(0:5;1:0). (e) A subset of lines from the parallel projection XR
~ P3
tr
3;~ p 3
dir(0:5;¡0:5)f
11Figure 4.4 describes several subsets of lines from parallel projections at di®erent directions.
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Figure 4.4: Parallel projections. (a) A subset of the projection XR
~ P3
tr
3;~ p 3
dir(¡1:0;¡1:0)f. (b) A subset of the
projection XR
~ P3
tr
3;~ p 3
dir(0:0;0:0)f. (c) A subset of the projection XR
~ P3
tr
3;~ p 3
dir(0:5;0:0)f
According to Lemma 3.12 and the fact that f = f(x;y;z) is bounded in each direction, it is easy
to verify that line integrals over lines with translation greater than 2.0 in one of the dimensions are
equal to 0.
Figure 4.5 describes the parallel projection XR
~ P3
tr
3;~ p 3
dir(1:0;1:0)f. The bold lines in Fig. 4.5 represent
the bounding volume of f(x;y;z). The gray lines begin in plane Pi(1) where the emitter is located
and ends in the plane Pi(¡1) where the detector is located. The ¯gure shows that the emitter's and
the detector's coordinates S1
i and S2
i , respectively, are in the interval [¡3;3], as was mentioned in this
section before.
From de¯nition 3.13, ~ p 3
tr 2 ~ P3
tr are points on the plane P3(0). Figure 4.5 shows that the coordinates
S1
i and S2
i of the points on the plane P3(0) are in the interval [¡2:0;2:0]. It also shows that lines,
which are de¯ned by the points ~ p 3
tr(s;t) where s or t equal ¡2:0 or 2:0, are tangent to the bounding
volume. If jsj > 2 or jtj > 2 then the lines will not intersect the bounding volume. These results are
also true for projections in directions de¯ned by ~ p 3
dir(k;l) where jkj < 1 or jlj < 1.
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Figure 4.5: Di®erent views of non-trivial lines that have the same direction ~ p 3
dir(1:0;1:0). The emitter
is located on the plane P3(1) and the detector is located on the plane P3(¡1).
The inverse discrete X-Ray transform ([1]) reconstructs the image from a set of parallel projections.
The sets Pi
tr and Pi
dir together de¯ne all the line integrals required to reconstruct the image.
12De¯nition 4.3. The input to the inverse X-Ray transform. The input for the inverse X-Ray
transform is all the parallel projections de¯ned by the sets Pi
tr and Pi
dir. This set, denoted PP, is:
PP =
n
XR
pi
tr
i;pi
dir
fjpi
dir 2 Pi
dir; pi
dir 2 Pi
dir; i = 1;2;3
o
:
The parallel projection XR
~ p i
tr
i;~ p i
dir
f is computed for each direction de¯ned by the point ~ p i
dir 2 ~ Pi
dir.
The projection is a 2D array of size (2n+1)£(2n+1). The coordinates of each element in the array
correspond to a point ~ p i
tr 2 ~ Pi
tr. The value of the array element is LI
~ p i
tr
i;~ p i
dir
f.
De¯nition 4.4. Parallel projections data structure. All the line integrals, required to reconstruct
the image by the discrete inverse X-Ray transform ([1]), are stored in the array PPds. The ¯rst
coordinate in the array is i, i = 1;2;3. It represents the main axis X;Y or Z. The following two
coordinates p;q 2 f1;:::;n + 1g represent the direction of the line integral ~ p i
dir(k;l) where k = (p ¡
n=2¡1)¢2=n and l = (q¡n=2¡1)¢2=n. The last two coordinates, u;v 2 f1;:::;2n+1g, represent the
translation of the line integral, ~ p i
tr(s;t) where s = (u¡n¡1)¢2=n and t = (v¡n¡1)¢2=n. Formally,
PPds(i;p;q;u;v) = LI
~ p i
tr(s;t)
i;~ p i
dir(k;l)f: (4.1)
For speci¯c i;p;q and all u;v 2 f1;:::;2n + 1g, the collection of PPds(i;p;q;u;v) values is the
parallel projections XR
~ Pi
tr
i;~ p i
dir(k;l)f where k = (p ¡ n=2 ¡ 1) ¢ 2=n and l = (q ¡ n=2 ¡ 1) ¢ 2=n.
In order to compute a parallel projection in a given direction, the emitter and the detector have
to be positioned at (2n + 1)2 locations. It means that each parallel projection requires (2n + 1)2
operations. For each main axis Ai, i = 1;2;3, there are (n+1)2 parallel projections that correspond to
di®erent directions. Thus, computing the data structure PPds requires 3(2n + 1)
2 (n + 1)
2 operations.
Therefore, the total number of operations is O(n4) where n is the resolution of each dimension.
The images were computed by two methods: 1. Analytically. 2. The projections were computed
analytically and the reconstruction was done via the application of the inverse discrete X-Ray transform
([1]). The di®erences between the projections computed by 1. and 2. were computed. The numerical
results from this reconstruction are presented in section 5.4.
5 Pyramid-Beam (PB) reconstruction
Emitters are more expensive than detectors. Therefore, the PB data acquisition geometry suggests to
add detectors in order to collect simultaneously the line integrals in multiple directions.
Usually, the use of only one emitter is common in X-Ray tomography to reduce the data acquisition
costs. PB geometry is used in X-Ray transform when one emitter is present. It becomes more e±cient
for data acquisition than parallel geometry. In PB geometry based data acquisition, the line integrals
13in all directions can be calculated simultaneously. Therefore, the number of operations required to
collect the projected data has to be divided by O(n2).
In this section, a family of methods, which are based on PB geometry, is described. For two
constants c1;c2 2 R;c1 6= c2, PB projections are computed by locating the emitter on the plane Pi(c1)
(see de¯nition 4.2) and the detectors on the plane Pi(c2). For di®erent PB methods, c1 and c2 have
di®erent values. This geometry allows a simultaneous computation of multiple di®erent line integrals
that pass through the same point and have di®erent directions.
The planes Pi(c1) and Pi(c2) are orthogonal. Therefore, the lines participating in each PB pro-
jection form a shape of a square pyramid (see Fig. 5.1). PB projection is de¯ned in a similar way to
de¯nition 3.5.
De¯nition 5.1. PB projection. A PB projection of the X-Ray transform is a collection of all the
computed line integrals that pass through a speci¯c point p 2 R3 and have arbitrary directions ~ dµ;Á or
~ dpdir where µ;Á 2 R;pdir 2 R3. This projection is denoted by XR
p
µ;Áf or by XRp
pdirf.
A PB projection XR
~ p i
tr
i; ~ Pi
dir
f, i = 1;2;3, is a collection of line integrals de¯ned by a speci¯c point
from the set ~ p i
tr and by all the points from the set ~ p i
dir 2 ~ Pi
dir (see de¯nition 3.16).
The main goal of this paper is to ¯nd an e±cient method to collect simultaneously multiple line
integrals. In order to reconstruct the image by the inverse X-Ray transform ([1]), the PB projections
have to be transformed into the PPds data structure de¯ned by Eq. 4.1. This transformation is called
reordering. Each data acquisition method has its own version of reordering algorithm.
The idea is that the algorithm in [1] is e±cient and accurate and each acquisition method with
di®erent PB geometries has to be transformed into a parallel projection methodology described in
de¯nition 3.5. The reordering algorithm algorithm does not necessitate any operations.
Several PB methods called CPB, BAPB, SBAPB and MPB are presented here (see also section
1). For each method, its data acquisition geometry and its reordering algorithm are described and its
complexity is analyzed.
5.1 Centered Pyramid-beam (CPB) acquisition geometry
The CPB geometry is based on the sets ~ Pi
tr and ~ Pi
dir (see de¯nition 3.16). Assume s;t 2 f2j=njj =
¡n;:::;ng and i = 1;2;3. For each point ~ p i
tr(s;t) 2 ~ Pi
tr, the emitter is located at the point pi
G(0;s;t)
(see de¯nition 4.1). The detectors are located at the points pi
G(¡1;s¡k;t¡l) where k;l 2 f2j=njj =
¡n=2;:::;n=2g.
The emitter's positions are located at points from the set ~ Pi
tr. According to Lemma 3.12 and the
fact that f(x;y;z) is bounded by [¡1;1] at every axis, these positions are all located in a square with
coordinate Ai = 0, and the coordinates of S1
i and S2
i are taken from the interval [¡2;2]. Therefore,
14the detectors' positions have the coordinate Ai = ¡1 and the coordinates S1
i and S2
i in the interval
[¡3;3]. It means that on the plane Pi(¡1) there are (3n + 1)2 detectors. For each emitter's position
pi
G(0;s;t), only (n+1)2 detectors, whose secondary coordinates S1
i and S2
i vary between [s¡1;s+1]
and [t ¡ 1;t + 1], respectively, are of interest. These detectors' values are line integrals of lines from
the set PP (see de¯nition 4.3). The other detectors' values are not needed by the inverse discrete
X-Ray transform. Their values are line integrals of lines with directions that do not belong to Pi
dir.
According to de¯nition 5.1, in order to compute a CPB projection XR
~ p i
tr(s;t)
i; ~ Pi
dir
f for the point
~ p i
tr(s;t) 2 ~ Pi
tr, s;t 2 f2j=njj = ¡n;:::;ng, the emitter is placed at the point pi
G(0;s;t). The pro-
jection is an array that contains the values of the detectors with coordinate Ai = ¡1. S1
i coordinates
are in the interval [s ¡ 1;s + 1] and S2
i coordinates are in the interval [t ¡ 1;t + 1].
For each point ~ p i
tr 2 ~ Pi
tr, a CPB projection is computed. The projection's result is a 2D array of
size (n + 1) £ (n + 1). The coordinates of each element in the array correspond to a point ~ p i
dir 2 ~ Pi
dir
and its value is LI
~ p i
tr
i;~ p i
dir
f.
De¯nition 5.2. CPB data structure. All the line integrals, which are required to reconstruct
the image by the discrete inverse X-Ray transform ([1]), are stored in the array CPBds. The ¯rst
coordinate is i, i = 1;2;3. It represents the main axis X;Y or Z. The following two coordinates,
u;v 2 f1;:::;2n + 1g, represent the translation of the line integral ~ p i
tr(s;t) where s = (u ¡ n ¡ 1) ¢ 2=n
and t = (v ¡ n ¡ 1) ¢ 2=n. The last two coordinates, p;q 2 f1;:::;n + 1g, represent the direction of the
line integral ~ p i
dir(k;l) where k = (p ¡ n=2 ¡ 1) ¢ 2=n and l = (q ¡ n=2 ¡ 1) ¢ 2=n. Formally,
CPBds(i;u;v;p;q) = LI
~ p i
tr(s;t)
i;~ p i
dir(k;l)f: (5.1)
For speci¯c i;u;v and all p;q 2 f1;:::;n+1g, the collection of the values CPBds(i;u;v;p;q) is the
CPB projection XR
~ p i
tr(s;t)
i;~ p i
dir
f where s = (u ¡ n ¡ 1) ¢ 2=n and t = (v ¡ n ¡ 1) ¢ 2=n.
De¯nitions 4.4 and 5.2 describe the coordinates of the data structures of PPds and CPBds, respec-
tively. Lemma 5.3 shows how to switch between these two data structures. The reordering algorithm
switches between pairs of coordinates in the CPBds data structure.
Lemma 5.3. Reordering the CPB data structure. The data in the CPBds data structure is
reordered into parallel projections by PPds(i;p;q;u;v) = CPBds(i;u;v;p;q), where i = 1;2;3, p;q 2
f1;:::;n+1g and u;v 2 f1;:::;2n+1g. The pairs (p;q) represent the line integrals directions ~ p i
dir(k;l),
k = (p ¡ n=2 ¡ 1) ¢ 2=n and l = (q ¡ n=2 ¡ 1) ¢ 2=n. The pairs (u;v) represent the line integrals
translations ~ p i
tr(s;t), s = (u ¡ n ¡ 1) ¢ 2=n and t = (v ¡ n ¡ 1) ¢ 2=n.
Proof. The range of the forth and ¯fth coordinates in PPds is the same as the range of the second and
third coordinates in CPBds. Each element in the data structure PPds(i;p;q;u;v) contains the line
integral LI
~ p i
tr(s;t)
i;~ p i
dir(k;l)f (see de¯nition 3.4), where k = (p¡n=2¡1)¢2=n, l = (q¡n=2¡1)¢2=n, s = (u¡n¡1)¢
152=n and t = (v¡n¡1)¢2=n. From de¯nition 5.2, each element in the data structure CPBds(i;u;v;p;q)
contains the same line integral. Therefore, the equality PPds(i;p;q;u;v) = CPBds(i;u;v;p;q) holds
for every selection of u;v.
In order to compute a CPB projection, the emitter has to be located at one point. For each main
axis Ai, i = 1;2;3, there are (2n+1)2 CPB projections that correspond to di®erent line translations.
The reordering does not require any operations as was mentioned at the beginning of this section.
Therefore, the computation of the data structure CPBds requires 3(2n + 1)
2 operations, which sums
to O(n2) operations. Thus, it accelerates the parallel data acquisition geometry by O(n2).
Figure 5.1 visualizes the line integrals that participate in the CPB projections from di®erent
emitter's positions.
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Figure 5.1: Locations of he emitter in the CPB geometry. (a) Emitter located at ~ p 3
tr(¡2:0;¡2:0).
(b)Emitter located at ~ p 3
tr(¡0:5;1:0). (c) Emitter located at ~ p 3
tr(0:0;0:0)
Usually, the scanned objects are solid. They are placed around the origin. This prevents from
placing the emitter on the planes Pi(0) in contradiction to the CPB guidelines. Even if the object is
neither solid nor placed in the origin, we still cannot utilize the CPB methodology to reconstruct the
image. The reason for that is the fact that the outputs from line integrals represent only portion from
the lines between the planes Pi(0) and Pi(¡1). Thus, they do not represent the whole line integral
through the scanned object.
In order to overcome these problems, section 5.2 proposes a method where the emitter is placed
on the planes Pi(1). Section 5.3 on the other hand, proposes a method that calculates line integrals
on both sides of the emitter's location by adding detectors on the plane Pi(1). This overcomes only
the second problem.
5.2 Boundary aligned Pyramid-beam (BAPB) acquisition geometry
As mentioned in section 5.1, the CPB method assumes that the emitter is placed on the planes Pi(0)
(see de¯nition 4.2). This limits the scenarios for which this method is useful. In order to overcome this
limitation, the BAPB proposes to move the emitter's location to the boundary of the object being
16scanned. Speci¯cally, it recommends to place the emitter on the planes Pi(1). This displacement
a®ects the geometry and the projections' results. This also dictates a change to be made in the
reordering algorithm.
To detect line integrals with di®erent directions that pass trough the same point in the BAPB
geometry, the emitter is located at di®erent positions in the plane Pi(1). Multiple detectors are located
on equally spaced grid in a square in the plane Pi(¡1). Then, only a subset of the detectors' values,
which correspond to line integrals whose tangents are bounded by [¡1;1], are stored in the BAPB
data structure (see de¯nition 5.8).
Figure 5.2 displays the transformation that is applied to the CPB emitter's locations and its e®ect
on the pyramid geometry where (a) is the original geometry of the CPB and (b) and (c) are the
geometries of PAPB. It is possible to see that the tip of the pyramid in (a) is on the plane Pi(0) and
in (b) and (c) P1. Moreover, the pyramid base in (b) and (c) is twice the size in (a).
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Figure 5.2: Di®erent emitter's positions in the BAPB geometry.
The two points ~ p i
tr(s;t) 2 ~ Pi
tr and ~ p i
dir(k;l) 2 ~ Pi
dir de¯ne a line. This line intersects the plane Pi(1)
at the point pi
G(1;s+k;t+l). A second line with a di®erent direction ~ p i
dir(q;r), which passes through
the point pi
G(1;s+k;t+l), intersects the planes Pi(0) and Pi(¡1) at the points pi
G(0;s+k¡q;t+l¡r)
and pi
G(¡1;s + k ¡ 2 ¢ q;t + l ¡ 2 ¢ r), respectively. Therefore, the second line is de¯ned by the points
~ p i
tr(s+k¡q;t+l¡r) and ~ p i
dir(q;r). Since ¡1 · q;r · 1, the detectors' secondary coordinates satisfy
s + k ¡ 2 · S1
i · s + k + 2 and t + l ¡ 2 · S2
i · t + l + 2, ¡2 · s;t · 2 and ¡1 · k;l · 1. Therefore,
the locations of the detectors, which are required to collect the line integrals in the set PP, have
the coordinates Ai = ¡1, ¡5 · S1
i ;S2
i · 5. The emitter's positions have the coordinates Ai = 1,
¡3 · S1
i ;S2
i · 3.
This geometry requires to position the emitter in (3n + 1)2 locations while spreading (5n + 1)2
detectors on the plane Pi(¡1). From these (5n+1)2 detectors, only (n+1)2 detectors values represent
line integrals from the set PP. How to select these detectors? Two points from the set ~ Pi
dir de¯ne
two di®erent line directions. Two line integrals with di®erent line directions, which pass through the
same point, will be detected by di®erent detectors. The distance between these two detectors in the
17BAPB geometry is twice the distance between the corresponding detectors in the CPB geometry.
Lemma 5.4. Distance between detectors. Assume we have two rays with di®erent directions
~ p i
dir(k1;l1) and ~ p i
dir(k2;l2) 2 ~ Pi
dir that are emitted from the same emitter. The distance between the
detectors, which detect these rays in the BAPB geometry, is twice the distance in the CPB geometry.
Proof. The proof is based on triangles similarity. In order to simplify triangles height calculation,
assume that the S1
i coordinates of the two detectors and the emitter are the same. According to the
CPB geometry, the emitter is located at a point on the plane Pi(0). When the BAPB method is
applied, the emitter is located on the plane Pi(1). The lines directions are the same in both geometries.
Therefore, the locations of the emitter and the two detectors, in both methods, construct two similar
triangles. From these assumptions, it is easy to calculate the triangles heights. The CPB triangle
height equals 1 while the BAPB triangle height is 2. Since these triangles are similar, the proportion
between the heights is also the proportion between the triangles edges. For both triangles, the edges
on the plane Pi(¡1) are the distances between the detectors. Therefore, the distance in the BAPB
geometry is doubled. In a similar way, these triangles similarity can be shown for every two detectors
and emitter which compute the line integrals with the same two directions in both geometries.
Lemma 5.5. Positioning the emitter and the step size. In order to collect the line integrals
given in PP (see de¯nition 4.3), the distance between two neighboring locations of the emitter should
be the same as in the CPB geometry.
Proof. For two lines in a parallel projection, which are de¯ned by the points ~ p i
tr(s;t), ~ p i
tr(s + 1=n;t)
and ~ p i
dir(k;l), the emitter in the CPB geometry must be located at pi
G(0;s;t) and pi
G(0;s + 1=n;t).
In the BAPB geometry, the emitter must be located at pi
G(1;s+k;t+l) and pi
G(1;s+k+1=n;t+1).
Therefore, the distance between the two points in the CPB geometry and the two points in the BAPB
geometry is the same.
Figure 5.3 visualizes Lemma 5.5. The emitter is located at two neighboring locations. The dis-
tance between the closest detectors, which contain line integrals from PP in the two BAPB pyramid
projections, is the same as in the CPB and as in the parallel geometries.
By comparing between the BAPB and the parallel projections geometries, we get that the emitter
in both methods is located on the planes Pi(1) with S1
i and S2
i coordinates satisfying ¡3 · S1
i ;S2
i · 3.
The BAPB geometry together with Lemmas 5.4 and 5.5, lead to the following conclusion:
Corollary 5.6. Ine±cient detectors utilization. The detectors are poorly utilized in the BAPB
method. At each location of the emitter, only (n + 1)2 of the (5n + 1)2 detectors, are line integral
values from the set PP. Moreover, there are no two neighboring detectors which contain values from
PP. Either odd or even positioned detectors are used for the reconstruction.
18Figure 5.3 visualizes Corollary 5.6. In Figs . 5.3(a) Fig. 5.3(b) the detectors are placed in the
even and odd positions, respectively. Figure 5.3(c) shows all the detectors that collect line integrals
whose tangents are bounded by [¡1;1].
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Figure 5.3: Detectors' locations for two adjacent emitter's locations in the BAPB geometry. (a)
Emitter located at p3
G(1:0;0:0;0:0). (b) Emitter located at p3
G(1:0;¡0:5;¡0:5). (c) All line integrals
whose tangents are bounded by [¡1;1]
As was mentioned before, the line integral de¯ned by the points ~ p i
tr(s;t) 2 ~ Pi
tr and ~ p i
dir(k;l) 2 ~ Pi
dir,
intersects the plane Pi(1) at the point pi
G(1;s + k;t + l). This leads to the following conclusion:
Corollary 5.7. Lines from PP, which pass through the same points, appear in di®erent
BAPB pyramid-beam projections. Two line integrals, which are de¯ned by two di®erent directions
~ p i
dir(k1;l1) and ~ p i
dir(k2;l2) and by one translation ~ pi
dir(s;t), appear in di®erent BAPB projections.
These line integrals will appear in the projections where the emitter is located at the points pi
G(1;s +
k1;t + l1) and pi
G(1;s + k2;t + l2).
This di®ers from the CPB method, in which both line integrals appear in the same projection
where the emitter is located at pi
G(0;s;t).
Figure 5.4 visualizes Corollary 5.7. It shows two lines with a translation that is de¯ned by ~ p 3
tr(0;0).
The lines directions are de¯ned by ~ p 3
dir(¡0:5;¡0:5) and ~ p 3
tr(0:5;¡0:5). In the CPB geometry (left),
both line integral are acquired by the same pyramid (centered at (0;0)). In the BAPB geometry
(right), each line is acquired by a di®erent BAPB pyramid.
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Figure 5.4: The translation of the emitter's location in BAPB geometry. (a) A line de¯ned by
~ p 3
tr(0:0;0:0) and ~ p 3
dir(¡0:5;¡0:5) in the CPB geometry. (b) A line de¯ned by ~ p 3
tr(0:0;0:0) and
~ p 3
dir(¡0:5;¡0:5) in the BAPB geometry. (c) A line de¯ned by ~ p 3
tr(0:0;0:0) and ~ p 3
dir(0:5;¡0:5) in
the CPB geometry. (d) A line de¯ned by ~ p 3
tr(0:0;0:0) and ~ p 3
dir(0:5;¡0:5) in the BAPB geometry
The translation of the emitter in the BAPB geometry does not enable to compute the projections
in a similar way as was de¯ned in 5.1. Instead, the emitter is located in positions where Ai = 1, and
S1
i ;S2
i vary in the interval [¡3;3] with the step 1=n. For each S1
i = s and S2
i = t, the detectors, whose
coordinates are s ¡ 2 · S1
i · s + 2 and t ¡ 2 · S2
i · t + 2, generate the projection.
The projection's result is a 2D array of size (2n + 1) £ (2n + 1). The coordinates of each element
in the array correspond to a pair (k;l) where k;l 2 fj=njj = ¡n;:::;ng. This pair represents the
direction of the line integral in the same way as the points in the set ~ Pi
dir. This pair together with the
emitter's position pi
G(1;s;t), s;t 2 f2j=njj = ¡3n=2;:::;3n=2g, de¯ne the pair (s ¡ k;t ¡ l). The pair
(s ¡ k;t ¡ l), represents the emitter's translation point pi
G(0;s ¡ k;t ¡ l). The points ~ p i
dir(k;l) and
~ p i
tr(s¡k;t¡l), which are de¯ned by k;l;s and t, can neither be in ~ Pi
dir nor in ~ Pi
tr (see de¯nition 3.16),
respectively. This is due to the fact that half of the detectors' values do not represent line integrals
from the set PP (see de¯nition 4.3). The value of the array element is LI
~ p i
tr(s¡k;t¡l)
i;~ p i
dir(k;l) f (see de¯nition
3.4).
De¯nition 5.8. BAPB data structure. All the line integrals, computed by the BAPB projections,
are stored in BAPBds. Its ¯rst coordinate is i, i = 1;2;3. It represents the main axis X;Y or Z. The
following two coordinates, u;v 2 f1;:::;3n + 1g represent the translation of the line integral ~ p i
tr(s;t)
where s = (u¡3n=2¡1)¢2=n and t = (v¡3n=2¡1)¢2=n. The last two coordinates p;q 2 f1;:::;2n+1g
represent the direction of the line integral ~ p i
dir(k;l) where k = (p ¡ n ¡ 1)=n and l = (q ¡ n ¡ 1)=n.
Formally,
BAPBds(i;u;v;p;q) = LI
~ p i
tr(s;t)
i;~ p i
dir(k;l)f: (5.2)
For speci¯c i;u;v and all p;q 2 f1;:::;2n + 1g, the collection of values BAPBds(i;u;v;p;q) is the
BAPB projection XR
~ p i
tr(s;t)
i;~ p i
dir
f where s = (u ¡ 3n=2 ¡ 1) ¢ 2=n and t = (v ¡ 3n=2 ¡ 1) ¢ 2=n.
From Corollary 5.7 and the (2n+1)2 size of each projction in BAPB, we get that a new reordering
algorithm for processing e±ciently the BAPB projections is needed.
20Lemma 5.9. Reordering of the BAPB dataset. The data in the BAPBds is reordered to ¯t the
parallel projections geometry by PPds(i;p;q;u;v) = BAPBds(i;u¡p+n+1;v¡q+n+1;2¢p¡1;2¢q¡1),
where i = 1;2;3, p;q 2 f1;:::;n + 1g and u;v 2 f1;:::;2n + 1g. The pair (p;q) represents the parallel
projections directions ~ p i
dir(k;l) where k = (p¡n=2¡1)¢2=n and l = (q¡n=2¡1)¢2=n. The pair (u;v)
represents the parallel projections translation ~ p i
tr(s;t), where s = (u¡n¡1)¢2=n and t = (v¡n¡1)¢2=n.
Proof. A line with the direction ~ p i
dir(k;l), which passes through the point ~ p i
tr(s;t), intersects the plane
Pi(1) at the point pi
G(1;s¡k;t¡l). Therefore, the coordinates u;v 2 f1;:::;2n+1g are transformed to
the coordinates in BAPBds representing the position pi
G(1;s ¡ k;t ¡ l). The range of the translation
indices in PPds is [1;2n + 1]. The range of the emitter's coordinates S1
i and S2
i is [¡2;2]. The range
of the directions indices in PPds is [1;n + 1]. The tangents range are bounded by [¡1;1]. A linear
mapping of these ranges shows that s = 2(u ¡ 1 ¡ n)=n and k = 2(p ¡ 1 ¡ n=2)=n. Therefore,
s ¡ k = 2(u ¡ 1 ¡ n)=n ¡ 2(p ¡ 1 ¡ n=2)=n = 2=n(u ¡ p ¡ n=2). Translation of the range [¡3;3] of
the emitter's positions back to the range [1;3n + 1] of the indices, shows that the new index, which
represents the coordinate S1
i of the emitter, is 2=n(u¡p¡n=2)¢n=2+3n=2+1 = u¡p+n+1. The
second coordinate is transformed similarly. The indices, which represent the BAPBds direction, are
doubled and then 1 is subtracted since only the odd indices of the projection, belong to the set of line
integrals in PP participate as was shown in Corollary 5.6.
For each main axis Ai there are (3n+1)2 BAPB projections. At each emitter's location, all (5n+1)2
line integrals are measured simultaneously. Only (n+1)2 line integrals from each projection are used.
The reordering is assumed to take no time. Therefore, computing the data structure BAPBds requires
3(3n + 1)
2 operations, i.e. O(n2) operations. Even if the computations of CPBds and BAPBds take
O(n2) operations, the BAPBds computation requires about 9=4 times more operations while using
about 25=9 times more detectors.
In order to overcome the low detectors utilization in the BAPB method, a variation of the method
is suggested. This variation uses only (n + 1)2 detectors. These detectors are located on a moving
board. The distances between the detectors are doubled in order to collect only line integrals from the
set PP. In order to collect the correct data when the emitter moves to its next position, the board
with the detectors moves together with the emitter. Therefore, the detectors' coordinates S1
i and S2
i
change at the same amount as the emitter's coordinates S1
i and S2
i .
This setting reduces the number of required detectors by a factor of 25 and thus it provides a full
utilization of the detectors.
The CPB geometry also utilizes the detectors ine±ciently. At each projection, only (n + 1)
2 from
(3n + 1)
2 detectors on the planes Pi(¡1) are used. A similar variation can be applied to the CPB
method to reduce the number of required detectors by a factor of 9. In this setting, the distance
21between detectors stays the same as the original distance.
This setting is called Sliding Boundary Aligned Pyramid Beam (SBAPB). Figure 5.5 shows
detectors (marked in red) which are placed on a moving board (marked as gray rectangle). The
detectors' distances are doubled. The right ¯gure shows how the board moves together with the
emitter (marked in blue).
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Figure 5.5: Sliding detectors positioned on a mobile board that moves together with the emit-
ter. (a) Emitter located at p3
G(1:0;0:0;0:0) in the SBAPB geometry. (b) Emitter located at
p3
G(1:0;¡0:5;¡0:5) in the SBAPB geometry
When SBAPB is used, the projections become (n+1)£(n+1) arrays. All the data elements in these
arrays contain valuable data. The reordering transform becomes: PPds(i;p;q;u;v) = BAPBds(i;u ¡
p + n + 1;v ¡ q + n + 1;p;q) where i;p;q;u and v are the same as in Lemma 5.9.
The time complexity of the SBAPB data acquisition method is the same as the BAPB complex-
ity since there is no di®erence between these methods except for the number of line integral being
calculated simultaneously. The memory complexity is also O(n2) but it is reduced by a factor 25.
5.3 Mirrored Pyramid Beam (MPB) acquisition geometry from multiple objects
The CPB geometry does not allow to move the emitter on the planes Pi(0) when the scanned object
is solid. This problem does not exist for multiple objects that are placed neither in chambers around
the main axes nor for scanned non-solid objects. On the other hand, as mentioned in section 5.1, only
portion of the line integrals between the planes Pi(0) and Pi(¡1) is computed (see Fig. 5.6(a)).
Here we extend the CPB geometry that overcomes this problem. Another set of detectors is placed
on the planes Pi(1). This set represents the mirror image of the original set in respect to planes Pi(0).
The rays emitted from the emitter, which are detected by this new set of detectors, form a mirror
image of the original pyramid (the gray pyramid in Fig. 5.7(a)). Due to the symmetry of the original
pyramid, each line integral in the original pyramid has its line extension in the mirrored pyramid. The
22sum of the line integrals is the complete line integral through the scanned object (see Figs. 5.6(b) and
5.6(c)).
Two CPB projections are computed for each point pi
tr 2 Pi
tr. One projection uses the original set
of detectors and the other uses the new set of detectors. Each projection's result is a 2D array of size
(n+1)£(n+1). The coordinates of each element in the arrays correspond to a point ~ p i
dir(k;l) 2 ~ Pi
dir.
The value of an array element in the projection, computed by the original CPB pyramid (black
pyramid in Fig. 7(a)), is LI
~ p i
tr
i;~ p i
dir(k;l)f¡
i , where f¡
i is a portion of the function f(x;y;z) between the
planes Pi(0) and Pi(¡1). Similarly, the value of the array element in the projection, which was
computed by the mirrored pyramid (gray pyramid in ¯g. 7(a)), is LI
~ p i
tr
i;~ p i
dir(k;l)f+
i , where f+
i is a portion
of the function f(x;y;z) between the planes Pi(0) and Pi(1).
De¯nition 5.10. MPB data structure. All the line integrals, which are required to reconstruct
the image by the discrete inverse X-Ray transform [1], are stored in the arrays MPB¡
ds and MPB+
ds.
The ¯rst coordinate in each array, i = 1;2;3, represents the main axis X;Y or Z. The following
two coordinates u;v 2 f1;:::;2n + 1g represent the translation of the line integral, ~ p i
tr(s;t) where
s = (u¡n¡1)¢2=n and t = (v ¡n¡1)¢2=n. The last two coordinates, p;q 2 f1;:::;n+1g represent
the direction of the line integral ~ p i
dir(k;l) where k = (p ¡ n=2 ¡ 1) ¢ 2=n and l = (q ¡ n=2 ¡ 1) ¢ 2=n.
Formally,
MPB¡
ds(i;u;v;p;q) = LI
~ p i
tr(s;t)
i;~ p i
dir(k;l)f¡
i :
MPB+
ds(i;u;v;p;q) = LI
~ p i
tr(s;t)
i;~ p i
dir(k;l)f+
i :
(5.3)
For speci¯c i;u;v and all p;q 2 f1;:::;n + 1g, the collection of MPB¡
ds(i;u;v;p;q) values is the
CPB projection XR
~ p i
tr(s;t)
i;~ p i
dir
f.
Lemma 5.11. Reordering the MPB data structure. The data in the MPB¡
ds and MPB+
ds
data structures is reordered into parallel projections by PPds(i;p;q;u;v) = MPB¡
ds(i;u;v;p;q) +
MPB+
ds(i;u;v;p;q) where i = 1;2;3, p;q 2 f1;:::;n+1g and u;v 2 f1;:::;2n+1g. The pair (p;q) repre-
sents the parallel projections directions ~ p i
dir(k;l). k = (p¡n=2¡1)¢2=n and l = (q¡n=2¡1)¢2=n. The
pair (u;v) represents the line integrals translations ~ p i
tr(s;t). s = (p¡n¡1)¢2=n and t = (q¡n¡1)¢2=n.
Collecting the line integrals with the MPB method requires O(n2) operations. O(n2) additions
are required to compute the full line integrals through f. In contrast to other methods described in
this paper, the reordering algorithm does take time since after the data acquisition, two portions of
each line are added. The memory complexity stays O(n2) while the number of detectors is doubled.
The MPB geometry is based on the sets of points ~ Pi
tr and ~ Pi
dir (see de¯nition 3.16). This method
can be used to scan simultaneously eight objects with lower resolutions. Putting an object in one of
23the eight chambers and doubling the number of detectors placed in each plane, can be a substitute for
the BAPB method in the sense that this method can be applied to any type of scanned object - solid
or non-solid. When it is known that chambers are kept empty, it is possible to reduce signi¯cantly
the number of the required detectors.
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Figure 5.6: Line integrals calculated with the MPB geometry. Black lines are calculated by the
original CPB pyramid, and gray lines are calculated by MPB. (a) CPB scanning of only half of the
object. (b) Line integrals de¯ned by ~ p 3
dir(¡0:5;0:5) and ~ p 3
tr(0:0;0:0). (c) Line integrals de¯ned by
~ p 3
dir(¡1:0;¡1:0) and ~ p 3
tr(0:0;0:0)
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Figure 5.7: MPB geometry. (a) Emitter is located at e p 3
tr(0:0;0:0). (b) Emitter is located at
e p 3
tr(¡0:5;0:5)
5.4 Numerical results
The performance of the reconstruction algorithm that uses di®erent acquisitions strategies (described
in sections 5.1-5.3) is showed in this section. The 3D Shepp-Logan with di®erent resolutions were
reconstructed by two di®erent methods: 1. Analytic calculation - straightforward approach. 2. The
projections were calculated analytically and then the 3D inverse X-Ray transform ([1]) was applied to
reconstruct the 3D object. The l2 error between these two methods is computed.
Five di®erent geometries were described in the paper. PP, CPB and BAPB are the only ones
that have substantial di®erent geometries. The CPB geometry was implemented by computing all the
24line integrals between the planes Pi(1) and Pi(¡1) that pass through the object. These computations
also ¯t MPB line integrals calculations. The outputs were not separated into two di®erent arrays as
was done in the original MPB method.
The numerical outputs from the application of PP, CPB and BAPB methods were almost iden-
tical. They demonstrate the convergence of the reconstructed image to its analytic image version as
the image's resolution increases. The time and memory requirements increases by power of 3 with res-
olution increase. Therefore, the algorithms were tested on images with resolutions n = 4;8;16;32;64.
For higher resolutions such as n = 128;256, a distributed algorithm was implemented (see section 6).
Table 5.1 shows the decrease of the reconstruction error as the image resolution n in each direc-
tion increases. Di®erent acquisition methods generate almost identical results. Therefore, Table 5.1
presents only the results from the BAPB method. Figure 5.8 shows the pro¯les of the main axes of
the reconstructed image in comparison to the analytic reconstruction.
n BAPB l2(diff) BAPB
l2(diff)
l2(analytic)
4 0.9 0.491
8 5.182 0.709
16 13.270 0.626
32 36.777 0.485
64 33.372 0.318
128* 68.838 0.231
256* 145.902 0.173
Table 5.1: l2(diff) is the l2 norm of the di®erence between the image that was reconstructed from
the analytic projections using [1] and the analytic image. The projections were calculated with the
BAPB geometry. l2(analytic) is the l2 norm of the analytic image.
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Figure 5.8: Comparison between line pro¯les of the reconstructed image (uses projections that were
computed analytically and reconstructed by the application of [1]) and the analytic image. The line
pro¯les are (x;n=2;n=2), (n=2;y;n=2) and (n=2;n=2;x), where x;y;z = 1;:::;n. The solid lines and
the dotted lines represent the line pro¯les from the analytic image and from the reconstructed image,
respectively, for n = 64.
5.5 Conclusions
In sections 5.1 - 5.3, we described a family of reconstruction algorithms that acquire the scanned
data via di®erent PB geometries. These geometries accelerate the data acquisition for the X-Ray
reconstruction that uses the method in [1]. All these methods save O(n2) operations in the data
acquisition process by measuring simultaneously line integrals in di®erent directions. All the described
geometries are independent of the axes. In our implementation, the geometry in each axes was the
same. In other implementation, each axes can have its own geometry. For example, if an object does
not intersect the plane where one of the axes is zero, then, we can apply the MPB method only
along this axis while preserving the resolution of the other two axes by applying the BAPB method
to them. Moving boards with detectors can be used in each PB method. This can further reduce the
data acquisition costs. Only the PP, CPB and BAPB methods where implemented and tested in
this paper. It is reasonable to expect that the other methods (SBAPB and MPB) will have the same
performance by producing almost identical numerical accuracies. This is due to the fact the data is
the same while the ordering is di®erent.
6 Distributed algorithm
The time and memory complexity of the algorithm increase by power 3 with the image resolution. To
speedup the computation, we present a distributed algorithm. This algorithm divides the bounding
box, which contains the object, to d3 volumes where each box contains parts of the scanned object.
The distribution factor d is the number of sections each axis is divided into. Each volume is bounded
26by six planes from the set of planes Pi(c) where c 2 f2j=d ¡ 1jj = 1;:::;d ¡ 1g. The resolution of
each volume in each dimension is n=d. The data acquisition and reconstruction of each volume is done
independently using any of the methods described in section 5. Once all the volumes are reconstructed,
they are concatenated into one object. The analytic line integral calculation had to be modi¯ed in
order to compute a line integral only between the clipping planes Pi(c) that bound the reconstructed
volume. Instead of ¯nding the distance between the intersection points of the line and the ellipsoids,
the line integral calculation ¯nds the minimal distance between the intersection points of the line with
the ellipsoids and with the planes that bound the reconstructed volume.
The number of measured ray directions depends on the volumes resolutions. Since this resolution
degraded to n=d in each computational box, the distributed algorithm calculates line integrals over
a limited set of directions compared to the non-distributed algorithm. Explicitly, there are (n=d)2
di®erent directions compared with n2 di®erent directions in a non-distributed algorithm. Another
disadvantage of the algorithm is its independency between di®erent sub-volumes reconstruction, which
creates discontinuities between the sub-volumes on the connecting planes Pi(c), c 2 f2j=d ¡ 1jj =
1;:::;d ¡ 1g. In order to reduce this discontinuity, a smoothing algorithm is applied to lines between
the concatenated images. The smoothing algorithm works in stages. Each stage smooths the lines
along one axis. The result of each stage is the input image for the next smoothing stage. We start
with the X axis. De¯ne P
¢ = fjn=djj = 1;:::;d ¡ 1g. The smoothed image along the X¡axis is:
SIx(p;q;r) =
8
<
:
¡ 1
16I(p ¡ 3;q;r) + 9
16I(p ¡ 1;q;r) + 9
16I(p + 1;q;r) ¡ 1
16I(p + 3;q;r) p 2 P
I(p;q;r) else
:
In a similar way, the smoothed image along the Y axis is:
SIy(q;p;r) =
8
<
:
¡ 1
16SIx(q;p ¡ 3;r) + 9
16SIx(q;p ¡ 1;r) + 9
16SIx(q;p + 1;r) ¡ 1
16SIx(q;p + 3;r) p 2 P
SIx(q;p;r) else
and the smoothed lines along the Z axis is:
SIz(q;r;p) =
8
<
:
¡ 1
16SIy(q;p ¡ 3;r) + 9
16SIy(q;r;p ¡ 1) + 9
16SIy(q;r;p + 1) ¡ 1
16SIy(q;r;p + 3) p 2 P
SIy(q;r;p) else
where SIx;SIy and SIz are the smoothed images along the axes X;Y and Z, respectively. I is the
reconstructed image and p;q;r 2 f1;:::;ng.
The smoothing algorithm on the connecting lines of the image can be used more than once to
increase the smoothing. The discontinuities in the connecting lines on the planes Pi(c) are seen in the
pro¯les of the reconstructed image that is shown in Fig. 6.1. Figure 6.2 shows how the smoothing
algorithm eliminates the discontinuities. The smoothing operation recalculates the values of the image
on the planes Pi(c) where c 2 f2j=d ¡ 1jj = 1;:::;d ¡ 1g. When applying the smoothing operation
27to a speci¯c axis, the values of the planes Pi(c), which are perpendicular to that axis, are being
recalculated. The conclusion is that the application of the smoothing operation along a speci¯c axis
should be applied only when the derivative of the image in the direction of this axis is small in a region
around the planes which are recalculated.
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Figure 6.1: Comparison between line pro¯les of the reconstructed image ([1]) and the analytic image.
The line pro¯les are (x;0;0), (0;y;0) and (0;0;z) where x;y;z = 1;:::;n. The solid pro¯le lines were
taken from from the analytic image and the dotted lines were taken from the lines pro¯les of the
reconstructed image. The connecting lines in the reconstructed image were not smoothed. n = 256.
We can see the discontinuities where the distributed implementation separated the volumes into pieces.
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¯le from X
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Figure 6.2: Comparison between the line pro¯les that were taken from the reconstructed image ([1])
and the analytic image. The line pro¯les are (x;0;0), (0;y;0) and (0;0;z) where x;y;z = 1;:::n.
Line pro¯les taken from the analytic image are denoted by solid lines. Line pro¯les taken from the
reconstructed image are denoted by dotted lines. The boundary lines in the reconstructed image were
smoothed. n = 256. The smoothing operation eliminated the discontinuities from the boundary lines.
The distributed algorithm reduces time and memory requirements in the reconstruction. On the
other hand, it degrades the ray directions resolution and causes discontinuity on the planes Pi(p).
287 Conclusions
The algorithms in the paper can be improved in several ways. Simultaneous data acquisition in
multiple subspaces can be improved since the methodologies in this paper describe a repeated separable
application of the algorithms to each of the main axes Ai. But some of the data in di®erent axes Ai
can be acquired simultaneously. This can save time while reducing the area the emitter has to move
on. This can also reduce the physical dimensions of the inspected machine. It is also possible to show
that some line integrals equal other line integrals in another subset. Sharing these values can improve
the algorithm's e±ciency.
Two approaches to achieve distributed calculations were described. The ¯rst in section 6 requires
to change the analytic calculations of the projections. The second approach divides the volume into
sub-volumes and then to use the original set of rays and to calculate the contribution of each of the sub-
volumes to each of the original line integral. This will impose several changes in the numeric calculation
of the transform and in the calculation of the inverse transform ([1]). The analytic calculations of line
integrals have to take into consideration the clipped planes of the sub-volumes. Both methods su®er
from boundaries errors between sub-volumes since the reconstruction lacks interpolating data along
these boundaries. On the other hand, distributed computation can improve the performance of the
algorithms. The ¯rst approach is impractical for solid objects since it requires placing the emitters
and the detectors along the boundaries of the sub-volumes. Therefore, a new way to compute the
inverse of the distributed 3D discrete X-Ray transform with the original set of line integrals should be
developed.
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