In this paper, we present a novel method for learning to synthesize 3D mesh animation sequences with long short-term memory (LSTM) blocks and mesh-based convolutional neural networks (CNNs). Synthesizing realistic 3D mesh animation sequences is a challenging and important task in computer animation. To achieve this, researchers have long been focusing on shape analysis to develop new interpolation and extrapolation techniques. However, such techniques have limited learning capabilities and therefore can produce unrealistic animation. Deep architectures that operate directly on mesh sequences remain unexplored, due to the following major barriers: meshes with irregular triangles, sequences containing rich temporal information and flexible deformations. To address these, we utilize convolutional neural networks defined on triangular meshes along with a shape deformation representation to extract useful features, followed by LSTM cells that iteratively process the features. To allow completion of a missing mesh sequence from given endpoints, we propose a new weight-shared bidirectional structure. The bidirectional generation loss also helps mitigate error accumulation over iterations. Benefiting from all these technical advances, our approach outperforms existing methods in sequence prediction and completion both qualitatively and quantitatively. Moreover, this network can also generate follow-up frames conditioned on initial shapes and improve the accuracy as more bootstrap models are provided, which other works in the geometry processing domain cannot achieve.
Introduction
Synthesizing high-quality 3D mesh sequences is of great significance in computer graphics and animation. In recent years, many techniques (Bogo et al. 2014; Dou et al. 2016; Stoll et al. 2010 ) have been developed to capture 3D shape animations, which are represented by sequences of triangular meshes with detailed geometry. Analyzing such animation sequences for synthesizing new realistic 3D mesh sequences is very useful in practice for the film and game industry. Although deep learning has achieved significant success in synthesizing a variety of media types, directly synthesizing mesh animation sequences by deep learning meth-ods remains unexplored. In this paper, we propose a novel long short-term memory (LSTM) (Hochreiter and Schmidhuber 1997) architecture to learn from mesh sequences and perform sequence generation, prediction and completion.
A major challenge to achieve this is to go beyond individual meshes and understand the temporal relationships among them. Previous work on mesh data tries to perform clustering and shape analysis (Huang, Kalogerakis, and Marlin 2015; Sidi et al. 2011 ) on the whole datasets. However, none of them pay attention to temporal information, which is crucial for animation sequences. Thanks to the development of deep learning methods such as the recurrent neural network (RNN) and its variants LSTM (Hochreiter and Schmidhuber 1997) and gated recurrent unit (GRU) (Cho et al. 2014) , one can more easily manipulate sequences. Based on RNNs, impressive results have been achieved in tasks with regard to video, audio and text, e.g movie prediction (Mathieu, Couprie, and LeCun 2015; Oh et al. 2015) , music composition (Lyu et al. 2015 ), text generation and completion (Melamud, Goldberger, and Dagan 2016) .
However, applying deep learning methods to triangle meshes is not a trivial task due to their irregular topology and high dimensionality. Researchers often use fully connected networks in text or audio. Different from them, 3D shapes have spatial locality, which is suitable to work with convolutional neural networks (CNNs). However, unlike 2D images, shapes do not have regular topology. Recent effort has been made for lifting 2D CNN to 3D data (Kalogerakis et al. 2017) , including multi-view (Su et al. 2015) or 3D voxel (Riegler, Ulusoy, and Geiger 2017; Wu et al. 2016) representations. Alternatively, meshes can be treated as graphs, and based on this a recent review (Bronstein et al. 2017 ) summarizes state-of-the-art deep learning methods in spectral and spatial domains. In order to reduce the number of parameters and extract intrinsic features, we utilize a CNN (Duvenaud et al. 2015 ) defined on a shape deformation representation (Gao et al. 2017b ) that can effectively represent flexible and large-scale deformations.
In summary, to analyze 3D mesh animation sequences, we propose a novel bidirectional LSTM architecture combined with mesh convolutions. The main contributions of this paper are: tion sequences, which allows generating sequences conditioned on given shapes, completing missing mesh sequences based on keyframes with realism and diversity and improving the generation of mesh sequences as more initial frames are provided. These capabilities significantly advance state-of-the-art techniques.
2. We design a share-weight bidirectional LSTM architecture that is able to boost performance and generate two sequences in opposite directions. Bidirectional generation also stabilizes training process and helps to complete a sequence in a more natural way.
In the following, we first review relevant work, then presents our feature representation, network architecture, and loss functions. In Experiments section, we show extensive experimental results to justify our design and compare our work with previous work both qualitatively and quantitatively. Finally, we draw conclusions of our work.
Related Work
Sequence Generation with RNNs. The recurrent neural network and its variants, such as LSTM (Hochreiter and Schmidhuber 1997) and GRU (Cho et al. 2014) , have been widely used in dealing with sequential data, including text (Bowman et al. 2015; Mikolov et al. 2011) , video (Mathieu, Couprie, and LeCun 2015; Oh et al. 2015) and audio (Chung et al. 2015; Marchi et al. 2014) . (Srivastava, Mansimov, and Salakhudinov 2015) learn representations of video by LSTM in an unsupervised manner. PredNet (Lotter, Kreiman, and Cox 2016) learns to predict future frames by comparing errors between prediction and observation. (Yu et al. 2017 ) incorporate policy gradients with generative adversarial nets (GAN) (Goodfellow et al. 2014 ) and LSTM to generate sequences. Attempts have also been made to predict video frames using CNNs (Vondrick, Pirsiavash, and Torralba 2016) . To avoid predicting videos directly in the high-dimensional pixel space, some work uses highlevel abstraction such as human poses (Walker et al. 2017; Cai et al. 2017) to assist with generation.
In the human motion area, researchers utilize RNNs to predict or generate realistic motion sequences. (Fragkiadaki et al. 2015) propose an encoder-recurrent-decoder (ERD) to learn spatial embeddings and temporal sequences of videos and motion capture. (Gregor et al. 2015) generate image sequences with a sequential variational auto-encoder, where two RNN chains are used to encode and decode the sampled sequences accordingly. However, such approaches that iteratively take the output as input to the next stage could cause error accumulation and make the sequence freeze or diverge. To address this problem, (Li et al. 2017 ) present Auto-Conditioned RNNs (acRNNs) whose inputs are previous output frames interleaved with ground truth. With ground truth frames at the beginning of a sequence, acRNN can also generate output sequences conditioned on given input sequences. (Martinez, Black, and Romero 2017) build a sequence-to-sequence architecture which is able to predict multiple actions, but they do not have spatial encoding modules. Using an encoder-decoder structure, (Bütepage et al. 2017 ) extract feature representations of human motion for prediction and classification. (Cai et al. 2017 ) use GAN and LSTM to generate actions or complete sequences by optimizing the input vector of the GAN.
3D Shape Generation. Generating 3D shapes is an important task in graphics and vision community. Its downstream applications include shape prediction, reconstruction and sequence completion. Nevertheless, such tasks are more challenging due to the high dimensionality and irregular connectivity of mesh data. Previous work mostly generates 3D shapes via interpolation or extrapolation in parameterized representations. (Huber, Perl, and Rumpf 2017) propose to interpolate shapes in a Riemannian shell space. Based on existing shapes, data-driven methods (e.g. (Gao et al. 2017a) ) can generate realistic samples. However, such traditional methods focusing on shape representations and shape analysis have limited learning capabilities. More recently, (Tan et al. 2018a) propose to use Variational Autoencoders (VAEs) to map mesh models into a latent space and generate new models by decoding latent vectors. Locally deformed shapes can also be generated by a combination of deep learning and sparse regularization (Tan et al. 2018b ). While these learning based methods can produce new shapes which are more diverse and realistic, the temporal information of mesh animation sequences is not fully explored.
Methodology Mesh Sequence Representation
Mesh animation sequences are typically represented as a set of meshes with the same vertex connectivity and different vertex positions. Such meshes can be obtained by consistent remeshing or mesh deformation, and become very common nowadays due to the improved scanning and modeling techniques. These animated mesh sequences usually contain large-scale and complex deformations.
In this work, we represent shapes using a shape deformation representation (Gao et al. 2017b ), a state-of-the-art representation which works well for large-scale deformation and suitable for deep learning methods.
Assume the mesh sequence dataset M contains n shapes and each mesh is denoted is as m t (t = 1, 2, . . . , n). We denote p t,i ∈ R 3 as the i th vertex of the t th model. D t,i represents the deformation gradient defined in each 1-ring vertex neighborhood, which is computed as arg min
where N i is the 1-ring neighbors of the i th vertex of the t th shape, and c ij is the cotangent weight to avoid discretization bias (Levi and Gotsman 2015) . The deformation gradient matrix D t,i is decomposed into rotation matrix R t,i and scaling matrix S t,i : D t,i = R t,i S t,i . The difficulty for representing large-scale deformations is that the same rotation matrix R t,i is mapped to two rotation axes with opposite directions, and the associated rotation angle can include different number of cycles. To solve this rotation ambiguity problem, a global integer programming based method (Gao et al. 2017b ) is applied to obtain as-consistent-as-possible Figure 1 : Architecture of our network. (a) shows that our network is composed of LSTM module cell and mesh convolution module Conv, tCnv. Take the network S t at time step t as an example, the input to Conv is the deformation representation X t .
The interface between cell and Conv is a fully connected layer, which outputs a low-dimensional vector z into cell. tCnv, a stack of transpose convolution layers, mirrors Conv and shares weights with it. The output of tCnv is the feature change δX t . δX t + X t gives the predicted feature for time step t + 1, which is fed into S t+1 iteratively. (b) is our bidirectional LSTM. Both chains have the same architecture as in (a), and the only difference is their opposite direction. The forward chain takes the first model as input and the backward chain takes the last. They share weights and their predictions are constrained to match with each other.
assignment which outputs a feature vector q t,i ∈ R 9 . The mesh representation X t is eventually produced by linearly normalizing each dimension of q t,i into [−0.95, 0.95] (Tan et al. 2018a ).
Generative Model
The overall architecture of our approach is illustrated in Fig. 1 . In this illustration, we denote LSTM cells as cell. Conv refers to the mesh convolutional operations (Duvenaud et al. 2015; Tan et al. 2018b ) and tCnv represents transpose convolutions. For each convolutional filter, the output at a vertex is computed by a weighted sum of its 1-ring neighbors along with a bias:
where x i and y i are input and output at the i th vertex, W 1 , W 2 and b are the filter's weights and bias, d i is the degree of the i th vertex, and n ij is the j th 1-ring neighbor of the i th vertex. The interface between LSTM module and mesh convolution layers is a fully connected layer.
Given the LSTM state s t and model X t , we first describe how to generate the next model X t+1 . First we put X t into the mesh convolutional sub-network Conv, which outputs a low-dimensional latent vector z = Conv(X).
After that, z is sent to LSTM cell cell and the output is in the following form: (ẑ, s t+1 ) = cell(z, s t ), where s t+1 represents the updated state andẑ is the updated latent vector.ẑ is then passed to transpose mesh convolution tCnv. Similar to many sequence generation algorithms, the output of tCnv(ẑ) = δX t = X t+1 − X t is defined as the difference between the next and current models, instead of X t+1 to alleviate error accumulation. In the end, the generated model from X t is simply worked out as X t+1 = X t + δX t . Consecutive models are generated iteratively in the same way. For simplicity, the whole process in one iteration is denoted as (s t+1 , X t+1 ) = G(s t , X t ) Fig. 1 illustrates the whole process of generating sequential data using our model. Suppose that we already have a set of models S i,j = {X i , X i+1 , ..., X j }, (i ≤ j). To extend the sequence, we would like to predict its n future models S j+1,j+n|i,j = {X j+1 , X j+2 , ..., X j+n |X i , X i+1 , ..., X j }. Our method first puts the existing models into the network in their order, lets the LSTM cell update its state to s j from an initial state s 0 . When it comes to the j th model, the network outputs X j+1 , which is afterwards treated as the j +1 st input, and this process repeats for n times, leading to the follow-up sequence S j+1,j+n|i,j .
Bidirectional Generation
Sequence generation is a promising while challenging problem in various data forms like video, music and text, not only for the potentially tricky way to exploit temporal information but also about how to obtain enough training data. When the data is scarce for a specific application, which is often the case for 3D model datasets, training can be problematic.
However, unlike text, movie and audio, 3D model sequences can be more flexible. On the one hand, the order of 3D shape sequences is less strict, i.e., the inverse of a motion can also be reasonable. On the other hand, there are usually multiple plausible paths between two shapes. Based on those two observations, we propose a bidirectional generation constraint, which avoids restricting results to specific deformation paths, as shown in Fig. 1 . From a 3D model dataset, we arbitrarily choose two models X a , X b as endpoints of two inverse n-length sequences 
Loss Function
In this paper, the loss function is composed of three terms as
To illustrate this, let the ground truth models be {X 1 , X 2 , ..., X n }, which are expected to be the results of forward sequence S f and backward sequence
forces both sequences to resemble samples from the dataset. Meanwhile, as described before, bidirectional sequence S f , S b share weights and have similar outputs, which is ensured by bidirectional loss
tains KL divergence term and L 2 loss to regularize the network. The KL divergence between the low-dimensional vector and Gaussian distribution is computed so as to get a good mapping. Therefore, we have L KL = D KL (q(z|X)|p(z)), where q(z|X) is the posterior distribution and p(z) is the Gaussian prior distribution. In experiments, we set α 1 = 0.5, α 2 = 0.1.
Experiments Framework Evaluation
We now evaluate the effectiveness of different components in our framework.
Bidirectional generation. We propose a share-weight bidirectional LSTM (BD-LSTM) to better utilize temporal information and facilitate sequence completion. Fig. 6 demonstrates that our BD-LSTM can produce results with better diversity. On the other hand, the L bidirection and L KL terms impose stronger constraints during training and consequently helps predict more accurate sequences. According to the numerical results in Tab. 2, our method is more effective than existing methods (Tan et al. 2018a Gao et al. 2017b ). Moreover, our method benefits from multiple initial frames, as well as the bidirectional constraint. In Tab. 1, we show the results if we do not use our BD-LSTM or leave out L KL term.
Loss terms. Error accumulation is a common problem in sequence generation tasks (Gregor et al. 2015; Li et al. 2017; Martinez, Black, and Romero 2017) . Generated meshes usually freeze because results tend to stay at an average shape, or even diverge to random results. To address this problem, we use three methods, 1) L KL divergence to regularize the internal distribution, 2) L 2 regularization loss to mitigate overfitting, and 3) bidirectional generation to impose an additional constraint. To justify those terms, we train models without one of the three. For unidirectional sequences, we only use one direction of LSTM. The line graphs in Fig. 3 shows representation changes mean(||X t − X t+1 ||/X t ) between adjacent frames X t and X t+1 . The four networks are trained on Dyna (Pons-Moll et al. 2015) for 7000 iterations, and tested on 32 randomly chosen sequences. From the test one can see that without KL or BD-LSTM, the sequence tends to freeze. Meanwhile, L 2 regularization helps to reduce jerk. In Tab.
Initial frames. Generating a sequence based on initial frames is an important application. In theory, the more bootstrap frames we have, the more knowledge we obtain about the sequence therefore we are supposed to make more accurate prediction. Previous mesh generation approaches, however, are based on interpolation/extrapolation, which can only use two of the existing models (endpoints). Our method can take advantage of all input frames by feeding them into the LSTM. A previous human motion prediction method uses u(= 4) frames to start the recurrent network (Li et al. 2017) . We test u = 1 and u = 3 in Tab. 2 to show that more initial frames can reduce the distance between prediction and ground truth.
Sequence Generation
We now evaluate sequence generation capability of the proposed method. Starting from some initial frames, sequence generation predicts future frames.
Generating sequences. As far as we are aware, this is the first work to learn and generate arbitrarily long mesh sequences. Given two initial frames, people used to generate meshes through extrapolation (Tan et al. 2018b ). However, simply extrapolating shapes fail to capture long-term temporal information, e.g periodicity of the sequence. With the help of LSTM, our model can record history informa- (Vlasic et al. 2008 ) and horse (Sumner and Popović 2004) . We give one source model to the network and it generates the following four shapes. This is the first approach able to generate a whole sequence from only one mesh.
Figure 3: Shape feature change between subsequent frames of different methods. This line graph depicts the amount of feature changes mean(||X t − X t+1 ||/X t ) between consecutive frames. The proposed method (blue) has stable and visible changes. Networks without KL loss or BD-training suffer from frozen sequences, and the one without L 2 regularization has significant jerk.
tion and iterate to generate realistic mesh sequences in any length, even if the number of models in the dataset is limited. In the experiment, we feed first two mesh models to the LSTM and let it generate following frames. Qualitative and quantitative results are shown respectively In Fig. 2 and Tab. 2. We compare our model with ground truth as well as previous extrapolation-based methods (Tan et al. 2018a; Gao et al. 2017b) . Fig. 4 plots the predictions on the 5 th , 10 th and 15 th future frames. We can see that both extrapolation methods fail on the 15 th frame, because linearly extending the motion path eventually exceeds the plausible deformation space. In contrast, our method is aware of periodicity of the sequence, and able to return back once reaching the extreme point, producing natural motion cycles.
Conditional generation. Another promising application of our method is to generate sequences of various shapes conditioned on the provided initial frames. Previous approaches achieve conditional human motion generation on video (Srivastava, Mansimov, and Salakhudinov 2015) and skeletons (Cai et al. 2017 ), but not on 3D shape sequences. To illustrate the effectiveness of our method, we take Dyna (Pons-Moll et al. 2015) as an example. In this collection of datasets, there are female/male models of different subjects and actions. All meshes in different datasets have the same number of vertices and share connectivity, so we train our model on a mixture of those datasets. In testing, we feed u(= 2) bootstrap models with a certain body mass index (BMI)/gender/motion as input, and get the following n(= 16) sequences as output. We show our results in Fig. 5 . The observation is that our method can generate human shapes in different subjects and gender. Furthermore, even if the first frame is the same, the network can produce different action sequences according to the second frame.
Sequence Completion
We now consider another important application namely sequence completion, which produces in-between shapes given two endpoint frames.
Completion based on key frames. Completing a mesh sequence based on given anchors is an important application in animation. In our approach, we clip the target sequence by keyframes. For each segment, we run our bidirectional network by treating two keyframes as endpoints. Once the forward and backward sequences converge at a model, we stitch them to form a whole sequence. Since the computation is identical for each segment, for illustration we show an example of completing one segment constrained on two key frames. (Gao et al. 2017b) (c) (Tan et al. 2018a ) (d) Ours Figure 4 : Comparison with other work on sequence generation. In this experiment, two consecutive frames are sent into the network, and we aim to predict the future 5 th , 10 th , 15 th shapes. (a) shows the ground truth of relevant shapes; (b) is obtained by using linear extrapolation on the feature (Gao et al. 2017b) ; (c) is extrapolation on a feature from deep learning (Tan et al. 2018a) ; (d) is our result. We can see that extrapolation-based generation fails when predicting frames further away. (b) totally fails on the 15 th frame. and (c) also produces abnormal deformation, as highlighted in the red circles. In contrast, our method forms a natural cycle and avoids exceeding the limits (following the horse's stride). Generating novel sequence. Previous interpolationbased methods usually adopt a deterministic strategy to complete sequences, and thus result in a monotonous sequence. Our work, however, is able to produce diversified sequence completion results. By assigning a random vector to the LSTM state, the network generates different sequences as shown in Fig. 6 . In the real world, there are often more than one possible motions between two static poses and our model can therefore better describe such characteristics in human motion than other generation methods. To test alternative completion strategies, we also implement an optimization+unidirection (Cai et al. 2017) strategy. Given the source model X 0 and X n , we first find the optimal LSTM initial stateŝ 0 = arg min s0 ||X n − X n ||, where
After solving the optimization problem with (Hansen and Ostermeier 2001) , we then compute {X t } through Eq. 4.
The result is shown in Fig. 6 (e). Compared to interpolation strategies, the optimization+unidirection algorithm can achieve more realistic morphing, but it does not provide diverse possible choices as our BD-approach.
Implementation Details
We use Tensorflow as the framework of our implementation. Experiments are performed on a PC with an Intel Core i7-2600 CPU and an NVIDIA Tesla K40c GPU. We use Adam optimizer (Kingma and Ba 2014) to update weights, with default Adam parameters β 1 = 0.9, β 2 = 0.999 as in (Kingma and Ba 2014) . For each dataset, we randomly exclude a subsequence, which takes up 20% of the dataset, as a a test set. A training process takes 7000 iterations, lasting for around 8 hours. In each iteration, we generate 8 sequences, each of them containing 32 shapes. For the dataset where motion is slow (Pons-Moll et al. 2015) , we sample every other model in sequences. For all experiments, the LSTM cell has 3 layers and 128 hidden dimensions, and we set initial states as s e) is the optimization+unidirectional baseline strategy described in the paper; (f), (g) and (h) are interpolation results using (Tan et al. 2018a) , (Gao et al. 2017a ) and (Gao et al. 2017b ) accordingly. We can see that (f)(g)(h) generate almost identical shapes because interpolation follows the shortest path between source and target. Compared to (e), our method can generate diverse, plausible results for users to choose. Table 2 : Comparison of variants of our method and previous work on per-vertex position error (average distance between vertex positions of ground truth and prediction). In this experiment, we observe that more initial frames (IF) will improve the performance. Our method outperforms (Tan et al. 2018a ) and extrapolation+ (Gao et al. 2017b ) since they suffer from error accumulation thus the accuracy degrades as the sequence moves on.
Conclusion
In this paper, we propose the first deep architecture to generate mesh animation sequences, which can not only predict future frames given initial frames, but also complete mesh sequences based on key frames and generate sequences conditioned on given shapes. Extensive qualitative and quantitative evaluation demonstrates that our method achieves stateof-the-art generation results, and our completion strategy is also able to produce diverse realistic results.
