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Abstract
Participants’ eye movements were monitored as they heard sentences and saw four pictured
objects on a computer screen. Participants were instructed to click on the object mentioned in the
sentence. There were more transitory fixations to pictures representing monosyllabic words (e.g.
ham) when the first syllable of the target word (e.g. hamster) had been replaced by a recording of the
monosyllabic word than when it came from a different recording of the target word. This
demonstrates that a phonemically identical sequence can contain cues that modulate its lexical
interpretation. This effect was governed by the duration of the sequence, rather than by its origin (i.e.
which type of word it came from). The longer the sequence, the more monosyllabic-word
interpretations it generated. We argue that cues to lexical-embedding disambiguation, such as
segmental lengthening, result from the realization of a prosodic boundary that often but not always
follows monosyllabic words, and that lexical candidates whose word boundaries are aligned with
prosodic boundaries are favored in the word-recognition process.
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1. Introduction
A fundamental characteristic of speech is that it extends over time. Spoken words are
temporal sequences that become fully available to the listener only after a few hundred
milliseconds. A large body of evidence has now established that the recognition of
a spoken word proceeds incrementally, as soon as acoustic information becomes available.
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Words that are consistent with the acoustic signal are activated and compete for
recognition (e.g. Luce, 1986a; Marslen-Wilson, 1987; McQueen, Norris, & Cutler, 1994;
Zwitserlood, 1989). Because partial spoken input is often consistent with multiple lexical
interpretations, the recognition of a spoken word can be viewed as a process of ambiguity
resolution. For example, the initial sounds of the word candle, /kænd/, are also consistent
with the word candy. Subsequent information disambiguates between alternatives, often
allowing words to be recognized before their offset.
However, a large proportion of words cannot be uniquely identified before their offset
but only after a portion of the subsequent context has been heard (Bard, Shillcock, &
Altmann, 1988; Grosjean, 1985). One reason for such delayed recognition is that many
words are embedded at the onset of other, longer words. For example, the phonemic
sequence /kæn/ matches the word can but also the onset of longer words such as candy or
candle. The attribution of the sequence to a specific lexical item may be delayed, as well as
that of the segments following the sequence, if together they phonemically match a long
candidate. For example, the phoneme /d/ following the sequence /kæn/ in the phrase can do
should not be interpreted as providing unambiguous support for the interpretation candy.
Onset-embedded words therefore present a potentially acute problem for word
recognition. The incoming acoustic signal is processed incrementally, but this signal
may sometimes be unambiguously attributed to a specific lexical item only after a
substantial time delay. The present research addresses how lexical embedding and
incrementality in spoken-word recognition can be reconciled. We will argue that the
speech signal can contain fine-grained information that listeners use to disambiguate
longer words with lexical embeddings from tokens of those shorter, embedded words.
Specifically, we will argue that the speech signal contains cues resulting from the
realization of prosodic boundaries, and that words that are aligned with such boundaries
are favored in the activation and competition process that leads to word recognition.
All current models of spoken-word recognition capture the process of ambiguity
resolution during word recognition by assuming some form of competition between
simultaneously activated candidates. The mechanism by which competition is
instantiated differs across models, depending in part on the models’ lexical
representations. In some localist connectionist models, such as TRACE (McClelland
& Elman, 1986) and Shortlist (Norris, 1994), word candidates that match the same part
of the speech signal compete with each other via inhibitory inter-word connections.
Competition is also present in the Distributed Cohort Model (DCM; Gaskell &
Marslen-Wilson, 1997, 1999), although competition is a consequence of the model’s
representations and architecture, rather than an added component. In this model, a simple
recurrent network is trained to map input sequences onto a set of features representing
the current word. The same set of features encodes patterns associated with any word.
Upon partial input, the model generates a blend of the activation patterns associated with
all the words that are consistent with the available input. Thus, competition takes the
form of interference between the patterns associated with all lexical candidates that are
consistent with partial input.
Lexical embedding presents a problem for distributed connectionist models based on a
recurrent network because, in these models, the network is trained to activate
a representation of the current word in a sequence (Elman, 1990; Norris, 1990). An
A.P. Salverda et al. / Cognition 90 (2003) 51–8952
embedded word can be identified with certainty only once post-offset information is
available, but, by the time this information is available, the representation of the following
word will already be activated in the network. The model is therefore unable to modify the
representations activated by the previous word. Thus, the representation associated with a
short word can never be fully activated. Solutions to this problem have been proposed. One
consists of training a network to activate representations of word sequences (e.g. Davis,
Gaskell, & Marslen-Wilson, 1997). Because the network needs to maintain a representation
of all the words in the sequence, it is able to use the following context to identify short words.
Another is to consider recognition as a two-stage process (Norris, 1994). At the first stage, a
recurrent network could continuously generate (localist) lexical hypotheses. These
hypotheses would then enter a second stage, where they compete with one another, on
the basis of their degree of support in the input. Short words could be recognized because
word candidates would compete not only with other words beginning at the same time, but
also with words beginning earlier or later in the signal (i.e. candidates that were selected by
the recurrent network during its processing of other portions of the input).
Competition via inter-word inhibition can account for the recognition of short words
such as can and longer, carrier words such as candy (Frauenfelder & Peeters, 1990;
McQueen, Cutler, Briscoe, & Norris, 1995; Norris, 1994). All words matching the
ambiguous sequence (i.e. the embedded word and its carrier words) remain active
candidates until the input is disambiguated. The later in time disambiguating information
becomes available, the longer it takes for the ambiguity to be resolved. The
disambiguating information can act to penalize the candidates that mismatch it, as in
Shortlist, or to boost the activation of other words that compete with the mismatching
candidates, as in TRACE and Shortlist. For example, the carrier word candy will receive
inhibition from the candidates do and doom (amongst others) when the vowel information
/u:/ in the phrase can do becomes available, allowing the word can to account for the
sequence /kæn/. In localist models without inter-word inhibition, a penalty assigned to
candidates that mismatch the input will allow the short word to be recognized.
Regardless of how competition is instantiated, lexical embedding appears to impose
strong constraints on the recognition of spoken words in continuous speech. It requires that
listeners (a) can evaluate lexical parsings that may comprise more than one word (i.e. the
activation of representations of sequences of words rather than of a single, current word),
and (b) can revise degrees of evidence for a lexical parsing substantially later in the speech
stream, when disambiguating information becomes available. Because onset embedding is
a prevalent phenomenon in languages (as evaluated from machine-readable dictionaries of
English and Dutch; Frauenfelder, 1991; Luce, 1986b; McQueen et al., 1995), these
constraints need to be addressed by models of spoken-word recognition.
The lexical ambiguity resulting from onset embedding, as just described, is especially
acute if the sequence shared by the short word and the longer, carrier word is fully
ambiguous. Thus far, we have assumed that the ambiguous sequence (e.g. /kæn/) is
indistinguishable whether it is produced as a monosyllabic word (e.g. can) or as the initial
portion of a carrier word (e.g. excised from candle). However, some factors might
contribute to reduce, or even eliminate, the ambiguity. Syllable match is one of them. A
monosyllabic word and a carrier word may not be strong competitors if their syllable
structures do not match. For example, the sequence /si:l/ is phonemically embedded in
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ceiling at onset, but the l corresponds to the onset of the second syllable in ceiling and to
the syllable coda in seal. Syllabic structure has robust acoustic consequences on the
realization of the segments of the sequence. In the seal/ceiling case, for example, the /l/
will change from the dark, coda allophone in seal to the light onset allophone in ceiling
(Abercrombie, 1967; Jones, 1972).
Furthermore, listeners have been shown to use the acoustic cues to syllabic structure
that are available in the speech signal to favor the candidate words that match that syllabic
structure (Tabossi, Collina, Mazzetti, & Zoppello, 2000). In a study that is more directly
related to the problem of lexical embedding, Quene´ (1992) used ambiguous two-word
sequences such as the Dutch phrases diep in and die pin and showed that Dutch listeners
make use of variations in the intervocalic-consonant duration to assign a syllabic structure,
and, as is the case in his stimuli, a word boundary. Vroomen and de Gelder (1997) found
no evidence for the activation of an embedded word that mismatched the syllabic structure
of its carrier word (e.g. the Dutch word vel was not activated upon hearing the carrier word
velg), but did find evidence for the activation of a word embedded in a nonword that
mismatched its syllabic structure (e.g. the word vel was activated upon hearing the
nonword *velk). This suggests that syllabic mismatch with the input alone does not rule
out an embedded candidate.
Even with matched syllabic structure, the ambiguity in assigning a sequence to an
embedded word or its carrier word may be reduced by fine-grained acoustic cues present in
the sequence itself. This possibility was evaluated in a recent study conducted by Davis,
Marslen-Wilson, and Gaskell (2002). They compared the estimated degree of activation of
an embedded word (e.g. cap) and its carrier word (e.g. captain) when listeners were exposed
to an ambiguous sequence that originated either from a short word (e.g. /kæp/ from the word
cap, as in the sentence the soldier saluted the flag with his cap tucked under his arm) or from
the onset of a matched longer word (e.g. /kæp/ from the word captain, as in the sentence the
soldier saluted the flag with his captain looking on). The ambiguity was maximized by
keeping the consonant following the sequence identical in both cases (e.g. cap was followed
by a word starting with the consonant /t/, i.e. tucked). The results suggested that there was
differential activation for the shorter and longer words in each version of the sequence, with
more activation for the shorter word when the sequence came from a shorter word than when
it came from a longer word, and more activation for the longer word when the sequence
came from a longer word than when it came from a shorter word. Acoustic analyses of the
stimuli indicated systematic differences in the duration of the sequence. The sequence was
longer when it was a monosyllabic word (291 ms) than when it corresponded to the initial
syllable of a carrier word (243 ms). These durational differences were associated with (less
systematic) F0 differences. The mean F0 on the vowels of monosyllabic words tended to be
lower than on the vowels of the initial syllables of the longer words. Analyses of the same
utterances produced by three additional speakers who were naive to the purpose of the study
confirmed the presence of durational and F0 differences in the ambiguous sequence as a
function of the word it originated from. Davis et al. concluded that “cues are present in the
speech stream that assist the perceptual system in distinguishing short words from the longer
competitors in which they are embedded” (Davis et al., 2002, p. 238).
Davis et al.’s (2002) study is important because it constitutes the first demonstration
that the ambiguity resulting from onset lexical embedding is not necessarily as severe as
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a linear phonemic transcription of the monosyllabic word and its carrier word implies.
However, it does not speak to the issue of what may cause the productions of monosyllabic
words and initial portions of longer words to differ acoustically, nor how these acoustic
cues can differentially contribute to the activation of monosyllabic or longer candidate
words. One possibility is to view these acoustic differences as inherent properties of the
words themselves, that is, as properties that are specified lexically in the speech-
production system. The specification that a monosyllabic word is longer than the
corresponding first syllable of a carrier word would be similar to the specification of other
between-word differences (e.g. that the /l/ in seal is dark but is light in ceiling). These
durational characteristics (and perhaps other differences) would be represented as stored
knowledge associated with short and long words, which would constrain the phonetic
realization of these words in production.
An alternative hypothesis is that acoustic differences between the production of
monosyllabic words and the initial portions of longer words are determined by prosodic
factors, whose origin is external to the words themselves. Acoustic differences such as
durational distinctions between syllables in different types of words would arise as a
consequence of production mechanisms that specify the prosodic structure of utterances. A
sequence realized as a monosyllabic word would be characterized by acoustic cues
favoring a monosyllabic interpretation insofar as the prosodic boundary following the
monosyllabic word was phonetically instantiated.
Davis et al. (2002) dismissed the role of prosody in accounting for the duration and F0
differences in their original stimuli. They argued that there was no prosodic boundary after
the embedded words in their utterances. The duration differences they reported (and, to
some extent, the F0 differences), however, lead us to believe that a prosodic boundary was
present, even though its acoustic realization did not involve a silent pause. Segments,
especially vowels, tend to be longer in preboundary positions (Klatt, 1976; Lehiste, 1972;
Martin, 1970; Oller, 1973, for English; Cambier-Langeveld, 2000; Nooteboom &
Doodeman, 1980, for Dutch). Segmental lengthening is strong before an utterance
boundary (as in words in isolation), but can also be found at more minor phrase
boundaries. The effect of a word boundary on segment durations when the word boundary
does not also correspond to a phrase boundary has been viewed as less systematic (e.g.
Harris & Umeda, 1974). However, other studies have shown that segments that appear at
the edge of a (prosodic) word constituent tend to be longer than segments further from the
edge (e.g. Beckman & Edwards, 1990; Turk & Shattuck-Hufnagel, 2000). For example,
Turk and Shattuck-Hufnagel (2000) showed that the sequence /tu:n/ is longer in tune
acquire than in tuna choir.
The lengthening of segments in preboundary positions has been integrated into a
general framework that aims to account for systematic variations in the production of
segments by resorting to the concept of prosodic domain (Beckman & Pierrehumbert,
1986; Nespor & Vogel, 1986; see Shattuck-Hufnagel & Turk, 1996, for a review). The
prosodic constituents of an utterance are in part determined by the utterance’s
morphosyntactic structure, so that acoustic correlates to prosodic boundaries mark
linguistic constituents (e.g. Cooper & Paccia-Cooper, 1980; but see Pierrehumbert
& Liberman, 1982; Shattuck-Hufnagel & Turk, 1996, and references therein, for
discussions on the mapping between syntax and prosody). Ladd and Campbell (1991)
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and Wightman, Shattuck-Hufnagel, Ostendorf, and Price (1992), amongst others, have
shown that the amount of preboundary lengthening varies with the level of the prosodic
boundary. Segmental lengthening is stronger at the edge of high prosodic domains, such as
intermediate and intonational phrases, than at the edge of lower prosodic domains, such as
prosodic words and accentual phrases. This was confirmed in Dutch by Cambier-Langeveld
(2000). The prosodic structure of an utterance can also affect segmental articulation.
Fougeron and Keating (1997), for example, showed that segments located in the immediate
vicinity of the edge of a prosodic domain (in particular, initial consonants and final vowels)
have more extreme lingual articulation, a phenomenon they refer to as articulatory
strengthening. Because the boundaries of prosodic words, accentual phrases, and any higher
prosodic domains are always aligned with a lexical-word boundary, any acoustic cues
marking the edge of these prosodic domains could help disambiguate monosyllabic,
embedded words from their carrier words before post-offset information is heard.
There is evidence that the acoustic correlates of some prosodic domains, although subtle,
are perceptually salient. For instance, Christophe and her colleagues (Christophe, Dupoux,
Bertoncini, & Mehler, 1994; Christophe, Mehler, & Sebastia´n-Galle´s, 2001) demonstrated
that newborns discriminate bisyllabic sequences as a function of the prosodic environment
they originated from (i.e. sequences from within a word or sequences straddling a
phonological-phrase boundary, such as the sequence latı´ embedded in the Spanish word
gelatı´na or in the phrase Manue´la tı´mida, respectively). Acoustic analyses indicated that
duration, F0, and energy of the preboundary vowel varied with the prosodic environment,
although not all three parameters always showed systematic differences.
In the present study, we revisited the issue of lexical embedding with this prosodic
perspective in mind. We conducted a series of experiments to investigate the conditions
under which the production of a monosyllabic or longer word contributes to lexical
disambiguation. If listeners’ discrimination of an ambiguous sequence as a monosyllabic
word or the onset of a longer word depends on the prosodic context in which the sequence
was produced, we should expect between- as well as within-sentence variability. As
mentioned earlier, the morphosyntactic structure of a sentence imposes constraints on the
choices that a speaker makes among the prosodic possibilities for a given sentence. These
choices are further influenced by other performance factors, such as speech rate and the
length and symmetry of constituent-boundary locations (e.g. Gee & Grosjean, 1983).
Thus, the precise prosodic phrasing of a particular sentence can vary widely. The degree to
which a monosyllabic word can be discriminated from the initial portion of a longer word
should therefore depend on acoustic correlates to prosodic boundaries, such as segmental
lengthening. Note that the influence of some prosodic phenomena on lexical
disambiguation, such as the presence of a major prosodic boundary after the monosyllabic
word (realized in part by the presence of a large, silent pause), is not subject to
controversy. Our goal was to evaluate the prosodic modulation of this disambiguation in
conditions similar to those used by Davis et al. (2002), that is, in continuous speech with
no obvious interruption produced after the monosyllabic word.
We examined the prosodic-boundary hypothesis in two ways. First, the prosodic
context in which the monosyllabic word was produced was varied. The monosyllabic
word was followed by either a stressed or an unstressed syllable (Experiment 1). A Dutch
speaker, naive to the purpose of the experiment, produced Dutch sentences that
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contained either a polysyllabic carrier word (e.g. the word hamster in ze dacht dat die
hamster verdwenen was, she thought that that hamster had disappeared) or a
monosyllabic word that matched the first syllable of the carrier word (e.g. the word
ham in ze dacht dat die ham stukgesneden was, she thought that that ham had been
sliced). The first syllable of the word following the monosyllabic word was either
stressed or unstressed (e.g. ham ’stukgesneden vs. ham ste’riel). The stress status of the
syllable following the monosyllabic word was not controlled in the Davis et al. (2002)
stimuli, even though it is a potentially important factor. Indeed, the presence of a stressed
syllable rather than an unstressed syllable after the (stressed) monosyllabic word may
induce the realization of a prosodic juncture after the monosyllabic word because such a
boundary would lessen the potential clash between two adjacent stresses. This in turn
could affect the realization of the monosyllabic word itself, modulating the degree to
which the speech signal could be lexically disambiguated.1
Second, we evaluated how systematically the production of monosyllabic or longer
words provides disambiguating cues by selecting recorded tokens of each on the basis of
their duration (Experiments 2 and 3). As the results will show, the presence of variability
in the acoustic realization of those sequences, as well as the impact of this variability on
lexical disambiguation, indicate that the lexical interpretation of an embedded sequence is
determined by its duration, rather than by its source (i.e. the word it originated from). This
is consistent, we will argue, with the hypothesis that the disambiguation of lexical
embedding mostly depends on the presence of acoustic cues that mark a prosodic
boundary, such as segmental lengthening.
In order to isolate the effect of the realization of the ambiguous sequence from the effect
of its following context on lexical interpretation, Davis et al. (2002) presented sentences
truncated at different points in the speech signal (i.e. at the offset of the ambiguous
sequence, at the onset of the disambiguating phoneme, etc.), and probed activation for the
monosyllabic or carrier lexical interpretation at each of these points. Any differential
activation observed at each of these points was attributed to the acoustic information
presented up to the truncation point. However, as shown by Zwitserlood and Schriefers
(1995), sensory information and its impact on lexical activation may not always be tightly
time-locked. Attributing effects on lexical activation to a specific part of the speech signal
may therefore be difficult.
We took a different approach. We used cross-splicing to evaluate the effect of the
realization of the ambiguous sequence on lexical activation. The initial part of the sentence
that mentioned the carrier word, up to and including the first syllable of the carrier word
(e.g. ze dacht dat die ham[ster], she thought that that ham[ster]), was replaced by the
initial part of the sentence that mentioned the monosyllabic word, up to and including the
monosyllabic word itself (e.g. ze dacht dat die ham [stukgesneden/steriel]) or by the initial
part of another recording of the carrier-word sentence. Thus, the experimental sentences
all contained a spliced carrier word (e.g. hamster), but the first syllable of the carrier word
1 As pointed out by an anonymous reviewer, theories of rhythm would predict that a stress clash between the
successive stressed syllables would be avoided by applying the Silent Demibeat Addition or the Beat Addition
rule, resulting in lengthening the first syllable or pausing between the two syllables (see Liberman & Prince, 1977;
Selkirk, 1984).
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originated from another token of the same carrier word or from a monosyllabic word.
The different versions of cross-spliced sentences were therefore lexically identical; the
critical difference between them was the acoustic realization of the ambiguous sequence.
This manipulation ensured that any effect of the context from which the sequence
originated would be independent of any effect due to subsequent disambiguating
information.
We collected and analyzed the visual fixations to pictured objects that participants
made as they listened to the cross-spliced sentences which mentioned one of the displayed
objects (e.g. ze dacht dat die hamster verdwenen was, she thought that that hamster had
disappeared). The participants’ task was to click on and move the object referred to in the
sentence with the computer mouse. Along with the target picture (e.g. the picture of a
hamster), the picture associated with the monosyllabic word (e.g. ham), as well as two
distractor pictures (e.g. kraan [tap] and wasmachine [washing machine], see Fig. 1) were
presented. Because people usually fixate the object they intend to click on to guide the
mouse movement, the fixations that participants perform as they hear the name of the
target object reflect their current interpretation of the acoustic signal. This interpretation is
taken to reflect the degree of lexical activation of potential word candidates. Allopenna,
Magnuson, and Tanenhaus (1998) have shown that fixations to displayed pictures over
time can be predicted from the lexical activation associated with the pictures’ names as
generated by a model like TRACE, given simple assumptions. The probability of fixating a
pictured object has been shown to vary with the goodness of fit between the name of the
picture and the spoken input computed at a very fine-grained level (Dahan, Magnuson,
Tanenhaus, & Hogan, 2001), as well as with the lexical frequency associated with the
picture’s name (Dahan, Magnuson, & Tanenhaus, 2001). The eye-tracking paradigm
therefore appears to offer a measure of lexical activation of potential candidates over time
that could reflect subtle modulations as a function of the acoustic realization of an
ambiguous sequence.
2. Experiment 1
Experiment 1 aimed to replicate and extend Davis et al. (2002) by testing whether
the realization of an ambiguous sequence (e.g. /hAm/, which could either be a
monosyllabic word, ham, or the initial syllable of a carrier word, hamster) resulted in
differential activation of the monosyllabic word and the carrier word. The visual
target object was always the object corresponding to the carrier word; the competitor
object was always the object representing the monosyllabic word. The acoustic
realization of the carrier word was varied using cross-splicing: the first syllable of the
carrier word was replaced by a recording of the monosyllabic word or by a different
recording of the first syllable of the carrier word. In both cases, we predicted that as
the target words unfolded over time, people would make more fixations to the
competitor pictures than to the distractor pictures, thereby reflecting the strong match
between the first syllable of the target word and the name associated with the
competitor picture (i.e. the monosyllabic word). Of primary interest was whether
participants’ fixations to the competitor picture, as the ambiguous sequence was heard
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and processed, differed across the splicing conditions. If the acoustic realization of
the sequence conveyed disambiguating cues, we expected more fixations to the
competitor picture when the sequence originated from a monosyllabic word than when
it originated from a carrier word. This would suggest that the input provided more
support for the monosyllabic interpretation of the sequence in the former case than in
the latter.
Experiment 1 extended Davis et al. (2002) by varying the prosodic context in which the
monosyllabic word was originally produced. In one version, the monosyllabic word was
followed by a word stressed on its first syllable; in the other version, the monosyllabic
word was followed by a word unstressed on its first syllable. Rakerd, Sennett, and Fowler
(1987) showed that the duration of a monosyllabic word (e.g. bike) was longer when it was
followed by an initially stressed word (e.g. round) than when it was followed by an
initially unstressed word (e.g. around). We asked whether such a manipulation would
affect the temporary lexical interpretation of the ambiguous sequence. The cross-spliced
carrier words used in the eye-tracking experiment were constructed using the
monosyllabic word produced in a stressed-syllable context (Experiment 1A) or in an
unstressed-syllable context (Experiment 1B).
2.1. Method
2.1.1. Participants
Sixty native speakers of Dutch, students at the University of Nijmegen, participated in
the experiment (30 in Experiment 1A, 30 in Experiment 1B).
2.1.2. Materials
Twenty-eight pairs of words were selected from the CELEX lexical database (Baayen,
Piepenbrock, & Gulikers, 1995). Each word pair consisted of a carrier word and a
monosyllabic word that phonemically matched the first (stressed) syllable of the carrier
word. There were no semantic or morphological relationships between the monosyllabic
and carrier words within each pair. All of these words were picturable nouns. Two
additional picturable nouns were assigned to each word pair. These words were selected to
be distractors presented along with the carrier and monosyllabic pictures in the eye-
tracking experiment. The distractor words were phonologically dissimilar to the carrier
word and the monosyllabic word. The 28 word pairs and their distractor words are listed in
Appendix A. Pictures associated with the items were all black and white line drawings,
selected from various picture databases (in particular, Cycowicz, Friedman, Rothstein, &
Snodgrass, 1997; Snodgrass & Vanderwart, 1980).
Three sentences were constructed for every monosyllabic–carrier word pair: a
sentence mentioning the carrier word and two sentences mentioning the monosyllabic
word (see Table 1). The initial part of the sentence that preceded the carrier word or the
monosyllabic word was identical for all three sentences and provided no semantic
information indicating which of the carrier or the monosyllabic word was more likely to
follow (e.g. ze dacht dat die [hamster/ham], she thought that that [hamster/ham]). The
monosyllabic word was always followed by a word that started with the same consonant
or consonant cluster and the same vowel as the second syllable of the carrier word, with
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the exception of the vowel //, which was substituted for the reduced vowel /@/ in four
items in the unstressed-syllable context and in 18 items in the stressed-syllable context.
(Note that these two vowels are very similar; Smits, Warner, McQueen, and Cutler
(2003) have shown that they are perceptually highly confusable for Dutch listeners.)
Depending on the condition, the word following the monosyllabic word was either
stressed on its first syllable or not (e.g. ’stukgesneden [sliced] or ste’riel [sterile]). In the
former, the syllable always carried primary stress. In the latter, the syllable was
unstressed in 23 out of the 28 items; for the remaining five items, the first syllable carried
secondary stress. For contrast purposes, we will nevertheless refer to this condition as the
unstressed-syllable condition. The sentences are listed in Appendix B.
All sentences were read aloud in a random order by a female speaker who did not know
the purpose of the experiment, and recorded on DAT-tape in a sound-proof room. To
induce a similar prosodic phrasing in all three sentences associated with each
monosyllabic–carrier word pair, the speaker was instructed to produce the carrier word
or the monosyllabic word as the focus of the sentence by accenting it. To this end, the
monosyllabic word or the carrier word was marked on the script by the use of capitals.
Each sentence was recorded successively at least four times. The sentences were then
digitized, and edited and labeled using the Xwaves speech-editor. The specific recordings
used to create the cross-spliced sentences were randomly selected from the available
tokens, provided that they contained no disfluencies and could be spliced onto another
sentence token without creating obvious acoustic artifacts. This mirrored Davis et al.’s
(2002) stimulus selection procedure. There was no attempt to magnify or minimize the
potential acoustic differences in the realization of the ambiguous sequence across
conditions.
For each word pair, three cross-spliced sentences were created by splicing the
initial portion of the carrier-word or monosyllabic-word sentences (up to and
including the ambiguous sequence) with the same final portion of a different token of
Table 1
Example of a three-sentence set for one monosyllabic–carrier word pair used to produce the three versions of the
cross-spliced sentence used in Experiment 1 (the underlined portion of each sentence was used to create the cross-
spliced versions)
Carrier-word sentence Zij dacht dat die hamstera verdwenen was
Zij dacht dat die hamsterb verdwenen was
(She thought that that hamster had disappeared)
Monosyllabic-word sentence
Stressed context Zij dacht dat die hamc stukgesneden was
(She thought that that ham had been sliced)
Unstressed context Zij dacht dat die hamd steriel verpakt was
(She thought that that ham had been wrapped under sterile conditions)
Cross-spliced sentences
Carrier word Zij dacht dat die hambstera verdwenen was
Monosyllabic stressed-context Zij dacht dat die hamcstera verdwenen was
Monosyllabic unstressed-context Zij dacht dat die hamdstera verdwenen was
(She thought that that hamster had disappeared)
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the carrier-word sentence. These cross-spliced sentences were thus lexically identical to
the carrier-word sentence, but differed in which sentence their initial portion originated
from (i.e. the carrier-word sentence, the monosyllabic-word sentence in the stressed-
context condition, or the monosyllabic-word sentence in the unstressed-context
condition).2
Each experiment (i.e. Experiment 1A, comparing carrier-word and monosyllabic-word
stressed-context conditions, and Experiment 1B, comparing carrier-word and mono-
syllabic-word unstressed-context conditions) contained 28 experimental trials. A trial
consisted of the presentation of the pictures associated with one of the 28 word pairs and
their distractors along with one of the three cross-spliced versions of the sentence. In
addition, 42 filler trials were constructed. For each filler trial, a picturable word was
selected to play the role of the target, along with three picturable distractor words
(phonologically dissimilar to the target word). One important criterion for selecting the
target words in the filler trials was the word’s number of syllables. In all experimental
trials, the target word was polysyllabic. To prevent participants from developing a possible
bias toward target words being polysyllabic (which would have penalized monosyllabic-
word interpretations of the ambiguous sequences), target words in filler trials were
monosyllabic in 35 of the 42 trials, thus counterbalancing the number of monosyllabic and
polysyllabic target words. Moreover, to prevent the possibility that participants might
develop expectations that pictures with similar names were likely targets, 13 of the 42
filler trials had one distractor word embedded in the other distractor word (e.g. trom [drum]
and trompet [trumpet]).
Pictures for the filler trials were selected from the same databases as were used for the
experimental trials. In addition, sentences mentioning the filler target words were
constructed. They were produced by the same speaker, and recorded at the same time as
the experimental sentences. Cross-spliced filler sentences were created by concatenating
two different recordings of a filler sentence. The initial part of one recording of each filler
sentence, up to and including the monosyllabic target word or the first syllable of the
polysyllabic target word, was spliced onto the final part of another recording of the same
filler sentence, starting either at the word following the monosyllabic target word or at the
second syllable of the polysyllabic target word.
2 The splicing manipulation was done very carefully and did not create any obvious oddities that participants
could easily detect while listening to the spliced versions of the sentences. To establish that spliced sentences
were difficult to distinguish from their unspliced counterparts, we presented 18 participants (who did not
participate in the eye-tracking experiment) with sentence pairs consisting of one of the three spliced versions of
the carrier-word sentence and its original, unspliced counterpart (the token from which the last portion of the
spliced sentence, constant across all three spliced versions, had been extracted). Participants were instructed to
determine which one of those two lexically identical sentences had been artificially edited and manipulated.
Participants heard all three possible pairings for each of the 28 experimental items; order of presentation was
counterbalanced across participants. On average, the spliced sentence was accurately distinguished from its intact
counterpart on 53.7% of the trials overall: 50.8% (ranging, across items, from 22% to 83%) when the initial
portion of the spliced sentence originated from the carrier-word sentence, 56% (ranging from 33% to 83%) when
it originated from the monosyllabic-word sentence in the stressed context, and 54.4% (ranging from 28% to 78%)
when it originated from the monosyllabic-word sentence in the unstressed context. These results demonstrate that
the spliced sentences were difficult to distinguish from intact sentences, and that the sentences did not have
acoustic characteristics that rendered them readily detectable as manipulated speech.
A.P. Salverda et al. / Cognition 90 (2003) 51–89 61
2.1.3. Acoustic analyses
The duration of the sequences as well as the mean fundamental frequency (F0) of their
vowels were measured to evaluate the extent to which the context in which sequences were
produced affected their acoustic realization. On average, the duration of the ambiguous
sequence was 245 ms when it originated from a carrier word, 265 ms when it corresponded
to a monosyllabic word followed by a stressed syllable, and 259 ms when it corresponded
to a monosyllabic word followed by an unstressed syllable. The differences in the
ambiguous-sequence duration between the carrier- and monosyllabic-word conditions in
the stressed-syllable context (stimuli used in Experiment 1A) ranged from 224 to 87 ms,
with the monosyllabic-word sequence being longer than the carrier-word sequence for 25
of the 28 items. The differences in the ambiguous-sequence duration between the carrier
and monosyllabic-word conditions in the unstressed-syllable context (stimuli used in
Experiment 1B) ranged from 228 to 72 ms, with the monosyllabic-word sequence being
longer than the carrier-word sequence for 22 of the 28 items. Consistent with what Davis
et al. (2002) observed, this indicates that the sequence tended to be longer when
corresponding to a monosyllabic word than to the first syllable of a carrier word, although
the mean durational differences were substantially smaller here (20 and 15 ms) than in the
Davis et al. (2002) study (48 ms). Measures of the mean F0 value of the vowels in each
sequence revealed a negligible effect of the context in which the sequence was produced
(264 Hz in the carrier-word condition, 267 Hz in the monosyllabic-stressed context
condition, and 265 Hz in the monosyllabic-unstressed context condition).
2.1.4. Procedure and design
Prior to the eye-tracking experiment, participants were familiarized with the pictures to
ensure that they identified and labeled them as intended. Each picture appeared on a
computer screen in the same format as that used in the eye-tracking experiment, along with
its printed name. Participants were instructed to familiarize themselves with each picture
and to press a response button to proceed to the next picture. After this part of the
experiment, the eye-tracking system was set up.
Participants were seated at a comfortable distance from the computer screen. One
centimeter on the visual display corresponded to approximately 18 of visual arc. The eye-
tracking system was mounted and calibrated. Eye movements were monitored with an
SMI Eyelink eye-tracking system, sampling at 250 Hz. Spoken sentences were presented
to the participants through headphones. The structure of a trial was as follows. First, a
central fixation point appeared on the screen for 500 ms, followed by a blank screen for
600 ms. Then, a 5 £ 5 grid with four pictures and four geometrical shapes appeared on the
screen (see Fig. 1) as the auditory presentation of a sentence was initiated. Prior to the
experiment, participants were instructed to move the object mentioned in the spoken
sentence above or below the geometrical shape adjacent to it, using the computer mouse.
The positions of the pictures were randomized across four fixed positions of the grid while
the geometrical shapes appeared in fixed positions on every trial. Participants’ fixations for
the entire trial were completely unconstrained and participants were under no time
pressure to perform the action. The position of the mouse cursor on the computer screen
while the mouse button was pushed (i.e. while the object was picked up and moved) was
sampled and recorded, along with the eye-movement data. The software controlling
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stimulus presentation (pictures and spoken sentences) interacted with the eye-tracker
output so that the timing of critical events in the course of a trial (such as the onsets of the
spoken stimuli and mouse movements) was added to the stream of continuously sampled
eye-position data. Once the picture had been moved, the experimenter pressed a button to
initiate the next trial. Every five trials, a central fixation point appeared on the screen,
allowing for some automatic drift correction in the calibration.
Within each experiment (Experiment 1A or 1B), two lists were created by varying
which of the two versions of the spliced sentences (monosyllabic word or carrier word)
was presented for each of the 28 experimental items. Within each list, 14 experimental
items were assigned to each condition. For each list, eight random orders were created,
with the constraint that five of the filler trials were presented at the beginning of the
experiment to familiarize participants with the task and procedure. Participants were
randomly assigned to each list, with an approximately equal number of participants
assigned to each random order.
2.1.5. Coding procedure
The data from each participant’s right eye were analyzed and coded in terms of
fixations, saccades, and blinks, using the algorithm provided in the Eyelink software. (For
a few participants, data for the left eye were used because of calibration problems with
Fig. 1. Example of a visual display. The geometrical shapes were green.
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the right eye.) Onsets and offsets of saccades are automatically determined using the default
thresholds for motion (0.2 degrees), velocity (30 degrees/s), and acceleration (8000
degrees/s2). Fixation durations correspond to the time intervals between two successive
saccades and fixation positions were determined by averaging the x and y coordinates of the
eye positions recorded during the fixation. The timing of the fixations was established
relative to the onset of the target word in the spoken utterance. Graphical analysis software
performed the mapping between the position of fixations, the mouse movements, and the
pictures present on each trial, and displayed them simultaneously. Each fixation was
represented by a dot associated with a number which denoted the order in which the fixation
had occurred; the onset and duration of each fixation were available for each fixation dot.
For each experimental trial, fixations were coded from the onset of the target word until
participants had clicked on the target picture with the mouse, which was taken to reflect the
participants’ confident identification of the target word. In most cases, participants were
fixating the target picture when clicking on it. In the rare cases where participants clicked
on the target picture long after the offset of the target word and/or when not simultaneously
looking at the target picture, an earlier long fixation to the target picture was taken as
indicating recognition of the target word. Fixations were coded as directed to the target
picture (always the picture associated with the carrier word), to the competitor picture
(always the picture associated with the monosyllabic word), to one of the two distractor
pictures, or to anywhere else on the screen. Fixations that fell within the cell of the grid in
which a picture was presented were coded as fixations to that picture.
2.2. Results
The goal of Experiment 1 was to examine whether the degree to which the competitor
picture associated with a monosyllabic word (e.g. the picture of a ham) was considered, as
the target word (e.g. hamster) was heard and processed, depended on the word from which
the first syllable of the cross-spliced target word originated. We compared conditions in
which the first syllable of the target word came from another token of the carrier word and
from a monosyllabic word followed by a stressed syllable (Experiment 1A), or from the
same token of the carrier word and from a monosyllabic word followed by an unstressed
syllable (Experiment 1B).
2.2.1. Experiment 1A
On a few trials, participants erroneously moved the competitor picture instead of the
target picture without correcting their choice (13 out of 840 trials, 1.5% of the data). These
trials were excluded from the analyses. The proportion of fixations to each picture or
location (i.e. target picture, competitor picture, distractor pictures, or elsewhere) over time
(in 10 ms time intervals) for each condition and each participant was calculated by adding
the number of trials in which a picture type was fixated during a specific time interval and
dividing it by the total number of trials where a fixation to any picture or location was
observed during this time interval (thus excluding in this count the trials where a blink or a
saccade occurred during that time interval).
Fig. 2 presents the average proportion of fixations, across participants, to each type of
picture (target, competitor, or averaged distractors) from 0 to 1000 ms after the onset of
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the target word. As is apparent from the graph, the proportions of fixations to any picture
on the display were equivalent at the target-word onset, demonstrating no fixation bias
before any relevant information about the target picture was heard. Around 300 ms,
fixation proportions to the target picture began to rise in both conditions and steadily
increased until they reached about 0.85 by 1000 ms. Conversely, fixation proportions to
the distractor pictures decreased steadily from 300 to 1000 ms. This indicates that the
mapping of the signal onto lexical representations is reflected by fixations from 300 ms on.
Given an estimate of 200 ms for programming a saccade (Hallett, 1986), fixations
occurring at 300 ms were programmed after hearing about 100 ms of the target word.
Fixation proportions to the competitor picture began to increase at 300 ms in both
conditions and in parallel to the fixations to the target picture. Importantly, the fixation
proportion to the competitor picture increased faster, reached a higher peak, and decreased
more slowly in the monosyllabic-word condition than in the carrier-word condition. This
demonstrates that the realization of the ambiguous sequence (as captured by the word it
originated from) modulated the degree to which the competitor picture was considered.
Fixation proportions to the target picture across conditions showed the mirror image of this
effect. The fixation proportion to the target picture rose faster in the carrier-word condition
than in the monosyllabic-word condition.
Fig. 2. Proportion of fixations over time for the target, competitor, and averaged distractors, for the monosyllabic-
word condition and the carrier-word condition in Experiment 1A (carrier-word vs. monosyllabic-word stressed-
context condition).
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The difference between conditions was statistically tested by computing the average
fixation proportion to the competitor picture over a time window extending from 300 to
900 ms. Analyses of variance (ANOVAs) were performed on these fixation proportions
with participants (F1) and with items (F2) as the repeated measures. The 300–900 ms time
window corresponded to the interval over which fixation proportions to the competitor
picture were higher than fixation proportions to the distractor pictures. Over this time
interval, the average proportion of fixations to the competitor picture was 28% in the
monosyllabic-word condition and 23% in the carrier-word condition. A one-way ANOVA
(monosyllabic condition vs. carrier condition) indicated that this difference was reliable
(F1ð1; 29Þ ¼ 11:6, P , 0:005; F2ð1; 27Þ ¼ 5:5, P , 0:05).
A notable aspect of the data concerns the time interval over which the difference in
competitor fixations between the monosyllabic-word and carrier-word conditions was
largest. As is apparent in Fig. 2, this difference between conditions was modest early on
and became large later in time. Considering that the target words in the monosyllabic-word
and carrier-word conditions differed in their ambiguous sequence only, one may have
expected to observe a larger effect of the realization of the ambiguous sequence between
300 and 550 ms, that is, during the time window over which this sequence, of about 250
ms, was heard and processed. However, such an expectation is based on the assumption
that the acoustic realization of the ambiguous sequence would contain specific acoustic
cues biasing its interpretation. The observed pattern suggests that these signals occurred
late in the sequence, and/or that the interpretation of the ambiguous sequence was biased
by information accumulating over time, rather than by discrete cues favoring one
interpretation or the other.
In order to evaluate whether the size of the effect was reliably stronger after rather than
while the ambiguous sequence was processed, we conducted a two-way (Condition £
Time Window [300–550 ms vs. 550–900 ms]) ANOVA. The difference in competitor
fixation proportion across the monosyllabic- and carrier-word conditions was small
between 300 and 550 ms (31% in the monosyllabic-word vs. 28% in the carrier-word
condition) but large between 550 and 900 ms (26% vs. 19%). There was a main effect of
Condition (F1ð1; 29Þ ¼ 9:6, P , 0:005; F2ð1; 27Þ ¼ 4:9, P , 0:05), and a main effect of
Window (F1ð1; 29Þ ¼ 23:2, P , 0:001; F2ð1; 27Þ ¼ 10:1, P , 0:005), but the interaction
did not reach significance (F1ð1; 29Þ ¼ 1:9, P . 0:10; F2ð1; 27Þ ¼ 3:1, P . 0:05). Thus,
this analysis does not provide compelling evidence that the effect of the cross-splicing
manipulation changed over time.
An additional aspect of the data as shown in Fig. 2 is noteworthy: the time interval over
which the fixation proportion to the competitor was higher than that to the distractors. The
interval extended for about 600 ms (i.e. from 300 ms up to 900 ms), even in the carrier-word
condition. As is apparent in Fig. 2, fixations to the competitor picture began to increase
around 300 ms, and began to decrease between 550 and 600 ms after target onset, thus
between 250 and 300 ms after the point at which fixations start to reflect the uptake of the
critical acoustic information. The duration of the ambiguous sequence was approximately
250 ms (245 ms in the carrier-word condition and 265 ms in the monosyllabic-word
condition). Thus, the drop in competitor fixations at this point reflects the fact that, after the
ambiguous sequence, the signal continued to provide support for a carrier-word
interpretation (e.g. the sequence /st@r/ being consistent with the “hamster” interpretation),
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thus accumulating more evidence in favor of the target picture, to the detriment of the
competitor picture. However, competitor fixations remained quite high for an extended
amount of time after the point where they started to drop, that is, from 550–600 to 900 ms.
This time interval, over which the competitor fixations decreased before they merged with
the distractor fixations, appears to be larger than those found in past eye-tracking studies
examining the activation of cohort-like competitors, such as the activation of beetle when
the target word beaker is heard (Allopenna et al., 1998; Dahan, Magnuson, & Tanenhaus,
2001; Dahan, Magnuson, Tanenhaus, & Hogan, 2001). Assuming that the time window over
which competitor fixations remain higher than distractor fixations reflects the time course of
competitor activation, the activation of the competitor (which corresponds to the
monosyllabic word embedded in the target word) remained high for a substantial amount
of time after it started to decrease. We will return to this point in Section 5.
2.2.2. Experiment 1B
Experiment 1B was identical to Experiment 1A in all aspects except for the ambiguous
sequences used in the monosyllabic-word condition. Here, these sequences had been
produced as monosyllabic words followed by an unstressed syllable.
On a few trials, participants erroneously moved the competitor picture instead of the
target picture without correcting their choice (15 out of 840 trials, 1.8% of the data). These
trials were excluded from the analyses. Fig. 3 presents the fixation proportions to the target
picture, the competitor picture, and to the averaged distractor pictures, from 0 to 1000 ms
after the onset of the target word. At the onset of the target word, fixation proportions to
various pictures did not differ. Around 300 ms after target onset, fixation proportions to the
target and competitor pictures began to increase, while those to the distractor pictures began
to decrease. Fixation proportions to the competitor picture remained higher than those to the
distractor pictures until around 900 ms, where they merged again. This pattern is consistent
with what was found in Experiment 1A. However, the difference in competitor and target
fixations between the carrier-word and the monosyllabic-word conditions, although in the
same direction, was noticeably smaller than that found in Experiment 1A.
The fixation proportion to the competitor picture, averaged over the 300–900 ms time
window, was 27% in the monosyllabic-word condition and 24% in the carrier-word
condition. A one-way ANOVA (monosyllabic condition vs. carrier condition) on the
average fixation proportions revealed that this difference was significant by participants but
not by items (F1ð1; 29Þ ¼ 5:9, P , 0:05; F2ð1; 27Þ ¼ 1:5, P . 0:10), suggesting large
variability across items. A two-way (Condition £ Time Window [300–550 ms vs. 550–900
ms]) ANOVA revealed a significant effect of Window (F1ð1; 29Þ ¼ 65:7, P , 0:001;
F2ð1; 27Þ ¼ 19:1, P , 0:001), an effect of Condition significant only by participants
(F1ð1; 29Þ ¼ 5:2, P , 0:05; F2ð1; 27Þ ¼ 1:4, P . 0:10), and no interaction (F1 and F2 , 1).
In order to compare the pattern of results from Experiments 1A and 1B, a two-way
(Condition £ Experiment) ANOVA was conducted over the 300–900 ms time window.
Experiment was treated as a between-subjects factor in the F1 analysis and as a within-
items factor in the F2 analysis. There was a main effect of Condition (F1ð1; 58Þ ¼ 17:4,
P , 0:001; F2ð1; 27Þ ¼ 4:8, P , 0:05), no main effect of Experiment, and no interaction
between the two factors. Thus, the stress status of the syllable following the monosyllabic
word does not appear to have a systematic impact on lexical disambiguation. However,
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the inter-item variability across items observed in Experiment 1B but not in Experiment
1A (with the same sampling procedure and statistical power in both experiments) suggests
that embedding disambiguation is determined by another factor than the lexical origin of
the ambiguous sequence.
2.3. Discussion
Experiment 1 examined whether the acoustic realizations of a monosyllabic word and
the first syllable of its carrier word differ in a way that affects lexical interpretation. Using
cross-splicing, we presented participants with lexically and phonemically identical
sentences containing a carrier word (e.g. hamster). However, the first syllable of that word,
that is, the ambiguous sequence, originated from another recording of the carrier word or
from the recording of a monosyllabic word. This manipulation was realized with
the monosyllabic word originally followed by a stressed syllable (Experiment 1A) and by
an unstressed syllable (Experiment 1B).
Experiment 1A showed that participants fixated the competitor picture representing
the monosyllabic-word interpretation of the ambiguous sequence more when that
ambiguous sequence originated from the recording of a monosyllabic word than when it
Fig. 3. Proportion of fixations over time for the target, competitor, and averaged distractors, for the monosyllabic-
word condition and the carrier-word condition in Experiment 1B (carrier-word vs. monosyllabic-word
unstressed-context condition).
A.P. Salverda et al. / Cognition 90 (2003) 51–8968
originated from the recording of a carrier word. This demonstrates that a phonemically
identical sequence can contain cues that modulate its interpretation. This is an important
result because it confirms that listeners’ uptake of information from the acoustic signal
cannot be captured by a purely phonemic description of the sequence. This finding is
consistent with what Davis et al. (2002) reported, using a different task and different
materials.
Experiment 1B showed a similar pattern of results, but the bias in interpreting the
ambiguous sequence as a monosyllabic word when it originated from a monosyllabic word
was numerically reduced and not significant by items. This is reflected in the visual
inspection of Figs. 2 and 3: the difference in competitor fixations between the
monosyllabic- and carrier-word conditions was smaller in Experiment 1B than in
Experiment 1A. The non-significant interaction between Experiment and Condition,
however, suggests that the stress status of the following syllable is a prosodic factor that
does not reliably influence the lexical interpretation of the ambiguous sequence.
Nevertheless, the failure to find a robust effect of the splicing manipulation in Experiment
1B, with the same statistical power as Experiment 1A and closely matched stimuli, is
important because it indicates that the lexical disambiguation of an embedded sequence
may not be as systematic a phenomenon as Davis et al. (2002) concluded. It also
challenges the suggestion that the acoustic cues that contribute to this disambiguation are
lexically determined (i.e. are stored lexically in the speech production system). This is
because such an account does not predict variability – other than noise – in the production
of disambiguating cues.
One way of accounting for this variability, as we suggested in Section 1, is to assume
that the lexical disambiguation of an ambiguous sequence is influenced by the presence
and/or strength of a prosodic boundary following a monosyllabic word, rather than by the
mere production of a monosyllabic or longer word. The realization of a monosyllabic word
may differ from that of the first syllable of a carrier word because a major prosodic-
constituent boundary is likely to follow the former, but not the latter. Recall that the
sequence was longer, on average, when produced as a monosyllabic word than as a carrier
word, and slightly longer when the monosyllabic word was followed by a stressed syllable
than by an unstressed syllable. If sequence duration is taken as an index of the presence
and/or strength of a prosodic boundary (e.g. Beckman & Edwards, 1990; Turk &
Shattuck-Hufnagel, 2000), the phonetic correlates of a prosodic boundary were often
produced when the sequence corresponded to a monosyllabic word, but not when the
sequence corresponded to the first syllable of a longer word. Likewise, a prosodic
boundary may have been more often or more strongly marked in the utterances selected in
the monosyllabic-word stressed-context condition than in those selected in the
monosyllabic-word unstressed-context condition. This hypothesis also assumes that the
acoustic correlates of a prosodic boundary, such as segmental lengthening,3 are used
3 The term “segmental lengthening” implies a reference duration, and the computation of such reference almost
certainly involves the preceding prosodic context in which the lengthened sequence occurs. For example,
durational lengthening of a sequence could be assessed after establishing that its segments are longer than what
would be expected given, for instance, the speaker’s speech rate. However, because we lack a model of how such
a reference duration is computed, we will use the absolute duration of the sequence as an estimate of its relative
value.
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probabilistically by listeners. The larger the boundary, as characterized by its acoustic
correlates, the larger the bias to interpret the sequence as corresponding to an embedded,
monosyllabic word.4
In order to evaluate the prosodic-boundary hypothesis, we computed the correlation
over the 28 items between the difference in duration between the monosyllabic-word and
carrier-word sequences and the difference in competitor fixations between the
monosyllabic-word and carrier-word conditions over the 300–900 ms time window,
thus factoring out item- and picture-dependent variability. A very strong relationship
between these two measures was observed (for Experiment 1A: rð26Þ ¼ 0:61, P , 0:001;
for Experiment 1B: rð26Þ ¼ 0:54, P , 0:005; for both experiments: rð54Þ ¼ 0:59,
P , 0:001). These correlations suggest that the degree to which the competitor picture
is considered is related to the duration of the ambiguous sequence, which, we argue,
reflects the strength of a prosodic boundary. The longer the sequence, the more it is
interpreted as a monosyllabic word. This is consistent with our claim: a lexical-
interpretation bias would result from the presence of acoustic characteristics associated
with a prosodic boundary, such as durational lengthening. Interestingly, Davis et al. (2002)
reported a significant correlation between the magnitude of durational and F0 differences
between monosyllabic- and carrier-word stimuli (from naive and non-naive speakers) and
listeners’ ability at predicting which word the ambiguous sequence originated from. They
suggested that this relationship reflects the additional contribution to disambiguation of
prosodic-boundary cues after the monosyllabic words, produced by the naive speakers but
not by the non-naive speaker. In our view, there is only one factor responsible for lexical-
embedding disambiguation, namely, the production of prosodic boundaries, which
manifests itself in a variable and gradient manner. This naturally explains the effect of the
origin of the sequence (from a monosyllabic or carrier word) on its interpretation.
Before pursuing our enterprise of validating the prosodic-boundary hypothesis, an
alternative account of our results needs to be considered. This account hinges on the
interdependency between duration and processing time. Zwitserlood and Schriefers (1995)
demonstrated that the degree of activation of a word increases as the length of the portion
of the signal consistent with it increases, but also as more time for processing a short
portion of the signal is allowed. This suggests that activation accrues over time, even in the
absence of additional bottom-up support. A long ambiguous sequence would thus allow
the activation of all candidates that are consistent with it to accrue more than a shorter
sequence would, until the signal disambiguates between the candidates. This predicts
4 An alternative explanation for the difference in lexical disambiguation between Experiments 1A and 1B bears
on the influence of coarticulatory information from the following context on the sequence’s realization. While the
consonant or consonant cluster following the sequence was exactly matched across all three conditions (e.g.
the sequence “ham” was followed by “st” in the carrier-word, the monosyllabic-stressed context condition and the
monosyllabic-unstressed context condition), the following vowel was not always identical. The reduced vowel /@/
in the carrier-word condition was substituted by the full vowel // in 18 out of the 28 items in the monosyllabic-
stressed context condition, but only in four items in the monosyllabic-unstressed context condition. Coarticulation
of these context vowels with the sequence vowels might have differentially affected the realization of the
sequence vowels, thus providing listeners with non-durational cues to lexical interpretation. This alternative
explanation can be rejected on the basis of the results of Experiments 2 and 3, where the duration of the sequence,
rather than the context in which it was originally produced, biased its lexical interpretation.
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higher activation levels for all words consistent with the input when the duration of the
input increases. This could account for higher fixation proportions to the competitor
picture for long ambiguous sequences than for short ambiguous sequences.
The fact that lower fixation proportions to the target picture were observed when the
ambiguous sequence was longer than when it was shorter seems at first incompatible with
an explanation of the present results in terms of an increase of lexical activation with
increased processing time. This is because more processing time should equally benefit the
activation of all consistent words. However, active candidates inhibit each other
proportionally to their own activation, and word activation varies with the word’s lexical
frequency. As the activation of frequent words increases with processing time, the
activation of less frequent competitors decreases. In this experiment, and in the Dutch
language in general, short words tend to be more frequent than their carrier words. The
more active short words are, the more they can inhibit their long, carrier competitors,
resulting in lower fixation proportions to the target (carrier) pictures as fixation proportions
to the competitor (monosyllabic) pictures increase. Averaged across items, our results are
compatible with this alternative account. However, a number of analyses conducted on
Experiment 1A’s results provide no support for this account. In particular, when looking at
the few items for which the frequency of the target (carrier) word (on the basis of the
CELEX database) could reliably be assessed as being higher than that of the competitor
(monosyllabic) word (namely, kei-kijker, lei-leiding, schil-schilder, sla-slager, and pin-
pinda), fixation proportions to the target over time were lower when the sequence
durations were longer than when the sequences were shorter. This is the reverse of what
the account based on an increase of lexical activation with increased processing time, in
interaction with frequency, would predict. Furthermore, there were weak and non-
significant correlations between the difference in frequency between the target (carrier)
word and the competitor (monosyllabic) word and the size of the effect (i.e. the difference
between carrier- and monosyllabic-word conditions) on target fixations in the 300–900 ms
time interval (rð26Þ ¼ 20:02), and on competitor fixations in this interval (rð26Þ ¼ 0:09).
There is thus no supporting evidence for an account of our results in which an increase of
competitor activation would result from an increase in processing time for longer
sequences.
In order to further examine how systematically the production of monosyllabic words
or longer words provides disambiguating information, we replicated Experiment 1A with
different spoken stimuli. We evaluated the lexical interpretation of an ambiguous sequence
as a function of the context in which it originally occurred (i.e. in a carrier word or as a
monosyllabic word followed by a stressed syllable). However, in contrast with Experiment
1A, we specifically selected the tokens used to create cross-spliced carrier words such that,
for each item, the difference in the ambiguous-sequence duration between the carrier-word
and monosyllabic-word conditions was minimized (Experiment 2) or opposite to
Experiment 1A’s pattern (Experiment 3). These manipulations directly tested the claim
that the duration of an ambiguous sequence, more than the word it originates from,
governs its lexical interpretation. Such a role of sequence duration would be consistent
with the hypothesis that the disambiguation of lexical embedding mostly depends on the
presence of acoustic cues such as segmental lengthening that mark the presence of a
prosodic boundary.
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3. Experiment 2
Experiment 2 evaluated the lexical interpretation of an ambiguous sequence that
originated from a carrier word or a monosyllabic word when the sequence’s duration was
held constant between these conditions. Under the assumptions that (a) the durational
lengthening of the segments of a sequence can be taken as an estimate of the presence
and/or strength of a prosodic boundary following the sequence, and (b) the presence of a
prosodic boundary results in a bias in favor of lexical candidates whose word boundaries
are aligned with the hypothesized prosodic boundary, we predicted that eliminating the
sequence-duration difference associated with the context in which the sequence was
produced (monosyllabic or carrier word) would result in reducing or even eliminating the
effect of this context on the lexical interpretation of the sequence.
3.1. Method
3.1.1. Participants
Thirty native speakers of Dutch, all students at the University of Nijmegen, took part in
the experiment. None of them had participated in Experiments 1A or 1B.
3.1.2. Materials and procedure
Our stimuli were selected from the same source as the stimuli used in Experiment 1A.
Over all the tokens available from our original recording, the duration of the ambiguous
sequence was 248 ms (N ¼ 120, SD ¼ 42 ms) when it originated from a carrier word and
253 ms (N ¼ 142, SD ¼ 40 ms) when it corresponded to a monosyllabic word followed by
a stressed syllable. As these numbers make clear, the two distributions of sequence
duration overlapped to a great extent. Specific tokens of the carrier- and monosyllabic-
word sentences were selected from the original recording such that the sequence-duration
difference between the two sentence types, for each of the 28 items, was as small as
possible. The average duration of the sequence was 248 ms (SD ¼ 42 ms) in the carrier-
word condition and 250 ms (SD ¼ 40 ms) in the monosyllabic-word condition. The
difference in the sequence duration across conditions was thus 2 ms on average, ranging
from24 to 32 ms. For 22 of the 28 items, the difference was less than 5 ms. The averaged
values in both conditions were very similar to the averaged sequence duration in the
carrier-word condition of Experiment 1A (245 ms). Measures of the mean F0 value on the
sequences’ vowel showed a negligible difference between the conditions (265 and 264 Hz
in the carrier-word and the monosyllabic-word conditions, respectively).
Cross-spliced sentences were created using the same procedure as in Experiment 1.
Design, procedure, and coding were the same as in Experiment 1.
3.2. Results and discussion
Fifteen trials were excluded from the analysis, either because participants erroneously
moved the competitor picture without correcting their choice (12 out of 840 trials, 1.4% of
the data) or because participants did not fixate the target picture before moving it (three
trials, 0.4% of the data). Fig. 4 presents the proportion of fixations over time to the target
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picture, the competitor picture, and to the averaged distractor pictures. As is immediately
apparent from the graph, the fixation proportions to the target and competitor did not differ
across conditions. In both conditions, fixation proportions to target and competitor began
to rise while fixation proportions to the distractors began to decrease around 200 ms after
the target-word onset, thus slightly earlier than in Experiment 1. Fixations to the
competitor remained higher than to the distractors until around 900 ms.
The average fixation proportions to the competitor picture, computed over a 300–900
ms time window, confirmed this visual impression. The proportion of fixations to the
competitor picture was 25% in the carrier-word condition and 25% in the monosyllabic-
word condition. A one-way (carrier vs. monosyllabic) ANOVA confirmed the absence of
an effect of Condition (F1 , 1; F2 , 1). A two-way (Condition £ Experiment) ANOVA
on fixation proportions to the competitor picture over the 300–900 ms interval was
conducted in order to compare the results of Experiment 1A and Experiment 2.
Experiment was treated as a between-subjects factor in the F1 analysis and as a within-
items factor in the F2 analysis. The analysis revealed a significant effect of Condition,
although this effect was marginal by items (F1ð1; 58Þ ¼ 4:2, P , 0:05; F2ð1; 27Þ ¼ 3:4,
P ¼ 0:08), no main effect of Experiment, and, importantly, a significant interaction
between Condition and Experiment (F1ð1; 58Þ ¼ 4:0, P , 0:05; F2ð1; 27Þ ¼ 4:2,
P ¼ 0:05).
Fig. 4. Proportion of fixations over time for the target, competitor, and averaged distractors, for the monosyllabic-
word condition and the carrier-word condition in Experiment 2.
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In Experiment 2, participants were thus equally likely to fixate the competitor
picture whether the ambiguous sequence was originally produced as a monosyllabic
word or as the first syllable of a carrier word. This is in sharp contrast with Experiment
1A’s results, even though the conditions were defined and operationalized in identical
terms. The only difference between these two experiments was whether the tokens used
to construct cross-spliced sentences were randomly chosen or specifically selected in
terms of the duration of the ambiguous sequence. When the duration of the sequence
was matched between the monosyllabic-word and carrier-word conditions and equally
short, there was no influence of the origin of the ambiguous sequence on its lexical
interpretation.
This result shows that the production of monosyllabic or longer words does not
always disambiguate between the two lexical interpretations. This finding, and the
evidence from our recording that the sequence-duration distributions from monosyllabic
and carrier words overlap to a large extent, call into question the possibility that the
production of disambiguating cues to onset embedding is lexically determined. By
contrast, the present results are in agreement with our claim that lexical interpretation is
modulated by the presence of acoustic correlates to prosodic boundaries, such as
sequence lengthening. If an ambiguous sequence is long, as in the monosyllabic-word
condition from Experiment 1A, lexical candidates that require a word boundary aligned
with the phonetically marked prosodic boundary are favored. When the sequence is
short, as in both conditions in Experiment 2, no bias in lexical interpretation is
observed.
4. Experiment 3
Experiment 3 aimed to provide a stronger test of the hypothesis that the presence of
prosodic boundaries, as acoustically marked by segmental lengthening, favors lexical
candidates whose edges are aligned with such boundaries. We selected sequence tokens
such that the tokens produced as a monosyllabic word (followed by a stressed syllable)
were shorter than the tokens produced as the first syllable of a carrier word. The sequence-
duration pattern in Experiment 3 was thus reversed from the pattern present in Experiment
1A’s stimuli and from the overall pattern in our recording. If the duration of the sequence,
as an index of a prosodic boundary, determines the degree to which a monosyllabic-word
interpretation is considered, we predicted that we would observe more fixations to the
competitor picture (associated with the monosyllabic-word interpretation) when the
ambiguous sequence was long but originated from a carrier word than when the sequence
was short but corresponded to a monosyllabic word.
4.1. Method
4.1.1. Participants
Thirty native speakers of Dutch, all students at the University of Nijmegen, took part
in the experiment. None of the students had participated in any of the previous
experiments.
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4.1.2. Materials and procedure
New cross-spliced stimuli were created by selecting from the original recording tokens
for which the ambiguous sequence had the longest duration when it had been produced as
part of a carrier word and tokens for which the sequence had the shortest duration when it
had been produced as a monosyllabic word followed by a stressed syllable. As a result, the
carrier-word sequence was longer than the monosyllabic-word sequence for 21 out of the 28
items (267 ms [SD ¼ 42 ms] vs. 236 ms [SD ¼ 42 ms], with duration differences between
the two conditions ranging from 8 to 73 ms). For the remaining seven items, the sequence
was always longer (or of an equal duration) when produced as a monosyllabic word than
when produced as part of a carrier word. These seven items were included in the experiment,
but excluded from all analyses. There was a negligible difference in the mean F0 on the
sequences’ vowels between the monosyllabic-word condition (261 Hz) and the carrier-word
condition (266 Hz). Design, procedure, and coding were identical to Experiments 1 and 2.
4.2. Results and discussion
On a few trials, participants erroneously moved the competitor picture rather than the
target picture (three out of 630 trials, 0.5% of the data). These trials were excluded from the
analyses. Fig. 5 presents the proportion of fixations to the target picture, to the competitor
Fig. 5. Proportion of fixations over time for the target, competitor, and averaged distractors, for the monosyllabic-
word condition and the carrier-word condition in Experiment 3.
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picture, and to the averaged distractor pictures over time, from 0 to 1000 ms after the onset of
the target word. As in the previous experiments, at around 300 ms, target and competitor
fixation proportions began to rise and distractor fixation proportions began to decrease.
There was a major effect of conditions such that, around 550 ms after target-word onset,
participants tended to fixate the competitor picture more when the ambiguous sequence
originated from a carrier word but was of a long duration than when it originated from a
monosyllabic word but was of a short duration.
Over the 300–900 ms time window, the average proportion of fixations to the
competitor picture was 21% in the monosyllabic-word condition and 24% in the carrier-
word condition. A one-way ANOVA showed that this effect was statistically not
significant (F1ð1; 29Þ ¼ 2:2, P . 0:10; F2ð1; 20Þ ¼ 1:5, P . 0:10). A two-way
(Condition £ Time Window [300–550 ms vs. 550–900 ms]) ANOVA revealed no
main effect of Condition (F1ð1; 29Þ ¼ 1:2, P . 0:10; F2ð1; 20Þ , 1), a main effect of
Window (F1ð1; 29Þ ¼ 22:8, P , 0:001; F2ð1; 20Þ ¼ 16:5, P , 0:005) and, crucially, a
significant interaction (F1ð1; 29Þ ¼ 4:6, P , 0:05; F2ð1; 20Þ ¼ 6:7, P , 0:05). The
difference in competitor fixations was small and not significant over the 300–550 ms
time window (29% in the monosyllabic-word condition and 27% in the carrier-word
condition; F1 , 1; F2 , 1), but large and significant between 550 and 900 ms (15% vs.
22%; F1ð1; 29Þ ¼ 8:5, P , 0:01; F2ð1; 20Þ ¼ 7:4, P , 0:05). There was also a significant
correlation between the difference in duration between the monosyllabic-word and carrier-
word conditions and the difference in the competitor fixation proportion over the 550–900
ms interval between these two conditions (rð19Þ ¼ 0:54, P , 0:01; this correlation was
also significant for the 300–900 ms time interval, rð19Þ ¼ 0:72, P , 0:001).
A two-way (Condition £ Experiment) ANOVA on the fixation proportions to the
competitor picture over the 550–900 ms interval was conducted, comparing the results of
Experiments 1A and Experiment 3, after excluding from the Experiment 1A data the seven
items that were excluded from the Experiment 3 analyses. Experiment was treated as a
between-subjects factor in the F1 analysis and as a within-items factor in the F2 analysis.
The analysis revealed a significant effect of Experiment (F1ð1; 58Þ ¼ 8:8, P , 0:005;
F2ð1; 20Þ ¼ 11:7, P , 0:005), a non-significant effect of Condition, and a significant
interaction (F1ð1; 58Þ ¼ 13:5, P , 0:005; F2ð1; 20Þ ¼ 11:9, P , 0:005).
Experiment 3 confirmed that the duration of the ambiguous sequence, more than its
lexical origin (i.e. excised from a monosyllabic word or the first syllable of a carrier word),
influences its interpretation. Long sequences tended to be interpreted as mapping onto a
monosyllabic word more than short sequences did. By selecting sequences from the same
recording as in Experiment 1A on the basis of their duration, we were able to make the
fixation pattern observed in Experiment 1A reverse. This confirms the importance of
sequence duration in modulating the lexical interpretation of ambiguous sequences.
5. General discussion
This study examined the contribution of subphonemic, fine-grained acoustic cues to the
activation of short words that occur at the onset of longer words, such as the monosyllabic
word ham present at the onset of the carrier word hamster. Spliced carrier words
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(e.g. hamster) were created by replacing the first syllable of an original recording of the
carrier word with the recording of a monosyllabic word (e.g. ham) or with another token of
the carrier word’s first syllable. The effect of this manipulation on lexical access was
evaluated by collecting participants’ fixations to a picture representing the monosyllabic
word (the competitor picture, e.g. the picture of a ham), as the spliced carrier word was
heard. The proportion of fixations to the competitor picture was taken to reflect the degree
of lexical activation of the monosyllabic word as the spliced carrier word was heard.
Experiment 1 showed that the competitor picture was fixated more when the first
syllable of the spliced carrier word originated from a recording of the monosyllabic word
than when it originated from another recording of the carrier word, revealing that the
lexical interpretation of the ambiguous sequence (i.e. the first syllable of the spliced carrier
word) was modulated by subphonemic acoustic cues. This demonstrates that the acoustic
signal contained information that a purely phonemic description cannot capture. While
this effect was found to be large and fully statistically reliable in Experiment 1A, where the
monosyllabic word had been followed by a stressed syllable in its original recording, it
was smaller and not fully significant in Experiment 1B, where the monosyllabic word had
been followed by an unstressed syllable. Nevertheless, the statistically non-significant
interaction between Experiments 1A and 1B suggests that the stress status of the following
syllable does not have a reliable impact on the lexical interpretation of the ambiguous
sequence. Rather, Experiment 1’s results suggest that the disambiguation of an embedded
sequence is subject to variability that the lexical origin of the embedded sequence could
not account for.
Experiment 2 replicated Experiment 1A with different spliced stimuli. The spliced
carrier words were created with tokens of the monosyllabic words and of the first syllable
of the carrier words selected from our original recording with approximately equally short
durations. The fixations to the competitor picture did not differ as a function of the origin
of the ambiguous sequence of the spliced carrier word. In Experiment 3, the spliced carrier
words were created with tokens of the monosyllabic words that were shorter than the
tokens of the first syllable of the carrier words, in effect reversing the durational pattern of
Experiment 1’s stimuli. This time, the competitor picture was fixated more when the
ambiguous sequence originated from the carrier word than when it originated from
the monosyllabic word. Taken together, these results demonstrate that the duration of the
ambiguous sequence, more than the word it originates from, determines its lexical
interpretation.
The present study thus makes three important empirical contributions. First, it
replicates the finding reported by Davis et al. (2002) with a different task, a different
dependent measure, and a different language. Second, it extends it considerably by
providing evidence that the production of a monosyllabic word or of the initial portion of a
longer word does not always contain acoustic cues to disambiguation; which stimulus
tokens were used affected the results. This possibility is rarely acknowledged in
psycholinguistic research, where most often only one token per stimulus is tested. Third,
this study contributes to our understanding of how the acoustic characteristics of
embedded sequences can reduce lexical ambiguity by experimentally showing that the
duration of the sequence, rather than its lexical origin, governs the degree to which lexical
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candidates are considered. A long sequence tends to be interpreted as corresponding to a
monosyllabic word more than a short sequence does.
These results have implications for accounts of speech production and for accounts of
speech perception. We have argued that the differences between monosyllabic words and
the first syllables of carrier words are a function of the prosodic structures that speakers
build during the production of continuous speech. This claim is strongly supported by
research in phonetics and phonology (as reviewed in Section 1), which has shown that
prosodic boundaries influence the duration of preboundary segments. The prosodic-
boundary hypothesis also provides a natural explanation for the variability that we have
observed between productions of sentences with monosyllabic words and those with
carrier words, and within the sets of each sentence type. Because the prosodic structure of
an utterance is in part governed by factors that are independent of the morphosyntactic
structure of the utterance, such as the speaker’s speech rate, the production of a prosodic
boundary after a monosyllabic word is not mandatory. Nevertheless, the acoustic
correlates of a prosodic boundary are more likely to be associated with a monosyllabic
word than with the first syllable of a polysyllabic word. As a result, a monosyllabic word
tends to be of longer duration than the corresponding initial portion of a longer word, as
was the case for the Davis et al. (2002) stimuli and for the Experiment 1 stimuli. Likewise,
a prosodic boundary (and thus a longer word duration) was produced in our stimuli more
often or more strongly when the monosyllabic word was followed by a stressed syllable
than by an unstressed syllable, accounting for the robust effect of splicing in Experiment
1A and the inter-item variability observed in Experiment 1B.
In Section 1, we described an alternative account of the origin of these durational
differences, namely, that they arise because they are lexically determined (i.e. durational
information is specified as part of the lexical representation of words in the speech
production system). Our results cast doubt on this account. It predicts that there should be
two rather distinct sequence-duration distributions, depending on whether the sequence was
produced as a monosyllabic word or as part of a longer word. Instead, we observed largely
overlapping duration distributions. Furthermore, if durational information were lexically
specified, the random selection of tokens in the monosyllabic-word conditions of
Experiments 1A and 1B would have been made on the same duration distribution (i.e.
that associated with monosyllabic words), predicting equivalent statistical outcomes on
lexical disambiguation across these experiments, contrary to what we observed. Our results
on the variability in surface realizations of sequence durations suggest that even if those
durations were lexically specified, they would need to be adjusted post-lexically. The
influence of prosodic structure on speech production could provide exactly that kind of post-
lexical adjustment. Given the assumption that sequence duration is specified by prosodic
structure, however, any prior lexical specification of duration appears to be redundant.
With regard to perception, we propose that the bias in interpreting an ambiguous
sequence as a monosyllabic word, rather than a longer word, results from listeners
predicting a prosodic boundary immediately following that sequence. We suggest that a
prosodic structure is built in parallel to the lexical analysis of the utterance and that the
presence of segmental lengthening favors lexical candidates whose word boundaries are
aligned with the predicted prosodic boundary. We thus take an integrated view of the
production and perception of segmental variations in continuous speech, in which both
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processes involve the computation of prosodic structure. It has been suggested that
prosodic representations are computed as an utterance is processed, and that such
representations contribute to processes such as the assignment of syntactic structure (e.g.
Carlson, Clifton, & Frazier, 2001; Kjelgaard & Speer, 1999). If a prosodic structure has to
be computed to contribute to establishing the syntactic structure of an utterance, it can also
be used to modulate lexical activation.
According to our proposal, aspects of this prosodic structure, such as the edges of
prosodic constituents equal to or higher than the word, could contribute to increasing the
activation of lexical candidates whose boundaries are aligned with the hypothesized
prosodic boundary. The effect of prosodic structure on lexical activation would operate in
a probabilistic fashion so as to reflect the probabilistic relationship between segmental
lengthening and the hypothesized word boundary. As demonstrated in the current study, a
word boundary can occur after a sequence of a relatively short duration (Experiment 2)
and segmental lengthening does not always coincide with a word boundary, presumably
caused by other prosodic phenomena such as pitch accents (Experiment 3). Thus, the
contribution of prosodic structure to lexical activation needs to be probabilistic.
Furthermore, lexical information should be able to contribute to revising the prosodic
structure if later-occurring segmental information most strongly supports a lexical
hypothesis that is inconsistent with the hypothesized prosodic constituent.
Our pattern of results, however, is consistent with other accounts of lexical-
embedding disambiguation. Exemplar models (e.g. Goldinger, 1998; Johnson, 1997a),
for example, could in principle account for our results. In such models, fine-grained
acoustic detail is represented in multiple lexical exemplars. The lexical representations
of monosyllabic words could be characterized, among other things, by longer durations,
and exemplars of carrier words could have shorter initial portions. This kind of model
could thus explain the bias to interpret an ambiguous sequence as a monosyllabic word
rather than as the initial part of a longer word when the acoustic realization of the
sequence is longer: the more a token would match existing monosyllabic exemplars, the
more likely it would be to be interpreted as a monosyllable. Johnson (1997b) provided
simulations of an exemplar-based model that demonstrated such a bias. As the acoustic
realization of the vocalic part of the word cap was presented to the model, the
activation of the longer word catalog dropped while the activation of the words cat and
cap remained high. The model was thus able to use the acoustic cues that were present
in the tokens it had been trained on that distinguished monosyllabic words from longer
words, and it was able to do so without explicitly encoding those cues in an abstract
representation.
Another class of models that could potentially account for our results are those in
which representations are more abstract than in exemplar models. Such models,
including TRACE (McClelland & Elman, 1986), Shortlist (Norris, 1994) and the
DCM (Gaskell & Marslen-Wilson, 1997) have abstract prelexical representations that
recode the speech signal in some way prior to lexical access. In these models, fine-
grained acoustic information could modulate lexical activation without the involve-
ment of prosodic representations if it were encoded in prelexical representations and
if the resulting activation of those representations were passed on to lexical
representations.
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The evidence presented here therefore does not demonstrate that lexical-embedding
disambiguation is achieved via the computation of a prosodic structure by listeners.
Attempts should be made to test this prosodic account against these alternative
accounts. A challenge for any model is to specify exactly how fine-grained acoustic
information, such as the segmental lengthening of ambiguous sequences, contributes to
differential lexical activation. Regardless of how sequence duration influences lexical
activation, it is most likely to be first analyzed in a context-dependent fashion.
Variability in syllable durations in normal speech (e.g. as a function of speaking rate
and style) is much greater than that in our experimental materials. Despite the fact that
absolute sequence duration was a good predictor of the effects in the present study, this
is unlikely to generalize across all types of utterance (e.g. the same absolute duration
may be relatively long in one context and relatively short in another). Considerable
work is therefore still required to establish how fine-grained acoustic details are used in
a context-conditioned manner.
Finally, the exact nature of the acoustic cues that distinguish monosyllabic words from
the initial portion of longer words needs to be established. The series of experiments
presented here demonstrates that sequence duration is predictive of a bias in lexical
interpretation. We used sequence duration as an index of the presence and/or strength of a
prosodic boundary, based on the well-established effect of prosodic boundaries on
preboundary segment duration (e.g. Beckman & Edwards, 1990; Turk &
Shattuck-Hufnagel, 2000; Wightman et al., 1992). However, this in itself does not
demonstrate that sequence duration is the dimension over which the computations leading
to differential lexical activation take place. Segmental lengthening is likely to coincide
with or trigger the realization of other acoustic cues, such as a larger pitch movement or
degree of articulation. For example, in an analysis of linguopalatal contact in reiterant
speech, Fougeron and Keating (1997) have shown that vowels are produced with greater
articulatory magnitude in final position in the prosodic domain. Some or all of these
acoustic cues may contribute to the postulation of a prosodic boundary, in proportion to the
degree to which each cue is predictive of a word boundary.5 Because segmental
5 Measurements of the formant frequencies F1 and F2 on the sequences’ vowels in the monosyllabic-word and
carrier-word conditions in Experiment 1 evaluated the extent to which the context in which a sequence was
produced (either as a monosyllabic word or as the first syllable of a longer word) affected the vowels’ degree of
articulation. In Experiment 1, analyses of the F1 and F2 values on the sequences’ vowels indicated that the
vowels’ quality was affected by the context in which the sequence was produced. The vowel space, as defined by
the averaged F1/F2 values for each of the nine different vowels found in the 28 experimental items, tended to be
more expanded for sequences corresponding to monosyllabic words than for sequences found at the beginning of
longer words. The expansion of the phonetic space was assessed by computing all 36 distances between the nine
averaged vowels, and comparing the distances across conditions. Out of the 36 distances, 21 were larger in the
monosyllabic-word stressed-context than in the carrier-word condition, and 23 were larger in the monosyllabic-
word unstressed-context condition than in the carrier-word condition. However, simple sign tests established that
this tendency was statistically unreliable (P . 0:05). The same analyses performed on the formant frequencies of
the sequences’ vowels in Experiments 2 and 3 showed differences in vowel space that were non-significant and,
importantly, inconsistent with the tendency found in Experiment 1 or with the duration patterns manipulated in
these experiments. These analyses, based on the admittedly very limited number of observations our stimuli
offered, provided no reliable evidence that the vowels’ articulation was consistently affected by the presence of a
prosodic boundary.
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lengthening strongly co-occurs with the presence of a word boundary, it is a good
candidate for contributing to hypothesizing such a boundary. Moreover, the time
course of some of the effects observed in the present experiments – weaker early in
the ambiguous sequence than when the final part of the sequence was processed – is
compatible with the view that the lexical interpretation of the sequence becomes
increasingly biased toward a monosyllabic candidate as a long sequence unfolds over
time. Nevertheless, the results of the current study do not directly speak to the issue
of exactly which acoustic cues in the signal are used. Moreover, our cross-splicing
manipulation involved the ambiguous sequence as well as the context that preceded it.
The acoustic cues that contributed to the observed effects could have been located in
the sequence itself, in its preceding context, or in both. Empirical tests involving the
specific manipulation of the sequence’s segmental duration are required to establish its
direct role on lexical activation. Note, however, that if such experiments were to show
that cues other than the sequence’s duration (either in the ambiguous sequence or
earlier) were in fact critical, such findings would not invalidate our more general
suggestion that lexical activation is modulated by cues to prosodic structure.
The current study was motivated by the potential challenge that the pervasiveness of
lexical embedding imposes on word-recognition models. The recognition of a word should
be delayed until after its offset if this word is contained in a longer word. The current study
has shown that the ambiguity resulting from lexical embedding is in fact not always as
adverse as a phonemic transcription of the monosyllabic and carrier words would suggest,
even in conditions where the ambiguity was maximized (by neutralizing semantic context
and having the same phoneme(s) following the sequence). Although the presence of any
bias is important in showing that the signal is encoded beyond the phonemes it contains,
the strength of this bias was modest and the disfavored competitor remained active for a
substantial amount of time after the disambiguating information was available. Davis et al.
(2002) also found that the carrier-word interpretation was not ruled out until substantially
after the disambiguating point (i.e. rejecting captain upon hearing “cap tucked”). These
findings indicate that subtle acoustic cues resulting from segmental lengthening do not
cause candidates to be ruled out. Instead, they appear to operate as a bias, favoring some
alternatives over others.
As we pointed out when discussing Experiment 1A (Section 2.2.1), the time interval
over which the fixations to the competitor picture remained high – after they started
dropping – extended until quite late in time (between 800 and 900 ms in all experiments),
later than what has been observed in past eye-tracking experiments examining the
activation of cohort-like competitors, such as the activation of beetle when the target word
beaker is heard (Allopenna et al., 1998; Dahan, Magnuson, & Tanenhaus, 2001; Dahan,
Magnuson, Tanenhaus, & Hogan, 2001). Such a long interval was observed even when the
ambiguous sequence originated from a carrier word. This suggests that the monosyllabic
competitor remained in the competitor set for a substantial amount of time after bottom-up
support for the carrier word was heard.
This long-lasting activation may have resulted from a number of factors. One obvious
factor is the degree of activation the competitor reached before the information following
the ambiguous sequence was heard and integrated. This activation level is likely to
determine the time it takes for the competitor’s activation to drop back to its resting level.
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The degree of activation of a competitor is affected by the bottom-up support it receives
(both in terms of strength and duration over time) and its lexical frequency. In addition, the
competitor’s activation may be modulated by competition with other activated words, such
as the target word. From that perspective, the presentation of a target word at the end of an
instruction such as “Click on the beaker” (as in Allopenna et al., 1998), where the
segmentation of the target word from its right context is unproblematic, may result in
stronger target activation and hence weaker competitor activation than when the target is
embedded within a sentence, as in the present study. A more intriguing explanation for the
long-lasting activation of the competitor, however, hinges on the fact that the information
following the ambiguous sequence was not inconsistent with the monosyllabic-word
interpretation until either it failed to match an existing word or it could not be parsed in a
syntactically or semantically coherent manner. Competition associated with lexical
embedding would thus take longer to resolve than the competition taking place between
onset-overlapping words, such as candy and candle, where information that is inconsistent
with the competitor is available as soon as the two words diverge. The existence of bottom-
up inhibition (the use of inconsistent information to penalize mismatching words directly) is
subject to debate, since inconsistent words can also be inhibited indirectly, via competition
from matching words (see, e.g. Frauenfelder, Scholten, & Content, 2001). It will thus be
important to determine whether the long-lasting activation of the monosyllabic competitors
in the present study, compared to the activation of onset-overlapping competitors in other
eye-tracking studies, provides evidence for bottom-up inhibition.
Our major finding, however, is that listeners can use the subphonemic acoustic cues
often associated with the production of monosyllabic words, such as segmental
lengthening, to bias their lexical interpretation of an utterance. This finding adds to a
growing body of research that suggests that fine-grained subphonemic information in the
speech signal can modulate lexical activation, both in the recognition of individual words
(Andruski, Blumstein, & Burton, 1994; Dahan, Magnuson, Tanenhaus, & Hogan, 2001;
Marslen-Wilson & Warren, 1994; McQueen, Norris, & Cutler, 1999) and in the
recognition of words in continuous speech (Gow, 2002; Gow & Gordon, 1995; Spinelli,
McQueen, & Cutler, 2003; Tabossi et al., 2000). Our results are also consistent with
Davis et al. (2002), who showed that subphonemic cues can be used to resolve
ambiguities caused by lexical embedding. We propose that the production of the acoustic
cues that assist lexical disambiguation is not determined by properties that are inherent to
the realization of monosyllabic or longer words, but depends on the realization of a
prosodic boundary following monosyllabic words. We also propose that, in perception,
the computation of a prosodic structure, built in parallel to the phonemic encoding of the
signal, can affect lexical activation.
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Appendix A. Stimulus sets
Target Competitor Distractor Distractor
beitel (chisel) bij (bee) vos (fox) trechter (funnel)
bliksem (lightning) blik (can) hark (rake) vissekom (fishbowl)
bokser (boxer) bok (billy-goat) peer (pear) snijplank (chopping board)
cocktail (cocktail) kok (chef) tang (pliers) schommel (swing)
compact-disc (CD) kom (bowl) bel (bell) paprika (pepper)
eikel (acorn) ei (egg) bier (beer) bureau (desk)
hamster (hamster) ham (ham) kraan (tap) wasmachine (washing
machine)
hendel (lever) hen (hen) loep (magnifier) paperclip (paperclip)
kandelaar (candleholder) kan (jug) fee (fairy) grasmaaier (lawn mower)
kijker (binoculars) kei (stone) vaas (vase) molen (windmill)
knipsel (clipping) knip (purse) bas (bass) vogelnest (bird’s nest)
koekepan (frying pan) koe (cow) bril (glasses) piramide (pyramid)
lama (llama) la (drawer) zaag (saw) koptelefoon (headphones)
lampekap (lampshade) lam (lamb) web (web) fornuis (stove)
leiding (pipe) lei (slate) hand (hand) pompoen (pumpkin)
mantel (coat) man (man) boor (drill) ladenkast (dresser)
panda (panda) pan (pan) bloes (shirt) wekker (alarm clock)
panty (panty) pen (pen) mand (basket) radijs (radish)
pinda (peanut) pin (pin) friet (fries) ridder (knight)
regenton (rain barrel) ree (deer) haai (shark) schoorsteen (chimney)
rooster (grid) roos (rose) been (leg) vergiet (colander)
schilder (painter) schil (peel) tol (top) microscoop (microscope)
slager (butcher) sla (lettuce) hoed (hat) piano (piano)
snorkel (snorkel) snor (moustache) pijl (arrow) waaier (fan)
taxi (taxi) tak (branch) berg (mountain) helikopter (helicopter)
tegel (tile) thee (tea) kaas (cheese) ananas (pineapple)
torso (torso) tor (beetle) slee (sleigh) fakkel (torch)
zebra (zebra) zee (sea) stoel (chair) fopspeen (pacifier)
Appendix B. Sentence sets
The first sentence in a sentence triplet corresponds to the carrier-word sentence that was
presented in the experiments. The second and third sentences correspond to the sentences
that mentioned the monosyllabic word in the stressed and unstressed contexts,
respectively. Each sentence is followed by a phonetic transcription reflecting the speaker’s
realization of the carrier word or the monosyllabic word and its subsequent word.
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