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1. Introduction 
Two planes in Euclidean 4-space E4 have two angles. They are the 
stationary values of the angle between the lines I and m, if I runs through 
one plane and m runs through the other plane. If the two angles are equal, 
then the planes are said to be isoclinic. In Ed, what is the maximum 
number of equi-isoclinic planes, that is, of pairwise isoclinic planes with 
the same angle ? The answer is 4, with co@ v = #, e.g. the planes generated by 
(r/f% 0, 0, 0) 0’2, 0, - 29 0) (V2, 0, 1, V3) (1/2, 0, 1, -V3) 
(0, I/‘% 0, 0); (0,1/2, 0, - 2); (0, V2, -1/3, 1); l&1/2,1/3, 1). 
The mutual position of any two n-dimensional subspaces J’ and d of 
Er is determined by their n angles, whose squared sines (and 0) constitute 
the spectrum of (U - 9)2 where V and 9 are the projections onto r and A, 
respectively. Two n-subspaces are isoclinic whenever all angles are equal, 
that is, whenever (U-9)s is a multiple of the projection V u 9 onto 
the span of r and A. In section 2 several equivalent definitions are 
discussed. 
In section 3 we pose the problem of finding the maximum number 
vA(n, r) of equi-isoclinic n-subspaces in Er with the parameter 1, that is, 
of pairwise isoclinic n-subspaces with the same angle ~1, co@ ~JJ = A. So 
v~( 1, r) is the maximum number of equiangular lines in Ef with the angle 
q~= arccos l/J. Th e results for lines, cf. [5], [4], have their consequences 
for n-subspaces. For instance, we prove 
(n-r&@, r)cir(l-1); ~~(1, r)<q(n, rn), 
with equality in extremal cases, corresponding with certain strongly 
regular graphs. However, the n-subspace problem goes beyond the line 
problem. In section 5 the values of vA(n, 2n) are determined for all n and il; 
it appears that 
max vA(n, 2n)=2+h(n), for AmaX= h(n) 
O<kl 2(1+h(n))' 
The occurrence of the Hurwitz numbers 
h(n) = 8a + 26, for n = u24a+*, u odd, 0 <b < 3, 
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in fact, points at the HTJRWITZ-RADON matrix equations, [S]. These were 
also used by WONU [lo] and WOLF [9] in their investigat,ions on the 
maximal sets of pairwise isoclinic n-subspaces in Bn-dimensional spaces 
(which need not be equi-isoclinic). 
The methods are those of linear algebra. In section 4 it is seen that 
our problem amounts to finding the maximum number w for which there 
exists a real symmetric matrix of order vn, partitioned into square blocks 
of order n with zero blocks on the diagonal and orthonormal blocks 
elsewhere, having a prescribed value and multiplicity for its smallest 
eigenvalue. 
2. Two n-subspaces 
Let Er denote a real linear space of finite dimension r, provided with 
a positive definite inner product (,). Let I’ and A denote linear subspaces 
of dimension n, and V and 9 the orthogonal projections of Er onto I’ 
and A, respectively. The mutual position of r and A is determined by 
the spectrum of (U--Q)2 in the following sense, cf. [l], [Z], [7]. Given 
any n-subspaces r’ and A’, whose (U’ -9’)2 has the same eigenvalues 
with the same multiplicities as (U- S@)2, then there is an orthogonal 
transformation of Er which maps r’ onto r, and A’ onto A. The non-zero 
eigenvalues of @Z--g)2 have even multiplicities, and may be interpreted 
as sin2 VI, where 4)~ are the non-zero angles of r and A. 
2.1. Remark. DIXMIER [2] and DAVIS [l] used the present definitions 
in Hilbert space ; for non-Euclidean spaces cf. [7]. 
2.2. Definition. Two n-subspaces l’ and A of E* are isoclinic with 
the parameter A, whenever their projections V and 
9, and the projection V u 9 onto the span of r 
and A, satisfy (U-9)2=(1-A)($? u 9). 
2.3. Theorem . Each of the following provides an equivalent definition 
for n-subspaces r and A to be isoclinic with the 
parameter A: 
(i) $?%?=A$?; 
(ii) (c, SSC)~=A(C, c)(%, S&S), for all c E r; 
(iii) (%I, 5%~) = A( cl, 4, for all cl, c2 E r; 
(iv) AAT =iv, for the matrix A of the inner products 
of any orthonormal basis of r with any ortho- 
normal basis of A. 
Proof. Multiplication of the defining relation by V yields (i). From (i), 
by the symmetry of ‘Z’ and 9, it follows that 
(a, SC) = (SC, c) = (9z%Yc, c) =l(%c, c) =A(c, c), 
for all c E r, whence (ii). From (ii) we have (G%, 5%) = A(c, c), whence (iii) 
by linearization. 
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Suppose (iii) holds. A is the matrix, with respect to orthonormal bases 
of I’ and of A, of the restriction of ZB (and hence of 5%) as a map from 
r into A. If Iz = 0, then .BZ = 0, whence A = 0 and (iv) is true. If 1~0, 
then (iii) implies that cl, . . ., cn is an orthonormal basis of r whenever 
A-QCl, . ..) A-~~c, is an orthonormal basis of A. Hence rZ-*A is an ortho- 
normal matrix, which implies (iv). Finally, from (iv) we have ATA= 
= AAT = LI, whence 
1 
I-ATA 0 0 
0 
0 
I-;AT ;] -(l-f: ; i]. 
This is the matrix expression for 
u+g-%M-B?=(l -A)@ u L%), 
with respect to an adequate basis of Er, for A# 1. For A= 1 the claim is 
trivial. This proves the equivalence of (i), (ii), (iii), and (iv), with the 
definition. 
2.4. Remarks. It follows from theorem 2.3 that the conditions (i), 
(ii), (iii) are symmetric with respect to V and 9. Other equivalent forms are 
%L9%?+9%m=a(~+~), and (V-9)3=(1 -A) (%‘-9). 
Each of these last forms already implies dim r= dim A, unless 1= 0. 
WONCI [lo] used (ii), which amounts to Clifford parallelism of elliptic 
(n - l)-subspaces in elliptic space of r- 1 dimensions. WOLF [9] used (iii), 
and its counterpart for V if dim r= dim A is not presupposed. 
The projections V and 58 are symmetric idempotent linear mappings 
of ET into itself. The set of all linear mappings of Er into itself constitutes 
a linear space of dimension ~2, which is provided with the positive definite 
trace inner product defined by 
(ST, 9): = ?l;tr (XL?++&), 
for any linear mappings LX? and 2. The symmetric linear mappings form 
a linear subspace of dimension @(r+ 1). 
2.5. Theorem. If l-’ and A are isoclinic n-subspaces of Er with the 
parameter A, then their projections V and JB have the 
trace inner product nil/r. 
Proof. (%,9)= itr (%g++%?)= $tr (W+9--(1-A) % U 9)= 
= $(n+n-(1-J) 2n)= Fe 
Notice that 
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3. Equi-isoclinic subspaces 
In Er we consider v pairwise isoclinic n-subspaces pi, . . . . TV with the 
parameters &; i #j= 1, . . . . v. 
3.1. Remark. The problem of finding the maximal sets of pairwise 
isoclinic n-subspaces in E 2% has been solved by WONT [lo], by use of the 
Hurwitz-Radon matrix equations; cf. also [9] and [8]. 
3.2. Definition. The n-subspaoes ri, . . . . I’, of Er are equi-isoclinic 
with the parameter A, whenever they are pairwise 
isoclinic with the same parameter 1. 
3.3. Problem. Given T, n, A, find in Er the maximum number vA(n, r) 
of equi-isoclinic n-subspaces with the parameter 1. 
Given r, n, find in Er the maximum number v(n, T) of 
equi-isoclinic n-subspaces. 
For n = 1 this amounts to the problem of finding in Er the maximum 
number v,(l, r) of equiangular lines with the angle arccos 1/31, cf. [5], [4]. 
In fmding upper bounds for vA(n, r) we shall follow the pattern of [4], 
theorems 3.5 (due to M. GERZON) and 3.6. To that end we consider v 
distinct equi-isoclinic n-subspaces of Er with the parameter 1. Following 
theorem 2.5 the trace inner products of the corresponding projections 
Vl, ***, VV are collected in the Gramian matrix 
3 [(l-2)1+AJ]. 
Since this matrix is non-singular for 121, the projections are linearly 
independent. Since projections are symmetric linear mappings, we have 
the following lemma. 
3.4. Lemma. v(n, 7) Q +b(r+ 1). 
In the case n = 1 this bound is actually reached for certain values of r, 
viz. for r= 2, 3, 7, 23, cf. [4]. For n #1 a better bound is established by 
the following theorem 3.5. However, the authors do not know whether 
this upper bound actually is reached for any n #1 and r. They have 
reasons to believe that this bound is too large. 
3.5. Theorem. v(n,r)<&(r+l)-$n(n+l)+l. 
Proof. By theorem 2.3 we have, for i = 2, . .., v, 
%?&$iF?1= n9?1; ??I3 = %?I. 
Hence, the independent %?I, . . . , %?V belong to the linear subspace of the 
symmetric linear mappings Y having the property that ‘%‘iY%‘i is a 
multiple of Vi. This linear subspace has the dimension #r(r+ 1) - 
-Qn(n+ l)+l. 
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3.6. Theorem. (n-rA)~(n, r)<r(l--2); if equality holds, then 
Proof. For the equi-isoclinic projections %I, ,.., ‘%‘,, with the para- 
meter 2, and the identity 9 of Er, we consider 
By theorem 2.5 the Gramian matrix of the trace inner products equals 
(;n-$I+p&J-I). 
Since this matrix is positive semi-definite, its simple eigenvalue is non- 
negative, 
(;-;)+(;-$)(v-l)>O. 
This implies the inequality. In case of equality the Gramian matrix has 
t.he eigenvector j with the eigenvalue 0, which implies the second statement. 
3.7. Theorem. v,(l, ~)<q(n, m). 
Proof. In Er let there be given v equiangular lines with the angle 
arccos l/A. Let Bi, . .., gV denote the projections of Er onto the lines. 
Let J denote the identity mapping of En. Then the tensor products 
v*=LP’t @I 3, i= 1, . . . . v, are projections of Er @ En= Erm, which are equi- 
isoclinic with the parameter 1. Indeed, 
r(l-1) r(1 -A) 
3.8. Theorem. If v,(l,r)= -, then v&nr)= -. 
I--rA 
Proof. From the maximum possible number v of equiangular lines with 
the parameter 1 in Er, we obtain v equi-isoclinic n-subspaces with the 
parameter 1 in Enr by the construction of theorem 3.7. Following theorem 
3.6 this is the maximum number. 
3.9. Examples. We refer to [4] for the state of affairs concerning 
vA( 1, r). For instance, the following is known: 
v1/5(1,3) = 6, vl/g(l$) = 10, vl/g(1,7) =28, v1/49(1,43) = 344, 
v(1,15)=36, v&21)=126, v(1,22)=176, v(1,23)=276, 
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for 1= l/25. As a consequence to theorem 3.8 we have a.o. 
~~/~(2,6) = 6, v1/g(2,10) = 10, q/9(4,28) = 28, q/25( 12,276) = 276. 
It would be interesting to investigate v1/2,=,(2,38) and 2)1&4,76), in view 
of the unknown ~1/25(1,19), which is Q 76. 
3.10. Theorem. Let ri, . . . . TV, with the projections %?I, . . . . SV, be 
equi-isoclinic n-subspaces with the parameter 1. A 
necessary condition for the existence of v lines 
p1 c r1, -a*, pV C r,, which are equiangular with the 
parameter iz, is that the product Vi%?2 . . . VV has the 
eigenvalue f It”. 
Proof. For the projections 81, . . . . Bv onto the equiangular lines, and 
for any X( E~)I, theorem 2.3, (ii) implies 
Pjxr=%Tjx~; i, j=l, 2, . . . . vu. 
Hence, for any x E ~1 we have 
Gf&?2 . . . eux = B@‘2 . . . Pvx = f Px. 
The last equality is easily checked by theorem 2.3, (iii), for n= 1, and 
by the fact that the lines have the dimension 1. 
3.11. Remark. In section 5 we-shall encounter systems of equi-isoclinic 
n-subspaces in E2n which do not meet the condition of theorem 3.10, 
hence which cannot be obtained from the construction of theorem 3.7. 
4. Block matrices 
4.1. Theorem . There exist TJ equi-isoclinic n-subspaces in Er with the 
parameter ;Z if and only if there exists a real symmetric 
matrix of order vn, partitioned into square blocks of 
order n with zero blocks on the diagonal and ortho- 
normal blocks elsewhere, whose smallest eigenvalue 
equals -31-t and has multiplicity >nv -r. 
Proof. In Er let ri, . . . . TV, each provided with an orthonormal basis, 
be equi-isoclinic n-subspaces with the parameter 2. Let the inner products 
of the basis of rt with the basis of r, be collected in the matrix Au. Then 
the block matrix 
of order nv, is positive semi-definite of rank <r, hence has the smallest 
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eigenvalue 0 with multiplicity > wn -r, whereas 
Ajg=A;, AsjAjt=AI; i #j= 1, . . . . V, 
as a consequence to theorem 2.3. Conversely, for any matrix A having 
these properties, there exist v sets. of n vectors each in E*, spanning v 
equi-isoclinic n-subspaces with the parameter A. If instead of A we 
consider 
then the diagonal blocks become 0, the off-diagonal blocks become ortho- 
normal, and the theorem follows. 
4.2. Remarks. For n=l, the case of equiangular lines, the ortho- 
normal off-diagonal blocks are the numbers 1 or - 1, and the matrix iW 
of the theorem is the (- 1, 1)-adjacency matrix of a graph, cf. [4]. 
Theorem 3.7 amounts to constructing from such a matrix NV of order v, 
the block matrix Mv @ I, of order vn, yielding v equi-isoclinic n-subspaces 
in Em. In the extremal case 
whenever it occurs, the graph with the ( - 1, 1)-adjacency matrix M is 
a strong graph with the equation 
(M-(v-l)@Ij(M+$I)=o. 
Theorem 3.8 refers to the fact that if Mv satisfies this equation, then so 
does Mv @ I,. The following example 4.3 shows that sometimes tensor 
constructions with orthonormal blocks different from the unit matrix I, 
also yield maximal solutions. 
4.3. Example. Let M, be a symmetric conference matrix of order v, 
that is, a symmetric orthogonal matrix with the elements 0 on the diagonal 
and 1 and - 1 elsewhere. Let H, be a symmetric Hadamard matrix of 
order n, that is, a symmetric orthogonal matrix with the elements 1 
and -1. Then 
Since M, @ (H,#n) has th e smallest eigenvalue -VW - 1 with the multi- 
plicity @n, there exist v equi-isoclinic n-subspaces in Ew with the para- 
meter l/(v- 1). By theorem 3.6 this is a maximal solution. For the values 
of v and n, for which such M, and H,, exist, we refer to [3]. 
4.4. Remark. More generally, let us consider the following question. 
From v equiangular lines in Er with the parameter 1, we wish to construct 
v equi-isoclinic n-subspaces in E rn with the parameter 1 by a tensor 
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construction. If MV is the matrix of the lines, with the eigenvalue - l/j/A 
of multiplicity w-r, then MV @I N,, with the eigenvalue - l/l/L of multi- 
plicity n(v - r), is to be the matrix of the n-subspaces. What orthonormal 
N, can be used ? If MV has the eigenvalues ~1, . . . , ,u~, and N, has the 
eigenvalues ~1, . . . , Ye, then MV @I N, has the eigenvalues ,LW~ ; i = 1, . . . , v ; 
j= 1, . ..) n. Therefore, N, must have all its eigenvalues the same, unless 
Jf, has only two eigenvalues which are opposite and of equal multiplicity 
&v. As a consequence, the tensor construction can only be performed with 
blocks I, (as in theorem 3.7), unless XV is a symmetric conference matrix 
in which case N, may be arbitrarely orthonormal (as in example 4.3). 
5. Determination of q(n, 2n) 
Trivially vl(n, 2n) = 1 and va(n, 2%) = 2, so we restrict to O<I< 1. 
Following the previous section there exist v equi-isoclinic n-subspaces 
in E2n with the parameter 1 if and only if there exists a block matrix A, 
partitioned into v x v square blocks A~J of order n, such that 
(i) A = [Au] is positive semi-definite of rank 2n, 
(ii) A,=AE; A,,=I; AtjAfi=M; i #j= 1, 2, . . . . w. 
By multiplying the i-th block row and the j-th block column by J-bAlt 
and L-*Ajl, respectively, we may take 
Ail=Alf=I1/)3; i, j=2, . . . . V. 
Subtraction of the first block row (column) multiplied by @ from all 
other rows (columns), and normalization to diagonal blocks 1, yields the 
matrix 
IO [ 1 AZI-lI OB ; B=[&il; i= m ; i, j-2, 3, . ..) 21. 
So the problem reduces to finding a block matrix B, partitioned into 
(v- 1) x (v- 1) square blocks &J of order n, such that 
(iii) B= [Bt,] is positive semi-definite of rank n, 
(iv) Bjlz=B;; &=I;Bijl+Bji= y; i #j=2, 3, . ..) v. 
Indeed, (iii) is evident, and then (iv) follows from (ii) and from 
&j&f = I, &j = &k&j. 
We observe that &j is determined by Bz~ and Bzj, say. Putting Bzt= BI 
we have, for distinct i, j E (3, . . . . w}, 
09 B,+BP= 
2A--1 
TI; B$Bp’+B*Bp= ?I; BtBp=I. 
Conversely, from any n-order square matrices Bs, . . . . B, satisfying (v), 
the matrices B and A, and v equi-isoclinic n-subspaces in Es% with the 
parameter 1 may be reconstructed. 
The matrices I, B3, . . . , B, span a subspace 2 of the linear space of the 
square matrices of order n, having the property that CDT + DCT is a 
multiple of I, for every C, D E 2. Let s be the dimension of this sub- 
space 2. Any orthonormal (with respect to the trace inner product) basis 
I, G?, . . . . C, of 2 satisfies 
Cf+Cp=O; C&yfC,C*T=O; C&p=I; i #j=2, . . . . s. 
These are the Hurwitz-Radon matrix equations. It is well-known, cf. 
[lo], [8], that they admit a solution if and only if 
s<W), 
where the Hurwitz numbers h(n) are defined by 
h(n) = 8a+ 2b, for n=u2da+b, u = 1 (mod 2), O<b< 3. 
On the other hand, again by reference to the trace inner product, it 
follows from (v) that the matrices I, B3, . . ., B, constitute a set of v - 1 
equiangular vectors in 2 with the angle, and the Gramian matrix, 
arccosy, I+ y(J-I), 
respectively. 
The Gramian matrix of I, BB, . .., BV is positive semi-definite, hence 
(23,- l)v> 2(A- 1). It has the rank v- 1 and v-2 according as 
(22-l) v>2(1-1) and (21-l) v=2(A-l), 
respectively. 
By combination of the results above, there exist v equi-isoclinic n-sub- 
spaces in E2n with the parameter 3, if and only if one of the following 
holds : 
(2A-l)v>2(A--1) and v-lgh(n), 
(2A-l)v=2(1-1) and v-2<h(n), 
This proves the following theorem. 
5.1. Theorem. vA(n, 2n)=i+2, if L 
i+l 
2(i+ 1) 
<A< - 2(ii-2)’ 
for i=O, 1, ..,, h(n)-1; 
vJn, 2n) = h(n) + 2, if 1= h(n) 
2(h(n)+ 1) ’ 
vA(n, 2%) = h(n) + 1, if h(n) 2(h(n)+ 1) <‘<” 
vl(n, 212) = 1. 
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5.2. Corollary. v(n, 2n) = h(n) + 2, for A= 44 
2 (h(n) + 1) ’ 
5.3. Examples. w(n, 2%) = 3, w(2,4) = 4, w5(4,8) = 6, 
~4/g(S,l6)= 10, ~2/5(12,24) = 6, Vg/&16,32)= 11. 
5.4. Theorem. There exist v > 3 equi-isoclinic n-subspaces in E2n with 
the parameter A, each containing one of v equiangular 
lines with the parameter A, if and only if v = 3 and I = a. 
Proof. By theorem 3.10, for 3 equi-isoclinic n-subspaces in E2n to 
contain 3 equiangular lines with the same parameter 2, the product of 
the corresponding projections %‘1%‘2%‘3 must have the eigenvalue & F/2. 
By putting Al2 = Ars=IvA we infer that A23 must have the eigenvalue 
f 11. However, from the above it follows that 
A23 + A32 = v I, A23A32 = II. 
Hence A33 has a real eigenvalue if and only if A33= - IvA and I= 4. 
Since zq4(n, 2n)=3, the theorem is proved. 
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