Abstract A striking characteristic of glacial climate in the North Atlantic region is the recurrence of abrupt shifts between cold stadials and mild interstadials. These shifts have been associated with abrupt changes in Atlantic Meridional Overturning Circulation (AMOC) mode, possibly in response to glacial meltwater perturbations. However, it is poorly understood why they were more clearly expressed during Marine Isotope Stage 3 (MIS3, *60-27 ka BP) than during Termination 1 (T1, *18-10 ka BP) and especially around the Last Glacial Maximum (LGM, *23-19 ka BP). One clue may reside in varying climate forcings, making MIS3 and T1 generally milder than LGM. To investigate this idea, we evaluate in a climate model how ice sheet size, atmospheric greenhouse gas concentration and orbital insolation changes between 56 ka BP (=56k), 21k and 12.5k affect the glacial AMOC response to additional freshwater forcing. We have performed three ensemble simulations with the earth system model LOVECLIM using those forcings. We find that the AMOC mode in the mild glacial climate type (56k and 12.5k), with deep convection in the Labrador Sea and the Nordic Seas, is more sensitive to a constant 0.15 Sv freshwater forcing than in the cold type (21k), with deep convection mainly south of Greenland and Iceland. The initial AMOC weakening in response to freshwater forcing is larger in the mild type due to an early shutdown of Labrador Sea deep convection, which is completely absent in the 21k simulation. This causes a larger fraction of the freshwater anomaly to remain at surface in the mild type compared to the cold type. After 200 years, a weak AMOC is established in both climate types, as further freshening is compensated by an anomalous salt advection from the (sub-)tropical North Atlantic. However, the slightly fresher sea surface in the mild type facilitates further weakening of the AMOC, which occurs when a surface buoyancy threshold (-0.6 kg m -3 surface density anomaly to the 56k reference state) is stochastically crossed in the Nordic Seas. While described details are model-specific, our results imply that a more northern location of deep convection sites during milder glacial times may have amplified frequency and amplitude of abrupt climate shifts.
Introduction
Climate in Greenland witnessed 25 abrupt, millennial-scale shifts between cold stadials and mild interstadials during the Last Glacial period (*110-10 ka BP; Johnsen et al. 1992; Dansgaard et al. 1993; NorthGRIP Members 2004) , of which those during the interval 70-10 ka BP are shown in Fig. 1 . In parallel, abrupt shifts in ocean circulation and climate-that appear to be related to the Greenland climate shifts-affected the North Atlantic region (e.g. Bond et al. cause and climatic expression of these shifts are at present not well understood (Clement and Peterson 2008) . Furthermore, it is not well established why the observed abrupt shifts were more clearly expressed during Marine Isotope Stage 3 (MIS 3, *60-27 ka BP; e.g. Huber et al. 2006) and glacial Termination 1 (T1, *18-10 ka BP; e.g. Bard et al. 2000; McManus et al. 2004; Steffensen et al. 2008) , than during the Last Glacial Maximum (LGM, *23-19 ka BP as defined by the EPILOG group in Mix 2003) . Broecker et al. (1985) suggested that fluctuations in the strength of the Atlantic Thermohaline Circulation (THC) caused the abrupt climate shifts, with cold stadials resulting from a weak or collapsed THC and mild interstadials from a subsequent resumption of the THC. Broecker et al. (1985) followed the model of THC bi-stability of Stommel (1961) to further develop the theory of Rooth (1982) who suggested that freshwater perturbation of the high-latitude North Atlantic during T1 may have caused the Younger Dryas stadial (YD, *12.7-10.5 ka BP).
Numerous palaeoclimate modelling studies support THC-driven millennial-scale abrupt glacial climate change through shifts in the Atlantic Meridional Overturning Circulation (AMOC) between different modes and strengths (e.g. Sakai and Peltier 1997; Ganopolski and Rahmstorf 2001; Schmittner and Clement 2002; Knutti et al. 2004; Flückiger et al. 2006 , Kageyama et al. 2010 . At times of vigorous overturning, the shallow component of the Atlantic Meridional Overturning Circulation (AMOC) is characterised by a net northward water flow, advecting heat and salt northwards. At northern high latitudes, deep waters are formed by means of deep convection. Subsequently, these deep waters flow back south as part of the THC.
Deep convection occurs mainly in two forms, which at present-day result in North Atlantic Deep Water (NADW) formation in the North Atlantic Ocean, the Nordic Seas and the Labrador Sea (Dickson and Brown 1994) . Firstly, open ocean convection occurs when relatively warm and saline Atlantic surface waters encounter much colder and fresher Arctic surface waters. At a certain point, the Atlantic water masses have lost enough heat to the atmosphere to obtain equal density to that of Arctic waters. At that point, these masses mix to create a denser solution than their end components. Consequently, deep mixing occurs in the water column. Secondly, deep convection can also take place under sea-ice cover as a result of sea-ice formation, where brine rejection during the freezing increases density of the underlying surface waters up to the point that deep convection takes place (Kuhlbrodt et al. 2007) .
With water column temperatures mostly near freezing in high northern latitudes at glacial times (Adkins et al. 2002; Paul and Schäfer-Neth 2003; Meland et al. 2005 ; MARGO Project Members 2009), surface water density could not rise much by heat loss to the atmosphere and sink. Therefore, deep convection in the North Atlantic Ocean, the Labrador Sea and the Nordic Seas in a glacial climate may have been particularly sensitive to differences in sea surface salinity (SSS) (Stommel 1961; Rahmstorf 2002) . In a relatively simple coupled climate model (CLIMBER2), the glacial AMOC was found to be sensitive to small SSS changes, leading to a shallower AMOC and a southward shift in convection in an LGM state compared to modern climate (Ganopolski et al. 1998; Ganopolski and Rahmstorf 2001; Rahmstorf 2002) . In the same model, Ganopolski and Rahmstorf (2002) found that a small periodical freshwater forcing and an additional freshwater flux in form of white noise were sufficient to stochastically shift the AMOC mode between a weak and a strong glacial mode. Similarly, stochastic AMOC mode shifts have also been found by amongst others Schulz et al. (2007) and Jongma et al. (2007) in Holocene simulations with a more comprehensive coupled model (LOVECLIM). Since the ocean component of the latter model is fully three-dimensional, Schulz et al. (2007) and Jongma et al. (2007) could distinguish that these mode shifts are characterised either by presence or absence of Labrador Sea Water (LSW) formation. With respect to simulated LGM climate, Roche et al. (2007) found no significant change in AMOC strength between LGM and modern climate in LOVECLIM. Nevertheless, clear differences in the location of deep convection occurred in that LGM state, with no LSW Greenland and Iceland. Van Meerbeeck et al. (2009) showed that the AMOC strength in early MIS 3 simulations with LOVECLIM did not vary much from LGM strength either. However, deep convection was mainly shifted to the Nordic Seas and the Labrador Sea in the MIS 3 simulations.
While it has been shown for the Holocene that slight freshwater forcing changes may lead to AMOC mode shifts (Puinel-Cottet et al. 2004; Renssen et al. 2005; Jongma et al. 2007) , it is at present unclear how glacial background climate controls the NADW formation. More specifically, we do not know the impact of climate forcing factors on the location and intensity of NADW production in glacial times. To improve our understanding of this issue, we therefore simulate the effect of changing glacial climate forcings on AMOC weakening in response to freshwater forcing in LOVECLIM.
A further subject of debate has been the timing of abrupt glacial climate shifts in Greenland. In particular, stadialinterstadial transitions exhibit an apparent periodicity of 1470 years-and multiples thereof-in the GISP2 ice core record (Grootes and Stuiver 1997; Alley et al. 2001) . Several arguments have been proposed in favour of and against such periodicity (e.g. Wunsch 2000; Alley et al. 2001; Schulz 2002; Ditlevsen et al. 2007 ). However, it has been suggested and shown in coupled atmosphere-ocean models that abrupt millennial-scale AMOC shifts may be triggered by stochastic processes in a glacial climate (Weaver et al. 1993) . In this view, the AMOC is a highly non-linear system which can be shifted from one mode to another by crossing a buoyancy threshold-i.e. freshwater perturbation- (Kuhlbrodt et al. 2007) . By running transient ensemble simulations of glacial AMOC strength shifts, we aim to give a first estimation of the role of internal variability of the coupled atmosphere-ocean system in crossing a buoyancy threshold beyond which the AMOC shuts down.
Finally, combining the findings on AMOC mode shifts under varying climate forcings and on buoyancy threshold crossings, we search for an explanation of the higher frequency and more pronounced expression of abrupt glacial climate shifts during MIS 3 and T1 than during the LGM.
Methods

Model
We use the three-dimensional coupled earth system model of intermediate complexity LOVECLIM 1.0 (Driesschaert et al. 2007) . In this study, we only use three coupled components, namely the atmospheric ECBilt and oceanic CLIO components, and the vegetation module VECODE.
ECBilt is a quasi-geostrophic, T21 spectral model, with three vertical levels (Opsteegh et al. 1998 ). Due to its spectral resolution corresponding to a horizontal *5.6°9 *5.6°resolution, its surface topography is simplified. Its parameterisation scheme allows for fast computing and includes a linear longwave radiation scheme. ECBilt contains a full hydrological cycle, including a simple bucket model for soil moisture over continents, and computes synoptic variability associated with weather patterns. Precipitation falls in the form of snow when surface air temperatures fall below 0°C. CLIO is a primitive-equation three-dimensional, free-surface ocean general circulation model coupled to a thermodynamical and dynamical sea-ice model (Goosse and Fichefet 1999) . CLIO has a realistic bathymetry, a 3°9 3°horizontal resolution and 20 vertical levels. The free-surface of the ocean allows introduced freshwater fluxes to change sea level (Tartinville et al. 2001) . In order to bring precipitation amounts in ECBilt-CLIO closer to observations, a negative precipitation-flux correction is applied over the Atlantic and Arctic Oceans to correct for excess precipitation. This flux is reintroduced in the North Pacific. The climate sensitivity of LOVECLIM 1.0 to a doubling of atmospheric CO 2 concentration is 1.8°C, associated with a global radiative forcing of 3.8 Wm -2 (Driesschaert 2005 ). The dynamic terrestrial vegetation model VECODE computes the surface fraction of each land grid cell covered by herbaceous plants, trees and desert fractions (Brovkin et al. 1997) . The potential vegetation is calculated from annual mean surface air temperatures and annual precipitation sums from ECBilt. VECODE then feeds back to ECBilt through the surface albedo (Driesschaert 2005) .
LOVECLIM produces a generally realistic modern climate and ocean circulation (Driesschaert 2005) and an LGM climate generally consistent with data (Roche et al. 2007 ). Aside from a slightly stronger and shallower AMOC than in modern climate, the LGM ocean circulation is characterised by too warm sea surface temperatures (SST) in the eastern North Atlantic at LGM compared to modern climate (Roche et al. 2007; MARGO Project Members 2009) . Although LOVECLIM is best suited for studies focusing mainly on extra-tropical climate dynamics (because vertical convection is parameterised in ECBilt), the model simulates strength changes and latitudinal shifts of the tropical rain belt due to AMOC shifts broadly consistently with general circulation models (e.g. Zhang and Delworth 2005) . ECBilt can thus explicitly simulate atmospheric teleconnections involved in transferring climatic signals across different parts of the globe, though details may not be well-resolved. It should be noted that the freshwater correction flux in the model implies that the zero point of the freshwater budget of the ocean is not absolute. Furthermore, this zero point is also model dependent, resulting in different amounts of freshwater perturbation needed to shut down the AMOC (Rahmstorf et al. 2005) . Nevertheless, the quasi-equilibrium AMOC response to freshwater forcing in terms of hysteresis shape in LOVECLIM is similar to other models, with or without flux corrections (Rahmstorf et al. 2005) . Therefore, the AMOC response to freshwater perturbation appears at least qualitatively model-independent, which allows us to assess the sensitivity in different climate states.
Experimental design
In order to obtain our reference climate states for early-MIS 3 (*56 ka BP) and LGM (*21 ka BP), we spun up the model with constant climate forcings for 7000 and 5000 years to near-equilibrium. was obtained by running the model forward in time from the LGM state to 12.5 ka BP with (1) transient atmospheric GHG concentrations, (2) orbital forcing and (3) the topography and albedo changes due to ice sheet forcing is interpolated with 50-year time steps from the ICE-5G VM2 reconstruction of Peltier (2004) . The forcings are shown on Fig. 2 . GHG concentrations were taken from Flückiger et al. (1999) , Indermühle et al. (2000) , Monnin et al. (2001) and Flückiger et al. (2004) ; orbital parameters from Berger (1978) and Berger and Loutre (1992) ; the LGM land-sea mask and ice sheets from Roche et al. (2007) The three transient simulation ensembles-consisting of five members each-were designed to represent rapid glacial warming transitions from stadials to interstadials. We started all 56k, 21k and 12.5k ensembles from their respective reference state, but with a slightly modified initial atmospheric state for each ensemble member. We then ran the model for 500 years with all forcings kept constant, the only forcing change from the reference states being additional freshwater forcing, which is not compensated elsewhere and thus changes sea level. After this, 1,000 years were further computed for all simulations, but now with time-varying atmospheric GHG concentrations and orbital forcing. The ice sheet topography was kept constant throughout the transient experiments. All forcing schemes (except the fixed LGM land-sea mask) are shown in Fig. 2 .
Positive freshwater fluxes were equally distributed over the sea surface throughout the first 900 years, with 0.07 Sv
) added to an area of the mid-latitude North Atlantic Ocean and 0.08 Sv to the Fennoscandian Ice Shelf (for area definitions, see Roche et al. 2010) . This was done to slow down the AMOC to a 'weak' mode. From year 901 to year 1300, the respective freshwater fluxes were 0.21 Sv (North Atlantic) and 0.04 Sv (Fennoscandian Ice Shelf) and finally from year 1301 onwards -0.1 Sv in each area. The relatively large positive freshwater forcings values were imposed to reach an AMOC 'off' mode in all simulations. The simulated North Atlantic Ocean circulation, obtained by applying such forcing, mimics that of stadials perturbed by Heinrich events (Van Meerbeeck 2010). The subsequent negative freshwater flux would ensure a recovery of the AMOC to a strong 'on' mode with stronger overturning than in the reference state. As such, the strong AMOC 'on' mode should result in a North Atlantic Ocean circulation resembling that of interstadials (Van Meerbeeck 2010) . Note that the global mean ocean salinity in the 56k simulations is *1.5 psu (psu = practical salinity unit) lower than in the 21k and 12.5k simulations. However, sensitivity tests we performed, show that a global mean ocean salinity increase or decrease of 1 psu or 2 psu does not significantly influence the mean state of the AMOC. This is because salinity differences remain uniform across depth, latitude and longitude. Therefore, to consistently discuss salinity, we will use anomalies compared to reference states.
In conclusion, the above detailed experimental setup is necessary to carefully estimate location and intensity of NADW formation in different glacial background climate states. Such climate simulations may appear better fit for model-data comparisons, which has been undertaken with a 56k simulation with nearly identical forcings elsewhere (Van Meerbeeck 2010). However, presence or absence of NADW formation in the Labrador Sea in LOVECLIM greatly depends on the physical state of the glacial North Atlantic Ocean (Roche et al. 2007; Van Meerbeeck et al. 2009 ). Therefore, subtle differences in forcings will deeply affect the process and thereby the AMOC. We thus argue that a thorough analysis of processes at play during AMOC weakening and shutdown in glacial climates requires a detailed set of forcings.
3 Results and discussion 3.1 North Atlantic surface ocean conditions and overturning circulation in three glacial reference climates
At present-day, February is the coldest month at sea surface throughout most of the North Atlantic Ocean, the Labrador Sea and the Nordic Seas. Due to the maximum winter cooling, water surface densities reach their annual maximum in this month, thus destabilising the water column and allowing for deep convection. We therefore focus on sea surface conditions in February. The three reference states represent quasi-equilibrium climates with earth surface conditions ranging from cold to mild glacial (Fig. 3) . In response to larger and taller Northern Hemisphere ice sheets, lowest GHG concentrations and lowest summer insolation, 21k-REF shows the coldest February sea surface temperatures (SST) over the North Atlantic (Fig. 3c) . This is consistent with data that indicate overall very cold glacial conditions during the LGM chronozone (see e.g. Kucera et al. 2005 ; MARGO Project Members 2009). Due to smaller ice sheets, enhanced summer insolation and slightly higher atmospheric GHG concentrations, February SSTs in 56k-REF are 1-6°C higher between *50°N and~70°N ( Fig. 3a) , while even smaller ice sheets and higher CO 2 concentrations make 12.5k-REF the mildest, being still 0.5-2°C warmer than 56k-REF regionally (Fig. 3e) . As a consequence of these SST differences, the winter sea-ice edge has the most northern position in 12.5k-REF (Fig. 4e) , while the sea-ice cover is largest in 21k-REF, reaching 5-20°of latitude further south compared to the other two reference states (Fig. 4c) .
Based on differences in simulated SSTs as well as the geographic distribution of deep convection sites and seaice edge, the three reference climate states can be classified in 2 glacial climate types. The first type consists of only the ). Right panel: Ice sheets additional topography compared to present-day (km) for f MIS 3, g LGM and h LGT 21k-REF, namely the cold glacial climate type (Fig. 3c) . In this type, deep convection mostly takes place in the open ocean south of Greenland and Iceland (Fig. 4c) . In addition, deep convection episodically occurs in proximity of the mean sea-ice edge in the Norwegian Sea or due to seaice formation between Greenland and Spitsbergen. Sea-ice covers the entire Labrador Sea in February and even most of it in August. Further east, the sea-ice edge progressively lies more northward, going from *55°N south of Greenland, to Iceland's south coast and finally to between 65 and 70°N in the Nordic Seas.
In the mild glacial type-consisting of 56k-REF and 12.5k-REF, surface waters are warmer than in the cold type ( Fig. 3a, e) . Open waters are thus found further north than in the cold type (Fig. 4a, e) . Consequently, at high latitudes the surface waters can gain density by heat loss to the atmosphere, increasing open ocean convection in the Nordic Seas, and allowing it in the Labrador Sea.
Concomitantly, deep convection south of Greenland and Iceland is much reduced.
Although the shift in convection sites between the cold and the mild glacial climate type does not result in remarkable differences in AMOC strength-with an average overturning of around 15 Sv near 60°N in all three reference states (Fig. 5a , c, e), neither in northward oceanic heat flux-*0.33 10 15 W in the Atlantic at 30°S in all three-three notable differences in AMOC mode may be distinguished. First, the main overturning cellwhich extends from the southern end of the Atlantic Ocean at 33°S to around 60°N-is deeper and overall slightly more vigorous southwards of 50°N in 21k-REF ( (Fig. 6) . Firstly, within less than 200 years from the start of each simulation, NADW export is approximately halved to *7-10 Sv compared to the respective reference states (i.e. at time = 0). Secondly, from year 200 to 900, NADW export reduction is much more gradual, with only *1.5 Sv, *2 Sv and *3 Sv reduction in the 21k, 12.5k and 56k ensembles, respectively. Thirdly, between years 1050 and 1350 all simulations have a shutdown AMOC, with only *3 Sv NADW export remaining. Lastly, after year 1350, NADW export resumes in all simulations with a maximum increase rate of *8 Sv/100 years around year 1500. However, the cold and a mild glacial climate types differ in terms of AMOC response to freshwater forcing. It is Fig. 6a that after 100 years, NADW export is reduced by *7 Sv on average in the 56k and 12.5k ensembles, compared to only *4.5 Sv in the 21k ensemble. Also, the reduction of NADW export after 900 years is smallest for 21k and largest for 56k. Finally, despite the differences in average NADW export at year 900, a final reduction to 2.5 Sv is reached within *150 years in the three ensembles. The 0.25 Sv freshwater forcing after year 900 is apparently sufficient to shut down the glacial AMOC in our model. By looking at NADW export changes in the individual ensemble members (Fig. 6b, c, d ), we can categorise the behaviour of the overturning strength between years 200 and 900 into two types, namely A and B (shown in Fig. 6b-d) . In type A, the weak AMOC is characterised by a 7-10 Sv NADW export persisting until year 900-i.e. until stronger freshwater forcing is applied; in type B, the weak AMOC veers to shutdown before year 900. Of type A, 4 are found in the 21k ensemble (Fig. 6c) , 2 in the 12.5k ensemble (Fig. 6d ) and 1 in the 56k ensemble (Fig. 6b) . Type B can be further subdivided in those members with a full shutdown AMOC before year 900 and those without. A relatively early full shutdown (before year 900) is found in 3 members of the 56k ensemble, 2 members of the 12.5k ensemble, but in none of the 21k members. In conclusion, with mostly a type A AMOC mode in response to the 0.15 Sv freshwater forcing, the 21k ensemble or cold glacial type appears to be less sensitive than the mild glacial type.
Since Labrador Sea deep convection shuts down after 9-20 years in the 56k and 38-45 years in the 12.5k members, whereas LSW formation is absent in the 21k-REF state, a 2.5 Sv larger NADW export reduction in the first 100 years is noted in the mild type. Earlier shutdown in the Labrador Sea in 56k than 12.5k is partly explained by SSTs closer to the freezing point (Fig. 3a, c) , implying that surface water density cannot increase much by radiative cooling. Therefore, advective buoyancy-by which we mean the freshwater forcing-appears to have greater effect in 56k than in 12.5k.
More importantly, the first site displaying a convection shutdown in the mild glacial climate type is the Labrador Sea mainly because (1) SSTs *6°C closer to the freezing point than south of Iceland (see Fig. 3e ), implying that surface water density cannot increase much by radiative cooling; and (2) by the smaller influx of highly saline Atlantic water masses from the sub-tropics than at the other convection sites. This is because the latter sites lie in the pathway of the warm and saline Gulf Stream -North Atlantic Current system. Then, after deep convection collapses in the Labrador Sea, the weaker overturning in 56k and 12.5k compared to 21k results in less drawdown of the advective buoyancy from the surface into deeper ocean layers. This slower freshwater removal at surface constitutes a positive convective buoyancy feedback to the advective weakening of the AMOC (see Fig. 9 ). The combined effect prevents deep convection in the Labrador Sea and the Nordic Seas from re-invigorating while the AMOC is weak.
Surface freshening due to the positive advective and convective buoyancy feedbacks in the Nordic Seas is shown in Fig. 8a, c , e. This figure shows that SSS gradually decreases in three 56k members until year *200 when the weak AMOC is established. It also shows that surface buoyancy gain (density loss) is mostly due to SSS reduction, with cooling only having a weak, opposite effect. For the Labrador Sea convection site, a similar process is noted, though obviously at a faster pace there than in the Nordic Seas, with a 1.5 kg m -3 surface density (q surface ) decrease compared to only *0.4 kg m -3 in the Nordic Seas and North Atlantic sites where freshwater is actually applied. The simulated fast convection shutdown in the Labrador-constituting a positive buoyancy gain-thus is the main cause of a faster and larger AMOC weakening by year 200 in the mild type.
In the mild glacial type, the combined convective and advective increase in surface buoyancy accelerates weakening of deep convection in the Nordic Seas (Fig. 9) . Here, the maximum overturning rate decreases to 1 Sv within 150 years from the start of two 56k members and within 550 and 710 years in two other members; only one member maintains a 2 Sv Nordic Seas overturning rate after 900 years. Similarly, in the 12.5k ensemble, 1 Sv Nordic Seas overturning is reached within 250 and 555 years in the two members with a marginally stable weak AMOC, but remains near 2 Sv in the other three members. The weakening of deep convection in the Nordic Seas, if occurring prior to year 900 in the simulation, contributes to the positive convective buoyancy feedback (Fig. 9) .
By contrast, in the cold type, a slower rise in surface water buoyancy leads to a delayed advective AMOC shutdown (Fig. 6c) . Two factors contribute to the slower buoyancy build-up (shown on the right panel of Fig. 9) . Firstly, the contribution of the convective buoyancy feedback is smaller than in the mild glacial type. The positive feedback only comes from advective weakening of deep convection south of Greenland near the sea-ice edge (see Fig. 4b ). Secondly, an anomalous positive northward SSS advection along the Gulf Stream-North Atlantic Current system counteracts the advective buoyancy gain for as long as a weak AMOC is maintained. This explains the persistence of the weak AMOC mode (i.e. type A) in spite of continued freshwater forcing.
The above anomalous SSS advection is the effect of a strong coupling between AMOC and atmosphere. It originates in increased (sub-)tropical SSS compared to the reference state, because of a strong reduction in precipitation minus evaporation. This effect is illustrated on Fig. 7a , depicting the SSS evolution in three 56k ensemble members in the western sector of subtropical North Atlantic. As can be seen, SSS increases by about 0.6 psu until year 200. Once the weak AMOC is established, internal variability ) and direction of flow governs the further SSS evolution until year 900 when Heinrich event-like fresh water forcing is applied. During this interval with weak AMOC, SSS increases in all three ensemble members by up to 0.2 psu in about 150 years just before the AMOC veers to shutdown (Fig. 7a) . In the case of experiment 56k-shd this SSS increase occurs between year 200 and 500, in 56k-red between year 600 and 750 and in 56k-stb between year 900 and 1000. This suggests further drying (lower precipitation minus evaporation) over this subtropical Alantic Ocean sector. After the initial increase, SSS gradually decreases because during AMOC shutdown, absence of deep convection allows for more freshwater accumulation at the surface, which is recirculated to the sub-tropics within the sub-tropical gyre. As the SSS evolution of 56k-stb suggests (Fig. 7a) , SSS in this region stays at 0.6 psu above the 56k-ref level when the AMOC remains in its weak mode. In 56k-stb this is disturbed by the start of Heinrich forcing at year 900.
It is this positive SSS anomaly that, through transport to the convection sites, prevents further freshening (buoyancy gain) in the North. The actual northward salinity transport in the upper ocean is shown in Fig. 7 . The bottom time series of meridional water velocity (v) times salinity (S) in the top 100 m in Fig. 7a suggests that, as soon as deep convection in the Labrador Sea is shut down, salinity transport to the two remaining convection sites is enhanced and remains higher for as long as the AMOC remains in its weak mode. Fig. 7d depicts the change in v * S from the strong (Fig. 7b) to weak (Fig. 7c) AMOC modes in the 56k-stb simulation. Although the annual average absolute salt transport at the surface of the northeast Atlantic is southward in both the strong and weak AMOC modes (Fig. 7b, c) , it is less intense in the weak mode, implying an anomalous northward salt transport component compared to the strong AMOC mode, directed towards the convection sites (Fig. 7d) .
The discussed anomalous northward salt transport is consistent with the local surface conditions over the Nordic Seas convection site, shown in Fig. 8a , c, e. Especially in the 56k-red and 56k-stb ensemble members, the SSS remains nearly constant between year 200 and the start of the AMOC (indicated by the crossing of the grey bars), despite the continuous 0.08 Sv freshwater forcing added in this period to the Nordic Seas.
Progressive drying over the (sub-)tropical North Atlantic as the AMOC weakens is caused by a southward shift in tropical rain band. These results are consistent with data (e.g. Peterson and Haug 2006; Schmidt et al. 2006) and modelling studies, which associate a southward shift of the Intertropical Convergence Zone to an AMOC weakening or shutdown (e.g. Zhang and Delworth 2005; Menviel et al. 2008; Kageyama et al. 2009; Khodri et al. 2009 ). Ultimately, it is the effect of lower atmospheric temperatures in the North Atlantic region as a weak AMOC transports about half the heat northwards (Menviel et al. 2008) .
Finally, while the positive convective buoyancy feedback is active for both the mild and the cold glacial type, a slightly larger negative SSS anomaly in the North Atlantic region has built up before this time in the mild type. Consequently, the weak AMOC exports *1 Sv less NADW in the mild type than in the cold type (Fig. 6b-d) .
Density threshold and AMOC shutdown
Aside from maintaining a stable weak AMOC, the negative advective buoyancy feedback further manifests itself in both the cold and the mild glacial type by maintaining deep convection in the North Atlantic Ocean south of Iceland for as long as convection in the Nordic Seas is still active (Fig. 9) . While the AMOC weakens to shutdown, the convective layer depth diminishes nearly synchronously at the latter convection sites, the decrease south of Iceland lagging *50 years behind the decrease in the Nordic Seas (see Fig. 8b, d , f for the convective layer depth in the Nordic Seas). However, the different timings of the onset of further AMOC weakening to shutdown in individual members of each ensemble is not explained yet. Therefore, we analyse three ensemble members of 56k in more detail (see Fig. 6b ). Each member was identically forced and only differs in initial atmospheric circulation. Despite the climatologically insignificant difference, we note a sudden divergence of 56k-shd from 56k-stb and 56k-red in terms of NADW export around year 275. At this time, the former diverges from a type B weak AMOC to a shutdown. Similarly, the type B weak AMOC in 56k-red diverges from 56k-stb-characterised by a type A weak AMOCaround year 600.
To explain the sudden divergence between ensemble members, the influence of internal variability on a nonlinear system with a threshold needs to be invoked. When the February surface density threshold of -0.6 kg m -3 compared to the reference state is reached in the Nordic Seas, the weak AMOC veers to a shutdown. Below this value, surface water density can no longer surpass that of local deepest water masses. As a result, deep convection in the Nordic Seas weakens. At this point, the positive convective buoyancy feedback is enhanced and overwhelms the negative advective buoyancy feedback. Consequently, the AMOC will further weaken to shutdown. Since the weak AMOC is characterised by a Nordic Seas q surface anomaly of -0.4 kg m -3 , this threshold can be crossed either by imposing a larger freshwater forcing-e.g. 0.25 Sv after year 900, or stochastically, in terms of interannual variability, by a relatively large negative SSS anomaly to overcome the remaining necessary -0.2 kg m -3 anomaly. Even though surface warming may also enhance buoyancy, a sufficiently strong warming is not found in the weak AMOC mode. Therefore, and as diminished deep convection seems to be slightly delayed in the North Atlantic convection site, interannual SSS variability in the Nordic Seas controls the density (buoyancy) threshold crossing (see Fig. 8 ), Interestingly, we find that the same density threshold anomaly to shift deep convection to shutdown in the Nordic Seas is also seen south of Iceland. Figs. 3b, d , f show that, as the AMOC further weakens to shutdown from its weak mode, the positive convective buoyancy feedback overwhelms the negative advective feedback. This is reflected in the larger SSS-anomaly build-up in 56k-shdin which the AMOC has already reached shutdown (Figs. 5f, 6b) , smaller in 56k-red-in which NADW export decreased from *7 Sv to *5 Sv between years 600 and 700 (Fig. 6b) , and still much smaller in 56k-stb.
The non-linearity of buoyancy changes can be inferred from differences in overturning stream function between 56k-stb, 56k-red and 56k-shd around year 700 (Fig. 5b, d , f). The most northerly overturning cell-maintained by convection in the Nordic Seas in the weak AMOC-is only active in 56k-stb (Fig. 5b) . The AMOC in 56k-stb is further characterised by a *50% weaker and *15% shallower main overturning cell than in 56k-REF. As such, it typifies the weak AMOC seen in all members. In contrast, 56k-red-in which the AMOC was essentially the same as 56k-stb until year 600-is characterised by a collapsed northern overturning cell and a further 30% weaker, 50% shallower main overturning cell (Fig. 5d ). Fig. 8 Relationship between February SST, SSS, surface water density (q surface ) and depth of convection in the Nordic Seas in the 56k-stb (top panels), 56k-red (middle panels) and 56k-shd (bottom panels) ensemble members. a, c, e show the time evolution of SST (dark grey), SSS (light grey) and q surface for years 1 through 1,100 of the respective simulations. b, d, f display the time evolution of the q surface -anomaly to 56k-REF and of the convective layer depth. The horizontal and vertical grey bars cross where the -0.6 kg m -3 q surfaceanomaly threshold is crossed beyond which the convective layer depth gradually decreases (and remains below 600 m at all times). The same threshold value is found for the Labrador Sea and North Atlantic convection sites What probability for the timing of surface density crossing leading to AMOC collapse can we expect in the cold and mild glacial climate types? We calculated this probability based on our ensemble sets performed with 21k and 56k forcings, respectively. The expected timing of density threshold crossing is earlier in the mild type than in the cold type. Simulated threshold crossings vary from year 281 up to year 938 in the 56k ensemble, so only once after larger, Heinrich event-like freshwater forcing was started at year 900 (see e.g. Fig. 8 ). In the 21k ensemble on the other hand, the threshold crossing occurred before year 900 (in year 805) in only one member. With (1) an interannual SSS variability of *0.067 psu (=1r = 1 standard deviation) in the weak AMOC mode in all 56k and 21k simulations and (2) SSS controlling surface density, expected Nordic Seas density threshold crossing timings may be estimated from the difference in Nordic Seas SSS between the weak AMOC mode and the SSS at the time of simulated density. The respective values are 33.7 psu and 33.5 psu in the 56k ensemble members 56k-stb, 56k-red and 56k-shd, as highlighted by the grey bar crossings on Fig. 8a, c, e . This difference of *-0.2 psu for the 56k ensemble-compared to *-0.3 psu for the 21k ensemble (not shown)-is smaller in 56k simulation than in 21k simulations due to a larger decrease in AMOC strength from strong to weak mode (see Figs. 6, 9 ). This SSS difference means the 
Year 1100 Fig. 9 The dynamic AMOC response to ?0.15 Sv freshwater forcing at the deep convection sites (circles) for the mild (left) and cold glacial climate types (right) in the reference states = year 0; at year 200 and at year 900. Circle thickness reflects overturning strength. We numbered processes chronologically. A positive, convective (grey boxes) and a negative, advective buoyancy feedback (white boxes) affect speed and amplitude of AMOC weakening. The shutdown of a convection site occurs gradually (Nordic Seas and North Atlantic) or abruptly (Labrador Sea) once the surface density (q surface ) falls below -0.6 kg m -3 compared to 56k-REF. This density threshold is crossed by a local SSS anomaly related to internal variability of the oceanatmosphere coupled system density threshold would be crossed if Nordic Seas SSS reaches an negative anomaly of *3r in 56k simulations and [4r in 21k simulations. Assuming a normal distribution of interannual SSS variability in the Nordic Seas, this would mean an expected threshold crossing at around year 500 in 56k simulations and after several thousands of years in 21k simulations, not inconsistent with the simulated timings. This earlier timing in the 56k ensemble explains the higher probability of AMOC weakening to shutdown before year 900 in the mild type.
Discussion
Implications
Previously, it was shown that the sensitivity of the AMOC to freshwater perturbation differs between present-day or pre-industrial climate states and LGM states in earth system models of various complexity (e.g. Ganopolski et al. 1998; Rahmstorf et al. 2005; Roche et al. 2007; Weber et al. 2007; Hu et al. 2008) . In these models, the sensitivity is generally larger in LGM states, which is generally thought to be the result of much colder climate conditions and the closure of the Bering Strait (see Hu et al. 2008) . In the LOVECLIM model, a larger sensitivity was previously found in an LGM state than in a warm interglacial climate state (Roche et al. 2007 ). In conjunction with these studies, our results imply that a range of sensitivities under glacial and interglacial climate states may exist. We show that, at least in our model, the AMOC could be the most sensitive to freshwater perturbation in a mild glacial climate type.
If the hypothesis of Broecker et al. (1985) on the cause of rapid shifts between stadials and interstadials during the Last Glacial holds true, and if our model simulations represent the physics of the observed climatic changes well, we find an exciting new hypothesis that could help explain the more frequent recurrence of these shifts during mild times, for instance MIS 3 and during Termination 1, than during cold ones, for instance around the LGM. As sketched in Fig. 9 , in mild glacial climates, the northerly position of convection sites-the Labrador Sea and Nordic Seas in our model-make the AMOC more sensitive to freshwater fluxes. Conversely, when climate is colder, i.c. at LGM, the AMOC sensitivity to freshwater forcing is reduced as convection sites are shifted southward, i.e. to the North Atlantic Ocean in our model. Similar results, with a southward shift of convection in LGM versus MIS 3 glacial climates have been found in other models (e.g. Merkel et al. 2010) , further supporting the hypothesis.
The AMOC resumption may be governed by a similar, but reversed process sequence than the one shown in Fig. 9 , again involving advective and convective buoyancy feedbacks (Renold et al. 2010 ). The implication is that the latitudinal position of the sea-ice edge and the intimately linked location of the convection sites may control the frequency and amplitude of abrupt shifts in glacial climates, being more frequent and larger in a mild than a cold glacial climate. The new hypothesis might explain the findings of McManus et al. (1999) that abrupt, millennialscale climate change in the North Atlantic region was most clearly expressed at times of intermediate Northern Hemisphere ice sheets during the last 500 ka and (nearly) absent from glacial maxima and interglacials.
Remaining uncertainties
Several caveats may limit the validity of our hypothesis that a northward shift in deep convection sites in response to changing glacial climate forcings between LGM and MIS 3 or T1 may explain more frequent abrupt climate shifts between stadials and interstadials in the latter two. We summarise six important caveats now.
Firstly, whereas absence of deep convection in an icecovered Labrador Sea in our LGM background climate is consistent with data (e.g. Paul and Schäfer-Neth 2003; de Vernal et al. 2005) , deep convection and absence of sea-ice in our Younger Dryas reference climate is not (Sarnthein et al. 1994; Hillaire-Marcel and Bilodeau 2000) . Furthermore, to our knowledge, no data on LSW formation during MIS 3 is found in literature, except for a time slice at *30 ka BP when no Labrador Sea Water formation took place as suggested by d 13 C profiles of the North Atlantic Ocean (Sarnthein et al. 1994) . However, our YD state was not realistically forced, since we did not apply a baseline meltwater flux from the melting ice sheets during the deglaciation. We argue that doing so would effectively shutdown deep convection in the Labrador Sea in our model, as shown by Renssen et al. (2009) for the earlyHolocene. Similarly, Cottet-Puinel et al. (2004) found that the absence of LSW until 7 ka BP in their model could only be obtained with a baseline meltwater flux from the Laurentide Ice Sheet, highlighting the strong local sensitivity of deep convection to freshwater forcing. Regarding MIS 3, we have no reason to believe that LSW formation was prevented throughout the entire interval, since no major deglaciation occurred then (Peltier 2004) . That is unless an ice shelf permanently and extensively covered the Labrador Sea across stadials and interstadials. On the contrary, Hulbe et al. (2004) suggest that an ice-shelf collapse may have triggered part of the massive ice-berg release to the North Atlantic Ocean associated with Heinrich events. This implies that at several occasions during MIS 3-at least during stadials coinciding with a Heinrich event-an ice shelf may have built up and largely disappeared after the Heinrich event. As Heinrich events during MIS 3 were followed by particularly long and warm interstadials , it is conceivable that LSW may have occurred at least in the early phase of those interstadials. LSW formation may, in fact, have slightly amplified the warming into those interstadials, as suggested by our model where a shutdown in LSW formation decreases annual mean surface air temperatures in Central Greenland by 0.6°C-following the warming signal over the Labrador Sea. In any case, there are indications that a southward shift in deep convection sites did take place between interstadials of MIS 3 or T1 and the LGM (Rasmussen et al. 1997 ). This suggests that on/off switches in Nordic Seas convection may also contribute to the large amplitude and, though in our model less so than Labrador Sea convection switches, abruptness of glacial climate shifts.
Secondly, our hypothesis stands only if the cold temperatures of MIS 3 stadials are due to perturbations of a generally milder background climate, more closely resembling interstadials, as appears to be the case in our model for MIS 3 (Van Meerbeeck et al. 2009 ). This is in agreement with climate reconstructions suggesting an overall mild MIS 3 climate in Europe (e.g. van der Hammen et al. 1967; van Huissteden and Vandenberghe 1988) , although those mild palaeotemperature records are no proof of stability of mild conditons. Yet, we currently do not know whether stadials or interstadials or neither of these climate states were stable under MIS 3 climate forcings, with climate models offering different view points. For instance, Ganopolski and Rahmstorf (2001) find a stadial-like climate to be in equilibrium with glacial forcings. In their simulations, a shallower and slightly weaker AMOC is found in their glacial reference climategenerally consistent with data for LGM, along with a midlatitudinal location of deep convection. Then, with a small negative freshwater forcing to the mid-latitudes of the North Atlantic Ocean, deep convection was shifted to Polar regions, thereby abruptly shifting climate to interstadiallike conditions (Ganopolski and Rahmstorf 2001) . Along with the palaeoceanographic work of Sarnthein et al. (1994) and modelling work of e.g. Manabe and Stouffer (1988) and many others (e.g. , this has led us to consider that that the glacial AMOC may be bi-stable between a stadial and an interstadial mode, with the possibility of a third, 'Heinrich' shut down mode during the longest stadials (Rahmstorf 2002) . Furthermore, Rahmstorf et al. (2005) showed that the bi-stability of the AMOC under a certain freshwater forcing is modeldependent in earth system models of intermediate complexity-a hierarchy of models to which both Ganopolski and Rahmstorf (2001) 's and our model belong. An additional complication is that the glacial reference state of Ganopolski and Rahmstorf (2001) -and many other modelling studies (e.g. Weber et al. 2007 )-was setup with climate forcings similar to our LGM reference state, and might therefore not be representative of MIS 3 background climate-for which we find a stable and strong AMOC mode in our model. Finally, AMOC bi-stability seems to be strongly reduced or inexistent in coupled atmosphereocean general circulation models (Stouffer et al. 2006 ). This casts some further doubt on the possible stability of a weak AMOC mode during stadials and a strong AMOC mode during interstadials-which may both merely be transient features of glacial climate. Past studies have, therefore, thus far not been able to provide an unequivocal solution to this problem.
Thirdly, it is presently not known to what extent the suggested AMOC strength and mode shifts between stadials and interstadials were wind-driven or resulted from a perturbation of the thermohaline forced component of the AMOC (Wunsch 2006) . Put into the context of this paper, even if AMOC shifts due to varying meltwater fluxes were facilitated in a mild compared to a cold glacial climate, this control may have been subordinate to changes in atmospheric circulation. This doubt is justified, since Kuhlbrodt et al. (2007) identified the main drivers of the AMOC-in terms of energy transfer-to be mid-and high-latitude winds in the Southern Hemisphere as well as vertical and horizontal diffusion in the water column.
Fourthly, even if thermohaline-controlled, the AMOC shifts associated with stadial-interstadial transitions may not have been triggered by variable glacial meltwater flow from Northern Hemisphere ice sheets (e.g. Knorr and Lohmann 2003) . If a relatively strong meltwater flux were required to substantially reduce overturning strength during stadials-as seen in our and many other models (Rahmstorf et al. 2005; Stouffer et al. 2006 ), a sufficiently large meltwater source on the right time scale has yet to be found for MIS 3 (Clement and Peterson 2008) . Indications are that stadial meltwater from the Eurasian Ice Sheets may have contributed to this flux (Rasmussen et al. 1997; Lekens et al. 2006) , however no quantification has been undertaken. Also, whereas in models large freshwater forcing-said to represent meltwater release during the Younger Dryas cold event (*12,700-11,500 ka BP) or during Heinrich events-triggers an AMOC shutdown, a growing body of evidence suggest AMOC reduction or shutdown took place prior to Heinrich events (Hemming 2004) . Moreover, the iceberg armadas associated with the massive ice rafted debris deposition during Heinrich events may have been triggered by an AMOC shutdown (e.g. Hulbe et al. 2004; Flückiger et al. 2006) , with its meltwater release preventing an AMOC resumption. However, so far, error margins in chronologies have precluded unequivocal conclusions on this matter (Hemming 2004) . In any case, with an AMOC shutdown achieved in several of our simulations before the stronger freshwater forcing that represents the meltwater release by a Heinrich event, our results are at least partly consistent with Hulbe et al. (2004) .
Fifthly, our understanding of the stochastic process leading to AMOC shutdown is presently poor (e.g. Ditlevsen et al. 2007 ). Three possibilities are under debate: (1) AMOC shifts were inherent features of the glacial ocean circulation through internal variability (Sakai and Peltier 1997; Ditlevsen et al. 2007) or (2) they were externally forced (Alley et al. 2001; Ganopolski and Rahmstorf 2001) , or (3) both (Timmermann et al. 2003) . In a simple coupled climate model, the latter authors found that an initial meltwater pulse such as a Heinrich event freshens the ocean could bring the AMOC to a bifurcation point (Hopf bifurcation), thus exciting the AMOC into a mode of DansgaardOeschger type variability. Small noise arising from internal variability may then sustain this variability. While our results preclude neither explanation, they indicate that, at least in our model, the internal variability needed to cross a surface density threshold in the convection sites may involve the atmosphere, not just the ocean. Specifically, different initial atmospheric conditions between different ensemble members produce different weather patterns in an otherwise dynamically identitical climate state. Further investigation is required to answer the questions whether and which weather patterns bring about SSS anomalies large enough to cross the density threshold. Although an in-depth analysis of the atmosphere-ocean coupling lies beyond the scope of this paper, we can provide a way to clarify this problem. Using LOVECLIM, the presented simulation could be repeated, only with a fixed annual cycle for the atmospheric conditions. If a weak AMOC is maintained in the ocean only experiments, a proof is given that simulated weather patterns are responsible for the timing of the threshold crossing in our model, and thus further AMOC weakening to shutdown.
Sixthly, although Fig. 6 gives clear indications of stronger AMOC sensitivity to a relatively large positive freshwater flux (0.15 Sv during years 1-900) in the mild glacial type than the cold type, five ensemble members for each ensemble are not sufficient to statistically underpin this finding. Therefore, with a large standard deviation of overturning strength response time for each ensemble, a thorough assessment of sensitivity differences would require several tens of members per climate type. Such an investigation remains to be done. Nevertheless, the process sequences and mechanisms discussed in this paper are consistent with our results and, to our knowledge, with data. We thus assume that 5 ensemble members are sufficient for a first assessment of AMOC sensitivity to additional freshwater fluxes in different glacial climate states.
Conclusions
By perturbing three different glacial reference climate states in the LOVECLIM model with one freshwater scenario, we find different Atlantic Meridional Overturning Circulation (AMOC) responses to this forcing.
We distinguish two glacial climate types based on sea surface conditions in the North Atlantic region and on AMOC mode in the reference states. (1) The cold glacial type consists of our Last Glacial Maximum (21 ka BP) simulations, with deep convection mainly found south of Greenland and Iceland. (2) The mild glacial climate type includes our early-Marine Isotope Stage 3 (56 ka BP) and our Late-Glacial (12.5 ka BP) simulations. A milder sea surface allows deep convection further north, namely in the Labrador Sea and the Nordic Seas.
Labrador Sea convection in the reference climates of the mild type makes the AMOC more sensitive to an imposed additional 0.15 Sv freshwater flux in the North Atlantic and Nordic Seas than the cold type. The mild type attains (1) a faster and larger reduction in AMOC strength on average; and (2) an abrupt shutdown of Labrador Sea convection within less than 50 years time from the start of the freshwater forcing.
After shutdown of Labrador Sea convection, a positive convective buoyancy feedback accelerates accumulation of the freshwater anomaly-thus lower density-at surface. The buoyancy build-up slows down deep convection at the other convection sites, leading to further AMOC weakening to about half its initial strength within 200 years. However, at this time a negative advective buoyancy feedback-northward transport of anomalously saline subtropical Atlantic surface waters along the AMOC-prevents further AMOC weakening in all glacial states.
Being close to a density threshold, the weak AMOC mode can be brought to full shutdown stochastically by a relatively strong SSS anomaly in the Nordic Seas. In the mild type, such a shutdown is often-but not alwaysachieved within 600 to 900 years. That is, before applying a larger freshwater forcing representing the meltwater released during Heinrich events. In contrast, slightly higher local SSS anomalies and thus densities (to the reference states) in the cold type reduces the probability of achieving a full shutdown, since the positive convective buoyancy feedback is weaker.
In conclusion, our results imply that MIS 3 (and possibly Late-Glacial) climate forcings may have made background climate more prone to abrupt climate shifts. Local-scale interannual variability of the North Atlantic Ocean surface circulation may then have controlled the recurrence of cold stadial intervals.
