STUDY OF QCD CRITICAL POINT USING CANONICAL ENSEMBLE METHOD by Li, Anyi
University of Kentucky 
UKnowledge 
University of Kentucky Doctoral Dissertations Graduate School 
2009 
STUDY OF QCD CRITICAL POINT USING CANONICAL ENSEMBLE 
METHOD 
Anyi Li 
University of Kentucky, anyili@phy.duke.edu 
Right click to open a feedback form in a new tab to let us know how this document benefits you. 
Recommended Citation 
Li, Anyi, "STUDY OF QCD CRITICAL POINT USING CANONICAL ENSEMBLE METHOD" (2009). University of 
Kentucky Doctoral Dissertations. 756. 
https://uknowledge.uky.edu/gradschool_diss/756 
This Dissertation is brought to you for free and open access by the Graduate School at UKnowledge. It has been 
accepted for inclusion in University of Kentucky Doctoral Dissertations by an authorized administrator of 
UKnowledge. For more information, please contact UKnowledge@lsv.uky.edu. 
ABSTRACT OF DISSERTATION
Anyi Li
The Graduate School
University of Kentucky
2009
STUDY OF QCD CRITICAL POINT USING CANONICAL ENSEMBLE
METHOD
ABSTRACT OF DISSERTATION
A dissertation submitted in partial
fulfillment of the requirements for
the degree of Doctor of Philosophy
in the College of Arts and Sciences
at the University of Kentucky
By
Anyi Li
Lexington, Kentucky
Director: Dr. Keh-fei Liu, Professor of Physics and Astronomy
Lexington, Kentucky 2009
Copyright c© Anyi Li 2009
ABSTRACT OF DISSERTATION
STUDY OF QCD CRITICAL POINT USING CANONICAL ENSEMBLE
METHOD
QCD at non-zero baryon density is expected to have a critical point where the finite
temperature crossover at zero density turns into a first order phase transition. To
identify this point, we use the canonical ensemble approach to scan the temperature-
density plane through lattice QCD simulations with Wilson-type fermions. In order
to scan a wide range of the phase diagram, we develop an algorithm, the ”winding
number expansion method” (WNEM) to fix the numerical instability problem due to
the discrete Fourier transform for calculating the projected determinant. For a given
temperature, we measure the chemical potential as a function of the baryon number
and look for the signal of a first order phase transition. We carry out simulations
using clover fermions with mπ ≈ 800MeV on 63 × 4 lattices. As a benchmark, we
run simulations for the four degenerate flavor case where we observe a clear signal of
the first order phase transition. In the two flavor case we do not see any signal for
temperatures as low as 0.83 Tc. To gauge the discretization errors, we also run a set
of simulations using Wilson fermions and compare the results to those from the clover
fermion. The three flavor case is close to realistic QCD with two light u and d quarks
and one heavier s quark. Any hint of the existence of the first order phase transition
and, particularly, its critical end point will be valuable for the planned relativistic
heavy-ion experiments to search for such a point. In the three flavor case we found
a clear signal for the first order phase transition, the critical point is located at a
temperature of 0.93(2) Tc and a baryon chemical potential of 3.25(7) Tc. Since the
quark mass in our present simulation is relatively heavy, we would like to repeat it
with lighter quark masses and larger volumes.
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Chapter 1 Introduction
Quantum Chromodynamics (QCD) is a fundamental quantum field theory which de-
scribes the strong interaction of quarks and gluons. Its successful application include
a wide range of phenomena from hadron spectra to deep-inelastic collisions. The
perturbative approach at short distances as well as the non-perturbative approach at
long distances of the theory have already provided us a tremendous understanding of
the current universe at zero temperature. To obtain the intact understanding of our
universe, the knowledge of QCD at finite temperature and non-zero baryon chemical
potential becomes essential. Exploring the QCD phase diagram, including identifica-
tion of different phases and the determination of the phase transition line, is key to
understanding a wide variety of physical systems, e.g. early universe and the cores of
neutron stars. It’s currently one of the most attractive topics in particle physics [1, 2].
Guided by phenomenology and experiments, the candidate QCD phase diagram was
proposed [3]. Fig. 1.1 shows the sketch of the proposed phase diagram. In certain
limits, in particular at large values of the external thermodynamic temperature T or
baryon-chemical potential µB, when thermodynamics is dominated by short-distance
QCD dynamics, the theory can be studied analytically, due to the asymptotic free-
dom nature of QCD at short distances. However, the most interesting phenomena lie
in regions where non-perturbative features of the theory dominate. The only known
systematic approach is the first-principles calculation via lattice QCD with large scale
computation — Monte Carlo simulations on supercomputers.
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Figure 1.1: Conjectured QCD phase diagram [4]
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The thermodynamics of strongly interacting matter has been studied extensively
in lattice calculations at vanishing baryon chemical potential. Current lattice cal-
culations strongly suggest that the transition from the hadronic low temperature
phase to the high temperature phase is a continuous, non-singular but rapid transi-
tion happening in a narrow temperature interval around the transition temperature
Tc ∼ 170MeV [5]. On the other side of phase diagram — large baryon chemical
potential but very low temperature, a number of different model approaches [6, 7,
8, 9, 10, 11, 12, 13] suggest that the transition in this region is strongly first order,
although this argument is less robust. Motivated by current lattice simulations and
model calculations, the first order phase transition line from zero temperature would
end up somewhere — so called critical end point – in the midst of the µ − T phase
diagram.
The search for the QCD critical point has attracted considerable theoretical and
experimental attention recently. The possible existence of this point was introduced
a long time ago [8, 9]. It is apparent that the location of the critical point is a
key to the understanding of the QCD phase diagram. For experimental search of
the critical point, it has been proposed to use heavy ion collisions at (RHIC) [14,
15]. The appearance of this point is closely related to hadronic fluctuations which
may be examined by an event-by-event analysis of experiments. The coming RHIC
lower energy scan and future LHC and FAIR (GSI) will focus on the region T >
100MeV and µB ∼ 0 − 600MeV where the critical end point is predicted to exist
in the theoretical models. However, in order to extract unambiguous signals for the
QCD critical point, quantitative calculations from first-principles lattice QCD are
indispensable.
Remarkable progress in lattice simulations at zero baryon chemical potential has
been made in recent years; however, simulations at non-zero chemical potential is
difficult due to the complexity of the fermionic determinant at non-zero chemical
potential (N.B. γ5M(µ)γ5 6= M †(µ) at µ 6= 0) with indefinite phase. Since all the
conventional lattice QCD simulation methods rely on importance sampling with pos-
itive probability, they fail for this system. The uncontrollable fluctuation of the
phase would introduce the notorious “sign problem”. Although several algorithms
that alleviate the sign problem have been developed, the current stage of simulation
algorithms at finite chemical potential is still premature.
The standard approach, the Glasgow reweighting method, is to split the fermionic
determinant into a real positive part and a phase factor. Such an algorithm needs
simulations performed at µB = 0, with then the Boltzmann weight modified at the
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step of the measurement of observables [16, 17, 18, 19, 20, 21]. Another approach
involves simulation at imaginary chemical potential, where there is no sign problem,
and analytically continuing the results to the real µ by fitting the results to a power
series [22, 23] of µ. Using radius of convergence in the framework of the Taylor
expansion of the grand canonical potential, one can also establish a lower bound
on the location of the critical endpoint [24, 25, 19, 20, 26]. Moreover, studies by
simulating of phase-quenched finite density QCD, have been performed in [27, 28, 29].
To apply the reweighting method, simulations are carried out at µB = 0 and ob-
servables at non-zero µB are computed under the generated ensemble with reweighting
factors. The reweighting factor is introduced to get correct measurements at non-zero
µB. This only works provided there is significant overlap between the distribution
which is important for the chosen set of parameters, and that which is important for
the original set of parameters. Otherwise this would introduce the so called “over-
lap problem”. Since the existence and location of the critical point is still unknown,
we need an algorithm which is free of the overlap problem at finite chemical po-
tential. This is one of the motivations of our studies via the canonical ensemble
approach [30, 31, 32]. To address the overlap problem and simulate at larger baryon
number we proposed a method based on the canonical partition function [33, 34, 35].
Most of the current studies of the QCD phase diagram are based on the picture of
the grand canonical ensemble in terms of chemical potential and temperature. The
first order phase transition appears as a line separating the hadronic gas phase from
the quark gluon plasma phase. On the other hand, in the picture of the canonical
ensemble, first order phase transition is encoded in the coexistence of the two phases
in a range of densities. The transition emerges as a broad range of density with two
boundaries instead of a single line. Due to the equivalence of canonical ensemble and
grand canonical ensemble at large number of particles, we construct the canonical
partition function by an inverse Laplace transform (in fact, it is a Fourier transform
through the help of imaginary chemical potential) on the grand canonical partition
function. This can be easily seen by writing down the fugacity expansion of the grand
canonical partition function. Then a simulation could be done exactly at specific net
quark number k instead of the chemical potential. While expensive – every update
involves the evaluation of the fermionic determinant, the finite baryon density simu-
lation based on this method has been proved to be feasible [35, 36]. By taking the
difference of the free energy after adding one baryon, the baryon chemical poten-
tial can be measured as an observable in the canonical ensemble. Measured baryon
chemical potential is a connection between grand canonical ensemble and canonical
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ensemble, we use it as a probe in studying the QCD phase diagram. With the aid
of the winding number expansion method [37], a program was outlined to scan the
QCD phase diagram in an effort to look for the critical point [38, 39].
So far, most lattice QCD studies at finite temperature and chemical potential
have been performed using staggered fermion actions with the fourth-root trick of
the fermion determinant. We shall use Wilson-type fermion actions to avoid the
complication and potential ambiguity due to the square and quartic roots of the
determinant in the staggered fermion case. We implement our algorithm based on
Iwasaki(RG) improved gauge action and clover improved fermion action [40, 41, 42].
In this study, we present results based on simulations on 63×4 lattices with clover
fermion action as well as Wilson fermion action. As a benchmark and check of the
algorithm, we have implemented this first for the four flavor case. We measure the
baryon chemical potential on the generated ensembles and plot the chemical potential
as a function of baryon density at fixed temperature. Due to the non-zero contribution
from the surface tension in a finite box, the coexistence phase is exhibited as an “S-
shape” structure in this plot. The phase boundaries of the coexistent phase can
be determined by the “Maxwell construction”. Our simulations of the Nf = 4 case
indeed showed an “S-shape” structure in the chemical potential versus baryon density
plot, indicating a first order phase transition [32]. We do not see such a structure
in the Nf = 2 case down to 0.83Tc. The most interesting study is the Nf = 3
case, where the evidence of a critical point would not only strongly hint the existence
of such a point in the real world but also give an estimation of its location. After
applying the entire algorithm and methodology employed to look for the first order
phase transition from Nf = 4 and Nf = 2 studies, we scan the phase diagram for
the Nf = 3 case with intermediate quark mass and find appearance of an S-shape
structure below 0.92Tc and determined phase boundaries under the canonical picture.
The location of the critical point is then located by an extrapolation.
This dissertation is organized as following. In Chapter 2, we give a brief intro-
duction to lattice QCD and QCD thermodynamics on the lattice. The canonical
partition function method is outlined in Chapter 3. We present the winding num-
ber expansion method (WNEM) which is a very efficient algorithm for calculating
projected determinants as well as details on the other algorithms we used during the
simulations in Chapter 4 . In Chapter 5, we discuss two important measurements —
baryon chemical potential and Polyakov loop measured in the generated ensembles.
The main results on how to determine the QCD phase diagram under canonical en-
semble and how to locate the critical point are presented in Chapter 6 and Chapter
4
7. We then conclude our studies in Chapter 8 and outline future simulations.
Copyright c© Anyi Li, 2009.
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Chapter 2 QCD thermodynamics on the lattice
2.1 QCD thermodynamics
A suitable starting point for a discussion of the equilibrium thermodynamics of el-
ementary particles interacting only through the strong force is the QCD partition
function represented in terms of a Euclidean path integral. The grand canonical par-
tition function, Z(V, T, µf), is given as an integral over the fundamental quark (ψ̄, ψ)
and gluon (Aν) fields. In addition to its dependence on volume (V ), temperature (T )
and a set of chemical potentials (µf), the partition function also depends on the
coupling g and on the quark masses mf for f = 1, · · · , nf different quark flavors,
Z(V, T, µf) =
∫
DAνDψ̄Dψ e−SE(V,T,µf ) . (2.1)
Here the bosonic fields Aν and the Grassmann-valued fermion fields ψ̄, ψ obey pe-
riodic and anti-periodic boundary conditions in Euclidean time, respectively. The
Euclidean action SE ≡ SG + SF contains a purely bosonic contribution (SG) ex-
pressed in terms of the field strength tensor, Fµν = ∂µAν − ∂νAµ − ig[Aµ, Aν ], and a
fermionic part (SF ), which couples the gluon and quark fields through the standard
minimal substitution,
SE(V, T, µf) ≡ SG(V, T ) + SF (V, T, µf) , (2.2)
SG(V, T ) =
1/T
∫
0
dx4
∫
V
d3x
1
2
Tr FµνFµν , (2.3)
SF (V, T, µf) =
1/T
∫
0
dx4
∫
V
d3x
nf
∑
f=1
ψ̄f (γν [∂ν − igAν ] + µfγ0 +mf)ψf . (2.4)
Basic thermodynamic quantities like the pressure (p) and the energy density (ǫ)
can then easily be obtained from the logarithm of the partition function,
p
T 4
=
1
V T 3
lnZ(T, V, µf) , (2.5)
ǫ− 3p
T 4
= T
d
dT
(
p
T 4
)
|fixed µ/T
. (2.6)
Moreover, the phase structure of QCD can be studied by analyzing observables
which, at least in certain limits, are suitable order parameters for chiral symmetry
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restoration (mf → 0) or deconfinement (mf → ∞), i.e. the chiral condensate and its
derivative — the chiral susceptibility,
〈ψ̄fψf 〉 =
T
V
∂
∂mf
lnZ(T, V, µf) , χm =
T
V
nf
∑
f=1
∂2
∂m2f
lnZ(T, V, µf) , (2.7)
as well as the expectation value of the trace of the Polyakov loop,
〈L〉 = 1
V
〈
∑
~x
TrL(~x)〉 , (2.8)
where the trace is normalized such that Tr1 = 1. Here L(~x) denotes a closed line
integral over gluon fields which represents a static quark source,
L(~x) = e−
∫ 1/T
0
dx0 A0(x0,~x) . (2.9)
We may couple these static sources to a constant external field, h, and consider its
contribution to the QCD partition function. The corresponding susceptibility is then
given by the second derivative with respect to h,
χL = V (〈L2〉 − 〈L〉2) , (2.10)
where h has been set to zero again after taking the derivatives.
2.2 Lattice formulation of QCD thermodynamics
The path integral appearing in Eq. (2.1) is regularized by introducing a four-dimensional
space-time lattice of size N3σ ×Nτ with a lattice spacing a. Volume and temperature
are then related to the number of points in the space and time directions, respectively,
V = (Nσ a)
3 , T−1 = Nτ a , (2.11)
and also chemical potentials and quark masses are expressed in units of the lattice
spacing, µ̃f = µfa, m̃f = mfa. The lattice spacing then does not appear explicitly as
a parameter in the discretized version of the QCD partition function. It is controlled
through the bare couplings of the QCD Lagrangian, i.e. the gauge coupling1 g2 and
quark masses m̃f .
At least on the naive level, the discretization of the fermion sector is straightfor-
wardly achieved by replacing derivatives with finite differences and by introducing
dimensionless, Grassmann valued fermion fields. However, enforced by the require-
ment of gauge invariance, the discretization of the gauge sector is a bit more involved.
1In the lattice community it is customary to introduce the coupling β ≡ 6/g2 instead.
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Here Wilson [43] introduced link variables Uµ(x) which are associated with the link
between two neighboring sites of the lattice and describe the parallel transport of the
field Aµ from site x to the neighboring site in the µ̂ direction x+ µ̂a,
Uµ(x) = P exp
(
−ig
∫ x+µ̂a
x
dxµAµ(x)
)
, (2.12)
where P denotes the path ordering. The link variables Uµ(x) are elements of the
SU(3) color group.
In order to discretize the fermion fields, Wilson [43] defined the fermion fields on
the continuum derivative with a symmetrized finite difference.
m → 1
a
m̃
ψ(x) → 1
a
3
2
ψ̃(na)
ψ(x) → 1
a
3
2
ψ̃(na) (2.13)
where, na is lattice site, n being an integer. The integration measure also changes to:
Dψ̃Dψ̃ →
∏
n
dψ̃(na)
∏
m
dψ̃(ma) (2.14)
Following are some definitions of discretized forward and backward derivatives on
the lattice [44]. (Note here, the gauge links are included to ensure gauge invariance)–
tµ f(x) = f(x+ aµ) tµ
t−µ f(x) = f(x− aµ) t−µ
Tµ ≡ tµUµ(x− aµ) = Uµ(x) tµ
T−µ ≡ t−µU−µ(x+ aµ) = U−µ(x) t−µ
f(x)
←
t µ =
←
t µ f(x− aµ)
f(x)
←
t −µ =
←
t −µ f(x+ aµ)
←
T µ ≡ Uµ(x)
←
t µ=
←
t µ Uµ(x− aµ)
←
T−µ ≡ U †µ(x− aµ)
←
t −µ=
←
t −µ U
†
µ(x) (2.15)
Then, we define the covariant derivatives as,
→
Dµ ψ̃(x) =
1
2a
[
(Tµ − T−µ ) ψ̃(x)
]
,
=
1
2a
[
Uµ(x) ψ̃(x+ aµ) − U †µ(x− aµ) ψ̃(x− aµ)
]
(2.16)
8
ψ̃(x)
←
Dµ =
1
2a
[
ψ̃(x) (
←
T−µ −
←
T µ )
]
=
1
2a
[
ψ̃(x+ aµ)U
†
µ(x) − ψ̃(x− aµ)Uµ(x− aµ)
]
. (2.17)
Under such “naive” discretization, we can rewrite the fermion action in the lattice
version as,
SLF [ψ̃, ψ̃, U ] = m̃
∑
x
ψ̃(x) ψ̃(x) +
1
2a
ψ̃(x)
∑
x,µ
γµ
[
Uµ(x) ψ̃(x+ aµ)
−U †µ(x− aµ) ψ̃(x− aµ)
]
≡
∑
x,y
ψ̃(x)Dx,y ψ̃(y) (2.18)
where,
Dx,y = m̃δx,y +
1
2a
∑
µ
γµ
[
Uµ(x)δx,y−aµ − U †µ(x− aµ)δx,y+aµ
]
(2.19)
The “naive” fermion action is related to the continuum action as,
SlatticeF [ψ̃, ψ̃, U ] = SF [ψ, ψ,A] +O(a2). (2.20)
So, the “naive” action has O(a2) discretisation errors. However, this “naive” dis-
cretization poses a problem. At finite lattice spacing, each lattice quark flavor gives
rise to 2d = 16 flavors rather than one. This is known as the famous “fermion doubling
problem”. There are several ways to overcome this problem, e.g. Wilson fermions [43],
staggered fermions [45], domain-walls fermions [46, 47], overlap fermions [48], and
fixed-point action [49]. We decide to implement Wilson fermion actions for the cur-
rent studies. We are aware of the fact that Wilson fermion breaks chiral symmetry
explicitly, we do not use the staggered fermion so as to avoid the controversy over
the rooting issue of the fermion determinant [50].
In order to avoid the doubling problem, Wilson prescribed a second derivative
subtraction term to the naive action Eq. (2.19), so that 15 of the 16 doublers are
moved to the cut-off at 1/a. The Wilson action can be written as,
SWF [ ψ̃, ψ̃, U ] =
[
mL + 4r
a
]
∑
x
ψ̃(x) ψ̃(x) +
1
2a
ψ̃(x)
∑
x,µ
[
(γµ − r) Uµ(x) ψ̃(x+ aµ) − (γµ + r) U †µ(x− aµ) ψ̃(x− aµ)
]
≡
∑
x,y
ψ(x)DWx,y[U ]ψ(y) (2.21)
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where the Dirac matrix for the Wilson action is written as,
DWx,y[U ] = δx,y − κ
∑
µ
[
(r − γµ) Uµ(x)δx,y−aµ + (r + γµ) U †µ(x− aµ)δx,y+aµ
]
, (2.22)
with the hopping parameter κ being defined through,
κ =
1
2(4r + m̃)
, (2.23)
where, r is known as the “Wilson coefficient”, which was generally put equal to 1.
Also, we have rescaled the fields in Eq. (2.21) as,
ψ̃ → ψ√
2κ
(2.24)
This ψ should not be confused with the continuum ψ. In the continuum limit, we
find,
SWF [ψ, ψ, U ] −→
∫
d4xψ(x)
(
γµDµ +m−
ar
2
∑
µ
D2µ
)
ψ(x) + O(a) (2.25)
So, although the additional second derivative term removes the unwanted dou-
blers, it breaks chiral symmetry explicitly even at m = 0 and introduces O(a) dis-
cretisation errors instead O(a2). This is the consequence of as the Nielsen-Ninomiya
“no-go” theorem [51], which shows that it is not possible to find a Dirac operator
which possesses locality, chirality, and yet has no doubling problem.
Copyright c© Anyi Li, 2009.
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Chapter 3 Canonical ensemble
The simplest way to show how to build the canonical ensemble in lattice QCD is to
start from the fugacity expansion,
Z(V, T, µ) =
∑
k
ZC(V, T, n)e
µk/T , (3.1)
where k is the net number of quarks (number of quarks minus the number of anti-
quarks) and ZC is the canonical partition function. We note here that on a finite
lattice, the maximum net number of quarks is limited by the Pauli exclusion principle.
Using the fugacity expansion, it is easy to see that we can write the canonical partition
function as a Fourier transform of the grand canonical partition function,
ZC(V, T, k) =
1
2π
∫ 2π
0
dφ e−ikφZ(V, T, µ)|µ=iφT . (3.2)
After integrating over the imaginary chemical potential. While, it is in fact a Laplace
transform if one integrates out φ from −∞i to +∞i with an imaginary φ. The result
above was derived under the assumption that the partition function is analytical,
which is true on a finite lattice. In the thermodynamic limit, this is no longer true,
however, the grand canonical and the canonical approaches are expected to produce
the same results [52].
For our study, we will focus on the Iwasaki improved gauge action and the clover
fermion. Clover action belongs to the so-called “Wilson-type” actions which share
similar properties as Wilson fermion. Introducing of the “clover” term gives the
action better scaling behavior on lattice spacing a in the approach to the continue
limit. Following papers [40, 41, 42], it is defined as
Z(β, κ, µ) =
∫
DU(detM(U))Nf e−Sg(U), (3.3)
Sg(U) = −β



∑
x, µ>ν
c0W
1×1
µν (x)(U) +
∑
x, µ,ν
c1W
1×2
µν (x)(U)



, (3.4)
Mx,y(U) = δx,y − δx,ycswκ
∑
µ>ν
σµνFµν (3.5)
−κ
∑
i
[
(1− γi)Ui(x) δx+î,y + (1 + γi)Ui†(x− î) δx−î,y
]
−κ
[
eµ(1− γ4)U4(x) δx+4̂,y − e−µ(1 + γ4)U4†(x− 4̂) δx−4̂,y
]
,(3.6)
where W 1×1µν (x) andW
1×2
µν (x) are 1×1 and 1×2 Wilson loops, Fµν = (fµν−f †µν)/(8i),
fµν is the standard clover-shaped combination of gauge links, β = 6/g
2, c1 = −0.331,
11
c0 = 1−8c1. We adopt nonperturbative O(a) improved csw [53], csw = 1+0.113( 6β )+
0.0158( 6
β
)2+0.0088( 6
β
)3 for Nf = 2 and csw = 1+0.113(
6
β
)+ 0.0209( 6
β
)2+0.0047( 6
β
)3
for the Nf = 4 case. µ ≡ µqa is the quark chemical potential, it is introduced at
every temporal link. We can perform a change of variables [30],
ψ(~x, x4) → ψ′(~x, x4) = e−µψ(~x, x4)
ψ̄(~x, x4) → ψ̄′(~x, x4) = eµψ̄(~x, x4) (3.7)
to absorb µ into fermionic field except on the last time slice. In terms of imaginary
chemical potential, it is a simply U(1) phase attached to the last time slice
(Uφ)ν(x) ≡



Uν(x)e
−iφ x4 = Nt, ν = 4
Uν(x) otherwise.
(3.8)
The quark chemical potential is related to the baryon chemical potential as µB = 3µ.
As an illustration, we will consider the case of two degenerate flavors. After
integrating out the fermionic part, we get a simple expression
ZC(V, T, k) =
∫
DU e−Sg(U)detkM2(U), (3.9)
where
detkM
2(U) ≡ 1
2π
∫ 2π
0
dφ e−ikφ detM(m,µ;U)2|µ=iφT , (3.10)
is the projected determinant with the fixed net quark number k. In fact, using the
γ5 hermiticity symmetry of the action, we can prove that
ZC(V, T, k) = ZC(V, T,−k). (3.11)
This property allows us to rewrite the partition function as
ZC(V, T, k) =
∫
DU e−Sg(U) RedetkM2(U). (3.12)
Now the integrand is real but not necessarily positive.
In the next chapter, we will discussion some algorithms which generate canonical
configurations based on the action in Eq. (3.12).
Copyright c© Anyi Li, 2009.
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Chapter 4 Algorithm
To simulate Eq. (3.12) dynamically, we can rewrite the canonical partition function
as
ZC(V, T, k) =
∫
DU e−Sg(U)detkM2(U)
=
∫
DU e−Sg(U)detM2(U)W (U)α(U), (4.1)
where
W (U) =
|RedetkM2(U)|
detM2(U)
(4.2)
and
α(U) =
detkM
2(U)
|RedetkM2(U)|
(4.3)
Our strategy to generate an ensemble is to employ the Metropolis accept/reject
method based on the weight W (U) and fold the phase factor α(U) into the measure-
ments. In short, during the simulations, the candidate configuration is “proposed”
by the standard Hybrid Monte Carol algorithm [54, 55], then an accept/reject step is
used to correct the weight. We note that the accept/reject step is based on the deter-
minant ratio which should alleviate the fluctuation problem [56, 33, 34] and enhance
the acceptance rate.
The goal of any simulation is to compute observables, the partition function itself
is not of particular interest. If we are only interested in observables that are even
under charge conjugation, then we could use the ensemble generated by the above
action without phase factor to compute them. For observables that are odd under
charge conjugation an additional step is necessary: we have to reintroduce a phase.
We want to emphasize that, if the above integrand is positive, the observables which
are even under charge conjugation could be evaluated directly on the ensemble gen-
erated by the above action. Thus, we would have no reweighting involved, and no
overlap problem.
The observables that are odd under charge conjugation are not guaranteed to
behave well, but we assume that their behavior would be similar. It is easy to prove
that the imaginary part of the phase should vanish on the ensemble average. It is
the real part of this phase that carries the signal of a sign problem. At the worst,
the phase α(U) could fluctuate between −1 and +1. If positive and negative phases
occur at about equal probability, it will introduce sizable error bars into observables
13
and the method fails since we need extremely large ensembles to get reasonable error
bars. Under this circumstance, we have a sign problem.
From the above discussion, it is clear that as long as we do not have a sign problem,
the results of our simulation for observables invariant under charge conjugation are
reliable. For the other observables, the sign problem might be more severe, but we
don’t expect there to be an overlap problem, since it is an exact algorithm that
would generate ensembles at fixed net quark number sector. We also note that our
results show that the sign problem is controllable at fairly large baryon number at
the intermediate quark mass we study.
4.1 Winding number expansion
Most of the time of the simulation is spent on the accept/reject step, specifically
on computing determinant of the fermion matrix. On the 63 × 4 lattice, the matrix
has 10368 × 10368 entries. Although it’s very sparse, exact determinant calculation
is very demanding even on this small lattice. An alternative is to use a noisy esti-
mator [36, 56], but this is quite cumbersome. For simplicity sake, we shall use the
exact evaluation of the determinant in this study. Another technical problem has to
do with the Fourier transform; our original approach was to use an approximation
where the continuous Fourier transformation is replaced by a discrete one, i.e.:
detkM
2(U) ≈ 1
N
N−1
∑
j=0
e−ikφj detM(Uφj )
2, φj =
2πj
N
. (4.4)
It was shown that the errors introduced by this approximation are small [39] at
least for small quark numbers. However, there are two problems with this approach:
the computation time increases linearly with the net quark number; and for large
enough quark number, the Fourier components become too small to be evaluated
with enough precision even using double precision floating point numbers. It has
been shown [37] that the the results of the projected determinant for k larger than 20
would differ significantly for different choice of N signaling a numerical instability. To
see this problem, we use N = 208 to evaluate the fermion determinant and calculate
Fourier projection using discrete Fourier transform. It is shown in Fig. 4.1 as a
function of k. Since |RedetkM2(U)| is proportional to the free energy of the system, it
is expected to decrease exponentially. However, we see the discrete Fourier transform
breaks down at k ≈ 25 where |RedetkM2(U)| stops falling below 10−15 which is the
limit of double precision.
14
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Figure 4.1: Numerical instability of discrete Fourier transform with 208 evaluations
of the determinant.
This happens when e−ikφj oscillates rapidly at larger k, leading to large cancelation
in the sum of e−ikφj detM(Uφj )
2. The accumulation of rounding-off errors makes the
final results deviate from their expectation values.
For our study of the phase diagram at non-zero baryon number on the 63 × 4
lattices, we need the quark number k to be as large as 54 which corresponds to 18
baryons. Thus, to evaluate the projection accurately we need to use a better method.
The basic idea of the new method is to use the Fourier transform of log detM(U, φ)
instead of the Fourier components of detM(U, φ). Using an approximation based on
the first few components of log detM(U, φ), we can then analytically compute the
projected determinant. The efficacy of the method can be traced to the fact that
the Fourier components of log detM(U, φ) are the number of terms in the expansion
which characterizes the number of quark loops wrapping around the time boundary.
They are exponentially smaller with increasing n. This is why we can approximate
the exponent of the determinant very accurately with a few terms which, in turn,
allows us to evaluate the Fourier components of the determinant precisely.
To see how this works, we look at the hopping expansion of the log detM(U, φ).
We start by writing the determinant in terms of the trace log
detM(U, φ) = exp(Tr logM(U, φ)). (4.5)
It is well known that Tr logM corresponds to a sum of quark loops. We separate
all these loops in classes depending on how many times they wrap around the lattice
in the temporal direction (see Fig. 4.2). We have then
Tr logM(U, φ) =
∑
loops
L(U, φ) (4.6)
= A0(U) + [
∑
n
einφWn(U) + e
−inφW †n(U)],
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Figure 4.2: Schematic of winding number expansion on lattice. The loops in the
top two cases do not wrap around the time boundary. Only the bottom two cases
contribute to the non-zero sectors.
where n is the winding number of quark loops wrapping around the time direction
and Wn is the weight associated with all these loops with winding number n. A0(U)
is the contribution with zero winding number. Eq. (4.6) can be re-written as
Tr logM(U, φ) = A0(U) + [
∑
n
einφWn(U) + e
−inφW †n(U)] (4.7)
= A0(U) +
∑
n
An cos(nφ+ δn),
where An ≡ 2|Wn| and δn ≡ arg(Wn) are independent of φ. Using Eq. (4.5) and
Eq. (4.7) we get
detM(U, φ) = eA0+A1 cos(φ+δ1)+A2 cos(2φ+δ2)+...... (4.8)
To the first order in the winding number expansion we have
detM(U, φ)n=1 = e
A0+A1 cos(φ+δ1). (4.9)
The Fourier transform can now be computed analytically; we have
∫ 2π
0
dφ
2π
e−ikφeA0+A1 cos(φ+δ1) = eA0+ikδ1Ik(A1), (4.10)
where Ik is Bessel function of the first kind with rank k.
For higher orders in the winding number expansion, we compute the Fourier trans-
form using the Taylor expansion:
∫ 2π
0
dφ
2π
e−ikφeA0+A1 cos(φ+δ1)eA2 cos(2φ+δ2)+A3 cos(3φ+δ3)+...
16
=
∫ 2π
0
dφ
2π
e−ikφeA0+A1 cos(φ+δ1)(1 + A2 cos(2φ+ δ2) +
1
2!
A22 cos(2φ+ δ2)
2 + ...)×
(1 + A3 cos(3φ+ δ3) +
1
2!
A23 cos(3φ+ δ3)
2 + ...)× ...
= c00Ik(A1) + c+01Ik+1(A1) + c−01Ik−1(A1) + c+02Ik+2(A1) + ... (4.11)
The projected determinant is then written in terms of the linear combination of Bessel
functions, the coefficients c can be easily computed analytically. Using Eq. (4.11)
and the recursion relation for the Bessel function, Ik−1(A) =
2k
A
Ik(A) + Ik+1(A), the
winding number expansion can be extended easily to higher orders.
It is worth pointing out that we may not need Taylor expansion for rewriting
Eq. (4.11). Instead using generating function of the Bessel function, we could express
higher orders exactly without expansion. Since our quark mass is relatively heavy,
the contributions are dominated by the first few n terms, we expect the discrepancy
of the two approaches to be negligibly small. For the sake of simplicity, we stick to
Taylor expansion during the simulation.
As we mentioned before, the efficacy of the method rests on the fact that we can
get a very good approximation of the exponent using only a few terms in the Fourier
expansion. In Fig. 4.3, we plot, in the top row Tr logM(φ) evaluated at 204 different
values of φ in the interval [0, 2π] (the three plots are the same); the second row shows
an approximation using 1, 3 and 6 terms respectively. We see that the approximations
are all reasonably good – this is due to the fact that the first term in the expansion is
much larger than the subsequent terms. To see the contributions of the higher terms,
we plot, in the third row the difference between the exact value (top row) and the
approximation (second row). We see that the error of the approximation decreases
very rapidly with the number of terms. Note also that the error is well described by a
single cosine function: this is due to the fact that the Fourier coefficients An decrease
exponentially with increasing n. The error will be dominated by the next term that
is not included in the approximation: A2 for the first column, A4 for the second and
A7 for the third.
For our tests we decided to keep a winding number expansion to the sixth order.
From Fig. 4.3 it is seen that the error introduced by this approximation is of the
order of 10−7 which is precise enough for our purpose. A comparison to the results
from the 7th order will be discussed later. It is important to note that to determine
the coefficients An exactly, we would need to evaluate log detM(U, φ) for all values
of φ. However, we can approximate their values using a discrete Fourier transform.
To determine the right number of evaluations needed, we compute these coefficients
using an increasing number of Nd, the number of discrete φ’s. In Table 4.1, we
17
Figure 4.3: A comparison between the exact value for log detM(U, φ) and its winding
number expansion to various orders. The value of log detM(U, φ) is shifted so that
it averages to zero.
present the coefficients determined for a particular configuration; it demonstrates
that 16 evaluations are enough to determine the coefficients precisely.
Nd = 16 Nd = 24 Nd = 36 Nd = 200
A0 2.357308E+02 2.357308E+02 2.357308E+02 2.357308E+02
A1 -1.341400E+01 -1.341400E+01 -1.341400E+01 -1.341400E+01
A2 2.820535E-02 2.820535E-02 2.820535E-02 2.820535E-02
A3 4.135219E-04 4.135043E-04 4.134942E-04 4.134755E-04
A4 2.148188E-04 2.147950E-04 2.147792E-04 2.147547E-04
A5 2.641758E-05 2.639153E-05 2.637794E-05 2.636227E-05
A6 2.289491E-06 2.286772E-06 2.291285E-06 2.305249E-06
Table 4.1: The expansion coefficients An determined using a discrete Fourier trans-
form.
The final test, and the most important, is to determine how accurate this ap-
proximation is when computing the projected determinant. The expectation is that
as we increase the number of quarks the value of the projected determinant decays
exponentially. We see that this is indeed the case for discrete Fourier transform at
low quark number, as shown in Fig. 4.4. However, as the quark number gets close to
30, the projected determinant calculated using the discrete Fourier transform approx-
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Figure 4.4: The projected determinant as a function of the quark number. We plot
here the results based on discrete Fourier transform with N = 208 and N = 16.
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Figure 4.5: The projected determinant as a function of the quark number. We
plot various approximations based on either the discrete Fourier transform or on the
winding number expansion.
imation (the red points) flattens out – this is the onset of the numerical instability.
Shown in Fig. 4.5, the WNEM winding number expansion method (WNEM) doesn’t
suffer from this problem and the evaluated determinant continues to decrease as the
quark number is increased. Another important point is that WNEM approximates
well the Fourier transform in the applicable range of quark numbers (up to at 50
quarks or more) with numerical stability and high precision..
From Fig. 4.6 we also see that, to determine the coefficients An we don’t need
to use a larger number of Nd. The curves WNEM(16) and WNEM(208) are both
determined using a 6th order WNEM. The only difference is the number of Nd used
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Figure 4.6: The projected determinant as a function of the quark number. We plot
the winding number expansion with different number of Nd.
in evaluating log detM(U, φ): WNEM(16) uses Nd = 16, while WNEM(208) uses
Nd = 208. We see that the results are identical to O(10
−7). This is very important
since it allows us to use a small Nd to speed up the calculation tremendously without
losing precision.
To compare the merits of WNEM with the those of discrete Fourier transform, we
compute the values of the projected determinant determined using the discrete Fourier
transform with only Nd = 16. In Fig. 4.7, these results are labeled Discrete(16). We
see that this approximation is only valid up to k = 6. This is to be compared
to WNEM(16) that takes the same computational time, but can approximate the
projected determinant for k at least as large as 50.
Before we conclude this section, we would like to compare the 6th order WNEM
with the 7th order WNEM. As we can see from Fig. 4.8, the relative difference between
6th order and 7th order are less than 0.001 up to k = 63 before visible discrepancy
becomes apparent. The density of k = 60 or 20 baryons in (1.8 fm)3 box should be
large enough for scanning the relevant part of the phase diagram. We conclude that
a 6th order WNEM using Nd = 16 is precise enough for the simulations we plan to
run.
4.2 HMC update and triality
Besides the computation of projected determinant, the simulation also involves the
proposal step sandwiched between two successive Metropolis accept/reject. Ideally,
the proposal mechanism would propose configurations with the weight W (U); in that
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Figure 4.7: The projected determinant as a function of the quark number. Winding
number expansion results and the discrete Fourier transform fromN = 16 evaluations.
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Figure 4.8: The relative difference between 6th and 7th order WNEM in terms of k.
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case all new proposals will be accepted. In practice, it isn’t always possible to design
efficient proposal mechanism for every weight. The general approach is to use an
efficient proposal mechanism to generate a weight W ′(U) close to the target weight
W (U) and then correct for it with the probability which is the ratio W (U)/W ′(U).
If successful, the acceptance rate would be high and the algorithm would be efficient.
One possible solution is to use a heat-bath method to propose new configurations
based on the weight W ′(U) = e−Sg(U). However, such an updating strategy would be
inefficient since the fermionic part is completely disregarded in the proposal step. The
determinant, being an extensive quantity, can fluctuate wildly from one configuration
to the next in the pure gauge updating process [56, 57]. To reduce the fluctuations, it
was suggested [34] that we should employ an HMC algorithm for the proposal step.
In this case
W ′(U) = e−Sg(U) detM(U)2. (4.12)
We will then accept the new configuration U ′ with the probability
Pacc = min{1, ω(U ′)/ω(U)}, (4.13)
where ω is the ratio of the weights
ω(U) =
W (U)
W ′(U)
=
|RedetkM2(U)|
detM2(U)
. (4.14)
We expect that this proposal mechanism will be more efficient. Although the fermionic
part of the measure |RedetkM2(U)| varies significantly from one configuration to the
next, the determinant ratio
ω(U) =
1
N
∣
∣
∣
∣
∣
∣
N−1
∑
j=0
cos(φjk)e
Tr(logM(Uφj )−logM(U))
∣
∣
∣
∣
∣
∣
(4.15)
is expected to fluctuate less. We base our expectation on the fact that, in the ratio, the
leading fluctuation, which is due to A0(U), is removed by the Tr log difference of the
quark matrices M(Uφj ) andM(U). To check this, we compare the fluctuations in the
fermionic part of the determinant and the determinant ratios in one of the ensembles
generated in our runs. This is shown in Fig. 4.9. We see that the fluctuations are
significantly reduced which result in a large boost in acceptance rate.
In the following, we shall discuss the issue of triality. We note that the canonical
partition function, Eq. (3.12), can have a Z3 symmetry [58] which is a direct conse-
quence of the Z3 symmetry of the grand canonical partition function at imaginary
chemical potential [59]. Under a transformation U → Uφ with φ = ±2π/3, the gauge
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Figure 4.9: Fluctuations of the fermionic part of the measure and of the accept/reject
factor ω(U), defined in Eq. (4.14), as measured on an ensemble generated at β = 5.2
and n = 3. In both figures, we subtracted the average value so that the plots are
centered around zero.
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Figure 4.10: Polyakov loop argument as a function of the simulation time. Note that
toward the end the value is unchanged for almost 50 iterations.
part of the action is invariant and the fermion part transforms as
detkM
2(U) → detkM2(U±2π/3) = e±i
2π
3
kdetkM
2(U). (4.16)
We see then that when k is a multiple of 3 this transformation leaves detkM
2(U)
invariant. Consequently, the canonical partition action is invariant under this trans-
formation when k is a multiple of 3. Incidentally, this symmetry of the gauge part
of the action together with the transformation property of the fermionic part guar-
antees that the canonical partition function will vanish when k is not a multiple of
3. However, this is no longer true if this symmetry is spontaneously broken, which is
the case in the deconfined phase. In this phase, there is no reason to expect that the
canonical partition function should vanish when k is not a multiple of 3.
In contrast to the symmetry property of the canonical ensemble, the HMC weight,
W ′(U), does not have this symmetry since detM(U) is not invariant under this
23
transformation. Because of this, our algorithm can become frozen for long periods
of time. For example, in Fig. 4.10, we show how the argument of the Polyakov
loop changes with the simulation time if we use the method presented so far. We
notice that toward the end of the simulation, when we tunnel to the sector where
arg[P ] ≈ 2π/3, the update is frozen; the new proposals are rejected for a long time.
This is due to the fact that HMC strongly prefers the 0 sector. To understand this
better, consider that we have a configuration U0 in the 0 sector, where arg[P (U0)] ≈ 0,
and denote with U+ the configuration (U0)2π/3 with arg[P (U+)] ≈ 2π/3. In this case,
we expect that detM2(U0) ≫ detM2(U+) since HMC prefers the 0 sector. On the
other hand detkM
2(U0) = detkM
2(U+) since the projected determinant is symmetric
under the Z3 transformations. Assume now that HMC proposes U+, the accept/reject
step will accept this since
ω(U+)
ω(U0)
=
detM2(U0)
detM2(U+)
≫ 1. (4.17)
However, in the next step HMC is likely to propose a new configuration in the 0
sector since it is strongly favored. By the reverse of the argument above, we have
ω(U0)
ω(U+)
=
detM2(U+)
detM2(U0)
≪ 1 (4.18)
and the new configuration will be very likely rejected and likewise rejected for the
following HMC proposed configurations.
This means that although the algorithm will end up sampling the three sectors
equally, as required by the symmetric weight W (U), two of the sectors will take
a very long time to sample properly. To address this problem, we introduce a Z3
hopping [52]. Since the weight W (U) is symmetric under the Z3 transformation, we
can intermix the regular updates with a change in the field variables U → U±2π/3.
We will choose the sign randomly, with equal probability for each, to satisfy detailed
balance. The new algorithm will sample all sectors in the same manner.
4.3 Reweighting techniques
Before we move on to the simulation details, we would like to discuss the reweighting
method. To simplify our discussion and focus on the application of the method, all
the studies in this section are based the previous ensemble we generated at 44 lattices.
Finite density simulations with dynamical fermions are computationally demand-
ing. When studying phase transitions, we have to scan very finely both in temperature
and quark number and density directions; a large number of ensembles need to be
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generated. Ferrenberg and Swendsen [60, 61] showed that we can employ reweight-
ing to reduce the number of ensembles needed. Using their method, we perform an
extrapolation in β and then do a combined reweighting in β and the quark number
k. We take the ensembles generated at k = 0 and k = 3, and use them to extrapolate
to k = 6 case. The results of reweighting are also compared against the those from
direct measurements.
We first introduce two important observables—Polyakov loop and chemical po-
tential. We will study them in more details later on Chapter 5. The absolute value
of the Polyakov loop is given by
〈|P |〉 = 〈|P |α〉0〈α〉0
, (4.19)
where
α(U) =
detkM
2(U)
|RedetkM2(U)|
, (4.20)
is the phase factor and 〈〉o stands for the average over the ensemble generated with
measure |RedetkM2(U)|. And,
detkM
2(U) ≡ 1
N
N−1
∑
j=0
e−ikφj detM(Uφj )
2 (4.21)
Quark chemical potential is defined by the expression
µ(k) =
F (k + 1)− F (k)
(k + 1)− k = −
1
β
ln
ZC(k + 1)
ZC(k)
= − 1
β
ln
1
ZC(k)
∫
DU e−Sg(U)
× 1
N
N−1
∑
j=0
e−iφje−ikφj detM2(Uφj )
= − 1
β
ln
〈
e−iφ
〉
k
. (4.22)
where F (k) is the free energy of the system with k quarks. More relevant to our
study is the baryon chemical potential
µB(nB) = −
1
β
ln
〈
e−i3φ
〉
k=3nB
. (4.23)
The original reweighting method [60] employ an ensemble generated at a particular
point in the parameter space to build an “induced” ensemble for a different value of
parameters. The method is limited to the neighborhood of the original point in the
parameter space. At distant points, the extrapolation becomes unreliable due to poor
overlap between the original and the target distributions.
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The multi-histogram method [61] addresses the limitations of the original method
by employing several ensembles. A carefully chosen set of ensembles, covering the
area of interest in the parameter space, allows us to interpolate more reliably. Thus,
we can finely scan the area of interest with only a small set of ensembles.
The basic idea behind the reweighting method is to use the histogram generated
by the simulated ensembles as an approximation for the probability distribution; this
approximation is then used to approximate the probability distribution at a different
point in the parameter space. Once we have an approximation for the probability
distribution we can compute all observables.
We used these methods in two scenarios:
1. Fix k, vary β:
• Single histogram method: The histogram of only one ensemble is used in
this case.
• Multi-histogram method: The histograms of several ensembles generated
at different points are combined.
2. Vary both β and k (Only Multi-histogram method is used.):
In our first case (fix k, vary β), we approximate the “weight” of each configuration
U by
P (U, β) =
e−Sβ(U)
∑R
m=1 nme
−Sβm (U)−fm
(4.24)
This approximation allows us to compute averages at arbitrary values of β. The input
for this formula consists of R ensembles generated by weights given by Sβ1, . . . , SβR
with n1, . . . , nR configurations in each fm is a parameter for the m
th ensemble.
To use the formula above we need to determine the parameters fn — they are the
“free energies” of each ensemble n,
exp(fn) =
∑
Ui
P (Ui, βn), (4.25)
where all the configurations Ui in the ensemble are summed over. Eq. (4.24) and
(4.25) are used to determine the free energy fn. We start with a guess for fn and
plug this into Eq. (4.24) to get an approximation for the probability distribution
P (U, β). Then, we take this approximation for P (U, β) and plug it into Eq. (4.25)
to get a more refined guess of fn. We repeat this process until fn converges. After
convergence is reached, we can measure the observables at different β by
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< O >β=
∑
U O(U)P (U, β)
∑
U P (U, β)
(4.26)
For our second case (both β and k are varied), the “weight” for different configu-
rations at different k and β should be calculated as
P (U, k′, β ′) =
|Redetk′M2(U)|e−Sβ′(U)
∑R
i=1 ni|RedetkiM2(U)|e−Sβi(U)−fi
(4.27)
exp(−fi) =
∑
Uj
P (Uj, ki, βi). (4.28)
Again, all configurations are summed over.
The chemical potential can be measured by using the “weight” P (U, k, β)
µB(nB, β) =
1
β
− ln 1
Zc(3nB, β)
∫
DUe−Sβ(U)
× 1
N
N−1
∑
j=0
e−i3φje−i3nBφjdetM2(Uφj ) (4.29)
Optimized convergence
In our calculation, we found that the iteration presented above converges very slowly.
For a more efficient convergence, we have developed the following procedure: we know
that ~f (k+1) (the k+1th iteration step) can be expressed as a function of ~f (k) (kth step)
~f (k+1) = ~G(~f (k)) ~G is the vector function of ~f (k) (4.30)
In our case, ~f is the free energy, ~G is the recurrent equation (4.28) for the free energy
calculation. The fixed point ~f (∞) has the property that ~f (∞) = ~G(~f (∞)). At step k
our approximation is ~f (k), we write then:
~f (k) + δ ~f (k) = ~G(~f (k) + δ ~f (k)) where δ ~f (k) = ~f (∞) − ~f (k). (4.31)
Assuming that ~f (k) is close to ~f (∞), then δ ~f (k) is small and we can approximate
~G(~f (k) + δ ~f (k)) ≈ ~G(~f (k)) +∇ ~G · δ ~f (k). (4.32)
Using this we get
f
(k)
i + δf
(k)
i ≈ Gi(~f (k)) +
∂Gi
∂f
(k)
j
δf
(k)
j (4.33)
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where ∂Gi
∂f
(k)
j
is the element of the matrix M (k) with M
(k)
ij =
∂Gi
∂f
(k)
j
, Written in terms of
the matrix element of M (k), Eq. 4.33) becomes
f
(k)
i + δf
(k)
i ≈ Gi(~f (k)) +M (k)ij δf (k)j (4.34)
Therefore,
(I −M (k))ijδf (k)j ≈ Gi(~f (k))− f (k)i (4.35)
δf
(k)
j ≈ (Gi(~f (k))− f (k)i ) · (I −M (k))−1ij (4.36)
We expect the matrix (I −M (k)) to be almost singular when we are approaching
fixed point, so we use singular value decomposition (SVD) to compute the matrix
inversion. Our next step in the iteration is then ~f (k+1) = ~f (k) + δ ~f (k) rather than
~G(~f (k)). Using this method, the convergence of the iteration is greatly accelerated.
We determine the Polyakov loop using the single histogram method and the multi-
histogram method and compare the results with the direct measurements. The results
are plotted in Figs. 4.11, 4.12, and 4.13 as a function of β, the gauge coupling constant.
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Figure 4.11: Polyakov loop (Single histogram at fixed k = 3). All dots represent the
ensembles where direct measurements were carried out. The ones surrounded with
polygon are used as our reweighting input; the gray ones are not. The line represents
the result of the extrapolation and the band represents the statistical errors.
From single histogram reweighting of Polyakov loop, we can see from Fig. 4.11 the
method is limited to a neighborhood of the original point β = 5.20 in the parameter
space. The extrapolation at distant points becomes unreliable due to poor overlap.
The multi-histogram method addresses this limitation, and by employing several
ensembles, we expect to interpolate results more reliably.
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Figure 4.12: Polyakov loop (Multi-histogram, fixed k = 3). Same as in Fig. 4.11 for
multi-histogram reweighting with k=3. From (a) to (d), more ensembles are added.
We start by employing three ensembles in Fig. 4.12. Two of them at β = 4.8
and β = 5.6 are at the boundaries of the region of interest and the third one is in
the middle at β = 5.2. We plot the results in Fig. 4.12(a) and find that the error
bars are quite large between β = 4.9 and 5.1. When we add one more ensemble in
the “problem” region, the plot changes significantly as we can see from Fig. 4.12(a).
The largest error bars are around β = 5.3 − 5.4 now. Once we add a point at
β = 5.3 the error bars are further reduced as we see from Fig. 4.12(c). From this
plot, we also see that with only five ensembles, which is half of the total ensembles,
the reweighted curve describes very well the data in the region of interest. From
Fig. 4.12d, we see that adding more ensembles (total 10 ensembles) doesn’t change
the curve significantly — the only difference is that the error band gets smaller.
We have also performed a combined reweighting in β and k in Fig. 4.13. We
employed ten ensembles at k = 0 and ten ensembles at k = 3 to extrapolate to k = 6.
We used this method to compute both the Polyakov loop and the chemical potential.
As we can see from Fig. 4.13 the extrapolated curve matches rather well the direct
measurements.
We find that the multi-histogram method can be used effectively to reduce the
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number of ensembles needed for our simulations: for our β interpolations we find that
we could use as little as half of the ensembles generated to get a much better scan
of the temperature range. The way we envision using this method is to generate few
ensembles of first by scanning the temperature range rather coarsely and then add
some more ensembles at the points where “features” like sharp transitions appear
in our plots. The process can stop when adding new ensembles does not alter the
plots significantly. We conclude that the reweighting method in both temperature
and quark number are feasible.
4.4 Simulation details
We use Iwasaki gauge action and clover fermion action in order to reduce the lattice
artifact at finite lattice spacing [40, 41, 42]. As a comparison, we also carried out
simulations using unimproved Wilson gauge and Wilson fermion action. Most of the
computer time in these simulations are spent on computing fermion matrix determi-
nant. Thanks to the help of a number of novel algorithmic ideas developed recently,
we compute the determinant based on LU decomposition using a numerical package
SuperLU [62] which speeds up sparse matrix determinant calculation dramatically.
For exact determinant calculation, it will be very time consuming for large matrix.
The high computational cost prevents us from investigating bigger lattices than 63×4
and smaller quark mass than we used in the present study.
In this study, we use the exact algorithm in calculating determinants on the 63×4
lattice and with quark masses which correspond to pion masses at ∼ 700− 800MeV.
We shall use the noise estimator for the determinant [63, 36] in future studies.
The Fourier transform involves Nd times evaluation of fermion matrix determi-
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Figure 4.13: We used ensembles generated at k = 0 and k = 3 to extrapolate to the
k = 6 case, and the plot is compared to the direct measurements.
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nant. The computation cost increase linearly with Nd. With the aid of WNEM,
Nd = 16 is found to provide precisely enough results for current settings. Further-
more, the state-of-the-art supercomputer usually has the shared-memory architecture
on one computing node which contains multi-cores. It happened, for this study, the
machine has 16 cores per node. We optimized our algorithm to layout 16 determi-
nant calculations into each core, each calculation is done in single core fashion, while
all 16 determinants are computed simultaneously. Comparing to multi-core parallel
computation of a single determinant, we found we could gain almost 40% of computer
time.
We fixed scale by using r0 [64]. Lattice spacing and pion mass are determined
from the dynamical generated ensembles at zero temperature on 123 × 24 lattices for
different β. To locate the pseudo critical temperature Tc at zero chemical potential,
we did series of scans while varying β and looked for the peak in Polyakov loop
susceptibility. We fixed κ = 0.1371 so that the quark mass is at an intermediate value
in order to avoid the unphysical parity-broken phase — “Aoki phase” [65, 66, 67, 68,
69, 70]. Since our volume in lattice unit is small and quark mass is relatively heavy,
it is more appropriate to use the ratio of temperatures to determinate temperature
T/Tc as the dimensionless variable. The temperature T is estimated by the zero-
temperature vector meson mass mV a(β, κ) as
T
mV
(β, κ) =
1
Nt ×mV a(β, κ)
. (4.37)
T/Tc is determined as the ratio of T/mV to Tc/mV [71, 41]
Table 4.2: Simulation parameters(Nf = 2)
β a(fm) mπ(MeV) V
−1(fm−3) T/Tc
1.75 0.321(2) 710(10) 0.139(6) 0.83(1)
1.77 0.306(1) 744(8) 0.162(4) 0.87(2)
1.79 0.291(2) 744(11) 0.188(5) 0.92(1)
1.81 0.270(3) 719(14) 0.235(19) 1
Table 4.3: Simulation parameters(Nf = 4)
β a(fm) mπ(MeV) V
−1(fm−3) T/Tc
1.56 0.351(2) 831(10) 0.107(7) 0.89(1)
1.58 0.340(5) 828(10) 0.118(5) 0.91(2)
1.60 0.328(2) 834(8) 0.132(12) 0.95(2)
1.62 0.312(4) 848(6) 0.152(14) 1
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Table 4.4: Simulation parameters(Nf = 3)
β a(fm) mπ(MeV) V
−1(fm−3) T/Tc
1.66 0.351(4) 790(10) 0.107(9) 0.83(1)
1.68 0.330(2) 800(8) 0.124(8) 0.87(2)
1.69 0.325(2) 802(10) 0.139(9) 0.90(1)
1.70 0.317(2) 801(10) 0.145(8) 0.92(1)
1.72 0.292(1) 823(7) 0.186(5) 1
From Tables 4.2, 4.3 and 4.4, we note that the pion mass varies very little with β,
consequently the quark mass is roughly the same in all runs. We also note that the
quark mass is relatively heavy, about the strange quark region.
The reason we choose the simulation temperatures to be below the pseudo-critical
temperature is because the phase transition at finite chemical potential is believed to
appear below the transition point at zero temperature. Pseudo-critical temperature
is determined by the scaling study of Polyakov loop susceptibility.
The strategy of scanning phase diagram is to vary quark number k while fixing
temperature. The total volume is fixed, varying k is equivalent to vary density.
Unfortunately, the location of the phase boundaries is fairly uncertain from model
studies. Thus, we vary k to scan the density from 4 to 20 times the normal nuclear
density in hope that this wide range will cover the phase transition region that we
are interested in.
For the HMC proposal step, we used the φ algorithm [54] and made it exact by
an accept/reject step at the end of each trajectory [55]. For the updating process,
we set the length of the trajectories to 0.5 with δτ = 0.01. The HMC acceptance
rate is very close to 1 since the step length is very small. We adjust the number of
HMC trajectories between two consecutive finite density accept/reject steps so that
the acceptance rate at different k stays in the range of 15% to 30%.
From an algorithmic point of view, one of the most interesting questions is whether
we have a sign problem. We could measured the average phase given in Eq. (4.3).
However, we should point out that a small value of the average phase is not a sufficient
indication whether we encounter a sign problem or not, since the phase factor is folded
back into the measurement of observables. The average phase may be small, but the
ratio between signal and noise for a particular observable may not be that serious.
Our current measurements of chemical potential, Polyakov loop as well as chiral
condensation do not show serious sign problem. If so, they will have suffered from
having large errors.
The fact that the sign problem is not serious is maybe due to the small volume and
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intermediate quark mass [72] in our study. However, we do expect the sign problem
to become serious at lower temperature and larger baryon number than the ones
employed in this study. A more detailed study is needed to quantify this statement.
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Chapter 5 Observables
Before starting the discussion on scanning the QCD phase diagram, we will first
present the “tools” we used to determine the phase transition in the canonical ensem-
ble — Polyakov loop, chemical potential, and chiral condensate. Chemical potential
can be measured as a function of the net quark number k in the canonical ensem-
ble. Due to the non-zero contribution of the surface tension at the finite volume, the
chemical potential in the mixed phase region has an “S-shape” structure in the chem-
ical potential versus k plot. Consequently, the Polyakov loop and chiral condensate
as a function of k will also show changes that would indicate the phase transition.
We feel compelled to point out that since we are using Wilson-type fermion actions,
we expect that the chiral symmetry to be broken explicitly at finite lattice spacing.
Also, the quark mass is relatively heavy. In light of these problems, the appearance
of an S-shape structure in the chemical potential would become be a solid indication
of the first order phase transition than other observables.
5.1 Polyakov loop
The most straightforward way to look for a deconfined phase transition is to measure
the Polyakov loop. Although the average value is expected to vanish due to the
Z3 central symmetry of the canonical partition function [58], we can still look at
the average absolute value. This is expected to increase sharply as we go from the
confined to the deconfined phase. To measure the Polyakov loop we need to fold in
the phase
〈|P |〉 = 〈|P |α〉0〈α〉0
, (5.1)
where we denoted 〈〉0 the average over generated ensemble.
5.2 Chemical potential
The most important quantity we would like to measure is the chemical potential. The
S-shape structure appearing in the plot of chemical potential versus k indicates the
existence of the first order phase transition. Furthermore, mapping the QCD phase
diagram in the canonical ensemble to that in the grand canonical ensemble requires
the measurement of the chemical potential. In the canonical ensemble, the baryon
chemical potential is measured by taking the difference of the free energy after adding
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one baryon i.e.
〈µ〉nB =
F (nB + 1)− F (nB)
(nB + 1)− nB
= − 1
β
ln
ZC(3nB + 3)
ZC(3nB)
= − 1
β
ln
〈γ(U)〉o
〈α(U)〉o
(5.2)
where α(U) and γ(U) are the phase factors
α(U) =
Re det3nBM
2(U)
|Redet3nBM2(U)|
, and (5.3)
γ(U) =
Redet3nB+3M
2(U)
|Redet3nBM2(U)|
. (5.4)
and 〈〉o stands for the average over the ensemble generated with the measure |Redet3nB |.
5.3 Quark condensate
As we cross over from the hadronic phase to the deconfined phase, we also expect
the chiral symmetry to be restored. There is ample empirical evidence that the
deconfining phase transition and the chiral symmetry restoration occur at almost
the same temperature at zero chemical potential. As far as we know, there is no
theoretical explanation of this fact. Thus it is interesting to see whether this remains
true at finite density. For this purpose, we measure the chiral condensate
〈
ψ̄ψ
〉
.
For fermionic observables, we need not only fold in the phase α(U), we also need to
perform a separate Fourier transform. For a fermionic bilinear operator ψ̄Γψ, where
Γ is some spinor matrix, we have
〈
ψ̄Γψ
〉
=
1
ZC
1
2π
∫ 2π
0
dφ e−ikφ
∫
DU e−Sg(U)
×
∫
Dψ̄Dψ e−Sf (Uφ,ψ̄,ψ)ψ̄Γψ (5.5)
=
〈
∞
∑
k′=0
detk′M
2
detkM2
(−2Trk−k′ΓM−1)
〉
/ 〈α(U)〉 ,
where the factor of 2 comes from using two degenerate flavors and we define
TrkΓM
−1 ≡ 1
2π
∫ 2π
0
dφ e−ikφTrΓM−1(Uφ), (5.6)
which is the kth Fourier component of the trace. Note that when computing a
fermionic observable, we have contributions not only from the 0th component, but
also from the parts of the propagator that wrap around the lattice in the time di-
rection. More importantly, determinant sectors other than detkM
2 become relevant.
Generally, the summation of different k sectors should go from 0 to ∞. However,
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detkM
2 is expected to be exponentially smaller as k is increased. To simplify our cal-
culation, we carry out the summation up to 2k. It should be a good approximation
to the summation of all sectors.
To look for the chiral restoration phase transition, we measure the chiral conden-
sate
〈
ψ̄ψ
〉
≡ 1
Nf
2κ
V4
∑
x
〈
ψ̄(x)ψ(x)
〉
, (5.7)
where Nf is the number of flavors and V4 is the lattice four volume. In the spirit of
winding number expansion method, we could also express TrM−1(Uφ) in terms of its
Fourier series, in that way, we could calculate TrkM
−1 analytically.
Copyright c© Anyi Li, 2009.
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Chapter 6 Physical results from Nf = 4 and Nf = 2 simulations
We would like to explore the QCD phase diagram and look for the phase transition at
non-zero chemical potential using the canonical ensemble. First of all, we introduce
the methodologies used in seeking for the phase transition and the critical point. As
a benchmark, we test them on the 2 and 4 flavor cases. The most interesting case is
the 3 flavor which has a similar phase diagram to the real QCD at finite density. We
will discuss that after we show results from 2 and 4 flavor simulations.
6.1 QCD phase diagram
After introducing the physical oberservales, we now turn our attention to the QCD
phase diagram. At zero baryon density, it has been known for quite some time that
QCD undergoes a transition from a confined phase to a deconfined phase at the
temperature Tc ≈ 170MeV. Lattice QCD suggests that the transition is in fact a
smooth crossover, instead of a phase transition. However, this is expected to turn into
a first order phase transition as the baryon density is increased. A schematic picture
of the expected phase diagram in the temperature-density plane (see Fig. 6.1) shows
the first order phase transition ends with a critical point at some non-zero baryon
density. The first order phase transition is characterized by a coexistence region
separating the hadronic phase and the plasma phase in the canonical ensemble.
Figure 6.1: Schematic phase diagram of QCD.
Searching for the phase boundaries and locate the critical point now attracts
more and more attention from both the theoretical and experimental communities.
Although the existence of the first order phase transition and the critical point is
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still under debate [73, 74, 75], experiments are being proposed to look for the phase
transition and the critical point. To search for the phase boundaries of the coexistence
region on the lattice, we scan the phase diagram by varying the baryon number while
keeping the temperature fixed. The baryon chemical potential should exhibit an
“S-shape” as one crosses the coexistence region [32].
Figure 6.2: Expected phase diagrams for two flavors (left) and four flavors (right).
For the sake of simplicity, we carry out simulations with degenerated quark masses.
The reason why we start with two and four flavors is the following: first of all, it is
easier to simulate even number of flavors through the φ algorithm [54]; secondly, the
two flavor case is expected to have a phase diagram similar to the real QCD. On the
other hand, it is known that in the case of four flavors the first order phase transition
at zero baryon density extends all the way to non-zero baryon density.
For this reason we will use the four flavor simulation as a benchmark to demon-
strate the methodology of determining the phase boundaries and locating the critical
end point before tackling the more realistic three flavor case.. The expected phase
diagrams for two and four flavor cases are shown in Fig. 6.2.
To start with, we scan the QCD phase at zero chemical potential while varying
temperature to determine Tc. By looking at the the susceptibility of Polyakov loop,
we determine the order of the phase transition as well as the location of Tc at zero
chemical potential for two and four flavors. The susceptibility is defined as:
χP = V Nt
〈
(P − 〈P 〉2)
〉
, (6.1)
where P is the Polyakov loop.
In the infinite volume, phase transitions reveal themselves through the divergences
of the susceptibilities; whereas for crossover, the susceptibilities are finite. However,
in a finite volume, the susceptibilities are analytic functions, even in the regime where
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phase transitions occur. In this case, the order of the transitions can be determined by
the finite size scaling of the susceptibilities. The susceptibility at peak χpeak behaves
as χpeak ∝ V α, with α being the critical exponent. If α = 0, the transition is just
a crossover. If 0 < α < 1, it is a second order phase transition; if α = 1, it is a
first order phase transition. From the scaling study at two different volumes 63 × 4
and 103 × 4, we find α = 0.25(23) for Nf = 2 and α = 1.01(20) for Nf = 4. Thus,
Nf = 2 can be a second order transition or a crossover; We cannot tell from our study.
Nf = 4 is a first order phase transition as expected. For the four flavor case, the
first order behavior of the Polyakov loop susceptibilities is easily visualized in plots
Fig. 6.3.
Before moving to the next section, we think it is necessary to clarify the possible
confusion on the concepts of zero density and zero chemical potential. Strictly speak-
ing, they are concepts for the canonical and grand canonical ensembles respectively.
In the thermodynamic limit, zero density and zero chemical potential are equivalent
due to the equivalence of free energy densities. At finite volume; however, zero chemi-
cal potential has nonzero contributions from the nonzero baryon sectors by examining
at Eq. (3.1). Nevertheless, they are suppressed by a factor ∼ e−NB
mB
T , where NB is
the baryon number and mB is the mass of a baryon. This factor is much less than 1
since our quark mass is rather heavy. The most dominating contributions are from
the zero baryon section or zero density. This aspect on the finite lattice is illustrated
and confirmed in a previous numerical study [76]. In the following discussions, we do
not distinguish between the difference of zero chemical potential and zero density.
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Figure 6.3: Finite size scaling of Polyakov loop susceptibilities. Left : Nf = 2; Right:
Nf = 4.
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6.2 Finite density results
Once the order of the phase transition at zero chemical potential is determined, it
is more natural to ask whether this phase transition will still be preserved while
we switch on the chemical potential. More specifically, where is the location of the
critical end point where the crossover terminates and is followed by the first order
phase transition for the two flavor case, and will the first order phase transition still
be observed at finite density for the four flavor case? To answer these questions, we
plot µB/T in terms of the baryon number at three different temperatures below Tc.
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Figure 6.4: Baryon chemical potential vs. baryon number at different temperatures
for Nf = 4.
In Fig. 6.4, we show results from our four flavor simulation. On the technical
side, we note that we don’t have a sign problem: even at the largest density with 12
baryons in a box of 1.8 fm in size, which corresponds to 12.8 times the nuclear matter
density, and at a temperature as low as 0.89 Tc, the sign oscillation is still moderate.
The most interesting thing is that as we continue increasing the baryon number, the
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chemical potential starts increasing at the beginning, at some finite baryon region it
starts decreasing and then increases again. This behavior is clearly visualized as an
S-shape structure in the µB/T vs. baryon number plots. It signals the first order
phase transition at finite baryon density and temperature below Tc.
To better understand this behavior, it is worth following the general argument for
the first order phase transition. The transition at finite density is from a gas to a
liquid phase, the first order phase transition is characterized by the existence of the
mixed phase which is partially made of gas and liquid. As we increase the density by
putting more baryons into a finite box, the density of gas increases. Once we cross
the the maximal density of the pure gas phase ρgas, liquid droplets start forming. The
formation of droplets will introduce a non-zero contribution to the thermal potential
of the system, the contribution is proportional to the total surface size of droplets
and vanishes as 1/L. So it has no effect at the thermodynamic limit.
However, at a finite volume, it causes the thermal potential to decrease. By
continuously increasing the baryon number in the finite box, the number of droplets
also increases until each droplet reaches its critical size. Then it will cause nearby
droplets to begin being aggregated as a bigger droplet which increases the thermal
potential. Eventually, all droplets will coalesce into a single big droplet. The inflation
of the single droplet decrease the thermal potential again until its surface touches the
inner surface of the finite box. The droplet will keep on increasing its size, while,
its surface starts shrinking. The whole procedure will end with the disappearance of
the droplet and the appearance of the pure liquid phase. So the thermal potential
in terms of the baryon number can be effectively represented by as a “double-well”
potential which is also introduced in the paper [77]. Since the chemical potential is
defined as a partial derivative of thermal potential with respect to the baryon number,
the S-shape structure is appears naturally.
To identify the boundaries of the coexistence region and the critical value for the
baryon chemical potential, rely on the “Maxwell construction” [32] for this purpose.
More precisely, we select several points in the S-shape region and fit these points
with a third-order polynomial.1. For all reasonable fits, we found that the values of
the boundary points, ρ∨ and ρ∧, which are the phase boundaries of the lower and
higher density, and eventually the value of the critical chemical potential, µc, are fairly
insensitive to our choice of the fit function or fit region. This shows that the simple
third order polynomial fit is sufficient. A Maxwell construction is demonstrated in
1A better approach would be to use some phenomenologically motivated functional form and
try to fit a larger region.
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Fig. 6.5.
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Figure 6.5: Maxwell construction for T = 0.89Tc and Nf = 4.
We carry out this procedure for another two temperatures. In Fig. 6.6, we plot
µB/T vs. the baryon number with Maxwell constructions as well as determined
critical chemical potential.
Once the ρ∨ and ρ∧ are determined for different temperatures, they can be used
to plot boundaries of the coexistence region. We can find the critical point by de-
termining where the coexistence region shrinks to zero. For the study at Nf = 4, it
is expected that the two coexistence phase boundaries should cross at zero chemical
potential and T = Tc. To determine the crossing point, we use the even function of
Tc(ρ) in density
Tc(ρ)
Tc(0)
= 1− a(Nf , mq)(V ρ)2 +O
(
(V ρ)4
)
(6.2)
to do the extrapolation. We plot phase boundaries as well as their extrapolation in
Fig. 6.7. We would like to point out that the extrapolation is performed by a joint
quadratic fitting of the two phase boundaries. We got Tc(ρ)/Tc(0) = 1.01(3) and
ρ = 0.05(8) at the crossed point. The cross point is consistent with the zero µ phase
transition at Tc.
We should point out that it is not necessary to do a joined fitting. We can release
this constraint and extrapolate the two curves separately. From Fig 6.8, we note that
the two boundaries still cross each other at Tc and ρ = 0. The location of the crossing
point at Tc(ρ)/Tc(0) = 1.04(5) and ρ = −0.06(8) is compatible with those from the
joint fitting within errors.
Thus, we have verified that the two phase boundaries of the coexistence phase
cross each other at T = Tc and zero chemical potential. we compare our results to
those from a study using staggered fermions [32]. We see that our coexistence region is
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Figure 6.6: Baryon chemical potential vs. baryon number at different temperatures
with Maxwell construction and determined critical potential for Nf = 4.
much narrower. This could be due to our heavier pion mass (mπ ≈ 800MeV compare
to mπ ≈ 300MeV), and/or the fact that we use a different fermion formulation.
The fact that the results from our four flavors simulation are consistent with
the expectation and with other lattice studies is encouraging. The only issue that
needs to be addressed in the following study is the discrepancy in the location of the
boundaries.
The first order phase transition could also be identified via the Polykov loop
measurement. In this vein, we plot the Polyakov loop as a function of the baryon
number at three different temperatures in Fig. 6.9. The Polyakov loop shows a “jump”
as we go through the coexistence phase from the gas phase. However, as we cross the
phase boundary separating the coexistence and the liquid phase, the “jump” is not
observed. The same feature can also been seen in the chiral condensate (Fig 6.10).
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Figure 6.8: Phase boundary extrapolation at Nf = 4 without joined fitting
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Figure 6.9: Polyakov loop vs. baryon number at different temperatures for Nf = 4.
This interesting phenomenon needs to be investigated further in the future.
Next, we show our results for the Nf = 2 simulations in Fig. 6.11. In the two
simulations at T = 0.87 Tc and T = 0.83 Tc, we do not see any signal for a first
order phase transition. The Polyakov loop plots (Fig. 6.12) and those of the chiral
condensate (Fig. 6.13) also do not show the same “jump” as we saw in the four
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Figure 6.10: Chiral condensate vs. baryon number at different temperatures for
Nf = 4.
flavor case. There is one claim [77] that the critical point occurs at temperatures
below T = 0.8 Tc. If this is indeed the case, we need to run simulations at even
lower temperatures in order to see the S-shape. At the moment, simulations at lower
temperatures than T = 0.8Tc have serious sign problems.
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Figure 6.11: Baryon chemical potential vs. baryon number for Nf = 2.
6.3 Comparison between clover fermion and Wilson fermion
Finally, we turn our attention to the action dependence of the current results. It is
worthwhile to compare the results based on the clover fermion to those from Wilson
fermion simulations. Wilson fermion has an O(a) violation at finite lattice spacing.
The simulations under the Wilson fermion are carried out at a little bit heavier quark
mass with mπ ≈ 980MeV but at the same lattice spacing. We scan the phase diagram
for Nf = 2 and Nf = 4 at almost the same temperatures as we did for the clover
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Figure 6.12: Polyakov loop vs. baryon number at different temperatures for Nf = 2.
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Figure 6.13: Polyakov loop vs. baryon number at different temperatures for Nf = 2.
fermion. We plot µB/T , Polyakov loop, and chiral condensate as functions of the
baryon number in Fig. 6.14, Fig. 6.15, and Fig. 6.16 for Nf = 4.
The S-shape structure is also clearly present in the four flavor case from the Wilson
fermion. The Polyakov loop as well as chiral condensate also show the “jump” during
the transition from the hadron gas phase to the coexistence phase. In the previous
study with the clover action, it seems that the region of the coexistence phase is
broader than those from the Wilson action. To investigate it closely, we plot phase
boundaries of the two actions in the canonical ensemble and the grand canonical
ensemble in Fig. 6.3. It turns out that different actions give the almost the same
region of coexistent phase. The only difference between them is the phase boundaries
in the grand canonical ensemble — the extrapolation of the phase boundary from the
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Figure 6.14: Baryon chemical potential vs. baryon number for Nf = 4 (Wilson
action).
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Figure 6.15: Polyakov loop in terms of baryon number for Nf = 4 (Wilson action)
clover action tends to be steeper than that from the Wilson action at larger chemical
potential. It could be due to the slightly lighter quark mass. The same behavior is
also observed in the previous lattice simulation [20]. It looks like our results are not
sensitive to the lattice artifact at finite lattice spacing. We should keep in mind, this
statement may not be true in general. Because current simulations are carried out
on rather coarse lattice spacing (a ≈ 0.3 fm) and quark mass are heavy (980MeV vs.
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Figure 6.16: Chiral condensate in terms of baryon number for Nf = 4 (Wilson action)
800MeV), dependence on the actions could be washed out. The actual differences
between the two actions could show up when we go to a finer lattice spacing (Nt = 6)
and/or the lighter quark mass.
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Figure 6.17: Comparison of phase boundaries between Wilson and clover actions.
(Red curves are those from the Wilson action. Black curves are those from clover
action)
We plot the results of the NF = 2 case in Fig 6.18, Fig. 6.19, and Fig. 6.20 Again,
we do not discern much difference between the fermion actions.
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Figure 6.18: Baryon chemical potential vs. baryon number forNf = 2 (Wilson action).
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Figure 6.19: Polyakov loop vs. baryon number for Nf = 2 (Wilson action).
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Figure 6.20: Chiral condensate vs. baryon number for Nf = 2 (Wilson action).
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Chapter 7 Physical results from Nf = 3
As we see from the above studies, the canonical approach at finite density is feasible.
We would like to implement this method to the real QCD case which contains two light
quarks and one heavier quark. However, simulating light quark masses on “Wilson-
type” fermion actions is technically very difficult in a small box. Thus, we simulate
with quark masses around the strange quark mass. This makes distinguishing between
two light quarks and one heavy quark unimportant to us. Thus, we decide to apply
the canonical ensemble method to the three degenerated flavor case which should
share the similar phase diagrams as real QCD. Although the quark mass we use in
the simulation is still far from its physical value, the existence of the critical point in
this case could give us an indication on the location of the critical point in real QCD.
Following the methods for two and four flavors, we fix temperatures at four differ-
ent values and scan the phase diagram by varying k. The baryon chemical potential
is plotted in terms of the baryon number in Fig. 7.1.
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Figure 7.1: Baryon chemical potential vs. baryon number for Nf = 3.
In this figure, we see the presence of the structure at three temperatures below
0.92Tc which indicates a first order phase transition. Once we have the S-shape
structure, we could determine the phase boundaries of the coexistence phase via the
“Maxwell construction” as is shown in Fig 7.2.
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We show the phase boundaries on the temperature vs. density plot in Fig. 7.3.
The extrapolations of the phase boundaries cross over each other at finite temperature
and non-zero chemical potential where is the location of the critical point.
Not only can we determine the phase boundaries in the temperature–density plot,
we could also map out the phase boundary in the temperature–chemical potential
plot. The later is the conventional phase diagram studied in the grand canonical
ensemble. It is shown in Fig 7.4.
From our current simulations, we have found a first order phase transition and
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Figure 7.2: Maxwell construction for Nf = 3.
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Figure 7.3: Phase boundaries in the temperature vs. density plot for Nf = 3.
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Figure 7.4: Phase boundaries at temperature vs. chemical potential plot for Nf = 3.
determined the location of the critical point for the three flavor case at intermediate
quark mass. At the critical point, the critical temperature is 0.93(2)Tc and the baryon
chemical potential is 3.25(7)Tc.
Before we conclude this section, we would also like to discuss a potential contradic-
tion between our result and another lattice result from de Forcrand and Philipsen [73,
74, 75]. The other authors used 2+1 and 3 flavors unimproved stagger fermions and
the Taylor expansion method to study the curvature of the known critical surface at
very light quark mass while switching on the chemical potential.
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Figure 7.5: QCD phase diagram at zero chemical potential [73]
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They started with the well-known “Columbia plot”(Fig. 7.5) which is the expected
phase diagram of QCD at zero chemical potential in terms of u/d and strange quark
masses. The physical quark mass case at zero chemical potential is a crossover which
has been studied extensively on the lattice. They first determined the second order
phase line as indicated in Fig. 7.5 by varying the quark mass. After switching on
the chemical potential, they realized the second order line turns into be a critical
surface. The curvature of the critical surface in terms of the critical quark mass can
be studied by the Taylor expansion method. If there exists a QCD critical point at
non-zero chemical potential, the curvature should be positive and the surface would
bend over the crossover region as shown in Fig 7.6. When the chemical potential is
switched on, the crossover would then turn into a critical point followed by the first
order phase transition.
* QCD critical point
crossover 1rst
0
∞
Real world
X
Heavy quarks
mu,d
ms
µ
Figure 7.6: The conjectured scenario of critical surface [73]
But, as the authors in Ref. [73, 74, 75] studied the curvature of the critical surface
carefully, they found the curvature to be negative although the errors are still large.
This could propose an exotic scenario in Fig. 7.7 in that there is no phase transition
and no critical point at finite chemical potential.
Under this scenario, it appears to be in contradiction with our finding of the
existence of the critical point. However, we should point out that the Taylor expansion
is only reliable under uq/T ≪ 1 for the series to converge. However, our result
indicates that the critical point exists at uq/T > 1 which is outside the radius of
convergence of Taylor expansion. QCD theory could produce the combined scenarios
53
  QCD critical point DISAPPEARED
crossover 1rst
0
∞
Real world
X
Heavy quarks
mu,d
ms
µ
Figure 7.7: The exotic scenario of critical surface [73]
in that the critical surface bends away from the crossover region at small chemical
potential while bends over the region at larger chemical potential and produce the
critical point as expected. To us, to solve the contradiction completely, we need to
simulate at smaller quark masses in order to map out the mass dependence of the
location of the critical point.
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Chapter 8 Conclusions and outlook
In this study, we show the canonical ensemble can be used to investigate the phase
diagram at finite temperature and nonzero baryon chemical potential on the lattice.
The procedure we implemented to seek for the first order phase transition provides
a practical and efficient way to locate the QCD critical point. The algorithm we
employed allows us to scan the QCD phase diagram at much higher density than the
nuclear matter density.
In order to scan the QCD phase diagram at very high baryon number, we devel-
oped the winding number expansion method to calculate the the projected determi-
nant. Since the projected determinant could be calculated analytically, the results are
much more precise than the discrete Fourier transform. The winding number expan-
sion method greatly expands our scan region without triggering numerical instability
as is with the previous discrete Fourier transform method.
We present our results from simulations of four and two flavors QCD. The first
order phase transition at nonzero chemical potential will appear as an S-shape struc-
ture in the plot of chemical potential versus baryon number (baryon density) at finite
volume. This S-shape structure is related to the nonzero surface tension term in-
troduced to the thermal potential which is a direct reflection of the first order at
finite volume. It should become a “plateau” in the thermodynamic limit. Although
it is necessary to study the change of the S-shape while varying the volume in the
future, the observed S-shape in the finite volume is a strong an indication of the
first order phase transition in the thermodynamic limit. The phase transition in the
canonical ensemble is exhibited by a region of coexistence phase. To determine the
phase boundaries, the Maxwell construction is implemented. The first order phase
transition is observed at three different temperatures below the transition temper-
ature at zero chemical potential. The phase boundary separating the hadron gas
phase from the coexistence phase and the boundary between the plasma phase and
the coexistence phase eventually cross at one point. For the four flavor case, this
point should be the first order transition point at zero chemical potential. For 2+1
flavors and 3 flavors, this point is the critical end point. Our results are consistent
with the expected phase diagram for Nf = 4, the phase transition can also been seen
in the “jump” of the Polyakov loop and chiral condensate. We do not see any signal
of first order phase transition for temperatures as low as 0.83 Tc for the two flavor
case.
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The most interesting study is the three flavor case. We found first order phase
transitions at three different temperatures that we scanned and determined the phase
boundaries for each temperature. The critical point is finally located by the extrap-
olations of the phase boundaries.
Before moving on to future plans, we would like to point out the comparison be-
tween clover fermion and Wilson fermion is not expected to have a visible discrepancy
because of the coarse lattice spacing and heavy quark mass. However, it is worthwhile
to compare them again and those using staggered fermions once we could simulate at
a finer lattice spacing and lower quark masses. The systematic errors of our results
could be addressed through these studies.
Albeit with small volumes, relatively heavy quark masses, and coarse lattice spac-
ings in this study, this is the first time that an unambiguous signal for the first order
phase transition is observed in QCD.
In the future, we would like to continue the investigation of the three flavor case.
The existence of the critical end point itself is a very interesting question. We also
would like to figure out the dependence of the critical point on quark mass. Another
direction we would like to go is to increase the volume in order to reduce lattice
artifact. However, increasing the volume will involve projection of the larger baryon
numbers to keep the density the same. This will impact the acceptance rate and
the sign oscillation will become more severe. Acceptance rate is one issue, another
issue comes from the sign oscillation. Although the general argument is that sign
fluctuation depends on the baryon number instead of the density, the unknown “pre-
factor” in front of baryon number dependence may alleviate the sign fluctuation.
To speed up the simulation, the noise estimator of fermion matrix determinant
has been set up. If the simulation can be done at larger volume and lighter quark
mass, we will be able to scan 2+1 flavor QCD phase diagram which would be a direct
input to the planned heavy ion collision experiments.
Copyright c© Anyi Li, 2009.
56
Bibliography
[1] F. Karsch and E. Laermann, “Thermodynamics and in-medium hadron
properties from lattice QCD,” arXiv:hep-lat/0305025.
[2] S. Muroya, A. Nakamura, C. Nonaka, and T. Takaishi, “Lattice QCD at finite
density: An introductory review,” Prog. Theor. Phys. 110 (2003) 615–668,
arXiv:hep-lat/0306031.
[3] K. Rajagopal and F. Wilczek, “The condensed matter physics of QCD,”
arXiv:hep-ph/0011333.
[4] F. Karsch, “Lattice simulations of the thermodynamics of strongly interacting
elementary particles and the exploration of new phases of matter in relativistic
heavy ion collisions,” J. Phys. Conf. Ser. 46 (2006) 122–131,
arXiv:hep-lat/0608003.
[5] Y. Aoki, G. Endrodi, Z. Fodor, S. D. Katz, and K. K. Szabo, “The order of the
quantum chromodynamics transition predicted by the standard model of
particle physics,” Nature 443 (2006) 675–678, arXiv:hep-lat/0611014.
[6] M. G. Alford, K. Rajagopal, and F. Wilczek, “Color-flavor locking and chiral
symmetry breaking in high density QCD,” Nucl. Phys. B537 (1999) 443–458,
arXiv:hep-ph/9804403.
[7] F. R. Brown et al., “On the existence of a phase transition for QCD with three
light quarks,” Phys. Rev. Lett. 65 (1990) 2491–2494.
[8] M. Asakawa and K. Yazaki, “Chrial restoration at finite density and
temperature,” Nucl. Phys. A504 (1989) 668–684.
[9] A. Barducci, R. Casalbuoni, S. De Curtis, R. Gatto, and G. Pettini, “Chirla
symmetry breaking in QCD at finite temperature and density,”
Phys. Lett. B231 (1989) 463.
[10] A. Barducci, R. Casalbuoni, S. De Curtis, R. Gatto, and G. Pettini, “Chiral
phase transistion in QCD for finite temeprature and density,”
Phys. Rev. D41 (1990) 1610.
57
[11] A. Barducci, R. Casalbuoni, G. Pettini, and R. Gatto, “Chiral phases of QCD
at finite density and temperature,” Phys. Rev. D49 (1994) 426–436.
[12] J. Berges and K. Rajagopal, “Color superconductivity and chiral symmetry
restoration at nonzero baryon density and temperature,”
Nucl. Phys. B538 (1999) 215–232, arXiv:hep-ph/9804233.
[13] A. M. Halasz, A. D. Jackson, R. E. Shrock, M. A. Stephanov, and J. J. M.
Verbaarschot, “On the phase diagram of QCD,”
Phys. Rev. D58 (1998) 096007, arXiv:hep-ph/9804290.
[14] M. A. Stephanov, K. Rajagopal, and E. V. Shuryak, “Signatures of the
tricritical point in QCD,” Phys. Rev. Lett. 81 (1998) 4816–4819,
arXiv:hep-ph/9806219.
[15] M. A. Stephanov, K. Rajagopal, and E. V. Shuryak, “Event-by-event
fluctuations in heavy ion collisions and the QCD critical point,”
Phys. Rev. D60 (1999) 114028, arXiv:hep-ph/9903292.
[16] Z. Fodor and S. D. Katz, “A new method to study lattice QCD at finite
temperature and chemical potential,” Phys. Lett. B534 (2002) 87–92,
arXiv:hep-lat/0104001.
[17] Z. Fodor and S. D. Katz, “Lattice determination of the critical point of QCD
at finite T and mu,” JHEP 03 (2002) 014, arXiv:hep-lat/0106002.
[18] C. R. Allton et al., “The QCD thermal phase transition in the presence of a
small chemical potential,” Phys. Rev. D66 (2002) 074507,
arXiv:hep-lat/0204010.
[19] C. Schmidt et al., “The quark mass and mu dependence of the QCD chiral
critical point,” Nucl. Phys. Proc. Suppl. 119 (2003) 517–519,
arXiv:hep-lat/0209009.
[20] F. Karsch et al., “Where is the chiral critical point in 3-flavor QCD?,”
Nucl. Phys. Proc. Suppl. 129 (2004) 614–616, arXiv:hep-lat/0309116.
[21] Z. Fodor, S. D. Katz, and K. K. Szabo, “The QCD equation of state at nonzero
densities: Lattice result,” Phys. Lett. B568 (2003) 73–77,
arXiv:hep-lat/0208078.
58
[22] P. de Forcrand and O. Philipsen, “The QCD phase diagram for small densities
from imaginary chemical potential,” Nucl. Phys. B642 (2002) 290–306,
arXiv:hep-lat/0205016.
[23] M. D’Elia and M. P. Lombardo, “QCD thermodynamics from an imaginary
mu(B): Results on the four flavor lattice model,”
Phys. Rev. D70 (2004) 074509, arXiv:hep-lat/0406012.
[24] C. R. Allton et al., “The equation of state for two flavor QCD at non-zero
chemical potential,” Phys. Rev. D68 (2003) 014507, arXiv:hep-lat/0305007.
[25] C. R. Allton et al., “Thermodynamics of two flavor QCD to sixth order in
quark chemical potential,” Phys. Rev. D71 (2005) 054508,
arXiv:hep-lat/0501030.
[26] S. Ejiri et al., “Study of QCD thermodynamics at finite density by Taylor
expansion,” Prog. Theor. Phys. Suppl. 153 (2004) 118–126,
arXiv:hep-lat/0312006.
[27] J. B. Kogut and D. K. Sinclair, “3-flavour lattice QCD at finite density and
temperature: QCD at finite isospin density revisited,”
arXiv:hep-lat/0509095.
[28] D. K. Sinclair and J. B. Kogut, “Searching for the elusive critical endpoint at
finite temperature and isospin density,” PoS LAT2006 (2006) 147,
arXiv:hep-lat/0609041.
[29] Z. Fodor, S. D. Katz, and C. Schmidt, “The density of states method at
non-zero chemical potential,” JHEP 03 (2007) 121, arXiv:hep-lat/0701022.
[30] J. Engels, O. Kaczmarek, F. Karsch, and E. Laermann, “The quenched limit of
lattice QCD at non-zero baryon number,” Nucl. Phys. B558 (1999) 307–326,
arXiv:hep-lat/9903030.
[31] V. Azcoiti, G. Di Carlo, A. Galante, and V. Laliena, “Finite density QCD: A
new approach,” JHEP 12 (2004) 010, arXiv:hep-lat/0409157.
[32] P. de Forcrand and S. Kratochvila, “Finite density QCD with a canonical
approach,” Nucl. Phys. Proc. Suppl. 153 (2006) 62–67,
arXiv:hep-lat/0602024.
59
[33] K.-F. Liu, “Finite density algorithm in lattice QCD: A canonical ensemble
approach,” Int. J. Mod. Phys. B16 (2002) 2017–2032,
arXiv:hep-lat/0202026.
[34] K.-F. Liu, “A finite baryon density algorithm,” arXiv:hep-lat/0312027.
[35] A. Alexandru, M. Faber, I. Horvath, and K.-F. Liu, “Lattice QCD at finite
density via a new canonical approach,” Phys. Rev. D72 (2005) 114513,
arXiv:hep-lat/0507020.
[36] A. Alexandru, A. Li, and K.-F. Liu, “Finite density simulations using a
determinant estimator,” PoS LAT2007 (2007) 167,
arXiv:0711.2678 [hep-lat].
[37] X.-f. Meng, A. Li, A. Alexandru, and K.-F. Liu, “Winding number expansion
for the canonical approach to finite density simulations,” PoS LATTICE2008
(2008) 032, arXiv:0811.2112 [hep-lat].
[38] A. Li, A. Alexandru, and K.-F. Liu, “Reweighting method in finite density
lattice QCD,” PoS LAT2006 (2006) 030, arXiv:hep-lat/0612011.
[39] A. Li, A. Alexandru, and K.-F. Liu, “New results using the canonical approach
to finite density QCD,” PoS LAT2007 (2007) 203,
arXiv:0711.2692 [hep-lat].
[40] Y. Iwasaki, K. Kanaya, S. Kaya, and T. Yoshie, “Scaling of chiral order
parameter in two-flavor QCD,” Phys. Rev. Lett. 78 (1997) 179–182,
arXiv:hep-lat/9609022.
[41] CP-PACS Collaboration, A. Ali Khan et al., “Phase structure and critical
temperature of two flavor QCD with renormalization group improved gauge
action and clover improved Wilson quark action,”
Phys. Rev. D63 (2001) 034502, arXiv:hep-lat/0008011.
[42] CP-PACS Collaboration, A. Ali Khan et al., “Equation of state in
finite-temperature QCD with two flavors of improved Wilson quarks,”
Phys. Rev. D64 (2001) 074510, arXiv:hep-lat/0103028.
[43] K. G. Wilson, “Confinement of quarks,” Phys. Rev. D10 (1974) 2445–2459.
[44] A. S. Kronfeld and D. M. Photiadis, “Phenomenology on the lattice:
Composite operators in lattice gauge theory,” Phys. Rev. D31 (1985) 2939.
60
[45] J. B. Kogut and L. Susskind, “Hamiltonian Formulation of Wilson’s Lattice
Gauge Theories,” Phys. Rev. D11 (1975) 395.
[46] D. B. Kaplan, “A Method for simulating chiral fermions on the lattice,”
Phys. Lett. B288 (1992) 342–347, arXiv:hep-lat/9206013.
[47] Y. Shamir, “Chiral fermions from lattice boundaries,”
Nucl. Phys. B406 (1993) 90–106, arXiv:hep-lat/9303005.
[48] R. Narayanan and H. Neuberger, “Chiral fermions on the lattice,”
Phys. Rev. Lett. 71 (1993) 3251–3254, arXiv:hep-lat/9308011.
[49] P. Hasenfratz, “Lattice QCD without tuning, mixing and current
renormalization,” Nucl. Phys. B525 (1998) 401–409, arXiv:hep-lat/9802007.
[50] M. Creutz, “Comments on staggered fermions / Panel discussion,” PoS
CONFINEMENT8 (2008) 016, arXiv:0810.4526 [hep-lat].
[51] H. B. Nielsen and M. Ninomiya, “Absence of Neutrinos on a Lattice. 1. Proof
by Homotopy Theory,” Nucl. Phys. B185 (1981) 20.
[52] S. Kratochvila and P. de Forcrand, “QCD at zero baryon density,”
Prog. Theor. Phys. Suppl. 153 (2004) 330–334, arXiv:hep-lat/0309146.
[53] CP-PACS Collaboration, S. Aoki et al., “Nonperturbative O(a) improvement
of the Wilson quark action with the RG-improved gauge action using the
Schroedinger functional method,” Phys. Rev. D73 (2006) 034501,
arXiv:hep-lat/0508031.
[54] S. A. Gottlieb, W. Liu, D. Toussaint, R. L. Renken, and R. L. Sugar, “Hybrid
Molecular Dynamics Algorithms for the Numerical Simulation of Quantum
Chromodynamics,” Phys. Rev. D35 (1987) 2531–2542.
[55] S. Duane, A. D. Kennedy, B. J. Pendleton, and D. Roweth, “Hybrid Monte
Carlo,” Phys. Lett. B195 (1987) 216–222.
[56] B. Joo, I. Horvath, and K. F. Liu, “The Kentucky Noisy Monte Carlo
algorithm for Wilson dynamical fermions,” Phys. Rev. D67 (2003) 074505,
arXiv:hep-lat/0112033.
[57] A. Alexandru and A. Hasenfratz, “Partial-global stochastic Metropolis update
for dynamical smeared link fermions,” Phys. Rev. D66 (2002) 094502,
arXiv:hep-lat/0207014.
61
[58] S. M. M. Faber, O. Borisenko and G. Zinovev Nucl. Phys. B42 (1995) 484.
[59] A. Roberge and N. Weiss, “Gauge theories with imaginary chemical potential
and the phase of QCD,” Nucl. Phys. B275 (1986) 734.
[60] A. M. Ferrenberg and R. H. Swendsen, “New Monte Carlo Technique for
Studying Phase Transitions,” Phys. Rev. Lett. 61 (1988) 2635–2638.
[61] A. M. Ferrenberg and R. H. Swendsen, “Optimized Monte Carlo analysis,”
Phys. Rev. Lett. 63 (1989) 1195–1198.
[62] X. S. Li and J. W. Demmel, “SuperLU-DIST: A Scalable Distributed-Memory
Sparse Direct Solver for Unsymmetric Linear Systems,” ACM Trans.
Mathematical Software 29 (2003) 110.
[63] C. Thron, S. J. Dong, K. F. Liu, and H. P. Ying, “Pade-Z(2) estimator of
determinants,” Phys. Rev. D57 (1998) 1642–1653, arXiv:hep-lat/9707001.
[64] R. Sommer, “A new way to set the energy scale in lattice gauge theories and its
applications to the static force and alpha-s in SU(2) Yang-Mills theory,”
Nucl. Phys. B411 (1994) 839–854, arXiv:hep-lat/9310022.
[65] S. Aoki, “New Phase Structure for Lattice QCD with Wilson Fermions,”
Phys. Rev. D30 (1984) 2653.
[66] S. Aoki, “A solution to the U(1) problem on a lattice,”
Phys. Rev. Lett. 57 (1986) 3136.
[67] S. Aoki and A. Gocksch, “Spontaneous breaking of parity in quenched lattice
QCD with Wilson fermions,” Phys. Lett. B231 (1989) 449.
[68] S. Aoki and A. Gocksch, “More on parity and Wilson fermions: quenched
simulations in finite temperature QCD,” Phys. Lett. B243 (1990) 409–412.
[69] S. Aoki and A. Gocksch, “Spontaneous breaking of flavor symmetry and parity
in lattice QCD with Wilson fermions,” Phys. Rev. D45 (1992) 3845–3853.
[70] S. Aoki, T. Kaneda, and A. Ukawa, “Structure of critical lines in quenched
lattice QCD with the Wilson quark action,” Phys. Rev. D56 (1997) 1808–1811,
arXiv:hep-lat/9612019.
62
[71] N. Ukita et al., “Finite temperature phase transition of two-flavor QCD with
an improved Wilson quark action,” PoS LAT2006 (2006) 150,
arXiv:hep-lat/0610038.
[72] K. Splittorff and J. J. M. Verbaarschot, “The QCD sign problem for small
chemical potential,” Phys. Rev. D75 (2007) 116003, arXiv:hep-lat/0702011.
[73] P. de Forcrand and O. Philipsen, “The curvature of the critical surface
(mud,ms)
crit(µ): a progress report,” PoS LAT2008 (2008) 208,
arXiv:0811.3858 [hep-lat].
[74] P. de Forcrand and O. Philipsen, “The chiral critical point of Nf=3 QCD at
finite density to the order (µ/T )4,” JHEP 11 (2008) 012,
arXiv:0808.1096 [hep-lat].
[75] P. de Forcrand and O. Philipsen, “Towards the QCD phase diagram,” PoS
LAT2006 (2006) 130, arXiv:hep-lat/0611027.
[76] S. Kratochvila and P. de Forcrand, “QCD at zero baryon density and the
Polyakov loop paradox,” Phys. Rev. D73 (2006) 114512,
arXiv:hep-lat/0602005.
[77] S. Ejiri, “Canonical partition function and finite density phase transition in
lattice QCD,” Phys. Rev. D78 (2008) 074507, arXiv:0804.3227 [hep-lat].
[78] C. Gattringer and L. Liptak, “Canonical fermion determinants in lattice QCD -
Numerical evaluation and properties,” arXiv:0906.1088 [hep-lat].
[79] J. Danzer and C. Gattringer, “Winding expansion techniques for lattice QCD
with chemical potential,” Phys. Rev. D78 (2008) 114506,
arXiv:0809.2736 [hep-lat].
63
Vita
Name: Anyi Li
Date of birth: 09/28/1981 in Jinan, Shandong, China
EDUCATION
• University of Kentucky (2006-Present), Lexington, Kentucky
Ph.D in Theoretical Physics (expected in December 2009)
• University of Kentucky (2003-2006), Lexington, Kentucky
Master in Theoretical Physics
• Shandong University (1999-2003), Jinan, P. R. China
Bachelor of Science in Theoretical Physics
RESEARCH EXPERIENCE
• Research Assistant
Lattice QCD Group, University of Kentucky (2005-Present).
• Research Assistant
Laboratory of Condensed Matter Theory and Materials Computation
The Institute of Physics, Chinese Academy of Sciences (2002-2003)
• Research Assistant
Condensed Matter Group, Shandong University (2000-2003)
• Research Assistant
Center of MOCVD at National Laboratory of Crystal Material (2002-2003)
PUBLICATIONS
1. S. J. Dong, A. Alexandru, T. Draper, K. F. Liu, A. Li, T. Streuer and
J. B. Zhang, “The charmed-strange meson spectrum from overlap fermions
on domain wall dynamical fermion configurations,” PoS LAT2009, 090 (2009)
[arXiv:0911.0868 [hep-ph]].
64
2. A. Li, A. Alexandru, X. Meng and K. F. Liu [chi QCD Collaboration], “Study
of QCD critical point using canonical ensemble method,” arXiv:0908.1155 [hep-
lat].
3. A. Li, X. Meng, A. Alexandru and K. F. Liu, “Finite Density Simulations
with Canonical Ensemble,” PoS LATTICE2008, 178 (2008) [arXiv:0810.2349
[hep-lat]].
4. A. Li, X. Meng, A. Alexandru and K. F. Liu, “Finite Density Simulations
with Canonical Ensemble,” PoS LATTICE2008, 178 (2008) [arXiv:0810.2349
[hep-lat]].
5. A. Li, A. Alexandru and K. F. Liu, “New results using the canonical approach
to finite density QCD,” PoS LAT2007, 203 (2007) [arXiv:0711.2692 [hep-lat]].
6. A. Alexandru, A. Li and K. F. Liu, “Finite density simulations using a deter-
minant estimator,” PoS LAT2007, 167 (2007) [arXiv:0711.2678 [hep-lat]].
7. A. Li, A. Alexandru and K. F. Liu, “Reweighting method in finite density
lattice QCD,” PoS LAT2006, 030 (2006) [arXiv:hep-lat/0612011].
8. Y. Dai , C.X. Yan, A.Y. Li, Y. Zhang, and S.H. Han, “Effects of hydrogen
on electronic properties of doped diamond,” Carbon Volume 43, Issue 5, 2005,
Pages 1009-1014.
9. Ying Dai, Anyi Li, Ying Zhang, Shenghao Han, “Complex donor in nitrogen-
doped diamond,” International Journal of Nanoscience, Vol. 3, Nos. 4-5
(2004) 455-461.
10. Y. Qi, A. Li, Y. Dai, “Methods to improve the external quantum efficiency of
LEDs,” Electronic Component and Materials (2003) 22, 4-23
PRESENTATIONS
1. Anyi Li, Andrei Alexandru, Keh-Fei Liu, Xiangfei Meng (χQCD collabora-
tion) “Study of QCD critical point using canonical ensemble method”, Plenary
talk at The XXVII International Symposium on Lattice Field Theory (Beijing
China, July 25-July 31, 2009)
2. Anyi Li, Andrei Alexandru, Keh-Fei Liu, Xiangfei Meng (χQCD collaboration)
“Study of QCD critical point using canonical ensemble method”, Invited talk
65
at Critical Point and Onset Deconfinement (Brookhaven National Lab, New
York, June 8-June 12, 2009)
3. Anyi Li, Andrei Alexandru, Keh-Fei Liu, Xiangfei Meng (χQCD collabora-
tion) “Study of QCD critical point using canonical ensemble method”, Flash
plenary talk at Quark Matter 2009 (Knoxville, Tennessee, March 30-April 4,
2009)
4. Anyi Li, Xiangfei Meng, Andrei Alexandru, Keh-Fei Liu (χQCD collaboration)
“Finite density simulation with canonical ensemble”, The XXVI International
Symposium on Lattice Field Theory (Williamsburg, Virginia, July 14-July 19,
2008)
5. Anyi Li, Andrei Alexandru, Keh-Fei Liu “New results using the canonical
approach to finite density QCD”, The XXV International Symposium on Lattice
Field Theory (Regensburg, Germany, July 30-August 4, 2007)
6. Anyi Li, Andrei Alexandru, Keh-Fei Liu “Reweighting method in finite density
lattice QCD”, The XXIV International Symposium on Lattice Field Theory
(Tucson, Arizona, July 23-28, 2006)
7. Ying Dai, Dadi Dai, Shenghao Han, Anyi Li “The n-type high-conductivity
mechanism for nitrogen-doped ultra-nanocrystalline diamond films”, 14th Eu-
ropean Conference on Diamond, Diamond-Like Materials, Carbon Nanotubes,
Nitrides and Silicon Carbide (7-12 September 2003 Salzburg Convention Centre,
Salzburg, Austria)
8. A. Y. Li, Y. Dai, Y. Qi , Y. Zhang, S. H. Han “Electronic structure study in
n-type doping of diamond”,ICMAT (Singapore, 7-12, December, 2003)
9. Anyi Li, Ying Zhang, Ying Dai “Effects of dangling bonds on surface properties
of hydrogenated diamond”, ICMAT (Singapore, 7-12, December, 2003)
10. Ying Dai, Anyi Li, Ying Zhang, Shenghao Han “Complex donor in nitrogen-
doped diamond”, ICMAT (Singapore, 7-12, December, 2003)
11. Anyi Li, Ying Zhang, Ying Dai “Effects of dangling bonds on surface properties
of hydrogenated diamond”, ICMAT (Singapore, 7-12, December, 2003)
66
AWARDS
• Huffaker Travel Scholarships, 2009
• Presidential Graduate Fellowship, 2006-2007
• Huffaker Travel Scholarships, 2007
• Bachelor Thesis with Honor, 2004
• National Fundamental Science Personnel Training Bases, 2002-2003
• Bronze Medal of the National Olympiad Informatics Contest, 1998
• Academic Scholarship, Shandong University, 1999-2002
MEMBERSHIP
• American Physical Society (APS)
67
