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paper, we recall groups defined by the presentations (a,, us, . . . ,a,: 
qu2...a,= u+3...u,+i = . . . . u,_,u,u,...u,_, = u,u,u,...u,_, = a,), and 
determine the relationship between groups defined by presenta- 
tions. general situation where 
U*+k, a,a,...a,+1 = q+k+lr . . . . u,_,u,u,...u,_, = U,+k-Z, 
u”u,u*...a,_~ = Ur+k-l >. 
1. Fibonacci groups and Fibonacci semigroups 
The Fibonacci group F(2, n) is the group defined by the presentation 
(*I (4, a2, . . . ,a,: ala2 = a3, a2a3 = ad, . . . , a,_ la, = al, anal = az). 
The study of these groups began in earnest after a question of Conway [6] as to 
whether or not F(2, 5) is cyclic of order 11, and it was quickly determined in [7] that 
this was indeed the case, and also that F(2, 1) and F(2,2) are trivial, F(2, 3) is the 
quaternion group of order 8, F(2,4) is cyclic of order 5, and F(2, 6) is infinite. It was 
also observed that one could prove that F(2,5) is cyclic of order 11 without using 
inverses or cancellation laws, so that the semigroup S(2,5) defined by the presentation 
(al, a2, a3, a4, a5: ala2 = a3, a2a3 = a4, a3a4 = as, a4a5 = al, a,a, = a2) 
is also a cyclic group of order 11. We are interested here in the semigroups defined by 
the presentations (*). 
Returning to the Fibonacci groups, F(2,7) is cyclic of order 29 (see [2], [5] or [9]), 
and F(2, n) is infinite for n 2 8 (see [2, 11, 121). We can generalize this by defining 
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F(r, n) to be the group, and S(r, n) to be the semigroup, defined by the presentation 
(al,az ,..., a,: ala2...a, = a,+l, a2a3...ar+l = ar+2, 
. . . . a,_la,a, ...ar_2 = arel, a,ala2... a,-, = a,), 
where r > 0, n > 0 and all subscripts are assumed to be reduced modulo n. We are 
interested in the structures of the semigroups S(r, n); for a survey of what is known 
about the Fibonacci groups F(r, n), see [14]. 
The relationship between the F(r, n) and the S(r, n) is summed up in the following: 
Theorem 1.1. Let r 2 2 and n 2 1, and let d = (r, n); then the semigroup S(r, n) is 
a union of d pairwise disjoint right ideals, each of which is a subgroup of S(r, n) 
isomorphic to the Fibonacci group F(r, n). In particular, S(r, n) is jinite if and only if 
F(r, n) is Jinite. 
The proof of Theorem 1.1 gives that, if we know the group structure of F(r, n), then 
we know the semigroup structure of S(r, n). This result was suggested by a semigroup 
enumeration program (see [13]), and answers, in the affirmative, a conjecture made in 
[4]. (This conjecture was made independently to us in a private communication by 
Leonard Soicher, who also has an enumeration program for semigroups.) 
In fact, we prove a slightly stronger version of this result; see Theorem 1.2. Note that 
Theorem 1.1 fails if r = 1, since F(l, n) is the infinite cyclic group, while S(l, n) is the 
infinite monogenic semigroup. 
There have been various generalizations of the F(r, n), for example the groups 
F(r, n, k) defined by the presentations 
. . . , a,_,a,a, . . . aP_2 = ar+k_2, a,alaz... ar-l=ar+kblh 
introduced in [3], where r 2 1 and k 2 0, again, all subscripts are taken to be reduced 
modulo n. We may clearly assume, without loss of generality, that 1 I k I n. We may 
easily see that the group F(r, n, 1) is isomorphic to F(r, n), that F(r, 1, k) is cyclic of 
order r - 1, and that F(l, n, k) is the free group Fd of rank d = (n, k); we will therefore 
assume that r > 1, n > 1, and that k 2 1. 
As noted in [3], F(r, n, k) is isomorphic to F(r, n, 1 - r - k) (where we interpret 
1 - r - k here to be the integer p such that 1 - r - k = p (mod n) and 1 I p I n). 
Again, the reader is referred to [14] for a survey of results concerning these groups. 
Given the results referred to in [14], including the results of various coset enumer- 
ations (see [3] in particular), we have tabulated the orders of the F(r, n, k) in Table 1. 
In this table, a number represents the fact that the group is known to be finite of that 
order (and the symbol co the fact that the group is known to be infinite), while 
a question mark corresponds to a gap in our knowledge. 
We should note that the group F = F(6,3,2) was claimed in [3] to be cyclic of 
order 5. In fact, F/F’ is cyclic of order 5, but F’ is a 2-generator 3-relator group with 
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Table 1 
Orders of the generalized Fibonacci groups F(r, n, k) 
k=2 k=3 k=4 k=5 k=6 
II: 2 3 4 563 4 5 6 4 5 6 566 
r:2 1 1 5 120 7 1 1 11 I 1 1 co 1 1 1 
3cc48 co 22 CC 2 
3; 
2 1512 co co co 2 cc’* 
4 3 63 39 3?co ? co 3 ? ? 3 ? CC 
5ca4 co ?co4 624 cc ? co ? co 4 ? co 
6 5 co 125 7715 ? 5 5 7775 10655 5 7115 10655 co ? 5 
a 7-generator normal subgroup N such that F’/N is isomorphic to PSL(3,2), while 
N/N’ is isomorphic to Cq x (C,)“. 
The orders of the groups F(6,6, 3) and F(6,6,4) are (we believe) new results, and 
these were determined recently using an implementation of the Todd-Coxeter 
algorithm in St Andrews. 
We let S(r, n, k) denote the semigroup defined by the presentation: 
. . . ) a,_la,al . . . ar_2 = ar+&2, a,ala2...arml = a,.+&l >. 
We generalize Theorem 1.1 by proving the following: 
Theorem 1.2. Let r 2 2 and n 2 1. If(n, k) = 1, then S(r, n, k) is a union of(n, r + k - 1) 
pairwise disjoint right ideals, each of which is a subgroup of S(r, n, k) isomorphic to the 
Fibonacci group F(r, n, k). Zf(n, r + k - 1) = 1, then S(r, n, k) is a union of(n, k) pairwise 
disjoint left ideals, each of which is a subgroup of S(r, n, k) isomorphic to F(r, n, k). 
The two parts of Theorem 1.2 are seen to be equivalent by considering the anti- 
isomorphism 4 : S(r, n, k) -+ S(r, n, 1 - r - k) defined by air = ai for all i. Theorem 1.1 
is obtained from Theorem 1.2 by setting k = 1. We conjecture that, if (n, k) > 1 and 
(n, r + k - 1) > 1, then S(r, n, k) is infinite (regardless of whether or not F(r, n, k) is 
infinite). 
In fact, the proof of Theorem 1.2, which we give in Section 2, can be readily adapted 
to prove the following more general result: 
Theorem 1.3. Let p be a presentation (aI, a2, . . . ,a,,: a, = czl, . . . ,a, = a,) in which 
each ai is a word of length two or more in al, a2, .., , a,, and each ai occurs as thejirst, 
second and last letters, respectively, of three of the xi. Assume further that the right 
Adjan graph of 63 is connected and let d denote the number of components of the left 
Adjan graph of @. Then the semigroup de$ned by @ is a union of d disjoint right ideals, 
each isomorphic to the group defined by p. 
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As in Theorem 1.2, there is a dual version of Theorem 1.3 obtained by applying the 
obvious anti-isomorphism. The right Adjan graph of a semigroup presentation 
is defined to be the graph with vertices {al, a2, . . . , a,} with the final letter of ai joined to 
the final letter of pi for each i, and the left Adjan graph is defined similarly, but taking the 
initial letters of the C(~ and pi, as opposed to the final letters; see [l] for example. 
2. Proof of Theorem 1.2 
In this section, we prove Theorem 1.2. We assume first that (n, k) = 1, and proceed 
via a sequence of lemmas. Throughout this section, we assume that r 2 2, and let 
@ denote the presentation 
. . . , an_lanal . ..ar_2 = a,.+k_2, &ala2 . ..a._1 = a,.+k_l). 
We let F and S denote F(r, n, k) and S(r, n, k) respectively. We set m = r + k - 1, 
d = (m, n), and let W denote the set of all non-empty words in al, a2, . . . , a,,; we will 
sometimes blur over the distinction between an element of Wand the corresponding 
element of S. We let V denote W together with the empty word. 
Lemma 2.1. If w1 = aiul and w2 = aju2 for some i and j, where w1,w2e W and 
u1,u2 E V, and if w1 and w2 represent the same word of S, then i E j(mod d). 
Proof. If w1 and w2 represent the same element of S, then we can transform w1 into w2 by 
using a sequence of relations c1 = j3 from p. Now, if a = /I is any relation in @, we have 
that {a, P> = {agap+l...ap+r-l, apfm } for some p, and p = p + m (mod d). So, if ai and 
aj are the initial letters of w1 and w2 respectively, then i =j(mod d) as required. q 
Lemma 2.2. If i = j(mod d), then there exists w E V such that ai = ajaj+ 1 w in S. 
Proof. Applying the relations of @ to ai, we get: 
ai = ai_mai_m+l . ..ai_k 
= ai_mai-m+ 1 WI (since r 2 2) 
= ~~_2m~~-2m+l...~~_m~k~,_m+lwl 
= ai-2mai-2m+lW2. 
Continuing in this way, we see that ai = ai_ pmai-pm+ lwP for any p (for some word 
wP in each case). So, if i E j (mod d), we choose p such that pm = i - j (mod n), and then 
ai-pm = aj in S as required. 0 
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Lemma 2.3. For any w E W and any ai, there exists u E W such that w = uai. 
Proof. If w = uaj (with v E V), then 
W = VUj_mUj_m+l . ..Uj-k 
= voaj_m_kaj-,~k+l...aj_2k 
= VlUj-2k. 
Continuing in this way, we have that w = up- lajppk for any p (for some word up in each 
case). Since (n, k) = 1, we may choose p such that pk = j - i (mod n), which yields the 
result. 0 
At this stage, we recall the definition of Green’s relations in a semigroup T. We 
define B on T by a 9 b if a and b generate the same right ideal of T. Similarly, we 
define 9 on T by a9 b if a and b generate the same left ideal of T, and then let 
_%? denote _Y n 9. Green’s theorem states that, if H is an X-class in T, then either 
H2 n H = 0, or else H is a subgroup of r see [S], or else [lo] for example. As 
a consequence of Lemma 2.3, we have the following: 
Lemma 2.4. For any two words w1 and w2 in W, w1 2 w2 in S. 
Proof. Let w1 = ai(l)ai(2)...ai(,,) and w2 = aj(l)aj(z) . ..ajcqj be any two elements of S, 
and let I and J be the left ideals generated by w1 and w2 respectively. Using 
Lemma 2.3. we see that 
WI = Uiaj(n) 
so that wi = uw2 for some u E W. Thus I c J. Similarly, J E I, and hence 
wi9w2. 0 
So we have only one Z-class in S. We now start investigating the W-classes. We 
start by proving the following lemma: 
Lemma 2.5. If w = aiu (where w, u E W), then the right ideal generated by w in 
S contains ai. 
Proof. Let I be the right ideal generated by w and y be a word of minimal length of the 
form aiz such that the corresponding element is in I. 
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If 1 y 1 = 1, we have finished; so suppose that 1 y 1 2 2, and let y = ta,a, (where t E V). 
By Lemma 2.3, there exists v E W such that aP = uuq_ 1, so that y = tva, _ 1 u4. Also, by 
Lemma 2.2, there exists XE V such that uqPl = uq_iuqx. But now 
tu, = tva,_, = tvu,_,u,x = yx E I, 
and I tu, I < I y 1, a contradiction, since t and y both begin with ai. 0 
We now let Gi denote the subset {ajw I i = j (mod d), w E I’} of S for i = 1,2, . . , d. 
Using Lemma 2.1, we immediately deduce the following: 
Lemma 2.6. (i) Gi is a right ideal of S for each i. 
(ii) GinGj=@fori#j. 
(iii) G1 u G, u . . . Gd = S. 0 
We now have the following: 
Lemma 2.7. If w = UiU (where w,u ES), and ifj is such that j = i (mod d) with 1 I j I d, 
then the right ideal generated by w in S is Gj. 
Proof. Let I be the right ideal generated by w in S and J be the right ideal generated 
by ai. Since ai EI by Lemma 2.5, we have that J E I. However, Lemma 2.2 gives that 
J = Gj, and so Gj c I. Since Gj is a right ideal (by Lemma 2.6) containing w, the result 
follows. 0 
As a direct consequence of Lemma 2.7, we have the following corollary: 
Corollary 2.8. Zf w1 = aiul and w2 = ajuz, where w1,w2~ W and U~,QE V, then 
w,Ww, fand only ifi = j(modd). 0 
This immediately gives (using Lemma 2.4) another corollary: 
Corollary 2.9. (i) The BY-classes in S are G1, GZ, . . . , G,. 
(ii) The Z’-classes in S are G1, G2, . . . , Gd. 0 
We can now deduce the following proposition: 
Proposition 2.10. Each Gi is u subgroup of S. 
Proof. Since Gf s Gi for each i, this follows immediately from Corollary 2.9(ii) and 
Green’s theorem. 0 
We are now in a position to prove Theorem 1.2 in the case where (n, k) = 1. Let 
ei denote the identity element of Gi for each i. We have a natural mapping 4 from 
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S defined by the presentation 
,.. , an_la,al . ..ar_2 = ar+k_2, a,ala2 . ..arml = ar+k-l > 
to F defined by the presentation 
(A,, AZ, . . ..‘%.I A,A2...A, = Ar+k, A2A3...A,+, = ‘%+k+l, 
. . . . A,_,A,AI...A,_2 = Ar+k-2, A,A1A2...Arml = A?+k-l), 
defined by Ui~ = Ai for all i. (We are using different letters for the generators of F to 
avoid confusion when referring to elements of S and F simultaneously.) Note that, 
since each ei~ is an idempotent in F, we have ei~ = 1 (the identity element of F) for 
all i. 
Fix i with 1 I i I d, and let bj = eiaj for each j (1 5 j I n). Since ei E Gi and Gi is 
a right ideal (by Lemma 2.6), we have that bj E Gi for all j. If w = Ui(l)Ui(z)Ui(~). . . ai is 
any element of Gi, then 
W = t?iW 
= ei@(i)ei%(2)%(3)...4(p) (since f?iUi(i)ei = eiUi(i)) 
= ei%(i)ei%(z)ei4(3)...4(p) (since f?iUi(l,eiUi(z)ei = C?iUi(i)eiUi(z)), 
and, continuing in this way, we see that w = bi(ljbi(zJbi(3)... bi(p,, SO that Gi is 
generated as a semigroup by B = {b,, b2,. . . ,b,}. If we let $ : Gi + F denote the 
restriction of 4 to Gi, we see that bj~ = (ei+)(aj4) = 1Aj = Aj, SO that both 4 and 
$ are surjective. 
Now b b p p+l...bp+r-l = eiapeiap+l...eiap+*~l =eia,~~,+~...a,+,~~ =ei~~~+~= bp+,,,, 
so that the generating set B satisfies the relations in p. Thus we have a homomor- 
phism 13 from F to Gi defined by AjB = bj for each j. Since Ic/ and (9 are clearly inverses, 
we have that Gi is isomorphic to F as required. This completes the proof of Theorem 
1.2 in the case where (n, k) = 1, and the other case follows by considering the anti- 
automorphism r as we mentioned earlier. 0 
3. Some infinite semigroups S(Y, n, k) 
As we mentioned in Section 1, it seems that the semigroup S(r, n, k) is infinite if both 
(k, n) > 1 and (r + k - 1, n) > 1. Since the group is not necessarily infinite in this case, 
it seems that the structure theorem giving the semigroup as a union of finitely many 
copies of the group breaks down here. 
It is easy to see that S(r, n, k) is infinite if (k, n, r + k - 1) = d > 1. In this case, 
in any relation aiai+l . ..ai+._r = ai+r+k_i, we have i-i+r-l-i+r+ 
k - 1 (modd). Now, if we start with a: (say), then applying any sequence of the 
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relations will yield a word of the form a = cllc12.. CQ with each dli of the form a&z, 
with p E q = 1 (modd). Note that, at each stage, we can never apply a relation to 
a substring other than one contained inside one of the ai (since d > l), and hence we 
can never achieve ay with m < k. So all the powers of al are distinct, and hence we 
have that S(r, n, k) is infinite. 
However, this is not necessary. Consider the semigroup S = S(2,6,2). While 
F(2,6,2) is cyclic of order 7, the semigroup S is infinite. To prove this, consider the 
(semigroup) presentation 
(a, 6, c, d, e, f: ab = d, bc = e, cd =J de = a, ef = b, fa = c). 
If we eliminate the generatorsS= cd, e = bc and d = ab in turn, we get the presenta- 
tion 
(a, b, c: ab2c = a, bc’ab = b, caba = c). 
Now let 52 denote the set {a(i), B(i), y(i), 6(i), s(i), v](i) I i E Z}, and let C denote the full 
transformation semigroup on 52. Let A, B and C be the elements of C defined by 
A: cc(i) ++ M(i + l), B(i) H y(i), Y(i) H Y(i + l), 
6(i) H a(i - l), s(i) H .s(i + l), q(i) t-+ E(i - 2), 
B: u(i) H S(i), B(i) t+ P(i + I), 14) H PG - I), 
S(i) H S(i + l), E(i) H q(i + l), r](i) H q(i + 1). 
C: a(i) H a(i), P(i) H Y(i), Y(i) I-+ Y(i)? 
6(i) H a(i - l), E(i) H E(i), q(i) H E(i - 2). 
Since AB2C = A, BC2AB = B and CABA = C, we have a homomorphism 8 from 
S onto T = (A, B, C). Since the powers of A are distinct in T, S is an infinite 
semigroup. 
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