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ABSTRACT 
In the last decades, the devastating impact of hurricanes revealed the vulnerability of large areas of 
the U.S. East and Gulf coasts to this natural hazard. Additionally, the impact of hurricanes may be 
exacerbated by climate change and the population growth of coastal communities. A framework for 
the risk analysis for hurricanes needs to consider three fundamental aspects of hurricanes (wind, 
rainfall, and storm surge), should be able to account for the effects of climate change, and should 
adopt wind, rainfall, and storm surge models that are computationally efficient. Several wind and 
rainfall models in the literature can account for climate change effects and are computationally 
efficient. However, current models for storm surge that can account for the effects of climate change 
are generally computationally inefficient. A few models that are computationally efficient are 
empirical, and their functional forms lack physical meaning and are not based on the understanding 
of the underlying physical phenomena. Moreover, because of the specific formulation used to 
construct such models, it is generally not possible to incorporate both results from simulations and 
historical observations in the model calibration. Consequently, there is a need to define efficient 
models that can account for the effects of climate change while capturing the physics of the 
phenomena and can incorporate data from both simulations and historical observations.  
 
This dissertation develops a novel physics-based (or physics-inspired) probabilistic formulation as a 
valid alternative for storm surge prediction. Such a formulation is developed using the combination 
of two models, a logistic model and a random field. The two models provide two complementary 
pieces of information. The logistic model estimates the probability that a location is flooded. The 
random field model estimates the distribution of the storm surge depths, given that a location is wet. 
Being physics-based, the proposed probabilistic formulation has the advantages that account for the 
underlying physics of the phenomena, is computationally efficient, and overcomes some of the 
limitations of the available models on the model calibration and prediction. The formulation is 
computationally efficient because the models adopted in the formulation require a limited amount of 
data for calibration to provide initial predictions of storm surge height. Consequently, the proposed 
formulation is suitable for comparative analyses on the effects of climate change for different climate 
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change scenarios since the calibrations of the models require only a limited amount of simulations 
for each scenario. Although performing the calibration with a limited amount of simulations 
generally affects the accuracy of the results, it allows us to develop a formulation that is extendable 
to regions that are neighbors of the one for which the models are calibrated by updating the models 
with a limited number of historical records and simulations. The random field model considers the 
spatial correlation among the storm surge at different locations and predicts storm surge at locations 
that are different from those of the observations used for the model calibration and not restricted to 
be alongshore. Additionally, both models (logistic and random field) are calibrated using a realistic 
set of storms. Two applications of the formulation show the possibility of using it to model both 
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CHAPTER 1: INTRODUCTION 
1.1 Motivation 
 
In the last decades, the devastating impact of hurricanes revealed the vulnerability of large areas 
of the U.S. East and Gulf coasts to this natural hazard. The high toll paid in terms of human lives 
and the structural damage due to different storm occurrences raised awareness about hurricanes. 
The importance of developing mitigation and adaptation strategies to reduce the loss of lives and 
properties due to hurricane occurrences was formally recognized at the Federal level with the 
National Windstorm Impact Reduction Act Reauthorization of 2015 (PL 114-52). The resulting 
National Windstorm Impact Reduction Program (NWIRP), a joint Program of several Federal 
agencies led by the National Institute of Standards and Technology (NIST), has as its main 
objectives the improvement of the understanding of windstorms and the development of cost-
effective mitigation strategies to reduce their impact.  
 
Additionally, the impact of hurricanes may be exacerbated by climate change and the population 
growth of coastal communities (Murphy et al. 2018). Understanding how climate change affects 
the behavior of extreme storms, and in particular of hurricanes, is a challenging task. Large-scale 
average climate is typically simulated using Atmospheric General Circulation Models (AGCMs). 
The main issues when looking at climate change using AGCMs are: (1) the identification of events 
is challenging when events have limited temporal and spatial extension as in the case of hurricanes, 
and (2) the AGCMs typically have difficulties in capturing the underlying local physics. Because 
of these issues, identifying trends (e.g., possibly due to climate change) in hurricanes is more 
complex than identifying trends in other environmental characteristics such as changes in 
temperature. The Intergovernmental Panel on Climate Change Fourth Assessment Report (IPCC 
AR4) (IPCC 2007) was able to show that high-resolution AGCMs can reproduce approximately 
the frequency and distribution of hurricanes. More recently, the Intergovernmental Panel on 
Climate Change Fifth Assessment Report (IPCC AR5) (IPCC 2013) showed that high-resolution 
AGCMs (LaRow et al. 2008, Zhao et al. 2009, Strachan et al. 2013) can simulate the year-to-year 
count variability of hurricanes for given observed sea surface temperatures (SSTs). However, in 
 
 2  
both cases, such models underestimated the storm intensity. New models with improved 
parameterizations and higher resolution, such as the one presented by Mizuta et al. (2012), seem 
to be capable of providing an accurate distribution of the annual storm occurrences as well as 
simulating events with intensities comparable to those observed. 
 
Although a general consensus has not been reached, the majority of the numerical analyses (e.g., 
Camargo 2013, IPCC 2013, Knutson et al. 2015) suggest an increase in the global mean intensity 
of the hurricanes, the number of the most intense occurrences, and the precipitation rate. 
Conversely, the global frequency of hurricanes is expected to decrease slightly or remain unaltered. 
A probable trend detected in the results of the numerical analyses is the poleward migration of the 
locations where the hurricanes land (Kossin et al. 2016). Another interaction between hurricanes 
and climate change is the potential effect of sea level rise (SLR) that sets a higher starting level for 
storm surge and may increase the extent of the vulnerable areas. 
 
Foreseeing an increase in the already consistent damage due to hurricanes clearly motivates the 
need for long-term mitigation and adaptation strategies. For natural hazards, the terms “mitigation” 
and “adaptation” may assume different meanings than those in the literature on climate change. 
Consequently, there is a need to clarify how these terms are used and what is intended for 
mitigation and adaptation strategies when talking about the natural hazards affected by climate 
change. Independently from the choice of the adopted terminology, the choice of the mitigation 
and adaptation strategies should be based on risk assessment analyses. Such analyses require the 
use of a specific risk analysis framework that, starting from the modeling of the hazard, allows the 
propagation of uncertainties up to the loss estimation (Contento et al. 2017).  
 
A framework for the risk analysis for hurricanes needs to consider three fundamental aspects of 
hurricanes (wind, rainfall, and storm surge), should be able to account for the effects of climate 
change, and should adopt wind, rainfall, and storm surge models that are computationally efficient. 
Several wind and rainfall models in the literature can account for the effects of climate change and 
are computationally efficient (Vickery et al. 2000b, Emanuel et al. 2006, Mudd et al. 2017). 
However, current models for storm surge that can account for the effects of climate change are 
generally computationally inefficient (Jelesnianski et al. 1992, Westerink et al. 1994). A few 
models that are computationally efficient (e.g., Irish et al. 2008, Jia and Taflanidis 2013) are 
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empirical, and their functional forms lack physical meaning and are not based on the understanding 
of the underlying physical phenomena. Moreover, because of the specific formulation used to 
construct such models, it is generally not possible to incorporate both results from simulations and 
historical observations in the model calibration.  
 
Consequently, there is a need to define efficient models that can account for the effects of climate 
change while capturing the physics of the phenomena and can incorporate data from both 
simulations and historical observations. Such models should provide both long-term and short-
term predictions. Long-term predictions are needed to guide planning in future years helping, 
develop suitable mitigation and adaptation strategies (Contento et al. 2019), update insurance 
premiums (Contento et al. 2017), and develop financial instruments such as CAT Bonds to transfer 
the risks (Hofer et al. 2019). Short-term predictions are needed to guide decisions that account for 
the real-time evolution of the hurricanes as hurricanes unfold, helping optimize the management 
of resources (both human and economic) needed in the aftermath of a hazard (Contento et al. 2020). 
 
1.2 Research objectives 
 
The proposed dissertation aims to address the limitations of the current models on storm surge and 
develop a formulation for storm surge predictions to be used in a more comprehensive framework 
of hurricane risk analysis. Such formulation should be capable of accounting for the significant 
uncertainties of the problem, including those derived from climate change. Consequently, the main 
objective is to develop a formulation for models that should not only have good accuracy but also 
be computationally efficient. The computational efficiency will allow the prediction of storm surge 
for the high number of possible hazard scenarios that are required for accurate risk analyses and, 
at the same time, the use of the models of real-time prediction to simulate the effects of 
approaching hurricanes. Differently from current metamodels, it should be possible to calibrate 
the models obtained with the proposed formulation with data coming from historical records in 
addition to or as an alternative to those obtained with high-fidelity simulations. In addition, the 
model should account for the spatial correlation in the predictions to be able to estimate the 
distribution of the flooded area and of the consequent losses. 
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From a spatial point of view, it should be possible to either develop generic models capable of 
making predictions in different regions or extend the use of the models from the regions for which 
they have been calibrated to different contiguous regions where simulation data are scarce or not 
available. From a time point of view, the models developed with the proposed formulation should 
provide both long-term and short-term predictions. For short-term predictions, the models should 
provide not only maximum values of storm surge but also its time evolution. In addition, it should 
be possible to perform a real-time update as a hurricane approaches. For long-term predictions, it 
should be possible to use such models in an extended analysis of the consequences of climate 
change on storm surge. In particular, for a defined region, it should be possible to train the model 
with observations related to the present climate and then update the parameters with a limited 
number of simulations for the different future climate change scenarios. 
 
1.3 Organization of the work  
 
After clarifying the meaning of mitigation and adaptation strategies in the present context, a 
summary of a general framework for hurricane risk analysis that can be used to compare mitigation 
and adaptation strategies is presented in Chapter 2. The following chapter (Chapter 3) briefly 
describes the physics of the storm surge and the literature review related to the available models. 
Chapter 4 presents an initial model based on the Polynomial Chaos Expansion (PCE) limited to 
work for a specific case study. A novel probabilistic formulation that can be used to model both 
storm surge height alone and inundation proposed by Contento et al. (2018) is presented in Chapter 
5. The following chapters present two applications of the proposed formulation. The first 
application, in Chapter 6, is developed to predict inundation. The second, in Chapter 7, is used to 
predict storm surge on a larger domain and to show the advantages of real-time updating. Finally, 




CHAPTER 2: REVIEW OF HURRICANE RISK ANALYSIS 
2.1 Introduction  
 
This chapter presents a general framework for hurricane risk analysis that is based on the literature and 
current practice. Each step of the risk analysis framework and the specifications of the models that 
are needed for that specific step are presented in specific subsections. This chapter also explains 
how climate change is usually considered in the models that belong to the different steps of the 
framework. The last part of the chapter presents the definitions of the terms adaptation and 
mitigation as used in this and the following chapters. 
 
2.2 Framework for risk analysis 
 
The presented framework involves four steps. Step 1 models the hurricane activity and simulates 
synthetic storms needed to derive the landfall statistics. Step 2 models the three aspects of the hazard 
and provides possible hazard scenarios. Step 3 models damage and predicted losses, and provides the 
corresponding distributions and probabilities of exceedance. Step 4 uses the information coming from 
the previous steps for the comparison and development of mitigation and adaptation strategies. The 
framework accounts for the underlying uncertainties from the hazard up to the loss estimation and the 
development of mitigation and adaptation strategies (Gardoni 2017, Murphy et al. 2018). To allow for 
both short- and long-term analyses, each step directly or indirectly can account for the effects of climate 
change. Additionally, the framework adopts models that are mostly physics-based (which is essential 
to improve the applicability of the models to cases other than those used in the model calibration) and 
computationally efficient (which is important given the necessity of large numbers of simulations.)  
 
2.2.1 Hurricane activity models (Step 1) 
 
Developing a hurricane model and simulating hurricane occurrences is the first step of a hurricane 
risk analysis (Lin et al. 2012 and 2014). Hurricane models are needed to simulate synthetic storms 
to be used in a Monte Carlo simulation for deriving the landfall statistics (i.e., the hurricane 
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characteristics at landing.) Since hurricane models are a function of variables depending on climate 
change, such as SSTs, the effects of possible mitigation strategies will directly affect the landfall 
statistics. 
 
There are several models available in the literature to describe the genesis, track, and intensity of 
hurricanes (e.g., Russell 1971, Vickery et al. 2000b, Emanuel et al. 2006, Lee and Rosowsky 
2007). These models can be empirical (Neumann 1991, Vickery and Twisdale 1995a), mixed 
empirical and physics-based (Vickery et al. 2000b, Powel et al. 2005, Lee and Rosowsky, 2007), 
or physics-based (Emanuel et al. 2006). In this chapter, we distinguish between empirical and 
physics-based models. We call empirical models those constructed by fitting an arbitrary model 
form to simulated or field data. In contrast, physics-based models are those constructed based on 
the understanding of the underlying physics of the phenomena.  
 
We also distinguish between deterministic and probabilistic models. Deterministic models do not 
account for the underlying uncertainties, while probabilistic models do. Empirical models could 
be either deterministic (e.g., when the parameters in the model calibrated from the data are fixed 
at their mean values) or probabilistic. Similarly, physics-based models can be either deterministic 
(e.g., when the models are constructed purely based on first principles) or probabilistic (e.g., when 
data are used in addition to the first principles to develop the model and the uncertainties are 
captured in the final model form.) Each of the three kinds of models available in the literature for 
hurricane activities has strengths and limitations; extensive reviews on hurricane models can be 
found in Vickery et al. (2009a) and Lin et al. (2014). 
 
Among the available models, the one presented by Vickery et al. (2000b), and improved by 
Vickery et al. (2009b), is well-suited for analyses that require a high number of simulations. 
Although this model proposes an empirical tracking model, it is still capable of retaining 
information about the physics of the problem through a proper choice of the regressors. This model 
was used by Mudd et al. (2014) for analyses that include the effects of climate change using 
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2.2.2 Hazard scenario models (Step 2) 
 
After the simulation of the hurricane characteristics, hazard models are needed to simulate the 
resulting wind, rainfall, and storm surge. For the wind aspect, different wind profiles, either 
parametric (Holland 1980, Holland et al. 2010, Chavas et al. 2015) or non-parametric (Thompson 
and Cardone 1996, Kepert 2010), are available in the literature. Generally, the surface wind field 
is obtained as the combination of an axisymmetric surface wind field and a background wind field.  
 
The axisymmetric surface wind field is derived from a gradient wind field model (e.g., Batts et al. 
1980, Holland 1980, Jelesnianski et al. 1992, Emanuel 2004, Emanuel and Rotunno 2011). Such 
derivation can be done either by accounting for the surface friction with empirical correction terms, 
such as an empirical surface wind reduction factor (Schwerdt et al. 1979, Batts et al. 1980, 
Georgiou 1985, Vickery et al. 2000a, Powell et al. 2003) and an inflow angle (Bretschneider 1972), 
or using boundary layer models (e.g., Thompson and Cardone 1996, Vickery et al. 2009b, Kepert 
2010). Boundary layer models provide the mean wind speed profile in the hurricane boundary 
layer. Such models tend to be more accurate and computationally demanding than those that use 
empirical correction terms. They are usually non-parametric, with only a few exceptions. One 
example of a parametric model was developed by Vickery et al. (2009b) that empirically modeled 
the variation of the mean wind speed with height.  
 
The background wind field is typically modeled as a function of the hurricane’s translational 
velocity having the same direction and a proportional intensity. Some formulations use the full 
value of the hurricane’s translational velocity (e.g., Powell et al. 2005, Mattocks and Forbes 2008, 
Vickery et al. 2009b), while others use reducing factors that vary in each formulation (e.g., 
Jelesnianski et al. 1992, Phadke et al. 2003, Emanuel et al. 2006, Lin et al. 2012). 
 
The rainfall models available in the literature are mostly empirical models (Lonfat et al. 2007, 
Tuleya et al. 2007, Mudd et al. 2017) based on the rainfall climatology and persistence model (R-
CLIPER). These models are usually developed using recorded rainfall data associated with 
hurricane events. Langousis and Veneziano (2009) developed a model of tropical cyclone rainfall 
based on the vertical outflow of water vapor from the tropical cyclone boundary layer. Only a few 
studies in the literature proposed coupled studies for wind and rainfall (e.g., Mudd et al., 2017). 
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For the storm surge, the common practice is the use of models such as the Sea, Lake, and Overland 
Surges from Hurricanes (SLOSH) model (Jelesnianski et al. 1992) or the Advanced Circulation 
(ADCIRC) model (Westerink et al. 1994). Usually, these models either have low accuracy or have 
high input requirements, are complex and time-consuming to develop for a specific site, and are 
computationally expensive. Those that have low accuracy (but are easier to develop and more 
computationally efficient) are most suitable to forecast the storm surge promptly in the case of the 
occurrence of a real hurricane. Those that have higher accuracy are preferred for detailed 
probabilistic analyses. However, their computational inefficiency makes them unsuitable for 
performing the high number of simulations typically required by probabilistic analyses.  
 
Especially for the comparisons between possible climate change scenarios where multiple analyses 
are needed, simplified models fitted to available data are a viable alternative. However, such 
models available in the literature and sometimes referred to as “metamodels” or “surrogate 
models” (Jia and Taflanidis 2013, Kim et al. 2015, Jia et al. 2016) have some limitations. First, the 
models can only be trained using data coming from either simulations or historical records. 
Second, they are only able to predict the storm surge at the same locations of the data used to 
calibrate the model. This dissertation focuses explicitly on this particular piece of the hurricane 
risk analysis framework and presents a novel probabilistic model for storm surge and inundation 
prediction that is computationally efficient and overcomes such limitations (Contento et al. 2018, 
Contento et al. 2020). 
 
2.2.3 Damage and loss models (Step 3) 
 
The hazard scenarios obtained with the models described in Step 2 can be used to obtain 
predictions of annual damage and loss distributions. In general, the damage estimations are 
obtained using fragility curves that provide the likely damage states of the structures or 
infrastructure given the values of the intensity measures describing the wind, rainfall, and storm 
surge. Similarly, the loss estimations are obtained using loss-ratio curves. Such curves estimate 
the losses in the form of a percentage of the initial values of the structures and infrastructure as a 
function of the intensity measures. These estimations can be obtained for each hurricane scenario. 
The resulting damage and losses can then be used to derive the corresponding distributions. An 
example of such a procedure can be found in Contento et al. (2017).  
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The common practice has been to conduct damage and loss assessments (Scawthorn et al. 2006) 
separately for wind and storm surge with different models and tools (e.g., HAZUS see FEMA 
2009a,b, and CLARA see Johnson et al. 2013). However, this might lead to double counting the 
damage and losses (since a structure damaged by wind might also be counted as damaged by storm 
surge.) There are only a few recent studies that estimate the damage and losses for the combined 
effects of wind and storm surge (one example of such studies is Li et al. 2012). Considering the 
combined effects of wind and storm surge avoids double-counting damage and losses. In terms of 
available software, HAZUS-MH (FEMA 2012) provides the possibility of performing joint wind-
surge damage and loss analyses. To take advantage of the storm surge probabilistic model 
developed by Contento et al. (2018) in computing the contribution from the storm surge to the 
damage and loss estimates, user-defined hazard scenarios from Contento et al. (2018) can be used 
instead of the ones automatically generated by HAZUS using SLOSH and SWAN (Booij et al. 
1996). 
 
2.2.4 Development of mitigation and adaptation strategies (Step 4) 
 
The hazard scenarios obtained from Step 2 and the distributions of damage and losses obtained 
from Step 3 can be used for the development and comparison of mitigation and adaptation 
strategies (Stewart et al. 2014). Specifically, mitigation strategies would affect the inputs to Step 
1, and environmental adaptation strategies would affect the inputs to Step 2 and 3. The results from 
Step 3 can be used in decision models for life-cycle risk assessment of structures (e.g., Lee and 
Ellingwood 2017, Gardoni et al. 2016a). Such decision models guide long-term decisions by 
incorporating the costs associated with the entire service life of an asset. Incorporating the results 
from Step 3 in the decision models allows us to consider the effects of mitigation and adaptation 
strategies in the cost estimates. Finally, the results from Step 3 can inform insurance and financial 
models, for example, to improve the loss- and uncertainty-dependent components of the insurance 
premium and catastrophe (CAT) bond pricing (Hofer et al. 2018).  
 
2.3 Modeling of climate change effects on hurricanes and storm surge 
 
Hazard models for hurricane and storm surge should be able to account for the effects of climate 
change and the related uncertainties in order to develop a framework that can be used for long-
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term hurricane risk analyses (Murphy et al. 2018). Two aspects have to be investigated to 
incorporate the effects of climate change in the hurricane risk analyses: i) the impact of climate 
change on hurricane frequency and intensity and the climatological variables involved in the 
processes; ii) how hurricane models depend on these variables.  
 
State of the art in climate change simulations is summarized in the International Panel of Climate 
Change Fifth Assessment Report IPCC AR5 (IPCC 2013). Climate change simulations are based 
on four possible Representative Concentration Pathways (RCP) scenarios. These scenarios are 
defined by their year 2100 radiative forcing level, which ranges from 2.6 W/m2 (RPC 3) to 8.5 
W/m2 (RPC 8.5). They have been used with atmosphere-ocean global climate models (ACGCMs) 
and Earth system models (ESMs), within the framework of the Coupled Model Intercomparison 
Project (CMIP), to provide projections of future climate change on different time scales (Taylor et 
al. 2012). 
 
There are two alternatives to understand the effects of climate change on hurricane frequency. The 
first alternative is to ascertain if high-resolution AGCMs can directly reproduce tropical cyclones 
and consequently use their projections for the rate of hurricane occurrence. The IPCC AR5 shows 
that several modestly high-resolution AGCMs (LaRow et al. 2008; Zhao et al. 2009; Strachan et 
al. 2013) and some models with improved parameterizations and higher resolution, such as the 
MRI-AGCM (Mizuta et al. 2012), forced by observed SST can simulate the year-to-year count 
variability of Atlantic hurricanes. The second alternative is to use the projections of climatological 
variables to force hurricane models with a physics-based genesis model (Emanuel et al. 2006) and 
perform a Monte Carlo simulation to predict variation in the hurricane’s annual rate of occurrence. 
However, this second approach is characterized by high metadoxastic uncertainty (Murphy et al. 
2011) and may be affected by the low confidence in the projections of some climatological 
variables (e.g., projections on wind speed) (IPCC 2013). 
 
In most hurricane models, the hurricane intensity directly depends on SST, the temperature at the 
top of the stratosphere, and the pressure at sea level. Consequently, the projections of these 
variables obtained for the four scenarios mentioned above can be directly used in the models to 
derive the hurricane intensity. In general, purely empirical hurricane models do not allow including 
a dependency on climate change. Probabilistic hurricane models based on the hurricane’s physics 
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rely mainly on historical data but can therefore use projections of climate variables (Yonekura and 
Hall 2011, Mudd et al. 2014). However, they assume that the statistical relationships remain the 
same under different climate conditions. The limitation of purely physics-based hurricanes models 
is that the track and intensity models strongly depend on climatological variables, such as the 
environmental steering flows at the 850- and 250-hPa levels whose projections are highly uncertain 
(IPCC 2013).  
 
For the storm surge physics-based models, the dependence on climate change is indirectly obtained 
considering storm surface winds generated from climate change dependent hurricane models and 
projections of sea level pressure fields (Lin et al. 2012). Most of the storm surge risk analyses that 
include climate change effects also consider projections for sea level rise (SLR) (Lin et al. 2012, 
Neumann et al. 2015). In some cases, climate change effects on storm surge have been assessed 
directly using GCMs (Lowe and Gregory 2005). For storm surge metamodels, climate change 
dependence is automatically inherited from the data used for model calibration.  
 
2.4 Mitigation VS. Adaptation 
 
The terms “mitigation” and “adaptation” are widely used in the literature related to natural hazards 
and climate change. However, the meaning of mitigation and adaptation is inconsistent between 
the literature related to natural hazards and the literature on climate change. Looking at the 
dictionary definition, mitigation is “the action of reducing the severity, seriousness, or painfulness 
of something” (Stevenson 2010). When referred to natural hazard and climate change, the word 
mitigation assumes different meanings. For natural hazards, mitigation refers to the reduction of 
the impacts (or consequences) of physical hazards through the reduction of exposure or 
vulnerability. Since natural hazards traditionally could not be influenced by human interventions, 
the focus has been only on reducing the effects of the physical phenomenon and not on changing 
the intensity or the likelihood of occurrence of the phenomenon itself. Since climate change is at 
least in part due to human activities, mitigation typically focuses on the source of climate change 
and refers to the reduction of greenhouse emissions and the enhancement of the sinks of such 
gasses (IPCC 2013). The dictionary definition of adaptation refers to “adjust[ing] to new 
conditions” (Stevenson 2010). The term adaptation is typically not used in the context of natural 
hazards. In the context of climate change, adaptation typically refers to the efforts toward 
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ameliorating the consequences of climate change by adjusting to new climate conditions and their 
effects (IPCC 2013). 
 
For both natural hazards and climate change, mitigation and adaptation strategies can be defined 
at two different levels: i) the level of the built or modified natural environment, and ii) the 
community level. When looking at hurricanes as an example of natural hazards, mitigation 
strategies for the built or modified natural environment might consist in reducing the vulnerability 
of structures and infrastructure to high wind, torrential rain, and storm surge. At the community 
level, mitigation might include education actions meant to increase awareness and preparedness, 
and the adoption of building codes and regulations for land use. As an extreme measure, mitigation 
strategies may culminate in relocation (Olshansky 2018). When looking at climate change, 
mitigation strategies are only defined at the community level. Examples are activities that increase 
carbon stocks, reduction of direct agricultural emissions, and prevention of deforestation and 
degradation of high-carbon ecosystems. The adaptation strategies for climate change are the set of 
actions meant to reduce the consequences of climate change and, as such, they correspond to the 
mitigation strategies for natural hazards.  
 
As a result, the same activity (like erecting a levee) is called a mitigation strategy when considering 
hurricanes as natural hazards, while it is called an adaptation strategy in the context of climate 
change. Consequently, we need to clarify how these terms are used when talking about the natural 
hazards affected by climate change. We propose to use the term mitigation to refer to the activities 
targeted at influencing climate change insofar it affects the natural hazards. We also propose to 
use the term adaptation to refer to the activities targeted at reducing the impact of natural hazards 
(influenced or not by climate change). In particular, we propose the use of the terms 
“environmental adaptation” and “human adaptation” to differentiate between adaptation measures 
that modify the environment (built or natural) and those that involve changes in human activities 
(Cooper and Pile 2013). 
 
Given the inevitability of climate change, all coastal communities will be forced to adopt 
adaptation strategies. While farsighted legislators may anticipate adaptation strategies, adaptation 
will most likely follow hurricane-induced disaster occurrences in the form of long-term post-
disaster recovery (Olshansky 2018). Be it before or after a disaster, the choice of adaptation 
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strategies should be based on risk analyses. Such risk analyses necessitate the use of a 
comprehensive framework, which combines the different aspects of the hazard (e.g., wind, rainfall, 
and storm surge in the case of hurricanes), accounts for climate change, and adopts wind, rainfall, 








Hurricanes pose a severe threat to large areas of the U.S. coasts.  After 2005 and Hurricane Katrina, 
the awareness generated by the high number of fatalities and the extensive damage led to a new interest 
in the development of adaptation strategies at both the level of the built and modified natural 
environment and the community level (Contento et al. 2018).  Looking at the data on fatalities and 
damage related to the last hurricane occurrences (NOAA 2018), it is evident that, while the toll paid in 
terms of human lives has been consistently reduced since 2005, the economic losses are still high.  
With four major hurricanes of category four and five of the Saffir-Simpson Hurricane Wind Scale, 
which is commonly used to communicate the power and the potential damage of a hurricane, the 
hurricane season 2017 has been one of the most expensive in U.S. history.  The last two hurricane 
seasons may have represented exceptional occurrences with six major hurricanes, some of which 
among the costliest hurricane recorded for the U.S.A., but it is undeniable that there is the need to 
implement more and more effective adaptation strategies. 
 
Among the different aspects of the hurricane hazard, storm surge is responsible for a significant portion 
of the damage and has a profound economic and societal impact.  One of the reasons is that even 
hurricanes classified in a lower category in the Saffir-Simpson Hurricane Wind Scale can generate a 
high surge (e.g., Hurricane Ike in 2008 was a category 2).  However, in general, more attention has 
been paid to the wind-related part of the hazard, and risk analyses on wind-induced damage are more 
common than risk analyses on storm surge. 
 
3.2 Physics and of the storm surge  
 
The storm surge is an anomalous high water level above the predicted astronomical tide (Resio 
and Westerink, 2008). The interaction of the low pressure and the strong wind circulation around 
the eye of the hurricane generates a vertical circular motion in the deep oceanic waters. Near the 
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coast, as the depth of the ocean decreases and becomes comparable to the height of the circular 
motion, the interaction of the circular motion with the ocean bottom generates the abnormal rise 
of water that is then driven onshore by the strong winds of the hurricane (see Fig. 3.1). Especially 
in low-lying coastal areas, if there are no natural or artificial barriers (e.g., wetlands or levees) to 
prevent its flow, the water moves inland.  
 
 
Figure 3.1. Schematic representation of storm surge. 
 
The occurrence and intensity of the storm surge depend on two groups of factors that can be used 
as predictors. The first group of factors is made of the hurricane characteristics. The hurricane 
characteristics that affect the storm surge are the storm's size, the characteristics related to the 
hurricane intensity, and the characteristics related to the hurricane track. The storm's size is usually 
described by the radius to maximum wind speed from the center of the storm. The main 
characteristics of hurricane intensity are the hurricane forward speed, maximum wind speed, and 
central pressure (i.e., the pressure in the hurricane's eye.) The landfall location and the angle of 
approach to the coast are the hurricane track characteristics usually considered in storm surge 
analyses. The second group of factors is made of the geomorphological features of the landing site 
and of the sites that experience storm surge. The most important of these features are the geometry 
of the basin and of the continental shelf, and the presence at the location that experiences storm 
surge of a bay or an estuary. 
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3.3 State of the art for storm surge models 
 
State-of-the-art physics-based storm surge studies (Lin 2015) model the hydrodynamics of the storm 
surge using shallow-water equations (SWEs) (e.g., Jelesnianski et al. 1992, Westerink et al. 1994, 
Hubbert et al. 1999, Roland et al. 2009). These models can perform both hindcasts of recorded storm 
surge and simulations (e.g., Houston et al. 1999, Westerink et al. 2008, Bunya et al. 2010). The storm 
surge is driven by observed wind and pressure fields in the first case and by the outputs of wind and 
pressure field models in the second case. Among the state-of-the-art physics-based models, those that 
are most commonly used are the Sea, Lake, and Overland Surges from Hurricanes (SLOSH) model 
(Jelesnianski et al. 1992) and the Advanced Circulation (ADCIRC) model (Westerink et al. 1994). 
SLOSH was initially developed to forecast hurricane storm surges on continental shelves in real-time. 
The model requires as input the hurricane characteristics. Such characteristics are used to derive a 
model of the wind field that drives the storm surge. In the model, the analysis domain is discretized 
using a grid (polar, elliptic, or hyperbolic) centered on the region of interest (Jarvinen and Lawrence 
1985). Over such a grid, SLOSH solves the SWEs using the finite difference method. The model does 
not account for astronomical tides and wind waves. The accuracy of the model is highly dependent on 
the accuracy of the meteorological input, and even using accurate hurricane predictions may lead up 
to a 20% error in the storm surge predictions (Jelesnianski et al. 1992). The ADCIRC model 
numerically integrates the depth-integrated barotropic SWEs in spherical coordinates to accurately 
simulate hurricane storm surge. To discretize the analysis domain, the model uses an unstructured grid 
having a wide range of element sizes (Westerink et al. 2008). The variety of element sizes that can be 
adopted allows having a different resolution that is coarser in the deeper ocean and becomes more and 
more refined approaching the coast. Having such a high-resolution numerical grid, the model can 
capture the complex spatial variability of storm surge (Dietrich et al. 2011), yet it results in the model 
being computationally demanding. Lin et al. (2012) partially solved the computational inefficiency 
with a combined use of SLOSH and ADCIRC and therefore exploiting the different extensions and 
resolutions of the two models. Specifically, they used ADCIRC in a limited area for which the risk 
assessment requires higher accuracy in the predictions, and SLOSH farther away from the coast. 
 
Although some of the physics-based models available in the literature, as ADCIRC, are accurate, they 
are computationally inefficient because the time required for a single run of a storm surge simulation 
is considerable, and the hardware required to sustain the computational burden is not commonly 
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available. Consequently, there is a need for models that satisfy the trade-off between accuracy and 
efficiency that is usually required by analyses that involve a high number of simulated scenarios (e.g., 
probabilistic analyses). Some simplified probabilistic models have been developed for this purpose. 
These models can usually approximate the dominant features of a complex model in a computationally 
efficient way (Asher et al. 2015). They are developed by using methods that approximate an actual 
model output with a relation calibrated with inputs and outputs of the same original model. For most 
of the available probabilistic models, such inputs and outputs are obtained by a limited number of 
simulations of storm surge scenarios performed with physics-based models (e.g., ADCIRC). Once 
calibrated, the probabilistic model provides estimates of storm surge heights, usually at the same 
locations of the storm surge heights data used for the model calibration (Jia and Taflanidis 2013).  
 
Probabilistic models can be either data-driven or physics-based. Both the data-driven and the proposed 
physics-based models are calibrated with data and, as such, fall in the same broader category of 
empirical models. However, considering the three fundamental steps in developing a probabilistic 
model (i.e., 1) selection of regressors/explanatory functions, 2) calibration of the model parameters, 
and 3) interpretation of the results), data-driven models (e.g., Goodfellow et al. 2016) and physics-
based models (e.g., Gardoni et al. 2002) differ in the first or third step. Data-driven models exclusively, 
or at least primarily, rely on the empirical evidence provided by the data to select the explanatory 
functions. Therefore, if statistically significant, every combination of the initial regressor is accepted 
in the final model form. Additionally, in most cases, for data-driven models, the physical acceptability 
of the resulting model form is not considered. On the contrary, for physics-based models, 
understanding the physics of the problem is the basis not only in the choice of the regressors but also 
in the development of the explanatory functions that are constructed based on the physical phenomena. 
 
Among the data-driven models, Jia and Taflanidis (2013) and Jia et al. (2016) predicted storm surge 
and wave heights using a Kriging model. Their results showed that the Kriging model can provide 
accurate predictions of both storm surge and wave heights. Although Jia et al. (2016) integrated the 
principal component analysis (Jolliffe 2002) in their formulation to improve the computational 
efficiency of the Kriging metamodel, the model was still subject to a computationally demanding 
calibration that required 400 combined ADCIRC and SWAN simulations (Dietrich et al. 2011). To 
forecast storm surge events in semi-enclosed basins, Pasquali et al. (2015) proposed using a simplified 
physics-based model, with low computational costs, corrected by Artificial Neural Network (ANN). 
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Several researchers proposed to use ANNs directly to model the relationship between hurricane (or 
typhoon) characteristics and storm surge height (e.g., Sztobryn 2003, Lee 2006, Tseng et al. 2007, Kim 
et al. 2015).  Sztobryn (2003) compared four different ANN models to predict storm surge height along 
the Polish coast. Lee (2006) showed that a back-propagation neural network (BPN) could efficiently 
forecast storm surge using wind velocity, wind direction, pressure and harmonic tidal levels. Tseng et 
al. (2007) used a BPN for typhoon storm surge forecasting. In their model, the storm surge height 
depends on both the typhoon characteristics and local meteorological conditions. Kim et al. (2015) 
developed a time-dependent empirical model for storm surge based on an ANN that was trained using 
results from high-fidelity simulations of two historical hurricanes. However, since ANNs are best 
suited for deterministic applications and large data problems, they may not significantly reduce the 
computational expenses.   
 
The data-driven models on storm surges in the literature are generally computationally efficient but 
have three main limitations. The first limitation is that, although the initial regressors are based on 
understanding the underlying physical phenomena, the functional forms of the models usually contain 
higher-order terms that are selected only because they are statistically significant and consequently 
lack physical meanings. The second limitation is that such models cannot use data related to different 
locations between storms for the model calibration. While simulations consistently provide storm surge 
data in the same location for each storm, the data from historical records are usually sparser. As a result, 
the empirical model usually cannot include both historical data and data from simulations. The third 
limitation is that most of the models directly provide predictions of storm surge heights only at the 
locations of the data used for model calibration. These data-driven models separately interpolate these 
predictions to derive estimates of storm surge heights at any other location in the region of interest. 
Consequently, there is the need to develop computationally efficient models that can include the effects 
of climate change while capturing the physics of the phenomena and incorporating data from historical 
observations and simulations. 
 
Some physics-based models available in the literature partially solve these limitations. Irish et al. 
(2008) developed a simplified probabilistic model to show the dependence of the storm surge on the 
size of the hurricane (and not to obtain accurate estimates of storm surge). In such a model, the storm 
surge height is a function of some characteristics of the hurricane (the central pressure, the radius of 
maximum wind speed, and the forward velocity of the hurricane). Irish et al. (2008, 2009) and Resio 
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et al. (2009) provide models that predict the storm surge at different locations than those where data 
are available. However, such models do not account for the spatial correlation among the storm surge 
at different locations and restrict the predictions to locations alongshore. Song et al. (2012) improved 
the surge response functions (SRF) introduced by Resio et al. (2009). Such SRFs provide a 
dimensionless relation between storm surge height and three main hurricane characteristics (i.e., 
central pressure of the storm, size, and landfall location). All the above-mentioned physics-based 
models are calibrated using ADCIRC simulations. However, the hurricane simulations used to 
calibrate the models are regularized because they are designed varying few parameters of the storms 
at a time and considering similar tracks. In some cases, such tracks are obtained as deviations from an 
original single track, and the hurricane parameters are varied among a few predefined values to design 
a “regular” set of hurricane and storm surge data. As a result, the models tend to be artificially accurate, 
underestimating the actual error in the model predictions. Although this choice simplifies the model 




CHAPTER 4: STORM SURGE - POLYNOMIAL CHAOS EXPANSION MODEL  
4.1 Introduction 
 
Storm surge is the cause of a significant amount of damage. All locations along the U.S. East and 
Gulf coasts are vulnerable to storm surge. The software used to model storm surge either is highly 
computationally demanding or has low reliability. Therefore, it is unsuited to probabilistic studies 
that require a large number of simulations or for timely predictions in case of approaching 
hurricanes. A solution is the use of surrogate models. As mentioned in the previous chapter, data-
driven surrogate models for storm surge prediction are already available in the literature. For 
example, Jia and Taflanidis (2013) and Jia et al. (2016) developed Kriging surrogate models. Also 
ANNs have been widely used to develop surrogate models for storm surge (e.g., Sztobryn 2003, 
Lee 2006, Tseng et al. 2007, Kim et al. 2015).  This chapter presents a data-driven surrogate model 
for the maximum storm surge height at a particular location that is conceptually similar to those in 
the literature but takes advantage of the Polynomial Chaos Expansion (PCE) formulation.  
 
The PCE, initially introduced by Wiener (1938) to model stochastic processes as an infinite series 
of orthogonal polynomials of Gaussian random variables, was later extended by Xiu and 
Karniadakis (2002) to common non-Gaussian measures. With PCE, a model, or a model output, is 
projected on a basis of orthogonal stochastic polynomials in the random inputs. This methodology 
has been widely used, especially for uncertainty quantification (Ghanem and Spanos 2003) and 
sensitivity analysis (Crestaux et al. 2009). Lately, PCE has been furtherly generalized in the 
arbitrary Polynomial Chaos (aPC) expansion (Oladyshkin and Nowak 2012) to distributions with 
arbitrary probability measures. The aPC at finite expansion order does not require the knowledge 
of the random input probability distributions but only the existence of a finite number of moments. 
This can result particularly useful in the case of limited data availability that does not allow to 
identify the probability density functions of the random inputs. A different way to cope with the 
scarcity of data is to use adaptive algorithms (Blatman and Sudret 2010, Alemazkoor and Meidani 
2017). These algorithms work either selecting the relevant dimensions or reducing the number of 
polynomial functions, leading to a sparse expansion. 
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The Polynomial Chaos Expansion (PCE) surrogate model presented in this chapter models the  the 
maximum storm surge height specific for the Galveston area. The surrogate model is trained with 
data coming from ADCIRC simulations that use synthetic hurricanes as input. 
 
4.2 Modeling approach 
 
In this model, we disregard the physics of the problem, and we assume that the maximum storm 
surge height y is related to some storm characteristics, s, through an unknown function, which is 
approximate using the PCE. Two alternatives for defining the polynomials used in the PCE are 
considered in constructing the surrogate model. The first method relies on the assumption that the 
storm characteristics, which are the inputs of the problem we want to model, have a joint Nataf 
distribution. The Nataf transformation relates multivariate probability distribution models with 
consistent prescribed marginal distributions and a correlation structure. In several studies, models 
for the joint probability distribution of environmental variables similar to those pertaining to this 
project (i.e., significant wave height, wind speed, and peak period) have been developed based on 
Nataf distribution (Silve-González et al. 2013). This assumption allows the transformation of the 
random variables representing s into standard normal Gaussian random variables and, 
consequently, the use of a polynomial basis that is the product of Hermite polynomial functions to 
construct the PCE. The second method follows the arbitrary Polynomial Chaos expansion (aPC) 
formulation presented by Oladyshkin and Nowak (2012). In this case, the arbitrary polynomial 
functions used for the chaos expansion are derived using a data-driven moment-based formulation 
where no a priori distributions of the predictors are assumed. The polynomial functions used for 
the orthogonal basis are directly derived from the orthogonality conditions. At each order m, the 
m+1 coefficients 0,...,mc  of the polynomial function are obtained by solving a set of linear equations 
having as coefficients the first 2m moments of the empirical distributions of the predictors. 
 
For both the alternatives, the polynomial coefficients are identified using linear regression. The 
aim is to compare the two choices of polynomial basis and verify that the aPC approach leads to 
results better than, or at least comparable to, the traditional PCE. If it were the case, data from real 
historical hurricane occurrences could be used to train the surrogate model. Using actual storm 
surge data would reduce the possible bias coming from the generation of synthetic hurricane events 
and the ADCIRC simulations. Furthermore, given the scarcity of available data, the adaptive 
 
 22  
algorithm suitable to build up sparse polynomial chaos expansions proposed by Blatman and 
Sudret, 2010, is used. It selects only the relevant polynomials and leads to a high reduction in the 
number of unknown coefficients. The algorithm is based on two steps, one forward and one 
backward, for each order of polynomials. The two steps add or remove terms to minimize the error 
obtained by a bootstrap procedure. A comparison between the two approaches, and the relative 
polynomial functions, is made using the leave-one-out cross-validation technique. For the two 
cases, the accuracy is measured by computing the predicted residual sum of squares, the leave-
one-out error, and the corresponding determination coefficient. The analyses are performed at 
different truncation orders of the polynomial approximations. To validate, in the future, the results 
of the present study with similar cases from the literature, predictions obtained with and without 
including the latitude of the landing location of the hurricane are made and compared. The 




4.3.1 Polynomial Chaos Expansion model 
 
As previously stated, we are assuming that the maximum storm surge height y is related to some 
predictors s through an unknown function  
 
 ( )y g= s  (4.1) 
 
The PCE models the original process (i.e., the unknown function) as an infinite series of orthogonal 
polynomials of s that have deterministic coefficients α . A prediction is made truncating the series 
at a particular order p and identifying the deterministic coefficients 
 










=   = s s  (4.2) 
 
where { ( )}j j
 s  is a polynomial basis that usually depends on the distribution of s. All functions 
( )j s  are orthogonal, thus verify the condition  
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where ( )f s  is the joint probability density function of the predictors. Since we are assuming these 
variables to be independent, the joint distribution is the product of the marginal probability 
distribution functions. Moreover, the terms of the basis used for the expansion ( )j s  are products 
of polynomial functions of the single predictor  
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where ( )lml ls  is the m
th order polynomial function for the lth hurricane characteristic, 
1{ ,..., }ds s=s . The number of terms retained in the prediction, n, that appears in the left-hand side 
of Eq. (4.2) depends both on the number of hurricane characteristic considered, d, that defines 











Assuming that the predictors have Gaussian distributions, the polynomial functions are Hermite 
polynomials ( ) ( )m ml e ls H s = . Hermite polynomials of order m can be obtained either with the 
explicit formula  
 








H s e e
ds
−
= −  (4.6) 
 
or recursively as  
 
 ( ) ( ) ( )1 1m m me l l e l e lH s s H s mH s
+ −= −  (4.7) 
 
Another possibility to construct a polynomial expansion without the a priori assumption of the 
distributions of the predictors is to derive a basis of orthogonal polynomial based only on a limited 
number of estimates of the raw moments of the input data empirical distributions, as done by 
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Oladyshkin and Nowak, (2012). At each order m, a generic polynomial function can be explicitly 
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This system of equations, Eq. (4.9), can be simplified by considering the definitions of all the 
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 (4.12) 
 
Solving the system in Eq. (4.12), the coefficients of the mth order polynomial function can be 
found, provided the existence of the first 2m raw moments of the empirical distribution of ls . 
 
4.3.2 Adaptive algorithm for sparse expansion 
 
As well known, the formulation used in the PCE suffers from the curse of dimensionality. As the 
dimension of the problem d increases, the number of terms in the expansion n increases, as shown 
in Eq. (4.5). Consequently, an adequately large sample size of the input/output data is needed to 
identify the coefficients α . One possible solution to compensate for this issue is to use adaptive 
algorithms that allow obtaining a sparse expansion. The algorithm presented by Blatman and 
Sudret (2010) is used in the present research. Although this algorithm may be less efficient in 
reducing the number of terms of the expansion than the one presented by Alemazkoor and Meidani 
(2017) that also identifies the relevant dimension of the problem, it has a simple implementation 
that serves the purpose of the comparison between the two kinds of polynomial functions used in 
the expansion. The algorithm uses the leave-one-out cross-validation as a measure of accuracy for 
the comparison. With this technique, a surrogate model is built using a subset of data, the training 
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set, and the behavior of the surrogate model is assessed by evaluating the error on the prediction 
made with the remaining data, the test set. In this case, the test set is composed of a single value 
iy . For a model M, the predicted residual is defined as the difference between the prediction of iy  
obtained using all data in the training set (i.e., with an empty test set) ˆ ,iy  and prediction iy  given 
by a model trained with a training dataset that excludes iy  
 
 ˆM
i i iy y = −  (4.13) 
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where y  is the mean of the realizations of y. The algorithm starts from order zero, and the order 
is increased after performing two steps. The forward step adds one term of the current order at a 
time, and the term is retained if the leave-one-out-error reduces and the determination coefficient 
increases more than a chosen amount, 1 . The backward step discards the terms of an order lower 
than the current one if their omission leads to a negligible decrease in the determination coefficient, 
lower than 2 . The algorithm stops if either the truncation order or a chosen value of the 
determination coefficients are reached. 
 
4.4 Case study for the Galveston area 
 
4.4.1 Hurricane and storm surge data 
 
The comparison of the results obtained with the two different families of polynomial functions is 
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made on the prediction of storm surge height in the Galveston area shown in Fig. 4.1. Each red dot 
in the figure corresponds to the location for the storm surge height. The storm surge heights are 
obtained from 61 ADCIRC simulations that have as input synthetic hurricanes. The hurricane 
characteristics used in the simulations that are the predictors in the PCE model are  
• the latitude lat and longitude lon of the landing location of the hurricane, which range 
between 24.9999˚N and 29.4980˚N, and between 94.4984˚W and 97.3191˚W; 
• the hurricane angle of approach  , which ranges between − 89.98˚and 10.94˚ with respect 
to the meridian line passing through the landing location;  
• the central pressure (the pressure in the eye of the hurricane) Po that is between 900mb and 
960mb;  
• the radius of maximum wind speed maxr , which has a max value of 31.48km; and  
• the translational velocity of the hurricane Fv with a max value of 40.46mph.  
The output of the ADCIRC simulations is the storm surge water heights at 2043 different locations. 
Here we focus the attention on the prediction at only one of these points located at 28.5817˚N and 
95.3676˚NW. At the chosen location, the maximum water high simulated is 2.99m. 
 
 
Figure 4.1: Locations of the storm surge data in the Galveston area. 
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4.4.2 Analyses and comparison of the different models 
 
The first analysis is performed using both the forward and backward steps of the adaptive 
algorithm. The maximum order of the expansion is increased from zero (the prediction corresponds 
to the mean values of the observations) to twelve because a further increase in the maximum order 
does not lead to a sensible increase in the accuracy of the surrogate model. The comparison is 
made considering the leave-one-out error, the coefficient of determination, and the corresponding 
number of terms in the expansion. The two thresholds of increase and decrease in the restitution 
coefficient in the forward and backward steps of the adaptive algorithm are set to 1 0.001=  and 
1 0.0001= , respectively. The exit condition based on the exceedance of a threshold value of the 
restitution coefficient is removed, and the algorithm stops only when the maximum order of the 
expansion is reached. The results of this first analysis are shown in Fig. 4.2. The accuracy obtained 
with the two families of polynomial functions is similar, and the error is in the order of 
310− . 
However, the use of Hermite polynomials results in slightly higher precision, especially when the 
maximum order of the expansion is above eight. Above this threshold, the aPC approach seems to 
give a constant result. The same comparison, made using only the forward step of the adaptive 
algorithm, leads to the opposite result, as shown in Fig. 4.3. In this case, while the performance 
obtained with Hermite polynomials is almost the same as the previous analysis, the expansion 
made with the data-driven polynomial functions is more accurate. However, the number of terms 
retained in the expansion is around 20% higher. For this particular example, given that the results 
obtained in the two cases are remarkably similar, the aPC approach is preferable. 
 
Further analysis is performed to help understand the choice made by Jia and Taflanidis (2013) that 
do not include among the predictors the latitude of the hurricane's landing location. Polynomial 
expansions made with and without considering this predictor are compared. Fig.s 4.4 and 4.5 show 
that the results obtained with the two types of polynomial functions are different. While in the case 
of Hermite polynomials, the error increases by removing the latitude of the landing location, in the 
case of the data-driven polynomial, more accurate results are obtained. However, these results may 
be biased since the leave-one-out error may not be a good error measure. A larger data test set may 
be needed to evaluate the accuracy of the prediction and confirm the necessity of including the 
latitude of the landing location among the predictors. 
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Figure 4.3: Comparison made using only the forward step of the adaptive algorithm. 
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Figure 4.4: Comparison of predictions obtained with and without the latitude of hurricane 
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Figure 4.5: Comparison of predictions obtained with and without the latitude of hurricane 
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4.5 Discussion of the approach and the results 
 
The two models produce similar results and are very accurate. However, the presented approach 
may lead to different results depending on the real distribution of s. In this case, one of the aims 
was to verify if using the data-driven polynomials would result in an accuracy similar to that of 
the traditional PCE. Consequently, it was necessary for the explanatory function to have Gaussian 
distributions or other known distribution associated with a class of polynomials to be used in the 
polynomial expansion. However, despite the simulation used to train the presented model use 
synthetic hurricanes as input, this would not be the case for data obtained from historical records.  
 
Another aspect that should be highlighted is that the choice of this approach is consequent to the 
low number of simulations available. Given the possibility of having more data, cross-validation 
based on a larger test set would be preferable. Moreover, with a larger dataset, the maximum order 
considered in the expansion could be increased. Since the model shows high accuracy, it could be 
used to perform a high number of simulations to predict the effects of climate change on storm 
surge. However, the PCE model presented here still has all the limitations common to most of the 
surrogate models that are described in Chapter 3. In particular, this model predicts the storm surge 
height in a single point. This restriction highly increases the accuracy of the model but, at the same 
time, strongly limits its usefulness. It would be easy and computationally efficient to develop 
similar models for different locations in a predefined area. However, for all other locations where 
data to train the model is not available, predictions would be obtained only through interpolation. 
Since historical data for storm surge is usually sparse, the resulting accuracy of the predicted storm 




CHAPTER 5: STORM SURGE AND INUNDATION - RANDOM FIELD MODEL 
5.1 Introduction 
 
This chapter presents a novel physics-based (or physics-inspired) probabilistic formulation as a valid 
alternative for storm surge and inundation prediction. Although such formulation still requires data to 
calibrate its models, according to the distinction presented in Chapter 3, such models are physics-based, 
similar to those of Irish et al. (2008, 2009) and Resio et al. (2009).  However, the presented formulation 
has some significant differences from those just mentioned. For example, it can also be calibrated using 
hurricane records in addition to hurricane simulations, and it explicitly accounts for the correlation 
among predictions. Additionally, differently from other physics-based models available in the 
literature (e.g., Song et al., 2012), the langer number of predictors considered in the formulation allows 
developing models to predict both storm surge and inundation. 
 
In this dissertation, we make an artificial distinction between storm surge and inundation to 
differentiate between the occurrence of the phenomenon on locations alongshore, for which we use the 
term storm surge, and the flooding of inland locations due to storm surge, for which we use the term 
inundation. The formulation presented in this chapter is developed using the combination of two 
models, a logistic model and a random field. The two models provide two complementary pieces of 
information. The logistic model estimates the probability that a location experience storm surge or 
inundation and is flooded (for simplicity, flooded locations are called wet locations in this dissertation, 
as opposed to dry locations). The storm surge or inundation occurrence is modeled as a binary variable, 
and the logistic model describes the dependency of the probability of having a wet location on the 
physical factors that affect storm surge. The random field model estimates the distribution of the storm 
surge height (or water height), given that a location is wet. The developed random field adopts the 
Improved Latent Space Approach (ILSA) proposed by Xu and Gardoni (2018). The ILSA-based 
random field model can describe and explain the non-stationarity based on the physical principles 
because the mean, variance, and spatial correlation are functions of the physical factors affecting the 
storm surge. In particular, such physical factors (or their combinations) are considered as latent 
dimensions of the random field in addition to the spatial dimensions.  
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Being physics-based, the proposed probabilistic formulation has the advantages that account for the 
underlying physics of the phenomena, is computationally efficient, and overcomes some of the 
limitations of the available models on the model calibration and prediction. The dependence of both 
the logistic model and the random field model on the factors that affect the storm surge ensures that 
the predictions are physically meaningful. The formulation is computationally efficient because the 
models adopted in the formulation require a limited amount of data for calibration to provide initial 
predictions of storm surge height. Consequently, the proposed formulation is suitable for comparative 
analyses on the effects of climate change for different climate change scenarios since the calibrations 
of the models require only a limited amount of simulations for each scenario. Although performing the 
calibration with a limited amount of simulations generally may affect the accuracy of the results, it 
allows us to develop a formulation that is extendable to regions that are neighbors of the one for which 
the models are calibrated by updating the models with a limited number of historical records or 
simulations. The random field model considers the spatial correlation among the storm surge at 
different locations and predicts storm surge at locations that are different from those of the observations 
used for the model calibration and not restricted to be alongshore. Additionally, both models (logistic 
and random field) are calibrated by using a realistic set of storms, thus not preventing the possibility to 
use at the same time results from historical records and high-fidelity simulations. The proposed 
mathematical formulation is general and applicable to any site. However, the specific model 
parameters and model selection are based on site-specific data. As such, the model parameters and 
model selection cannot be used directly for predicting storm surge at different locations.  
 
5.2 Probabilistic formulation for storm surge prediction 
 
An effective way to convey the risk associated with storm surge for a given location is to provide 
both the probability that storm surge will occur at that location and the prediction of storm surge 
(or water) height. For this reason, we adopt a two-step formulation. The probability that a location 
experiences storm surge, p, is predicted with a logistic model that includes a random effect to 
account for the correlation between different locations. The value of the storm surge, y, is predicted 
with a random field. The two models provide the temporal evolution of the respective predictions 
provided the knowledge of the hurricane. The time is modeled with a discrete variable,  , that 
represents time steps with a fixed and regular interval. The variable   assumes negative values 
before the landing of the hurricane, the value 0 at the landing, and positive values after the landing. 
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The time for which the prediction is made is defined as t. The models capture the underlying 
physics of the phenomena through explanatory functions, hk (si,xj,t), that are combinations of the 
hurricane characteristics, ( )
i i
=s s , and geomorphological features, xj. The subscripts i and j refer 
to a specific hurricane and a specific location. For both models, the explanatory functions are 
selected from an initial set of candidates that have physical meaning and their combinations. Table 
5.1 presents a list of the hurricane characteristics, si, and geomorphological features, xj. Both 
Chapter 6 and Chapter 7 provide more detailed descriptions of the explanatory functions because 
the two applications for the prediction of inundation and storm surgeuse different sets of 
explanatory functions. Both pw and yw depend on the set of si, xj, and t through hk. To reduce the 
complexity of the notation, unless it is needed to specify i, j, and t, the set of si, xj, and 𝑡 is denoted 
as dw = (si,xj,t), where the subscript w represents a unique set of indexes i, j, and t. A single 
prediction is provided by the couple of values pw and yw and refers to hurricane i, location j, and 
time t (i.e., pw = pijt= p(dw) and yw = yijt= y(dw)). Besides, the subscript o, as in yo, is used to denote 
quantities related to storm surge records. 
 
Table 5.1: Storm characteristics and geomorphologic features. 
 Storm characteristics, si 
( ), ( )h h      Latitude and longitude of the hurricane eye 
( )    Heading angle of the hurricane 
( )oP    Central pressure 
( )maxr    Radius of maximum wind speed 
( )vF    Forward wind velocity 
Geomorphological features, xj 
,l l    Latitude and longitude of the location with storm surge 
al  Altitude of the location with storm surge 
bl  Bathymetric slope at the landing point 
bs  Bathymetric slope at the location with storm surge 
le  Presence of estuary near the location with storm surge 
lb  Presence of bay near the location with storm surge 
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5.3 Logistic model for the prediction of the probability of storm surge occurrence 
 
The logistic model provides the probability, pw, that storm surge occurs at a specific location. Such 
occurrence is modeled as a categorical variable cw that assumes values 1 and 0 according to the 

























where 1 1 1( , )m v=Θ Θ Θ  are unknown model parameters, 1 1( ; )mm wd Θ  is a mean structure of the 
objective field, 1 1( ; )vv d Θ  is a zero-mean non-stationary field, and { }= wd d w  . For clarity, all 
terms related to this model have the subscript “1”, and the model will be referred to as the “logistic 
model”. The mean structure of the objective field is a linear function of the explanatory functions,  
 
 ( ) ( )1 1 1 1;
T
m mm = w wd Θ Θ h d  (5.2) 
 
where 𝐡1(𝐝𝒘) is the set of explanatory functions selected for the logistic model. The zero-mean 
non-stationary field is such that  
 
 ( ) ( )1 1 1 1; ~ , ;v vv N   vvd Θ 0 Σ d Θ  (5.3) 
 
Similarly to Xu and Gardoni (2017), the ( , )w w  element of the covariance of v1 is defined as  
 
 ( ) ( )21 1 1 1 1; exp , ;v v vQ  = −      vv w wwwΣ d Θ d d Θ  (5.4) 
 
In Eq. (5.4), 1v  is the standard deviation, and 1 1( , ; )vQ w wd d Θ  is a generalized distance that is a 
function of h1 
 ( )

















d d Θ  (5.5) 
 
where 
1 ( )qh wd  and 1vq  are the qth elements of h1 and 1vΘ , respectively. The explicit expression 
of pw is  
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 ( )
( ) ( )
( ) ( )
1 1 1 1
1
1 1 1 1
exp ; ;
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d Θ d Θ
d Θ
d Θ d Θ
 (5.6) 
 
The model parameters, 
1Θ , are calibrated with the Bayesian approach, as described in Section 
5.5.1. The explanatory functions included in h1 are chosen from the initial pool of explanatory 
functions described in Chapter 6 and Chapter 7 through the model selection described in Section 
5.5.2.  
 
5.4 Random field for storm surge or inundation prediction 
 
A non-stationary random field provides the prediction of the storm surge height (or water height). 
A generic spatial random field is a set of random variables in a spatial domain that are spatially 
correlated (Vanmarcke 2010). The non-stationarity means that the statistics of the random field 
vary in space. Most existing random field formulations model the non-stationary statistics as 
functions of spatial coordinates. Examples include the deformation approach (Fouedjio et al. 
2015), the convolution approach (Mateu et al. 2013), the basis function expansion approach 
(Katzfuss 2013), and the stochastic partial differential equation-based approach (Fuglstad et al. 
2015). To characterize such non-stationarity based on the specific physics of the phenomenon, the 
formulation presented in this chapter considers the explanatory functions as additional latent 
dimensions. Such latent (or generalized) dimensions are used to model both the mean structure 
and the covariance of the random field. The model form of the random field is the same used by 
Contento et al. (2020). For normalization purposes, the random field models a Box-Cox 








= ww  (5.7) 
 
The expression of the random field is consistent with the one used for the logistic model  
 
 ( ) ( ) ( )2 2 2 2 2; ; ;m vz m v = + +w w wd Θ d Θ d Θ  (5.8) 
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where ( )2 2; mm d Θw  is a mean structure of the objective field, ( )2 2; vv d Θ  is a zero-mean non-
stationary field,   is a spatially-uncorrelated error, and ( )2 2 2,m v=Θ Θ Θ  are unknown model 
parameters. The subscript “2” is used to denote all terms in the random field.  
Three alternatives for m2 are compared; such alternatives are denoted with the subscripts l, iw, and 
mf (i.e., linear, inverse weighting, or mixed mean structure of the objective field). All of them are 
deterministic and functions of the elements hk. The first alternative is a linear combination of the 
standardized explanatory functions 
 
 ( ) ( ) ( )2 2 2 2 2 2; ;
T
m l mm mmm m= = w w wd Θ d Θ Θ h d  (5.9) 
 
where 2mmΘ  is a vector of unknown model parameters, and 2( )wh d  is the vector of the explanatory 
functions. This alternative is the most common in the literature (Xu and Gardoni 2018, Risser and 
Calder 2015, Schmidt et al. 2011). The second mean structure of the objective field is obtained 
using the inverse distance weighting formulation (LeSage 1997). In this case, the mean value of 
the storm surge height is a weighted average of the available observations of storm surge height 
 
























d Θ d Θ w w
d d Θ
          (5.10) 
 
where the term ( )2 ' 2, ; dQ d d Θw w  is the same generalized distance of Eq (5.5), but it is evaluated 
with respect to the explanatory functions included in 2.h   
 
 ( )
















d d Θ  (5.11) 
 
where ( )2qh wd  and 2dq  are the q
th elements of 2h  and 2vΘ , respectively. The calibration of the 
model parameters 2Θ  and the selection of the explanatory functions included in 2h  are performed 
with the same procedures used for 1Θ  and 1h  described in Section 5.5.1 and Section 5.5.2, 
respectively. The third alternative is a combination of the first two  
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d d Θ
         
 (5.12) 
 
For simplicity, in the general formulation, the mean structure of the objective field is named 
2 2( ; )mm wd Θ  independently from the chosen alternative. The covariance of the random field is 
obtained by summing the contributions of the covariance of 2v and the variance 
2   
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where 2v  is the standard deviation of the zero-mean non-stationary field and  '1 =w w  is an indicator 
function that is equal to one when '=w w . The transformations of the storm surge to be predicted, 
{ } z= wz w , and of the storm surge records, oz , are assumed to follow a joint normal distribution 
given the model parameters 2Θ   
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 (5.14) 
 
where 2 2 2 2; { ( ; )} ( )m mm= wm d Θ d Θ w . From Eq. (5.14), the distribution of z  given oz  can be 
found as  
 
 ( ) ( ) ( )| 2 2; , ;
o o
f N  =
 oz z z z zz z
z μ d Θ Σ d Θ  (5.15) 
 
where the vector of the mean values is  
 
 ( ) ( ) ( ) ( ) ( )12 2 2 2 2 2 2 2 2; ; , ; ; ;o o oo m o v o v o o m
−  = + − zz z zz zμ d Θ m d Θ Σ d d Θ Σ d Θ z m d Θ  (5.16) 
 
 and the covariance matrix  
 
 ( ) ( ) ( ) ( ) ( )1| 2 2 2 2 2 2 2 2 2; ; , ; ; , ;o o o o o
T
v v o v o v o v
−= −zz z zz zz z z zzΣ d Θ Σ d Θ Σ d d Θ Σ d Θ Σ d d Θ  (5.17) 
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Given a value of zw the corresponding value of the storm surge height yw can be obtained using 
the inverse of Eq. (5.7). Assuming that z  follows a conditional joint normal distribution, 
2 2( ; ) { ( ; } )y= w w wy d Θ d Θ w  follows a multivariate power-normal distribution that can be 
derived as shown by Freeman and Modarres (2006). Since the derivation of such a distribution can 
be cumbersome for a large number of variables, a practical alternative is to obtain an 
approximation of the exact distribution by sampling from the conditional distribution of z and 
deriving the empirical distribution of y . 
 
5.5 Model calibration, selection, and updating 
 
5.5.1 Model calibration 
 
The parameters of both models are calibrated using the Bayesian approach (Box and Cox 1964). 
The Bayesian approach combines the prior knowledge on the parameters, which is contained in 
the prior distribution of Θ , ( )f  Θ , with the information provided by the data, which is contained 
in the likelihood function, ( )Θ . The posterior distribution of the parameters, ( )f  Θ ,  
 
 ( ) ( ) ( )f k f = Θ Θ Θ  (5.18) 
 
is obtained by dividing their product by the evidence k, which is a normalizing constant 
 
 ( ) ( )1k f d−  =  Θ Θ Θ  (5.19) 
 
For the logistic model, the likelihood function, 1( )Θ , is defined as  
 
 ( ) ( ) ( )  ( )
1
1
1 1 1 1 1 1
1 1
‍; 1 ; ; ‍
imn c c
o o o v
v
i j
p p f v dv
−
= =
       −     
w w
w wΘ d Θ d Θ d Θw w  (5.20) 
 
where pw  is given by Eq. (5.6), and ( )1 1,o vf v  d Θ  is  
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 ( ) ( ) ( )
1
12
1 1 1 1 1 1
1
; ; exp ;
2
o v o v o o v of v
− −    −   
 
T
vv vvd Θ Σ d Θ z Σ d Θ z  (5.21) 
 
For the random field, the likelihood function, ( )2Θ , is defined as  
 
 
( ) ( )
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Θ Σ d Θ
z m d Θ Σ d Θ z m d Θ  (5.22) 
 
where the generic element of 
2 o oz z
Σ  is given by Eq. (5.13). 
 
Although the procedure for the calibration of the two models is the same, the parameter estimation 
for the random field makes use only of the wet observations (i.e., the observations where the storm 
surge height has positive values) because, otherwise, the large number of zero values would violate 
the normality assumption and lead to underestimating the storm surge height. 
 
Since the distribution of the available records of storm surge is not uniform along the U.S. coast, 
and the choice of the data used for calibration does not come from an experimental design, using 
all of the records in the calibration will lead to models calibrated with more data coming from the 
regions that are historically more prone to hurricanes. In this case, all of the records will have the 
same influence on the model, but the model will be automatically tailored towards regions that 
have historically experienced more hurricanes. A model calibrated in this way can be used under 
the assumption that, in the future, such regions will continue to experience more hurricanes, and 
consequently, it would be preferable to have slightly tailored models. 
 
The alternative is to develop models that account for the regional disparity of available data. There 
are two possible approaches to do so. The first approach consists in using the same number of 
records for each region. In this way, the number of records used for each region is defined by the 
region where fewer records are available. However, this approach will lead to an arbitrary selection 
of the records used in each region. The second approach is to use a “weighted” calibration. In this 
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case, the posterior distribution of the parameters is obtained considering the power,  , of the 
likelihood that appears in the Bayesian formulation, as in Eq. (5.23) 
 










 = Θ Θ Θ  (5.23) 
 
With this formulation, it is possible to give more importance (i.e., weight) to the records of the 
regions with fewer records. For each region, the value of re  is x( /)mare re re
re
n n = , where ren  is 
the number of records available in the region, and the subscript re  defines a specific region. The 
posterior distributions 1( )f  Θ  and 2( )f  Θ  that are obtained with the calibration (with or without 
the power  ) can be used to find point estimates for the two models by ignoring the uncertainty 
in the model parameters. In this case, a point estimate of 1 1 1{ , }
ˆ ˆ ˆ
m v=Θ Θ Θ  is used in Eq. (5.6) to 
obtain a point estimate of the probability ˆ ( )pw wd . Similarly, a point estimate of 2 2 2{ , }
ˆ ˆ ˆ
m v=Θ Θ Θ  
is used in Eq.s (14) and (15) to derive point estimates of |ˆ ( )oz zμ d  and |
ˆ ( )
ozz z
Σ d  for the distribution 
|f oz z . An alternative that also accounts for the uncertainties in the model parameters is to find 
predictive distributions. As an example, the predictive estimate of pw  is found as  
 
 ( ) ( ) ( )
1




w w w wd d Θ Θ Θ  (5.24) 
 
 Since there is no analytical solution for Eq. (29), it is possible to find a numerical approximation 
of the distribution of pw  by sampling from 1( )f  Θ  and finding the corresponding realizations of 
pw . In this way, it is possible to assume as predictive estimate the sample mean of such realizations 
and define the %  confidence interval where the lower and upper bounds are given by  
 
 ( ) ( ) 0.5 100 , 100 0.5 100  − − −   (5.25) 
 
 Similarly, predicted estimates of | oz z
μ  and | ozz zΣ  can be found as  
 
 ( ) ( ) ( )
2
| | 2 2 2; do o f
= 
Θ
z z z zμ d μ d Θ Θ Θ  (5.26) 
  ( ) ( ) ( )
2
| | 2 2 2; do o v f
= 
Θ
zz z zz zΣ d Σ d Θ Θ Θ  (5.27) 
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Also, in this case, an alternative is to sample realizations of 2Θ  to obtain the corresponding 
distributions | ( )f oz z z  given by Eq. (5.15). The samples obtained from any of these distributions 
are then used to derive predictive estimates and, in particular, the mean value of the predictions 
( | )oz d z . Once z  is known, the inverse of Eq. (5.7) provides the median value of ( | )oy d z  and the 
relative confidence intervals defined in Eq. (5.25). For the inundation predictions, since each 
element of y , ( | )oyw wd z , (i.e., a median prediction for a specific set of location and hurricane 
characteristics) refers to the mean sea level, alone it does not provide an exhaustive piece of 
information. To solve this issue and convey a more intuitive representation of the flooding risk, a 
suitable alternative is to provide predictions in terms of water depth, ( | )okw wd z . Such predictions 
are obtained by subtracting the altitude of the prediction location jal  from the prediction of the 
storm surge height as  
 
 ( | ) ( | )o o jk y al= −w w w wd z d z  (5.28) 
 
With this transformation, the probabilistic formulation provides predictions in terms of the 
probability of having a wet location, pw , and water depth, kw . 
 
5.5.2 Model selection 
 
For both the logistic regression and the random field, the model selection is performed with a 
three-step procedure that compares the accuracy in the predictions provided by the models. Such 
a procedure uses two data sets, a training data set and a test data set, that are mutually exclusive. 
Such data sets are obtained by sampling complete time-histories of storm surge from the available 
observations (i.e., sampled a random hurricane and a random location, the observation related to 
all of the time steps are included in one of the two sets). Initially, different models are obtained by 
adding or removing one explanatory function at a time until all the possible combinations are 
considered. 
 
Given the high number of possible combinations, the first step of the process compares the 
predictive performance of the equivalent linear models (i.e., models with only the mean structures 
of the objective field). Such linear models are calibrated using the training data set and used to 
perform predictions. The predictions are made for a subset of data obtained from the test data set 
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through sampling. The selection process records the number of incorrect predictions that are 










=  w ww
w      
 (33) 
 
that is obtained with each m2. The predictions are repeated multiple times for different subsets of 
data in order to obtain for each model the distribution of the error. These distributions are then 
compared, separately for m1 and m2, to reduce the number of candidates for the final models. Only 
5% of the initial models with the best predictive performance is retained for the second step of the 
selection procedure. 
 
In this second step, the full models corresponding to the 5% of linear models retained in the first 
step are calibrated and used for predictions. The performance in the prediction of the different 
models is evaluated as in the first step of the procedure. Similarly, the distribution of the error is 
obtained for each model. All models with an error distribution with a 95%  confidence interval that 
includes the lowest mean error are considered for the next step of the procedure. In the third step, 
all the models that include terms that do not have a physical meaning are manually removed from 
the possible final models. The model with the lowest number of explanatory functions is selected 
as the final model. 
 
5.5.3 Model updating 
 
One of the main characteristics of the proposed formulation is the possibility to update the models 
and, consequently, the predictions by using the Bayesian framework. With the update, the 
formulation can include information coming from newly available data with a limited 
computational effort. According to the purpose of the update, the update of the models can be 
performed with two different approaches that can benefit both long- and short-term predictions. 
 
The first approach consists in performing the update by using the classical Bayesian formulation 
presented in Eq. (5.18). This approach is meaningful only if the initial general model is calibrated 
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with the same formulation. The advantage of this approach is that the models can be updated 
multiple times. However, as explained in the previous section, the resulting models have different 
accuracy in different regions. 
 
The second approach consists in performing a weighted update to tailor the model for a specific 
region or a specific hurricane. In this case, the posterior distribution of the parameters is obtained 
with the formulation presented in Eq. (5.23). This kind of update can be used to improve both 
long- and short-term predictions. The main advantage of the update is to obtain a model tailored 
to a specific region. With this kind of update, the formulation can take advantage of the results of 
simulations performed with high-fidelity physics-based models for specific regions (e.g., Kendra 
et al. 2017). For long-term predictions, since the “true” path of the hurricane is assumed to be 
known, the information used for the update is only related to the additional storm surge records. 
Instead, for short-term predictions (e.g., real-time updates), the update is performed using at the 
same time i) the initial records of storm surge obtained when the hurricane is still several 
hours/days away from the coast and ii) the last available version of the hurricane forecast. In this 
case, the additional advantage is to obtain models that are hurricane specific. Several choices of 
re  are possible. This dissertation proposes an incremental system where re  depends on the kinds 
of update and the calibration of the initial models. If the initial models are calibrated with Eq. 
(5.18). then 
 
 1re ru hu  = + +  (34) 
 
otherwise, if Eq. (5.23). is used for the calibration,  
 
 ( )max /re re re ru hu
re
n n  = + +  (35) 
 
where ru  is the power used to tailor the model to a specific region. The additional term hu  is 




CHAPTER 6: APPLICATION FOR INUNDATION - THE CASE OF CLIMATE 
CHANGE DEPENDENT SIMULATIONS 
6.1 Introduction 
 
This chapter presents an application for the formulation proposed in Chapter 5. This application is 
focused on predicting the maximum level of inundation (i.e., storm surge maximum heights for 
locations inland) to perform comparative analyses of maximum water heights under the 
assumptions of different climate change scenarios. The capability to include the effects of climate 
change is obtained, similarly to most of the empirical models available in the literature, by 
calibrating the models with data from simulations performed with physics-based models for storm 
surge prediction that accounts for the effect of climate change. Since this application is targeted to 
a specific region of limited extension and the target is only the maximum value of water depth and 
not its time history, it is possible to simplify some aspects of the formulation introduced in Chapter 
5. Consequently, a slightly different notation is introduced in the following sections. In addition, 
although the whole chapter refers to inland predictions (i.e., inundation predictions), for simplicity, 
in some cases, we will keep referring to storm surge, which is the physical phenomenon generating 
the inundation. 
 
6.2 Climate change dependent simulations  
 
In this chapter, the data used in the model calibration and predictions come from simulations 
performed by Kendra et al. (2017). Kendra et al. (2017) performed 238 simulations of storm surge 
scenarios by coupling hurricane wind/precipitation, hydrologic, hydrodynamic, and wave models. 
To capture the effects of climate change, the models use as input hurricane scenarios obtained by 
climate change dependent hurricane simulations. For each hurricane scenario, they provide a 
corresponding storm surge scenario. Four representative concentration pathway (RCP) scenarios 
(van Vuuren et al. 2011) have been developed in the IPCC AR5 (IPCC 2013) to be used in climate 
change simulations. These scenarios are defined by their year 2100 radiative forcing level, ranging 
from 2.6 W/m2 (RPC 3) to 8.5 W/m2 (RPC 8.5).  They have been used with atmosphere-ocean 
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global climate models (ACGCMs) and Earth system models (ESMs), within the framework of the 
Coupled Model Intercomparison Project (CMIP), to provide projections of future climate change 
on different time scales (Taylor et al. 2012). In particular, Kendra et al. (2017) performed the storm 
surge simulations considering hurricane scenarios derived under the assumption of the climate 
change scenario described by the 8.5 Representative Concentration Pathway (RCP 8.5). The RCP 
8.5 is the worst-case climate scenario presented in the Intergovernmental Panel for Climate Change 
(IPCC) Fifth Assessment Report (AR5) (IPCC 2013) and assumes a radiative forcing level of 8.5 
watt/m2 in the year 2100. Each of the 238 storm surge scenarios includes data of storm surge 
heights at 1200 locations in North Carolina, in the area surrounding the Tar River and the Pamlico 




Figure 6.1. Locations of the storm surge observations. 
 
For each simulation, a set of storm surge observations includes the values of the storm surge 
heights, y , the characteristics of the hurricane that generated the storm surge, s , and the features 
of the location, x . For each storm surge scenario (1, , )i n= , a storm surge height, ijy , refers to a 
specific location (1, , )i ij m= . The vector of the location characteristics contains only the 
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longitude, 1 ijx , latitude, 2 ijx , and altitude, 3 ijx , of each measurement location. The other location 
characteristics are not considered in this application because the model is tailored to an area of 
limited dimension where such characteristics would be the same for all locations, so their effect 
will be automatically included in the intercept of the model. The vector of the hurricane 
characteristics contains the longitude and latitude of the hurricane landing point, 
1is  and 2is , the 
heading angle of the hurricane at landing, 
3is , the central pressure, 4is , the forward velocity, 5is , 
and the radius of maximum wind speed, 
6is . In this case, all these characteristics are the 
characteristics at landing, and the time component is not considered in the model. Fig. 6.2 shows 
some of the characteristics included in s and x. 
 
 
Figure 6.2. Location and hurricane characteristics. 
 
For clarity, the subscript o  that is used for y , s , and x  stands for “observation” and identifies the 
quantities that are data needed to calibrate the model. To show that a limited number of 
observations for a given climate scenario are sufficient to produce accurate results, the model 
selection and calibration used 25 randomly selected sets of observations from the available 238 
sets, where a set refers to a specific hurricane and associated storm surge scenario. Table 6.1 
schematically shows the data used for model calibration and their organization. 
 
Three groups of observations are used for model calibration and validation. Group A is the group 
of observations that are used for model selection and calibration. Such observations come from 
the 25 scenarios mentioned above. The 1,500 observations in Group A refer to 60 locations that 
are the same for each scenario. To check the consistency of the results and avoid obtaining results 
that depend on the selected data, the model selection and calibration are performed multiple times.   
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Each time the observations used for model selection and validation are obtained resampling the 
70% of the observations in Group A. Group B and C are used for model validation and to show 
the accuracy of the proposed formulation. Group B contains observations from the same hurricane 
characteristics used in the model calibration but considering different locations. Specifically, this 
group contains observations from the same 25 scenarios used for Group A at 20 new locations that 
are the same for each scenario, for a total of 500 observations. Group C contains observations at 
the locations used in the model calibration but considering different hurricane characteristics. 
There are 240 observations in Group C that come from four additional hurricane scenarios. The 
locations of the observation in this group are the same 60 locations considered in Group A. 
 
In general, locations with altitude close to the sea level ( 3 0.50ijx m ) have a higher probability of 
being wet (most of them are the locations on the riverbed). Consequently, the observations in each 
of Groups A-C are furtherly divided into two subgroups, Group 1 and Group 2. Group 1 contains 
the observations at locations where the altitude is 3 0.50ijx m , and Group 2 contains the 
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observations at locations where the altitude is 3 0.50ijx m . For both the logistic model and the 
random field, the model selection and calibration are performed separately for the two groups of 
data. 
 
6.3 Explanatory functions for the inundation application  
 
As explained in Chapter 5, the logistic and the random field models capture the underlying physics 
of the phenomena through explanatory functions that are combinations of the location and 
hurricane characteristics x  and s . In this case, since there is no dependence on time and the notation 
is simpler, we explicitly write the dependence of the explanatory functions on s and x as ( , ).
iq j i
h x s  
For both the models, the explanatory functions are selected from an initial set of candidates that 
have physical meaning and their combinations. The only explanatory function that is not directly 
chosen according to the physics of the problem is 4 3 ijh x
 = , the altitude of the observation location. 
Although it is well understood that storm surge does not show a significant variation with small 
localized variations in water depth, 
4h  is used as a proxy for the mean altitude of the area and for 
the presence of local geographical characteristics that otherwise would not be considered by the 
model. In some cases, the explanatory functions have been suggested by other studies in the 
literature (Irish et al. 2008, Jia and Taflanidis 2013).  
 
Table 6.2 shows this initial set of 15 explanatory functions. Functions 
1(.,.,.,.)g  and 2(.,.,.,.)g  that 
are mentioned in the table compute the distance between two geographical locations and the 
angular deviation of a direction with respect to the north direction, respectively. Fig. 6.3 shows 
those related to locations, distances, and directions for a storm surge scenario. The explanatory 
















where E( )qh is the sample mean of qh  and ( )qVar h  is the sample variance of qh  obtained 
considering all i  and j . These standardized explanatory functions qh  are those that appear in the 
formulation of Chapter 5. 
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Table 6.2. Explanatory functions that capture the geomorphological features of the landing site 
and the characteristics of the hurricane. 
Function Description 
1 1h =  Intercept 
2 1 1 2 1 2( , , , )ij i i ih g x s s s
 =  Longitudinal distance between observation location and 
landing point  
3 1 1 2 1 2( , , , )ii j i ih g s x s s
 =  Latitudinal distance between observation location and landing 
point 
4 3 ij
h x =  Altitude of the observation location 
5 1 1 2 1 2( , , , )i ij j i ih g x x s s
 =  Distance between observation location and landing point 
6 1ih s =  Longitude of the landing point 
7 2ih s =  Latitude of the landing point 
8 3ih s =  Heading angle of the hurricane at landing 
9 4ih s =  Central pressure 
10 5ih s =  Forward velocity 
11 6ih s =  Radius of maximum wind speed 
12 2 1 2 1 2 3cos[ ( , , , ) ]i ij j i i ih g x x s s s
 = −  Cosine of the angular distance between the direction of the 
heading angle and the direction connecting the observation 
point to the landing point (cosine of the angle 
*
11ijh  in Fig. 6.3) 
13 4 6/i ih s s =  Ratio between central pressure and radius of maximum wind 
speed 
14 25, ,h h   Second powers of the relevant location and hurricane 
characteristics 
26 37, ,h h   Third powers of the relevant location and hurricane 
characteristics 
38 117, ,h h   Second-order mixed effects of location and hurricane 
characteristics 
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Figure 6.3. Explanatory functions.  
 
6.4 Model selection and calibration for the inundation application  
 
6.4.1 Logistic model  
 
For this application, we adopt a simplified version of logistic model where we do not consider the 
zero-mean non-stationary field. Fig. 6.4 shows the comparison of the model error (i.e., the 
selection process described in Section 5.5.2) for 11 candidate models. In the figure, the model error 
is presented as the percentage of wrong predictions on the total number of predictions in the test 
set. For each of the models, the dot represents the mean values of the prediction error, and the bar 
identifies the 95% confidence interval. Models 5-9 have the lowest prediction errors, but only 
Models 5-8 have a 95% confidence interval containing the lowest mean prediction error (that is 
the one of Model 5) and are considered candidates for the final selection. Among them, Model 5 
is the one with the lowest number of explanatory functions (reported in Table 6.2) and is 
consequently the final model.  
 
The expressions of all the explanatory functions selected are reported in Table A.1 in APPENDIX 
A.  After the model selection, the model is generally calibrated separately for locations with 
3 0.50ijx m  and 3 0.50ijx m  using the data in Group 1 and Group 2, respectively. For this specific 
case study, we only calibrate the model for the observations in Group 1 since all the observations 
of Group 2 are wet. For Group 1, the model parameters 
1Θ  are estimated using the Bayesian 
approach described in Section 5.5.1. Since no previous information is available, we use a non-
informative distribution for the prior in Eq. (5.24). Table A.5 in APPENDIX A provides the 
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posterior mean values and variances of 
1Θ . After obtaining the posterior distribution of the model 
parameters, 
1( )f  Θ , a predictive estimate, ijp , of the probability of the location ij  being wet is 
obtained following Eq. (5.24).  
 
 
Figure 6.4. Mean values (dots) and 95% confidence intervals (bars) of the prediction error for the 
logistic model. 
 
Fig.s 6.5 and 6.6 show the mean values of the probabilities of being wet and dry for the wet and 
dry observations used in the training of the logistic model.  
 
 
Figure 6.5. Predicted probabilities of dry and wet observations for observations in Group 1. 
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Figure 6.6. Predicted probabilities of dry and wet observations for observations in Group 2. 
 
In the two figures, the dots represent the mean values of the probabilities, while the bars represent 
the 95% confidence intervals. In Group 2, there are no dry locations, the probability of having a 
wet location is always one, and consequently, there are no confidence intervals.  
 
6.4.2 Random field model 
 
For the random field model, we perform the model selection six times, each time for a different 
mean structure of the objective field among the three in Eq.s (5.9), (5.10) and (5.12), and using the 
data from Group 1 or the data from Group 2. For each of the six cases, the selection process 
removes the insignificant explanatory functions and leads to six final sets of explanatory functions 
m
gh . The superscript { , , }m l iw mf= identifies the kind of mean structure of the objective field used 
in the random field model (i.e., linear, inverse weighting, or mixed mean structure of the objective 
field). The subscript {1,2}g =  identifies the group of data (i.e., Group 1 or Group 2). Tables A.2-
A.4 in APPENDIX A contain the expressions of all the selected explanatory functions in each of 
the six sets (together with those selected for the logistic model). 
 
For both Group 1 and Group 2, the selected models that adopt 2lm  have 23 model parameters (11 
parameters in 
2mmΘ , 10 parameters in 2vΘ , 2v , and  ). The selected models with 2iwm have 23 
model parameters (11 parameters in 
2dΘ , 10 parameters in 2vΘ , 2v , and  ) for the data in Group 
1 and 25 model parameters (12 parameters in 
2dΘ , 11 parameters in 2vΘ , 2v , and  ) for the data 
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in Group 2. The random field model with 2mfm  for the data in Group 1 has 29 model parameters (7 
parameters in 
2mmΘ , 9 parameters in 2dΘ , 11 parameters in 2vΘ , 2v , and  ). For the model 
calibrated with the data in Group2, the selected model has 26 model parameters (7 parameters in 
2mmΘ , 11 parameters in 2dΘ , 8 parameters in 2vΘ , 2v , and  ). 
 
 The posterior distributions of the parameters are derived, as described in Section 5.5.1. Since no 
previous information is available, we use a non-informative distribution for the prior in Eq. (5.24). 
Tables A.6-A.11 contain the posterior statistics of 
2mmΘ , 2dΘ , 2vΘ , 2v , and   obtained using 
data in Group 1 and Group 2 for the three cases. Fig. 6.7 compares the fittings of the training data 
for Group 1 obtained with the three different mean structure of the objective field.  
 
 
Figure 6.7. Fitting of the training data for the random field model trained with data in Group 1: 
(a) linear, (b) inverse weighting, and (c) mixed mean structure of the objective field. 
 
Fig. 6.8 is similar to Fig. 6.7 but refers to the fitting of the data in Group 2. From Fig.s 6.7 and 6.8, 
we can see that the fitting of training data from models obtained both with the data of Group 1 and 
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Figure 6.8. Fitting of the training data for the random field model trained with data in Group 2: 
(a) linear, (b) inverse weighting, and (c) mixed mean structure of the objective field. 
 
Table 6.3 presents the values of MAPE and R2 obtained for the calibration. Both MAPE and R2 
consistently indicate that 2lm  provides the best fit for the data in Group 1, while 2iwm  provides the 
best fit for the data in Group 2. To make a comparison with other models available in the literature 
that predict storm surge at locations alongshore (i.e., at zero altitudes), the predictions related to 
the data in Group 2 (i.e., at non-positive altitudes) should be used. However, a direct comparison 
between the accuracy of models should be made only when the models are used for the same 
location. 
 
Table 6.3. MAPE and R2 of the fit showed in Fig. 6.8. 
 2 2( ; )mm wd Θ  2 2( ; )l mmm wd Θ  2 2( ; )iw dm wd Θ  2 2 2( ; , )mf mm dm wd Θ Θ  
MAPE 
Group 1 0.079 0.090 0.083 
Group 2 0.082 0.043 0.065 
R2 
Group 1 0.974 0.951 0.963 
Group 2 0.877 0.934 0.929 
 
6.5 Predictions for the inundation application  
 
We use the proposed probabilistic formulation for two kinds of predictions. In the first case, 
predictions are made at locations different from those used in the model calibration (but for 
hurricane characteristics taken from the initial set of 25 hurricanes chosen for the model 
calibration). The locations are those of the observation in Group B (described in Section 6.2). Most 
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of the models in the literature usually do this kind of prediction by interpolating predictions 
obtained for locations used in the model calibration. In the second case, the predictions consider 
hurricane characteristics different from those in the data used for the model calibration (i.e., the 
hurricane characteristics related to the observations in Group C). For each of the two cases, 
predictions are provided separately for locations whose altitude is above and below the 
conventional threshold of altitude previously defined (i.e., 3 0.5o jx m  and 3 0.5o jx m ) and for 
models with the three mean structure of the objective field presented in Section 5.4. Such threshold 
value, 3 0.5o jx m , is chosen because it is approximately the mean of the high-tide height in the 
area of interest during the hurricane season. Consequently, with such a choice, without storm 
surge, almost all locations belonging to Group 1 are dry even with high tide. 
 
6.5.1 Predictions at different locations 
 
Fig. 6.9 shows the predictions of the water depth that are obtained considering hurricane 
characteristics used in the model calibration but at different locations. These observations 
correspond to 50 randomly sampled observations belonging to Group B. The plots in the left 
column of Fig. 6.9 (i.e., Fig. 6.9a, 6.9c, and 6.9e) show the predictions for the observations 
contained in Group 1, while the plots in the right column (i.e., Fig.s 6.9b, 6.9d, and 6.9f) show the 
predictions for the observations contained in Group 2. The plots of each row of Fig 6.9 refer to a 
model with a different mean structure of the objective field. Specifically, the first row refers to the 
model that adopts 2lm , the second row refers to the model that adopts 2iwm , and the third row 
refers to the model with 
2mfm . 
 
Each plot of Fig. 6.9 combines the information provided by both the logistic model and the random 
field by comparing the predictions of water height to the corresponding observations and showing 
the probability of the location being wet. For each prediction, the dot and the bar represent the 












Figure 6.9. Predictions of water depth for hurricane characteristics used in the model calibration 
at new locations: random fields with (a, b) linear, (c, d) inverse weighting, and (e, f) mixed mean 
structure of the objective field. 
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As the probability of the location being wet decreases, the color of the dot and bar fade as indicated 
by the color bar. The diagonal line is the 1:1 line that represents the perfect predictions.  The plots 
of the first column show that, generally, higher predictions of water depth are associated with 
higher probabilities of the locations being wet and are more accurate (i.e., closer to the 1:1 line). 
Therefore, the locations that are potentially subjected to higher storm surge are those that are 
predicted with higher accuracy and higher confidence of being wet. In contrast, the locations that 
are predicted with lower accuracy are those that have lower values of storm surge height and, in 
general, lower probabilities of being flooded. 
 
All the locations of the predictions related to the observations in Group 2 (i.e., the right column of 
Fig. 6.9) are wet and, consequently, all the dots and relative confidence intervals are black. The 
predictions of water depth at such locations are, in general, more accurate in terms of both median 
predictions and confidence intervals that are smaller than the confidence intervals of the 
predictions for the observations belonging to Group 1. Moreover, the values of water depth for the 
predictions of the observations in Group 2 are higher than the values of the predictions of the 
observation in Group 1 since at the locations of the observations in Group 2 there is an initial water 
depth even before the occurrence of the storm surge.   
 
Table 6.4 gives the MAPE and R2 for the models with different 2m  for Group 1 and 2. Consistently, 
for Group 1, the model with linear mean provides a much smaller MAPE and larger R2 compared 
with the other two models. While, for Group 2, the MAPE and R2 from all three models are 
comparable.  
 
Table 6.4.  MAPE and R2 of the predictions showed in Fig. 6.9. 
 2 2( ; )mm wd Θ  2 2( ; )l mmm wd Θ  2 2( ; )iw dm wd Θ  2 2 2( ; , )mf mm dm wd Θ Θ  
MAPE 
Group 1 0.104 0.488 0.186 
Group 2 0.188 0.168 0.171 
R2 
Group 1 0.955 0.451 0.624 
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6.5.2 Predictions for different hurricanes 
 
Fig.s 6.10 and 6.11 show the predictions of water depth obtained for two of the four additional 
hurricanes (Hurricane 1 and 2) considered for Group C (i.e., hurricanes whose observations are 
not used in the model calibration). Table 6.5 shows the characteristics of these two hurricanes. 
 
Table 6.5. Hurricane characteristics. 
Hurricane 
Hurricane characteristics 
1s  [°lon] 2s  [°lat] 3s  [rad] 4s  [hpa] 5s  [m/s] 6s  [km] 
1 -76.162 34.856 5.16 989.81 5.02 52.80 
2 -75.518 35.112 5.75 986.83 3.13 47.77 
 
Both Fig. 6.10 and Fig. 6.11 are organized similarly to Fig. 6.9. The plots on each row show the 
predictions obtained with random fields with different 2m . From top to bottom the plots are 
organized as follows: 2lm  (subplots (a) and (b)); 2iwm  (subplots (c) and (d)); and 2mfm  (subplots 
(e) and (f)). The plots in the left column refer to observations in Group 1 and those in the right 
column to the observations in Group 2.  The predictions in Fig. 6.10 and Fig. 6.11 refer to the same 
locations.  The two figures show the comparison between median predictions and observations; 
each median prediction is shown with a one standard deviation confidence interval and a shade 
whose darkness is proportional to the probability of the location of being wet.  
 
Similar to Fig. 6.9, in Fig. 6.10 and Fig. 6.11, the locations of the observations with higher values 
of storm surge are predicted to have higher probabilities of being wet. The locations of the 
observations belonging to Group 2 are all wet, and, for such locations, all of the three models show 
good accuracy in predicting the values of water depth. The least accurate predictions are those for 
water depths values lower than one meter (related to the observations in Group 1 shown in the 
plots of the left column). However, the logistic model suggests that the locations of these 
predictions have low probabilities of being wet. Moreover, the likelihood of damage for low water 










Figure 6.10. Predictions of water depth at locations used in the model calibration for Hurricane 
1; random fields with (a, b) linear, (c, d) inverse weighting, and (e, f) mixed mean structure of 









Figure 6.11. Predictions of water depth at locations used in the model calibration for Hurricane 
2; random fields with (a, b) linear, (c, d) inverse weighting, and (e, f) mixed mean structure of 
the objective field. 
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Finally, Table 6.6 shows the MAPE and R2 obtained for the predictions in Fig.s 6.10 and 6.11. For 
Group 1, both MAPE and R2 show that 2lm  and 2mfm  give the most accurate predictions (between 
the two functions, MAPE has a slight preference for 
2mfm , while R
2 has a slight preference for 2lm
). The MAPE and R2 values also show that, in this case, 2iwm does not provide meaningful results 
and should not be used for predictions. For Group 2, the MAPE and R2 from all three models are 
comparable, as before. 
 
Table 6.6.  MAPE and R2 of the predictions showed in Fig. 6.10 and Fig. 6.11. 
 2 2( ; )mm wd Θ  2 2( ; )l mmm wd Θ  2 2( ; )iw dm wd Θ  2 2 2( ; , )mf mm dm wd Θ Θ  
MAPE 
Group 1 0.366 0.831 0.341 
Group 2 0.148 0.159 0.150 
R2 
Group 1 0.665 0.143 0.538 
Group 2 0.951 0.938 0.947 
 
By comparing Tables 6.4 and 6.6, it can be concluded that, for Group 1, 2lm  is the best option for 
the prediction of different scenarios.  For Group 2, all three models perform well in both calibration 
and prediction. A simpler mean structure of the objective field (e.g., linear) is generally a better 
option than an unnecessarily complex function. As a result, 2lm  should also be adopted for Group 
2. Higher values of MAPE and lower values of R2 for Group 1 with respect to Group 2 underlines 
the difficulties in predicting storm surge for inland locations (i.e., at positive altitudes). 
 
As already explained, the formulation proposed in this dissertation predicts the storm surge in a 
specific region (i.e., the Pamlico River area) under a specific climate change scenario. To show 
time-series, the presented model should have been calibrated multiple times with the 
characteristics of the hurricanes and the output of high-fidelity storm surge simulations that refer 
to different times. However, it is possible to use the proposed formulation to compare, for a given 
area or location, the current records of storm surge with the predictions made assuming the 8.5 
RCP scenario. As an example, a measurement station located in North Carolina (35.20864˚N, 
75.70417˚W) for which some records of storm surge are available on the NOAA website (NOAA 
2019) is considered. As shown in Fig. 6.12, this station is 102 km outside the area for which the 
model is calibrated (no stations could be found inside such area).  
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Figure 6.12. Locations of the area where the model is calibrated and of the measurement station. 
 
For this location, the storm surge heights are predicted using 47 different simulated hurricanes that 
refer to the future climate scenario used in this dissertation. Such predictions are then compared 
with the six available records at this site. Fig. 6.13 compares the mean values of the records and 
predictions and their one standard deviation confidence intervals grouped by the hurricanes 
category at landing. The label TS refers to the tropical storms that do not become hurricanes. The 
figure also shows the numbers of hurricanes used to compute the means and standard deviations. 
For the historical records, the values along the abscissa are upper bounds of the real category at 
landing (i.e., they are the category reported by NOAA, which in general is higher than the category 
at landing).   
 
For this specific station, the figure shows that the historical records tend to be higher than the 
predicted values. While this result is counterintuitive based on the physics of the problem, it can 
be explained by the fact that the probabilistic model is calibrated for a region that is 102 km inland 
from the specific station, which is close to the coast. 
 
 66  
 
 
Figure 6.13. Comparison of storm surge heights at a given location; mean, one standard 
deviation confidence intervals, and number of hurricanes for different categories. 
 
Because the inland points used for the calibration tend to have lower storm surge, the model tends 
to underestimate the storm surge when used to predict values outside of the calibration areas and 
closer to the coast. This example shows how the proposed formulation can be used to quantify the 
effects of climate change by comparing records and predictions at the same sites. 
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CHAPTER 7: APPLICATION FOR STORM SURGE 
7.1 Introduction 
 
This chapter presents a second application for the formulation proposed in Chapter 5. Differently 
from the application in Chapter 6, in this case, the proposed formulation is used to develop models 
for storm surge predictions and not inundation (i.e., we limit the prediction capability of the models 
to locations along the coast). Instead of predicting only the maximum value of storm surge, we 
predict time histories of storm surge up to the landing of the hurricane (that generates the storm 
surge), given a forecast of the hurricane. The models that are presented in this chapter are not 
tailored to a specific region but calibrated with hurricane records and the relative storm surge data 
recorded by NOAA stations distributed along all the Atlantic and Gulf Coasts of the U.S.. 
Calibrating a model for such a large and heterogeneous domain requires a higher number of 
predictors (i.e., hurricane and location characteristics) and, consequently, explanatory functions to 
obtain adequate accuracy. 
 
This application shows that the predictions can be updated in real-time as new forecasts and surge 
records at different locations become available over time. In particular, The updated estimates 
consider both changes in the hurricane path and storm surge records that might become available 
as the hurricane unfolds. The real-time updating allows us to tailor the generic probabilistic model 
to a specific site and hurricane. 
 
As shown in Chapter 6, since the choice of more complex mean structures of the objective field 
does not necessarily improve the accuracy of the predictions, for this application, we consider only 
a linear mean structure of the objective field, 2lm . In addition, differently from the previous chapter, 
since the models are calibrated using storm surge data recorded by NOAA stations that are all on 
wet locations, this chapter does not present a distinction between data in Group 1 and  Group 2 
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7.2 Data for the storm surge application  
7.2.1 Data selection and treatment  
 
For the application shown in this chapter, the hurricanes and storm surge data used to calibrate and 
validate the models are collected for the period of 2000-2018. The hurricane dataset used in the 
analysis is the International Best Track Archive for Climate Stewardship (IBTrACS) dataset made 
available by the World Data Center (WDC) for Meteorology. Such a dataset includes records of 
both hurricanes and tropical storms; for the sake of simplicity, the term hurricane is used hereon 
to refer to both of them. Not all hurricanes included in the IBTrACS dataset are used in the analysis. 
The subset of hurricanes (and relevant data) used in the present dissertation includes only 
hurricanes that landed on the East and Gulf coasts of the U.S. and had storm surge reported. Also, 
hurricanes that occurred almost simultaneously and impacted regions in close proximity are not 
considered since identifying the individual contribution to the storm surge at a location is 
infeasible. This selection process resulted in 38 hurricanes, as shown in Fig.7.1.  
 
 
           Figure 7.1. Hurricanes and tropical cyclones used in the analysis. 
 
The IBTrACS dataset contains information on the storm characteristics such as oP , maxr , and   at 
6-hour intervals with interpolated values at 3-hour intervals. It also reports the time of landing. For 
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the hurricanes with multiple landings, sometimes outside the U.S., the first landing point on the 
U.S. coast is selected as the landing point for the analysis. Also, for hurricanes with multiple 
landing points on the U.S coast, the tracks are cut into two and treated as two separate hurricanes. 
 
To obtain the storm surge information at several locations along the coast, details about all the 
National Oceanic and Atmospheric Administration (NOAA) stations that were active during the 
time a hurricane occurred are used. Since major hurricanes have strong winds about 240 km around 
the eye (Keim et al., 2007), a conservative buffer of 300 km is created around the track of a 
hurricane, and all the NOAA stations falling in the buffer zone are selected for the analysis (see 
Fig. 7.2). Using the Center for Operational Oceanographic Products and Services (CO-OPS) 
Application Programming Interface (API), the recorded water level data and the astronomical tide 
predictions, are obtained for the selected stations. Fig. 7.3 shows an example of water level data 
available on the NOAA website. The difference between recorded water levels and the 
astronomical tide predictions provides estimates of the amount of storm surge experienced at the 
location of the NOAA stations. 
 
 
        Figure 7.2. NOAA measurement stations used in the analysis. 
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Figure 7.3. Example of water level data available on the NOAA website. 
 
Data from the National Centers for Environmental Information (NCEI) Coastal Relief Model 
(CRM) is used to capture coastal geographic characteristics, offshore bathymetry along with 
coastal land topography. The raster CRM is converted into contours with 100 meter contour 
intervals. The distance to the closest point on the negative 100 meter contour line from any location 
on the coast yields an approximation of the bathymetry slope at the location, as shown in Fig 7.4.  
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Several online sources provide the additional data needed to capture local geographic 
characteristics such as bays and estuaries. A list of bays and estuaries on the U.S. East and Gulf 
coasts and their coordinates is used to define indicator variables that specify whether the NOAA 
stations are located in one of these bays or estuaries. As described in section 7.3, every location 
that experiences storm surge is assigned a 0 or 1 to the variables el  and bl  to indicate its presence 
in a estuary or bay. Also, another set of indicator variables 1R - 5R  identify the region in which a 
location lies. Fig. 7.5 shows the assignment of NOAA stations to the category of bay, estuary, or 
none of them, and the region in which they lie. 
 
 
  Figure 7.5. Stations in bay/estuary (left) and segregation of stations into regions (right). 
 
7.2.2 Data for model calibration, selection, and validation 
 
Considering all hurricanes and all NOAA stations, the total data set contains 27486 records of 
storm surge height divided into 719 time histories. All storm surge data related to Hurricane 
Michael are removed from this initial data set to be used for model validation. This validation data 
set comprises 570 records divided into 19 time histories (i.e., belonging to 19 different NOAA 
stations). The remaining 26916 records are used for model calibration and selection. 
 
In order to show the capability of the models and to perform the real-time updating, different 
forecasts of Hurricane Michael are needed. We artificially derived three forecasts for Hurricane 
Michael starting from the hurricane's actual records and adding the forecast errors that are available 
on the National Hurricane Center (NHC) official forecast error database. The NHC webpage 
provides tabulations of individual official track and intensity forecast errors, including along- and 
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cross-track position errors. The three forecasts provide track and intensity for the hurricane starting 
from 87, 63, and 42 hours before landing up to the landing time. Fig.7.6 shows the tracks of the 
three artificial forecasts (dashed and dotted lines) compared to the recorded track (solid line).  
 
 
                       Figure 7.6. Tracks of Hurricane Michaels: artificial tracks (dashed lines)   
 and recorded track (solid line). 
 
7.3 Explanatory functions for the storm surge application  
 
As already mentioned, the possible predictors of storm surge can be categorized into two groups: 
i ) those related to the storm characteristics, is  and ii ) those related to the geomorphological 
features of the landing point and of the location that experiences storm surge, 
jx . All explanatory 
functions, kh , used in the logistic model and random field are defined as one or a combination of 
these predictors. Table 7.1 contains the list of the explanatory functions considered in this 
dissertation. In the table, the function (.)g  computes the distance between two geographical 
locations. All the explanatory functions except 1h  and 40h - 44h  are standardized to be 
dimensionless. 
 
Some explanatory functions directly correspond to hurricane characteristics, is , such as ( )oP  , 
( )vF  , ( )maxr  , and ( )   (i.e., 13h - 23h ). These explanatory functions mostly provide information 
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about the intensity of the hurricane and vary with time. Consequently, these explanatory functions 
are functions of the time,  . The values that the hurricane characteristics assume at landing are 
considered separately as different explanatory functions, 2 7h h− . Also, since the storm surge at any 
given time might also depend on changes in the storm characteristics, the differences in the values 
of the storm characteristics between the current time step,  , and the previous time step, 1 − , are 
considered as explanatory functions, 26h - 34h . Additionally, some explanatory functions available 
in the literature (Irish et al. 2008, Jia and Taflanidis 2013) are functions of two or more of these 
storm characteristics, such as 23 ( ) / ( )o maxh P r = . The explanatory function 22h  takes into account 
the angular deviation between the direction defined by   and the direction connecting the landing 
point and the location that experiences storm surge that is identified by the angle ( )    
 
 ( ) ( )cosdh     = −   (7.1) 
 
Some explanatory functions are related to the geomorphological features of the landing point and 
location that experiences storm surge, x , such as the width and the slope of the continental shelf, 
presence of bays and estuaries along the coast, and coastal geometric characteristics that also 
contribute to the level of storm surge at the coast (Resio and Westerink, 2008). The use of these 
explanatory functions related to the bathymetry (i.e., 35h  and 36h ) is justified by the fact that a large 
width and flat slope of the continental shelf implies a higher storm surge due to the ease with which 
the hurricane can push the water inland. The value of bathymetry slope at the landing point of the 
hurricane, 35h , and at the location that experiences storm surge, 36h , is calculated by finding the 
shortest distance, 100r− , to the -100 meter contour from these points. This distance can then be used 







=  (7.2) 
 
The presence of a wetland, such as in estuaries, provides frictional resistance to the hurricane winds 
and, consequently, deceleration of the water movement. Even though the water moves inland at a 
slower rate, the front of the tide is higher, and with steady winds to support the movement of this 
tide, the storm surge could be significantly higher. However, in several instances, wetlands have 
been noticed to mitigate storm surges. This can happen due to the lack of steady winds and higher 
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frictional resistance of wetlands than the wind forces, resulting in the eventual subsidence of the 
storm surge. Consequently, the presence of estuaries is considered as a possible explanatory 
function, 45h . The geometry of the coastline also has an effect on the amount of storm surge. A 
concave-shaped coastline (such as a bay) will allow more water to penetrate, whereas a convex-
shaped coastline will allow water to disperse around it. The explanatory function 46h  captures the 
presence of a location in a bay and 40h - 44h  capture the large-scale effects of the coastline geometry. 
Due to the lack of a quantitative variable to account for the large-scale geometric effects, the U.S. 
East and Gulf coasts have been divided into 11 regions of similar bathymetric slope and geometric 
characteristics; each region is represented by one of the explanatory functions 40h - 44h . 
 
The explanatory functions 37h  and 39h  correspond to the wind speed, ( , )V r  , and the atmospheric 
pressure, ( , )P r  , near the coast (i.e., at the location that experiences storm surge) that are the two 
main meteorological characteristics that drive water inland. Both V  and P depend on the storm 
characteristics, and this dependence can be captured through simplified parametric models. The 
formulation used for V  is similar to the one used by Kaplan and DeMaria (1995). For the purpose 
of this dissertation, the radial component of the wind speed generated by the hurricane is calculated 
as  
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here ( )maxV   is the maximum wind speed, and a  is a variable that is dependent on the storm size. 
The variable ( )r   is the distance between the location that experiences storm surge and the eye of 
the hurricane. An approximate value of 𝑎 is obtained fitting Eq. (7.3) with the information about 
34 kt, 50 kt, and 64 kt wind radii maximum extent contained in the IBTrACs dataset. The radial 
component of the wind speed, ,( )rV r  , is then added to a fraction of vF  to get the total wind 
velocity V . The total wind speed at a distance r can be written as  
 
 ( ) ( ) ( ) ( )2 21 1, ( , ) ( , ) 2 , ,  r v r vV r V r F r V r F r cos       = + +    (7.4) 
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where 1vF  is the modified forward velocity, and ( )   is the angle between the direction defined 
by   and the perpendicular to the direction defined by  . To account for the fact that the effect 
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 (7.5) 
 
This formulation allows the slope continuity in the expression of 1vF  and ensures that its value at 
a location far from the hurricane eye is small or negligible. It should be noted that this formulation 
does not capture local variations in the wind. Fig. 7.7 illustrates the different components of the 




Figure 7.7. Wind speed at a distance 𝑟 from the hurricane eye. 
 
Knowing V , it is possible to define an additional explanatory function that is proportional to the 
rate of change of momentum in a water column due to V , and that accounts for the effect of the 
bathymetry. Similarly to the relations found by Resio and Westerink (2008), such an explanatory 











=  (7.6) 
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The explanatory function that accounts for P is formulated as by Vickery and Wadhera (2008). 
The pressure at a distance r from the eye of the hurricane is expressed as  
 
















  = +  (7.7) 
 
where Δ ( )P   is the pressure difference between oP  and atmospheric pressure. The parameter ( )B   
is Holland’s pressure profile parameter, which varies with the hurricane size. Several empirical 
formulations are available in the literature for B  as a function of hurricane characteristics. Among 
them, the model suggested by Powell et al. (2005) and used in this dissertation defines B  as  
 
 ( ) ( ) ( )1.881 0.00557 0.01295max hB r   = − −  (7.8) 
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Table 7.1. Predictors and explanatory functions. 
 Exploratory functions 
0 1h =    Intercept 
1h =    Time steps (in units of 3 hours) up to landing ( 0) =  
2 (0)hh =    Latitude of the hurricane at 0 =  
( )3 0hh =    Longitude of the hurricane at 0 =  
( )4 0oh P=    Central pressure at 0 =  
( )5 0maxh r=    Radius of maximum wind speed at 0 =  
( )6 0vh F=    Forward wind velocity at 0 =  
( )7 0h =    Heading angle of the hurricane at 0 =  
8h =    Latitudinal distance between the landing location  
( )    , 0l hg        and location that experiences storm surge 
9h =   
 Longitudinal distance between the landing location  
( )    , 0l hg        and location that experiences storm surge 
10h =   
 Total distance between the location that experiences 
( ) ( )    , , 0 , 0l l h hg          storm surge and the landing point 
( ) ( )11 cos 0 0h   = −     Cosine of the different between (0)  and (0)  
( ) ( )12 0 / 0o maxh P r=    Central pressure/radius of maximum winds at 0 =  
13h - 23h    Same functions as 2h - 12h  at   
( )24 1hh  = −    Latitude of the hurricane at 1 −   
( )25 1hh  = −    Longitude of the hurricane at 1 −  
26h - 34h    Difference between the values of 15h - 23h  at t  and 1 −  
35 lh b=    Bathymetric slope at the landing point 
36 sh b=    Bathymetric slope at the location with storm surge 
( )37 ,h V r =    Approximate wind speed at the location with storm surge 
( )238 , / sh V r b=    Quantity proportional to the rate of gain of momentum 
( )39 ,h P r =    Pressure at the location with storm surge 
540 1 44,...,h R h R= =    Regions of the location with storm surge 
45 eh l=    Presence of an estuary  
46 bh l=    Presence of a bay  
47h - 78h    Quadratic terms for 4h - 12h , 15h - 23h , 26h - 34h , and 35h - 39h   
79h - 582h    Mixed terms for 4h - 12h , 15h - 23h , 26h - 34h , and 35h - 39h   
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7.4 Model calibration, selection, and update for the storm surge application  
 
The model selection and calibration for this application are performed with the same methodology 
explained in Chapter 5 and used in the previous application. For both the logistic and random field 
models, multiple predictions are performed with each model, and the distributions of the error and 
MAPE (for the random field model) are derived. The models considered as candidate models for the 
final step of the selection procedure explained in Chapter 5 are only those whose distribution of the 
error have a confidence interval that includes the minimum mean value of prediction error found 
among all models. In this case, we do not show the results of the model selection in a figure as done 
in Section 6.5 with Fig. 6.4 because the number of models we are comparing is high since it depends 
on the initial number of explanatory functions. Fig 7.8 shows the mean values of the probabilities of 
being wet and dry for the wet and dry observations used in the training of the logistic model. Also 
in this case, the dots represent the mean values of the probabilities, and the bars represent the 95% 
confidence intervals.  
 
 
Figure 7.8. Predicted probabilities of dry and wet observations for observations. 
 
As it is possible to see from Fig. 7.8, the chosen logistic model predicts with higher accuracy 
locations that are wet than those that are dry. The reason is that the data used for the logistic model's 
calibration are time histories of storm surge, where the number of dry records is way smaller than 
the number of wet records. Fig. 7.9 shows the fittings of the training data for the random field 
model. In particular, Fig. 7.9(a) shows the calibration for the initial model, which has a MAPE of 
0.561, and Fig. 7.9(b) shows the fitting of the data used in the update that is made 24 hours after 
the initial time of the record of Hurricane Michael (i.e., 63 hours before the landing of the 
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hurricane), which has a MAPE of 0.188. In this time span of 24 hours, there are eight records for 
each NOAA station that are used for the update. The records of the NOAA station located at 
(30.56517˚N, 88.08800˚W) are not used in the update but for further model validation.  
 
 
Figure 7.9. Fitting of the training data for the random field model trained with (a) the initial data 
sampled from the training data set and (b) records for the update at 63 hours from landing.  
 
7.5 Predictions for the storm surge application  
 
In this case, the proposed formulation is used to make predictions for Hurricane Michaels. After 
the initial predictions, the models are updated twice, after 24 and 45 hours, to show the possibility 
of performing real-time updates and the consequent improvements in the predictions.  
 
7.5.1 Initial predictions 
 
Fig 7.10 shows the comparison of the initial predictions with the observations. Such predictions 
are obtained assuming to have exact hurricane forecasts and, consequently, using the real track of 
Hurricane Michaels. Also in this case, the information provided by the logistic model and the 
random field are combined. The dots represent the median predictions versus the actual 
observations, and the shade of the color is associated with the probability of the location being 
wet. Fig. 7.10 shows that predictions of higher storm surge are associated with higher probabilities 
of the locations being wet and higher errors in the predictions. The MAPE of these predictions is 
0.291. In this case, the modest accuracy of the predictions is expected because they are obtained 
from the generic model trained for the whole U.S. East and Gulf coasts before tailoring the model 
to a specific location or a particular hurricane with an update.  
(a) Initial predictions        Update (b) 
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Figure 7.10. Initial predictions (for the real track of Hurricane Michael). 
 
To better evaluate the accuracy of the predictions, Fig 7.11 shows the comparison between the 
time histories of the predictions and records at three locations.  
 







Figure 7.11. Initial predictions of storm surge heights at three NOAA stations: (a) location a, (b) 
location b, and (c) location c. 
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The coordinates of the three locations are (30.15228˚N, 85.66694˚W) for location a, (30.40439˚N, 
87.21119˚W) for location b, and (30.41319˚N, 88.40289˚W) for location c. Fig.7.12 shows these 
three locations together with the track of Hurricane Michael.  
 
 
Figure 7.12. Locations of the predictions track of Hurricane Michael. 
 
Also in Fig. 7.11, the predictions are made assuming to have exact hurricane forecasts. In the 
figure, the orange dots are the recorded values, and the blue lines show the initial predictions. 
Location a is the closest to the landing site of the hurricane and experiences the highest storm 
surge among the three locations. It is also the location for which we have the best initial prediction. 
For locations b and c, instead, although the predictions capture the trend in the time evolution of 
the storm surge, they are not accurate. In particular, for location c, the predictions show a bias that 
remains almost constant in the different time steps. 
 
7.5.2 Updated predictions 
 
Fig 7.13 shows the comparison of the updated predictions with the observations. The comparison 
is made for all the records in the time span that goes from 63 hours before the landing to the landing 
of the hurricane. Such predictions are obtained by using the same real track of Hurricane Michaels 
used for the initial predictions. The MAPE of these predictions is 0.149. 
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Figure 7.13. Initial predictions (for the real track of Hurricane Michael). 
 
Fig. 7.14 shows the time histories of the predictions of storm surge height for locations a, b, and c 
that are obtained with the updated model. 
 







Figure 7.14. Updated predictions of storm surge heights at three NOAA stations: (a) location a, 
(b) location b, and (c) location c. 
Updated predictions 
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In Fig. 7.14, the black dots represent the records used for the update. In this case, the use of this 
data for the update brings in the model information both on the location where we are making the 
predictions and on the hurricane that is generating the storm surge. Both Fig. 7.13 and Fig. 7.14 
show a large improvement in the accuracy of the predictions. However, despite this general 
improvement, it is still possible to notice a clear bias in the predictions at location c. However, if 
we consider an additional location d (30.40625˚N, 88.24781˚W), close to location c so that the two 
locations would be indistinguishable in Fig. 7.12, the predictions for this location do not show any 
bias (see Fig. 7.15). Since locations c and d are described by almost the same explanatory 
functions, it can be inferred that there is a local geographical characteristic that increases the storm 
surge and that such characteristic cannot be taken into account by the presented formulation.  
 





Figure 7.15. Predictions of storm surge heights at location d: (a) initial predictions, (b) 
predictions after the first update. 
 
Fig. 7.16 shows the time history of the storm surge height at location b that is predicted after a 
second update of the model and compares it with the time histories obtained with the initial model 
and the model obtained after the first update. As it is possible to notice, the second update does 
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Figure 7.16. Predictions of storm surge heights at location b: (a) initial predictions, (b) 
predictions after the first update, (c) predictions after a second update. 
 
7.5.3 Predictions with hurricanes’ forecasts 
 
All predictions showed in Subsections 7.5.1 and 7.5.2 are obtained considering an exact forecast 
and using the real track and intensity recorded for Hurricane Michael in the predictions. However, 
in real applications, the forecast may contain significant uncertainties in both track and intensity. 
To check the sensitivity of the formulation to the use of forecasts instead of actual records of 
hurricanes, in Fig. 7.17 and Fig. 7.18, we compare the predictions obtained in these two cases. The 
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Figure 7.17. Comparison between predictions obtained with hurricane record (a) and forecast (b), 
and differences between the two predictions (c). 
 
The first column of Fig. 7.17 compares the predictions obtained with the hurricane records (Fig. 
7.17a) and an initial forecast made 87 hours before landing (Fig 7.17b). Similarly, the second 
column compares the updated predictions obtained considering the hurricane records (Fig. 7.18a) 
and a second forecast made 64 hours before landing (Fig 7.18b). The last rows of Fig. 7.17 and 
Fig. 7.18 show the percent difference in the predictions made with hurricane records and forecasts 
for both the initial model (Fig. 7.17c) and the updated model (Fig. 7.18c). 
 
Using the hurricane characteristics forecasted 87 hours before landing, the difference in the 
predictions goes up to 20% of the maximum predicted value, which is ~1m. Such a difference is 
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Figure 7.18. Comparison between updated predictions obtained with hurricane record (a) and 
forecast (b), and differences between the two predictions (c). 
 
Fig. 7.18c shows that, after the update, the difference between the predictions obtained with the 
recorded and forecasted tracks and intensities decreases. This reduction is partly explained by the 
data used for the updates bringing in the model additional information and partly by the forecast's 
accuracy that increases after 24 hours. 
 
The NOAA stations acquire water levels records and, consequently, storm surge data in real-time, 
so it is feasible to consider updating the model in real-time. However, in the more general case, a 
prediction is made for a location that is far from a NOAA station. To simulate this eventuality, we 
considered a location e (30.56517˚N, 88.08800˚W) whose records have been used neither in the 
initial model calibration nor in the update (see Fig. 7.19). 
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Figure 7.19. Location e and tracks of the forecast used for the predictions. 
  
Fig. 7.20 shows the predictions for the storm surge height obtained with the initial model and with 
the updated models. The predictions are made considering the three forecast already mentioned in 
subsection 7.2.2. After the first update (Fig. 7.20b), there is an improvement in the predictions 
with a partial correction of the initial bias shown in Fig. 7.20a. Also in this case, the second update 
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Fig. 7.20. Predictions of storm surge heights at location e: (a) initial predictions, (b) predictions 









Hazard maps are an essential instrument for the choice and design of mitigation and adaptation 
strategies both at the level of the built or modified natural environment and at the community level. 
Damage and loss estimates can be used to compare mitigation and adaptation strategies, in decision 
models for life-cycle risk assessment of structures and infrastructure, and in financial models. 
Specifically considering financial models, this chapter shows how the results of the risk analysis 
can inform the insurance premiums and the pricing of CAT bonds. 
 
8.2 Use of storm surge predictions 
 
Storm surge predictions can be used in the form of hazard maps that provide information (e.g., the 
base flood elevation) for the choice of mitigation and adaptation strategies. As an example, Fig.8.1 
shows a hazard map for the city of Miami produced with the predictions of the presented 
formulation considering Hurricane Sandy. At the level of the built or modified natural 
environment, hazard maps can be used to guide in the development of adaptation strategies. Such 
strategies could be both interventions on structural elements (e.g., elevating buildings on piles, 
installing breakaway walls, improving pile foundations, installing opening in foundation walls), 
and on nonstructural elements (e.g., elevating equipment, constructing flood-resistant equipment 
enclosures) (FEMA 2005). The development of accurate hazard maps that account for the effects 
of climate change play an essential role in defining the specific design characteristics of such 
adaptation strategies (i.e., the height of the elevated floors and the characteristics of breakaway 
walls.)  
 
At the community level, hazard maps can inform on the effectiveness of mitigation strategies in 
terms of their ability to reduce the effects of climate change on the characteristics of the hazard. 
Hazard maps can also be used as a planning tool for environmental and human adaptation 
 
 90  
strategies. For the environmental adaptation strategies, hazard maps may help identify the most 
significant locations and characteristics of structures such as seawalls, levees and storm surge 
barriers (FEMA 2005), or green infrastructure such as wetlands. For the human adaptation 
strategies, hazard maps may help establish evacuation routes, define high-risk areas where 
development should be avoided by enforcing specific zoning policies, and define the most suitable 
areas for relocation that could be a successful way to adapt to both sea level rise and storm surge 
(Olshansky 2018).  
 
 
Figure 8.1. Hazard map for the city of Miami produced considering Hurricane Sand. 
 
8.3 Use of damage and loss estimations 
 
Damage and loss distributions obtained from the third step of the framework can be used for the 
comparison of mitigation and adaptation strategies through the evaluation of their cost-
effectiveness (Bjarnadottir et al. 2011), in decision models for life-cycle risk assessment of 
structures and infrastructure (Gardoni et al. 2016a, Lee and Ellingwood 2017), and in financial 
Water height [ft] 
High: 14.50 
 
Low:   0.00 
Miami  
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models used to devise strategies to edge the risks (Grace et al. 2005, Jaffe et al. 2010, Hofer et al. 
2018, Hofer et al. 2019). This section focuses specifically on the use of the damage and loss 
estimations in financial models and specifically on the insurance premium and CAT bond pricing. 
Insurance premium and CAT bond pricing, although different, are both directly affected by the 
risk associated with the policy (Grace et al. 2005) and the uncertainties in their estimation (Hofer 
et al. 2018, Hofer et al. 2019). Modern pricing techniques can be used to devise effective risk 
hedging opportunities. To be effective, such techniques need accurate loss estimations that account 
for the underlying uncertainties. 
  
The pricing of insurance premiums depends on several factors, such as the required deductible, the 
desired coverage amount, and the risk associated with the policy. The deductible and the coverage 
amount are set a priori. On the other hand, the risk associated with the policy is more difficult to 
define because it depends on several aspects such as the kind of hazard and the characteristics of 
the insured property (e.g., type and location.) Different insurance companies adopt different 
formulations for pricing the premiums. Using a generic formulation, Contento et al. (2017) 
compared the expected hurricane insurance premiums considering the present climate conditions 
as well as the RCP 8.5 climate change scenario. The results suggested an increase in the premium 
due to the effects of climate change that ranges from 5% to 20% depending on the type of building 
to be insured. There are several strategies to avoid excessive increases in premiums. The most 
common strategies consist in acting directly on the premium by adding or increasing the 
deductible, transferring part of the insurance exposure to reinsurance companies, or transferring 
part of the insurance risks to the capital market using insurance-linked securities like CAT bonds 
(Ou Yang 2010, Hofer et al. 2018).  
 
CAT bonds are risk-linked securities that transfer a specified set of risks from a sponsor to 
investors. CAT bonds are structured as coupon-paying bonds with default linked to the occurrence 
of a trigger event. There are different types of trigger events for hurricane CAT bonds. Some of 
them are related to the occurrence and characteristics of the individual event (i.e., the occurrence 
of a hurricane with an intensity higher than a predefined threshold); others are related to the 
consequences of the event (i.e., the exceedance of a set amount of losses for a single insurance or 
in a specific area of interest.) In both cases, the trigger event may be affected by the effects of 
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climate change. For the first type of trigger events, the effects would be captured by the results of 
Steps 1 and 2. For the second type, the effects would be captured by the results of Step 3. 
 
8.4 Example of the use of damage and loss models  
 
Insurance companies regularly rely on complex catastrophe models for pricing premiums. 
However, these models do not include a projection of climate change effects and rely on historical 
events. While plenty of data is available for the most common lines of insurance, scarcity of data 
is one of the primary issues for catastrophe insurance dealing with extreme events such as 
earthquakes, tornados, and hurricanes. In addition, due to the effects of climate change, the 
available data may not be representative of future occurrences of weather-dependent catastrophic 
events, such as floods and hurricanes. Instead of being limited to historical data, estimating 
aggregate losses of simulated events that account for climate change provides important 
information for insurance companies. Estimates of future losses could forecast the necessity of 
increases in premiums, design of premium-reducing strategies, and long-term hedging strategies. 
This link between climate change and insurance seems to have been underestimated. 
 
Tools needed to quantify hurricane hazards, perform a vulnerability assessment of structures and 
infrastructure (Gardoni and LaFave 2016), and consequently design insurance strategies based on 
the estimate loss, are already separately available in the literature and used in other fields. The two 
main elements required for the analysis are models of the physical phenomenon (the hurricane in 
this dissertation), and risk analysis methodologies (Gardoni 2017) along with computational tools 
that allow computing the expected losses. On the one hand, as mentioned before, several physics-
based and stochastic hurricanes models exist (Emanuel et al. 2006, Vickery et al. 2000). They have 
been used for hurricane simulations based either on temperature projections (Rosowsky et al. 
2016) that have obtained under specific assumptions of climate change scenarios (Taylor et al. 
2012) or on future temperatures estimated from grid-based auto-regressive integrated moving 
average models (Lee and Ellingwood 2017). Some models can even consider concurrent 
phenomena such as hurricanes and rainfall (Mudd et al. 2016). On the other hand, catastrophe risk 
analysis is a relevant topic of the latest years (Gardoni et al. 2016b, Murphy et al. 2018). Software 
like HAZUS (FEMA 2012) and MAEViz (Elnashai et al. 2008) are commonly used to compute 
loss estimates for different catastrophic events such as earthquakes and hurricanes (Bai et al. 2003). 
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In this example, damage and loss models are used to understand the influence of climate change 
in hurricane insurance and propose a premium-reducing strategy to reduce the impact of climate 
change on the insurance premiums. Samples of hurricane occurrences taking into account one of 
the future climate change scenarios presented in the International Panel on Climate Change Fifth 
Assessment Report, IPCC AR5 (IPCC 2013), are used. Specifically, the analysis focuses on the 
worst possible scenario defined by the Representative Concentration Pathway (RCP) 8.5, which 
presents the highest year 2100 radiative forcing level. The model presented in (Vickery et al. 2000) 
is adopted for the hurricane simulation. To consider the effect of climate change, model parameters 
such as the mean value for the distribution of future annual hurricane occurrences and the 
temperature both at the sea surface and atop of the stratosphere are taken either directly from global 
climate model projections or literature analyses (Emanuel 2016). The simulated hurricanes are 
then used in HAZUS to derive the distribution of the expected losses taken as a basis to present 
consequences for the pricing of insurance premiums and premium-reducing strategies. A new 
financial instrument similar to CAT bonds (Burnecki and Kukla 2003), specifically designed to 
help reduce premiums, is presented. The current approach is a prototype version that includes 
several simplifications and approximations that could be described in a more sophisticated way. 
However, the results allow a qualitative discussion of possible implications of climate change. 
 
8.4.1 Hurricane’s simulations 
 
The adopted model relies on the statistical properties of historical hurricanes derived from the 
Atlantic hurricane database, HURDAT2 (Hurdat2 2016). For each year of simulation, the number 
of storms ny is sampled from a negative binomial distribution (alternative versions of the model 
use a Poisson process). For each storm, the relevant parameters required to define its genesis, such 
as position, initial values of translation speed, v0, storm heading angle, 0 , and central pressure (air 
pressure at the hurricane eye), 0cp , are also sampled from the HURDAT2 database. An empirical 
tracking model, Eq. (1), defines the evolution of the hurricane’s track in 6-hour interval steps. At 
each interval, increments of translation speed, v, and heading angle,   that lead the track from Step 
i to Step i+1, are evaluated with a linear regression. In the regression, the predictors are longitude 
  and latitude   of the storm, translation speed v, and heading angle   at present and previous step 
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        (8.1) 
 
where   is a random error. The regression coefficients 
ja and kb  are determined separately for 
easterly and westerly headed storms. They are grid-based coefficients defined on a 5º × 5º grid 
over the entire Atlantic Basin. Once the track is defined, the central pressure of the hurricane is 
obtained at 6-h intervals. Two different models are applied before and after the landing of the 
storm, the relative intensity central pressure model, Eq. (2), and the central pressure decay model, 
respectively. Before the landing or over water, the initial relative intensity is calculated as function 
of the initial central pressure, the SST, sT , and the temperature at the top of the stratosphere, 0T , as 
explained by Darling (1991). For the subsequent 6-h intervals, the relative intensity is evaluated 
from a grid-based regression model 
 
( )1 0 1 2 1 3 2 4 ( 1) 5 ( 1)ln ln ln lni i i i s i s i siI c c I c I c I c T c T T + − − + + = +  +  +  + + − +            (8.2) 
 
where lc  are grid-based coefficients and   a random error. For the track steps occurring over land, 
the central pressure decay model presented by Rosowsky et al. (2016) is adopted. At each step of 
the track, the storm hazard is assessed by evaluating the radius to maximum wind speed Rmax and 
the surface wind speed V. The radius to maximum wind speed Rmax is obtained from Eq. (8.3) 
 
    ( )
2
maxln 2.636 0.00005086 1013 0.0394899cR p   = − − + +       (8.3) 
 
The wind speed V is derived from Eq. (8.4)  
 
                          
2









− − − =         (8.4) 
 
where VT is the translation speed of the storm, α is the clockwise angle from the direction of 
motion, f is the Coriolis parameter, rd is the radial distance from the storm center, ρ is the air 
density, and p is the pressure at distance rd.  
 
 
 95  
The projections obtained for SST and temperature at the top of the stratosphere, 0T , can be used 
in the hurricane model in place of historical records. However, instead of using the results of a 
specific model, to account for the metadoxastic uncertainty in the models (Murphy et al. 2011), a 
common practice is to consider multi-model ensembles to increase the reliability of the projections 
(Tebaldi and Knutti 2007). Although it is difficult to forecast the trend in hurricane occurrences 
directly with high-resolution ACGCMs and ESMs, the dataset produced by the fifth phase of the 
CMIP (CMIP5) has been used as initial and boundary conditions in several studies that simulate 
the future trends in hurricane occurrences in different basins for each possible scenario (Emanuel, 
2013). Some of these studies explicitly report the projections of statistics of future hurricane 
occurrences that can be used inside the adopted model to simulate the hurricane genesis. 
 
8.4.2 Loss estimations 
 
Once the hurricane occurrences are simulated, the HAZUS Wind Model is used to produce loss 
estimates (Vickery et al. 2006). The software implements a hazard-load-resistance-damage-loss 
approach. Each component, i.e., the hazard model, is developed independently from the others. It 
is important to note that, in this methodology, the physical damage model and the loss (economic 
damage) model are separate components, and that the result for each building represents the 
average of buildings having similar characteristics. The software already embeds databases for 
structures, demographic aspects, and infrastructure. However, to increase accuracy, the building 
inventory may be enhanced.  
 
The physical damage modeling is mainly focused on failures of cladding, exterior components, 
and entire roofs of residential buildings. Wall failures are also modeled for masonry and wood 
frame walls, while foundation failures are only modeled for manufactured homes. For each type 
of building, HAZUS utilizes damage functions in the form of fragility curves that estimate the 
probability of being in a state of damage given the median of the hazard intensity measure, that for 
hurricanes is the peak gust wind speed. Vickery et al. (2006) describe the load and resistance 
methodology used to construct the fragility curves in detail. 
 
The model implemented in HAZUS for direct losses is a physically-based, damage-to-loss model. 
In this model, the building is subdivided into costing subassemblies, and for each of them, the 
 
 96  
losses are evaluated using both explicit and implicit costing techniques that are different for 
residential buildings, manufactured homes, commercial buildings, and essential facilities. The 
information on the cost configuration of each building is then combined with the building damage 
state to define the economic loss. The software allows to evaluate different kind of losses, but the 
present analysis only considers structural losses due to repair and replacement for damaged 
building envelope components and losses deriving from damage to building contents. Once the 
losses due to each hurricane are calculated, those related to the same year are added, and the annual 
loss distribution is evaluated. 
 
8.4.3 Insurance premiums evaluation 
 
Premium pricing for insurance against catastrophe events is a major concern for both insurance 
companies and homeowners (Gardoni et al. 2016b). For insurance companies, there is a critical 
balance between pricing competitively and losing money. High prices make the policies 
unaffordable for the homeowners, and on the other side, lower prices may leave insurance 
companies bankrupt in case of a catastrophe event. Therefore, pricing of premium is a critical 
operation for any insurance company, and most insurance companies continuously analyze their 
pricing methodologies to remain competitive and look for alternative risk hedging opportunities.  
 
The process of premium pricing is directly affected by the risk associated with the policy and other 
factors such as deductible, DE, and coverage amounts.  The risk associated with the policy depends 
not only on the hazard but also on the characteristics of the insured building, such as type and 
location. In order to calculate the premium for the insurance policy for each type of building, the 
input values of Exposure, E, and Expected Losses, EL, are required. Often insurance companies 
increment Expected Losses, L = E[L], by a risk load, RL, taken as a fixed percentage of the 
standard deviation, 2
LRL = , where 
2
L  = E[( LL − )
2],  is the percentage that varies from 
company to company, and L denotes the cumulative annual catastrophe losses. From these values, 
it is possible to evaluate the Loss Ratio, LR = (EL+RL)/E, also known as Pure Premium. This 
value is then modified to include administrative costs, like commissions and taxes, as a percentage 
of the premium known as Expense Ratio, ER. Therefore, the Gross Premium, GP, which is roughly 
the amount that customers pay, can be evaluated as 
 
 
 97  
 







         (8.5) 
 
In most cases, insurance companies adopt a more sophisticated approach that also includes a load 
for outward reinsurance margin, RM, and the cost of capital, CC. In this case, a modified version 
of Eq. (8.5) can be used for pricing catastrophe perils as 
 
    
( ) ( )( )1 (1 ) 1 (1 )
(1 ) (1 )
LR RM CC EL RL RM CC
GP
ER E ER
+ + + + +
= =
− −
               (8.6)  
 
Common strategies to avoid excessive increases in premium consist in acting directly on the 
premium, adding or increasing the deductible, transferring part of their exposure to reinsurance 
companies, or transferring part of their risks to the capital market using insurance-linked securities 
like catastrophe bonds, commonly named CAT bonds (Ou Yang 2010). By increasing the 
deductible, part of the risk is shifted to the insured. In order to incorporate the deductible value, 
the loss ratio is modified as LR = (EL−DE)/E and substituting this value in Eq. 8.5 the new value 
of the Gross Premium can be found. An increase in the deductible, anyway, may make the 
insurance product less appealing to buyers as much as an increase in premium. Moreover, state 
laws influence deductibles so they cannot be freely adjusted. Therefore, the option of transferring 
their risk to the capital market may be attractive for insurance/reinsurance protection. This option 
is the base of the proposed premium-reducing strategy presented next. 
 
In order to reduce the premiums for the homeowners, we propose a mechanism for a derivative 
similar to CAT bonds (Ou Yang 2010) but designed to reduce the premiums for the homeowners 
and having a 1-year maturity time. The structure of the new derivative is similar to that of CAT 
bonds and involves four parties: an insurance company as sponsor, a special purpose vehicle SPV 
which is legally obligated to follow the contract, a collateral account (to secure the bonds), and the 
investors. The basic structure is shown in Fig. 8.2. The sponsor sets up SPV to issue bonds, and 
investors buy these bonds in lieu of greater yield. The capital is secured in the collateral account, 
and if the bond is triggered, money is transferred to insurance companies; otherwise, investors get 
their capital with interest. The trigger event could be of parametric, indemnity, modeled losses, or 
hybrid type and is bond specific.  
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Figure 8.2. CAT Bonds mechanism. 
 
These bonds would be attractive to investors because they would provide a high yield and are a 
relatively safe investment since maturity time is only one year. Since the risk is distributed, and 
consequently, the insurance companies’ exposure is reduced, the risk load factor could be reduced 
to design more competitive prices. Considering such bond with trigger type as modeling losses, 
the capital C is lost if, over the maturity period of 1 year, the cumulative modeled losses of the 
insurance company, L, exceed a defined threshold d. This condition translates to  1 L dC C =   
where  1 L d  is the indicator function. Investors Expected Losses, ELinv, can be calculated as   
 
    
   1E Pinv L dEL C L dC  = =            (8.7) 
 
Using this derivative, part of the risk is transferred from a ceding company to the capital market 
and hence gets diluted. However, in this case, the Expense Ratio for the companies would also 
include the cost of structuring the bonds. In this restructured scenario, insurance companies are 
only exposed to the threshold loss d and hence Expected Losses for insurers, Lins, are recalculated, 
and the new Loss Ratio can be defined as:  
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8.4.4 Application to a case study 
 
Under the assumption that selecting a populated area, such as Miami, could better highlight effects 
on the insurance industry, all the storms affecting South-East Florida are selected among those 
simulated. Specifically, the interest is focused on the counties of St. Lucie, Martin, Palm Beach, 
Broward, and Miami-Dade. As previously anticipated, the hurricane samples are generated 
considering only the effects of the extreme case of high radiative forcing at year 2100, the RPC 
8.5. Six different models (BCC-CSM1.1, CCSM4, GFDL-CM3, GFDL-ESM2M, HadGEM2-ES, 
IPSL-CM5A-LR, MIROC5, and MIROC-ESM) are used to obtain the multi-model projections of 
SST and temperature at the top of the stratosphere. All the projections are homogenized in a 2º × 
2º grid of the Atlantic basin. The increase in the annual mean hurricane occurrence is taken as the 
mean value of those reported by Emanuel (2013) that are based on projections from six different 
models (CCSM4, GFDL-CM3, HadGEM2-ES, MPI_ESM_MR, MIROC5, and MRI-CGCM3). 
 
To simulate the hurricane tracks, we adopt a modified version of the code used by Lee (2015). In 
2,000 years, a total of 33,226 storm occurrences was simulated, only 686 of which affecting South-
East Florida in 569 distinct years. Among all these storm simulations, only the 279 that in the area 
of interest have a wind speed greater than 40 mph are used for the loss estimation in HAZUS. For 
the selected tracks, the 6-h intervals are reduced to 1-h intervals with linear interpolation. Some 
sample tracks among those generated are shown in Fig. 8.3. 
 
 
Figure 8.3. Sample tracks. 
 
 100  
For each simulated hurricane track, HAZUS provides expected losses separately for each of the 
five types of building considered: wood, masonry, concrete, steel buildings, and manufactured 
homes. From a geographical point of view, losses are cumulated either for census track or for 
County. The loss data obtained have been fitted with a beta distribution. Table 8.1 provides, for 
each type of building, the mean and the standard deviation of annual loss and the total exposure in 
the area considered. Moreover, in Table 8.1, the probabilities of exceeding three predetermined 
levels of losses (30%, 50%, and 70% of the total exposure E) are reported.  
 
Table 8.1. Loss statistics (in thousands of dollars), total exposure (in thousands of dollars),  
and probabilities of exceeding predetermined damage thresholds.  
 Wood Masonry Concrete Steel Manufactured 
Mean 1.77×106 1.82×106 1.53×105 5.06×105 2.44×104 
Stan. Dev. 7.23×106 9.36×106 1.01×106 2.71×106 1.00×105 
Exposure 2.22×108 3.58×108 4.35×107 7.71×107 3.41×106 
 P 0.3L E  1.28×10−4 7.92×10−5 7.22×10−5 2.01×10−4 8.78×10−5 
 P 0.5L E  1.03×10−5 6.33×10−6 7.90×10−6 3.44×10−5 5.33×10−6 
 P 0.7L E  3.04×10−7 1.86×10−7 3.71×10−7 3.11×10−6 1.03×10−7 
 
Using the values shown in Table 8.1, it is possible to evaluate the Gross Premium as in Eq. (8.6) 
assuming a 25% Expense Ratio, ER,  = 0.3 in the RL, and 5% loads for outward reinsurance 
margin, RM, and cost of capital, CC. The 25% load assumed for ER is a conservative value since 
the current market mean is around 27-28%.  
 
Table 8.2. Gross Premium [%] for the different building typologies.  
 Wood Masonry Concrete Steel Manufactured 
GP[%] 2.61×10−2 1.90×10−2 1.54×10−2 2.51×10−2 2.35×10−2 
 
A comparison with current market values is difficult because insurance premiums differ from 
company to company, and it is not easy to find load estimates for the outward reinsurance margin, 
RL, and the cost of capital, CC. However, making a simplified comparison with the values 
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An example of the results obtainable with the proposed strategy is presented in Tables 8.3-8.5. 
Loss Ratio is calculated according to Eq. (8.8). In this example, the Risk Load is 25% of the 
standard deviation of the losses. The Expense Ratio is increased from 25% to 30% to incorporate 
the costs of issuing the bonds. Outward reinsurance margin, RM, and cost of capital, CC, are still 
set at 5%. In Tables 8.3-8.5, all values are in thousands of dollars except the Gross Premium that 
is given as a percentage. 
 
Table 8.3. Gross Premium [%] for d = 0.3E. 
 Wood Masonry Concrete Steel Manufactured 
d 6.67×107 1.07×108 1.31×107 2.31×107 1.02×106 
ELinv 2.84×104 2.84×104 3.14×103 1.55×104 2.99×102 
ELins 1.73×105 1.76×105 1.49×104 9.87×104 2.33×103 
RL 1.81×106 2.34×106 2.53×105 6.78×105 2.50×104 
LR 9.05×10−3 7.11×10−3 6.22×10−3 1.03×10−2 8.10×10−3 
GP[%] 1.43×10−2 1.12×10−2 0.90×10−3 1.62×10−2 1.28×10−2 
Table 8.4. Gross Premium [%] for d = 0.5E. 
 Wood Masonry Concrete Steel Manufactured 
d 1.11×108 1.79×108 2.18×107 3.86×107 1.71×106 
ELinv 2.29×103 2.27×103 3.44×102 2.65×103 1.82×101 
ELins 2.73×105 2.40×105 2.20×104 8.21×104 3.01×103 
RL 1.81×106 2.34×106 2.53×105 6.78×105 2.5×104 
LR 9.22×10−3 7.21×10−3 6.32×10−3 9.89×10−3 8.22×10−3 
GP[%] 1.45×10−2 1.14×10−2 9.95×10−4 1.56×10−2 1.29×10−2 
 
Table 8.5. Gross Premium [%] for d = 0.7E. 
 Wood Masonry Concrete Steel Manufactured 
d 1.55×108 2.51×108 3.05×107 5.40×107 2.39×106 
ELinv 6.75×101 6.66×101 1.61×101 2.40×102 3.51×10−1 
ELins 2.49×105 2.53×105 2.39×104 9.66×104 3.11×103 
RL 1.81×106 2.34×106 2.53×105 6.78×105 2.50×104 
LR 9.27×10−3 7.24×10−3 6.35×10−3 1.00×10−2 8.24×10−3 
GP[%] 1.46×10−2 1.14×10−2 1.00×10−2 1.58×10−2 1.30×10−2 
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8.4.5 Conclusions from the example 
 
This section presented a framework to analyze the possible effects of climate change on hurricane 
insurance and proposed a premium-reducing strategy that can be used to reduce the impact of 
climate change on insurance premiums. Starting with simulations of hurricane occurrences, the 
losses are evaluated to compute future premiums. This approach has some limitations given that 
the chosen hurricane model does not consider the dependence on climate change of the regression 
coefficients in the hurricane-tracking and intensity models, and also assumes a stationary 
relationship between SST and pressure. However, the results obtained are the first step in the 
understanding of possible implications of climate change. In future studies, using more accurate 
hurricane models and more reliable projections of climate variables within the same framework 
presented here will allow an improved quantification. The preliminary analysis shows that, in the 
worst-case scenario of climate change, premiums for hurricane insurance may increase compared 
to published numbers. However, for future studies, this increment should be determined using the 
presented approach to simulate premium under current climate conditions. In order to 
counterbalance this increment, the structure of a derivative, similar to that of CAT bonds but 
specifically designed to reduce premiums, is proposed.  
 
The idea is insurance companies transferring a portion of the risk to the capital market using bonds 
with short maturity time (1 year) and, consequently, small default probability. The main point is 
to correctly define the threshold value d to set a proper trade-off between expected losses for 
investors and returns. Indicatively, a threshold d=0.5E seems the best suited for insurers and 
investors. It can be observed that, with this mechanism, the premium for homeowners reduces 
significantly. The presented approach gives the basis to define a more complex structure that can 
take into account economic and market aspects neglected here, i.e., that for the same expected loss 
the markets would charge more for volatile perils than for others. It also offers theoretically the 




CHAPTER 9: CONCLUSIONS 
This dissertation focuses on a probabilistic formulation for storm surge predictions. Such 
formulation provides predictions of storm surge and inundation that can be used in flooding risk 
analyses and are obtained with a limited computational burden compared to the high-fidelity 
physics-based storm surge models available in the literature. The two main elements of the 
formulation are a logistic model and a random field model developed with the Improved Latent 
Space Approach. The proposed formulation differs from the probabilistic model available in the 
literature because it adopts models that can be trained using at the same time data from high-
fidelity simulations and historical records. Predictions can be made at locations different from 
those used for the model calibration that are not necessarily alongshore. For each location 
considered for the predictions, the logistic model and the random field provide the probability of 
being wet and the prediction of storm surge height, or equivalently the water depth. In addition, 
we provided three different random field models with different types of mean structures of the 
objective field. 
 
The first application that is presented shows that the proposed formulation can be used to predict 
inundation heights. In addition, the models in the formulation can be calibrated with synthetic 
hurricanes that account for climate change effects. For this purpose, the logistic model and the 
random field are calibrated and tested using observations obtained with high-fidelity simulations 
for a specific region near the Pamlico River in North Carolina. Predictions obtained for three 
different random fields are compared. In all three cases, the predictions show a good agreement 
with the observations, especially in the case of the locations below the sea level and for high surge 
levels. Since the model does not account for local geographical features, the predictions of water 
depth below one meter, which are more influenced by such local geographical features, have lower 
accuracy. 
 
The proposed formulation captures the fundamental physics of the phenomena and can be updated 
using the Bayesian approach.  These characteristics have two notable consequences. The first is 
that, after the calibration, it is possible to extend the use of the logistic model and of the random 
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field to regions (neighboring the one considered in the calibration) where a limited amount of 
storm surge data are available. For such regions, the two models can be updated using only a few 
local observations coming, for example, from historical records. However, a possible limitation of 
the proposed formulation is that the accuracy of the models might change according to the size of 
the region and the number of additional records. The second is that the proposed probabilistic 
formulation can be used in an extended comparative analysis of the effects of different climate 
change scenarios on storm surge. It is possible for a defined region to train the logistic model and 
the random field with observations related to the present climate and then update the parameters 
with data from a limited number of simulations of storm surge events obtained for the different 
future climate change scenarios with high-fidelity physics-based models.   
 
The proposed mathematical formulation is general and applicable to any site. However, the model 
parameters and model selection presented in the first application is specific to the Tar River and 
Pamlico River area in North Carolina, and cannot be used for predicting storm surge at different 
locations. The lack of transportability of the model parameters and model selection obtained in 
this application is a limitation common to all other models in the literature. To use the proposed 
formulation for a different area wider than (as the one considered in the second application), a 
larger amount of data may be needed for the calibration of the model parameter and for the model 
selection. Additionally, further or different regressors (e.g., indicators variable that show the 
presence of estuaries or bays) and additional data can make the models suitable to predict storm 
surge heights for other locations maintaining the same modeling approach. As expected for any 
empirical model, the amount of data used in the calibration affects the accuracy of the results. If 
higher accuracy is needed, the presented formulation can be used by recalibrating the models with 
a larger amount of data or updating the existing models with new additional data. In addition to 
the amount of data used in the model calibration, the model accuracy is also affected by two 
fundamental choices for the model calibration that are i) the use of storm surge values at inland 
locations and ii) the use of a realistic set of hurricanes. 
 
The second application presented shows both that the proposed formulation can predict time 
histories of storm surge (up to the landing of the hurricane that generates the storm surge) and the 
real-time updating of the predictions. In this application, the logistic and the random field models 
require as input a forecast of the hurricane. In this case, the models are calibrated using actual 
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hurricane records and the relative storm surge data recorded by NOAA stations distributed along 
all the Atlantic and Gulf Coasts of the U.S.. In this case, since the area for which the model is 
calibrated is larger and more heterogeneous, a higher number of predictors (i.e., hurricane and 
location characteristics) and, consequently, explanatory functions is needed to obtain predictions 
with adequate accuracy. Although the models are initially not tailored to a specific location, the 
formulation provides predictions that capture the correct trend of the storm surge evolution. When 
the model parameters are updated using either data available for the same location (i.e., tailoring 
the models for the specific area of interests) or with initial data of storm surge caused by the same 
hurricane (i.e., performing a real-time update), the accuracy of the prediction increases. This 
application also shows that the model is not particularly sensitive to the uncertainty present in the 
currently available forecasts used as input for the predictions.  
 
The storm surge and inundation predictions obtained with the proposed formulation can be used 
to generate hazard maps that play an essential role in the choice of adaptation strategies both at the 
level of the built or modified natural environment and at the community level (Contento et al. 
2018). At the level of the built or modified natural environment, accurate hazard maps that account 
for the effects of climate change provide information (e.g., the base flood elevation) used to define 
the specific design characteristics of such adaptation strategies (i.e., the height of the elevated 
floors, and the characteristics of breakaway walls). At the community level, hazard maps are an 
effective planning tool for human and environmental adaptation strategies. They can be used to 
design the most significant locations and characteristics of structures such as seawalls, levees, and 
storm surge barriers (FEMA 2005), establish evacuation routes, define high-risk areas where 
development should be avoided by enforcing specific zoning policies, and define the most suitable 
areas for relocation. 
 
The proposed formulation can be used for developments in multiple directions. For example, 
although the storm surge has its pick around the landing of the hurricane, it could be interesting to 
model also its time evolution after the landing of the hurricanes. In general, it is not possible to use 
the models presented in the second application or calibrate a unique model for the pre- and post-
landing phases of the hurricane because, in these two phases, the physics of the phenomenon 
changes. However, the same formulation proposed in this dissertation can be used to develop 
specific models for the post-landing by including additional location characteristics such as the 
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soil type, the type of land use, and the presence and kind of vegetation. Another possible 
development is to focus on using the presented formulation for damage and loss analyses similar 
to the one presented in Chapter 8. In particular, it would be interesting to analyze the possible 
impact of climate change scenarios including in the storm surge predictions some direct effects of 
climate change such as the sea level rise. Considering the joint wind and storm surge damage 
would provide a more accurate estimate of the impact of future hurricane events. However, such 
development presents some challenges related to the uncertain development of building codes and 
built environments in coastal areas. Lastly, a possible improvement of the presented formulation 
would be to include an additional model, still based on a random field, which explicitly accounts 
for the rainfall effect. This model could be particularly useful for inundation predictions at 
locations farther from the coast where the water heigh due to rainfall may become prevalent over 
the water height due to the storm surge. 
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APPENDIX A: EXPLANATORY FUNCTIONS AND POSTERIOR STATISTICS OF 
THE PARAMETERS 
A.1 Explanatory functions and the posterior statistics of the parameters appearing in the 
models presented in Chapter 6 
 
This appendix presents selected explanatory functions and the posterior statistics of the parameters 
appearing in the models presented in Sections 6.4.1 and 6.4.2. Specifically, Table A.1-A.4 show 
the explanatory functions selected for the logistic model (Table A.1) and for the random field 
models (Table A.2-A.4) 
 
Table A.1. Explanatory functions selected for the logistic model. 
1 1h =  2 1 1 2 1 2
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h
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Table A.2. Explanatory functions selected for the random field model with linear mean function. 
Model calibrated with data in Group 1 
Mean 
function 
1 1h =  2 1 1 2 1 2
( , , , )
ij i i i
h g x s s s =  3 2 1 2 1 2( , , , )ii j i ih g s x s s
 =  
4 3 ij
h x =  5 1 1 2 1 2( , , , )i ij j i ih g x x s s
 =  
6 1ih s =  
7 2ih s =  8 3ih s =  9 4ih s =  
13 4 6/i ih s s =  
2
21 4ih s =   
Standard 
deviation 
1 1h =    
Generalized 
distance 
2 1 1 2 1 2( , , , )ij i i ih g x s s s
 =  3 2 1 2 1 2( , , , )ii j i ih g s x s s
 =  4 3 ijh x
 =  
5 1 1 2 1 2( , , , )i ij j i ih g x x s s
 =  
6 1ih s =  7 2ih s =  
8 3ih s =  9 4ih s =  13 4 6/i ih s s =  
2
21 4ih s =    
Model calibrated with data in Group 2 
Mean 
function 
 2 1 1 2 1 2( , , , )ij i i ih g x s s s
 =  3 2 1 2 1 2( , , , )ii j i ih g s x s s
 =  
4 3 ij
h x =  5 1 1 2 1 2( , , , )i ij j i ih g x x s s
 =  
6 1ih s =  
7 2ih s =  10 5ih s =  11 6ih s =  
12
2 1 2 1 2 3cos[ ( , , , ) ]i ij j i i i
h




105 4 6i ih s s =    
Standard 
deviation 
1 1h =    
Generalized 
distance 
2 1 1 2 1 2( , , , )ij i i ih g x s s s
 =  3 2 1 2 1 2( , , , )ii j i ih g s x s s
 =  4 3 ijh x
 =  
5 1 1 2 1 2( , , , )i ij j i ih g x x s s
 =  
6 1ih s =  7 2ih s =  
10 5ih s =  11 6ih s =  
12
2 1 2 1 2 3cos[ ( , , , ) ]i ij j i i i
h
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Table A.3. Explanatory functions selected for the random field model with inverse weighting 
mean function. 
Model calibrated with data in Group 1 
Mean 
function 
1 1h =  2 1 1 2 1 2
( , , , )
ij i i i
h g x s s s =  3 2 1 2 1 2( , , , )ii j i ih g s x s s
 =  
4 3 ij
h x =  5 1 1 2 1 2( , , , )i ij j i ih g x x s s
 =  
7 2ih s =  
9 4ih s =  11 6ih s =  
12
2 1 2 1 2 3cos[ ( , , , ) ]i ij j i i i
h





21 4ih s =  105 4 6i ih s s =    
Standard 
deviation 
1 1h =    
Generalize
d distance 
2 1 1 2 1 2( , , , )ij i i ih g x s s s
 =  3 2 1 2 1 2( , , , )ii j i ih g s x s s
 =  4 3 ijh x
 =  
5 1 1 2 1 2( , , , )i ij j i ih g x x s s
 =  
7 2ih s =  9 4ih s =  
11 6ih s =  
12
2 1 2 1 2 3cos[ ( , , , ) ]i ij j i i i
h




21 4ih s =  
105 4 6i ih s s =     
Model calibrated with data in Group 2 
Mean 
function 
1 1h =  2 1 1 2 1 2
( , , , )
ij i i i
h g x s s s =  3 2 1 2 1 2( , , , )ii j i ih g s x s s
 =  
4 3 ij
h x =  5 1 1 2 1 2( , , , )i ij j i ih g x x s s
 =  
8 3ih s =  
10 5ih s =  11 6ih s =  
12
2 1 2 1 2 3cos[ ( , , , ) ]i ij j i i i
h




13 4 6/i ih s s =  
2
21 4ih s =  105 4 6i ih s s =   
Standard 
deviation 
1 1h =    
Generalize
d distance 
2 1 1 2 1 2( , , , )ij i i ih g x s s s
 =  3 2 1 2 1 2( , , , )ii j i ih g s x s s
 =  4 3 ijh x
 =  
5 1 1 2 1 2( , , , )i ij j i ih g x x s s
 =  
8 3ih s =  10 5ih s =  
11 6ih s =  
12
2 1 2 1 2 3cos[ ( , , , ) ]i ij j i i i
h




13 4 6/i ih s s =  
2
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Table A.4. Explanatory functions selected for the random field model with mixed mean function. 
Model calibrated with data in Group 1 
Mean 
function      
(linear part) 
1 1h =  2 1 1 2 1 2
( , , , )
ij i i i
h g x s s s =  3 2 1 2 1 2( , , , )ii j i ih g s x s s
 =  
4 3 ij
h x =  5 1 1 2 1 2( , , , )i ij j i ih g x x s s
 =  
6 1ih s =  
7 2ih s =    
Mean 
function   
(inverse 
weighting) 
1 1h =  2 1 1 2 1 2
( , , , )
ij i i i
h g x s s s =  3 2 1 2 1 2( , , , )ii j i ih g s x s s
 =  
4 3 ij
h x =  
9 4ih s =  10 5ih s =  
11 6ih s =  
12
2 1 2 1 2 3cos[ ( , , , ) ]i ij j i i i
h




21 4ih s =  
Standard 
deviation 
1 1h =    
Generalized 
distance 
2 1 1 2 1 2( , , , )ij i i ih g x s s s
 =  3 2 1 2 1 2( , , , )ii j i ih g s x s s
 =  4 3 ijh x
 =  
5 1 1 2 1 2( , , , )i ij j i ih g x x s s
 =  
7 2ih s =  9 4ih s =  
11 6ih s =  
12
2 1 2 1 2 3cos[ ( , , , ) ]i ij j i i i
h




21 4ih s =  
105 4 6i ih s s =     
Model calibrated with data in Group 2 
Mean 
function      
(linear part) 
1 1h =  2 1 1 2 1 2
( , , , )
ij i i i
h g x s s s =  3 2 1 2 1 2( , , , )ii j i ih g s x s s
 =  
4 3 ij
h x =  5 1 1 2 1 2( , , , )i ij j i ih g x x s s
 =  
7 2ih s =  
8 3ih s =    
Mean 
function   
(inverse 
weighting) 
1 1h =  2 1 1 2 1 2
( , , , )
ij i i i
h g x s s s =  3 2 1 2 1 2( , , , )ii j i ih g s x s s
 =  
4 3 ij
h x =  5 1 1 2 1 2( , , , )i ij j i ih g x x s s
 =  
7 2ih s =  
8 3ih s =  10 5ih s =  
12
2 1 2 1 2 3cos[ ( , , , ) ]i ij j i i i
h






1 1h =    
Generalized 
distance 
2 1 1 2 1 2( , , , )ij i i ih g x s s s
 =  3 2 1 2 1 2( , , , )ii j i ih g s x s s
 =  4 3 ijh x
 =  
5 1 1 2 1 2( , , , )i ij j i ih g x x s s
 =  
7 2ih s =  8 3ih s =  
10 5ih s =  
12
2 1 2 1 2 3cos[ ( , , , ) ]i ij j i i i
h
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Table A.5 shows the posterior statistics of the parameters in the logistic model calibrated with data 
belonging to Group1. 
 
Table A.5. Posterior statistics of the parameters in the logistic model calibrated with data from 
Group 1. 
 1 1m  1 2m  1 3m  1 4m  1 5m  1 8m  1 9m  1 10m  
Mean 1.344 8.424 30.183 −6.403 −1.072 5.105 38.939 −0.483 
Standard deviation 0.760 1.642 2.635 0.508 0.208 0.729 26.734 0.220 
 1 11m  1 12m  1 20m  1 21m  1 22m  1 23m  1 24m  1 32m  
Mean 25.988 −0.223 0.156 −38.551 0.232 0.071 0.076 −3.603 
Standard deviation 26.055 0.120 0.656 28.113 0.117 0.352 0.166 0.680 
 1 82m  1 84m  1 93m  1 104m  1 105m  1 1235m  1 1347m  1 1481m  
Mean −1.252 −47.859 −0.120 −60.289 −26.694 0.467 61.961 49.125 
Standard deviation 0.862 12.014 0.118 13.877 27.701 0.178 13.860 12.634 
 
Tables A.6-A.11 show the posterior statistics of the parameters in the random field model for the 
six cases presented (i.e., three random field models with different mean functions and two 
calibrations for each of them with data from Group 1 and Group 2). In particular, Tables A.6 and 
A.7 present the posterior statistics of the parameters of the random field models that adopt a linear 
mean function. 
 
Table A.6. Posterior statistics of the parameters in the random field model with linear mean 
function calibrated with data from Group 1. 
 2 1mm  2 2mm  2 3mm  2 4mm  2 5mm  2 6mm  2 7mm  2 8mm  
Mean 1.313 0.239 1.469 0.180 0.051 −0.046 1.673 0.064 
Standard deviation 0.385 0.059 0.729 0.115 0.005 0.041 0.867 0.039 
 2 9mm  2 13mm  2 21mm  2v  2 2v  2 3v  2 4v  2 5v  
Mean −0.328 −0.202 0.144 1.210 34.075 84.502 86.081 16.378 
Standard deviation 0.112 0.049 0.063 0.076 2.371 5.905 5.988 1.159 
 2 6v  2 7v  2 8v  2 9v  2 13v  2 21v  
2   
Mean 1.240 41.327 0.104 16.623 27.823 15.152 0.515  
Standard deviation 0.531 3.586 0.002 2.432 3.124 2.401 0.028  
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Table A.7. Posterior statistics of the parameters in the random field model with linear mean 
function calibrated with data from Group 2. 
 2 1mm  2 2mm  2 3mm  2 4mm  2 5mm  2 6mm  2 7mm  2 10mm  
Mean 1.368 −0.564 −0.152 0.010 −0.122 −0.546 −0.281 −0.042 
Standard deviation 0.119 0.070 0.087 0.002 0.059 0.074 0.987 0.054 
 2 11mm  2 12mm  2 83mm  2v  2 2v  2 3v  2 4v  2 5v  
Mean 3.276 0.022 −3.519 0.185 16.478 21.941 84.457 12.701 
Standard deviation 1.459 0.005 1.418 0.014 1.726 3.636 12.233 1.940 
 2 6v  2 7v  2 10v  2 11v  2 12v  2 83v  
2   
Mean 6.875 21.106 19.137 0.660 57.184 5.565 0.467  
Standard deviation 0.918 2.649 2.880 0.051 8.759 0.587 0.026  
 
Tables A.8 and A.9 present the posterior statistics of the parameters of the random field that adopts 
a mean function based on the inverse distance weighting. 
 
Table A.8. Posterior statistics of the parameters in the random field model with inverse distance 
weighting mean function calibrated with data from Group 1. 
 2 1d  2 2d  2 3d  2 4d  2 5d  2 7d  2 9d  2 11d  
Mean 2.332 0.901 0.546 0.168 0.329 1.211 2.311 0.828 
Standard deviation 1.311 0.443 0.412 0.035 0.123 0.521 0.588 0.773 
 2 12d  2 21d  2 83d  2v  2 2v  2 3v  2 4v  2 5v  
Mean 2.546 0.212 0.701 0.048 16.478 21.941 84.457 12.701 
Standard deviation 0.739 0.062 0.427 0.034 1.726 3.636 12.233 1.940 
 2 7v  2 9v  2 11v  2 12v  2 21v  2 83v  
2   
Mean 6.875 19.137 0.660 57.184 21.106 5.565 0.433  
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Table A.9. Posterior statistics of the parameters in the random field model with inverse distance 
weighting mean function calibrated with data from Group 2. 
 2 1d  2 2d  2 3d  2 4d  2 5d  2 8d  2 10d  2 11d  
Mean 4.979 0.202 261.671 4.559 8.762 28.786 7.227 0.127 
Standard deviation 1.075 0.492 100.470 1.181 0.015 11.071 3.011 0.034 
 2 12d  2 13d  2 21d  2 83d  2v  2 2v  2 3v  2 4v  
Mean 4.602 0.108 0.265 0.144 0.049 48.677 44.277 33.838 
Standard deviation 5.461 0.069 0.091 0.066 0.012 8.068 8.941 4.827 
 2 5v  2 8v  2 10v  2 11v  2 12v  2 13v  2 21v  2 83v  
Mean 39.111 22.316 89.79 72.364 32.559 8.081 2.519 75.029 
Standard deviation 5.891 4.558 11.725 13.526 4.557 5.707 1.237 12.911 
 
2         
Mean 0.612        
Standard deviation 0.076        
 
Tables A.10 and A.11 show the posterior statistics of the parameters of the random field with the 
mixed mean function. 
 
Table A.10. Posterior statistics of the parameters in the random field model with the mixed mean 
function calibrated with data from Group 1. 
 2 1mm  2 2mm  2 3mm  2 4mm  2 5mm  2 6mm  2 7mm  2 1d  
Mean −0.252 0.132 1.806 0.117 −0.102 0.196 1.598 0.046 
Standard deviation 0.151 0.079 0.859 0.104 0.143 0.078 0.893 0.311 
 2 2d  2 3d  2 4d  2 9d  2 10d  2 11d  2 12d  2 21d  
Mean 0.139 0.474 0.597 0.049 0.101 1.001 0.704 0.115 
Standard deviation 0.035 0.461 0.113 0.015 0.025 0.562 0.721 0.015 
 2v  2 2v  2 3v  2 4v  2 5v  2 6v  2 7v  2 9v  
Mean 0.659 1.113 47.177 17.453 299.770 0.959 0.743 0.307 
Standard deviation 0.040 0.949 4.510 1.189 194.450 1.323 0.048 0.127 
 2 10v  2 11v  2 12v  2 21v  
2     
Mean 0.252 0.085 11.451 0.374 0.444    
Standard deviation 0.072 0.069 0.849 0.153 0.022    
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Table A.11. Posterior statistics of the parameters in the random field model with the mixed mean 
function calibrated with data from Group 2. 
 2 1mm  2 2mm  2 3mm  2 4mm  2 5mm  2 9mm  2 12mm  2 1d  
Mean 0.028 −0.070 0.071 0.220 0.071 0.024 0.641 3.416 
Standard deviation 0.303 0.311 0.444 0.147 0.258 0.147 0.654 0.812 
 2 2d  2 3d  2 4d  2 5d  2 7d  2 9d  2 10d  2 12d  
Mean 0.892 5.881 1.482 8.905 1.129 7.752 5.887 7.145 
Standard deviation 2.171 3.247 2.299 5.257 0.034 2.412 1.321 3.914 
 2v  2 2v  2 3v  2 4v  2 5v  2 7v  2 8v  2 10v  
Mean 0.484 64.846 35.532 94.407 55.478 0.891 0.171 3.992 
Standard deviation 0.057 10.511 4.277 12.276 7.131 0.095 0.068 0.579 
 2 12v  
2        
Mean 64.556 0.384       
Standard deviation 8.527 0.036       
 
 
 
