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Abstract 
This paper presents a new perspective on the traditional AI task of problem solving and 
the techniques of abstraction and refinement. The new perspective is based on the 
well-known, but little exploited, relation between problem solving and the task of finding a 
path in a graph between two given nodes. The graph oriented view of abstraction suggests 
two new families of abstraction techniques, algebraic abstraction and STAR abstraction. 
The first is shown to be extremely sensitive to the exact manner in which problems are 
represented. STAR abstraction, by contrast, is very widely applicable and leads to 
significant speedup in all our experiments. The reformulation of traditional refinement 
techniques as graph algorithms suggests several enhancements, including an optimal 
refinement algorithm, and one radically new technique: alternating search direction. 
Experiments comparing these techniques on a variety of problems show that alternating 
opportunism (Alto) a variant of the new technique, is uniformly superior to all the others. 
1. Introduction 
Path-finding, the task of finding the shortest path between two given nodes in a 
graph, has been studied in computer science (CS) for almost forty years. 
Theoretical advances are still being made [7] and real-world applications abound. 
For example, there are commercial products that find routes optimizing the cost 
or time to drive between two locations in a city or country. 
Path-finding arises as a subtask in many areas of artificial intelligence (AI). For 
example, in natural language understanding, lexical disambiguation has been 
partially solved by finding paths between word senses in a knowledge base [20]. 
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Another example is PROTOS [45], a case-based knowledge acquisition and 
reasoning system, that “explains” the differences between two cases’ features by 
finding paths connecting them in a conceptual network. Path-finding is also an 
integral part of robot motion planning. Although a robot’s state space and actions 
are continuous, modern techniques [9.26,27] for motion planning discretize the 
space, use standard CS techniques to find a path in the graph created by 
discretization. and then transform the path into a continuous motion. 
Path-finding is intimately related to the well-studied AI tasks of problem 
solving, planning, and heuristic search. The techniques developed for these tasks 
in AI differ from CS path-finding techniques in three main ways. Firstly, AI 
techniques extend and speed up the CS techniques by incorporating search 
control knowledge, such as problem specific heuristics. Secondly, unlike the CS 
techniques, the techniques developed in AI are not always guaranteed to find 
optimal paths. The aim in AI is to develop techniques that very quickly find 
near-optimal paths. 
The third difference between AI and CS techniques concerns how graphs are 
represented. In CS, graphs are typically represented explicitly, for example with 
an adjacency matrix or with an explicit list of successors for each node. By 
contrast, graphs are represented implicitly in almost all AI research (for 
exceptions see [4] and work cited therein). In an implicit representation each 
node is represented by a description in some language and its successors are 
computed by applying a set of successor functions (operators) to the node’s 
description. In AI the language used to represent nodes and operators is usually a 
STRIPS-like notation [13]. A node is described by a set of logical predicates 
(literals) and an operator is described by a precondition. A precondition is a set of 
literals a node must satisfy in order for the operator to be applicable to it, 
together with lists specifying which literals the operator adds to and/or deletes 
from the node’s description when applied. 
The speedup afforded by AI techniques would be welcome in any application 
currently using CS techniques. For example, in [9] Donald et al. propose to 
replace their current search technique, breadth first search, by A* [18]. 
There are two obstacles preventing AI techniques from being used to speed up 
applications currently using CS techniques. The first is that in these applications 
the graphs are represented explicitly, whereas the AI techniques require the 
graphs to be represented in the STRIPS notation. In fact, there is a generic way 
of encoding any explicit graph in the STRIPS notation with just one operator and 
two predicates (see Fig. 1). 
The only other obstacle to speeding up path-finding applications by using AI 
Operator Preconditions Deletes Adds 
move( node,, node,) 
at( node, ), 
‘ 
edge_ exists( node,, node,) 
’ {at(node,)} (at(node,)} 
Fig. 1. Generic way of encoding an explicit graph in STRIPS notation. 
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techniques is that good search control knowledge is needed to do so. Without 
good heuristics, for example, A* is no faster than standard CS techniques. 
Unfortunately, good search control knowledge is often not readily available 
[46]. Recognizing this, some AI research has investigated techniques to auto- 
matically generate search control knowledge, either by learning from experience 
(e.g. [39]) or by analyzing the description, i.e., the implicit representation, of the 
graph (e.g. [12,34]). 
Abstraction is the most widely studied analytical technique for creating search 
control knowledge. The general idea is to create from the given graph G a 
“simpler” graph G. To find a path between two nodes in G, one first finds a path 
J? between the corresponding nodes in G and then uses F to guide the search for 
the path in G. Various methods for using p to guide search have been studied; the 
most common one is called refinement. 
Having dealt with the only obstacles, it would seem that applications currently 
using CS path-finding techniques could be speeded up simply by using existing AI 
abstraction techniques. However, there is one additional obstacle that was not 
initially apparent. Existing abstraction techniques depend for their success on 
being given a “good” implicit representation. Consider, for example, ALPINE, a 
state-of-the-art abstraction system [30]. ALPINE can construct useful abstractions 
given certain implicit representations for the Towers of Hanoi graph (defined in 
Appendix A) but fails completely if given other implicit representations (e.g. the 
single operator representation [30, p. 2951. As it happens, the generic way to 
encode an explicit graph in the STRIPS notation is a “bad” representation for 
ALPINE. 
In this paper we investigate abstraction and refinement as techniques for 
searching explicitly represented graphs. This “graph oriented” approach to these 
topics is very different from the “description oriented” approach traditionally 
taken in AI. The main practical motivation for taking a new approach has been 
outlined in the preceding paragraphs: there exist important applications, even 
within AI, with explicitly represented graphs for which there is no known implicit 
representation that is “good” for existing abstraction techniques. 
At the technical level, the main contributions of this paper are new high- 
performance abstraction and refinement techniques. The new abstraction tech- 
nique , STAR abstraction, is specifically designed for explicitly represented 
graphs. Unlike any previous technique STAR abstraction is guaranteed to speed 
up search in a wide range of commonly occurring circumstances. Several new 
refinement techniques are presented, including one (Alto) that is superior in 
terms of robustness and performance. Although developed by analyzing existing 
refinement techniques from the graph oriented perspective, all the refinement 
techniques can be applied equally well to explicitly or implicitly represented 
graphs. The combination of STAR abstraction and AltO refinement often 
produces impressive speedup. For example, when applied to a road map of 
Pittsburgh, the “search effort” (defined below) required to find a route between 
two locations is almost 30 times less using STAR/Alto than using breadth first 
search. Moreover, the routes found are within 33% of the optimal length. 
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Because of their robustness, our new techniques also provide a fail-safe backup 
to existing techniques in the case of graphs that have a succinct implicit 
representation and are also sufficiently small that it is feasible to represent them 
explicitly. To illustrate this point, consider the Blocks World (defined in Appendix 
A). In [2] it is shown that. in the absence of domain specific search control 
knowledge, both the paper’s own planner and SNLP [36] suffer from a com- 
binatorial explosion with as few as 6 blocks. As there is a standard, succinct, 
implicit representation for the Blocks World. it is natural to apply ALPINE to this 
space. Unfortunately the standard representation is particularly bad for ALPINE; 
it produces no abstraction [30, p. 2961. But with 6 blocks the graph contains only 
7057 states and can readily be abstracted and searched using our new techniques. 
In addition to these technical contributions, we feel that, at a more general 
level. the graph oriented view of abstraction is itself a research contribution. It 
gives a fresh slant on an old subject which we have found particularly fertile. In 
the graph oriented view an abstraction is defined by partitioning a graph’s nodes, 
and any partitioning is a legitimate abstraction. This view immediately suggests a 
host of different abstraction (partitioning) techniques. Two are discussed in detail 
in this paper. but we have experimented with several others, and our software is 
written to make it easy to define new ways of partitioning (abstracting) and to 
combine multiple partitioning methods in an arbitrary manner. Likewise, the 
graph oriented view of refinement is simple and thought-provoking. Refinement is 
any technique for “caching” the results of search in the abstract graph and using 
them to guide (order or prune) search in the original graph. Described this way, 
possible refinement methods abound. In this paper alone we introduce edge-path 
refinement, node-path refinement, opportunism, first successor versus all succes- 
sors, alternating direction, and path marking. It is worth mentioning, although it 
will not be further discussed in this paper. that A* [18], HPA [43], and Graph 
Traverser [ 111 are also members of this broad family of refinement techniques 
[24,25]. This abundance of techniques for abstraction and refinement is unique in 
the literature, and is a direct result of the fertility of the graph oriented approach. 
It naturally leads to many ideas and, in addition, makes them simple to 
implement. 
Section 2 gives definitions for problem solving, abstraction. and refinement as 
they typically appear in the literature. The techniques described in this section are 
referred to as classical, to distinguish them from the novel techniques developed 
in Sections 4 and 5. Section 3 gives the graph oriented counterparts of these 
definitions. Section 4 introduces two variations on classical refinement, a tech- 
nique for finding the optimal refinement of an abstract solution, and a radically 
new technique, alternating search direction. Section 5 presents two new families 
of abstraction techniques, one of which is the “algebraic” abstraction. Algebraic 
abstractions have certain desirable properties, but are shown in an experimental 
study to be highly sensitive to the way in which a state space is described: similar 
descriptions of the same space can lead to very different performances of the 
algebraic abstraction techniques. The development of a new, robust abstraction 
technique begins with a simple analysis of the work involved in solving a problem 
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using an abstraction hierarchy. This analysis produces specific recommendations 
which are the basis for a new abstraction algorithm. The new abstraction 
algorithm and refinement techniques are evaluated experimentally in Section 6. 
1.1. Methodological comments 
In addition to the major experiment in Section 6, various experimental results 
are reported throughout Sections 4 and 5. With the exception of the experiment in 
Section 5.1, the purpose of these experiments is to compare the performance of 
two algorithms or to examine the effect on performance of some particular 
parameter. Generally speaking these follow the usual pattern for such experi- 
ments. But there are some points about their experimental design that deserve 
comment. 
We feel it is important methodologically to use a diverse set of “domains” in 
any experiment in order to gain some appreciation of the generality of the results. 
The graphs used in our experiments are described in Appendix A. Three of these 
(Bitnet, KL-2000, and Permute-7) are drawn from real applications. One (Words) 
is a real graph that is not associated with any particular application, and three 
(5puzzle, Blocks-6, and TOH-7) are based on puzzles. The puzzles were included 
because they are easily generated, can be scaled to a convenient size, and are 
widely studied in AI. An interesting outcome of our experiments is that these 
“toy” domains are not any easier for our systems than the “real” ones; if 
anything, performance on the “toy” domains is poorer than average. 
In these experiments two performance measurements are of interest: solution 
length and “work”. Solution length is of interest because abstraction, in 
combination with refinement, is not guaranteed to produce optimal solutions. 
Work is what abstraction aims to reduce: the purpose of abstraction is to speed up 
problem solving. We originally measured work in terms of CPU time, but this was 
abandoned for three reasons: first, because it would have prevented us from 
executing the experiments on different CPUs; secondly, because it proved 
extremely sensitive to low-level programming details of no significance to the 
algorithms themselves; and finally, because our implementation is designed for 
flexibility (it is an experimental workbench). It is far from being optimally coded, 
or even equally-optimally coded for the various search techniques we compared. 
Instead of CPU time we measured edges traversed, which is closely related to the 
traditional nodes expanded. When a node is expanded, all of its neighbours are 
computed. Traditionally this counts as 1 unit of work; our measure counts the 
number of neighbours generated. 
In addition to systems that we particularly wished to evaluate, we have included 
in our experiments systems whose performances provide useful points of refer- 
ence. The classical rejinement system, for example, is representative of existing 
refinement algorithms. The optimal refinement algorithm provides a bound on the 
solution lengths that could possibly be produced by systems in the same family as 
classical refinement. Breadth first search provides the optimal solution length and 
also is representative of standard CS techniques. 
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Section 5 is the most interesting from a methodological point of view. The 
experiment in Section 5.1 was devised in response to casual observations made 
during the use of our first system, which was based on algebraic abstraction. 
Certain failings of the system were at first dismissed as unlucky accidents, but 
when they persisted we decided a systematic examination was needed. We 
identified particular aspects of the system we suspected as the source of difficulty. 
These are presented in Section 5 as the defining characteristics of algebraic 
abstractions but they originally had no such special status. A system was built 
whose express purpose was testing if these characteristics alone would cause the 
failings we had observed. The experiment confirmed our suspicions and forced us 
to investigate methods of abstraction that did not have these problematic 
characteristics. 
The general research methodology underlying Section 5 is one we feel would be 
effective in many areas in AI. For example. it has produced novel and significant 
contributions in the field of machine learning (22,231. The key idea is to actively 
investigate the weaknesses in a system’s behaviour with the aim of identifying the 
algorithmic sources of those weaknesses. 
2. Problem solving, abstraction and refinement: standard definitions 
A problem space is a set of states and a set of operators, where an operator is a 
partial function” mapping states to states. A problem is a pair of states, 
(start, goal)’ and a solution to problem (start, goal) is a sequence of operators 
that maps start to the goal. Problem solving is the task of finding a solution to a 
given problem. Except for special classes of problems, problem solving is a search 
intensive process. 
The majority of research on problem solving has used a STRIPS-like notation 
[13] to represent problem spaces, and defined problem space in terms of this 
notation as follows: a problem space is defined as a set of states, a set of 
operators, and a formal language (containing constants. variables, function 
symbols, predicate symbols, etc.). A state is a set of sentences in the formal 
language. An operator maps one state to another by adding to or deleting from 
the set of sentences (i.e., the state) to which it is applied. The preconditions of an 
operator, which specify the states to which it may be applied, are stated in the 
formal language. 
An abstraction of a problem space P is a mapping from P to some other 
’ Knoblock assumes the application of an operator to a state produces a unique next state [30, p. 2491. 
Bacchus and Yang define an operator to be a partial function but point out that most systems actually 
use operator “templates” not operators [3, p. 681. As we shall see in Section 5.1, requiring operators 
to be functions has far reaching consequences: it is expensive to enforce and it makes an abstraction 
system extremely sensitive to the exact manner in which a problem space is defined. 
‘Everything in the paper extends readily to the more common definition in which there may be 
multiple goal states (and multiple start states). 
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problem space, p? It is worthwhile to distinguish three types of mappings between 
problem spaces: embeddings, restrictions, and homomorphisms.5 
If an embedding is applied to P, the result is a problem space that includes all of 
P and more besides. The best-known embedding techniques are dropping 
operator preconditions and extending the set of operators with macro-operators. 
A restriction does the opposite; if applied to P the resulting problem space is 
embedded in P. This type of mapping is not widely studied, but examples may be 
found in [14,46]. A homomorphism is a many-to-one mapping from P to p that 
“preserves behaviour” (an exact definition is given in the next section). In 
[30,33,52] homomorphic mappings of problem spaces are used. Hybrid systems 
are possible but uncommon. One example, described in [31], is PRODIGY with 
both EBL (which creates macros and therefore results in an embedding) and 
ALPINE (which is homomorphic). In the literature, the term abstraction is 
applied equally to all three types of mapping. In this paper we shall restrict its use 
to homomorphic mappings. This usage encompasses all the widely studied 
modern “abstraction” techniques except for dropping operator preconditions.6 
Within the STRIPS framework, abstraction is achieved by removing symbols 
from the formal language and from the definitions of the operators and states. 
This has several effects, all of which are intended to make problem solving much 
faster in the abstract space than in the original space. There are usually many 
fewer states: two states that differ only in symbols removed from the language are 
indistinguishable in the abstract space. This reduces the size of the problem space. 
Some operators become identities, because all the predicates they add and delete 
have been removed from the language: this can reduce the branching factor in the 
space. The abstract space will sometimes also have a higher density of goal states 
than the original space. Consider, for example, an abstract space which contains 
only two states: assuming that there is at least one goal state in the original space, 
then the abstract space has a solution density of at least 50%. 
The abstract solution will not usually be a valid solution in the original space. 
When the symbols removed to create the abstraction are taken into account, some 
of the operators in the abstract solution may have unfulfilled preconditions and 
some of the predicates in the final goal state may not be established. Neverthe- 
less, there are several ways that an abstract solution can be used to guide search 
for a solution in the original space. For example, its length can be used as a 
heuristic estimate of the distance to the goal [42,47]. Alternatively, its individual 
steps can be used as a sequence of subgoals whose solutions link together to form 
the final solution [6,30,37,49,52]. In the latter case, the abstract solution serves 
‘There are problem space mappings of other types (such as isomorphisms [33]). but the term 
“abstraction” is not normally applied to these. 
’ All three types of mappings can be treated accurately in a graph oriented framework. The reason to 
distinguish them is quite simply because they have very different formal properties. For example, 
embeddings introduce redundancy which causes the so-called “utility problem” (for macro-operators, 
see [16,38]; for dropping preconditions, see [17,51] where it is proven that this type of embedding 
cannot speed up A* search). By contrast, restrictions and homomorphisms do not introduce 
redundancy: they have difficulties of their own, but not a utility problem caused by redundancy. 
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as a skeleton for the final solution. The process of “fleshing this skeleton out”, 
called refinement, involves inserting operator sequences between the operators in 
the abstract solution. Refinement is the technique for using abstract solutions that 
will be discussed in this paper; elsewhere we have studied the “heuristic” use of 
abstract solutions and the relation between the two techniques [24,25]. 
The following description of the refinement process is based on the account in 
[32]. In this section, and in the remainder of the paper, we shall generally denote 
the abstraction of an object x by I. Let C$ be the mapping that maps an operator f 
in the original space to the abstract operator f. Thus c#-‘( f) is the set of 
operators that refine f. Now consider refining the abstract solution f, . . f, for 
the problem (start,goal). In outline, the refinement algorithm builds a final 
solution by constructing sequences f,* that are spliced in between f;_, and A. 
Finally, if necessary, a sequence f ,T+ , is added after f,. 
In more detail. the procedure is as follows: First set i = 1, and S, = start. Find 
any sequence of operators f: mapping s, to a state s; that satisfies the 
preconditions of some f, E 4 ‘( f, ). If the preconditions of f, are satisfied by S, 
itself then f r is the identity (empty sequence) and s; = S, Next, apply f, to s; 
to get s:, increment i, and repeat this process until the operator sequence 
f;f,f;fcf,kt, h as b een constructed. This sequence maps S, (start) to some 
state s,, /, . The state s,,,~ is guaranteed to be equivalent to the goal state under 
the abstraction mapping 4, but it may not be equal to the goal state. If it is not, 
construct a sequence f ,T+ , mapping s,,, , to the goal state. The final solution 
mapping start to goal, then. is f T f, f ,* f, . . . f f A, f ,*+ , . 
The two-disk towers of Hanoi 
We shall illustrate the use of abstraction and refinement with the two-disk 
towers of Hanoi problem (defined in Appendix A; see Fig. 2). 
In this problem the p, are variables which stand for pegs, and specific pegs have 
the names 1.2. and 3. 
Operator Preconditions Deletes Adds 




small_ on( pi ), 
large- on( p,) 
move_ large( p,, p,) < P, f Pz* > (h2~ge_o+,)) (~we-on(PJ) 
P, f P31 
P2 f P3 
Fig. 2. The two-disk towers of Hanoi problem. 
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Operator Preconditions Deletes Adds 
move_ small( p,, p,) {PI + PJ (1 0 
move- law( P,, P,) (large_on(P,)) {law-on(P2)) 
Fig. 3. First abstraction of the two-disk towers of Hanoi. 
Example 1. If this problem space is abstracted by deleting the predicate small-on 
(see Fig. 3), the operators are as follows: 
The abstract operator move_small is the identity, and move_Zurge moves the 
large disk onto any peg. 
Suppose we wish to use this abstraction to solve the following problem: 
start state: {small_on( l), lurge_on( l)} , 
goal-state: {small_on(3), lurge_on(3)} . 
We first abstract the problem and then we solve it. The abstracted problem is: 
start state: {large_on(l)) , 
goal state: {lurge_on(3)} . 
Suppose we find the shortest abstract solution. This is move_lurge( 1,3). This 
abstract solution is refined as follows to produce our final solution. Since 
fi = move_Zurge( 1,3) is not directly applicable to the start state, we need to find a 
sequence of operators that maps the start state to a state in which f, can be 
applied. We obtain: 
f T = move_smull( 1,2), 
s, = {smull_on(2), Zurge_on(l)} . 
Now we apply fi, to get 
s, = {smull_on(2), lurge_on(3)} . 
There are no further operators in the abstract solution, but sz is not the goal 
state, so we need to find a sequence of operators that maps s2 to the final goal 
state: 
f z = move_smull(2,3) . 
The complete solution, then, is frf,fz, i.e., 
move_smull(l,2), move_lurge( 1,3), move_smulZ(2.3) . 
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Operutor Preconditions Deletes Adds 
move_ small( PIP P2) 1 small_ on( p,),) P, f P2 J > {smalZ_on(p,)) {smll_on(P,)] 
small_ on( p,), 
Fig. 4. Second ahstraction ot the two-disk towers of Hanoi 
Example 2. Equally, we could have abstracted the space in Example 1 by deleting 
the predicate furge_on (see Fig. 4). This leaves move_smalZ unchanged while 
move_large is abstracted to the identity operator: 
The shortest abstract solution to our problem in this abstract space is: 
move_small( 1.3) 
The refinement of this solution proceeds as follows. The first operator in the 
abstract solution is directly applicable to the start state, so f: is the identity and 
s; = s, is the start state. Applying f, to s; produces the state 
s? = {smafl_on(3), large_on(l)) 
The state s2 is equivalent to the goal state but not equal to it. We now search 
for a sequence of operators, f,*, leading to the goal state from this state. One 
such sequence is 
f T = move_sma11(3,2). move_large( 1.3). move_small( 2.3) . 
The final solution, then, is 
move_small( 1,3), move_small(3,2). move_large(l,3), move_small(2,3) . 
The first thing to notice about this solution is that it is not optimal. This is often 
the case with solutions constructed by refinement. Abstracting a path in the 
original space always makes it shorter (or keeps it the same length) but not all 
paths are shortened the same amount. Consequently the abstraction of the 
shortest solution in the original space may not be the shortest abstract solution. 
A more important thing to notice about this solution is that the states that are 
passed through in the course of executing f ,* are not all equivalent to the goal 
state. For example, after applying the first operator of the sequence f I we are at 
state {small_on(peg,), large_on(peg,)}. This is not equivalent, under this abstrac- 
tion mapping, to the goal. This is not permitted in the particular definition of 
refinement we shall be using in this paper, called monotonic refinement in [3]. In 
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monotonic refinement the operators added in refining the abstract solution must 
not change the abstract solution. According to this strict definition, the operator 
sequence f * is a refinement of 7* if and only if the abstraction of f * is exactly 
the same sequence of operators as f*. In other words, the only operators that 
can be added during refinement are ones that are identities at the abstract level. 
In our example this means that in f:, f:, etc., only move-large can be used. 
Restricted in this way, there is no reJinement of the abstract solution: it is said to 
be unrefinable. 
There are several possible approaches to the problem of refinable abstract 
solutions. Upon encountering an unrefinable step in an abstract solution one 
could temporarily relax the definition of refinement (as in “strategy first search” 
[15]. Or one could abandon the abstract solution and return to the abstract space 
to search for another abstract solution. Another alternative, which is shown in [3] 
to be particularly effective, is to construct abstractions in such a way that 
refinability is guaranteed (such abstractions are said to have the downward 
refinement property). This is the approach we have taken. The abstract space in 
Example 1 has the downward refinement property. 
The result of abstraction is another problem space, to which the abstraction 
process may be applied recursively to create a tower of successively more abstract 
problem spaces. This tower is called an abstraction hierarchy. Although many 
systems truncate this tower, for the purposes of analysis and exposition, its top is 
assumed to be the trivial space consisting of one state and one operator (the 
identity). 
3. A graph oriented view of problem solving 
In this paper, a graph is a triple (N, L, E) , where N is a set of nodes, L is a set 
of edge labels, and E is a set of edges. Nodes are unlabelled; in fact, we show later 
in this paper that it is useful to ignore both edge and node labels. An edge is a 
triple (n,, n2, 1)) where 1 is a label, and n1 and n2 are nodes. The direction of the 
edge is given by the order of n, and n2: edge (n, , n2, 1) leads from n, (the 
source) to n2 (the destination). If there is an edge (n,, n2, 1) then n2 is called a 
successor of n 1, and n1 a predecessor of n2. A node is never counted among its 
own successors or predecessors even if there is an edge from the node to itself. 
An invertible graph is a graph in which for every edge (n,,n,,l) there exists an 
edge (n,,n,,l’). A graph is non-determintitic if there exist two edges with the 
same label and source node and different destination nodes, i.e., (n,n, ,I) and 
(n ,n2 ,I) ; otherwise it is deterministic. 
An edge-path in a graph is a sequence of edges, e1e2. . . ek such that, for all i 
such that 1 s i s k - 1, the destination node of e, is the source node of ei+, . The 
source node of the edge-path e1e2.. * ek is the source node of e, and the 
destination node is the destination node of ek. A node-path in graph G is a 
sequence of nodes n1n2 . . . nk such that there exists in G an edge (n,,r~~+~,l~) for 
all i, 1 s i s k - 1. Node-path n1n2 * . .nk has length k, source node n,, and 
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destination node nk. For every edge-path there exists a unique node-path, and for 
every node-path there exist one or more edge-paths. The term path, in this paper, 
means node-path, not edge-path. 
A problem space can be equated with a graph as follows. Each state in the 
problem space corresponds to a node in the graph. The labels in the graph are the 
names of the operators in the problem space. Each operator corresponds to a set 
of edges, one edge for every state satisfying the operator’s precondition: there is 
an edge (sl ,s,,!) if and only if the operator with name 1 maps S, to s,. Because 
operators are functions, state space graphs are always deterministic. Because a 
solution to a problem (start,goaf ) is a sequence of operators it corresponds to an 
edge-path with source node start and destination node goal. The process of 
solving problem (start,goaf), then, is the process of finding an edge-path from 
start to goal in the state space graph. 
3.1. A graph oriented view of abstraction 
An abstraction is a mapping from one problem space to another. Having 
established a correspondence between problem spaces and graphs, it follows that 
an abstraction, from a graph oriented perspective, is some sort of mapping from 
graphs to graphs. In particular, it is a graph homomorphism, defined as follows. 
A graph homomorphism, 4, from one graph, G,, to another, G,, is a pair of 
functions ($R, $<,), where 4,, maps nodes in G, to nodes in G,. and c$~ maps edges 
in G, to edges in G2. such that for every edge e = (n, .n,,l) in G,, 4Je) = 
(+,,,(n, ),+n(n,),l’). That is. the image of e has as source and destination the 
images of the source and destination of e. There is nothing assumed about the 
relationship between I and I’. 
The definition of homomorphism imposes a strong constraint on the mappings 
of nodes and edges. For example, if G, is connected, then $< completely 
determines &. Moreover. a homomorphism is specified up to label choices just 
by defining the node mapping, 4,: the mapping of an edge (n,,n2J) is forced to 
be an edge in G2 from +(n ,) to +(n,). Indeed, this is how most of our abstraction 
creating algorithms proceed. They partition the nodes into classes and map all the 
nodes in the same class to the same abstract node. The partition therefore 
determines the node mapping which, in turn, determines the edge mapping. 
The constraint on mappings implies that if (c$,, c#J?,) is a homomorphism from G, 
to G,. then +? can be extended in exactly one way to a mapping on paths. The 
extension works by simple juxtaposition; that is +Je,e?. . . e,) = +Jei)+Je,). . . 
4C(e,,). The definition of homomorphism ensures that this construction works. A 
consequence of this construction is that the pattern of connectivity in G, is, in 
some sense, preserved, or mirrored, in G,. The opposite is not true: there can be 
paths in G2 that are not images of G,. For example, suppose there is an edge 
e = (n,,n,,l) in G, for which there is no inverse, i.e., no edge from n, to n,. If 11, 
and n2 are mapped to the same node, n. in G,, then e must be mapped to 
(n,n,f), which is a path from &(n2) to &(n,). 
The abstractions we construct are all quotients of the original graph. The 
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quotient of a graph G, is defined as follows. Every homomorphism, 4, from G, to 
G, determines equivalence relations on both the edge set and node set of G, as 
follows: let x and x’ be the two nodes (or two edges), then we say that x and x’ 
are +-equivalent if 4(x) = 4(x’). F or any node (edge) y in G,, the +-equivalence 
class of y, 4-‘(y), that is the set {x1,x2, . . .} of all nodes (edges) in G, such that 
+(xi) = y, is called the pre-image of y. The pair of equivalence relations 
determines a new graph whose nodes are the pre-images of nodes of G?, and 
whose edges are the pre-images of edges of G,. This new graph is said to be a 
quotient of G,. Our abstraction algorithms work by constructing such quotients. 
The definition of homomorphism is exactly what is needed to make the notion of 
quotient well defined. 
The notion of homomorphism exactly captures the intuitive essence of “abstrac- 
tion” as a mapping that ignores some features in the original space (e.g. the fact 
that n1 and n, are distinct can be ignored by mapping them to the same abstract 
node) while preserving other features (e.g. connectivity). In the remainder of the 
paper, when we speak of a graph G, which is a homomorphic image of another, 
G,, we are assuming that G, is a quotient of G, . There are a very large number of 
homomorphisms of any given graph: every different way of partitioning the nodes 
is a different homomorphism. Any of these can be used as an abstraction. Not all 
will speed up search; indeed, identifying which homomorphisms are “good” 
abstractions (in the sense of speeding up search) is a central research issue, and is 
the subject of Sections 5 and 6. 
3.2. A graph oriented view of refinement 
-- 
Consider the refinement of the abstract solution f I f 2. . . f, for the problem 
(sturt,goal). Following the standard definition, a solution is taken to be an 
operator sequence: in graph oriented terms, a solution is an edge-path. Each f, is 
therefore an_ edge in the abstract graph; 4,‘( f?.) is the set of edges that are 
mapped to fi by the abstraction mapping +e. Refinement proceeds from the start 
state, si, and searches for a sequence of edges, f-r, leading from si to any state, 
s ;, that is the source node of an edge, fi, in r$,‘( f 1). If si is itself the source of an 
edge in +L’( f,) then f F is the empty sequence and s; = sl. The node sz is the 
destination node of fi. This process repeats until a sequence f f fi f z f2. . . f ,* fn 
has been constructed. This sequence of edges leads from S, to some state s,+ 1 that 
is guaranteed to be equivalent to the goal state under the abstraction mapping. If 
s n+l is not equal to the goal state, the final refinement step is to find a sequence of 
edges f ,*+1 leading from s,+i to the goal state. The final solution, an edge-path 
from start to goal, is fTfifz*f2*.. fifnf,*+l. 
Recall that in monotonic refinement the operators added in refining the abstract 
solution must not change the abstract solution. To force refinement to be 
monotonic, one simply restricts the search that constructs f r? to expand only those 
nodes that are equivalent to si, i.e., to those states that are in +i*(Si), the 
pre-image of S,. 
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Fig. 5. Different possibilities for the successors of a state. 
4. New refinement methods 
4.1. Minor variations 
Fig. 5 shows a typical intermediate situation during refinement in which the 
search constructing f{* has reached a state, s. in class Si. In the figure (and in all 
subsequent figures), the abstract classes are shaded. The bold arrows indicate the 
abstract solution. 
The six successors of s illustrate the different possibilities for the successors of a 
state. 
On ,: is not in a class in the abstract solution. 
l n ?: is in the same class as s. 
l n3: is in a class preceding s, in the abstract solution. 
0 n,: is in the abstract class that immediately succeeds s, in the abstract 
solution and is the destination of an edge labelled J;. 
l n5: is in the abstract class that immediately succeeds S, in the abstract 
solution and is the destination of an edge whose label is not f;. 
0 n6: is in an abstract class that is after S, in the abstract solution but is not its 
immediate successor. 
Ignoring nodes like n, is the essence of refinement. This precludes finding short 
paths from start to goal that involve even a single node that is not in a class in the 
abstract solution. Consequently, only rarely will refinement find the shortest 
solution to a problem. However, because search is focused on a small subset of 
the state space, refinement will be much more efficient than unconstrained search 
unless the solution it finds is much longer than the optimal solution. 
A list of open nodes is maintained in the search process. These are nodes which 
have been reached, but whose successors have not yet been computed. Search 
proceeds by removing one node from this list and computing its successors. The 
order in which nodes are removed from this list defines the search strategy. Our 
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current implementation uses breadth first search, which orders the open list in a 
first-in-first-out manner. 
A node like n2 is added to the open list to record the fact that it has been 
reached but its successors have not yet been computed. 
The refinement algorithm defined in the preceding section processes the 
remaining nodes as follows. Nodes like n3 are ignored: search never returns to an 
earlier class. This (together with the fact that n, is ignored) is what makes the 
search monotonic. In non-monotonic refinement, nodes like n3 are processed like 
nodes of type n2. A node like n4 signals the completion of the construction off : : 
it is called the terminator of the search in Fj. It also serves as s~+~, the starting 
node of the search to construct f,*+, . This search begins afresh, its open list is 
initialized with n4. Nodes of type n5 are ignored. Although n5 is in the correct 
abstract class ( Fi+ 1), the edge leading to it from s is not in the pre-image of 7, 
and therefore is not acceptable in a refinement of the abstract edge-path. A node 
of type n6 is ignored: the refinement algorithm proceeds from one abstract class to 
the next, never jumping ahead in the sequence. 
Other ways of processing nodes n3-n6 are possible and give rise to variations 
on the refinement algorithm described above. 
In node-path refinement, a solution is defined to be a node-path, not an 
edge-path. This means that the edge labels are no longer significant and hence 
nodes like n5 are not distinguished from those like n4. Consider Fig. 6, illustrating 
the edge-path refinement of the abstract path & F2T3. Nodes sl, s2, and s3 are 
terminators of the searches in the abstract classes &n(s), &(sl), and &(szj 
respectively. The dashed lines in the figure indicate edges at the frontier of the 
search: the search does not actually traverse these edges, but it does look at them 
to determine if their labels are in the pre-images of the corresponding abstract 
edges. 
In the worst case, node-path refinement will behave identically to edge-path 
refinement. This occurs if refinement always happens to find nodes of type n4 
before finding nodes of type n5. This is illustrated in Fig. 7. 
Edge-path refinement and worst-case node-path refinement require essentially 
the same search: the only difference is that, in node-path refinement, the edges at 
the frontier of the search are actually traversed whereas, in edge-path refinement 
they are only examined to determine their labels. 
Fig. 6. Edge-path refinement. 
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Fig. 7. Node-path refinement is never worse than edge-path refinement 
In some cases. node-path refinement can do substantially less search than 
edge-path refinement and, at the same time, produce shorter solutions. This will 
happen if, in node-path refinement, nodes of type n, are encountered before 
nodes of type n,. A situation of this sort is depicted in Fig. 8. Edge-path 
refinement would search the entire tree shown to find edge f,. It would ignore the 
edge labelled f since this is not in the pre-image of f,. Node-path refinement, on 
the other hand, will find nodes like s; irrespective of the labelling of the edges 
leading to them. 
In opportunistic refinement, nodes like nh are treated like those of type n4, 
thereby permitting parts of the abstract solution to be skipped. “Opportunities” 
to skip ahead certainly do arise, although they are much more common with some 
variations of refinement than with others. As Fig. 5 suggests, opportunistic 
refinement can do less search and produce shorter solutions than non-opportunis- 
tic refinement. 
In the original refinement algorithm-monotonic, non-opportunistic, edge-path 
refinement-a node s could have at most one successor that was a terminator. 
However, in all the variations of refinement we have defined, s might have several 
successors that are terminators. Various policies for handling this situation are 
possible. With the first successor policy. construction of fl* terminates as soon as 
the first terminator is generated, and that node is used as the starting node of the 
search to construct f,!+, An alternative is the all successors policy, in which the 
search to construct f,*+, uses as starting nodes all the successors of s that are 
terminators (in opportunistic refinement, only the terminators in the farthest 
abstract class are used). 
Monotonic node-path refinement with the first successor policy will be referred 
Fig. 8. Node-path refinement can be better than edge-path refinement 
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to as classical refinement. It will be used in all our experiments to represent the 
standard refinement techniques found in the literature. It should be kept in mind 
that it is an improvement over all previously reported refinement algorithms in 
that it does node-path refinement, not edge-path refinement.’ 
The performance of three of these variations is summarized in Table 1. 
Compared to classical refinement (CR) the all successors policy (CRall) reduces 
solution length by about 5% and increases work (edges traversed) by about 5%. 
Opportunism (CRopp) gives little advantage, although the fact that it differs from 
CR shows that some opportunities are arising that CR is missing. In the search 
spaces used in this experiment it can be shown that no opportunities can possibly 
arise when the all successors policy is used, so the table does not include an entry 
for this policy in combination with opportunism. 
4.2. Optimal refinement 
Monotonic refinement is not guaranteed to find the shortest refinement of a 
given abstract solution. For example, in Fig. 9 the shortest refinement is the path 
start x,x,x,x,goal. To find this refinement it is necessary, in order to reach xi, to 
continue searching in Si after having reached a node, y, in _. It is also 
necessary, in order to construct the segment x*x3, to return to S, from Sz. 
Monotonic refinement does neither: it discontinues search in S, as soon as it 
reaches a node in rz, and it will not return to Si. The path it would find is 
start y . . . x,goal, which could be arbitrarily longer than the optimal path. 
An experiment was run to determine how poorly monotonic refinement 
performs in practice. In Table 2, the lengths of the solutions produced by classical 
refinement (CR) are reported beside the optimal solution lengths, computed by 
solving each problem using breadth first search in the original space. This is the 
Table 1 
Variations of classical refinement8 
Search space Work 
CR CRalI CRODD 
Solution length 
CR CRall CROUP 
5puzzle 139 151 139 30.2 29.5 30.0 
Bitnet 30.5 305 305 7.5 7.1 1.5 
Blocks-6 302 318 302 14.9 14.3 14.9 
KL-2000 1642 1655 1644 8.9 8.3 8.8 
Permute-7 242 267 242 11.5 11.3 11.5 
TOH-7 502 525 484 93.5 86.2 90.0 
Words 530 527 519 13.7 12.6 13.5 
’ ALPINE is described as doing node-path refinement in [29], but is also included as an example of the 
general algorithm in [32] which uses edge-path refinement. 
’ Results are averages over 100 problems. Work is measured in “edges traversed”. Abstractions were 
created by the STAR algorithm using max-degree with radius 2 and no-singletons (see Section 5.3). 
33x R.C. Holte et ul. I Artificial Intelligence 85 (1996) 321-361 
$1 S2 
Fig. Y. Monotonic refinement can produce arbitrarily long solution paths. 
first time that the solution lengths produced by classical refinement techniques 
have been compared to optimal solutions: previously in the literature the 
solutions produced by refinement have been compared with solutions produced by 
heuristic search methods (often the solutions produced by refinement are shorter 
than those produced by heuristic search). As can be seen, the solutions produced 
by classical refinement are often very poor. On average, they are 40% longer than 
optimal. 
The optimal refinement of a given abstract solution can be found by using a 
standard shortest path algorithm (we use breadth first search) but having it ignore 
nodes of type II,. In our experiment, optimal refinement (OptR) produced 
solutions that are about 13% shorter than CR’s. The price paid for these shorter 
paths is increased work: optimal refinement does 60% more work than classical 
refinement. Because no technique for refining an abstract path can produce 
shorter solutions than optimal refinement, the 27% difference between the 
lengths of the optimal refinement and the optimal solution is a penalty incurred by 
all path refinement algorithms. In order to produce shorter solutions, we have 
Table 7 
New refinement methods” 
Search space Work 
CR OptR Ah0 
Solution length 
Ootimal CR OutR Ah0 
S-puzzle 139 1X6 136 21.3 30.2 36.1 25.5 
Bitnet 305 687 30s 6.5 7.5 6.5 7.1 
Blocks-6 302 593 2Y3 10.2 11.9 13.3 11.X 
KL-2000 1642 1999 1447 6.6 8.9 8.0 8.1 
Permute-7 742 553 265 6.1 11.5 10.-t 7.x 
TOH-7 so2 5x5 504 64.4 93.5 76.2 80.7 
Words 530 848 52-t Y.1 13.7 11.9 11.2 
’ Results are averages over 100 problems. Work is measured in ‘I edges traversed”. Abstractions were 
created by the STAR algorithm using max-degree with radius 2 and no-singletons (see Section 5.3). 
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developed an extension of path refinement which uses the abstract search tree, 
not just the solution path. 
4.3. Alternating search direction 
If search at the abstract level begins at the abstract start state, it creates a 
search tree rooted at the abstract start state; the abstract solution is the unique 
path in this tree that ends at the abstract goal state. For the classes in the abstract 
solution, the distance to the goal is known; this information is not known for any 
other class in the abstract search tree. It is precisely this information that is 
needed by any refinement algorithm. In order to decide how to process a node its 
type must be known, and to determine its type one must know the distance from 
its abstract class to the abstract goal. Because this information is known only for 
the classes in the abstract solution, refinement must confine its search to these 
classes. Nodes in the other classes in the abstract search tree are considered to be 
of type n, and are ignored. 
However, if search at the abstract level is conducted in the opposite direction, 
the search tree it creates will be rooted at the abstract goal state and the 
information needed by the refinement algorithms will be available for all the 
classes in the abstract search tree. In Fig. 10 the solid edges show the abstract 
Fig. 10. The six node types in alternating search direction. 
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search tree rooted at the goal node, the bold edges indicate the solution, and the 
numbers in the classes indicate the distance to the goal. 
Refinement proceeds as usual, forward from the start state. The definitions of 
the six types of successor nodes are generalized to include nodes in every class in 
the abstract search tree. A node is type II, only if its abstract class is not in the 
search tree. A node is type II? if the distance from its class to the goal is the same 
as that of the current node (s in Fig. 10). A node is type n3 if the distance from its 
class to the goal is greater than that of the current node. Types n4, n,, and n6 are 
defined similarly. Using these definitions there are at least as many nodes of each 
of types nZ-nh as with the original definitions. For each type, Fig. 10 shows a 
typical node that is covered by the new definitions but not by the original 
definition. 
The number of additional nodes of each type covered by the generalized 
definitions will, of course, depend on the particular graph and abstraction. It can 
happen that there are no additional nodes of any type: in this case alternating 
search direction reduces to ordinary refinement. Additional nodes of type n3 have 
no effect on monotonic refinement, since they are treated the same as n, nodes. 
Additional nodes of type ?I? broaden search. This increases the search effort, but 
these additional nodes also influence subsequent search and the net result might 
be that shorter solutions are found and/or that less search is done in total. 
Additional nodes of types n3. ns, and II, will usually reduce the solution length 
and the amount of search required for monotonic refinement. 
The net effect of alternating search direction on solution length and search 
effort is therefore not certain a priori. It can potentially produce shorter paths 
than optimal refinement and do less work than classical refinement. But improve- 
ment of either kind is not guaranteed. Because it is monotonic, alternating search 
direction, like classical refinement, is not guaranteed to find the optimal 
refinement. Consequently, the solutions it finds might be longer than those found 
by optimal refinement. Its broader search. although capable of producing shorter 
solutions more quickly than classical refinement, is equally capable of leading 
search astray, increasing both the amount of search and the solution length. 
Table 2 includes the results of opportunistic alternating search direction (Alto). 
OptR’s solutions are shorter than Alto’s in three of the spaces, and Alto’s are 
shorter in the other four. On average, OptR’s solutions are about 5% longer than 
AltO’s. AltO is clearly the best of these refinement algorithms. It produces the 
shortest solutions (only 20% longer than the optimal solutions, on average) and 
does the least work (the same as is done by classical refinement). An additional 
advantage of Alto, which is evident in the experimental results in Section 6, is 
that it is less sensitive than the other refinement algorithms to the abstraction 
hierarchy to which it is applied. This is because the performance of the other 
algorithms depends on exactly which abstract solution is found: This can change 
radically with even small changes in the abstraction hierarchy or search method, 
whereas Alto’s performance depends on the abstract search tree, which is 
relatively insensitive to small changes in the abstraction hierarchy and search 
technique. 
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The alternating search direction technique has been described so far in terms of 
just two levels in the abstraction hierarchy: the original level and the abstract 
level immediately above it. In an abstraction hierarchy with several levels, search 
direction should alternate from one level to the next. Note that alternating search 
direction between levels is entirely different from bi-directional search (e.g. 
[S, 441). In bi-directional search the search direction within a single level changes 
from time to time, but in alternating search direction between levels, the search 
direction in any particular level is fixed. 
4.4. Summary 
Fig. 5 succinctly summarizes the set of decisions one faces in designing a 
refinement algorithm: how shall each type of node be processed? These choices 
have not been previously discussed and at least one of the new variations, 
node-path refinement, is guaranteed to outperform the variation (edge-path 
refinement) used in existing systems. 
Optimal refinement is useful for two purposes. The first is scientific: it provides 
a lower bound on the solution lengths that can be produced by any path 
refinement technique. When compared to an existing technique, such as classical 
refinement, this indicates how close the technique is to producing the best 
possible solutions. When compared to the optimal solution length, it summarizes 
the potential of the entire family of path refinement techniques. 
Optimal refinement is also a practical refinement technique, offering a balance 
between speed and solution length that is different from classical refinement. 
Classical refinement is faster, but produces longer solutions than optimal refine- 
ment. Intermediate positions are certainly possible: the all successors policy being 
just one example. 
By alternating search direction between levels of abstraction, search is 
broadened to encompass all classes in the abstract search tree, not just those on 
the solution path. While this broadening introduces the risk of increasing search 
effort it also introduces opportunities for finding shorter solutions than optimal 
refinement and the concomitant reduction in search effort. Experimentally, the 
benefits have been found to outweigh the costs. Alternating search direction, in 
conjunction with opportunism, produces solutions slightly shorter than optimal 
refinement while doing about the same amount of search as classical refinement. 
The graph oriented approach has been invaluable in developing these tech- 
niques. However, all of the new refinement techniques work equally well on 
explicitly or implicitly represented graphs. For example, node-path refinement 
simply requires that the solutions be represented as a list of nodes instead of as a 
list of operators and bindings. Alternating search direction requires the search 
tree to be recorded. If the entire tree is too large to fit in memory, the algorithm 
will work with whatever fragment of the tree is recorded. Optimal refinement can 
be based on any shortest path algorithm, including any of the memory efficient 
versions of A* (e.g. IDA* [35]). 
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5. New abstraction techniques 
5.1. Algebraic abstraction 
When describing a problem space, one normally chooses operator names that 
are meaningful and which specify enough detail to completely define the effect of 
each operation on any particular state. For example, in defining the towers of 
Hanoi puzzle one might name one of the operations as “move the top disk on 
peg, onto peg,“. Although this name does not explicitly state which disk to move, 
it does uniquely determine the disk to move in any given state, and. in fact, it 
completely specifies the effect of this operation. 
As defined in Section 3.1. an abstraction (graph homomorphism) is not 
required to preserve either the determinism or the operator names (edge labels) 
of the initial graph. A graph homomorphism is free to label the abstract edges in 
any manner whatsoever. However, it does seem desirable to preserve determin- 
ism and edge labels, and there is no immediately obviously reason why these 
useful properties should not be preserved. Formally, a graph homomorphism, 4, 
of a deterministic graph G preserves edge labels and determinism if: 
l $e maps edge (s1.s2,1) to (~J,,(~,).~,~(s,).~)~ and 
l $(G) is deterministic. 
Such a homomorphism is called an algebraic abstraction. Innocuous as the 
above two properties may seem, they interact with each other, and with the 
definition of homomorphism, so as to have far reaching implications. To see this, 
consider the situation depicted in Fig. 11. 
The states s, and s2 are two states in the original, deterministic graph, and 
operator f is applicable to both, mapping si to s ‘1 and s2 to si. 
The shaded ellipse enclosing s, and s, indicates that, under c#J~, these two states 
are in the pre-image of the same abstract state s . If $e preserves edge labels then 
the two edges labelled f in the original space will also be labelled f in the abstract 
space. If, in addition. C$ preserves determinism, there can only be one edge 
labelled f emanating from s , and therefore s 1 and s1 must be mapped by C& to the 
same abstract class. Formally, if 4 is an algebraic abstraction, then from si = s, it 
necessarily follows that f(s,) =f(s?) f or every operator f that is applicable to both 
s, and s,. Because of this, a single assertion, s1 =s2, may have immediate 
consequences which, in turn, may have further consequences, and so on. 
The set of consequences of a single assertion, si = s,, can be small (even 
Fig. 11. Consequences of asserting that two nodes are in the same abstract class. 
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empty) or extremely large. This depends largely on the set of operators used to 
represent the space. For example, imagine a space having a prime number, p, of 
states arranged in a circle, with each state connected to its immediate neighbour 
on either side. The space could be represented with the p operators “go to D” 
(where D identifies the destination state), or it could be represented with just two 
operators, “clockwise” and “anticlockwise”. With the first representation, the 
assertion s1 =sZ has no non-trivial consequences, but with the second representa- 
tion, any assertion s1 ES, has as consequences all possible assertions: {s = t, for 
all states s and t}.” 
The situation in which all possible assertions are forced is called total collapse 
because it means that in the abstract space there is only one state. In practical 
terms, total or “near” total collapse produces an abstract space that is useless, 
i.e., unable to speed up search. 
Our initial abstraction algorithms created algebraic abstractions, using a variety 
of heuristics to choose the assertions s1 =s2 on which to base the abstraction. In 
working with these algorithms, we observed that they were all extremely 
“representation dependent”, in the sense that the quality of the abstractions they 
created depended critically upon the exact details of the representation they were 
given for a state space. 
The practical significance of being highly representation dependent hinges on 
the prevalence of “natural” representations that cause near total collapse. If only 
highly contrived representations have this effect, representation dependency is an 
irrelevant concern. On the other hand, if a large fraction of “natural” representa- 
tions cause near total collapse, then we will be forced to abandon algebraic 
abstraction in favour of some other, less representation dependent method of 
abstraction. To determine if “natural” representations could cause near total 
collapse we ran the following experiment. 
Experiment design 
A system was implemented that computes the minimum set of consequences of 
a single assertion s1 = s2. Being the minimum set, the results produced by this 
system give a lower bound on the representation dependency of any algebraic 
abstraction technique. Determining the minimum set of consequences of a set of 
assertions is a straightforward transitive closure operation. One forms an initial 
set of consequences: the assertions themselves. Then an assertion is removed 
from this set and its immediate consequences are determined and added to the 
set. This is repeated until the set of consequences is empty. 
Four different “natural” representations were devised for two different puzzles, 
the five-disk towers of Hanoi puzzle and the Spuzzle. The system was applied to 
each representation for many different choices of the assertion s1 = s2 (every state 
in the space was guaranteed to appear in at least one of the assertions). 
I” In a cyclic space the number of consequences of s1 = s2 depends on the greatest common divisor 
(gcd) of the number of states (P) and the distance between S, and s,; all possible assertions are 
consequences when the gcd is 1. The gcd is 1 in this example because P is prime. 
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Each trial consisted of one run of the system with one representation and one 
assertion of the form S, = s,. On each trial we measured how many states were 
involved in the consequences of s, = s: (such a state is said to be affected by 
S, ES?), and how many abstract states were created. Total collapse corresponds 
to all the states being affected and one abstract state being created; “near” total 
collapse corresponds to “most” states being involved and “few” abstract classes 
being created. 
The different representations for each of the puzzles are described below. We 
emphasize that the graphs defined by the different representations for a puzzle are 
identical except for labels on the edges, which are based on the operators’ names 
and the values to which its parameters are instantiated. 
Representations of the jive-disk towers of Hanoi 
l TOH-1: move@, d) moves disk s in direction d. For example, 
move( 1, clockwise) moves the smallest disk clockwise. 
l TOH-2: move(p,d) moves the top disk on peg p in direction d. For 
example, move(1, clockwise) moves the top disk on peg 1 onto peg 2. 
l TOH-3: move(x,y) moves a disk between the two pegs x and y, in whichever 
direction is permissible. 
l TOH-4: There are three operators: (a) move the smallest disk clockwise; (b) 
move the smallest disk anticlockwise; and (c) move a disk other than the 
smallest (there is at most one such move permissible in any state). 
Representations of the 5-puzzle 
l SPUZ-1: There is a single operator, move(d). This moves the blank in 
direction d. The possible directions are left, right, up, and down. 
l 5PUZ-2: This is the same as SPUZ-1 except that the possible directions are 
clockwise, anticlockwise, and verticul (verticaf moves the blank down if it is in 
the upper row and moves it up if it is in the lower row). 
l 5PUZ-3: There are three operators: small, medium, large. The operator 
small exchanges the blank with its smallest neighbour, i.e., the tile with the 
smallest value of all the tiles adjacent to the blank. The operator large 
exchanges the blank with its largest neighbour. If there are three tiles 
adjacent to the blank, medium exchanges the blank with the one that is 
neither smallest nor largest. 
l 5PUZ-4: go_to(row,col) moves the blank to the position specified, e.g. 
go_to(l.l). if permitted, would move the blank into the top left position. 
Observations 
As can be seen from Table 3, TOH-1 and TOH-2 produce very similar results. 
On only about 10% of the trials are more than 10% of the states affected, and in 
virtually all trials there are just two states per abstract state. Thus, these 
representations are ideal for algebraic abstraction. 
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Table 3 
Effect of different representationsll (the five-disk towers of Hanoi graph has 243 states; the version of 
the 5-puzzle graph used in this experiment has 360 states) 
Representation Number of abstract 
states created 
Number of states 
affected 
Number of states per 
abstract state 
TOH-1 8.04 17.08 2.04 
TOH-2 5.78 11.58 2.00 
TOH-3 7.43 242.33 80.0 
TOH-4 13.56 242.33 39.47 
SPUZ-1 22.32 65.8 2.26 
5PUZ-2 33.79 360.0 182.18 
5PUZ-3 3.0 360.0 267.76 
5PUZ-4 41.82 179.5 10.1 
The results for TOH-3 and TOH-4 are similar to one another, and quite the 
opposite of the results for TOH-1 and TOH-2. In all but two trials, all states were 
affected, and, although total collapse never occurred, in many trials very few 
abstract states were created. Consequently, algebraic abstraction would fare 
poorly if given one of these representations for the towers of Hanoi puzzle. 
On one sixth of the trials with SPUZ-1 every state was affected, but many 
abstract states were created with very few states in each. On the other five sixths 
of the trials very few states were affected and there were always two per abstract 
state. Algebraic abstraction would work well with this representation. 
By contrast, algebraic abstraction would frequently fail if given the 5PUZ-2 
representation of the 5-puzzle. With SPUZ-2 all states are affected on every trial. 
Total collapse occurs on one third of the trials, and on another third of the trials 
all the states are mapped to two abstract classes. 
5PUZ-3 is even worse: algebraic abstraction would always fail on this repre- 
sentation. All states are affected on every trial. There are three trials in which 
each state is paired with one other state, but on all the others the result is total 
collapse or near total collapse (2 abstract states). 
5PUZ-4 gives mixed results. In half the trials, si = s2 has no consequences 
whatsoever. In the rest, all states are affected but the number of abstract states 
created varies from 5, which is almost total collapse, to 180, which means each 
state is paired up with only one other state. 
Discussion 
Two important points are established by this small experiment. The first is that 
“natural” representations can render algebraic abstraction entirely useless. The 
clearest case of this is TOH-4, a representation drawn from the literature [19]. 
I’ The rightmost column is not the ratio of the two to its left. This column is computed by taking the 
ratio of states to abstract states on each trial and averaging these over all the trials. This is the 
“average ratio”, i.e., the average number of states per abstract state on each trial. Taking the ratio of 
column 2 to column 1 gives a different statistic, the ratio-of-averages, which can be quite different 
from the average ratio. 
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The second point is that algebraic abstraction is very sensitive to the exact details 
of the representation, in the sense that it can perform radically differently on two 
representations that are, conceptually, very similar. This is exemplified by SPUZ- 
1 and 5PUZ-2. 
We conclude that. however desirable it might be to preserve determinism and 
edge labels. such a requirement renders an abstraction system too representation 
dependent to be useful. The abstraction techniques considered in the following 
sections will, in fact, ignore labels altogether. Consequently, they are perfectly 
free to consider any graph homomorphism whatsoever: all restrictions are 
removed. This freedom permits us to explore the question, what sort of 
homomorphisms are guaranteed to produce speedup in any graph, without any a 
priori constraints on the nature of the homomorphism. 
Algebraic abstraction is not the only form of abstraction that suffers from 
representation dependency. Although it is a central concern for all abstraction 
systems, this issue is rarely mentioned in the abstraction literature. Knoblock’s 
“Limitations and future work” section [30, pp. 294-2961 is the first clear 
statement of the issue. The main example there involves three different repre- 
sentations of the towers of Hanoi puzzle. Two of these give rise to good 
abstraction hierarchies (having as many levels as there are disks), but using the 
third representation, the abstraction system, ALPINE, is unable to create a 
non-trivial abstraction. As a second example, ALPINE is also unable to generate 
a non-trivial abstraction for the standard representation of the Blocks World (e.g. 
the one in [41]). 
5.2. Derivation of a new abstraction algorithm 
In order to determine what sort of homomorphism will speed up search, it is 
useful to undertake an analysis of the total “work” done in constructing a solution 
by refining, through successive levels of abstraction, an initial solution at the 
highest level of abstraction (which, being a space with only one node, always has 
the trivial solution). We shall number the levels of abstraction from 0 to a, with 0 
being the highest level of abstraction and level (Y being the original space. 
Given a solution (node-path) of length Ai at level i, refinement replaces each 
individual node in this solution by a sequence of nodes in level i + 1. If the 
“work” required to do one such replacement is w, then the total work required to 
refine the solution from level i to level i = +l is whi. We define x. the expansion 
factor, to be Ai+,/A,. Thus A,+, =xA, =x’+‘. 
The exact values of w and x depend on the problem being solved, the level of 
abstraction, and the abstract state that is being refined. In the following w and x 
stand for the worst cases of these values over all problems, levels, and states. 
Assuming that refinement at each level need only be done once (i.e., that there is 
no backtracking across levels) the total work done to refine an initial trivial 
solution (whose length is 1) to a solution in the original space can be founded 
above : 
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a-l 
totalwork<w c xi. 
i=O 
It is useful to replace the variables x and (Y in this formula with variables that 
can be directly measured or controlled at the time the abstraction hierarchy is 
being created. There is no exact replacement for x, but it is bounded above by d, 
the maximum diameter of any abstract state. The diameter of an abstract state is 
the maximum distance (length of the shortest path) between any two states in that 
abstract state. This substitution produces: 
m-1 
total work c w 2 d’ . 
i = 0 
The sum can be replaced by the closed form formula (d” - l)l(d - 1) which, 
because d 3 2, can be replaced by a simple upper bound d”. Variable (Y can be 
replaced by log, IZ, which is equal to (ln n)l(ln c), where In is the natural 
logarithm, n is the number of states in the original space and c is the number of 
states mapped to the same abstract state. We assume c * 2 and that c is the same 
for all abstract states and all levels. These substitutions produce: 
total work < wd(‘” ‘)‘(‘” ‘) . 
Since x’” y is a symmetric function, the value of the right-hand side does not 
change if d and n are exchanged, producing the final form of the total work 
formula: 
total work < wn(‘” d)‘(l” ‘) . 
Ignoring the o term for a moment, total work is minimized by minimizing d 
and maximizing c. Unfortunately these two variables are not independent and 
reducing one tends to reduce the other, the opposite of the effect needed to 
minimize total work. Nevertheless, a heuristic for building good abstractions that 
follows from this analysis is to fix d at a small value and, for this fixed value of d, 
try to maximize c. 
An important feature of this formula is the fact that, if d < c, then the term 
involving it will be sublinear (n raised to a power less than 1). This is important 
because for a wide range of common circumstances and definitions of “work” the 
total work required to solve a problem using a blind search technique, such as 
breadth first search, without abstraction is at least linear in n. Therefore, if an 
abstraction can be created such that d CC. and w is independent of IZ, problem 
solving with the abstraction will be guaranteed, in such circumstances, to be faster 
than blind search without abstraction. 
Guaranteeing that d s c is easy: any partitioning of a graph into connected 
components has this property. This sort of partition has the additional advantage 
that it is guaranteed to be monotonically refinable. This is because two nodes that 
are mapped to the same abstract node are in the same class of the partition and. 
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by definition of “connected component”, there must exist a path wholly within 
that class of the partition that connects the two nodes. 
The diameter, d, will be equal to c in a connected component if and only if the 
component is a single state or a linear chain of states. The partitioning algorithm 
described in the next section has a provision for avoiding single states but not 
linear chains, so it is not guaranteed to produce abstractions in which d < c. But 
in many of the components it produces d < c. and in the others d = c; so searching 
using the abstraction hierarchy is at worst linear in II. 
Finally, consider the term, w, representing the work required to refine a single 
node in an abstract solution. The analysis so far holds for any definition of 
“work” and any refinement algorithm. If monotonic refinability is guaranteed, as 
it is with the sort of partitions we are now considering, there are at least two ways 
to make w independent of II. The first is to build. at the time the abstraction 
hierarchy is being constructed, a routing table storing the shortest paths between 
every pair of nodes in the same class of the partition. With such a table, 
refinement is simply table lookup. and w is the work involved in table lookup 
which is, at worst, logarithmic in the size of the table. If c is a constant (i.e., 
independent of n), then the extra space required for these tables (c’) is also 
constant per node in the abstraction hierarchy. Consequently the total space 
required to store the abstraction hierarchy is the same order with or without the 
lookup tables. 
A second way to make w independent of ?I, which is the one implemented in 
our system. also requires c to be a constant (or at least very much smaller than n). 
The nodes in the same class of the partition, and the edges associated with them, 
are stored as a graph. Refinement of a single abstract node involves blindly 
searching in just one of these graphs. If monotonic refinability is guaranteed and 
one is careful to separate the edges that lead to nodes outside this graph (“exit 
edges”) from edges that lead to nodes within the graph (“internal edges”) then w 
will be proportional to the number of internal edges” and therefore bounded 
above by c’. 
Intuitively, speedup is obtained by decomposing a large search problem into a 
set of smaller subproblems that can be solved independently. The analysis has 
provided specific definitions of “smaller” (d < c and c is independent of n) and 
“independently” (no backtracking across levels of abstraction and w is in- 
dependent of n) that guarantee “speedup” (total work is sublinear in n). 
This analysis differs from the one in [28] in several respects. Knoblock’s k 
parameter is identical to our x, and in both analyses this parameter plays the key 
role of determining the length of the solution at each abstract level. However, in 
Knoblock’s analysis this length is expressed as a fraction of the optimal solution 
length. This forces Knoblock to make the unnecessary, and untenable, assump- 
tion that refinement constructs the optimal solution. Our analysis makes no 
assumption about the length of the solution constructed by refinement. A second 
IL In fact, the current implementation does not make this distinction and is therefore considerably less 
efficient than it might be. This improvement will be made in a future implementation. 
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difference is that we defer making assumptions about how work is measured until 
after the formal derivation has been finished, whereas a specific work formula 
pervades Knoblock’s analysis. 
Perhaps the most important difference is the purpose served by the two 
analyses. Knoblock’s aim is theoretical: to derive a fairly exact “work” formula in 
order to prove that, under certain conditions, refinement is exponentially faster 
than blind search. The primary purpose of our analysis is practical. It is intended 
to guide the design of our abstraction algorithm by relating controllable properties 
of an abstraction to the total work involved in using the abstraction. To be useful, 
there must exist a broad class of graphs satisfying the main assumptions of our 
analysis. The “no backtracking across levels” assumption is satisfied by creating 
abstract classes that are connected components. The other key assumption is that 
c (and therefore W) is independent of n. To satisfy this, it must be possible to 
partition the graph into connected components whose size does not depend on n. 
This property holds for a very large set of commonly occurring graphs, including 
all sparse unidirected graphs. 
5.3. The STAR abstraction algorithm 
The preceding analysis provides three specific recommendations about how to 
partition the nodes in a graph so that the resulting abstraction hierarchies will 
speed up search: 
l The classes should be connected. 
l The classes should have small diameter (d). 
l The number of nodes in a class c should be larger than d but much smaller 
than 12. 
A simple algorithm based upon these principles is the STAR algorithm, whose 
pseudo-code is given below. The algorithm builds classes one at a time by picking 
a node to act as the “hub” of the class and then gathering together all nodes that 
can be reached from the hub by a short path that does not pass through any other 
class. The maximum distance from the hub, called the radius of abstraction, is 
specified by the user. In graphs whose edges all have inverses, such as the ones in 
this study, this method of construction guarantees the classes will be connected 
and have small diameters. 
A hierarchy of abstractions is built up by running the STAR algorithm on the 
abstracted space to produce a further abstracted space. This space is in turn 
abstracted and so on, until the abstracted space contains only one node. 
The STAR algorithm 
Given: G, a graph; r 2 2, an integer (the radius of abstraction); nosingle- 
tonsAllowed, a boolean indicating if it is unacceptable to have classes that contain 
only one node. 
Produce: P, a partition (i.e., a set of classes) of the nodes of G. 
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0. Initially, P = { }, and nodes is the set of all nodes in G. 
1. Repeat until nodes is empty: 
(a) Select a node. hub, in nodes. 
(b) NewClass t the set of nodes n such that n E nodes and n = hub or is 
connected to hub by a path of length r or less wholly within nodes, 
(c) nodes +-nodes - newclass. 
(d) Add newclass to P. 
2. If noSingletonsAllo wed then : 
Repeat until P contains no classes containing just one node: 
(a) Select a class. singleton, in P that contains just one node n, , 
(b) Remove singleton from P, 
(c) Choose a neighbour ‘1, of fz, , and add n , to the class in P containing n,. 
With this algorithm, there is no guarantee concerning the number of nodes in 
each class. It is not unusual to create singleton classes (containing just one node). 
At the opposite extreme. on rare occasions a very large class is created, 
containing almost all the nodes in the graph. 
In the present implementation the only direct control over class size is a 
post-processing step (step 2) to eliminate singleton classes. As can be seen in 
Table 4, the difference in performance between allowing and eliminating 
singletons is not large except in the Bitnet, Blocks-6, and Words graphs, where 
eliminating singletons greatly reduces the work required for problem solving. 
Table J 
Effect of allowing singleton classes’ ’ (results arc averages over 100 problems; work is measured in 
“edges traversed”: CRall is classical refinement with the “all successors” policy; AltO is alternating 
search direction + opportunism) 
Search Refinement Work Solution length 
space technique 
No singletons Singletons No singletons Singletons 
5-puzzle CRall 17’) 151 29.5 27.9 
Ah0 136 160 25.5 24.4 
Bitnet CRall 305 x04 7.1 7.1 
Ah0 305 x05 7.1 7.1 
Blocks-h CRall 318 445 14.3 14.0 
Ah0 2Y3 343 11.8 11.9 
KL-2000 CRall 1655 154Y 8.3 8.4 
Ah0 1447 1305 8.1 7.4 
Permute-7 CRall 267 305 11.3 10.8 
Ah0 265 282 7.8 8.1 
TOH-7 CRall 525 569 86.2 90.1 
Ah0 504 517 80.7 79.3 
Words CRall 527 915 12.6 12.3 
Ah0 524 Ylh 11.2 10.7 
” Abstractions were created by the STAR algorithm using max-degree with radius 2 and no 
singletons. 
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Indirect control over class size is possible by the choice of radius and by altering 
the criterion used to select the hub node in step l(a). We have explored two 
criteria for selecting hubs. The first is to choose the node having the most 
neighbours in the set nodes (i.e., not already assigned to a class). This is a greedy 
way of optimizing (In d)l(ln c) which, providing the w term does not grow too 
large, will minimize the total work for problem solving. Abstraction using this 
criterion is called max-degree abstraction. One potential drawback of max-degree 
abstraction is that it can create classes of very different sizes, with one class 
containing a large percentage of the nodes. The second criterion is to select hubs 
at random. Abstraction with this criterion is faster than max-degree abstraction 
and less subject to the drawback just mentioned. 
The STAR algorithm exploits the fact that the graph is explicitly represented to 
achieve two important advantages over existing abstraction algorithms, which are 
all based on implicit graph representations. First, our algorithm constructs 
abstract classes that are strongly connected. This has several important conse- 
quences: 
l All abstract solutions are monotonically refinable. 
l Each step in an abstract solution is guaranteed to be refinable without 
backtracking across levels of abstraction and without backtracking to redo 
the refinements of earlier steps in the solution. 
l In sparse undirected graphs the total work involved in refinement is virtually 
guaranteed to be sublinear (d < c except in pathological cases) in the number 
of nodes in the original graph and therefore less than the work done by blind 
search. 
Previous abstraction algorithms are not guaranteed to produce abstractions with 
these properties. For example, Knoblock [30] illustrates the need for ALPINE to 
backtrack across levels of abstraction with the “extended STRIPS domain”. The 
graph underlying this domain is, in fact, sparse and undirected so repeated 
applications of the STAR algorithm would, without backtracking, create an 
abstraction hierarchy in which all abstract solutions are monotonically refinable. 
The second advantage of using an explicit representation is that it gives the user 
great flexibility in the construction of abstractions. The STAR algorithm gives the 
user direct control over the granularity (radius) of the abstraction and the 
selection of hubs. Our implementation also allows the user to specify the criteria 
used to decide which nodes to include in each abstract class. The STAR algorithm 
corresponds to the criterion we have found most successful to date, but several 
others have been examined (e.g. pair each node with one of its neighbours, create 
classes that are tree shaped or linear rather than star shaped) and many others are 
possible. 
Existing abstraction techniques give the user no direct control over the 
granularity or any other aspect of the abstractions created. For example, 
Knoblock presents ALPINE in a series of successively more sophisticated 
versions. Each new version is motivated by observing that the previous version 
creates abstraction hierarchies that are too coarse grained [30, pp. 258, 267, 2701. 
Although the final version produces good empirical results, improving and 
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controlling the granularity of its abstraction hierarchies is presented as the main 
direction for future research [30, pp. 294-2961. 
6. Experimental evaluation 
Section 4 introduced three main refinement techniques. Classical refinement 
(CR) is representative of refinement techniques reported previously in the 
literature. Optimal refinement (OptR) provides a lower bound on the length of 
solutions that will be produced by refinement techniques that restrict search to a 
single abstract solution. Alternating opportunistic refinement (Alto) relaxes that 
restriction: its search can include classes in the abstract search tree that are not in 
the abstract solution. 
The experimental comparison of these techniques in Section 4 was based on 
abstractions built by the STAR algorithm with an abstraction radius of 2 and 
using the max-degree criterion for selecting hubs. In this section we compare 
these techniques on abstractions built using a range of abstraction radii (2-7) and 
both criteria for selecting hubs (max-degree and random). Singleton classes are 
not permitted in any of the abstractions in this experiment. 
An experiment of this kind simultaneously provides an evaluation of the 
refinement techniques and the abstraction parameters. On one hand, it provides a 
comparison of the techniques and information about how each technique’s 
performance is affected by the abstraction parameters. On the other hand, it 
provides a comparison of the different abstraction parameters. For example, it 
addresses the question of how much performance is affected by substituting the 
random-hub criterion for the more expensive max-degree criterion. 
As before, the two performance measures of interest are the length of the 
solution found, and the amount of “work” required to find a solution. As a 
baseline for comparison, we include the performance of breadth first search in the 
original graph. “Work” is the sum of the number of edges traversed and the 
number of “overhead” operations required to use the abstraction hierarchy 
during problem solving (for example, the work involved in transmitting a solution 
from one level of abstraction to the next). Roughly speaking, “overhead” 
accounts for about 30% of the work reported. 
The cost of creating the abstraction hierarchy is not included in the “work” 
measure for two reasons. First, the cost of creating the abstraction is the same for 
all the refinement techniques and therefore does not affect the evaluation of the 
techniques. More importantly, because the abstractions are problem independent. 
the cost of creating them can be amortized over the whole set of problems that 
are solved. For a sufficiently large number of problems, the cost of creating an 
abstraction becomes negligible relative to the total problem solving cost. 
Test problems were generated by choosing 500 pairs of nodes at random. Each 
pair of nodes, {s,, s2}. was used to define two problems of the form (start,goaE), 
namely (s, J,) and (s? ,s, ) The same 1000 problems were used for every 
R.C. Holte et al. I Artijicial Intelligence 85 (1996) 321-361 353 
Table 5 
Solution length using max-degree abstraction (the optimal solution length is shown in brackets) 
Radius of abstraction 




































29.2 25.9 23.7 24.4 24.6 24.9 
25.1 23.5 22.6 23.9 23.9 24.2 
24.0 23.9 22.7 22.8 22.9 23.0 
8.5 8.3 8.1 7.9 7.9 7.9 
8.0 7.9 7.9 7.9 7.9 7.9 
8.1 8.1 7.9 7.9 7.9 7.Y 
22.3 17.2 17.2 16.2 16.3 15.3 
19.5 16.2 16.6 14.8 14.7 13.6 
16.2 15.7 15.3 15.5 15.5 15.0 
15.2 14.2 13.1 12.7 12.4 Il.!) 
13.4 12.3 12.1 11.7 11.3 1O.Y 
12.9 12.5 12.3 12.0 12.0 11.7 
12.7 11.0 11.0 9.8 8.7 7.5 
11.6 10.8 10.2 8.5 7.4 6.9 
9.2 8.8 9.4 9.2 8.2 7.2 
97 89 83 83 83 82 
76 78 76 73 71 73 
82 78 76 78 77 79 
14.3 12.7 11.8 11.3 10.6 10.2 
12.4 11.1 10.8 10.3 9.8 9.4 
11.1 10.8 10.8 10.6 10.2 10.0 
different combination of search technique and abstraction parameter settings. All 
the results shown are averages over these 1000 problems. 
Tables 5 and 6 show the solution length and work results using max-degree 
abstraction. These show that the conclusions in Section 4’s comparison of 
refinement techniques hold for all small radii. AltO and CR do about the same 
amount of work, and OptR does more, sometimes much more. CR’s solutions are 
the longest, about 10% longer than OptR’s which, in turn, are of the same length 
as Alto’s on average (but about 10% longer than Alto’s when the radius is 2). 
The choice of radius affects solution length and work in a similar manner for all 
c the refinement techniques. Solution length steadily decreases as radius increases. 
Work increases as radius increases. When the radius of abstraction is sufficiently 
large, abstraction becomes ineffective because all the states are mapped to a few 
abstract states. This means that an abstract solution will provide very little 
guidance, if any, and the search techniques will degenerate to breadth first search. 
This degeneration can be seen in Table 6, where the work of the refinement 
techniques is much smaller than the work done by breadth first search for the 
small radii but the same or greater for the large radii (Permute-7 is the most 
extreme example). The exact radius at which this degeneration occurs varies from 
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Table 6 
Work using max-degree abstraction (the work done by breadth first search is shown in brackets; work 




































Radius of abstraction 
7 3 4 5 6 7 
233 335 ‘77 297 281 311 
2X6 3Y3 307 330 336 3X2 
?(I3 ‘30 781 ‘82 272 300 
hi4 78X 1x13 3713 4677 4948 
1740 I770 2XYl 4414 4X7X 4969 
654 X(12 1830 3796 4739 4Y5X 
6X7 I XYX I466 1571 2646 4600 
103x 2’06 1715 2XY-t -Is15 7255 
64-l I X’)h I-l55 I414 2447 468 I 
Ii63 2536 5Y37 6YY6 x433 X580 
2467 4-M ) XX65 I I855 1276’) 11623 
1315 2447 5113 6358 X306 9026 
474 7( )5 735 I J-h) 3573 7635 
1072 Y3h ISIS 3321 6147 Y102 
4-i-t 666 Xl4 I X06 1772 X664 
X46 73-i 7Ytl 755 7x2 HIS 
XX6 X6( ) Y-IO Y2.5 926 Y62 
763 608 736 753 76X X44 
7Y5 I5OY 256 I ___ 5751 7451 9518 
1445 7557 4936 X425 10645 12389 
X2X 1347 2456 5412 775.5 981.5 
graph to graph. and depends primarily on the graph’s diameter (maximum 
distance between two nodes). All but two of the graphs have small diameters (an 
approximate indication of the diameter is the average optimal solution length in 
Table 5). and abstraction of the small diameter graphs leads to little or no 
speedup for the larger radii. 
A radius of 2 maximizes the speedup over breadth first search of every 
refinement technique on every graph (except towers of Hanoi, where a radius of 3 
maximizes speedup). However, for this radius CR, and, to a lesser extent, OptR 
produce very long solutions. CR’s solutions are 50% longer than optimal, on 
average, and OptR’s are 32% longer. Since OptR produces the optimal refine- 
ment of an abstract solution, one may conclude that its relatively poor per- 
formance when the radius is 2 is an inherent property of the general strategy of 
using a single abstract solution to guide search. By contrast, Alto’s solutions are 
within 20% of optimal for all graphs and radii (including a radius of 2) except for 
Permute-7, where its solutions, although much shorter than CR’s or OptR’s, are 
40% longer than optimal when the radius is 2. 
When the radius is 2 Alto’s speedup over breadth first search is impressive, 
ranging from 4 (5-puzzle, Bitnet, TOH-7) to 16 (Permute-7). The combination of 
speedup and solution length achieved by AltO for a radius of 2 is not equalled by 
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either of the other refinement techniques. For them to achieve the same solution 
length, they must do substantially more work. 
Similar patterns occur when abstraction is done using random hubs (Tables 7 
and 8). The solutions found by all techniques have increased in length but CR’s 
have increased more than OptR’s which, in turn, have increased more than 
AltO’s. Thus random-hub abstraction increases the difference in solution lengths 
produced by these three algorithms (except, perhaps, for the TOH-7 graph). 
OptR’s solutions are now 5% longer than Alto’s, and it is now the case for all 
graphs and all but the largest radii that the shortest of CR’s solutions is longer 
than Alto’s longest solution. Alto’s solutions are still within 40% of optimal on 
all graphs when the radius is 2. 
In terms of “work”, the change from max-degree to random hubs has had the 
same effect on all the refinement techniques. Work has slightly increased on three 
of the graphs (5puzzle, Permute-7, and TOH-7) and substantially decreased on 
the others. For two graphs (Blocks-6, KL-2000), radii that previously led to 
degeneration are no longer problematic. Consequently, Alto’s speedup over 
breadth first search is now even greater than with max-degree abstraction. On 
four of the graphs, AltO does at least 13 times less work than breadth first search. 
Alto’s solution lengths are remarkably insensitive to the manner in which hub 
Table 7 
Solution length using random-hub abstraction (the optimal solution length is shown in brackets) 
Radius of abstraction 
2 3 4 5 6 7 
Spuzzle CR 31.2 30.2 
OptR 27.7 25.3 
(20.1) Ah0 24.4 24.3 
Bitnet CR 8.6 8.5 
OptR 8.1 8.2 
(7.9) Ah0 8.0 8.0 
Blocks-6 CR 32.7 24.5 
OptR 25.7 22.4 
(13.2) Ah0 17.6 18.0 
KL-2000 CR 18.4 14.9 
OptR 14.7 13.2 
(10.8) Ah0 12.8 13.0 
Permute-7 CR 16.3 10.9 
OptR 12.9 10.6 
(6.6) Ah0 9.2 8.9 
TOH-7 CR 94.5 96.7 
OptR 82.5 77.1 
(67) Ah0 76.5 80.1 
Words CR 19.5 15.4 
OptR 15.2 13.2 
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Table X 
Work using random-hub abstraction (the work done by breadth first search is shown in brackets; work 
is measured as number of edges plus overhead) 












































































I I35 2246 
IO00 39Y.5 
1073 2178 
5 6 7 
251 292 284 
332 3.54 366 
242 2x1 27X 
1777 3673 4664 
2839 4384 4872 
179.5 3767 4717 
1076 I148 I180 
1514 1549 1762 
IO64 IO88 1125 
4289 5773 5032 
6976 8867 8624 




























states are chosen and to the choice of radius (as long as the radius is not so large 
as to cause degeneration). By contrast, CR and OptR are sensitive to both these 
choices: small and large radii must be avoided, as must random-hub selection. 
The robustness of a refinement technique is important because it makes problem 
solving performance independent of the details of the algorithm that constructs 
the abstraction hierarchy. This is useful because it permits the abstraction 
algorithm to be chosen to optimize other factors, such as the speed with which the 
abstraction is constructed (small radii. with randomly chosen hubs, will tend to 
optimize this). 
7. Conclusions 
In this paper we have presented a new perspective on the traditional task of 
problem solving and the techniques of abstraction and refinement. Our graph 
oriented approach produced several useful new insights and spawned improved 
techniques. 
The graph oriented perspective led to two new families of abstraction tech- 
niques. One of these, algebraic abstraction, has the desirable property of 
R.C. Holte et al. I Artificial Intelligence 8.5 (1996) 321-361 357 
preserving the determinism and edge labels of the original graph. However, it was 
shown that this property has far reaching consequences: algebraic abstraction is 
extremely sensitive to the exact manner in which a problem is represented. The 
second new family of abstraction techniques was derived from an analysis of the 
“work” involved in successively refining a solution through multiple levels of 
abstraction. This analysis produced several specific principles for abstraction that 
guarantee speedup over blind search. These principles are easily expressed in 
graph oriented terms and are simple to implement in a graph based system. The 
STAR abstraction algorithm is one such implementation. In all our experiments 
the amount of work required for problem solving was significantly less using 
STAR abstraction than using breadth first search. 
The graph oriented approach produced several insights into the refinement 
process. First, it raised the question: how much longer than the optimal 
refinements are the solutions produced by classical refinement, a greedy tech- 
nique? An optimal refinement algorithm was implemented; its solutions were 
found to be only lo-15% shorter than classical refinement’s. A second contribu- 
tion was the technique of alternating search direction, which uses the whole 
search tree at the abstract level for “refinement”, not just the abstract solution. 
The AltO refinement algorithm combines alternating search direction with 
opportunism; this combination was uniformly superior to all other refinement 
techniques in our study. The final insight produced by the graph oriented 
approach, reported elsewhere [24], is that classical refinement and the “heuristic” 
use of abstract solutions are intimately related, not exclusive choices; in fact, it is 
possible to continuously vary a refinement strategy between these two extremes. 
All the new insights and techniques in this paper, with the sole exception of the 
STAR algorithm, are directly applicable to problem solving with implicitly 
represented graphs. We conclude, therefore, that the graph oriented approach to 
problem solving, abstraction, and refinement is a productive one, and a useful 
complement to the traditional approach, which emphasizes the issues pertaining 
to implicit representation of graphs. 
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Appendix A. Graphs used in the experiments 
5puzzle 
This is a 2 x 3 version of the g-puzzle. There are 6 positions, arranged in 2 rows 
and 3 columns, and 5 distinct tiles, each occupying one position. The unoccupied 
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position is regarded as containing a blank. Tiles adjacent to the unoccupied 
position can be moved into it, thereby moving the blank into the position just 
vacated. 
The state space comprises two unconnected regions each containing 360 states. 
One of these regions is used in the experiment in Section 5.1. In all other 
experiments, we have connected the space by adding a single edge between one 
randomly chosen state in each of the two regions. Two thirds of the states have 
only 2 successors, the other states have 3 successors. 
Bitnet 
This is a map (not up-to-date) of 3483 sites and their interconnections in the 
Bitnet computer network. Branching factors vary considerably, one of the nodes 
has a branching factor of 82, but many nodes are connected to only one other 
node. The average branching factor is 2.25. 
Blocks-h 
There are n distinct blocks each of which is either on the “table” or on top of 
another block. There is a “robot” that can hold one block at a time and execute 
one of four operations: put the block being held onto the table, put it down on 
top of a specific stack of blocks, pick up a block from the table, and pick up the 
block on top of a specific stack. 
We used the 6-block version of this puzzle, which has 7057 states. The 
branching factor varies considerably from one to six, depending on the number of 
stacks in the state. The maximum distance between two states is 11. 
KL-2000 
This is the graph “connect 2000_1000.res” provided to us by Lydia Kavraki and 
J.-C. Latombe, of Stanford University. It is produced by their algorithm for 
discretizing the continuous space of states/motions of robots with many degrees 
of freedom [26,27]. This graph has 2736 nodes and an average branching factor of 
10.5. 
Permute- 7 
A state is a permutation of the integers from 1 to n. There are n - 1 operators 
numbered 2 to n. Operator k reverses the order of the first k integers in the 
current state. For example, applied to the state [3,2,5,6,1,7,4,...] operator 4 
produces [6,5,2.3,1.7,4,...]. Operator n reverses the whole permutation. This is a 
particular instance of a Cayley graph, a family of graphs being studied [21] as a 
promising interconnection topology for multi-processor networks. 
We used n = 7, which gives rise to 7! = 5040 states. All operators are applicable 
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in every state, so each state has 6 successors. The maximum distance between two 
states is 14. 
TOH- 7 
In the towers of Hanoi puzzle there are three pegs and n different size disks 
sitting on the pegs with the smaller disks above the larger disks on the same peg. 
The top disk on a peg may be moved into an empty peg or onto the top of any 
peg whose top disk is smaller than the one being moved. 
We used the seven-disk version of this puzzle, which has 2187 states. Each state 
(except for the 3 states in which all disks are on the same peg) has 3 successors. 
The maximum distance between two states is 128. 
Words 
This graph was obtained from The Stanford GraphBase which was 
compiled by Donald Knuth and is available in directory publsgb at the ftp site 
labrea.stunford.edu. The nodes in the graph are the 5-letter words in English. 
Two words are connected by an edge if they differ in exactly one letter. We 
use the largest connected component of this graph, which has 4493 nodes 
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