An r-uniform graph G is dense if and only if every proper subgraph
Introduction
For a set V and a positive integer r we denote by V (r) the family of all r-subsets of V . An r-uniform graph or r-graph G consists of a set V (G) of vertices and a set E(G) ⊆ V (G) (r) of edges. An edge e = {a 1 , a 2 , . . . , a r } will be simply denoted by a 1 a 2 . . . a r . An r-graph H is a subgraph of an r-graph G, denoted by H ⊆ G if V (H) ⊆ V (G) and E(H) ⊆ E(G). A subgraph G induced by V ′ ⊆ V , denoted as
, is the r-graph with vertex set V ′ and edge set E ′ = {e ∈ E(G) : e ⊆ V ′ }. Let N be the set of all positive integers. For n ∈ N, denote the set {1, 2, 3, . . . , n} by [n] . Let K (r) t denote the complete r-graph on t vertices, that is the r-graph on t vertices containing all possible edges. A complete r-graph on t vertices is also called a clique with order t. We also let [n] (r) denote the complete r-uniform graph on the vertex set [n] . When r = 2, an r-uniform graph is a simple graph. When r ≥ 3, an r-graph is often called a hypergraph.
Definition 1.1
For an r-uniform graph G with the vertex set [n], edge set E(G) and a weighting x = (x 1 , . . . , x n ) ∈ R n , define λ(G, x) = e∈E(G) i∈e
The Lagrangian of G, denoted by λ(G), is defined as λ(G) = max{λ(G, x) : x ∈ S}, where S = { x = (x 1 , x 2 , . . . , x n ) :
x i = 1, x i ≥ 0 for i = 1, 2, . . . , n}.
The value x i is called the weight of the vertex i and any weighting x ∈ S is called a legal weighting. A weighting y ∈ S is called an optimum weighting for G if λ(G, y) = λ(G). The following fact is easily implied by the definition of the Lagrangian. Fact 1.2 Let G 1 , G 2 be r-uniform graphs and G 1 ⊆ G 2 . Then λ(G 1 ) ≤ λ(G 2 ).
In [5] , Motzkin and Straus provided the following simple expression for the Lagrangian of a 2-graph.
Theorem 1.3 ([5])
If G is a 2-graph in which a largest clique has order t then
(1 − 1 t ).
Definition 1.4 An r-uniform graph G is dense if every proper subgraph G ′ of G satisfies λ(G ′ ) < λ(G).
This is equivalent to that all optimum weightings of G are in the interior of S, in other words, no coordinate in an optimum weighting is zero.
1 t−1 . This gives another proof of the fundamental result of Erdős-Stone-Simonovits on Turán densities of graphs. The key in the proof is that the result of Motzkin and Straus gives the structure of dense graphs and allows us to estimate the Lagrangian of a dense graph easily. However, when r ≥ 3, it becomes much harder to estimate the Lagrangians of r-uniform hypergraphs and to characterize the structure of all dense r-uniform graphs. The main goal of this note is to characterize 3-graphs with certain given substructures to be dense.
In the following section, we give some elementary facts on dense r-graphs and some preliminary results needed in the proof. In sections 3, 4 and 5, we give results on 3-uniform hypergraphs containing a large clique, a large clique with one edge or two edges removed correspondingly. Some open questions and remarks are given in section 6.
Elementary Facts
Fact 2.1 (Cover pairs) For every dense r-graph G = (V, E) and for every pair i, j ∈ V , there exists an edge e ∈ E(G) such that {i, j} ⊆ e.
Proof. Let G = (V, E) be a dense r-graph with n vertices. On the contrary suppose that there exists i, j ∈ V such that {i, j} e for every e ∈ E(G), i.e. {e ∈ E(G) : {i, j} ⊆ e} = ∅. Let x = (x 1 , x 2 , . . . , x n ) be an optimum weighting for G with k positive integers. Assume that
∂xj . Let y = (y 1 , y 2 , . . . , y n ) be a weighting with y l = x l for every l = i, j, y i = x i + x j and y j = 0. Then
Proof. G is not dense if and only if there exists a subgraph 
Proof. Let G be an r-graph on t vertices with m >
r ) (t−1) r since the weights of every vertex in the optimum weighting is 1 t−1 . Let x = (x 1 , x 2 , . . . , x t ) be a legal weighting for G with
Remark 2.4 (Non-heredity) An induced subgraph of a dense r-graph may not be dense.
Proof. For example, G = [t]
(3) \ {(t − 3)(t − 1)t, (t − 2)(t − 1)t} is dense by Theorem 3.2. In view of Fact 2.1, since t − 1 and t are not covered by any edge in
For an r-graph G = (V, E) and i ∈ V , let
We say that an r-graph G = (V, E) on vertex set [n] is left compressed if E j\i = ∅ for any 1 ≤ i < j ≤ n. In other words, for any i < j, if k 1 k 2 . . . k r−1 ∈ E j , where
. ., i r ≤ j r , and i 1 + i 2 + · · · + i r < j 1 + j 2 + · · · + j r . In this case, the r-tuple j 1 j 2 · · · j r is called a descendant of i 1 i 2 · · · i r . We say that i 1 i 2 · · · i r has higher hierarchy than j 1 j 2 · · · j r if i 1 i 2 · · · i r is an ancestor of j 1 j 2 · · · j r . We remark that an r-graph G on the vertex set [n] is left-compressed if and only if all ancestors of an edge are edges in G.
We will impose one additional condition on any optimum weighting x = (x 1 , x 2 , . . . , x n ) for an r-graph G in this paper:
|{i : x i > 0}| is minimal, i.e. if y is a legal weighting for G satisfying |{i : y i > 0}| < |{i : x i > 0}|, then λ(G, y) < λ(G).
(1)
be an r-graph and x = (x 1 , x 2 , . . . , x n ) be an optimum weighting for G with k positive weights
, then there is an edge in E containing both i and j.
Remark 2.6 Let G = (V, E) be an r-graph with the vertex set [n] and x = (x 1 , x 2 , . . . , x n ) be an optimum weighting for G with k non-zero weights x 1 , x 2 , · · · , x k . Let i, j be positive integers satisfying
3 3-uniform hypergraphs containing a large clique
The following result due to Peng-Zhao in [8] implies that if G is a 3-graph with at most
edges and G contains a clique of order t − 1, then G is not dense. 
2 . Let G be a 3-graph with m edges and contain a clique of order t − 1.
We give a sufficient condition for r-uniform hypergraphs containing a large clique to be dense. (r) ⊆ G, then G is dense.
Proof. Let x = (x 1 , x 2 , . . . , x t ) be an optimum weighting of G. To complete the proof of the theorem, it's sufficient to prove that 
4 3-uniform hypergraphs containing a large clique minus one edge
If a 3-graph G contains a clique of order t − 1 minus one edge and G does not contain a clique of order 
Non-dense case
In this subsection, we give a sufficient condition for 3-uniform hypergraphs containing a large clique minus one edge to be non-dense. 
. . , x n ) be an optimum weighting of F satisfying condition (1) and k be the number of non-zero weights in x. If k ≤ t − 1, since the left-compressed 3-graph H s ⊆ F , then lemma holds. Now suppose that k ≥ t. We can assume that x j ≥ x l when 1 ≤ j < l ≤ t − 1 or t ≤ j < l, since otherwise we can just relabel the vertices of F and obtain another extremal 3-graph
Next we obtain a new 3-graph G from F by performing the following: 1. If an edge j 1 j 2 j 3 has an ancestor i 1 i 2 i 3 that is not in F , where j 1 , j 2 , j 3 < t, then replace j 1 j 2 j 3 by i 1 i 2 i 3 . Repeat this until there is no such an edge.
Repeat this until there is no such an edge.
Then G satisfies the following properties: 1. The number of edges in G is the same as the number of edges in F .
Case 1. s=1. If (t − 3)(t − 2)t / ∈ G, then Properties 3 and 4 imply that G is left-compressed. Suppose that (t − 3)(t − 2)t ∈ G. Note that 1(t − 1)t ∈ G by Lemma 2.5 (b) and k ≥ t, we have
which contradicts to the number of edges of G. Case 2. s=2. If (t − 4)(t − 2)t / ∈ G, then Properties 3 and 4 imply that G is left-compressed. Suppose
which contradicts to the number of edges of G. Now let us continue the proof of the theorem. By Lemma 4.2 and Remark 2.6 (b), there exists a left-compressed 1 and an optimum weighting x satisfying
. Since x has only k positive weights, we can assume that G is on [k] . If k ≤ t − 1, then we are done. So suppose that k ≥ t. We need the following lemma. The proof of the following lemma is similar to the proof of Lemma 2.5 in [12] given by Talbot. For completeness we give a detailed proof later. For the cases of s = 2, 3, 4 of Lemma 4.3, we need them to prove Theorem 5.1. 
. . , x n ) be an optimum weighting of G satisfying condition (1) and
Let k be the number of positive weights in x, then
Let us continue the proof of the theorem. Note that G satisfies the condition of Lemma 4.3. By Lemma 2.5 (b),
. To complete the proof, it's sufficient to prove the following Lemma. For the case of s = 2 of Lemma 4.4, we apply it to prove Theorem 5.1. Proof of Lemma 4.4. Let x = (x 1 , x 2 , . . . , x t ) be an optimum weighting of G and k be the number of non-zero weights in x. Note that
It's sufficient to prove that k ≤ t − 1. On the contrary suppose that k = t. By Remark 2.6 (b), we have
since if j / ∈ E (t−2)(t−1) , then j / ∈ E (t−2)t , so j / ∈ E ((t−2)t)\((t−1)t) . Similarly,
Inequalities (2) and (3) imply that
Again by Remark 2.6 (b) we have
Since
and
Inequality (16) implies that 
This implies that
b t − 4 > 1, so b > t − 4,
Dense case
In this subsection, we give a sufficient condition for 3-uniform hypergraphs containing a large clique with one edge removed to be dense. , x 2 , . . . , x t−1 ) be an optimum weighting of H 1 . By Remark 2.6, we have
Assume that x 1 = x 2 = . . . = x t−4 = a and x t−3 = x t−2 = x t−1 = b, then (t − 4)a + 3b = 1 and
By Remark 2.6 (b) we have
Consider a legal weighting y for G with y i = x i = a for every i ∈ [t − 4], y j = x j − ε = b − ε for j = t − 3, t − 2, t − 1 and y t = 3ε, where 0 < ε ≪ b. It's obvious that y 1 = y 2 = . . . = y t−4 ≥ y t−3 = y t−2 = y t−1 ≥ y t . Then
Then we get that
Note that (t − 4)a + 3b = 1 and b = a − a 2 , then 3a 2 − (t − 1)a + 1 = 0. This implies that a < 0.2 for every t ≥ 7. Hence 2 − (t + 2)a = −3a 2 − 3a + 1 > 0 for every a < 0.2. Hence 2 − (t + 2)a > 0 for every
when ε is small enough. Note that every subgraph G ′ of G with order less than t is a subgraph of H 1 under isomorphism, then λ(G ′ ) ≤ λ(H 1 ) < λ(G) and G is dense. − 2, we believe that it would be non-dense, but we cannot prove it. For the case of m = t−1 3
Special case
− 1, a 3-graph could be dense or non-dense. But we cannot give a characterization on a dense or non-dense 3-graph in this case. We get the following result. 
|, then there is no edge else in G. So there is no edge e of G such that {1, t} ⊆ e. By Lemma 2.5 (b), G has an optimum weighting such that the number of its positive weights is less than t, i.e. G is not dense. (b) Suppose |{(t − 3)(t − 2)t, (t − 3)(t − 1)t, (t − 2)(t − 1)t} ∩ E(G)| ≤ 1. Let x = (x 1 , x 2 , . . . , x t−1 ) be an optimum weighting of H 1 . By Remark 2.6 (c), we have x 1 = x 2 = . . . = x t−4 ≥ x t−3 = x t−2 = x t−1 . Assume that x 1 = x 2 = . . . = x t−4 = a and x t−3 = x t−2 = x t−1 = b. The same as the proof of Theorem 4.5, we have (t − 4)a + 3b = 1,
Consider a legal weighting y for G with y i = x i = a for every i ∈ [t − 4], y j = x j − ε = b − ε for j = t − 3, t − 2, t − 1 and y t = 3ε, where ε is small enough. It's obvious that y 1 = y 2 = . . . = y t−4 ≥ y t−3 = y t−2 = y t−1 ≥ y t . Then
Recall that b = a − a 2 and (t − 4)a + 3b = 1, so
when ε is small enough. Note that every subgraph G ′ of G with order less than t is a subgraph of
and G is dense.
The proof of Lemma 4.3
Proof of Lemma 4.3. Let G = ([n], E) and x satisfy the conditions. Denote b = max{j : 
Hence, by Remark 2.6, we have
So we may assume that k ≥ t + 1. We define a new legal weighting y for G with y j = x j for every j ∈ [n] \ {k − 1, k}, y k−1 = x k + x k−1 and y k = 0.
Since y k = 0 we may remove all edges containing the vertex k from E to form a new 3-graph
. We will show that if Lemma 4.3 fails to hold then there exists a set of edges
and there is no copy of a clique of order t − 1 in G ′ for s = 1 and no copy of a clique of order t − 1 minus
= H s , which contradicts to λ(G) = λ ms,s . We must construct the set of edges F satisfying the above condition now. Since E (k−1)\1 = ∅, by Remark 2.6 we have
Hence
Hence using (11)
We now distinguish two cases.
2 . So using (13) we obtain
′′ contains a clique of order t − 1 with 1 edge removed ( this set of t − 1 vertices would be different from
2 , contradiction. Similarly, for s = 1, G ′′ does not contain a clique of order t − 1. So F fulfills the purpose.
Case 2 α ≤ β.
Suppose Lemma 4.3 fails, then
Then since λ(F ′′ , y) ≥ (β + 1 − α)x 3 k−1 and using (12) ,
So (9) is satisfied. We show that |F | ≤ |E k |. In fact,
As the same of Case 1, F fulfills the purpose.
5 3-uniform hypergraphs containing a large clique minus two edges
Non-dense case
In this subsection, we give a sufficient condition for 3-uniform hypergraphs containing a large clique minus two edges to be non-dense. 
We need the following lemma. , x 2 , . . . , x n ) be an optimum weighting of H and k be the number of non-zero weights in x. We can assume that x 1 ≥ x 2 ≥ · · · ≥ x t−1 and x t ≥ x t+1 ≥ · · · ≥ x n , otherwise we relabel the vertices. Next we obtain a new 3-graph G from H by performing the following: 1. Case s = 3. Note that there are exactly two elements e, e ′ ∈ [t − 1]
Replace e, e ′ by (t − 3)(t − 2)(t − 1), (t − 5)(t − 4)(t − 1) respectively in E(G). Then G satisfies the following properties: 1. The number of edges in G is the same as the number of edges in H.
5. G does not contain a subgraph isomorphic to H 1 , If k ≤ t − 1, then taking the optimum vector of G with the first t − 1 coordinators the same as the coordinators of an optimum vector of H s and other coordinators being zero, and the lemma holds. Now suppose that k ≥ t.
To complete the proof, it's sufficient to prove that x t−1 ≥ x t . By Remark 2.6 (a), we have
For the case of s = 4, note that
by Property 4, we have E t\(t−1) ⊆ {(t − 3)(t − 2)}. Now we show that
2 , which contradicts that
and by Property 4, we have E t\(t−1) ⊆ {(t − 3)(t − 2), (t − 5)(t − 4)}. Similar to the case of s = 4, we have (t − 3)(t − 2) / ∈ E t\(t−1) . If (t − 5)(t − 4)t / ∈ E(G), then E t\(t−1) = ∅ and we are done as above. So assume that (t − 5)(t − 4)t ∈ E(G). Since
To complete the proof, it's sufficient to prove that x t−5 ≤ 2x t−2 . Similar to the case of s = 4, (t − 3)(t − 1) / ∈ E t\(t−2) , so E t\(t−2) = ∅. By Remark 2.6 (a) we have
Similarly,
Since λ(H, x) = λ m,s , then λ(G, x) = λ m,s , that is, x is an optimal weighting of G. If x t+1 = 0, then there is nothing to prove. So assume that x t+1 > 0. We can also assume that x satisfying condition (1). By Lemma 2.5 (b) we have 1t(t + 1) ∈ E(G). So if 2(t − 5)(t + 1) ∈ E(G) (note that (t − 5)(t − 4)t ∈ E(G)), by Property 4 then m ≥ (
Let us continue the proof of the theorem. By Lemma 4.2 and Lemma 5.2, we can assume that H satisfies (1) all ancestors containing the vertex t
λ(H) = λ m,s and (3) 
which contradicts the assumption that m ≤ l−1 3
. We prove the following lemma. 
Proof of Lemma 5.3. Case s = 3. Note that (t − 3)(t − 2)t / ∈ E(G), otherwise m ≥ λ(E (t−5)\(t−1) , x) λ(E (t−5)(t−1) , x) = x t λ(E (t−5)t\(t−1)t , x) + x t−3 x t−2 λ(E (t−5)(t−1) , x) .
If j / ∈ E (t−5)(t−1) , then j / ∈ E (t−5)t\(t−1)t . Note that λ(E (t−5)(t−1) , x) ≥ 1 − x t−5 − x t−4 − x t−1 − x t ≥ (t − 4)x t−2 . Then x t−5 − x t−1 ≤ x t + x t−3 t − 4 .
Note that x t−3 ≤ x t−5 , so
Similarly, x 1 − x t−1 = λ(E 1\(t−1) , x) λ(E 1(t−1) , x) = x t λ(E 1t\(t−1)t , x) + x t−3 x t−2 + x t−5 x t−4 1 − x 1 − x t−1 ≤ x t + 2x t−5 t − 5 . Multiplying both sides by the denominator, applying x t−2 ≥ x t−1 and combining common terms, we get (2b + 1)(t − 4) (t − 5) 2 − 2 x
Remarks
Results similar to Theorem 4.5 can be obtained for 3-graphs G containing all but l edges of [t − 1]
with l ≥ 3 by modifying the proof of Theorem 4.5. For r-graphs, it might be interesting to consider the following conjecture by Peng-Zhao. r−1 + 1. Very little is known about dense r-graphs. At some point, we thought that an r-graph obtained by adding edges to a dense r-graph G will be dense. However, this is not true.
Remark 6.2 (Non-monotonicity) For a dense r-graph G = (V, E), there may exist some e ∈ E(G c )
such that H = (V, E ∪ {e}) is not dense.
Proof. For example, let G be a left-compressed 3-graph on t vertices with m = 
G and (t − 3)(t − 2)t, (t − 3)(t − 1)t, (t − 2)(t − 1)t / ∈ G . Then proposition 4.6 implies that G is dense. Let H = G ∪ {(t − 3)(t − 2)(t − 1)}. It's clear that [ 
