In this work we study polyhedra in the context of network flow problems, where the flow value on each arc lies in one of several predefined intervals. This is motivated by nonlinear problems on transportation networks, where nonlinearities are handled by piecewise linear approximation or relaxation -a common and established approach in many applications. Several methods for modeling piecewise linear functions are known which provide a complete description for a single network arc. However, in general this property is lost when considering multiple arcs. We show how to strengthen the formulation for specific substructures consisting of multiple arcs by linear inequalities. For the case of paths of degree-two-nodes we give a complete description of the polyhedron projected to the integer variables. Our model is based on -but not limited to -the multiple choice method; we also show how to transfer our results to a formulation based on the incremental method. Computational results show that a state-of-the-art MIP-solver greatly benefits from using our cutting planes for random and realistic network topologies.
Introduction
In many optimization problems on transportation networks, especially those arising from power supply, the main challenge is connected to the question of how to deal with the problem's nonlinear features, arising e.g. from laws of physics. A very common approach consists of constructing piecewise linearizations or relaxations of the involved nonlinear functions. The resulting MIP can then be solved by any general purpose MIP solver. This is especially attractive for problems of the mentioned class -involving sparse networks -as this typically leads to loosely coupled constraints. Nonlinearities can therefore be modeled as a low-dimensional nonlinear function of the flow. For a detailed description of the linearization technique, see [6] . It is one of the methods connected with recent advances on the so called nomination validation problem on gas networks, which can nowadays be solved satisfactorily for country-size real-world gas networks [14] .
For constructing a piecewise linear approximation, or respectively, model a piecewise linear function, several useful formulation methods are known and the choice mainly relies on empirical investigations for the particular application. [15] reports several examples, together with the corresponding references. Most of the formulations used in practice are locally ideal, i.e. for a single function their linear relaxation is equal to the convex hull of feasible points. Hence the formulations cannot be strengthened further. However, the situation is different when we consider multiple nonlinear functions that influence each other: In general, the formulation looses its desired property of being ideal -most likely already in case of just two functions. This raises the question of how the formulation may be strengthened, a question that can not be answered in general but depends on the constraint structure.
For example, [17, 11] examine the case of the separable piecewise linear optimization knapsack polytope. They derive various classes of valid inequalities and also arrive at promising empirical results. [15] extends ideal formulations to the case, where an additional indicator variable is present.
We consider a setting which focuses on the network structure of the problem. As we want to avoid restricting ourselves to a specific application, we do not consider the nonlinearities explicitly, but just assume they are modeled as functions of the flow on a network arc. Therefore the flow variable range is divided into several intervals.
In this work, we consider feasible sets of the form
where q i denote real-valued flow variables on some network arc and z i binary indicator variables for using that interval, whereas the input parameters l i and u i are lower and upper bounds on the flow value. Therefore, we have
M is the incidence matrix of the network graph, so the condition M q = d means that the flow on the network has to satisfy some flow conservation and demand satisfaction equations. We allow several flow intervals on the same network arc a. However, only one of them can be active -and at least one has to. Therefore, the corresponding z-variables are connected by the constraint (1)
where I a denotes the set of indices belonging to arc a. Using this notation, the flow value on a is given by i∈Ia q i .
The above modeling corresponds to the Multiple Choice Method (MCM) [10] , which leads to locally ideal formulations for a single piecewise linear function [16] . It is very flexible, as it allows us to consider a generalized setting with possibly overlapping intervals without further modeling effort. We use it as a starting point and show how to transfer our results to another popular formulation later, namely one that is based on the incremental method. The special case of a function f modeled piecewise linearly by MCM on a connected domain [l, u] with breakpoints B 1 = l, B 2 , . . . , B n , B n+1 = u is obtained for l a i = B i , u a i = B i+1 , i = 1, . . . , n. In that case
To eliminate the continuous q-variables, we consider the projection of the feasible set to the z-variables. The convex hull of this projection is denoted by P in the following, so
A complete description of P not necessarily leads to a complete description of the polyhedron involving the q-variables, but valid inequalities for P can still be expected to represent strong cuts. In [2] it is concluded that projected Chvátal-Gomory cuts are effective for instances of the MIPLIB. As a guideline, the strength of those cuts for an MILP depends on whether optimizing the integer variables is the essence of the problem, as the authors of [2] state it. This applies to the tasks we have in mind. As an extreme case, if the objective function only depends on the z-variables, we are guaranteed that optimizing over P yields the overall optimum. This article is organized as follows: In Section 2 we study the geometric structure of the polytope P when the problem is defined on simple network structures. Starting with two adjacent arcs, we move on to the cases of paths and stars. For the former we give a complete description for P . For a special structure of intervals that includes models originating from a piecewise linearization, we improve the result by showing that a specific subset of the cutting planes is already sufficient for a complete description for P . We also show how to obtain corresponding results for a formulation based on an incremental model. Section 3 presents some empirical studies on the performance of the cutting planes from Section 2, showing that they lead to significant improvement when used within a state-of-the-art MIP-solver. Finally, Section 4 briefly concludes the results.
Improving the Formulation for Simple Network Structures
In this section we study the structure of P . We start with the case of two adjacent network arcs and then advance to larger substructures.
Paths of Length Two
The most simple nontrivial case is that of two consecutive network arcs together with one flow conservation constraint. Each arc may have multiple, possibly overlapping, distinguished flow intervals.
In this scenario for every integral solution in P one variable per arc is set to 1. The flow conservation constraint implies that those two nonzero variables correspond to intervals with nonempty intersection. On the other hand, this condition is also sufficient for a feasible integral solution. Hence the problem of finding an optimal point in P is equivalent to finding an optimal edge in the graph that models interval compatibilities. We formally define it as follows: Definition 2.1 (Compatibility Graph). Given a network and a set of intervals for each network arc, the compatibility graph G COMP corresponding to that instance is an undirected graph that has a node for each z-variable and an edge between two nodes if and only if there is an integral point in P where both of the variables are equal to 1.
This graph will play an important role for deriving our results on path networks. In the simple case above, G COMP has an arc between two nodes if and only if the corresponding intervals belong to different network arcs and have nonempty intersection (an example can be found below). Note, that it can be adapted easily for the case in which the middle node has nonzero demand.
As stated above, we have reformulated the problem to finding the maximum weight edge in a graph. For the case of paths of arbitrary length as underlying networks, this generalizes to finding a maximum weight k-clique, as we will discuss in the next subsection. But also for a path of length 2, viewing the problem as a clique problem is helpful: We notice that the compatibility graph in the two-arc-setting is bipartite, and hence perfect. For the class of perfect graphs several combinatorial problems which are NP-hard on general graphs, such as finding the maximum clique, the maximum stable set, or the chromatic number, can be solved in polynomial time [8] . We also know explicitly that adding the stable set inequalities, i.e. inequalities of the form e∈S x e ≤ 1 for some stable set S, suffices to describe the convex hull of all clique vectors, where exactly the inclusion-wise maximal stable sets constitute facets [13] . We summarize some well-known properties of perfect graphs in the following theorem: Theorem 2.2 (characterizations of perfect graphs). Let G be a graph. The following conditions are equivalent: a) G is perfect, i.e. for every induced subgraph of G the chromatic number is equal to the clique number.
is a stable set vector}) i.e. the clique inequalities are sufficient to describe the stable set polytope. c) the complement of G is perfect. d) G has neither odd holes nor odd antiholes (complements of odd holes) of size ≥ 5 as induced subgraphs.
The first condition in Theorem 2.2 is the standard definition for perfect graphs. From this it can easily be seen that all bipartite graphs are perfect. Part b) shows why perfect graphs are interesting from an optimization point of view: A polynomial time clique separation subroutine would directly yield a polynomial time stable set algorithm. This is indeed possible for perfect graphs, whereas on general graphs the separation is NP-hard. Together with part c) of Theorem 2.2 we also know that for solving the maximum clique problem the stable set inequalities are sufficient. Part d) characterizes perfect graphs via forbidden induced subgraphs. It is known as the Strong Perfect Graph Theorem [3] . Later we will use it to show that G COMP is also perfect for the more complicated setting where the network is a path of arbitrary length. Example 2.3. Consider the following example given by its compatibility graph G COMP :
One can show that in addition to the inequalities which were already part of the model, the following equations are needed to obtain P :
We see that (2) and (3) are the stable set constraints for the stable sets {a 3 , b 1 }, {a 1 , b 2 , b 3 }, which in this case together with {a 1 , a 2 , a 3 } and {b 1 , b 2 , b 3 } are exactly the maximal stable sets of G COMP .
We now bring together all arguments to give a complete description of P . Theorem 2.4. For a path of length two, the stable set constraints of G COMP together with the trivial inequalities and equations (1) form a complete description of P .
Proof. LetP = {z ∈ P | z(S) ≤ 1 ∀ stable sets S ⊆ V (G COMP )} be the polytope of points satisfying the constraints mentioned in the theorem. We have to show thatP = P , i.e. every vertex ofP is integral. We show thatP is a face of the well-studied clique polytope P CLIQUE and make use of the fact that a complete description for P CLIQUE is known for perfect graphs, namely
i) By the above considerations,P is a subset of P CLIQUE , asP satisfies all stable set inequalities.
ii) On the other hand, it follows from equations (1) that z(V (G COMP )) = 2 for all z ∈ P . Hence the restriction of P CLIQUE to inclusion-wise maximal cliques, P CLIQUE | z(V (G))=2 , satisfies all constraints ofP ; so we haveP ⊇ P CLIQUE | z(V (G))=2 and also "=" because of i)
Now letz ∈P . Ifz(V (G)) = 2 andz is a vertex ofP , it is also a vertex of P CLIQUE | z(V (G))=2 . As z(V (G)) ≤ 2 is a valid inequality for P CLIQUE , the restriction P CLIQUE | z(V (G))=2 is a face of P CLIQUE . We conclude thatz is a vertex of P CLIQUE and hence integral.
The following remark yields another way of viewing the stable set inequalities, which will be helpful later. Remark 2.5. We may reformulate the stable set constraint for inclusion-wise maximal stable sets by using (1), when they attain the following structure. It is familiar from Hall's matching theorem: For each subset V of vertices of G COMP that belong to the same network arc, the inequality
is valid for P , where N (V ) = {u ∈ G COMP | ∃v ∈ V : (u, v) ∈ E(G COMP )} denotes the set of neighbors of V . One can show that if we allow the additional option of zero flow on both arcs by relaxing (1) to "≤", inequalities (4) are stronger than the stable set constraints and yield a complete description of P . The proof can be adapted from that of the above theorem and is omitted here.
Paths of Arbitrary Length
We now move on to paths of length k.
Finding an integral point in P is now equivalent to finding a maximum set of k intervals, each belonging to a different network arc, such that their intersection is nonempty (or compatible with the demands if they are = 0). As in the previous subsection, we rephrase this task by means of the compatibility graph. Having a k-clique in this graph is obviously necessary. However, it is also sufficient for a point in P , although G COMP is only able to represent pairwise conflicts. The reason is that due to the interval property it cannot happen that a family of sets is incompatible although each pair is. In other words, G COMP still detects all possible variable conflicts, also for the case of paths of length k > 2.
Unfortunately, the compatibility graph in this subsection doesn't trivially belong to any well-known class of perfect graphs.Therefore we introduce the following graph class, designed for G COMP .
Definition 2.6 (partition-chordal graphs)
. A graph G is called partition-chordal (with partition order k) if and only if it has a k-partition and a setẼ ⊆ {(u, v) | u = v belong to the same partition} of edges such that adding all edges inẼ yields a chordal graph. The elements ofẼ will subsequently be called fill edges.
The compatibility graph is partition-chordal with partition order k, where k is the number of network arcs. Indeed, choose the partitions to consist of all vertices belonging to the same arc. Then the graph with the edges in {(u, v) | u = v belong to the same partition} has an interval graph as a spanning subgraph. Since interval graphs are chordal the claim follows. In the following, partition will always refer to this canonical k-partition if not specified otherwise.
Theorem 2.7.
A graph that is partition-chordal is also perfect.
Proof. Let G be a k-partite chordal graph with vertex set V , a partition map φ : V → {1, ..., k} and a set of fill edgesẼ. Using the Strong Perfect Graph Theorem we have to show that G has neither odd holes nor odd antiholes of size ≥ 5 as induced subgraphs.
Assume G has an odd hole C l , l ≥ 5 as an induced subgraph. LetG = (V, E(G) ∪Ẽ) be the graph that results from adding all edges inÃ to G. AsG is chordal by assumption, C l must have a chord that is an element ofẼ. This fill edge subdivides C l into two shorter cycles inG. By iteratively applying chordality, we reach a triangulation of C l into l − 2 triangles. Since l is odd there has to be a triangle using an odd number of arcs of C l , namely 1, while the two remaining arcs are inẼ. But these two fill edges imply that all three vertices of the triangle lie in the same partition, contradicting the fact that there is an edge between two of them. (see the figure below for an illustration)
Now assume G has an odd antiholeC l as an induced subgraph. Since an antihole of size 5 is isomorphic to a 5-cycle, we may assume l ≥ 7. Given an anticlockwise numbering of the vertices with labels 1 to l, consider the 4-cycle consisting of the vertices 1, 4, 2 and 5 (shown in red in the figure below). 
!
SinceG is chordal, we conclude that there has to be a fill edge between two vertices ofC l that are neighbors with respect to the numbering, w.l.o.g. between 4 and 5. Using this arc we can find another 4-cycle which uses a fill edge (see the figure below, in which this cycle consists of the vertices 3, 5, 4 and 6). Again, by chordality one of the chords must be a fill edge. However, this implies that there exist three out of the four vertices of the 4-cycle (3, 5, 4 and 6) that belong to the same partition, which is impossible given the arcs ofC l that are part of that cycle.
We therefore conclude that G is perfect.
Now we know that we can solve the maximum clique problem in polynomial time on the compatibility graph, and therefore also the separation of stable set constraints. We might ask how fast the stable set separation can actually be performed. In their book [8] Grötschel, Lovász and Schrijver derive the polynomial time result via the so called theta body of a graph. It is motivated by Lovász's theta-bound on the Shannon-capacity of a graph. In this theta body separation is possible in polynomial time. Furthermore, it turns out to be a polytope if the graph is perfect and its facets can be shown to be equivalent to clique inequalities. The runtime of the separation lies in O(n 4 ), which the algorithms spends mainly with calculating determinants in order to check positive semidefiniteness of a matrix.
Corollary 2.8 (Generalization of Theorem 2.4 to paths of arbitrary length).
For paths of arbitrary length, the stable set constraints of G COMP together with the trivial inequalities and equations (1) form a complete description of P .
Proof. Since the compatibility graph is a perfect graph for all paths, the claim can be proven analogously to that of Theorem 2.4 There is the question, on how many partitions the stable set inequalities have to be defined. In particular, it is interesting to study whether it is sufficient to include only the stable set constraints defined on nodes belonging to just two partitions each. Although it turns out that this is not true in general, it is possible to identify situations in which those inequalities suffice. We first rewrite those inequalities as in Remark 2.5, in the form
where U is some partition of G COMP , V a set of vertices of the same partition different from U , and N U (V ) denotes the set of neighbors of V that belong to partition U . This notation will be helpful for the proof of the next theorem. It gives a criterion, when inequalities involving only two partitions are already sufficient for a complete description of P .
Theorem 2.9. If for each ordered pair (I 1 , I 2 ) of intervals that belong to the same partition the set I 1 \I 2 is connected, then the inequalities of type (5) together with the trivial inequalities and equations (1) form a complete description of P .
Remark 2.10. The criterion in the above theorem is satisfied if any two intervals associated to the same network arc must not "strictly" contain each other in the sense that the larger one has larger upper bound as well as a smaller lower bound. If instances result from piecewise linearization, this assumption is usually fulfilled because the model is redundant otherwise.
Proof (of Theorem 2.9). The proof follows from Corollary 2.8, if we can show that all stable set inequalities for G COMP are implied by inequalities (5) . It is illustrated in Figure 1 . Let S = {s 1 , ..., s l } ⊆ V (G COMP ) be a stable set in G COMP and φ : V (G COMP ) → {1, ..., k} a partition map onto the k partitions. Since each element of S is an interval, we may assume that S is ordered increasingly, i.e. for s i , s j ∈ S with i < j we have s i < s j , meaning that the relation holds for each pair of elements. If φ(s i ) = φ(s i+1 ) for some i, we say that S has a partition change. We show the claim by induction on the number of partition changes. If this number is 1, there is nothing to show since z(S) ≤ 1 is already implied by equation (1) for the partition S belongs to.
. This set does not contain s l−1 , since S is a stable set. But in addition, we can show that (S\{s l }) ∪ N φ(s l−1 ) (s l ) is also a stable set of G COMP : Assume, on the contrary, there exists c ∈ N φ(s l−1 ) (s m ) ∩ N φ(s l−1 ) (s l ) for some s m ∈ S. We deduct that c and s l−1 , both belonging to the same partition, contradict our assumption, because the difference of intervals c\s l−1 has to contain elements below as well as above s l−1 . Therefore (S\{s l }) ∪ N φ(s l−1 ) (s l ) is a stable set with d − 1 partition changes. Finally, we have
using the induction hypothesis for the last step.
We conclude this subsection with an example where inequalities (5) are not sufficient for a complete description of P . Example 2.11. Consider the following example with three network arcs, given by the following compatibility graph.
We can see that the point
2 ) satisfies all inequalities of type (5). However, it does not lie in P = conv{ (0, 1, 0, 1, 0, 1) , (1, 0, 0, 1, 0, 1), (0, 1, 1, 0, 0, 1),  (0, 1, 0, 1, 1, 0 )}, which in contrast satisfies the stable set inequality z a 1 + z b 1 + z c 2 ≤ 1. This is well in accordance with Theorem 2.9, since the intervals b 2 and b 1 violate its assumption.
We will see later in the proof of Theorem 2.12 that under the assumption of Theorem 2.9 we can give further restrictions to those inequalities of the complete description which may define facets. This will then yield a polynomial size complete description of P . by {a 4 } yields a set S with only one partition change. S also has to be a stable set, since by the theorem's assumption a 4 is not allowed to intersect with b 2 or b 1 as it would then surround a 3 . In addition, the stable set inequality of S implies that of S.
Applicability to a Formulation According to the δ-Method
In case of no overlaps between intervals belonging to the same partition we are in the standard situation of piecewise linear modeling. In particular, the costs associated to sending a certain amount of flow is a piecewise linear function of the flow. As noted in the introduction, the model for P used so far is then equivalent to the Multiple Choice Method. We will now see that our results can also be applied if the Incremental Method (or δ-Method) [12] is used and how the facets look like in that case. Both methods yield locally ideal formulations. The Multiple Choice Method is more flexible when we think of overlapping intervals. However, the δ-Method has proven more useful for certain applications, e.g. in the context of gas networks [7, 5] , and is very widely used in practice. 
together with the filling condition constraints z i ≥ δ i , i = 1, . . . , n and δ i ≥ z i+1 , i = 1, . . . , n − 1, δ n ≥ 0. A piecewise linear function f of q can then be written as
If we don't want to allow the extra option of q being 0, we set z 1 = 1. As before with P , we consider the polytope after projection to the z-variables. Let P δ denote the convex hull of this projected set of feasible points.
By construction the z-variables are decreasing, where a "jump"
is a valid inequality, since in the case of violation, i.e. z Ia = 0, z I b = 1, we can conclude q a ≤ l a , q b ≥ l b and therefore q a < q b (which contradicts flow conservation). This reasoning can be extended easily for the case of nonzero demand of the middle nodes of the path. We show next that these simple inequalities are the equivalent of inequalities (5) for the modeling according to the δ-method. Furthermore, we show that they are sufficient for a complete description of P δ . Note that we assume we are in the standard setting for using the δ-Method -in particular, for each ordered pair of intervals belonging to the same partition, their intersection is at most a single point.
Theorem 2.12.
For paths of arbitrary length, the inequalities of type (6) together with the trivial inequalities and the filling inequalities z 1 ≥ z 2 ≥ · · · ≥ z n for each partition form a complete description of P δ .
Proof. Let z *
δ be an extreme point of P δ . We have to show that z * δ is integral. The idea of the proof is to find a bijection from P δ to the corresponding P (associated with the familiar Multiple Choice Method modeling). As we have seen above, an integral solution of P δ can easily be turned into the corresponding integral solution of P by setting the variables z to 1 exactly where the z δ -variables have the "jump" -and all others to 0. This is achieved by the "telescope transformation" T , which maps z δ to z with z i := z i δ − z i+1 δ , i = 1, . . . , n − 1; z n := z n δ . This transformation is a linear bijection with inverse T −1 : z i → n j=i z i . Therefore we know that there is a 1 − 1 correspondence between the extreme points of P and P δ . In particular, T (z * δ ) is an extreme point of P .
We show in the following that all inequalities needed for the complete description of P , in particular all inequalities of type (5), are implied by transforming inequalities (6), the filling condition, and the trivial inequalities with T . Then it follows from Theorem 2.9 that T (z * δ ) is integral and hence we can conclude the proof with z * δ being integral since T −1 preserves integrality.
First of all, the trivial lower bounds for P are implied by the filling condition and the trivial upper bounds for P follow easily from the trivial bounds of P δ . Also, inequalities (1) for P are implied: For z-variables belonging to the same partition C with n intervals we have z(C) = n i=1 z i = T −1 (z 1 δ ) = 1 by construction. Next we show that inequalities (5) are implied. Let V be a subset of intervals of some partition A and B = A be another partition. Depending on the structure of V and N B (V ) we distinguish the following cases, which build upon each other: a) Both V and N B (V ) are "upwards connected", i.e. V is of the form {a i | i ≥ j} for some particular index j and N B (V ) is of the form {b i | i ≥ k} for some k. In particular, b k−1 / ∈ N B (V ) and z a j ≤ z b k is a valid inequality for P δ . Then the corresponding type-(5) inequality z(V ) ≤ z(N B (V )) maps exactly to a type-(6)-inequality under T as both the left hand side and the right hand side form a telescope sum. Hence we can show that z(V ) ≤ z(N B (V )) is implied by using the inverse transformation T −1 on z a j ≤ z b k : 
where the set {b i ∈ B | A >V ⊇ N A (b i )} has the property that on the one hand
, and on the other hand
, which we use for steps 2 and 3 of the above chain of inequalities, respectively. c) V splits into V 1 , ..., V r which all have connected, non-overlapping N B (V i ), i = 1, . . . , r. Then from b) it follows that
This shows that inequalities (5) are implied and hence completes the proof.
Remark 2.13. The proof of Theorem 2.12 also shows which inequalities are not necessarily needed for a complete description in case the intervals have the nice structure discussed in this subsection -and therefore strengthens Theorem 2.9. Namely, only "upwards connected" sets of one partition have to be considered as V (the same of course also works for "downwards connected" sets). In particular, this yields a polynomial size complete description of P , as there are only linearly many such sets per network arc.
We have seen that our complete description derived for the Multiple Choice Method can be transfered to the polytope of the δ-Method. It turned out that the two polytopes are essentially the same up to a liner bijection, where inequalities (6) are sparser than those of type (5).
Stars
In this subsection we consider star graphs with k > 2 arcs, where k 1 of them are inflow arcs and k 2 = k − k 1 are directed outwards. Let the central node v c have demand d. We again use the setting from Subsections 2.1 and 2.2.
d
Graph theoretic considerations about the compatibility graph are not as helpful here as for paths, as it is not enough to display all binary conflicts. In general, G COMP will be extremely dense if k is not too small as fixing a flow interval on two network arcs is likely to still allow for several feasible solutions. If we project the linear relaxation of the original feasible set (including the q-variables) directly onto the z-variables, besides the trivial inequalities and inequalities (1), we get the following two constraints:
They are easy to interpret: A point is feasible only if the minimal inflow a∈δ − (vc) i∈Ia l i z i is at most as large as the demand d of the central node plus the maximal outflow a∈δ + (vc) i∈Ia u i z i . The second inequality can be interpreted analogously.
In this setting a complete description seems out of reach from our experience. However, we still want to consider a simple class of valid inequalities, which we will later separate heuristically in Section 3.
Consider an integer vector z where for each arc a the index j a specifies which component of z is set to 1 on this arc. In particular, for all arcs a, we have z a ja = 1. Furthermore, let z violate (7), i.e.
We obtain the valid inequality (9) a∈δ − (vc)
cutting off the infeasible point. Note that this is basically a knapsack cover inequality as substitutingz i for 1 − z i turns (7) into
Using the fact that at most one z-variable per arc can be set to 1, we can strengthen (9) by summing over all intervals with larger lower bound than the interval corresponding to z a ja in the first sum as well as over all intervals with smaller upper bound in the second. This leads to (10) 
where n a denotes the index of the topmost interval of arc a, assuming intervals are numbered appropriately.
We separate these inequalities later in Section 3. Note that they are valid for any structure of intervals, including overlapping intervals on the same network arc. For the special case of instances resulting from piecewise linear modeling (as for Subsection 2.3) see [17] for further classes of valid inequalities derived from knapsack inequalities.
Remark 2.14. This class of inequalities is also transferable to a formulation according to the δ-method. The equivalent cutting planes to inequality (10) then read
This is derived by using the same transformation as for Theorem 2.12.
Computational Results

Separation Algorithms
We have implemented three versions of IP solution methods that have been implemented in Gurobi [9] using callbacks. They differ in which class of inequalities they separate. Our methods are compared to using Gurobi without separating callbacks. This reference is denoted by MIP in the following.
• The first method separates the inequalities from the complete description of P when defined on paths of network arcs (see Corollary 2.8). It identifies all suitable sub-paths of degree-two-nodes in the network and constructs the corresponding compatibility graphs -which only has to be done once. The separation problem is solved exactly. Given a fractional solution obtained at some point in the branch&bound tree, we solve a weighted stable set problem to find a maximally violated stable set inequality. Due to Theorem 2.7, this subproblem can be solved in polynomial time. However, our ambition is not to implement the separation as asymptotically fast as possible, but to give a proof of concept. Therefore the stable set subproblems are formulated as MIPs and solved to optimality, which is sufficiently fast for compatibility graphs of moderate size. The separation callback is used at every 50th branch&bound node. We call this method PATHCUT.
• We may also separate inequalities (10) from Subsection 2.4, which is applicable at every network node. The separation is done heuristically. Inequalities (10) are derived from an infeasible combination of intervals. Also, we want any generated cutting plane to cut off the current fractional solution. First, we construct a candidate for this combination of intervals from the current node relaxation by simply taking the node with maximal (fractional) value. We then use a local search procedure in order to improve this candidate in terms of the two criteria, infeasibility of the combination and violation of the resulting constraint by the current node relaxation. This cutting plane method is called FORKCUT and is used also at every 50th branch&bound node.
• Finally, CUT calls the separation routines of both PATHCUT and FORKCUT.
Benchmark Instances and Test Environment
Our methods are evaluated on benchmark instances based on two different sets of underlying network topologies. These are random scale-free networks according to an underlying preferential attachment model [1] , and a simplifying adaptation of a real-world gas network. Additional input data is generated at random. This includes the vector d of demands as well as the initial arc capacities c. Capacities were scaled in such a way that feasibility of all instances is guaranteed. We then chose a random partition of the interval [−c a , c a ] into a given constant number of intervals for each network arc. This configuration resembles a piecewise linearization. Note that the intervals have the special structure needed for Theorem 2.9, but PATHCUT and CUT do not rely on this fact. The objective function is constructed by drawing integer coefficients for the z-variables. This is done uniformly at random from the interval from 0 to twice the number of intervals per arc.
As the generation of instances includes randomness, we always generated sets of 5 instances of the same type in terms of number of nodes and number of intervals per arc. The solution times given in the following are always (geometric) averages over five instances each. If only a subset of the 5 instances was solvable within the time and memory limitations, the average is taken over this subset only. In any case we also state the number of instances that could be solved.
The computational experiments have been performed on a queuing cluster of Intel Xeon E5-2690 3.00 GHz computers with 25 MB cache and 128 GB RAM, running Version 7 of Debian GNU/Linux. We have implemented our methods using the C++-API of Gurobi 5.63. We use Gurobi's standard parameter settings, except for turning on PreCrush for our cutting plane methods, which is mandatory if we want to add user cuts. Each job was run on 4 cores and with a time limit of 40 hours CPU-time.
Computational Results on Random Networks
The topology of the instances in this benchmark set is generated according to a preferential attachment model. It generates so-called scale-free graphs [1] , which are known to represent the evolutionary behavior of complex real networks well. Starting with a small clique of initial nodes, the model iteratively adds new nodes. Each new node is connected to m of the already existing nodes. This parameter m, the so-called neighborhood parameter, influences the average node degree. We set m = 2 in order to generate sparse graphs that resemble infrastructure networks. Unfortunately, nodes of degree two are never adjacent in this setting, although longer paths of degree-two-nodes are very common in practice. Therefore, we modified the graph construction as follows: The second edge of each new node is present in the graph only with probability In Table 1 , we report the CPU-times required to solve the instance to optimality in seconds, each averaged over five instances of the same size. The first number in each column states the number of solved instances, whereas the second gives the average solution time. Note that we apply the geometric mean for the average values in order to account for outliers. The fastest method in each row is emphasized with bold letters. We rank the methods first by the number of solved instances and second by the average solution time.
We see that the solver benefits from using our cutting plane separators for most of the instance sets. Only for the set of smallest instances, MIP is the most efficient method -and by an insignificant margin. For all other sets one of our methods is fastest, where in most cases, both PATHCUT and FORKCUT lead to a benefit. Therefore it is not surprising, that overall CUT performs best on the current test set. CUT achieves faster solution times than MIP for all instance sets except for the one with 50 nodes. This is also correlated with a significant reduction of the number of branch&bound nodes required by the solver. This reduction factor compared to MIP is about 3 on average for the set of instances with 150 nodes. This is an important advantage of our methods with respect to memory limitations -as we will see later. The gain in solution time is moderate for medium size instances, but grows to a factor of more than 2 on average for the more difficult instance sets. This is also emphasized in the performance profile in Figure 2 . For each method, the percentage of all instances solved is shown as a function of the available time. This time is given in multiples of the solution time of the fastest method. In particular, the intercept of each curve with the vertical axis shows the percentage of instances for which the corresponding method achieves the shortest solution time. This kind of plot also provides additional information on how good a method is in catching up on instances for which it is not fastest. We see that CUT is the fastest method for more than half of the instances, whereas for MIP this quantity is just about 10%, including mostly relatively easy instances. Here, also programming overhead in our separating routines might be an issue. Also, given twice the time of the fastest method, MIP still solves only about 60% of the instances. That means it is far behind for quite a number of instances. The performance of PATHCUT and FORKCUT also suggests that both types of cutting planes lead to improvement, independently from each other. In particular, for the case of PATHCUT this means that at least for the test set under consideration, exact separation is affordable.
We expect that instances are more difficult when the number of intervals per arc increases. However, there is the natural question whether this has any impact on the relative performance of the methods. Therefore, we now consider instances of fixed networks of 100 nodes, varying the number of flow intervals for each network arc. The results are shown in Table 2 . If a method did not solve any of the 5 instances of a given configuration, we denote this by an average solution time of "∞". CUT outperforms all other implementations with the exception of very easy instances solved in less than 10 seconds of CPU-time. We observe the same when considering the number of branch&bound nodes instead of the solution time. As before, the benefit from using CUT increases with problem size. However, this effect is much more pronounced than in Table 1 . Using CUT the solver is able to optimize significantly more instances. This is most notable for the set of instances with 30 intervals per node where the average solution time is smaller for CUT by a factor of more than 5, although it includes the 3 instances MIP was not able to solve. This is a drastic improvement. Our conclusion is that our methods are better at dealing with the difficulties posed by lager number of intervals per arc. We might observe this from a purely empirical point of view, but a possible explanation might be the following. For the clique problem with classical edge-formulation it is known that the Gomory-rank of stable set inequalities increases with the size of the stable set [4] . This may lead to strong cutting planes that the solver is less likely to find by itself. We experimented with the Gurobi-parameter MIPfocus, which allows to increase the solver's aggressiveness in generating cuts, but we did not observe significantly different results. Similar results were also observed for a test set of instances with 50 nodes which is not reported here as it does not give extra information.
Performance on a Real-World Network Topology
This test set consists of instances on a realistic topology of a gas network by the German gas network operator Open Grid Europe (OGE). Unfortunately, instances with 15 or more intervals per arc already cannot be solved anymore on the original network as it is too large. Therefore we used a modified version of the northern part of their H-Gas network, where some simplifications have been made in order to shrink it in size. This network has already been used in a former project on gas network optimization and in this context reflected the whole network sufficiently well. It consists of 152 nodes and 155 arcs, and is therefore a bit sparser than the random graphs from the previous subsection. For large numbers of intervals per arc we encountered numerical difficulties for MIP on this test set. To overcome this we used Gurobi's parameter NumericFocus to tell the solver to be more careful regarding numerical issues. To be safe, we set it to the maximum value of 3 for the following computations, after which no suspicious behavior was observed anymore. Table 3 shows the results on this test set. We see similar behavior as for the scale-free networks: MIP is the fastest method for easy instances and our algorithms start to take the Table 4 : Average number of branch&bound nodes for instances on a gas network topology with 152 nodes, varying number of intervals per arc. Table 4 shows an overview of the number of branch&bound nodes for those instance sets which have been solved by all four methods. The reduction in branch&bound nodes is quite massive, and even larger than for the instances on random graphs from the previous section. Considering the set of instances with 30 intervals per arc, we record an average reduction by a factor of about 40. Given that CUT needed the smallest number of branch&bound nodes in almost all cases, it is notable that FORKCUT is still faster in runtime for some of the sets of larger instances. This suggests that the path separation is quite time-consuming. Indeed, the given network features some paths of length 6, whereas our scale-free graphs of comparable size rarely have paths of length 4 or longer. For the current instances this leads to larger stable set subproblems, which have to be solved. Nevertheless the potential of CUT is very recognizable from this test set with realistic topology, which confirms the results obtained on the topology of thinned scale-free graphs.
Conclusion
We studied a setting of linearized network flows that covers the situation, where nonlinearities of a problem defined on a transportation network are modeled as a piecewise linear function of the flow. We derived several structural results, most importantly for the case of paths of arbitrary length. For those substructures we gave a complete description of the polyhedron defined by the feasible binary decisions. The proof uses theory on perfect graphs, and we introduced a class of perfect graphs which is new to our knowledge. For a restricted flow interval configuration, including models originating from a piecewise linearization, we further improved the complete description, by showing that only a certain type of constraints with easier structure is needed. Our setting is based on the Multiple Choice Method for modeling piecewise linear functions, but the results were also transfered to formulations according to the Incremental Method.
Our computational experiments showed that Gurobi, a state-of-the-art commercial MIPsolver, drastically benefits from using our implementations of cutting plane separation. We observed significant reductions in runtime as well as a huge reduction of branch&bound nodes. As we used very straightforward approaches for exact and heuristic separation as a proof of concept, there is still potential for improvement on a heuristic and implementation level.
