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• 1978	  MIT	  AI	  Lab交換留学(Carl	  Hewitt)




• 1983	  東大大学院情報工学専門課程修了（工学博士）， 電総研入所
• 1983	  『知識表現とProlog/KR』産業図書（D論の日本語訳）
• 1985	  Syracuse	  Univ.	  夏だけ客員(Alan	  Robinson)
• 1989	  Stanford	  CSLI在外研究 状況依存性 (Jon	  Barwise,	  Stanley	  Peters)
• 1991	  電総研協調アーキテクチャ計画室長
• 2000	  産総研サイバー アシスト研究センター長
• 2004	  公立はこだて未来大学学長


















•1978-­1990   Logic  Programming（第五世代プロジェクト当時）
→ IJCAI  85他で発表
•International   Joint   Conference   on  AI  (AI最高峰の国際会議）
•1988-­2000  状況理論 → IJCAI  91
•1990-­date     協調計算，Multiagent systems → JCAI  97
•2000-­date  Ubiquitous  computing → IJCAI  07（招待講演）










↑ 通信路容量 C  =  W   log2(1+(S/N)) ：シャノン
• エネルギー energy
































-­‐ data	  mining	   ビッグデータからの知識発見（１も使う）
-­‐ data science	   eサイエンス/データ中心科学（１も使う）
-­‐ expert	  systems エキスパートシステム
-­‐ voice	  recognition	  音声認識
-­‐ bioinformatics	   遺伝子解析
-­‐ fly/drive	  by	  wire（飛行機や車の）操縦系の制御
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AIの歴史
知能研究の立場（変遷）
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• English  translation  
by  E.G.  
Seidensticker：
The  train  came  
out  of  the  long  




























































The	  Sciences	  of	  the	  Artificial
– 1st edition	  1969
– 2nd edition	  1981
– 3rd edition	  1996
• Everyone designs who 
devises courses of 
action aimed at 
changing existing 
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私の研究から：情況理論
• s |=  σ
– 状況／情況 s がインフォンσをサポート
• 客観的ではなく主観的状況（情況）を考える
– Japan  |=  <<time,  4:00>>

























• Insects’  Eyes  View
• “Let  it  be”  so  (que  
sera  sera)
• NOTBirds’  Eyes  
View
– make  it  happen  by  







（Show  &  Walk  by  Laulie  Anderson)
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500 45 35 15 15.76
1000 11 23 9 11.36
1500 5 18 5 7.32
2000 3 15 3 4.49
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Computational thinkingbuilds on the power andlimits of computing
processes, whether they are exe-
cuted by a human or by a
machine. Computational
methods and models give us
the courage to solve prob-
lems and design systems that no one of us would
be capable of tackling alone. Computational think-
ing confronts the riddle of machine intelligence:
What can humans do better than computers? and
What can computers do better than humans? Most
fundamentally it addresses the question: What is
computable? Today, we know only parts of the
answers to such questions. 
Computational thinking is a fundamental skill for
everyone, not just for computer scientists. To read-
ing, writing, and arithmetic, we should add compu-
tational thinking to every child’s analytical ability.
Just as the printing press facilitated the spread of the
three Rs, what is appropriately incestuous about this
vision is that computing and computers facilitate the
spread of computational thinking. 
Computational thinking involves solving prob-
lems, designing systems, and understanding human
behavior, by drawing on the concepts fundamental
to computer science. Computational thinking
includes a range of mental tools that reflect the
breadth of the field of computer science. 
Having to solve a particular problem, we might
ask: How difficult is it to solve? and What’s the best
way to solve it? Computer science rests on solid the-
oretical underpinnings to answer such questions pre-
cisely. Stating the difficulty of a problem accounts
for the underlying power of the machine—the com-
puting device that will run the solution. We must
consider the machine’s instruction set, its resource
constraints, and its operating environment. 
In solving a problem efficiently, we might further
ask whether an approximate solution is good
enough, whether we can use randomization to our
advantage, and whether false positives or false nega-
tives are allowed. Computational thinking is refor-
mulating a seemingly difficult problem into one we
know how to solve, perhaps by reduction, embed-
ding, transformation, or simulation. 
Computational thinking is thinking recursively. It
is parallel processing. It is interpreting code as data
and data as code. It is type checking as the general-
ization of dimensional analysis. It is recognizing
both the virtues and the dangers of aliasing, or giv-
ing someone or something more than one name. It
is recognizing both the cost and power of indirect
addressing and procedure call. It is judging a pro-
gram not just for correctness and efficiency but for
aesthetics, and a system’s design for simplicity and
elegance. 
Computational thinking is using abstraction and
decomposition when attacking a large complex task
or designing a large complex system. It is separation
of concerns. It is choosing an appropriate representa-
tion for a problem or modeling the relevant aspects
of a problem to make it tractable. It is using invari-
ants to describe a system’s behavior succinctly and
declaratively. It is having the confidence we can
safely use, modify, and influence a large complex





Viewpoint Jeannette M. Wing
Computational Thinking
It represents a universally applicable attitude and skill set everyone, not just
computer scientists, would be eager to learn and use. 
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• Marine  IT ：海洋水産
• Medical  IT ：病院，医療
• Mobile  IT ：観光，移動，
モバイルコンピューティング






















































































• Ray	  Kurzweil:	  The	  Singularity	  Is	  Near:	  When	  






































• 過学習 (over	  fitting)
• 騙され易い
– 誤認識に導くパターンが容易に作れる
– 人間にも錯視はあるが…
→ トップダウン予測で解決可能
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AIプロジェクト
• 第五世代に続く世界的インパクトが欲しい
• 「ボトムアップ（ニューラルネット）とトップダウ
ン（記号処理）の融合」
脳科学の知見とAI技術を融合し
「予測知能」の実現を目指す
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トップダウンとボトムアップの融合：
脳科学に学ぶ必要
• 脳科学の知見とAI技術を融合
し「予測知能」の実現を目指す
• 大脳皮質の６層構造をヒントに
• Deep learningは基本的にはボト
ムアップ処理
• 人間の環境認識
• トップダウンが主
• 脳が処理する情報の93%がトップダ
ウンだという説も（池上高志曰く）
• 機械学習の限界（過学習や騙され
やすいこと）を超える鍵
• ボトムアップは引金
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