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Abstract
We consider the problem of localizing relevant subsets of
non-rigid geometric shapes given only a partial 3D query as
the input. Such problems arise in several challenging tasks
in 3D vision and graphics, including partial shape similar-
ity, retrieval, and non-rigid correspondence. We phrase the
problem as one of alignment between short sequences of
eigenvalues of basic differential operators, which are con-
structed upon a scalar function defined on the 3D surfaces.
Our method therefore seeks for a scalar function that entails
this alignment. Differently from existing approaches, we do
not require solving for a correspondence between the query
and the target, therefore greatly simplifying the optimiza-
tion process; our core technique is also descriptor-free, as
it is driven by the geometry of the two objects as encoded
in their operator spectra. We further show that our spectral
alignment algorithm provides a remarkably simple alterna-
tive to the recent shape-from-spectrum reconstruction ap-
proaches. For both applications, we demonstrate improve-
ment over the state-of-the-art either in terms of accuracy or
computational cost.
1. Introduction
Assessing similarity between non-rigid shapes is an ac-
tive research topic in computer vision, pattern recognition
and graphics [5]. At the heart of such methods lies the
definition of shape descriptors, characterizing the shape ei-
ther locally or globally (e.g., via the Bag-of-Words [37]
paradigm or via deep learning [26]). Deformation-invariant
shape descriptors often require careful tuning and hand-
crafting, or sufficient training examples to enable learned-
based methods. While similarity by itself is usually ex-
pressed by a numerical score, the problem as a whole is
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Figure 1. Given a non-rigid partial 3D query X and a full shape
Y , we propose a way to locate X in Y without having to compute
a correspondence pi : X → Y . We do so by looking for an indi-
cator function v on Y which, when used to construct a Laplacian-
like matrix on Y , its eigenvalues become the same as those of the
classical Laplacian on X . The optimal v∗ attaining the eigenvalue
alignment localizes the sought region. Here we show the evolution
of v (middle row) and of the corresponding eigenvalues (bottom
row) across our iterative algorithm until convergence.
also strictly related to (and often solved in tandem with) the
complementary problem of shape correspondence. In this
setting, local shape descriptors are used as ‘probe’ quan-
tities to employ in more sophisticated pipelines to infer a
functional [32] or point-to-point [7] correspondence.
Even more challenging is the setting of partial shape
similarity, which is the focus of this paper. In this case,
only some regions of the shapes are expected to be similar
due to the presence of clutter or missing geometry. Partial
similarity arises in numerous practical tasks, ranging from
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object reassembly [17, 23] to protein docking [35] and de-
formable object-in-clutter detection [15] among others. In
the partial setting, in addition to defining a similarity met-
ric, one also has to identify the relevant similar regions of
the given shapes, which is a difficult problem in itself (see
Figure 1). As a result, while global similarity has been ex-
tensively studied, only few methods exist to address the (es-
pecially non-rigid) partial 3D similarity problem.
A seemingly unrelated problem concerns the recovery of
the geometry of an unknown shape (i.e., whose point co-
ordinates in space are not given) from a minimal amount
of input data. Notably, it has been recently shown [13]
that, in some cases, one can reconstruct the geometry of
a shape even when an incomplete sequence of its Laplacian
eigenvalues (its spectrum) are given as an input – a prob-
lem widely known in mathematical physics as “hearing the
shape of the drum” [20]. In vision and graphics, this prob-
lem finds applications in non-isometric shape matching as
well as style transfer [13] and acoustics design [4].
In this paper we show that partial shape similarity and
shape-from-spectrum recovery, while apparently very dis-
tinct, can be phrased as instances of the same mathematical
problem. We formulate this problem by exploiting the no-
tion of the Hamiltonian operator on manifolds, and reduce it
to an unconstrained continuous optimization problem over
the vector space of real-valued functions defined over the
surfaces; see Figure 1 for an illustration of our methodol-
ogy on a real example.
1.1. Related work
Partial similarity of 3D shapes has long been researched
by the vision and geometry processing communities, with
the vast majority tackling the rigid setting. Since the focus
of this work is on non-rigid structures, we discuss methods
addressing deformable objects here, and refer the interested
reader to the recent surveys [36, 30, 28] for the former case.
Partial shape retrieval. At a high level our task is re-
lated to shape retrieval, where the goal is to produce a rank-
ing of most similar shapes according to a similarity score.
Even in this simpler task, surprisingly few methods have at-
tempted to address the problem. We mention here the recent
SHREC’17 challenge [33], highlighting how deep learning-
based methods may work well for producing rankings, pro-
vided that enough training examples are available (the orga-
nizers provided around two thousands).
Our task is more challenging, as we aim at identifying
the regions that two non-rigid objects have in common.
Partial shape correspondence. When a map pi : X → Y
between shapes X and Y is available, one may simply look
at the image pi(X ) ⊂ Y in order to determine the corre-
sponding region (for simplicity, here we assume that X is
a deformed region of Y as in Figure 1). Thus, any partial
shape matching method implicitly solves for the common
region as a side product, at the cost of solving a computa-
tionally heavy correspondence problem.
To date, solving a full correspondence problem is there-
fore the dominant approach. Bronstein et al. [7] proposed
to explicitly solve for a point-to-point map pi and a member-
ship function µ (or “fuzzy part”, measuring the degree of in-
clusion of each point into the subset), optimizing for pi and
µ in an alternating fashion. Optimization for pi was posed
as a NP-hard quadratic assignment problem [9], while solv-
ing for µ required solving a non-convex quadratic prob-
lem due to the presence of region regularizers. More re-
cently, Rodola` et al. [32] followed a similar approach where
the correspondence step was rephrased using the functional
map representation [27]. A membership function is still op-
timized for, with the same regularizers as those in [7]. The
framework was extended in [23] to address the case with
n > 2 regions (“non-rigid puzzle”), leading to a multi-
label segmentation problem where n functional maps are
optimized simultaneously. The presence of clutter was in-
vestigated in [15] using the same formulation of [32], but
where the local descriptors (which are used in all the meth-
ods above to drive the correspondence) are learned via deep
metric learning on a representative dataset. Finally, Brun-
ton et al. [8] proposed an iterative approach where a partial
map is recovered by an isometric growing procedure start-
ing from sparse pre-matched features over the surfaces.
In contrast to these methods, our approach does not re-
quire solving for dense correspondences, thus essentially
eliminating the need for local descriptors, and does not
make use of complex regularizers. Instead, we phrase the
optimization problem in terms of solving for a real-valued
(indicator) function aimed at identifying similar regions,
and devise a correspondence-free metric that allows us to
measure and optimize for the similarity of such functions
directly.
A related approach was previously introduced by
Pokrass et al. [29] for identifying region-wise similarity.
However, unlike our method, that approach relies on the
comparison of descriptor statistics over the surface, thus
strongly depending on the specific choice of descriptors.
Isospectralization. From an algebraic standpoint, ours may
be seen as an “inverse eigenvalue problem” [11]; despite the
name, problems in this domain typically require knowledge
of the eigenvectors of the sought operator, while our method
does not. Perhaps, the most closely related to ours is the re-
cent work on isospectralization [13] where the authors de-
form the shapes with the goal of aligning their Laplacian
eigenvalues. We also use a similar observation that in prac-
tice these eigenvalues provide a powerful characterization
of the shape’s geometry. However, we focus on the partial
setting and propose to solve for a characteristic function of
a region, thus avoiding any explicit shape deformation.
1.2. Contribution
The key contribution of this paper is to show that for
many practical problems, it is possible to side-step the need
for a correspondence by looking at the eigenvalues of cer-
tain differential operators constructed on each surface. This
leads to tangible consequences that we leverage in two chal-
lenging applications. Specifically,
• We introduce a new method for detecting similar re-
gions among deformable shapes; for the first time, the
optimization is completely correspondence-free and,
at its core, descriptor-free;
• Our optimization problem uses a single objective, thus
avoiding possibly complex regularizers, and can be
solved efficiently with off-the-shelf differentiable pro-
gramming libraries;
• We provide a remarkably simple alternative to recent
isospectralization techniques [13], while at the same
time yielding qualitatively better results at a fraction
of the time cost.
2. Background
In this paper we model shapes as 2-dimensional Rieman-
nian manifolds X (possibly with boundary ∂X ) equipped
with the area element dx. We denote by int(X ) the interior
of X , namely the set of points X \ ∂X .
Laplacian. The positive semi-definite Laplace-Beltrami
operator ∆X (or manifold Laplacian) generalizes the basic
differential operator from Euclidean analysis to Riemannian
manifolds. It admits a spectral decomposition
∆Xφi(x) = µiφi(x) x ∈ int(X ) (1)
φi(x) = 0 x ∈ ∂X , (2)
with homogeneous Dirichlet boundary conditions (2),
where {0 < µ1 ≤ µ2 ≤ . . . } are the eigenvalues (each with
finite multiplicity) and φi are the associated eigenfunctions.
For the remainder of the paper, we always assume eigenval-
ues to be increasingly ordered.
The spectrum of ∆X is the set of all eigenvalues, forming
a discrete subset of R+. It encodes geometric and topologi-
cal properties of X ; for instance, it has been used as a basic
global shape descriptor for 3D shape retrieval [31].
A direct consequence of Eq. (1) is that each eigenvalue
µi is associated to an eigenfunction φi by the equality1
µi =
∫
X
‖∇Xφi(x)‖22 dx (3)
1In this equality we use the intrinsic gradient operator ∇X acting on
scalar functions f : X → R, which defines the direction (tangent to the
surface) of the steepest change of f around each point x ∈ X .
after normalization so that
∫
X φ
2
i (x)dx = 1. Equation (3)
makes the global nature of the eigenvalues clear, since they
are computed as integrals over the entire surface.
Hamiltonian operator. Given a scalar potential function
v : X → R+, one can define a HamiltonianHX = ∆X +v,
operating on scalar functions f as follows:
HX f = ∆X f + vf , (4)
where the product vf is taken point-wise. Trivially, for the
null potential where v(x) = 0 ∀x ∈ X , the Hamiltonian
HX simplifies to ∆X . The operator HX also admits a spec-
tral decomposition:
HXψi(x) = λiψi(x) , (5)
with boundary conditions when necessary. Hamiltonian
eigenfunctions have been used in shape analysis applica-
tions in [10, 24, 34].
h
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Discretization. In the discrete setting, X is
approximated by a triangle mesh with n ver-
tices vi ∈ Vint ∪ Vbdr, and where each edge
eij ∈ Eint ∪ Ebdr belongs to at most two
triangle faces Fijk and Fjih (see inset for notation). We use
the subscripts int and bdr on vertices and edges to denote
interior and boundary, respectively.
The Laplacian is defined in terms of two n × n matri-
ces W and A, where A is a diagonal matrix of local area
elements ai and W is a symmetric matrix of edge-wise
weights (also known as cotangent formula, see e.g. [25]):
wij =

−(cotαij+cot βij)/2 eij∈Eint;
0 (i 6=j)∧(i∈Vbdr∨j∈Vbdr);∑
k 6=i(cotαik+cot βik)/2 (i=j)∧vi∈Vint;
1 (i=j)∧vi∈Vbdr;
(6)
ai=
{
1
3
∑
jk:ijk∈F Aijk vi ∈ Vint;
0 vi ∈ Vbdr; (7)
where Aijk is the area of triangle Fijk. In the formulas
above, the special treatment of boundary edges and vertices
imposes the Dirichlet boundary conditions of Eq. (2).
A generalized eigenproblem WΦ = AΦdiag(µ) is
solved for computing the Laplacian eigenvalues and eigen-
vectors. In the case of the Hamiltonian, it takes the form
(W + Adiag(v))Ψ = AΨdiag(λ) . (8)
Above, v is a n-dimensional vector containing the values of
the potential v at each vertex, Φ and Ψ are matrices contain-
ing the first k eigenvectors as their columns, and λ,µ are
the corresponding k-dimensional vectors of eigenvalues.
For brevity, we will write λ(∆X + diag(v)) to denote
the eigenvalues appearing in Eq. (8).
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Figure 2. Top: A step potential vτ (solid red) confines eigenfunc-
tion ψi (solid blue) within the region where vτ (x) = 0, as long
as for the associated eigenvalue λi (dashed gray) it holds λi < τ .
As soon as λi ≥ τ , a “diffusion” effect across the potential bar-
rier takes place (rightmost plot). We illustrate this in R with three
eigenfunctions at increasing eigenvalue (left to right). Bottom: We
show the same phenomenon on a surface. Here, the potential with
height τ is depicted on the left and is supported on the pedestal;
observe the diffusion in the rightmost figure, due to the eigenvalue
of the plotted eigenfunction being higher than τ .
3. Summary of our reasoning
A classical result in mathematical physics [18, Ch. 2]
shows that the eigenfunctions ψi ofHX exhibit localization
depending not only on the geometry of the domain X [19],
but also on the shape of the potential v. In this paper, we
consider step potentials with finite height τ > 0:
vτ (x) =
{
0 x ∈ R
τ x /∈ R (9)
for a given region R ⊆ X . The following lemma on the
“confinement” property of step potentials is instrumental to
our approach:
Lemma 1 ([18, Ch. 2.6]) LetR ⊆ X be a region of X , and
let vτ : X → {0, τ} be a finite step potential defined as in
Eq. 9. Then, for the Hamiltonian ∆X+vτ all eigenfunctions
ψi with eigenvalue λi < τ vanish pointwise for x /∈ R.
According to Lemma 1, for large enough τ , the Hamil-
tonian eigenfunctions will be entirely supported within R.
This result holds both on the real line (where the eigenfunc-
tions are Fourier harmonics) and on manifolds2. We illus-
trate real examples of these facts in Figure 2.
Key to our approach is the realization that the confined
behavior or Hamiltonian eigenfunctions can be exploited by
2Berger [3, p.403] described this analogy quite vividly, by depicting
manifolds as “quantum mechanical worlds”.
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vτ : X → {0, τ}
X R ⊂ X
(λ5, ψ5) (µ5, φ5)
Figure 3. Left: Given a region R (the face of the frog), we show
the step potential vτ such that vτ (x) = 0 for x ∈ R, and vτ (x) =
τ otherwise. Middle: The eigenfunctions ψi of the Hamiltonian
∆X + vτ are localized onR, meaning that ψi(x) ≈ 0 for x /∈ R.
Right: If the region R is taken as a separate mesh with boundary
∂R (depicted in green), the Dirichlet eigenfunction φi of ∆R has
the same values as ψi at corresponding points. As a consequence,
λi = µi.
optimizing over the space of potentials vτ . We therefore
establish the following lemma:
Lemma 2 (Eigenvalue equivalence) Let R ⊆ X be a re-
gion of X , and let vτ : X → {0, τ} be a finite step potential
defined as in Eq. (9). Now let {(λi, ψi)}ki=1 be k eigenpairs
of ∆X + vτ , increasingly ordered and such that λk < τ . If
(µi, φi) are the eigenpairs of ∆R computed with Dirichlet
boundary conditions, then µi = λi for all i = 1, . . . , k.
Sketch of proof. For any eigenpair (λi, ψi) of ∆X + vτ
with λi < τ , the following equality holds pointwise:
λiψi(x) = ∆Xψi(x) + vτ (x)ψi(x) (10)
= ∆Rψi(x) (11)
= µiφi(x) . (12)
The equivalence (11) follows directly from Lemma 1, since
ψi(x) vanishes for x /∈ R. Eq. (12) stems from the homo-
geneous Dirichlet condition φi(x) = 0 for x ∈ ∂R. 
An illustration of this result is given in Figure 3.
Lemma 2 establishes that one can measure the Dirichlet
eigenvalues of a partial shape R equivalently by measuring
Hamiltonian eigenvalues over the complete shape X – pro-
vided that an indicator for the corresponding region on X
is given. This gives us a straightforward way to implement
localization via optimization over the cone of non-negative
real-valued functions on X . Problem (13) in the next Sec-
tion formalizes precisely this idea.
4. Our method
We first present and discuss our general formulation, and
then demonstrate its application to two separate tasks in
Sections 5.1 and 5.2. The main idea behind our approach
is to model regions R ⊂ X via potential functions, rather
than by explicitly manipulating points x ∈ R. Further, sim-
ilarly to [13], we rely upon the empirical observation that,
in many practical cases, the Laplacian eigenvalues encode
the geometry of the domain.
Optimization problem. Our input is a given shape X and,
separately, an increasing sequence of k Dirichlet eigenval-
ues stored in a vector µ ∈ Rk. The precise source of these
eigenvalues is not known, but they are assumed to come
from a manifold Laplacian. It is our task to identify the
shape of this domain.
To do so, we consider the following eigenvalue align-
ment problem:
min
v≥0
‖λ(∆X + diag(v))− µ‖2w , (13)
where we seek for an optimal alignment (according to a
weighted norm defined below) between the input eigenval-
ues µ and the Hamiltonian eigenvalues λ; the minimization
is carried out over the space of non-negative potentials on
X . Problem (13) therefore models the input sequence µ as
the first k eigenvalues of a Hamiltonian (whose potential v
we seek) constructed on X . This allows us to model very
general tasks in practice, as we show in our experiments.
The w-norm used in Eq. (13) is a weighted L2 norm:
‖λ− µ‖2w =
k∑
i=1
1
µ2i
(λi − µi)2 , (14)
where the weight 1
µ2i
balances the contribution of each term,
thus avoiding unduly penalization of lower frequencies.
Remark. We emphasize that our objective is phrased en-
tirely in terms of eigenvalues, while the eigenfunctions
never appear explicitly. In the applications, we will show
a remarkable property where alignment of eigenvalues also
promotes alignment of the associated eigenfunctions.
Algorithm. Although the optimization problem in Eq. (13)
is non-convex, it is still differentiable and we observed very
good local optima by using standard numerical optimization
methods. For example, projected gradient descent with step
α > 0 can be easily implemented by the recursive relations:
v(t)= v(t−1)−Π
(
α∇‖λ(∆ + diag(v(t−1)))− µ‖2w
)
= v(t−1)−Π
(
2α(Φ(t−1) ◦Φ(t−1))((λ(t−1)− µ)µ2)
)
Here, Π(x) ≡ max{x, 0}, with element-wise max, is a
projector onto Rn+; element-wise product and division are
denoted by ◦ and  respectively. The matrix Φ(t−1) con-
tains the eigenvectors of ∆ + diag(v(t−1)) as its columns;
note that we do not optimize over these eigenvectors, but
they appear naturally in the eigenvalue derivatives [2].
To simplify even further, we consider the unconstrained
problem
min
v∈Rn
‖λ(∆X + diag(σ(v)))− µ‖2w , (15)
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Figure 4. Examples of correctly detected regions using our method
on 6 different classes from the SHREC’16 dataset [14]. For each
example we show the partial 3D query and its optimal localization
on the full model (in green). Below each partial shape we also
report the intersection-over-union area ratio between the detected
region and the ground truth (ideally 1.0).
where σ(v) = τ2 (tanh(v) +1) is a saturation function, act-
ing element-wise, which maps the values of v to within the
range (0, τ). This has the effect of promoting step potentials
with height τ , ensuring that all eigenfunctions with associ-
ated eigenvalue λi < τ will be confined within the region
where σ(v(x)) = 0 (by Lemma 1). In our tests we simply
set τ = 10µk. We minimize problem (15) by a standard
trust-region method implemented in Matlab.
5. Results
We showcase our eigenvalue alignment method on two
distinct tasks. As we present these results, we also highlight
some key properties of our technique that can be exploited
in several applications.
5.1. Partial shape localization
As a first application, we consider the task of finding a
region of a non-rigid shape from a partial (and possibly de-
formed) 3D query. Differently from prior work, we aim to
do this without, at the same time, having to compute a map
between full and partial shape.
Let X and Y be the full and partial shapes, respectively,
with the Laplacians ∆X and ∆Y . Further, let {µi}ki=1 be the
first k eigenvalues of ∆Y . Our task is to find a region R ⊆
X that corresponds to the partial query Y up to isometry.
To solve this problem, we minimize Eq. (15) directly by
using ∆X and {µi} as input. A local solution will be a
potential function vτ : X → (0, τ) indicating the sought
regionR ⊆ X ; see Figure 4 for qualitative examples.
Property 1 Our method is correspondence-free, since we
never need to invoke the notion of a map pi : X → Y in
order to find the region R ⊆ X . In particular, we only
operate with eigenvalue sequences {λi}, {µi}, which are
invariant to point ordering (see Eq. (3)).
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Figure 5. Partial similarity comparisons. We compare with partial
functional maps (PFM), a state-of-the-art partial shape matching
method. We measure the intersection-over-union (IoU) between
the regions identified by each method and the ground truth regions,
and plot the cumulative scores over a set of 120 shape pairs.
Given the property above, it is remarkable to observe
that, at least empirically, aligning the (Hamiltonian) eigen-
values of X to the eigenvalues of Y provides a very strong
prior that also induces an alignment of the associated eigen-
functions. This surprising property, illustrated in Figures 7
and 10, is summarized below.
Property 2 Empirically, eigenfunction alignment is in-
duced by our eigenvalue alignment. Formally, this means
that λi = µi implies ψi(x) = φi(pi(x)) for all x ∈ R and
an isometric map pi : R → Y .
We stress that the map pi is not solved for, and is not
available to us after optimization. A similar property was
also observed in [13], and might be a feature common to
eigenvalue alignment approaches. A deeper comparison to
[13] will be provided in Section 5.2. Finally, invariance to
deformations is put in evidence below:
Property 3 Since the eigenvalues of ∆X and ∆Y are
isometry-invariant, so are all solutions to problem (15).
The latter property suggests that other isometry-invariant
methods from the shape analysis area might also be used for
the same task. We now discuss the most relevant methods.
Comparisons. Partial shape matching methods such as
[7, 32, 23] iteratively compute a map and a region. Such
methods make use of regularization functionals for the re-
gion in order to reach a good solution. While our potential
vτ plays a similar role as the membership functions of these
methods, we neither use any region regularizer, nor do we
need to solve for a map. The fully spectral approach of
Litany et al. [22] seeks for an optimal alignment between
eigenfunctions rather than eigenvalues, thereby solving a
pointwise matching problem in the process.
We investigated extensively the effectiveness of our
method in comparison with the state-of-the-art shape
0.38 0.62
0.39 0.48
0.96 0.96
0.79 0.77
Figure 6. Comparisons with PFM on the SHREC’16 benchmark.
For each example we show the partial query, the PFM solution
(orange), and our solution (green). The numerical score below
each solution denotes the intersection-over-union with respect to
the ground truth mask. Note how PFM tends to mix-up the bilat-
eral symmetries of the shapes (left-right and front-back), since it
relies on local descriptors that can not discriminate orientation.
matching approach partial functional maps (PFM) [32]
on the SHREC’16 Partiality benchmark [14], where PFM
showed top performance. The dataset consists of 120 par-
tial deformable shapes with large missing parts (‘cuts’ chal-
lenge), belonging to 8 sub-classes of humans and animals.
The challenge is to locate each of the 120 partial shapes
within a full template of the respective class (e.g., a dog
in neutral pose). To make the setting even more challeng-
ing, we remeshed all the full models X to half of their
density (∼10K to ∼5K vertices) via edge collapse [16],
while keeping the partial shapes Y at their original resolu-
tion. This way, we eliminate the possibility for any method
to work well by virtue of similar tessellation.
For PFM we used public code released by the authors
with default parameters. As a baseline, we also evaluate the
co-segmentation approach of [37] with SHOT descriptors
[38]. Quantitative and qualitative comparisons are reported
in Figure 5 and Figure 6 respectively.
Robustness to sampling. Our method exhibits robustness
to changes in resolution (see Figure 8 for a full evaluation).
We attribute this to the fact that eigenvalues are integral
quantities (see Eq. 3). By contrast, PFM fully relies upon
a data term based on local point descriptors, which are ex-
tremely sensitive to local meshing.
Multiple pieces. We highlight another useful property de-
rived from working with potentials. In Figure 7 we show
examples where the input 3D query consists of multiple dis-
connected parts (the “non-rigid puzzle” setting with non-
overlapping pieces [23]). By taking their union and treating
them as one single shape Y in our optimization problem, we
are still able to correctly identify the distinct portions on the
full shape without any special adjustment to our algorithm.
Implementation details. In all our tests we use k = 20
YX
vτ
φ1
ψ1
φ2
ψ2
φ3
ψ3
φ4
ψ4
φ5
ψ5
Figure 7. Simultaneous localization of multiple disconnected regions. Given a query shape Y (here consisting of 3 pieces), our method
solves for a potential vτ : X → (0, τ) which isolates the regions onX corresponding toY up to isometry (leftmost column). By Property 2,
the found vτ induces alignment of the eigenfunctions (intermediate columns); we exploit this to easily associate a different label to each
region. On the right we plot the identified regions with different colors. The rightmost column shows additional multi-piece examples.
eigenvalues. As initialization for v, we use Gaussians cen-
tered aroundm = 20 Euclidean farthest samples onX , with
variance equal to
√
Area(X ) and 2√Area(X ), leading to
2m different initializations which we optimize in parallel.
To these, we also add the solutions produced by the base-
line. To choose the final solution we rely on Property 2. For
each found v, we compute projections of SHOT descrip-
tors F : X → R over the first 5 Hamiltonian eigenfunctions
(squared), ci =
∫
X ψ
2
i (x)F (x)dx for i = 1, . . . , 5. We then
compute coefficients di on Y similarly by using the Dirich-
let eigenfunctions, and keep the v which yields minimum
distance
∑5
i=1(di − ci)2. By Property 2, we expect these
coefficients to be the same for the correct solution.
n = 10K n = 5K
0.4 1
0
1
IoU PFM [32] Ours PFM [32] Ours
Figure 8. Robustness to changes in vertex density. We show the
results of PFM (in orange) and our method (in green) over two ver-
sions of the entire SHREC’16 dataset: a version where all meshes
have similar resolution (dotted curves in the plots), and one where
mild remeshing has been applied (solid curves). PFM shows a
performance drop of 20%, while our method remains stable.
5.2. Isospectralization
As a second application we address the shape-from-
spectrum problem. This task was recently introduced in
[13] and is phrased as follows: Given as input a short se-
quence of Laplacian eigenvalues {µi}ki=1 of an unknown
shape Y , recover a geometric embedding of Y . We stress
that the Laplacian ∆Y is not given; if given, it would lead
to a shape-from-operator problem [6]. Instead, the goal here
is to recover the shape directly from the eigenvalues alone.
We model this problem by minimizing Eq. (15) with the
following input. As full domain X we consider a finite por-
tion of the plane X ⊂ R2 of size n×n, sampled on a Carte-
sian grid. The input eigenvalues {µi} are assumed to be
coming from an unknown region R ⊂ X , which we iden-
tify by the potential vτ on X . Therefore, our optimization
variables are simply v ∈ (0, τ)n×n – essentially, an image.
Property 4 We can recover shapes with unknown topol-
ogy, i.e., no restricting assumptions are made on the topol-
ogy of the sought shape.
For example, if the shape to be recovered has holes, we
do not need to know this fact beforehand to properly initial-
ize the optimization.
Comparisons. In Figure 9 we compare directly with the
isospectralization technique of Cosmo et al. [13]; to our
knowledge, this is the only existing approach attempting to
solve shape reconstruction purely from eigenvalues. Our
method is different in many respects.
The most crucial difference lies in the fact that in [13] the
authors optimize for a deformation field to apply to an initial
template shape, which is assumed to be given as an input.
In contrast, with Problem (15) we simply minimize over a
vector space of scalar functions. The initial shape used in
[13] is also required to have the correct topology (e.g., disc-
like or annulus-like), while by Property 4 our optimization
Figure 9. Shape recovery comparisons with [13]. We show the
ground truth shapes (blue outline) and our solutions (potential on
the square, growing from white to red), all obtained in 2-3 minutes
from k = 50 input eigenvalues. We always use a constant initial-
ization. On the bottom we show results for [13] with their initial
templates, which are required to always have the correct topology.
iter.
0
↓
ground
truth
Figure 10. Shape recovery across iterations. Starting from a se-
quence of just k = 5 Laplacian eigenvalues, our method recovers
the correct shape in less than 1 minute. The first column shows
our solution, evolving from top to bottom. On the right we also
show how the eigenfunctions (one per column) change across the
iterations; observe how at convergence, they align with those of
the ground truth shape (up to rotation).
is completely oblivious to the topology of the shape to re-
cover. We illustrate this with an example in the rightmost
column of Figure 9, where we directly compare with [13].
Finally, optimizing over embedding coordinates as in
[13] requires the adoption of additional regularizers to avoid
flipped triangles, and careful parameter tuning to avoid
rough shapes and collapsing edges; this makes their energy
more difficult to minimize, which is done using stochastic
optimization tools [21] and automatic differentiation as im-
plemented in TensorFlow [1]. By optimizing over scalar
functions instead of deforming a given mesh, we do not en-
counter any of these issues; for this reason, our optimization
can be made much simpler as detailed in Section 4.
Implementation details. The planar domain X is dis-
cretized as a 30 × 30 grid with uniform triangles. We ini-
tialize simply with the constant potential v = τ41, in order
to emphasize the ability of our method to recover shape en-
tirely from scratch irrespective of topology. We put this in
contrast with [13], which needs an initial template as initial-
ization, as mentioned above. See Figure 10 for a visualiza-
0.51 0.13
Figure 11. Failure cases. Top: On the left example, the eigenvalues
did not align well at the local optimum; as a result, the partial
shape was localized only roughly. On the right, the found region
is wrongly classified as correct since it has similar eigenvalues to
the partial input within the limited bandwidth. In both cases we
report the IoU. Bottom: Shape-from-spectrum recovery of shapes
with non-trivial topology can be difficult to achieve, due to the
narrow bandwidth and first-order discretization of the operators.
tion across some iterations of our optimization process.
6. Conclusions
In this paper we presented a new approach for par-
tial shape similarity, based on aligning short sequences of
eigenvalues computed on the given shapes. Our approach is
correspondence-free, is invariant to non-rigid transforma-
tions, it can be solved efficiently, and only makes use of de-
scriptors for post-processing refinement. Our formulation is
also general enough to be applied to other relevant tasks in
vision and graphics. We demonstrated this on a challenging
shape-from-spectrum recovery problem, where it compares
favorably with respect to a very recent method.
Limitations and future work. We did observe some failure
cases during our tests (see Figure 11). In the partial simi-
larity setting, this typically happens whenever the chosen
bandwidth (i.e., the number k of input eigenvalues) is too
small for discriminating regions that only differ at medium-
high frequencies; e.g., a human arm might be confused with
a leg. This can be remedied to some extent by increasing
the value of k. For large values (k > 100), however, a more
accurate discretization of the operator ∆ should be used in
place of the cotangent formulas of Eq. (6), to avoid artifacts
related to mesh tessellation. Using second- or third-order
FEM discretization [12] might be a promising solution.
Furthermore, while we only showed 2D examples of
shape-from-spectrum recovery, the exact same algorithm
can be used invariantly for reconstructing the geometry of
3D (volumetric) shapes. However, this would require solv-
ing for a potential defined in R3, for which efficient data
structures (such as octrees) could be necessary. We leave
this exciting possibility to future work.
Finally, a theoretical question that we left open concerns
the empirical observation that eigenfunction alignment is
induced in many practical situations. We believe that this
requires a deeper understanding, with potentially profound
consequences in many applied domains.
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