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We study the semi-classical states of the following nonlinear Dirac
equation
−ih¯
3∑
k=1
αk∂kw + aβw + V (x)w = W (x)g
(|w|)w
for x ∈ R3 where the nonlinearity is of superlinear and subcritical
growth as |w| → ∞. The Dirac operator is unbounded from below
and above so the associate energy functional is strongly indeﬁnite.
We develop an argument to establish the existence of least energy
solutions for h¯ small. We also describe the concentration phenom-
ena of the solutions as h¯ → 0.
© 2012 Elsevier Inc. All rights reserved.
1. Introduction and main results
In the literature there have been large amounts of works on existence and concentration phe-
nomenon of semi-classical states of nonlinear Schrödinger equations arising in the non-relativistic
quantum mechanics, see, for example, [3,4,8,9,11,18,20,21,23,24,26,32] and their references. It is quite
natural to ask if certain similar results can be forwarded to nonlinear Dirac equations arising in the
relativistic quantum mechanics. Mathematically, the problem is diﬃcult and very interesting because
the Dirac equation is strongly indeﬁnite in the sense that, ﬁrstly, both the negative and positive parts
of the spectrum of Dirac operator are unbounded and contain essential spectrum respectively, and
secondly, the relative energy functional does not satisfy the Palais–Smale condition.
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states to the following stationary Dirac equation:
−ih¯
3∑
k=1
αk∂kw + aβw + V (x)w = W (x)g
(|w|)w (1)
for x = (x1, x2, x3) ∈ R3 where g(|w|)w is of superlinear and subcritical growth as |w| → ∞. Here,
h¯ denotes Plank’s constant, ∂k = ∂/∂xk , a > 0 is a constant, α1,α2,α3 and β are 4 × 4 Pauli–Dirac
matrices:
β =
(
I 0
0 −I
)
, αk =
(
0 σk
σk 0
)
, k = 1,2,3,
with
σ1 =
(
0 1
1 0
)
, σ2 =
(
0 −i
i 0
)
, σ3 =
(
1 0
0 −1
)
,
and V ,W :R3 →R.
The equation or the more general one
−ih¯
3∑
k=1
αk∂kw + aβw + M(x)w = Fw(x,w) (2)
arises when one seeks for the standing wave solutions of the nonlinear Dirac equation
−ih¯∂tψ = ich¯
3∑
k=1
αk∂kψ −mc2βψ − V (x)ψ + Gψ(x,ψ). (3)
Assuming that G(x, eiθψ) = G(x,ψ) for all θ ∈ [0,2π ], a standing wave solution of (3) is a solution
of the form ψ(t, x) = e iμth¯ w(x). It is clear that ψ(t, x) solves (3) if and only if w(x) solves (2) with
a =mc, M(x) = V (x)/c +μI4 and F (x,w) = G(x,w)/c.
There are many works devoted to the study on the existence of solutions of (2) under various
hypotheses on the potential and the nonlinearity (see [5,7,14,15,17,16,22] and the references therein).
We note that these papers concerned mainly the existence without involving the concentration phe-
nomenon of semi-classical states.
For small h¯, the standing waves are referred to as semi-classical states. To describe the trans-
lation from quantum to classical mechanics, the existence of solutions wh¯, h¯ small, possesses an
important physical interest (see [27,30]). Only very recently, the paper [13] studied the existence
of a family of ground states of the problem (1) with V (x) ≡ 0 and the special nonlinear |w|p−1w ,
p ∈ (2,3), for all h¯ small, and showed that the family concentrates around the maxima of W (x) as
h¯ → 0.
Let us now describe the results of the present paper. For notational convenience, writing ε = h¯,
α = (α1,α2,α3) and α · ∇ =∑3k=1 αk∂k , we reread Eq. (1) as
−iεα · ∇w + aβw + V (x)w = W (x)g(|w|)w. (4)
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τ :=min V , V := {x ∈R3: V (x) = τ},
τ∞ := lim inf|x|→∞ V (x),
π :=maxW , W := {x ∈R3: W (x) = π},
π∞ := limsup
|x|→∞
W (x).
On the linear ﬁelds we will use the following hypotheses:
(P0) V ,W ∈ C1(R3,R), max |V | < a, and infW > 0.
(P1) τ < τ∞ , and there is xv ∈ V such that W (xv )W (x) for all |x| R , some large R > 0.
(P2) π > π∞ , and there is xw ∈W such that V (xw) V (x) for all |x| R , some large R > 0.
On nonlinear potential ﬁeld, writing G(|w|) := ∫ |w|0 g(s)s ds, we consider the following hypotheses:
(g1) g(0) = 0, g ∈ C1((0,∞)), g′(s) > 0 for s > 0, and there exist p ∈ (2,3), c1 > 0 such that g(s)
c1(1+ sp−2) for s 0;
(g2) there is θ > 2 such that 0< θG(|w|) g(|w|)|w|2 if w 	= 0.
Clearly, the power function g(|w|) = |w|p−2 satisﬁes these assumptions.
Observe that, in case (P1) we can assume W (xv ) =maxx∈V W (x) and set
Av :=
{
x ∈ V : W (x) = W (xv)
}∪ {x /∈ V : W (x) > W (xv)};
and in case (P2) we can assume V (xw) =minx∈W V (x) and set
Aw :=
{
x ∈W : V (x) = V (xw)
}∪ {x /∈W : V (x) < V (xw)}.
Obviously, Av and Aw are bounded. Moreover, if V ∩W 	= ∅ then Av =Aw = V ∩W .
Theorem 1.1. Let (g1)–(g2) and (P0) be satisﬁed.
(A) Suppose that (P1) holds. Then, for suﬃciently small ε > 0, there exists a least energy solutions wε
of (4) with wε ∈⋂s2 W 1,s . If additionally ∇V and ∇W are bounded, then wε satisﬁes:
(a1) There exists a maximum point xε of |wε| with limε→0 dist(xε,Av) = 0, such that, for some c,C > 0
∣∣wε(x)∣∣ C exp
(
− c
ε
|x− xε|
)
.
(a2) Setting vε(x) := wε(εx+ xε), for any sequence xε → x0 as ε → 0, vε converges in H1 to a least energy
solution of
−iα · ∇v + aβv + V (x0)v = W (x0)g
(|v|)v. (5)
If particularly V ∩ W 	= ∅ then limε→0 dist(xε,V ∩ W ) = 0 and vε converges in H1 (up to subse-
quences) to a least energy solution of
−iα · ∇v + aβv + τ v = π g(|v|)v. (6)
(B) Suppose that (P2) holds. Then all the conclusions of (A) (withAv replaced byAw ) remain true.
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−iεα · ∇w + aβw + V (x)w = νg(|w|)w (7)
(i.e., W (x) ≡ ν , a positive constant) with
(V ) |V (x)| < a and τ < τ∞;
and
−iεα · ∇w + aβw +μw = W (x)g(|w|)w (8)
(i.e., V (x) ≡ μ, a constant in (−a,a), see [13]) with
(W ) infW > 0 and π > π∞ .
We have the following consequence.
Corollary 1.2. Let (g1)–(g2) and (V ) (resp. (W )) be satisﬁed. Then, for suﬃciently small ε > 0, there exists a
least energy solutions wε of (7) (resp. (8))with wε ∈⋂s2 W 1,s . If additionally ∇V (resp. ∇W ) is bounded,
then wε satisﬁes:
(a1) There exists a maximum point xε of |wε| with limε→0 dist(xε,V ) = 0 (resp. limε→0 dist(xε,W ) = 0),
such that, for some c,C > 0
∣∣wε(x)∣∣ C exp
(
− c
ε
|x− xε|
)
.
(a2) Setting vε(x) := wε(εx+ xε), for any sequence of such xε , vε converges in H1 to a least energy solution
of
−iα · ∇v + aβv + τ v = νg(|v|)v(
resp. − iα · ∇v + aβv +μv = π g(|v|)v).
Remark 1.3. The sets Av and Aw can be replaced by their subsets. Given y ∈R3, let γV (y)W (y) denote
the least energy of the equation
−iα · ∇v + aβv + V (y)v = W (y)g(|v|)v.
There is yv ∈Av such that
γV (yv )W (yv ) = min
y∈Av
γV (y)W (y).
Set μ = V (yv), ν = W (yv) and
Ωv = {y ∈Av : γV (y)W (y) = γV (yv )W (yv )}.
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−iα · ∇v + aβv +μv = νg(|v|)v (9)
(see Remark 3.6). Similarly, there is yw ∈Aw satisfying γV (yw )W (yw ) =miny∈Aw γV (y)W (y) . Set Ωw =
{y ∈Aw : γV (y)W (y) = γV (yw )W (yw )}. Then dist(xε,Ωw) = 0 and vε converges in H1 to a least energy
solution of (9) with μ = V (yw) and ν = W (yw).
Observe that, setting u(x) = w(εx), Eq. (4) is equivalent to the following one:
−iα · ∇u + aβu + Vε(x)u = Wε(x)g
(|u|)u (10)
where Vε(x) = V (εx) and Wε(x) = W (εx). We will in the sequel focus on this equivalent problem.
Our proofs are variational: the semi-classical solutions are obtained as critical points of the energy
functional Φε associated to (10). A linking-type argument yields a minimax value cε for Φε . Compar-
ing with [13], since the solutions depend not only on the linear potential but also on the nonlinear
one, the present argument seems to be more delicate. One new ingredient is a comparison of the least
energy of a class of limit problems (Lemma 2.11). Another is an analysis on cε via certain auxiliary
functionals (Lemma 2.12). And the third is describing the tendency of cε as ε → 0 (Lemma 3.4).
2. Preliminary results
To prove our main results some preliminaries are ﬁrstly in order.
2.1. The functional-analytic framework
In what follows by | · |q we denote the usual Lq-norm, and (·,·)2 the usual L2-inner product. Let
H0 = −iα · ∇ + aβ denote the selfadjoint operator on L2(R3,C4) with domain D(H0) = H1(R3,C4).
A Fourier analysis shows that σ(H0) = σc(H0) =R\(−a,a) where σ(·) and σc(·) denote the spectrum
and continuous spectrum. Thus the space L2 possesses the orthogonal decomposition:
L2 = L− ⊕ L+, u = u− + u+
so that H0 is negative deﬁnite (resp. positive deﬁnite) in L− (resp. L+). Let E :=D(|H0|1/2) = H1/2 be
equipped with the inner product
(u, v) = (|H0|1/2u, |H0|1/2v)2
and the induced norm ‖u‖ = (u,u)1/2, where |H0| and |H0|1/2 denote respectively the absolute value
of H0 and the square root of |H0|. Since σ(H0) ⊂R \ (−a,a), one has
a|u|22  ‖u‖2 for all u ∈ E. (11)
Note that this norm is equivalent to the usual H1/2-norm, hence E embeds continuously into Lq
for all q ∈ [2,3] and compactly into Lqloc for all q ∈ [1,3). It is clear that E possesses the following
decomposition
E = E− ⊕ E+ with E± = E ∩ L±,
orthogonal with respect to both (·,·)2 and (·,·) inner products. This decomposition induces also a
natural decomposition of Lq , hence there is πq > 0 such that
πq
∣∣u±∣∣q  |u|qq for all u ∈ E. (12)q
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and c′δ > 0 such that
⎧⎪⎨
⎪⎩
g(s) < δ for all 0 s rδ;
G
(|u|) cδ|u|θ − δ|u|2 for all u ∈C4;
G
(|u|) δ|u|2 + c′δ|u|p for all u ∈C4.
(13)
On E we deﬁne the functional
Φε(u) = 1
2
(∥∥u+∥∥2 − ∥∥u−∥∥2)+ 1
2
∫
R3
Vε(x)|u|2 −
∫
R3
Wε(x)G
(|u|)
for u = u− + u+ . Denoting a(u, v) := ∫
R3
〈H0u, v〉 and setting a(u) = a(u,u), one has
Φε(u) = 1
2
a(u) + 1
2
∫
R3
Vε(x)|u|2 −
∫
R3
Wε(x)G
(|u|)
= 1
2
a(u) + 1
2
∫
R3
Vε(x)|u|2 −
∫
R3
Wε(x)G
(|u|).
Plainly, Φε ∈ C2(E,R).
Lemma 2.1. Critical points of Φε are solutions of (10).
Proof. Observe that, for any u, v ∈ E ,
d
ds
Φε(u + sv)
∣∣∣∣
s=0
= a(u, v) + 
∫
R3
Vε(x)〈u, v〉 − 
∫
R3
Wε(x)g
(|u|)〈u, v〉
= (u+ − u−, v)+ ∫
R3
(
Vε(x) − Wε(x)g
(|u|))〈u, v〉.
Let u ∈ E be a critical point of Φε . For any real vector v ∈ C∞0 (R3,R4) one has formally
0= (u+ − u−, v)+ ∫
R3
(
Vε(x) − Wε(x)g
(|u|))〈u, v〉
= (H0(u) + Vε(u) − Wε g(|u|)(u), v)2
and
0= (u+ − u−, iv)+ ∫
R3
(
Vε(x) − Wε(x)g
(|u|))〈u, iv〉
= (H0(u) + Vε(u) − Wε g(|u|)(u), v)2.
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0= (H0u + Vεu − Wε g(|u|)u, v)2
which implies that u is a weak solution of (10). Now a standard regular argument shows that u is in
fact a solution of (10). 
Denote
Ψε(u) :=
∫
R3
Wε(x)G
(|u|).
Lemma 2.2. Ψε is weakly sequentially lower semicontinuous and Φ ′ε is weakly sequentially continuous.
Proof. The lemma follows easily because E embeds continuously into Lq for q ∈ [2,3] and compactly
into Lqloc for q ∈ [1,3) (see [12]). 
For further convenience we introduce the following notations:
B+r =
{
u ∈ E+: ‖u‖ r}, S+r = {u ∈ E+: ‖u‖ = r},
Ee := E− ⊕R+e
(
e ∈ E+, R+ = [0,∞))
λ1 := |V |∞, λ2 := infW .
Note that λ1 < a and λ2 > 0 by (P1).
Lemma 2.3. Φε possesses the linking structure:
1) There exist r > 0 and ρ > 0 both independent of ε such that Φε|B+r (u) 0 and Φε|S+r  ρ .
2) For any e ∈ E+ \ {0}, there exist Re > 0 and C = Ce > 0 both independent of ε such that Φε(u) < 0 for
all u ∈ Ee \ BR and maxΦε(Ee) C.
Proof. 1) follows easily because, by (11) and (13) with δπ < a − λ1, for u ∈ E+ ,
Φε(u)
1
2
‖u‖2 − 1
2
λ1|u|22 −πδ|u|22 −πc′δ|u|pp
 1
2
(
1− λ1 +πδ
a
)
‖u‖2 − c′′δ‖u‖p
and p > 2.
For checking 2) take e ∈ E+ \ {0}. In virtue (13) with 2πδ < a− λ1 and (12), one gets
Φε(u)
1
2
‖se‖2 − 1
2
‖v‖2 + λ1
2
|se + v|22 + δπ |se + v|22 − sθ cδλ2πθ |e|θθ
 s
2(a + λ1 + 2δπ)
2a
‖e‖2 − a− (λ1 + 2δπ)
2a
‖v‖2 − sθ cδλ2πθ |e|θθ , (14)
hence 2) since θ > 2. 
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cε := inf
e∈E+\{0}
max
u∈Ee
Φε(u).
As a consequence of Lemma 2.3 we have
Lemma 2.4. There is C > 0 independent of ε such that ρ  cε < C.
Proof. By 1) of Lemma 2.3 and the deﬁnition of cε one has cε  ρ . Take e ∈ E+ with ‖e‖ = 1. It
follows from (14) the following
cε  C ≡ Ce,
ending the proof. 
Recall that a sequence {un} ⊂ E is said to be a (PS)c , c ∈ R, sequence for Φε if Φε(un) → c and
Φ ′ε(un) → 0, and Φε is said to satisfy the (PS)c condition if any (PS)c sequence for Φε has a con-
vergent subsequence. With Lemmas 2.2 and 2.3 and by a linking argument it follows that Φε has a
(PS)cε sequence (see e.g. [12,29]). Obviously, if Φε satisﬁes the (PS)c condition then cε is a critical
value. Unfortunately, since there is no compactly embedding from H1/2(R3) into Lp(R3), the (PS)
condition does not in general hold, we have to go through more analysis.
In order to get more information on cε , motivated by [1] (see also [15,25,29]), we consider, for a
ﬁxed u ∈ E+ , the map φu : E− →R deﬁned by
φu(v) = Φε(u + v).
Observe that, for any v,w ∈ E− ,
φ′′u (v)[w,w] = −‖w‖2 +
∫
R3
Vε(x)|w|2 − Ψ ′′ε (u + v)[w,w]
−a − λ1
a
‖w‖2 − Ψ ′′ε (u + v)[w,w],
and in addition
φu(v)
a+ λ1
2a
‖u‖2 − a− λ1
2a
‖v‖2.
Therefore, there is a unique hε(u) ∈ E− such that
φu
(
hε(u)
)= max
v∈E−
φu(v).
It is clear that
0= φ′u
(
hε(u)
)
v
= −(hε(u), v)+ 
∫
3
Vε(x)
〈
u + hε(u), v
〉− Ψ ′ε(u + hε(u))v
R
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v 	= hε(u) ⇔ Φε(u + v) < Φε
(
u + hε(u)
)
.
For any u ∈ E+ and v ∈ E− , setting z = v − hε(u) and (t) = φu(hε(u) + tz), one has (1) = φu(v),
(0) = φu(hε(u) and ′(0) = 0. Thus (1) − (0) =
∫ 1
0 (1− t)′′(t)dt . This implies that
φu(v) − φu
(
hε(u)
)
=
1∫
0
(1− t)φ′′u
(
hε(u) + tz
)[z, z]dt
= −
1∫
0
(1− t)
(
‖z‖2 −
∫
R3
Vε(x)|z|2 +
∫
R3
Wε(x)g
(∣∣u + hε(u) + tz∣∣)|z|2
+
∫
R3
Wε(x)
g′(|u + hε(u) + tz|)
|u + hε(u) + tz|
(〈u + hε(u) + tz, z〉)2
)
dt
hence,
Φε
(
u + hε(u)
)− Φε(u + v) = 1
2
(
‖z‖2 −
∫
R3
Vε(x)|z|2
)
+
1∫
0
∫
R3
(1− t)Wε(x)
(
g
(∣∣u + hε(u) + tz∣∣)|z|2
+ g
′(|u + hε(u) + tz|)
|u + hε(u) + tz|
(〈u + hε(u) + tz, z〉)2
)
. (15)
Deﬁne Iε : E+ →R by
Iε(u) = Φε
(
u + hε(u)
)
= 1
2
(‖u‖2 − ∥∥hε(u)∥∥2)+ 1
2
∫
R3
Vε(x)
∣∣u + hε(u)∣∣2 − Ψε(u + hε(u)).
Set
Nε :=
{
u ∈ E+ \ {0}: I ′ε(u)u = 0
}
.
Lemma 2.5. For any u ∈ E+ \ {0}, there is a unique t = t(u) > 0 such that t(u)u ∈Nε .
Proof. See [1,15]. 
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cε = inf
u∈Nε
Iε(u).
Proof. Indeed, given e ∈ E+ , if u = v + se ∈ Ee with Φε(u) =maxz∈Ee Φε(z) then the restriction Φε|Ee
of Φε on Ee satisﬁes (Φε|Ee )′(u) = 0 which implies v = hε(se) and I ′ε(se)(se) = Φ ′ε(u)(se) = 0, i.e.
se ∈Nε . Thus inf Iε(Nε) cε . On the other hand, if w ∈Nε then (Φε|Ew )′(w + hε(w)) = 0 so cε 
maxu∈Ew Φε(u) = Iε(w). Thus inf Iε(Nε) cε . This proves the desired conclusion. 
Lemma 2.7. For any e ∈ E+ \ {0}, there is Te > 0 independent of ε > 0 such that tε  Te for tε > 0 satisfying
tεe ∈Nε .
Proof. Since I ′ε(tεe)(tεe) = 0 one sees that the restriction of Φε satisﬁes (Φε|Ee )′(tεe + hε(tεe)) = 0.
Thus
Φε
(
tεe + hε(tεe)
)= max
w∈Ee
Φε(w).
This, together with Lemma 2.6 and (14), implies the desired conclusion. 
Let Kε := {u ∈ E: Φ ′ε(u) = 0} be the critical set of Φε . It is easy to see that if Kε \ {0} 	= ∅ then
cε = inf
{
Φε(u): u ∈Kε \ {0}
}
(see an argument of [15]). Using the same iterative argument of [16, Proposition 3.2] one obtains
easily the following
Lemma 2.8. If u ∈ Kε with |Φε(u)|  C1 and |u|2  C2 , then, for any q ∈ [2,∞), u ∈ W 1,q(R3) with
‖u‖W 1,q Λq where Λq depends only on C1,C2 and q.
Let Sε be the set of all least energy solutions of Φε . If u ∈ Sε then Φε(u) = cε and a standard
argument shows that Sε is bounded in E , hence, |u|2  C2 for u ∈ Sε , some C2 > 0 independent
of ε. Therefore, as a consequence of Lemmas 2.6 and 2.8 we see that, for each q ∈ [2,∞), there is
Cq > 0 independent of ε such that
‖u‖W 1,q  Cq for all u ∈Sε. (16)
This, together with the Sobolev embedding theorem, implies that there is C∞ > 0 independent of ε
with
|u|∞  C∞ for all u ∈Sε. (17)
2.2. The limit problem
We will make use of the limit equation for proving our main result. To this end we discuss in this
section the existence and some properties of the least energy solutions of the limit problem.
For any μ ∈ (−a,a) and ν > 0, consider the equation
−iα · ∇u + aβu +μu = νg(|u|)u, u ∈ H1(R3,C4). (18)
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Γμν(u) : = 1
2
(∥∥u+∥∥2 − ∥∥u−∥∥2)+ μ
2
∫
R3
|u|2 − ν
∫
R3
G
(|u|)
deﬁned for u = u− + u+ ∈ E = E− ⊕ E+ . Denote the critical set, the least energy, and the set of least
energy solutions of Γμν as follows
Lμν :=
{
u ∈ E: Γ ′μν(u) = 0
}
,
γμν := inf
{
Γμν(u): u ∈Lμν \ {0}
}
,
Rμν :=
{
u ∈Lμν : Γμν(u) = γμν,
∣∣u(0)∣∣= |u|∞}.
The following lemma is from [15].
Lemma 2.9. There hold the following:
i) Lμν 	= ∅, γμν > 0, andLμν ⊂⋂q2 W 1,q;
ii) γμν is attained, andRμν is compact in H1(R3,C4);
iii) there exist C, c > 0 such that
∣∣u(x)∣∣ C exp(−c|x|) for all x ∈R3, u ∈Rμν.
As before we introduce the following notations:
Jμν : E+ → E−: Γμν
(
u +Jμν(u)
)= max
v∈E−
Γμν(u + v);
Jμν : E+ →R: Jμν(u) = Γμν
(
u +Jμν(u)
);
Mμν :=
{
u ∈ E+ \ {0}: J ′μν(u)u = 0
}
.
Plainly, critical points of Jμν and Γμν are in one to one correspondence via the injective map u →
u +Jμν(u) from E+ into E .
Notice that, similar to (15), for u ∈ E+ , v ∈ E− and z = v −Jμν(u), there holds
Γμν
(
u +Jμν(u)
)− Γμν(u + v)
= 1
2
(‖z‖2 −μ|z|22)+ ν
1∫
0
∫
R3
(1− t)
(
g
(∣∣u +Jμν(u) + tz∣∣)|z|2
+ g
′(|u +Jμν(u) + tz|)
|u +Jμν(u) + tz|
(〈u +Jμν(u) + tz, z〉)2
)
. (19)
Lemma 2.10. Let u ∈Mμν be such that Jμν(u) = γμν , and set Eu = E− ⊕Ru. Then
max
w∈Eu
Γμν(w) = Jμν(u).
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Jμν(u) = Γμν
(
u +Jμν(u)
)
 max
w∈Eu
Γμν(w).
On the other hand, for any w = v + su ∈ Eu ,
Γμν(w) = 1
2
‖su‖2 − 1
2
‖v‖2 + μ
2
|v + su|22 − ν
∫
R3
G
(|v + su|)
 Γμν
(
su +Jμν(su)
)= Jμν(su).
Thus, since u ∈Mμν ,
max
w∈Eu
Γμν(w)max
s0
Jμν(su) = Jμν(u),
giving the conclusion. 
Lemma 2.11. Let μ j ∈ (−a,a) and ν j > 0, j = 1,2, with min{μ2 − μ1, ν1 − ν2} 0. Then γμ1ν1  γμ2ν2 .
If additionally max{μ2 −μ1, ν1 − ν2} > 0 then γμ1ν1 < γμ2ν2 . In particular, γμ1ν j < γμ2ν j if μ1 < μ2 , and
γμ jν1 > γμ jν2 if ν1 < ν2 .
Proof. Let u ∈Lμ2ν2 with Γμ2ν2 (u) = γμ2ν2 and set e = u+ . Then
γμ2ν2 = Γμ2ν2(u) = max
w∈Ee
Γμ2ν2(w).
Let u0 ∈ Ee be such that Γμ1ν1 (u0) =maxw∈Ee Γμ1ν1 (w). One has
γμ2ν2 = Γμ2ν2(u) Γμ2ν2(u0)
= Γμ1ν1(u0) +
1
2
(μ2 −μ1)|u0|22 + (ν1 − ν2)
∫
R3
G
(|u0|)
 γμ1ν1 +
1
2
(μ2 −μ1)|u0|22 + (ν1 − ν2)
∫
R3
G
(|u0|)
as claimed. 
2.3. Auxiliary functionals
Assume that the sequence of functions Vˆε and Wˆε ∈ C ∩ L∞(R3,R), 0< ε  1, satisfy
()  := supε,x |Vˆε(x)| < a, infε,x Wˆε(x) > 0; Vˆε(x) → μ and Wˆε(x) → ν uniformly on bounded sets
of x as ε → 0.
Consider the equations
−iα · ∇u + aβu + Vˆε(x)u = Wˆε(x)g
(|u|)u. (20)
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Φˆε(u) = 1
2
(∥∥u+∥∥2 − ∥∥u−∥∥2)+ 1
2
∫
R3
Vˆε(x)|u|2 −
∫
R3
Wˆε(x)G
(|u|)
and, as before, the associate hˆε , Iˆε , ˆNε , cˆε and so on. Note that, setting V 0ε (x) = Vˆε(x) − μ and
W 0ε (x) = ν − Wˆε(x), we have by deﬁnition
Φˆε(u) = Γμν(u) + 1
2
∫
R3
V 0ε (x)|u|2 +
∫
R3
W 0ε (x)G
(|u|). (21)
Lemma 2.12. limsupε→0 cˆε  γμν .
Proof. In virtue of Lemma 2.9 let u = u− + u+ ∈Rμν , a least energy solution of (18) and set e = u+ .
It is clear that e ∈Mμν , Jμν(e) = u− and Jμν(e) = γμν . There is a unique tε > 0 such that tεe ∈ ˆNε .
One has
cˆε  Iˆε(tεe). (22)
By Lemma 2.7, {tε} is bounded, hence, without loss of generality we can assume tε → t0 as ε → 0.
Observe that (21) induces that
(
Φˆε
(
tεe + hˆε(tεe)
)− Φˆε(tεe +Jμν(tεe)))
+ (Γμν(tεe +Jμν(tεe))− Γμν(tεe + hˆε(tεe)))
= 1
2
∫
R3
V 0ε (x)
(∣∣tεe + hˆε(tεe)∣∣2 − ∣∣tεe +Jμν(tεe)∣∣2)
+
∫
R3
W 0ε (x)
(
G
(∣∣tεe + hˆε(tεe)∣∣)− G(∣∣tεe +Jμν(tεe)∣∣)). (23)
Since, denoting zε =Jμν(tεe) − hˆε(tεe),
∣∣tεe + hˆε(tεe)∣∣2 − ∣∣tεe +Jμν(tεe)∣∣2 = |zε|2 − 2〈tεe +Jμν(tεe), zε 〉
and
G
(∣∣tεe + hˆε(tεe)∣∣)− G(∣∣tεe +Jμν(tεe)∣∣)
= G(∣∣tεe +Jμν(tεe) − zε∣∣)− G(∣∣tεe +Jμν(tεe)∣∣)
= −g(∣∣tεe +Jμν(tεe)∣∣)〈tεe +Jμν(tεe), zε 〉+ Kε(x)
with
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1∫
0
(1− s)
(
g
(∣∣tεe +Jμν(tεe) − szε∣∣)|zε|2
+ g
′(|tεe +Jμν(tεe) − szε|)
|tεe +Jμν(tεe) − szε|
(〈tεe +Jμν(tεe) − szε,−zε 〉)2
)
ds
we get from (23) (remark that W 0ε (x) ν)(
Φˆε
(
tεe + hˆε(tεe)
)− Φˆε(tεe +Jμν(tεe)))
+ (Γμν(tεe +Jμν(tεe))− Γμν(tεe + hˆε(tεe)))
 1
2
∫
R3
V 0ε (x)|zε|2 − 
∫
R3
V 0ε (x)
〈
tεe +Jμν(tεe), zε
〉
− 
∫
R3
W 0ε (x)g
(∣∣tεe +Jμν(tεe)∣∣)〈tεe +Jμν(tεe), zε 〉+ ν
∫
R3
Kε(x). (24)
Remark that one has, by (19) (with z replaced by zε),
Γμν
(
tεe +Jμν(tεe)
)− Γμν(tεe + hˆε(tεe))= 1
2
(‖zε‖2 −μ|zε|22)+ ν
∫
R3
Kε(x)
and, by the representation (15) with Φε replaced by Φˆε ,
Φˆε
(
tεe + hˆε(tεe)
)− Φˆε(tεe +Jμν(tεe)) 1
2
(
‖zε‖2 −
∫
R3
Vˆε(x)|zε|2
)
.
Thus (24) (jointly with (g1)) implies
‖zε‖2 − |zε|22 −
∫
R3
V 0ε (x)
〈
tεe +Jμν(tεe), zε
〉
− 
∫
R3
W 0ε (x)g
(∣∣tεe +Jμν(tεe)∣∣)〈tεe +Jμν(tεe), zε 〉

∫
R3
∣∣V 0ε (x)∣∣∣∣tεe +Jμν(tεe)∣∣|zε| + c1
∫
R3
∣∣W 0ε (x)∣∣∣∣tεe +Jμν(tεe)∣∣|zε|
+ c1
∫
R3
∣∣W 0ε (x)∣∣∣∣tεe +Jμν(tεe)∣∣p−1|zε|
 c2
(∫
R3
(∣∣V 0ε (x)∣∣+ ∣∣W 0ε (x)∣∣)2∣∣tεe +Jμν(tεe)∣∣2
)1/2
|zε|2
+ c1
(∫
3
∣∣W 0ε (x)∣∣p/(p−1)∣∣tεe +Jμν(tεe)∣∣p
)(p−1)/p
|zε|p . (25)
R
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limsup
R→∞
∫
|x|R
∣∣tεe +Jμν(tεe)∣∣q = 0
which implies that
∫
R3
(∣∣V 0ε (x)∣∣+ ∣∣W 0ε (x)∣∣)2∣∣tεe +Jμν(tεe)∣∣2
=
( ∫
|x|R
+
∫
|x|>R
)(∣∣V 0ε (x)∣∣+ ∣∣W 0ε (x)∣∣)2∣∣tεe +Jμν(tεe)∣∣2

∫
|x|R
(∣∣V 0ε (x)∣∣+ ∣∣W 0ε (x)∣∣)2∣∣tεe +Jμν(tεe)∣∣2 + c3
∫
|x|>R
∣∣tεe +Jμν(tεe)∣∣2
= o(1)
as ε → 0, and similarly
∫
R3
∣∣W 0ε (x)∣∣p/(p−1)∣∣tεe +Jμν(tεe)∣∣p = o(1)
as ε → 0. Thus, since  < a by the assumption (∗), it follows from (25) that ‖zε‖ = ‖hˆε(tεe) −
Jμν(tεe)‖ → 0, that is, hˆε(tεe) →Jμν(t0e). Consequently,
∫
R3
V 0ε (x)
∣∣tεe + hˆε(tεe)∣∣2 → 0 and
∫
R3
W 0ε (x)G
(∣∣tεe + hˆε(tεe)∣∣)→ 0
as ε → 0. This, jointly with (21), implies
Φˆε
(
tεe + hˆε(tεe)
)= Γμν(tεe + hˆε(tεe))+ o(1) = Γμν(t0e +Jμν(t0e))+ o(1),
that is,
Iˆε(tεe) = Jμν(t0e) + o(1)
as ε → 0. Recalling that by Lemma 2.10
Jμν(t0e)max
v∈Ee
Γμν(v) = Jμν(e) = γμν,
we obtain, jointly with (22),
lim
ε→0 cˆε  limε→0 Iˆε(tεe) = Jμν(t0e) γμν
as claimed. 
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V μ(x) :=max{μ, V (x)},
W ν(x) :=min{ν,W (x)},
and let V με (x) = V μ(εx), W νε (x) = W ν(εx). Consider the functional
Φ
μν
ε (u) = 12
(∥∥u+∥∥2 − ∥∥u−∥∥2)+ 1
2
∫
R3
V με (x)|u|2 −
∫
R3
W νε (x)G
(|u|)
with N μνε , c
μν
ε and so on as before. By deﬁnition and Lemma 2.11,
γτπ  γV (0)W (0)  γVμ(0)W ν (0). (26)
Moreover, observe that
Φ
μν
ε (u) = Γμν(u) + 12
∫
R3
(
V με (x) −μ
)|u|2 + ∫
R3
(
ν − W νε (x)
)
G
(|u|).
This, together with Lemma 2.12, shows
γμν  cμνε and limsup
ε→0
cμνε  γVμ(0)W ν (0). (27)
In particular,
lim
ε→0 c
μν
ε = γμν (28)
if V (0)μ and W (0) ν .
3. Proof of the main result
We are now give the proofs of the main results.
3.1. The case with (P0) and (P1)
In this section we consider ﬁrstly the situation that (P0) and (P1) are satisﬁed. We start with
observing that, for any x0 ∈ V , setting V˜ (x) = V (x+ x0) and W˜ (x) = W (x+ x0), if w˜(x) is a solution
of
−iεα · ∇ w˜ + aβ w˜ + V˜ (x)w˜ = W˜ (x)g(|w˜|)w˜, (29)
then w(x) := w˜(x − x0) solves (4). Thus, without loss of generality, we can assume that W (xv ) =
maxx∈V W (x) and xv = 0 ∈ V (xv = 0 ∈ V ∩W if V ∩W 	= ∅). Then τ = V (0) and κ := W (0)W (x)
for all |x| R .
Consider the equivalent equation (10). The key for the proof is that limsupε→0 cε  γτκ . Then
we argue by contradiction to show the existence of semi-classical solutions. In order to show the
concentration phenomena it is suﬃcient to verify that, for any sequence ε j → 0 with u j ∈Sε j , there
is a subsequence which converges, up to a shift of x-variable, to a least energy solution of the limit
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estimate. Lastly, using a comparison principle we complete the proof.
Lemma 3.1. limsupε→0 cε  γτκ . In particular, limε→0 cε = γτπ if additionally V ∩W 	= ∅.
Proof. Choose μ = τ and ν = π . Observe that V μ(x) = V (x), W ν(x) = W (x), τ = V μ(0) and κ =
W ν(0) π . Then cε = cμνε and the conclusion follows from (27) and (28) directly. 
Lemma 3.2. cε is attained for all small ε > 0.
Proof. Given ε > 0, let un ∈Nε be a minimization sequence: Iε(un) → cε . By the Ekeland variational
principle we can assume that un is, in addition, a (PS)cε sequence for Iε on Nε . A standard argument
shows that un is in fact a (PS)cε sequence for Iε on E
+ (see, e.g., [25,31]). Then wn = un + hε(un) is
a (PS)cε sequence for Φε on E . It is easy to see that wn is bounded. We can assume without loss of
generality that wn ⇀ wε = z+ε + z−ε ∈Kε in E . If wε 	= 0 then clearly Φε(wε) = cε . So we are going
to check that wε 	= 0 for all ε > 0 small.
Assume by contradiction that there is a sequence ε j → 0 with wε j = 0. Then wn = un +hε j (un) ⇀
0 in E , un → 0 in Lqloc for q ∈ (1,3), and wn(x) → 0 a.e. in x ∈ R3. Choose τ < μ < lim inf|x|→∞ V (x),
ν = κ , and consider the functional Φμν . Let tn > 0 be such that tnun ∈ N μνε j . We see that {tn}
is bounded and one may assume tn → t0 as n → ∞. By (P2), the set Aε := {x ∈ R3: Vε(x) < μ
or Wε(x) > ν} is bounded. Additionally, Φε j (tnun + hμνε j (tnun)) Iε j (un) by virtue of Lemma 2.10. We
obtain
cμνε j  I
μν
ε j (tnun) = Φμνε j
(
tnun + hμνε j (tnun)
)
= Φε j
(
tnun + hμνε j (tnun)
)+ 1
2
∫
R3
(
V με j (x) − Vε j (x)
)∣∣tnun + hμνε j (tnun)∣∣2
+
∫
R3
(
Wε j (x) − W νε j (x)
)
G
(∣∣tnun + hμνε j (tnun)∣∣)
 Iε j (un) +
1
2
∫
Aε j
(
μ− Vε j (x)
)∣∣tnun + hμνε j (tnun)∣∣2
+
∫
Aε j
(
Wε j (x) − ν
)
G
(∣∣tnun + hμνε j (tnun)∣∣)
= cε j + o(1)
as n → ∞, hence, cμνε j  cε j . By (27), γμν  cμνε j , hence γμν  cε j . Recalling that ν = κ and in virtue
of Lemma 3.1, letting j → ∞ yields
γμκ  γτκ ,
contradicting with γτκ < γμκ (see Lemma 2.11). 
Remark 3.3. It is not diﬃcult to check that Sε is compact for all small ε > 0. Indeed, assume by con-
traction that, for some ε j → 0, Sε j is not compact in E . Let u jn ∈ Sε j with u jn ⇀ 0 as n → ∞. As
done in proving the above Lemma 3.2, one gets a contradiction.
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Du = −aβu − Vε(x)u + Wε(x)g
(|u|)u.
By Lemma 2.8, u ∈⋂q2 W 1,q for any u ∈Kε . Acting the operator D on the two sides of the above
representation and noting that D2 = − we get
u = (a2 − V 2ε (x))u + rε(x, |u|)u
where
rε
(
x, |u|) := DVε(x) + 2Vε(x)Wε(x)g(|u|)− Wε(x)2g(|u|)2
−
(
DWε(x)g
(|u|)+ g′(|u|)|u| Wε(x)〈u, Du〉
)
.
Letting
sgnu =
{
u
|u| if u 	= 0;
0 if u = 0,
by Kato’s inequality [10], there holds
|u|[u(sgnu)].
Observe that

[
DVε(x)u
u
|u|
]
= 0
and

[(
DWε(x)g
(|u|)+ g′(|u|)|u| Wε(x)〈u, Du〉
)
u
u
|u|
]
= 0.
Hence

[
rε
(
x, |u|)u u|u|
]
= (2Vε(x) − Wε(x)g(|u|))Wε(x)g(|u|)|u|.
We obtain
|u| (a2 − V 2ε (x))|u| + (2Vε(x) − Wε(x)g(|u|))Wε(x)g(|u|)|u|. (30)
This, together with (17), implies in particular that there is Λ > 0 satisfying
|u|−Λ|u|.
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∣∣u(x)∣∣ C0
∫
B1(x)
∣∣u(y)∣∣dy (31)
with C0 independent of x and u ∈Kε , ε > 0, where B1(x) = {y: |y − x| 1}.
Lemma 3.4. Assume additionally that ∇V and ∇W are bounded. Let uε ∈Sε . There is a maximum point yε
of |uε| such that limε→0 dist(εyε,Av) = 0, and for any sequence εyε → y0 , vε(x) := uε(x+ yε) converges
in H1 to a least energy solution of
−iα · ∇v + aβv + V (y0)v = W (y0)g
(|v|)v. (32)
If moreover V ∩W 	= ∅ then limε→0 dist(εyε,V ∩W ) = 0, and, up to subsequences, vε converges in H1 to
a least energy solution of
−iα · ∇v + aβv + τ v = π g(|v|)v. (33)
Proof. The proof will be carried out in several steps.
Step 1). Let ε j → 0, u j ∈ S j where S j = Sε j . Then {u j} is bounded. A concentration argument
shows that there exist a sequence {y′j} ⊂R3 and constants r > 0, δ > 0 such that
lim inf
j→∞
∫
Br(y′j)
|u j|2  δ. (34)
Set
v j(x) = u j
(
x+ y′j
)
.
Then v j solves, denoting Vˆε j (x) = V (ε j(x+ y′j)) and Wˆε j (x) = W (ε j(x+ y′j)),
−iα · ∇v j + aβv j + Vˆε j (x)v j = Wˆε j (x)g
(|v j|)v j (35)
with least energy (using the notations of the previous section)
cˆε j = Φˆε j (v j)
:= 1
2
(∥∥v+j ∥∥2 − ∥∥v−j ∥∥2)+ 12
∫
R3
Vˆε j (x)|v j |2 −
∫
R3
Wˆε j (x)G
(|v j|)
=
∫
R3
Wˆε j (x)G¯
(|v j|),
where (and below)
G¯
(|u|) := 1 g(|u|)|u|2 − G(|u|).2
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cˆε j = Φˆε j (v j) = Φε j (u j) = cε j .
Additionally, v j ⇀ v in E and v j → v in Lqloc for q ∈ [1,3).
Since V and W are bounded, we can assume without loss of generality that V (ε j y′j) → V0 and
W (ε j y′j) → W0 as j → ∞. Since ∇V is bounded: |∇V (x)| λ3, one sees that, given arbitrarily r > 0,
for any x ∈ Br(0),
∣∣V (ε jx+ ε j y′j)− V (ε j y′j)∣∣=
∣∣∣∣∣
1∫
0
∇V (ε j y′j + sε j x)ε j xds
∣∣∣∣∣ ε jλ3r.
This implies that Vˆε j (x) → V0 as j → ∞ uniformly on bounded sets of x. Similarly, Wˆε j (x) → W0 as
j → ∞ uniformly on bounded sets of x. It then follows from (35) that, for any ϕ ∈ C∞0 ,
0= lim
j→∞
∫
R3
〈(−iα · ∇ + aβ + Vˆε j (x))v j − Wˆε j (x)g(|v j|)v j,ϕ〉
=
∫
R3
〈
(−iα · ∇ + aβ + V0)v − W0g
(|v|)v,ϕ〉,
consequently, v solves
−iα · ∇v + aβv + V0v = W0g
(|v|)v (36)
with the energy
ΓV0W0(v) :=
1
2
(∥∥v+∥∥2 − ∥∥v−∥∥2 + V0|v|2)−
∫
R3
W0G
(|v|)
=
∫
R3
W0G¯
(|v|) γV0W0
(since γV0W0 denotes the least energy of (36)). By Fatou’s lemma,∫
R3
W0G¯
(|v|) lim
j→∞
∫
R3
Wˆε j (x)G¯
(|v j|)
which, jointly with Lemma 2.12, implies
ΓV0W0(v) lim
j→∞
cε j  γV0W0 .
Therefore,
lim
j→∞
cε j = ΓV0W0(v) = γV0W0 (37)
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lim
j→∞
∫
R3
Wˆε j (x)G¯
(|v j|)=
∫
R3
W0G¯
(|v|)= γV0W0 .
Let η : [0,∞) → [0,1] be a smooth function satisfying η(s) = 1 if s  1, η(s) = 0 if s  2. Deﬁne
v˜ j(x) = η(2|x|/ j)v(x). One has
‖v − v˜ j‖ → 0 and |v − v˜ j|q → 0 as j → ∞ (38)
for q ∈ [2,3]. Setting z j = v j − v˜ j , it is not diﬃcult to verify that along a subsequence,
lim
j→∞
∣∣∣∣
∫
R3
Wˆε j (x)
(
G
(|v j|)− G(|z j|)− G(|v˜ j|))
∣∣∣∣= 0 (39)
and
lim
j→∞
∣∣∣∣
∫
R3
Wˆε j (x)
(
g
(|v j|)v j − g(|z j|)z j − g(|v˜ j|)v˜ j)ϕ
∣∣∣∣= 0 (40)
uniformly in ϕ ∈ E with ‖ϕ‖  1 (see [2,14,12]). Using the exponentially decay of v , (38), and the
facts that Vˆε j (x) → V0, Wˆε j (x) → W0 as j → ∞ uniformly on any bounded set of x, one checks
easily the following
∫
R3
Vˆε j (x)〈v j, v˜ j〉 →
∫
R3
V0|v|2;
∫
R3
Wˆε j (x)G
(|v˜ j|)→
∫
R3
W0G(v),
consequently,
Φˆε j (z j) = Φˆε j (v j) − ΓV0W0(v)
+
∫
R3
Wˆε j (x)
(
G
(|v j|)− G(|z j|)− G(|v˜ j|))+ o(1)
= o(1)
as j → ∞, which implies that Φˆε j (z j) → 0. Similarly,
Φˆ ′ε j (z j)ϕ =
∫
R3
Wˆε j (x)
(
g
(|v j|)v j − g(|z j|)z j − g(|v˜ j|)v˜ j)ϕ + o(1)
= o(1)
as j → ∞ uniformly in ‖ϕ‖ 1, which implies that Φˆ ′ε j (z j) → 0. Therefore,
o(1) = Φˆε j (z j) −
1
2
Φˆ ′ε j (z j)z j =
∫
3
Wˆε j (x)G¯
(|z j|).R
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R3
Wˆε j (x)g
(|z j|)|z j|2 → 0.
Notice that {|z j |∞} is bounded so
∫
R3
Wˆε j (x)g(|z j |)|z+j − z−j |2  C2. As a consequence, we get
(
1− λ1
a
)
‖z j‖2  ‖z j‖2 + 
∫
R3
Vˆε j (x)
〈
z j, z
+
j − z−j
〉
= Φ ′ε j (z j)
(
z+j − z−j
)+ ∫
R3
Wˆε j (x)g
(|z j|)〈z j, z+j − z−j 〉
 o(1) + C
(∫
R3
Wˆε j (x)g
(|z j|)|z j|2
)1/2
= o(1),
that is, ‖z j‖ → 0 which, together with (38), yields v j → v in E as j → ∞.
In order to verify that v j → v in H1, observe that by (35) and (36)
H0z j = Wˆε j (x)g
(|v j|)v j − W0g(|v|)v − (Vˆε j (x)v j − V0v).
By the exponential decay of v and the uniform estimate (17), it is easy to show that |H0z j |2 → 0.
Therefore v j → v in H1.
Step 2). v j(x) → 0 as |x| → ∞ uniformly in j ∈ N. Assume by contradiction that the conclusion
of the lemma does not hold. Then by (31) there exist σ > 0 and x j ∈ R3 with |x j| → ∞ such that
σ  |v j(x j)| C0
∫
B1(x j)
|v j |. Since v j → v in H1 one gets
σ  C0
∫
B1(x j)
|v j| C0
∫
B1(x j)
|v j − v| + C0
∫
B1(x j)
|v|
 C ′
(∫
R3
|v j − v|2
)1/2
+ C0
∫
B1(x j)
|v| → 0,
a contradiction.
Step 3). {ε j y′j} j is bounded. Assume by contradiction that ε j |y′j| → ∞ (along a subsequence). Then
V0 > τ and W0  κ , so cε j → γV0W0  γτκ yielding a contradiction (see Lemma 2.11). Therefore, we
can assume ε j y′j → y0,
V0 = V (y0), W0 = W (y0), (41)
and v is a least energy solution of (32). Now by Step 2 it is easy to see that one may assume that
y j = y′j is a maximum point of |u j |.
Step 4). {εyε}ε is bounded. Assume by contradiction that there is ε j → 0 with ε j |y j| → ∞ where
y j is a maximum point of |u j | (y j = yε j , u j = uε j ). Repeating the above arguments one sees that
the associate y′j and v j(x) = u j(x + y′j) satisﬁes that v j(x) → 0 as |x| → ∞ uniformly in j ∈ N and
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|y j − y′j| → ∞. Then, max |u j| = |u j(y j)| = |v j(y j − y′j)| → 0, a contradiction.
Step 5). limε→0 dist(εyε,Av) = 0. It is suﬃcient to check that y0 ∈ Av . Assume indirectly that
y0 /∈ Av . Then it is easy to see that γV (y0)W (y0) > γτκ , which, together with (37) and Lemma 3.1,
implies
lim
ε→0 cε = γV (y0)W (y0) > γτπ  limε→0 cε,
a contradiction. Finally, assuming in addition that V ∩ W 	= ∅, one has Av = V ∩ W , so
limε→0 dist(εyε,V ∩W ) = 0 and vε converges in H1 to a least energy solution of (33). The proof is
hereby complete. 
Lemma 3.5. There exists C > 0 such that for all j ∈N
∣∣u j(x)∣∣ Ce−√ω/2|x−y j |, ∀ j ∈N,
where ω = a2 − |V |2∞ .
Proof. By Step 2 of the proof of Lemma 3.4 we may take δ > 0 and r > 0 such that |v j(x)| δ and
∣∣∣∣
[
rε j
(
x, |v j|
)
v j
v j
|v j|
]∣∣∣∣ ω2 |v j|
for all |x| r, j ∈N. This, together with (30), implies
|v j| ω2 |v j| for all |x| r, j ∈N.
Let Γ (y) = Γ (y,0) be a fundamental solution to −+ω/2 (see, e.g., [28]). Using the uniform bound-
edness, one may choose Γ so that |v j(y)|  ω2 Γ (y) holds on |y| = r, all j ∈ N. Let z j = |v j | − ω2 Γ .
Then
z j = |v j| − ω2 Γ
= ω
2
(
|v j| − ω2 Γ
)
= ω
2
z j .
By the maximum principle we can conclude that z j(y) 0 on |y| r. It is well known that there is
C ′ > 0 such that Γ (y) C ′ exp(−√ω/2|y|) on |y| 1. We see that
∣∣v j(y)∣∣ C exp(−√ω/2|y|)
for all y ∈R3 and all j ∈N, that is,
∣∣u j(x)∣∣ C exp(−√ω/2|x− y j|)
for all x ∈R3 and all j ∈N. 
Proof of Theorem 1.1(A). Writing ε = ε j and going back to Eq. (4) with the variable substitution
x → x/ε, wε(x) := uε(x/ε) is a semi-classical solution of (4) with least energy and wε ∈ W 1,q(R3,C4)
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of (A) of Theorem 1.1 is completed by Lemmas 3.4 and 3.5. 
Remark 3.6. For any y ∈Ac set Vˆ (x) = V (x+ y) and Wˆ (x) = W (x+ y). Then Vˆε(x) = Vˆ (εx) = V (εx+
y) and Wˆε(x) = W (εx+ y) satisfy the assumption () (see Section 2.3) with Vˆε(x) → μ = V (y) and
Wˆε(x) → ν = W (y) uniformly on any bounded set of x. The associate equation (20) possesses the
least energy cˆε = cε . By Lemma 2.9 we have
limsup
ε→0
cε  γV (y)W (y).
Therefore, it follows from (37) and (41) that
γV (y0)W (y0)  γV (y)W (y).
This implies that γV (y0)W (y0) = γV (yv )W (yv ) (see Remark 1.3). This proves that dist(xε,Ωv ) = 0 and vε
converges to a least energy solution of (9).
3.2. The case with (P0) and (P2)
As before, setting V˜ (x) = V (x+ xw) and W˜ (x) = W (x+ xw), w˜(x) solves
−iεα · ∇ w˜ + aβ w˜ + V˜ (x)w˜ = W˜ (x)g(||˜)w˜,
if and only if w(x) := w˜(x − xw) solves (4). So we can assume that xw = 0 ∈ W . Note that κ :=
V (0) τ and π = W (0).
Consider the problem (10). We have as Lemma 3.1 the following
Lemma 3.7. limsupε→0 cε  γκπ . And limε→0 cε = γκπ if additionally V ∩W 	= ∅.
Quite similar to Lemma 3.3 one gets the existence result.
Lemma 3.8. cε is attained for all small ε > 0.
Proof. We are sketchy. Let un ∈ Nε be a minimization sequence: Iε(un) → cε , and set wn = un +
hε(un). Then is a (PS)cε sequence for Φε with wn ⇀ wε = w+ε +w−ε ∈Kε in E . It suﬃces to show that
wε 	= 0 for all ε > 0 small. Assume by contradiction that there is a sequence ε j → 0 with wε j = 0.
Then wn ⇀ 0 in E , un → 0 in Lqloc for q ∈ (1,3), and wn(x) → 0 a.e. in x ∈ R3. Choose μ = κ and
limsup|x|→∞ W (x) < ν < π and consider the functional Φμν . Let tn > 0 be such that tnun ∈ N μνε j .
One may assume tn → t0 as n → ∞. By (P3) the set Aε := {x ∈ R3: Vε(x) < κ or Wε(x) > ν} is
bounded. Additionally, Φε j (tnun + hμνε j (tnun)) Iε j (un) by virtue of Lemma 2.10. We obtain
cμνε j  I
μν
ε j (tnun) Iε j (un) +
1
2
∫
Aε j
(
μ− Vε j (x)
)∣∣tnun + hμνε j (tnun)∣∣2
+
∫
Aε j
(
Wε j (x) − ν
)
G
(∣∣tnun + hμνε j (tnun)∣∣)
= cε j + o(1)
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letting j → ∞ yields γμν  γμπ , contradicting with γμπ < γμν . 
Finally, arguing along the lines carried out in the proofs of Lemmas 3.4 and 3.5 with obvious
modiﬁcations one gets the following lemma.
Lemma 3.9.We have the following conclusions.
(i) Assume additionally that ∇V and ∇W are bounded. Let uε ∈Sε . There is a maximum point yε of |uε|
such that limε→0 dist(εyε,Aw) = 0, and for any sequence εyε → y0 , vε(x) := uε(x+ yε) converges in
H1 to a least energy solution of
−iα · ∇v + aβv + V (y0)v = W (y0)|v|p−2v.
If moreover V ∩W 	= ∅ then limε→0 dist(εxε,V ∩W ) = 0, and, up to subsequences, vε converges in
H1 to a least energy solution of
−iα · ∇v + aβv + τ v = π |v|p−2v.
(ii) There exists C > 0 such that
∣∣uε(x)∣∣ Ce−√ω/2|x−yε |
for all x ∈R3 where ω = a2 − |V |2∞ .
Proof of Theorem 1.1(B). Going back to Eq. (4) with the variable substitution x → x/ε, wε(x) :=
uε(x/ε), one obtains Theorem 1.1(B). 
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