Abstract. The support of minimizing measures of the causal variational principle on the sphere is analyzed. It is proven that in the case τ > √ 3, the support of every minimizing measure is contained in a finite number of real analytic curves which intersect at a finite number of points. In the case τ > √ 6, the support is proven to have Hausdorff dimension at most 6/7.
Introduction and Main Results
In the physical theory of causal fermion systems, space-time and the structures therein are described by a minimizer of the so-called causal action principle (for an introduction and the physical context see the textbook [3] or the survey article [6] ). Causal variational principles were introduced in [2] as a mathematical generalization of the causal action principle (for a recent introduction see [7] ). The starting point is a topological manifold F and a non-negative function L : F × F → R + 0 (the Lagrangian) which is assumed to be lower semi-continuous. The causal variational principle is to minimize the action S defined as the double integral over the Lagrangian S(ρ) = Structures in space-time are obtained by restricting corresponding structures on F to M . For example, a notion of causality is obtained by restricting the Lagrangian to M × M : Two space-time points x, y ∈ M are said to be timelike and space-like separated if L(x, y) > 0 and L(x, y) = 0, respectively. For more details on this notion of causality, its connection to the causal structure in Minkowski space and to general relativity we refer to [3, Chapter 1] , [4] and [3, Sections 4.9 and 5.4] . Typically, the support of a minimizing measure is singular in the sense that it is a low-dimensional or even discrete subset of F. This observation goes back to [8] , where it was shown under general assumptions that the support has an empty interior (see [8, Section 3.3] ),
A general discreteness result would be interesting from the physical point of view because it would imply that space-time is discrete on a microscopic scale, thereby avoiding the ultraviolet divergences of quantum field theory (for a discussion of this point see [5, Section 4] ).
The present paper is devoted to analyzing the singular structure of the support of minimizing measures. In order to keep the setting as simple as possible, we restrict attention to the causal variational principle on the sphere as introduced in [ and x, y denotes the Euclidean scalar product of two unit vectors x, y ∈ S 2 ⊂ R 3 . The resulting causal variational principle is indeed the simplest non-trivial special case of the causal action principle (see Examples 1.5, 1.6 and 2.8 in [2] ; compared to the convention in these papers, for convenience we here multiplied the Lagrangian by a prefactor 1/(8τ 2 )). The numerical study in [8, Section 2] gives a strong indication for the following Conjecture: If τ > √ 2, the support of every minimizing measure consists of a finite number of points,
The present mathematical methods do not seem strong enough for proving this conjecture. But we succeed in proving the following weaker results. Theorem 1.1. In the case τ > √ 3, the support of any minimizing measure is contained in a finite number of real analytic curves which intersect at a finite number of points.
This result clearly implies that the Hausdorff dimension of the support is at most one. Under a stronger assumption on τ , we even prove that the Hausdorff dimension is strictly smaller than one: Theorem 1.2. In the case τ > √ 6, the support of any minimizing measure is totally disconnected and has Hausdorff dimension at most 6/7.
The paper is organized as follows. In Section 2 we recall the definition of the causal variational principle on the sphere and collect a few results from [8] . Section 3 is devoted to the so-called "nodal set method," a novel technique which makes it possible to show that in the case τ > √ 3, the support of a minimizing measure lies locally on the zero set of a quadratic polynomial in R 3 restricted to the sphere (see Theorem 3.4) . This implies that the support of every minimizing measure is contained in a finite number of real analytic curves which intersect at a finite number of points (see Theorem 1.2). In Section 4 it is shown with various methods and for different values of τ that if p is a point of M , then there is at least one support point on the boundary of the light cone centered at p. In Section 5 the concept of two-sided uniform accumulation points of scaling β is introduced (see Definition 5.1), and Theorem 1.2 is proved under the additional assumption that no such accumulation points exist for β < 1/6. Finally, in Section 6 such accumulation points are indeed ruled out in the case τ > √ 6 and β < 1/6, thereby completing the proof of Theorem 1.2.
Preliminaries
We now recall the setup of the causal variational principle on the sphere and review a few basic results from [8] of relevance for what follows. Choosing F = S 2 and τ ≥ 1, we minimize the action (1.1) for the Lagrangian (1.3) and (1.4), under variations of the measure ρ within the class of normalized regular Borel measures. The existence of minimizers follows immediately from abstract compactness arguments (see [2, Section 1.2]). The minimizers will in general not be unique. In what follows, we always let ρ min be a minimizing measure and denote its support by M , (1.2).
It is convenient to denote the angle between two points x, y ∈ S 2 by ϑ xy ∈ [0, π]. Since the function D in (1.4) depends only on this angle, the Lagrangian (1.3) can be written as L(x, y) = max 0, D(ϑ xy ) with (2.1)
The function D has its maximum at ϑ = 0. It has zeros at ϑ equals π and
being positive on the interval [0, ϑ max ) and negative on the interval (ϑ max , π). Motivated by the causal structure as defined after (1.2), we introduce the sets
boundary of the light cone .
Given a normalized regular Borel measure ρ (not necessarily a minimizer), we introduce the Hilbert space L 2 (F, dρ) by (H ρ , ., . ρ ) and define the operator L ρ by
This operator is self-adjoint and Hilbert-Schmidt (see [8, Lemma 3.1] ).
We now state the Euler-Lagrange equations:
Proposition 2.1. Let ρ min be a minimizer of the causal variational principle on the sphere. Then the function ℓ defined by
Moreover, the operator L ρ min is positive semi-definite, i.e.
The equations (2.6) are derived by considering first variations of the measure ρ min (see [8, Lemma 3.4] ). The positivity statement (2.7) is obtained by considering second variations and using that they are non-negative (see [8, Lemma 3.5] ). As a particular consequence of (2.7), any finite set of points in the support of the minimizing measure gives rise to a symmetric positive semi-definite matrix:
is symmetric and positive semi-definite.
For the proof see [8, Corollary 3.6] .
In the subsequent analysis, we will make use of the specific form of the function D in (1.4). The key point is that this function is a polynomial in x, y of degree two. This makes it possible to write it in terms of spherical harmonics Y m l of total angular momentum l ≤ 2. More precisely, a direct computation yields (see [8, Section 5 8) where the coefficients ν l are given by (compared to the formulas in [8, eq. (5.1)], we again multiplied by a factor 1/(8τ 2 ))
We finally recall a few general results on the structure of minimizing measures. If τ ≤ √ 2, the minimizers are generically timelike, which means in particular that all points in the support of ρ min are timelike or lightlike separated (for details see [8, Definition 3.8 and Corollary 5.1]). In the remaining case τ > √ 2, the support of every minimizing measure is singular in the sense that it has an empty interior (see [8, Theorem 3 .18 and Corollary 5.1]). In what follows, we let Ω be a totally timelike set. We denote the restriction of the minimizing measure ρ min to Ω by ρ, ρ := χ Ω ρ min (where χ is the characteristic function). Extending functions on supp ρ by zero to all of S 2 , the Hilbert space H ρ becomes a subspace of H ρ min . As a consequence, the positivity result of Proposition 2.1 also applies to the measure ρ,
The Nodal Set Method
Combining (1.3) with the fact that the set Ω is totally timelike, we may replace the kernel L(x, y) in the integrand of (2.4) by D(x, y),
Using the representation (2.8) in terms of spherical harmonics, one sees that the image of the operator L ρ is a linear combination of the vectors χ Ω Y m l . We denote this vector space by K,
Since the functions Y m l are real analytic, their restrictions to Ω are linearly independent. Therefore, considering K as a space of functions on Ω, this vector space is nine-dimensional. The subtle point is that, when considered as a subspace of H ρ , the dimension of K might be smaller, because forming equivalence classes of the functions χ Ω Y m l in L 2 (S 2 , dρ), the resulting vectors of H ρ are not necessarily linearly independent.
We let µ be the Haar measure on S 2 restricted to Ω. Since the measure µ is supported in all of Ω, considering K as a subspace of H µ , this vector space is indeed nine-dimensional. In analogy to (2.4) we introduce the operator
Clearly, the operator L µ maps to K. Therefore, being the restriction of a symmetric operator to an invariant subspace, the operator L µ is again symmetric. We now determine the signs of its eigenvalues:
, the operator L µ has one negative and eight positive eigenvalues (where we count the eigenvalues with multiplicities).
Then, using the definition of the operator L µ together with (2.8), one sees that
The explicit formulas (2.9) show that in the case τ > √ 3, the parameter ν 0 is negative, whereas ν 1 and ν 2 are positive. Therefore, the bilinear form ., L µ . : K × K → C has signature (8, 1) . As a consequence, the operator L µ has one positive and eight negative eigenvalues.
This lemma shows in particular that L µ is invertible. In the next lemma, we show that the operator L −1 µ is positive semi-definite on the image of the operator L ρ defined in analogy to (3. 3) by
Proof. The positivity property (3.1) implies that
This gives the result.
According to Lemma 3.2, the operator L −1 µ has one negative eigenvalue. Combining this fact with the result of Lemma 3.3, we conclude that the operator L ρ cannot be surjective. Thus there is a non-trivial vector v ∈ K with v, L ρ ψ µ = 0 for all ψ ∈ H ρ .
As a consequence,
Hence the non-trivial vector u := L µ v ∈ K has the remarkable property that
This in turn implies that the support of ρ lies on the nodal set of u. We have thus proved the following result:
Theorem 3.4. Let ρ min be a minimizer of the causal variational principle on S 2 for τ > √ 3. Then for every totally timelike subset Ω ⊂ S 2 there is a non-trivial function u ∈ K (with K according to (3.2)) such that
Next we make use of the fact that the space K as defined in (3.2) can be described without referring to spherical harmonics as the restriction of all polynomials in the three variables x, y, z of degree at most two to the set Ω ⊂ S 2 ⊂ R 3 . Hence Theorem 3.4 tells us that the support of the minimizing measure ρ min lies inside Ω on the intersection of the roots of two linearly independent quadratic polynomials in R 3 : the function u and the function x 2 +y 2 +z 2 −1 describing the unit sphere. This intersection can be analyzed explicitly by going through different cases for the coefficients of the polynomial u (this method is outlined in the master's thesis of one of the authors [9] ). Here we use more abstract methods from real algebraic geometry which we learned from Tobias Kaiser:
Proof of Theorem 1.1. Given a totally timelike subset Ω ⊂ S 2 , we let u be the quadratic polynomial of Theorem 3.4 and denote its zero set by
Moreover, we let f = x 2 + y 2 + z 2 − 1 be the polynomial describing the sphere. We first prove that the following statements are equivalent:
There is λ ∈ R \ {0} with u = λf . Indeed, the implications (i)⇒(ii) and (iii)⇒(i) are obvious. In order to prove the implication (ii)⇒(iii), we make use of the fact that S 2 is an irreducible algebraic variety and that A \ S 2 is an algebraic subset of S 2 of codimension zero. As a consequence, A \ S 2 = S 2 , so that S 2 ⊂ A. Hence the polynomial u vanishes on the zero set of f , i.e. u ∈ I(Z(f )). Applying [1, Theorem 4.5.1, (v)⇒(ii)], it follows that u ∈ (f ). Since u is a quadratic polynomial, we obtain the result.
Since u and f are linearly independent, we know that (iii) does not hold. Hence (ii) does not hold as well, implying that dim(A ∩ S 2 ) < 2. According to [1, Proposition 9.1.8], there exists a finite stratification. Using furthermore the property of semi-algebraic curves in [1, Proposition 8.1.13], it follows that A ∩ S 2 is a disjoint union of a finite number of points and intersection-free analytic line segments (recall that a line segment C ⊂ R n is called intersection-free if there are a < c < d < b as well as an analytic function γ : (a, b) → R n such that the restriction γ| (c,d) is injective and γ((c, d)) = C). This concludes the proof.
Support Points on the Light Cone Centered at Support Points
The remaining task is to show that, under the assumptions of Theorem 1.2, the Hausdorff dimension of M is at most 6/7. In preparation, we now consider the following question: Suppose that a point p ∈ S 2 is in M := supp ρ min . Are there necessarily points on the boundary of the light cone K(p) which are also in M ? In the case τ ≤ √ 2, every minimizing measure is generically timelike (as mentioned after (2.9)), implying that the answer to the above question is no. With this in mind, we may restrict attention to the parameter range τ > √ 2. We begin with an affirmative answer to the above question under the stronger assumption τ > √ 6:
Proof. Assume conversely that K(p) ∩ M = ∅. We denote the Cartesian coordinates in R 3 by (x, y, z) and also use standard polar coordinates (ϑ, ϕ) with z = cos ϑ. By a rotation of our coordinate system we can arrange that p is the point (1, 0, 0) on the equator.
We rotate the point p about the north pole by considering the curve
Using our assumption K(p) ∩ M = ∅ together with the fact that M is a closed set (by definition of the support of a measure), there is s 0 > 0 such that for all s ∈ (−s 0 , s 0 ), the set K(p s ) ∩ M is empty. Hence for all s ∈ (−s 0 , s 0 ),
We now differentiate twice with respect to s. Since ℓ is minimal on M (2.6), it follows that
By direct computation one verifies that in the considered range τ > √ 6 and for all ϑ ∈ [0, ϑ max ] with ϑ max according to (2.3), the functions D ′ (ϑ) and D ′′ (ϑ) are both strictly negative.
It remains to compute ϑ ps,q and its derivatives. We parametrize q in polar coordinates as q = sin ϑ sin ϕ, sin ϑ cos ϕ, cos ϑ . Then, using the sum rules, cos ϑ ps,q = cos s sin ϑ sin ϕ + sin s sin ϑ cos ϕ = sin ϑ sin(ϕ + s) , and thus dϑ ps,q ds
Combining these inequalities with the fact that D ′ (ϑ p,q ) ≤ 0 and D ′′ (ϑ p,q ) < 0, we find that the expression (4.1) is less or equal to zero. We conclude that (4.1) must vanish. This implies that D ′ (ϑ p,q ) = 0 for all q ∈ M . Hence ϑ p,q must be zero for all q ∈ M ∩ I(p). In other words, the set M ∩ I(p) consists only of one point {p}. But if this is the case, the first integral in (4.1) is strictly negative, because dϑ ps,p ds
This is a contradiction.
We now give two improvements of this lemma, which are valid for a larger range of the parameter τ . These results will not be needed for the proof of Theorem 1.2. We state and prove them nevertheless, because the methods are of independent interest and may be useful in the future for improving the results of the present paper.
Proof. The method of the proof of Lemma 4.1 no longer works, because for τ ∈ (2, √ 6), the function D ′′ (ϑ), (4.3), changes sign on the interval [0, ϑ max ]. Instead, we calculate the Laplacian of D,
By direct computation one verifies that in the considered range τ > 2, the Laplacian of D(p, q) is strictly negative for all points with timelike separation,
Assume conversely that K(p) ∩ M = ∅. We introduce the measureρ bŷ
and setd
Then the functions ℓ andd coincide in a small neighborhood of p. Hence
in contradiction to the minimality of ℓ at p as obtained from the Euler-Lagrange equations (2.6).
We finally consider the general range τ > √ 2. Here we use yet another method which relies on the representation of D in terms of spherical harmonics (2.8). This method makes it necessary to assume that p is an accumulation point of support points.
Proof. Assume conversely that K(p) ∩ M = ∅. We again introduce the measureρ and the functiond by (4.5) and (4.6). Then the functions ℓ andd coincide in a small neighborhood of p. We again denote the Cartesian coordinates in R 3 by (x, y, z). By a rotation of our coordinate system we arrange that p is the north pole z = 1.
Using the representation (2.8) and (2.9), we obtain
where
. We now parametrize the sphere near the north pole by the coordinates x, y and set z = 1 − x 2 − y 2 . Being a polynomial of degree two, we can write (4.7) aŝ
with real coefficients a i , b i and c i . Since the function Y 0 1 = 3 4π z is positive on the support ofρ (note that our assumption τ > √ 2 implies that ϑ max < π 2 , so that z > 0), we know that Y 0 1 (ρ) > 0. Using in addition that the coefficient ν 1 is positive (see (2.9)), we conclude that c 3 > 0. Next, since ℓ and therefore alsod are minimal at the north pole, the coefficients satisfy the relations
Furthermore, the minimality of the functiond implies that its Hessian is positive semidefinite, i.e.
Moreover, this Hessian cannot be positive definite, because otherwise p would necessarily be an isolated point of M . We conclude that the above determinant must vanish,
Combining this relation with the first inequality in (4.8), we obtain the inequalities
We first consider the case 2a 1 − c 3 = 0. Then (4.9) implies that b 1 = 0. We thus obtain the Taylor expansion
But since c 3 > 0, this contradicts the minimality ofd at s = 0.
In the remaining case 2a 1 − c 3 > 0, the relation (4.9) implies that
As a consequence, the vector
lies in the kernel of the Hessian. Moreover, a short computation yieldŝ
valid for all s ∈ (−ε, ε), where ε > 0 is chosen sufficiently small. But since both c 3 > 0 and b 2 1 + (c 3 − 2a 1 ) 2 > 0, this contradicts the minimality ofd at s = 0. This concludes the proof.
Uniform Two-Sided Accumulation Points and Hausdorff Dimension
In what follows, we let p be an accumulation point in M . According to Theorem 1.2, there is a real analytic curve γ through p such that p is an accumulation point of support points on γ. For convenience, we parametrize γ : (−δ, δ) → S 2 by arc length,
(where . denotes the Euclidean norm on R 3 ⊃ S 2 ) and arrange that γ(0) = p.
Definition 5.1. The point p is a uniform two-sided accumulation point on γ of scaling β > 0 if there exists ε 0 = ε 0 (p) ∈ (0, δ) such that for all ε ∈ (0, ε 0 ], there are support points γ(t ± ) ∈ M with parameters in the range − ε < t − < −ε 1+β and ε 1+β < t + < ε . Proof. Given α > 1/(1 + β), our goal is to show that the Hausdorff measure of M of dimension α vanishes. In view of Theorem 1.2, it suffices to consider support points on a finite number of smooth curves. We denote one of these curves by γ : [0, δ] → S 2 . By subdividing the smooth curves into smaller pieces (and therefore also decreasing δ), we can arrange that there is a constant C such that the geodesic distance of the image points is estimated from above by the distance of the parameter values, i.e.
By reparametrizing we can arrange that δ = 1 (which changes the constant C in the last inequality to Cδ). Moreover, since we have a finite number of curves, it suffices to consider one of them. Thus the remaining task is to prove that the set N := γ −1 (M ) ⊂ [0, 1] has vanishing Hausdorff measure,
Let σ > 0. The assumption that γ has no uniform two-sided accumulation points of scaling β > 0 means that for every t ∈ N there is a sequence (ε ℓ ) ℓ∈N with ε ℓ ց 0 such that for every ℓ, there is no pair of points t ± ∈ N with − ε ℓ < t − − t < −ε 1+β ℓ and ε
We choose ℓ such that ε ℓ < σ. We introduce the intervals I := (t − 2ε
According to (5.3), at least one of the intervals K − or K + does not intersect N . Thus we can choose s ∈ {±} such that K s ∩ N = ∅ and introduce the open interval
Varying t ∈ N , we obtain an open covering (J(t)) t∈N of N . Since N is compact, there is a finite subcovering. Labeling this finite covering by k = 1, . . . , n, we have corresponding points t k , parameters ε k < σ as well as intervals I k and J k . We can clearly arrange that the covering (J k ) k=1,...,n is minimal in the sense that it is no longer 
where in the last step we used that the exponent α (1 + β) − 1 is strictly positive. Applying the bound (5.4) and taking the limit σ ց 0 gives the result.
Ruling out Uniform Two-Sided Accumulation Points
In this section we complete the proof of Theorem 1.2. Thus we assume that τ > √ 6. In view of Proposition 5.2, we must rule out the existence of uniform two-sided accumulation points of scaling β with β in the range
We proceed indirectly and assume that the support M of a minimizing measure ρ min does have such a uniform two-sided accumulation point p. Then, according to Definition 5.1, there is a smooth curve γ, parametrized by arc length and with γ(0) = p, such that p is an accumulation point of support points on γ, satisfying the uniformity condition (5.2) for all ε ∈ (0, ε 0 ]. By a rotation in R 3 we can arrange that γ(0) = p = 1, 0, 0), and thatγ(0) = (0, 1, 0) (thus the curve γ is tangential to the equator in the point p; see Figure 1 ).
Proposition 6.1. Under the above assumptions,
Proof. Assume conversely that there is a point q ∈ M ∩ K(p) with q − p,γ(0) = 0 (where ., . denotes again the Euclidean scalar product on R 3 ). Using the explicit form of D in (1.4), its derivative is computed by
Since D(p, q) = 0, we infer from (6.2) that the function t → D(γ(t), q) changes sign at t = 0. By changing the orientation of the parametrization of γ and decreasing δ if necessary, we can arrange that D(γ(t), q) > 0 and D(γ(−t), q) < 0 for all t ∈ (0, δ). Since p is a uniform two-sided accumulation point on γ of scaling β, (see Definition 5.1), for any sufficiently small ε < δ, there are parameter values t ± in the range (5.2) such that the points γ(t ± ) are in M . We now consider the Gram matrix L (see Corollary 2.2 for N = 3) for the four points
Then the open light cone centered at p 3 contains only p 0 (but not p 1 and p 2 ), and from (6.2) we conclude that
Expanding the function D(ϑ) in (2.2) in a quadratic Taylor polynomial, we find that for a suitable real constant c,
We choose a vector u ∈ C 4 as
to find u, Lu C 4 = O(ε 3−2β ), since |t + /t − | is of order ε −β . Next, we choose the vector
for real numbers α 1 and α 2 to obtain
Since t 2 + > ε 2+2β and β < 1/6, the determinant of the matrix on the right is negative if ε is chosen sufficiently small, in contradiction to Corollary 2.2.
We remark that, for this argument, β < Proof. Assume conversely that q 1 and q 2 are not in the support of M or are isolated points in M . We rotate the point p about the north pole by considering the curve p s = (cos s, sin s, 0) . Then there is s 0 > 0 such that for all |s| < s 0 , the set K(p s ) ∩ M is empty. Therefore, we can proceed just as in the proof of Lemma 4.1 to obtain a contradiction.
By symmetry, we may assume that q 1 is an accumulation point. We want to derive a contradiction. According to Theorem 1.2, the points in M in a neighborhood of q 1 lie on a finite number of real analytic curves through q 1 . We consider the following two cases:
(a) There is a real analytic curve c through q 1 which osculates K(p) and has the property that q 1 is an accumulation point of support points on c. (b) There is no such curve. Here we say that a curve osculates the light cone K(p) if it approximates the light cone to second order (i.e. if it is tangent to K(p) in p, and if its intrinsic curvature at p coincides with that of the geodesic circle K(p)).
We treat these two cases after each other. We begin with the simpler case (b) (Section 6.3) and then consider case (a) (Section 6.4).
6.3. Accumulation Point on Non-Osculating Curves through q 1 . In this section, we shall rule out case (b) on page 14 (see Proposition 6.5 below). Thus we assume that every sequence of support points which converge to q 1 lies on a finite number of smooth curves, none of which osculates K(p). We consider any such curve and denote it by c. Thus the function c : (−δ, δ) → S 2 (6.7) is a smooth curve with the property that q 1 is an accumulation point of support points on c. We parametrize by arc length and assume that c(0) = q 1 . Moreover, this curve does not osculate K(p).
Next, we let p s be the curve
parametrizing the equator through p. Then the open light cone I(p s ) around p s may contain support points which are not in I(p). But, knowing that q 1 and q 2 are the only support points on K(p), the additional support points in I(p s ) must lie in small balls centered at q 1 and q 2 . In the next proposition, we quantify the radius r of these balls as a function of s. To this end, for r > 0 and q ∈ S 2 we introduce the sets
(where B r denotes a geodesic ball in S 2 ).
Lemma 6.3. There are constants κ, s 0 > 0 such that choosing r(s) = κ |s| , (6.10) the equation Figure 2 . The geometry near q 1 for a non-osculating curve.
Proof. Since the center of the balls I(p s ) depends continuously on s, any point which lies in I(p s ) but not in I(p) must lie in K(p s ′ ) for some s ′ with |s ′ | ≤ s. The same is true for any point which lies in I(p) but not in I(p s ). Therefore, it suffices to consider the boundary of the light cone K(p s ) for small s.
For any ε > 0, the set K(p) \ (U ε ∪ {q 1 , q 2 }) is compact and does not contain any points of M (see Proposition 6.1). Thus it has an open neighborhood which does not intersect M . Consequently, there is s 0 > 0 such that the sets K(p s ) \ (U ε ∪ {q 1 , q 2 }) do not intersect M for all s with |s| ≤ s 0 . Therefore, it remains to show that
for all s, s 1 as in (6.11). By symmetry, it clearly suffices to consider a neighborhood of the point q 1 (see Figure 2 in the case that the curve c is tangential to K(p)).
Parametrizing the sphere again by ϑ ∈ (− 
with a > 0 (more precisely, a = cot(ϑ max )/2; see the proof of Lemma 6.8 below). We first consider the case that the non-osculating curve c introduced in (6.7) intersects K(p) transversally. In the subcase that the curve does not intersect K(p) orthogonally, it can be parametrized by
with b 1 = 0. Hence those points in M which lie in K(p s ) are described by the equation
For small s, the implicit function theorem implies that this equation has solutions of the form
Using this expansion in (6.12), we also find that |ϑ − ϑ max | s 2 . Combining these estimates, we conclude that for small s, the points in M which are in K(p s ) must lie inside a ball centered at q 1 of radius r s 2 .
In the subcase that the curve c intersects K(p) orthogonally, for small |t| the curve c(t) is contained in the double cone
Therefore, the estimate (6.13) implies that the points on c which are in K(p s ) satisfy the inequality ϕ| ≤ as 2 ,
showing again that the points in M which are in K(p s ) lie inside a ball centered at q 1 of radius r s 2 . It remains to consider the case that the curve c does not intersect K(p) transversally or, in other words, that c is tangential to K(p). Then the non-osculating curve c can be parametrized by ϑ = ϑ max −ã ϕ 2 + O ϕ 3 withã = a. Hence those points in M which lie on K(p s ) are described by the equations
The resulting quadratic polynomial in ϕ has the roots
This shows that for small s, the points in M which are on K(p s ) must lie inside a ball centered at q 1 of radius r |s|.
In the next lemma we estimate derivatives of D along the curve p s . We begin with a preparatory lemma.
Lemma 6.4. Assume that τ > √ 6. Let p s be the curve (6.8). Then for any q ∈ I(p),
(where q 2 denotes the second component of q ∈ R 3 ).
Proof. We parametrize q as
Since the angle between p s and q depends only on ϕ + s, we may set s to zero and differentiate with respect to ϕ. By explicit computation, one finds that cos ϑ pq = sin α cos ϕ (6.17)
Comparing the last equation with (6.16), one immediately obtains the estimate (6.14).
In order to prove the inequality (6.15), we must show that the implication
holds for all α ∈ R. From (6.18), one sees that
and sin α cos ϕ = −1 .
It follows that
This is negative if τ > √ 6, concluding the proof.
After these preparations, we can now rule out case (b) on page 14:
Proposition 6.5. If q 1 is an accumulation point of M , then it is an accumulation point of points in M which lie on a curve which osculates K(p) in q 1 .
Proof. We again proceed indirectly and assume that no such osculating curve exists. Then the result of Lemma 6.3 applies. Choosing s 0 and r(s) as in this lemma, by decomposing the integral in (2.5) we obtain
(where we used that I r(s 0 ) (p) ⊂ I(p)) and, similarly,
where in the last step we used (6.11) for s 1 = s 0 in order to change the integration range from I r(s 0 ) (p s ) to I r(s 0 ) (p). We thus obtain
The last integral can be estimated as follows. For any q ∈ U r(s 0 ) and sufficiently small s 0 ,
Integrating over U r(s 0 ) gives the estimate
Since in the limit s 0 → 0, the sets U r(s 0 ) shrink to the empty set (note that, according to our definition (6.9), the set U r(s 0 ) do not contain the points q 1 and q 2 ), for any ε > 0 we can arrange by decreasing s (and therefore r) that ρ min (U r(s 0 ) ) < ε. Since ε is arbitrary and |s| ≤ s 0 , we conclude that
Clearly, this estimate applies just as well if in the integrand we replace L by D. This makes it possible to change the range of the first integral in (6.20) from I r(s 0 ) (p) to I(p), i.e.
The obtained integral is obviously smooth in s. Performing a second order Taylor expansion in s gives
valid for all |s| ≤ s 0 and s 0 sufficiently small, where we used the notation
Choosing s = s 0 and renaming s 0 to s, we obtain a Taylor expansion for ℓ(p s ),
Now we can use the Euler-Lagrange equations (2.6) to conclude that
On the other hand, since D is smooth and the integration range is compact, we know that
where in the last step we applied (6.15) together with the fact that ρ min is non-trivial on I(p). The last inequality contradicts (6.21), concluding the proof.
6.4. Accumulation Point on an Osculating Curve through q 1 . In this section, we shall rule out case (a) on page 14 by proving the following result:
Proposition 6.6. Assume that p is a uniform two-sided accumulation point on γ of scaling β with β according to (6.1). Then there is no smooth curve through q 1 which osculates K(p) with the property that q 1 is an accumulation point of support points on c. Figure 3 . Accumulation point on an osculating circle.
Proving this proposition and combining it with Proposition 5.2 will also conclude the proof of Theorem 1.2. The proof is split up into several lemmas. Clearly, we may assume that we are in case (a) on page 14. We again consider the smooth curve γ on which p is a uniform two-sided accumulation point of scaling β (see (5.1) and Definition 5.1). Moreover, we denote the osculating curve by c ∈ C ∞ ((−δ, δ), S 2 ). We again parametrize c by arc length and arrange that c(0) = q 1 andċ(0) = (0, 1, 0) (see the left of Figure 3 ). For our analysis, it is most convenient to parametrize these curves in the angle ϕ:
Lemma 6.7. There is ϕ 1 > 0 and there are functions Θ C , Θ Γ ∈ C ∞ ((−ϕ 1 , ϕ 1 ), R) such that the curves c and γ are given locally by
respectively. Moreover,
Proof. The method of proof is to construct the desired parametrization with the help of the implicit function theorem. We first represent the curves in spherical coordinates. Thus we choose angle functions
for all t ∈ (−δ, δ). In particular, the third components c 3 (·) and γ 3 (·) of these curves are smooth. Moreover, evaluating at t = 0, we find that ϑ c (0) = ϑ max and ϑ γ (0) = 0 and thus c 3 (0), γ 3 (0) ∈ (−1, 1). By choosing δ sufficiently small, we can arrange that c 3 (t), γ 3 (t) ∈ (−1, 1) for all t ∈ (−δ, δ). Hence we may apply the arcsin to obtain functions
Choosing δ > 0 even smaller if necessary, we can use that ϑ c (0) = ϑ max and ϑ γ (0) = 0 to arrange that both functions cos ϑ c (t) and cos ϑ γ (t) are strictly positive for all |t| ≤ δ.
As a consequence, we can infer from the second components c 2 and γ 2 in (6.24) that , δ) ) and ϕ c (0) = 0 , and analogously, sin ϕ γ (·) is smooth with ϕ γ (0) = 0. If necessary, we choose δ even smaller so that sin ϕ c (·) and sin ϕ γ (·) take values in (−1, 1), which is possible due to continuity and the initial values c 2 (0) = 0 = γ 2 (0). We conclude that
Now we use our assumptions on the tangent vectorsċ (0) This implies thatφ c (0) = 1/ cos ϑ max > 0. The inverse function theorem yields a strictly monotone function t c ∈ C ∞ (−ϕ 1 , ϕ 1 )) with ϕ 1 > 0 such that t ± := t c (±ϕ 1 ) ∈ (−δ, δ) and
Setting C(ϕ) := c • t c (ϕ) and Θ C (ϕ) := ϑ c • t c (ϕ) for ϕ ∈ (−ϕ 1 , ϕ 1 ) gives the representation of the curve c by a function C as in (6.22) . In particular, the function Θ C (·) is smooth and has the properties Θ C (0) = ϑ max and
Analogously, one obtains a representation of the curve γ by a function Γ as in (6.22) depending on ϕ on the same parameter interval (if ϕ 1 is chosen sufficiently small). Since γ(t) is parametrized by arc length and in p is tangential to the equator, in analogy to (6.25) we obtainφ Proof. In order to verify (6.27), we consider the parametrization of K(p) by arc length
with k(0) = q 1 andk(0) = (0, 1, 0). Using spherical coordinates ϑ k (t), ϕ k (t) as in (6.24) to describe k, and writing the third component of k(t) as k 3 (t) = sin ϑ k (t), we obtain
Rewriting also ϑ k as a function of ϕ (similarly as done for the general curve c above), we obtain Θ K (ϕ) := (ϑ k • t k )(ϕ) and thus
, in agreement with (6.27).
We now consider the curves C(ψ) and Γ(φ) for two different angles ψ, φ ∈ (−φ 1 , φ 1 ). The following lemma shows that, for sufficiently small ψ, the curve Γ(φ) intersects the light cone around C(ψ) transversally.
Lemma 6.9. There are ψ 2 , φ 2 ∈ (0, φ 1 ) such that the following statements hold: For every ψ ∈ (−ψ 2 , ψ 2 ) there is φ ∈ (−φ 2 , φ 2 ) such such that Γ(φ) ∈ K(C(ψ)). Moreover, the curve Γ intersects the light cone K(C(ψ)) transversally (see the right of Figure 3 ). The angle φ satisfies the scaling
Proof. We denote the angle between the points C(ψ) and Γ(φ) by ϑ ψ,φ . Then, taking the scalar product between the vectors in (6.22) and applying the sum rules, we obtain
Expanding in a Taylor polynomial and using (6.23) and (6.27), we obtain cos ϑ ψ,φ = cos ϑ max + ψ φ cos ϑ max − ψ 3 6 Θ (3)
(6.29)
The condition Γ(φ) ∈ K(C(ψ)) is satisfied if and only if cos ϑ ψ,φ = cos ϑ max . Therefore, the expansion (6.29) suggests a solution φ of the form
However, since the error terms in (6.29) also involve the unknown φ, the existence of this solution is not obvious. Therefore, we prove existence using the following fixedpoint argument: In order to relate solutions of the equation cos ϑ ψ,φ = cos ϑ max to fixed points of a mapping T , given ψ = 0 and choosing
we introduce the function T (φ) by
A straightforward computation using (6.29) yields that this function and its derivative have the Taylor expansions 1] . It follows that, for sufficiently small ψ, the function T maps the interval [−φ 2 , φ 2 ] to itself. Moreover, the mean value inequality gives the estimate
proving that, again for sufficiently small ψ, the mapping T is a contraction. Therefore, the Banach fixed-point theorem applies and yields the desired φ ∈ [−φ 2 , φ 2 ] with φ = T (φ).
We now invoke our final argument. Since q 1 is an accumulation point of support points on the curve c, we can choose ψ ∈ (−ψ 2 , ψ 2 ) with |ψ| arbitrarily small such that C(ψ) ∈ M . We choose
with a positive constant c to be determined below. Note that by decreasing |ψ| we can make ε arbitrarily small. Since p is a uniform two-sided accumulation point on γ with scaling β (see Definition 5.1), we can arrange by decreasing |ψ| that there are parameter values t ± in the range (5.2) such that the points γ(t ± ) are in M , i.e. .
We now improve the method used in the proof of Proposition 6.1. Namely, we again consider the Gram matrix L, but now for the four points
By changing the orientation of γ and decreasing |ψ| if necessary, we can arrange that p 0 lies inside and p 2 lies outside the light cone around C(ψ) (as shown on the right of Figure 3 ; the point p 1 , however, could lie inside or outside). We denote the point where the curve γ intersects the boundary of this light cone by r = γ(t 1 ) (see Figure 3 ; note that this point does in general not lie in M ).
In the previous estimates, we often parametrized the curve γ by angle φ. Since γ(t) is parametrized by arc length and in p is tangential to the equator (see (6.26)), we can bound φ from above and below by t, implying that all the scalings for φ hold just as well for t. In particular, Lemma 6.9 implies that
We next compute the first derivative of D on the light cone in the direction of γ. Again parametrizing γ in the variable φ and setting φ 1 = ϕ γ (t 1 ), we obtain ∂ ∂φ D ϑ ψ,φ φ 1 = − D ′ ϑ max sin ϑ max ∂ cos ϑ ψ,φ ∂φ
where in the last step we differentiated (6.28) and used (6.23) and (6.27 Using again the expansion (6.3) with the same vectors u and v as in (6.4) and (6.5), we find u, Lu = O(ε 3−2β ), so that (6.6) becomes v, Lv C 4 = α 1 α 2 , O(ε 3−2β ) P (ψ, t + , t − ) P (ψ, t + , t − ) 1 . Using this bound in (6.32) gives P ψ, t + , t − = |g| c . Therefore, by increasing c we can arrange that the first term dominates, so that for small |ψ|, P ψ, t + , t − ≥ |g| 2 c 1+β 1+2β |ψ| 3+4β 1+2β .
The previous estimates are not good enough for concluding that the determinant of the matrix in (6.31) is negative (which in turn is needed in order to obtain a contradiction to Corollary 2.2). Namely, the product of the diagonal terms is of the order O ε Proof. Intuitively speaking, the error terms come about for two reasons. First, due to the higher derivatives of the function D(ϑ). But since D is even in ϑ, a Taylor expansion about ϑ = 0 only involves even derivatives. Therefore, the resulting error is of the order ε 4 . The second reason for the error terms is the fact that the curve γ may have an intrinsic curvature. However, this error is even in the parameter t of the curve γ, explaining the error term O(ε 4 ). In order to compute the effect of the intrinsic curvature in detail, we parametrize the curve γ as (see again Figure 1) γ(t) = 1 − y(t) 2 − z(t) 2 , y(t), z(t) . Denoting the angle between the points γ(t) and γ(t ′ ) by ϑ t,t ′ , the cosine of this angle can be computed conveniently by taking the scalar products of the vectors in R 3 in the parametrization (6.35 Since D is a polynomial in cos ϑ (see (2.2)), we obtain the desired expansion with error term O(ε 4 ).
Proof of Proposition 6.6. Using the improved estimate of Lemma 6.10, the expectation value in (6.31) is replaced by v, Lv C 4 = α 1 α 2 , O(ε 4−2β ) P (ψ, t + , t − ) P (ψ, t + , t − ) 1
Computing the determinant of the matrix, the product off-diagonal terms scale again according to (6.34 ). However, the scaling of the product of the diagonal terms is improved from (6.33) to
. Therefore, using the assumption β < 1/6, the determinant is negative for small |ψ|.
We thus obtain the desired contradiction to Corollary 2.2.
