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Introduction
Global financial intermediation has changed significantly since 2008. Cross-border capital flows have contracted sharply (Figure 1) , mainly due to a reduction in international bank lending. In contrast, FDI and international portfolio exposures have not declined by nearly as much ( Figure 2 ). This evolution in cross-border bank lending has been described as "financial deglobalisation" (Forbes, 2014) and "the great crossborder bank deleveraging" (Cerutti and Claessens, 2014) . It can be divided into two stages: the sharp initial contraction that occurred during the crisis, and a more recent decline that began in 2012-what we refer to as the "second phase of banking deglobalisation". This most recent decline in international lending stands in sharp contrast to the relative stability in domestic bank lending over the same period in both the UK and the world (Figure 3 ). Proposed explanations for the initial phase of banking deglobalisation include government intervention in the banking system (Rose and Wieladek, 2014), increased home bias (Laeven and Valencia, 2013) , reduced demand for loans, and reduced availability of wholesale funding for banks. 1 But no previous work has tested whether regulatory and/or unconventional monetary policy could be behind this contraction in global banking, and no previous paper has focused on the second phase of banking deglobalisation. This paper aims to fill these gaps.
Many countries have significantly tightened bank regulations over the past few years (such as shown in Figure 4a for UK capital requirements) in order to strengthen the resilience of their financial systems. At the same time, many central banks pursued unconventional monetary policies, such as quantitative easing (shown in Figure 4b for the UK), and targeted lending policies aimed at stimulating aggregate demand. While these policies are obvious candidate explanations for the contraction in cross-border bank lending, there are several reasons why no other work has evaluated their effects empirically. First, distinguishing between cross-border loan supply and demand is difficult. Second, the temporal clustering of these different policies, in direct response to the financial crisis in most countries, makes disentangling their individual effects challenging. Finally, it is difficult (if not impossible) to obtain the necessary data on all the relevant policies in most countries.
This paper is able to address these challenges with a unique UK dataset combined with the policy responses of the UK over this period. The dataset includes external bank lending by country, which we have merged with detailed regulatory data 2 on microprudential capital requirements, as well as with information on bank balance sheets and different forms of unconventional monetary policy. The resulting bank-country-time panel allows us to separate country-specific loan demand from supply via country-time effects (as in Aiyar et al., 2014) . The UK also actively used different regulatory and unconventional monetary policies after the peak of the financial crisis: UK quantitative easing was conducted from 2009-2013; micro-prudential regulatory requirements were adjusted throughout; and the Funding for Lending Scheme (FLS), a policy designed to stimulate domestic lending, was introduced in July 2012. Finally, the UK is an ideal case study because UK-resident banks are at the heart of the global financial system and have played a major role in the deglobalisation of bank flows. 3 Our results suggest that changes in capital requirements, and their interactions with certain types of unconventional monetary policies, have led to significant reductions in international bank lending. We find that an increase in a bank's capital requirement of 100 basis points leads to a contraction in its external lending growth of about 3.4%. For banks which specialised in FLS-eligible lending (before the introduction of this policy), the effects of increased capital requirements were amplified by a significant amount.
More specifically, the same increase in a bank's capital requirement led to a larger contraction in external lending under the FLS-with estimates suggesting a substantial 2 To construct a continuous series of microprudential capital requirements, it was necessary to merge data across three different regulatory forms, as reporting requirements changed substantially over this time period. 3 UK banks provide more international loans (bank-to-bank assets) than any other country in the world, with 15% of international interbank activity booked in the UK and the average UK bank lending to 53 countries. Cross-border UK bank assets and liabilities both contracted by over 2% of global GDP from 2008Q4 through 2013Q4-the largest contraction in global interbank activity corresponding to an individual country over this period.
amplification effect for the average bank. A similar analysis for Quantitative Easing, however, suggests that while this policy may also have magnified the impact of increased capital regulations on external lending, any such amplification effects were insignificant, smaller in magnitude, and not robust to perturbations of our baseline empirical model.
The main results on the significant effects of increased capital regulations and its interaction with the FLS on international lending are robust to different data cleaning techniques and the inclusion of various control variables in our econometric model.
These results are also robust to an alternative estimation framework aimed at addressing any potential endogeneity between capital requirements and international bank lending, as well as to regulatory changes in liquidity regulation over this time period (which could have also contributed to the contraction in bank-to-bank lending).
A more detailed analysis of the different components of the FLS program supports these main findings and provides additional detail on precisely how this form of unconventional monetary policy interacted with and amplified the impact of capital regulations. This significant interaction between the FLS and increased capital regulations only occurred when the full FLS program-aimed at supporting both household and nonfinancial corporate (PNFC) lending-was in place. The interactions are less powerful during the second phase of the FLS-aimed at supporting only the much smaller component of PNFC lending. This is not surprising, since household mortgage lending is a much larger fraction of UK bank lending than PNFC lending. 4 Moreover, we document that this effect is only present for international bank-to-bank (but not bank-to-nonbank) lending, which is the type of lending behind the recent decline in cross-border banking flows since 2012 (as shown in Figures 5a and 5b) . These results support the thesis that the interaction of increased capital requirements with the FLS (which began in 2012) may have played a significant role in the 'second phase of banking deglobalisation'.
In order to assess if the regression estimates based on UK microeconomic data can explain a meaningful amount of the aggregate contraction in international bank flows, however, it is necessary to aggregate the results. We make a number of conservative assumptions that allow us to calculate how cross-border bank lending would have evolved in the absence of increased capital requirements and their interaction with the FLS. This counterfactual 5 exercise suggests that external bank-to-bank lending would have been higher in the absence of tighter capital requirements, and substantially higher in the absence of their interaction with the FLS. A simple back-of-the-envelope calculation suggests that the level of external UK (global) lending at the end of the first phase of the FLS in 2013 was approximately 30% (10%) lower as a result of these policies. This is quite striking as it only includes estimates of the effects of these policies in one country-and many other countries were simultaneously increasing bank regulations and adopting various programs aimed at supporting domestic lending and the real economy.
The effects of these policies-and their interactions-could explain a significant share of the reduction in international lending that occurred not only in the UK, but also in many other countries. 6
Overall, this series of results suggests that certain policies designed to support domestic lending, such as the UK's Funding for Lending scheme, might have the unintended consequence of amplifying the impact of microprudential capital requirements on external lending. The paper does not explicitly test for the domestic effects 7 of these policies, instead focusing on the spillover effects to other countries. 8 We show that the magnitude of these types of spillovers can be substantial and that unconventional policies in economies that are a relatively small share of global GDP, 9 can still have significant repercussions far beyond their borders. This paper does not attempt to make any welfare judgements about these effects, but the results have widespread implications for issues such as: the availability of credit, country vulnerability to foreign and domestic shocks, and the effectiveness of monetary policy.
5 Just as any counterfactual exercise, the findings will be subject to the Lucas Critique, but they are nevertheless useful to demonstrate the scale and economic significance of our results. 6 See Forbes (2014) for details on the contraction in cross-border lending by country over this period. 7 Since these policies were explicitly aimed at domestic activity, our focus on the cross-border impact makes identification easier, since reverse causality is less of an issue. 8 The latter is easier to identify since the policy was not intentionally aimed at reducing cross-border lending. 9 UK GDP is roughly 3% of world GDP.
The rest of the paper proceeds as follows. Section 2 describes the various regulatory and unconventional monetary policies adopted by the UK during this period, explains why these policies and their interactions could impact cross-border lending, and summarizes the data. Section 3 develops the empirical framework and presents the main results, including a series of robustness tests. Section 4 presents four extensions: an analysis of the different phases of the FLS, a breakdown of the impact on different types of international lending, a closer look at the impact of changes in liquidity regulations, and an analysis to address endogeneity concerns. Section 5 calculates the aggregate effects on international bank lending implied by the results and Section 6 concludes.
UK Bank Capital Regulations, Unconventional Monetary Policy and their Potential
Interactions
Background on UK Policies
Since the introduction of Basel I in 1988, bank capital requirements in most countries were set at a fixed value at or above the minimum of 8 per cent of riskweighted assets. In the UK, however, regulators also set bank-specific capital requirements, otherwise known as minimum trigger ratios 10 , to address operational, legal or interest rate risks, which were not accounted for in Basel I (Francis and Osborne, 2012 17 To avoid issues arising from the lack of stationarity in this series measuring the stock of asset purchases, we identify changes in quantitative easing in our econometric analysis by using announcements on the flow of purchases.
11 The ARROW approach also encompassed prudential risks, but this was not one of the core supervision areas. 13 In his high-level review of UK financial regulation prior to the financial crisis of 2008, Lord Turner (then chief executive of the FSA), concluded that: 'Risk Mitigation Programs set out after ARROW reviews therefore tended to focus more on organisation structures, systems and reporting procedures, than on overall risks in business models' (Turner, 2009 ). 14 The inquiry into the failure of the British bank Northern Rock concluded that 'under ARROW I there was no requirement on supervisory teams to include any developed financial analysis in the material provided to ARROW Panels' (FSA, 2008) . 15 This is discussed in more detail in Section 3.1 and our regression analysis considers how changes in bank-specific credit risk and international exposures might affect a banks' Pillar 2 capital requirement. We also do an analysis in Section 4.4 aimed at addressing any potential bias resulting from endogeneity. 16 Earlier versions of this paper also investigated the impact of forward guidance, which was implemented at the end of the period. Measuring and calibrating forward guidance is difficult, however, and results using different approaches were generally insignificant and not robust to various iterations of the model. 17 This was different than the US program of QE, which focused on the flow of asset purchases and included purchases of government debt, as well as mortgage backed securities.
The second main form of unconventional monetary policy was the Funding for Lending Scheme, which was announced in June 2012, and coordinated between the Bank of England and Her Majesty's Treasury (HMT). This was specifically designed to increase bank lending by ensuring that high bank funding costs and capital constraints within the British banking system did not impede lending to the UK's real economy. This scheme consisted of several components-which we exploit in our econometric analysis to help better identify the impact of this policy and which are therefore important to understand in some detail. First, the FLS provided funding to participating institutions for an extended period at below market rates, which likely led to lower interbank funding costs and hence lower effective interest rates on mortgage and PNFC loans in the UK. 18 Even institutions that did not directly participate in the scheme would presumably have benefited from the reduction in interbank funding costs. The cost at which banks were able to borrow from the FLS facility was decreasing in the amount of the Bank's "FLSeligible" lending-which was initially defined as lending to PNFCs and households.
A second component of the program provided preferential capital treatment for specific FLS-eligible lending in order to stimulate domestic lending. More specifically, as discussed above, UK-regulated banks are subject to a minimum 8% capital requirement (Pillar 1) and bank-specific capital requirements (Pillar 2). These bank-specific capital requirements can be split into different components, one of which is the "capitalplanning buffer" (also referred to as Pillar 2b Economic theory suggests tighter capital requirements after the crisis could be one explanation for the corresponding reduction in cross-border lending. Figure 6a illustrates that a rise in capital requirements can lead to a decline in risk-weighted assets and lending. But for this to be the case, i) bank equity needs to be more expensive than bank debt; and ii) capital requirements need to be a binding, consistent with a bank's actual capital choice. Theory 19 and evidence 20 suggests that this is the case. Indeed, previous work for the UK typically documents a negative impact on loan supply following a rise in capital requirements. 21, 22 Taken at face value, the findings from this literature would suggest that the steep rise in microprudential capital requirements since 2009 would generate a substantial contraction in bank loans, split between domestic and external assets.
The decision on which type of lending to contract, however, may depend on the presence of unconventional monetary policies, including through their impact on relative risk weights. If equity is expensive and capital buffers binding, the only way to adjust quickly to higher capital requirements is to reduce risk-weighted assets. This is most easily achieved by reducing those loans with the highest risk weights. In contrast, reducing assets with a zero percent risk weight, such as government debt, will not reduce risk-weighted assets at all. Moreover, UK banks have adopted model-based risk weights since 2008, which are typically based on borrower risk and loan terms. These models typically suggest that the probability of default, and hence the risk weights, for mortgage lending typically increase with a higher unemployment risk, higher LTV ratio, and higher interest rate on the loan. As illustrated in Figure 6b , if unconventional monetary 19 Condition i) implies a failure for banks of the Modigliani-Miller (1958) theorem, as otherwise changes in capital requirements do not need to affect a bank's cost of funding. But economic theory provides reasons for why condition i) should be satisfied, such as asymmetric information (Myers and Majluf, 1984) and different tax treatment for debt and equity. 20 Similarly, empirical work documenting the impact of adverse shocks to bank capital on loan growth, as in Bernanke (1983) and Rosengren (1997, 2000) provides support for this assumption. Several other empirical studies also suggest that condition ii) is likely to be satisfied, with wide-ranging evidence that capital requirements were a binding constraint on banks' choices of capital structure during the 1998-2011 period. See for example, Francis and Osborne (2012), Aiyar, Calomiris and Wieladek (2014a) and Bridges, Gregory, Nielsen, Pezzini, Radia and Spaltro (2014) . 21 In theory, higher capital requirements could increase lending at banks with very low or negative net worth, particularly if they help to address the debt overhang problem. Similarly, in the medium-run, improvements in the stability of the banking system that result from higher capital requirements could improve banks' abilities to raise funds in the market and thereby mitigate any decline in short-run loan supply. Given the time period of this study, however, the short-run loan supply decline effect is expected to dominate. 22 For example, after a 100 basis point increase in capital requirements, Aiyar, Calomiris and Wieladek (2014) policy lowers interest rates or improves the economic outlook and hence reduces the risk weight, it will skew an individual bank's incentives to reduce one type of lending over another in response to higher capital requirements. Conceptually, this is how policies such as quantitative easing could interact with changes in microprudential requirements.
The FLS was specifically designed to reduce bank funding costs and increase bank lending. The cost of funds borrowed directly from the facility was decreasing with the amount of the new FLS-eligible (i.e. household and PNFC sector) lending by the borrowing bank. The greater availability of funds may also have led to a general decline in bank funding costs (see Churm et al. 2015) . Moreover, the corresponding pass-through to interest rates should have had a direct negative impact on the probability of default and hence risk weights associated with UK bank loans, just like with QE. As discussed above, the FLS had an additional effect of providing preferential capital treatment for FLSeligible lending. This differential treatment by loan type could have further reduced risk weights on FLS-eligible domestic lending. This would have made qualified domestic lending relatively more attractive to banks than international lending. Figure 6b shows that each of these channels through which the FLS could have affected bank lending might have been magnified by any simultaneous changes in microprudential capital requirements. Finally, when the definition of FLS-eligible lending was changed in 2014 to no longer include household lending (but still included PNFC lending), this would be expected to weaken any impact of such policies on the transmission of capital requirements on cross-border lending. The effect of this change in the FLS could be substantive because household lending forms a relatively larger share of UK banks' balance sheets.
Data
Appendix A provides information on the data that is used for our main regression analysis. Table A1 defines each of the variables and explains how they were constructed. Table A2 provides summary statistics. Our main dependent variable of interest, countryspecific cross-border bank lending is volatile in its raw form, with some suspicious outliers in the growth rate of lending. We therefore use several different data cleaning strategies (discussed in the sensitivity analysis). In our base case, we drop any growth rates of external lending that are greater than 100% in absolute value. We also drop small recipient countries (those with less than £500 million in received funds on average) and
bank-country lending pairs if the stock of lending did not exceed £1 million on average. 23 Figure 7 shows the histogram of changes in one of our main variables, the change in the bank-specific capital requirements, both before and after 2007. This figure suggests that the number of increases in capital requirements is greater during the more recent period.
Empirical Framework and Central Results
This section begins by discussing the framework to test each of the proposed hypotheses about how microprudential capital requirements and their interactions with unconventional monetary policies affect international bank lending. Then it reports the central reports and a series of robustness checks.
Empirical Framework
The regression model that will be used as the central framework to test our various hypotheses about the effects and interactions of regulatory and unconventional monetary policy on cross-border bank lending is:
where ∆ is the growth rate of lending by bank i to country j at time t. This comprises bilateral cross-border lending by the UK-incorporated PRA regulated entity. ∆ is the rise 24 in bank i's minimum capital requirement (in percent of risk-weighted assets) in quarter t. Following previous work by Aiyar et al. (2014) , the contemporaneous value and three lags of this term are included to allow lending to adjust gradually to changes in the regulatory ratio. is the announced flow of asset purchases, scaled by 2009Q1 UK nominal GDP. This only varies with time, which means that, unless interacted, it is absorbed by the time effects. is a dummy variable that takes the value of zero until 2012Q2, and the value of 1 thereafter. This also only varies with time and is meant to capture the idea that during this time period, all UK banks benefited from the option to apply for beneficial capital weighting, regardless of their direct participation in the scheme. The key to identification is that the extent to which the enactment of the FLS will skew a bank's incentive to cut back one type of lending versus another will depend upon the fraction of FLS-eligible to total lending (which then merits the reduced risk weighting). 25 is therefore interacted with , the pre-FLS 2012Q2 fraction of FLS eligible to total lending on bank i's balance sheet, to capture its effect. The interaction between the term and is included independently and interacted with changes in bank capital requirements. To complete the specification, these terms are also interacted with ∆ independently.
This simple design has one feature worth highlighting: , the country-specific, time-fixed effects, is a way of asking whether the same country in the same time period borrowing from multiple UK-incorporated banks experiences a larger decline in lending from the bank facing a relatively greater increase in minimum capital requirements. This term is therefore the direct analogue of the firm-specific, fixed-effects methodology 24 Most studies of UK capital requirement changes (i.e. Bridges et al., 2014; Aiyar et al., 2014) pool capital requirement increases and decreases into one variable. This is because for the time period that they consider (1997) (1998) (1999) (2000) (2001) (2002) (2003) (2004) (2005) (2006) (2007) , it is not possible to reject the null hypothesis that the sums of coefficients on capital requirement increases and decreases are the same. As shown in table A3, however, this hypothesis can be rejected at the 5% confidence level for the period 2010-2015. This may not be surprising given that banks may have held back on expanding lending when faced with a loosening in capital requirements in preparation of higher banking-system wide requirements due to the introduction of Basel III. Therefore, for the remainder of the paper, we only model and study the impact of capital requirement increases (tightening). 25 The change in the relative risk-weights of cross-border to domestic lending only applies to new lending. The fraction of the existing stock of these types of lending on the balance sheet is likely to reflect a bank's business model. Clearly, if a bank specialises in domestic lending, one would expect a relatively larger pull back in non-core activities, such as cross-border bank lending. On the other hand, a bank that mostly specialises in cross-border bank lending would probably not cut back cross-border, more relative to domestic, lending. It is of course possible that banks choose to change their specialisation in response to the FLS. But given any lack of indication that this policy was permanent, this strikes us as unlikely.
pioneered by Khwaja and Mian (2008) to absorb changes in demand conditions. Since the comparison is across banks for the same country in a given time period, all demand shocks in country j at time t should be absorbed by this term.
An important assumption in this regression model is that ∆ is exogenous with respect to external lending by bank i in country j. Aiyar et al. (2014) document that the word 'cross-border lending' was not even mentioned in regulatory guidelines pre-2006.
This concern is more likely after the global financial crisis, however, when regulators paid more attention to bank-specific vulnerabilities and adjusted capital requirements more regularly (as discussed in Section 2.1). We take two approaches to addressing any potential econometric bias from this reverse causality.
First, our main dependent variable of interest is cross-border bank lending by bank i to country j at time t. As discussed in Section 2.1, capital requirements can be split into two pillars; Pillar 1 which is set at the minimum Basel I 8 percent level and is meant to capture credit and market risks, and Pillar 2 which are supplementary add-ons, changed at the supervisors' discretion, and meant to capture risks not contained in the first pillar. Pillar 2 capital requirements, the main variable of interest in this paper, would therefore only be changed in response to external exposures to one individual country if these were not adequately captured by the credit risk component in the first pillar. Conceptually, one would therefore expect any omitted variable and endogeneity bias to be less severe for external than for domestic lending or total credit growth, and especially for external lending to one specific country. 26 Nonetheless, endogeneity may still be a concern, so we also adapt a second approach that goes further and is discussed in detail in Section 4. only, as done in their paper, the magnitude of the coefficient is closer to theirs. One potential explanation for the different magnitude when more recent data is included is that the adoption of model-based risk weights introduced an additional margin of adjustment in response to changes in capital requirements.
average bank from the tables directly (as shown above), we will use this rescaling when we present all of our subsequent results. Finally, column (7) shows that the point estimate on our main variable of interest increases when excluding the ∆KR*QE interaction. Table 2 reports a series of robustness checks to the baseline from column 6 in Table 1 . These tests are particularly important in our analysis given the volatility and noise in the banking data, especially for international loan growth. Columns 1 and 2 in Table 2 show results when we winsorise the dependent variable at 1/99% and at 5/ 95%, respectively. Column 3 clusters by country-time, as opposed to by bank-time as done in the baseline. Column 4 shows estimates when the sample is restricted to larger banks, defined as banks with an average balance sheet in excess of 2 billion pounds sterling. In column (5), we exclude affiliates with a parent headquartered in the Euro Area (EA). In column (6), we include an interaction of KR*FLS*Fraction with a dummy that is 1 if lending is to a country in the EA to make sure that the crisis in this region does not impact the results. As expected, our country-quarter fixed effects appear to control sufficiently for demand in other parts of the world (including the EA) and the interaction with the EA dummy does not turn out to be significant or impact our key results. In column (7), we run the regression from 2008 Q3 onwards to make sure that the results hold in a post-crisis sample. In each of these robustness tests, the variable capturing the interaction of the FLS, FLS-eligible lending and increased capital requirements is negative and significant, confirming that the presence of the FLS amplified the negative impact of increases in capital requirements on external lending.
In columns (8) and (9), we perform two placebo tests to ensure the timing of the results agrees with the timing of the FLS. In column (8), we examine the impact of switching the FLS dummy on in 2008 Q3 --before the FLS was announced. As expected, this yields different results. The coefficient drops in size and loses significance. In column (9), we let this adjusted dummy equal one until 2012 Q2 -i.e., the part of the post-crisis period before the FLS was introduced. Excluding the FLS period now yields a positive and insignificant coefficient on the main variable of interest, providing further assurance that our results are indeed driven by the introduction of the FLS.
The key results are robust across these various iterations in Tables 1 and 2, and To test this, column 1 of Table 3 repeats the base case analysis from column 6 of Table 1 , but includes two sets of FLS interaction terms: one set for the first phase of the program that included household and PNFC lending; and one for the second phase which only covers PNFC lending. The main coefficient of interest, the interaction between changes in capital requirements and FLS-eligible lending, continues to be significant for the first phase of the FLS. As expected, it is also slightly larger in magnitude than in the estimates that include the full period of the FLS program. On the other hand, the same interaction term is no longer significant in the second phase of the program-although the coefficient still has the same negative sign. This is intuitive, since mortgage lending is typically a much larger fraction of the average bank's balance sheet than PNFC lending.
This result therefore also provides some additional support that the estimation framework is capturing the effects of the FLS as discussed above.
One possible caveat to this conclusion is the introduction of the Basel III To test if unconventional monetary policy or regulatory policy had different effects on these different types of international bank flows, and in turn if this could explain these trends across different types of bank lending, columns 2 and 3 of Table 3 repeat the base case estimates, except now split the data into bank-to-bank and bank-tononbank lending. The coefficient on which we have been focusing-the interaction between changes in regulation and FLS-eligible lending, is only statistically significant for bank-to-bank, but not bank-to-non-bank, lending. It is also only statistically significant for the first phase of the FLS, but not the second, as found in column 1. This interaction term is also larger in magnitude when estimated only for bank-to-bank lending than for the larger lending category. This result could arise from a number of factors, but it is noteworthy that the sharpest contraction in cross-border capital flows-which occurred in cross-border bank-to-bank lending-is for the type of flow most strongly affected by the introduction of the full FLS program (and its interaction with capital regulations).
This supports the hypothesis that the FLS played a substantive role in explaining the second phase of the deglobalisation in banking.
Impact of Regulatory Changes on Liquidity
The reduction in international bank-to-bank lending during the first phase of the FLS coincides with changes to liquidity regulation in the UK. We argue that these are unlikely to impact the main results and are, if anything, more likely to lead us to underestimate the effect of the first phase of the FLS. We perform two empirical tests to ensure that coincident changes in liquidity regulations have no bearing on our key results.
Basel III introduced liquidity coverage ratios (LCR), meaning that banks need to hold a minimum fraction of high quality liquid assets on their balance sheets in order to cover outflows of liabilities over specific stress scenarios. The regulatory definition of high quality liquid assets (HQLA) includes government debt and central bank reserves, but not interbank market loans, in order to reduce systemic risks. The latter has been traditionally used by many banks for liquidity management purposes. It is therefore likely that there is some substitution away from external (as well as domestic) interbank debt in response to the introduction of LCR. In addition, banks could possibly sell illiquid assets (both externally and domestically) as this would increase the ratio of HQLA to stressed liability outflows. Within the European Union, the LCR was only introduced at 60% in January 2015, increasing on a graduated basis until full implementation.
The UK moved earlier than most countries on implementing liquidity regulations, however, by introducing, individual liquidity guidance (ILG), a prudential liquidity policy similar to the LCR. 29 There were two macroprudential changes to liquidity regulations in the UK: first, the ILG requirements were relaxed in June 2012, by widening the collateral eligible to count as liquid assets. Second, in June 2013, the FPC announced that it would reduce the required LCR in 2015 to 80% rising thereafter to reach 100% in 2018. The long transition phase to the full LCR makes it unlikely that our main results, which are for the period 2012Q3-2013Q4, are impacted. In addition, with the UK's implementation, liquidity requirements were -as described above -actually loosened in June 2012 and 2013. This would incentivise banks to substitute away from interbank lending by less, which raises the possibility that our estimated effect of the FLS is actually underestimating the true effect.
Nonetheless, to assess the possible impact of liquidity regulations, we perform two exercises. The first is already reported in columns (5) through (7) Specifically, we define the variable Δ ILG as a dummy that is equal to 1 in the quarter when ILG requirements were introduced or tightened and 0 otherwise. To match the specification of capital requirements, we include the contemporaneous value and three lags of this dummy. Table A4 reports the tests of joint significance. It shows that the introduction/tightening of ILG had a significantly negative, albeit quantitatively small, effect on external bank lending. Our main results on the interaction of the FLS with capital requirements are, however, not affected.
Potential Endogeneity between Capital Requirements and External Lending
An important assumption in our main regression model in Section 3.1 is that ∆ is exogenous with respect to external lending by bank i in country j. But as discussed in Section 2.1 and Section 4.3, the regulation of capital requirements around the world has changed significantly since the Global Financial Crisis. There is now a greater focus on balance sheet and credit risks. In the UK's current regulatory regime, Pillar 1 capital requirements are meant to address credit and market risks directly. Changes in Pillar 2 capital requirements, the main variable of interest in this study, are made at the discretion of the regulator to address risks that are not believed to be captured in the Pillar 1 capital requirement. If the first pillar captured all of the credit and market risks contained in balance sheet variables, then one would expect changes in Pillar 2 to be orthogonal to changes/growth rates in balance sheet and credit risks. This section tests this proposition and then reports results from an alternative specification which attempts to control for any potential endogeneity between capital requirements and external lending.
To begin, we examine whether the current, lagged or annual growth rate of 31 different variables that supervisors could have taken into account in their regulatory decisions predict changes in Pillar 2 capital requirements. Appendix B discusses the estimation and approach in more detail. To summarize, we use single and Bayesian Model
Averaging regressions to identify the most important predictors of increases in capital requirements. The results (in Appendix Table B2 ) suggest that the strongest predictors are domestic lending growth to the real sector, financial and operating charges, and other operating income. These variables alone explain 30% of the 2 of increases in capital requirements. This suggests that the majority of capital requirement increases are due to non-balance sheet risk, in line with our initial assumption.
Nonetheless, there is still a valid concern about endogeneity, so we pursue a second and more formal approach to see if this could affect our central estimates. More specifically, we use the key variables and results from above to predict increases in capital requirements using two different models (as shown in Appendix Table B3 and discussed in more detail in Appendix B). We then use the residuals from these two regressions as two alternative measures of ∆ , , which we refer to as 'Model 1' and' Model 2'. These should be more reflective of increases in capital requirements due to operational, as opposed to credit and market risk, and should therefore not be affected by changes in external lending. In other words, these residuals are orthogonal to balance sheet characteristics by construction. , remains positive and statistically significant, suggesting that our main result is robust to addressing endogeneity. It is also worth noting that this coefficient is quantitatively larger than in column 1. This could occur if any reverse-causality between external lending growth and changes in capital requirements generates an upward bias in ∑ 3 =0 in a reduced-form regression.
Some authors argue that the contemporaneous term in panel time-series
regressions is subject to a greater degree of endogeneity bias than the lagged dependent variables. 31 Therefore, we re-estimate our baseline model, but drop the contemporaneous capital requirement term everywhere. The results are presented in columns 4-6 of Table   4 , for the baseline estimates and then the two models controlling for endogeneity, respectively. There are no substantive differences from the baseline estimates. 32
Finally, in columns (7) and (8) of Table 4 , we put the variables which were found to be predictors of capital requirements in Table B3 directly into our main regression (instead of using the residuals from the estimates of changes in requirements). 33 The results are again consistent with our baseline estimates. They can also generate larger point estimates of the magnification effect of the FLS and capital requirements on external lending than in the baseline model (column 1) -at least for model 2 where we include only significant predictors.
To summarize, this issue of whether an explanatory variable is exogenous with respect to the dependent variable is often difficult to resolve in an applied economics paper. In the absence of appropriate instruments for our main variable of interests, we have therefore modelled changes in bank-specific capital requirements as a function of a wide array of balance sheet and regulatory variables and used the residuals from those regressions as a more exogenous measure of changes in capital requirements. This exercise suggests that our baseline results appear to be robust to concerns about endogeneity. This is not surprising given our theoretical prior that most of the credit risk exposure should have been reflected in the Pillar 1 capital requirement, so that movements in Pillar 2 capital requirements (our key explanatory variable) should reflect mostly non-balance sheet risks, and hence be exogenous with respect to bank balance sheet variables.
Aggregate Effects on International Bank Lending
The purpose of this paper is to test if changes in bank regulation and unconventional monetary policy contributed to the sharp deglobalisation in banking since the financial crisis, and especially since 2012. This contraction in cross-border banking is documented in aggregate BIS and UK banking-system data, but the analysis in this paper is based on individual bank balance sheet data from the UK. Using this detailed microeconomic data was critical in order to identify and estimate our model, but it raises a valid question whether the results found in our UK bank-level sample are economically relevant in explaining the broader international macroeconomic trends. This section attempts to bridge this gap with an aggregation exercise. This requires making a number of assumptions, and therefore the results should be taken as illustrative only.
In order to perform this exercise, we use our central results from the estimated regression model reported in column 1 of Table 3 , which includes results for the different phases of the FLS. We use the estimates from this table of the impact of those FLS and capital requirement coefficients which are statistically significant. Since only the sums of coefficients associated with ( * )∆ are statistically significant, only these effects of the interaction of the FLS and capital requirements are removed for the aggregation exercise (and not the impact of the capital requirement itself). We then cumulate the growth rate back to the level of lending in pound sterling for each bank, based on an initial condition of that given banks total external lending in 2011Q3. The resulting series is then summed across banks to give an aggregate series of international bank lending by UK banks. Finally, the results in Section 4.1 suggest that most of the negative effect of the FLS on international bank lending occurred through reductions in bank-to-bank lending (instead of bank-to-nonbank lending). Therefore, we repeat this aggregation exercise to focus on the estimated effects of the FLS on aggregate bank-to-bank lending. For this calculation, we use the estimated coefficients reported in column 2 of Table 3 , which finds that changes in capital requirements (( )∆ ), as well as its interaction with the FLS (( * )∆ ), are significant. As a result, we remove the effects of both of these terms when constructing a counterfactual estimate for international bank lending.
The resulting calculations are shown in Figure 9b . The blue line shows actual international bank lending. The green line shows estimated lending absent the effects of increased capital regulations, and the red line shows estimated lending absent the effects of increased capital regulations and its interaction with the FLS. The calculations suggest that external bank-to-bank lending would have been higher in the absence of increases in capital requirements. It would have been substantially greater in the absence of the FLS and its interaction with higher capital requirements. In fact, the FLS seems to have more than doubled the effect of tighter capital requirements on international bank lending.
Conclusions
Following the Global Financial Crisis, many countries around the world strengthened and introduced prudential policies to improve the resilience of their financial systems. Many also introduced unconventional monetary and lending policies to stimulate demand, support lending, and boost growth. At the same time, international bank lending experienced a historically unprecedented contraction-not only in the initial phase of the crisis, but in a "second phase of deglobalisation" that started in 2012.
In this paper we examine if these developments are related, using the experience in the United Kingdom as a case study.
While a number of papers have analysed the effects of recent changes in prudential policies, unconventional monetary and lending policies on domestic lending 34 , we instead focus on the effects of these policies on international lending-which has declined by substantially more than domestic lending. Unlike previous work, we also focus on the second phase of banking deglobalisation (instead of the initial contraction in 2008/2009). Perhaps most innovative, we focus on the interactions between various forms of unconventional monetary policy and changes in microprudential capital requirements.
More specifically, we investigate if policies such as quantitative easing and the UK's Funding for Lending Scheme amplified the impact of higher capital requirements on external lending (such as through their impact on risk weights or preferential capital treatment).
Our results indicate that the interaction of increased capital requirements with quantitative easing may have contributed to a reduction in international lending, but any such effect is estimated to be insignificant, small in magnitude, and not robust to different perturbations of the model. In contrast, the FLS appears to have substantially magnified the contraction in external lending resulting from increased capital requirements. More specifically, our baseline estimates suggest that a 100 basis point rise in capital requirements reduced external loans by 3.4%, and this effect increased substantially in the presence of the FLS. These results are robust to a number of tests and extensions, including a model aimed at addressing potential endogeneity. More disaggregated results indicate that the contraction in external lending, and primary effects of the FLS on external lending, occurred through reductions in bank-to-bank lending (as opposed to bank to non-bank lending).
Finally, a simple exercise that attempts to aggregate these results based on microlevel UK bank data indicates that the estimated effects of changes in UK capital regulations and the FLS on external bank lending were also important at an aggregate level. Calculations indicate that these effects can explain a meaningful part of the contraction in international bank lending, especially in international bank-to-bank lending that occurred from mid-2012 to 2014. This paper does not asses these effects and interactions in other countries, but given that many countries around the world have also increased regulations, adopted programs to support domestic credit (such as QE and other lending programs), and simultaneously experienced a reduction in their own cross-border lending, it is likely that these effects documented in the UK also occurred elsewhere.
Adding any such effects to those documented for the UK could go even further in explaining the second phase of banking deglobalisation.
Unconventional monetary policy, and its interaction with regulatory policy, can clearly have important global spillovers. This paper does not, however, assess the welfare implications of these spillovers. This would require a complicated assessment of the various costs and benefits of international lending, as well as an analysis of any secondround effects of changes in UK prudential policies, the FLS, and quantitative easing (such as from stimulating domestic growth, which could support exports from other economies).
Our results do, however, clearly show that a policy aimed at boosting domestic lending can also have the unintended consequence of reducing international lending.
Unconventional monetary policies can generate substantive global spillovers, even when adopted in countries that constitute a fairly small share of global GDP. The analysis also
shows that the interactions of various regulatory and monetary policies can magnify the effects of individual policies-such as how the FLS amplified the effect of increased capital requirements on international bank lending. The analysis in this paper indicates that these interactions of regulatory and unconventional monetary policies can be significant and important in magnitude. (1), we winsorise the LHS variable at the 1% level. In column (2), we winsorise the LHS variable at the 5% level. In column (3), we cluster standard errors at the country-time instead of the bank-time dimension. In column (4), we exclude banks with less than £2bn balance sheet on average. In column (5), we exclude affiliates with a parent headquartered in the EA. In column (6), we include an interaction of KR*FLS*Fraction with a dummy that is 1 if lending is to a country in the Euro Area. In column (7), we run the regression from 2008 Q3 onwards. In column (8), we perform a placebo test and check whether switching on the FLS dummy already in 2008 Q3 yields different results. In column (9), we let this adjusted dummy run only until 2012 Q2 -i.e. the part of the post-crisis period before the FLS was introduced. The data are discussed in Section 2.3 and variables are discussed in Section 3.1. Standard errors are clustered at the bank-time level. *** is significant at the 1% level, ** at the 5% level, and * at the 10% level. The sample period is 1997Q1 to 2015Q1.
(1) (2), we use the residuals from Model 1 in Table B3 as an exogenous measure of capital requirement tightening. In column (3), we use the residuals from Model 2 in Table B3 as an exogenous measure of capital requirement tightening. In column (4), we drop contemporaneous capital requirement tightening and only retain the three lags. In columns (5) and (6) we again use the residuals from Model 1 and 2 in Table B3 , but now without contemporaneous changes in capital requirements. In columns (7) and (8), the contemporaneous and three lags of the variables found to be important predictors of capital requirements in Table B3 are included in the regression. The data and variables are discussed in Sections 2.3 and 3.1, respectively. Standard errors are clustered at the bank-time level. *** is significant at the 1% level, ** at the 5% level, and * at the 10% level.
( Finally, we use all of the important predictors from this BMA exercise in multiple regressions to derive our measure of exogenous changes in capital requirements. Recognising the second step nature of the BMA output, we include all predictors that have a posterior inclusion probability (PiP) of either 40 or 20 percent in regression equations (1) and (2). Results are reported in table A3. Both regression equations include external lending growth, which is not statistically significant in either case. We only retain predictors that entered as significant in both of these regression equations in regression equation 3. We refer to regression equations two and three in table A3 as models 1 and 2 for the remainder of the paper. Each of the resulting balance sheet variables used to predict changes in capital requirements are highly statistically significant in both of these regression models. Therefore, balance sheet characteristics do predict changes in capital requirements. According to the 2 , in these equations, however, the can only explain 25% to 30% of the variation in capital requirements. Assuming that we included all relevant balance sheet variables, this means that between 70% and 75% of the variation in capital requirement changes is due to non-balance sheet risk. This is consistent with the regulatory approach during this period; credit and market risk would typically be accounted for in the Pillar 1 capital requirement. The Pillar 2 add on, which is the focus of this paper, is primarily used as a discretionary supplement to account for other risks.
Given that the residuals of these regressions are, by definition, orthogonal to the balance sheet characteristics, we can use them as measures of changes in non-balance sheet risk capital requirements. We refer to the residuals obtained from columns (1) and (2) as model (1) and model (2) capital requirement changes, respectively.
Details on Bayesian Model Averaging
In this section we provide more detail on our implementation of Bayesian Model Averaging. We have up to 18 (k) possible predictors of the change in capital requirements, but only some of these predictors seem to matter the most for regulatory decision. The economic growth literature has proposed Bayesian Model Averaging to objectively determine which variable has the highest explanatory power. We follow this approach here to select the best predictors of changes in capital requirements based on their posterior inclusion probabilities.
The idea underlying Bayesian Model Averaging is to consider the results for all the models which include all possible combinations of the regressors and average them. The weights in the averaging are given by the posterior model probabilities ( | ) where M is the model and y is the data. In order to compute the posterior model probabilities by means of Bayes rule, two elements are required. First, we need the posterior distribution of the parameters in each model M, which is used to derive the marginal likelihood ( | ). Second, we need to specify the prior distribution of the models ( ). With marginal likelihood and model prior distributions at hand, the model posterior probabilities can be derived as:
As to the setup of the priors, we follow Fernandez, Ley and Steel (2001) . In particular, for each model, we compute the posterior probability distribution of the parameters by assuming an uninformative prior on the variance of the residuals and on the intercept. For the remaining regression coefficients we use the g-prior of Zellner (1986), setting = prior for the distribution of the models. 36 Since we only have up to 8,388,608 models, we follow Magnus, Powel and Pruefer (2010) and evaluate each one of them to obtain the exact likelihood, without having to rely on MCMC methods for approximation. High posterior inclusion probabilities indicate that, irrespective of which other explanatory variables are included, the regressor has a strong explanatory power. We argue that this is therefore an efficient and objective way to select the best predictors of the changes in capital requirements.
Note: The table presents the estimated parameter values cross-sectional regressions of capital requirement tightening on regulatory and balance sheet variables. In column (1), we use the lagged change of the respective variables scaled risk weighted assets in the quarter before. In column (2), we use changes of respective variables scaled risk weighted assets in the quarter before averaged over 1 year and lagged by one quarter. In column (3), we use the current change of the respective variables scaled risk weighted assets of the quarter before. See section 3.3 for further information on how we obtain the exogenous component of capital requirement changes. Robust standard errors are given in parenthesis. *** is significant at the 1% level, ** at the 5% level, and * at the 10% level.
(1)
(2) (3) Lagged Growth Annual Growth Current Growth Appendix Table B3 : Determinants of Capital Requirement Tightening: Keeping Important Predictors Note: The table presents the estimated parameter values cross-sectional regressions of capital requirement tightening on regulatory and balance sheet variables. In column (1), we keep variables which have in Table  A2 a posterior inclusion probability (PiP) of 40 percent in addition to external bank lending growth. In column (2), we include also variables with a PiP of 20 percent. In column (3), we keep only the significant variables. See this Appendix and section 3.3 for further information on how we obtain the exogenous component of capital requirement changes. Robust standard errors are given in parenthesis. *** is significant at the 1% level, ** at the 5% level, and * at the 10% level.
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