Computational models with variable fidelity have been widely used in engineering design. To alleviate the computational burden, surrogate models are used for optimization without recourse to expensive high-fidelity simulations. In this work, a model fusion technique based on Bayesian Gaussian process modeling is employed to construct cheap, surrogate models to integrate information from both low-fidelity and high-fidelity models, while the interpolation uncertainty of the surrogate model due to the lack of sufficient high-fidelity simulations is quantified. In contrast to space filling, the sequential sampling of a high-fidelity simulation model in our proposed framework is objective-oriented, aiming for improving a design objective. Strategy based on periodical switching criteria is studied which is shown to be effective in guiding the sequential sampling of a high-fidelity model towards improving a design objective as well as reducing the interpolation uncertainty. A design confidence (DC) metric is proposed to serves as the stopping criterion to facilitate design decision making against the interpolation uncertainty. Numerical and engineering examples are provided to demonstrate the benefits of the proposed methodology.
INTRODUCTION
Variable fidelity methods have been developed to solve optimization problems that involve simulations with extreme computational expenses [1] [2] [3] . Examples of variable fidelity models in aircraft aerodynamic analysis include low fidelity (LF) models, such as the classical aerodynamics or linearized supersonic panel code, and high fidelity (HF) simulations, such as the finite element based Euler/Navier-Stokes solver. In multiscale material design [4, 5] , models based on direct numerical simulations become prohibitively expensive due to the vast scale difference among the lowest (atomic) to the highest (macroscopic) scale. While model reduction approaches are available, there is a need for variable fidelity methods that provide seamless integration between high and low fidelity simulations. A critical issue in variable fidelity optimization is to effectively use limited HF simulations to improve the predictions and optimization solutions from using LF models.
In the conventional surrogate model based optimization, a surrogate model (also called metamodel) is built based purely on the HF simulations, then followed by optimization using the surrogate. In the context of variable fidelity optimization, the amount of HF simulation data is typically far from enough. Consequently, the optimal solution might not be trustworthy. To overcome this limitation, model management strategies, e.g., trust-region or moving limit based approaches [1] [3] , which construct an approximation to an HF model by incorporating the information from a LF model, have been developed to guarantee the local convergence with less computational expense on HF simulation. Such an approximation could be either a local approximation, e.g., Taylor series and polynomial based response surface approach, or a global approximation, e.g., Kriging modeling approach [6] . With the global approximation, all historical sampling points are used to construct the surrogate model. One advantage of the trust-region based variable fidelity optimization framework is that the convergence of a local minimum using the surrogate model is theoretically guaranteed [1] . However, the trust-region based approach may fail to find the global optimum if multiple local optimums exist.
In this work, a new variable fidelity optimization approach is proposed based on the Bayesian surrogate modeling for model fusion and the objective-oriented sequential sampling. There are two fundamental differences between our method and some traditional trust-region based methods. First, when using the trust-region based variable fidelity optimization, the optimization search is over the surrogate approximation that is constrained within a so-called trust-region, the size of which is adjusted depending upon the accuracy of the local approximation in the previous iteration. In contrast, with our approach, a global optimization is performed over the global surrogate model that is updated using new sampling points from the HF model. Second, for the trust-region based variable fidelity optimization, the sampling point is identified at the site of the optimum of the local approximation, whereas in our approach the new sampling site is identified by the objectiveoriented sampling criteria.
How to best integrate LF and HF models in constructing a surrogate model is one of the key issues in variable fidelity optimization. Bayesian style modeling approaches have been developed (e.g., Qian et al. [7] ). A similar mathematical framework has been followed to combine the results from physical and computer experiments in our earlier work on model validation [8] . We demonstrate in [9] that the combined models always have a better accuracy than using the surrogates of either computer or physical experiments alone. Similar conclusion can be derived for combining results from HF and LF simulations. Associated with surrogate model is the need for quantifying the interpolation uncertainty, also known as prediction uncertainty [10] . Interpolation uncertainty, which is used to account for the lack of data and knowledge in constructing a surrogate model, plays an important role in sequential sampling, with more details provided in the next paragraph. Extensive efforts have been made to quantify such uncertainty. Among them, the Gaussian process (GP) models (Kriging model as a special case) are widely used. Apley et al. [10] developed an analytical approach to quantifying the impact of interpolation uncertainty on a robust design objective. In our proposed approach, the constrained linear scaling method is first applied to match the LF model to the HF data, followed by using a Bayesian Gaussian process to account for the remaining discrepancy and to quantify the interpolation uncertainty.
The other important issue associated with a surrogate model based design optimization is the sequential updating of the surrogate model with additional data, or called sequential sampling. One category of existing sequential sampling techniques aims at global accuracy in a space-filling fashion, e.g., based on criteria such as the Integrated Mean-Squared Error, MaxiMin/MiniMax, and Maximum Entropy. Recent studies [11] [12] [13] [14] [15] [16] have proposed adaptive strategies based on the knowledge obtained from the preceding surrogate model. However, it is generally unaffordable to conduct enough simulation runs to cover the entire input space when simulations are expensive. A more efficient sequential sampling strategy is the so-called objective-oriented approach that brings the design objective into account. The initial utilizations of the objective-oriented approach and the concept of interpolation uncertainty could be seen in the Efficient Global Optimization (EGO) algorithm developed by Jones et al. [17] using the idea of expected improvement (EI) originally proposed by Mockus et al. [18] . Although EI was demonstrated to be well suited for the global deterministic optimization, alternative sequential sampling criteria [19] [13] were investigated and shown to have various merits in making the trade-off between optimizing a design objective and reducing the interpolation uncertainty. All of these existing objectiveoriented approaches were applied to surrogate models built only using HF simulations. In this work, we extend the same principle to surrogate models built based on both LF and HF simulations. We also investigate a new periodical switching criterion to effectively guide the sequential high-fidelity simulations tailored towards both improving a design objective as well as reducing interpolation uncertainty. Another important feature of the proposed sequential procedure is the use of the design confidence (DC) as a metric to assist designers in making the decision regarding when to terminate the sampling process so that the current optimum design can be accepted as the 'true optimal' solution with sufficient confidence.
PROPOSED METHODLOGY

The Proposed Variable Fidelity Optimization Framework
Figure 1. Proposed Variable Fidelity Optimization Framework
The proposed variable-fidelity optimization framework in this work is depicted in Figure 1 . In contrast to the classical variable fidelity optimization strategy, none of the LF and HF models is directly invoked during optimization. Instead, a model fusion technique is applied to combine information from both LF model y l (x) and HF simulations y h (x i ) (i=1,…,N) to yield a surrogate model y s (x), over which optimization is performed. The proposed model fusion approach follows a Bayesian modeling framework, in which the surrogate model is a combination of an augmented LF model with linear scaling plus a bias function that characterizes the remaining difference with the HF model. With the Bayesian approach, the uncertainty of y s (x) in predicting HF models can be quantified. As previously stated, such type of uncertainty is called the 'interpolation uncertainty' due to the lack of sufficient HF simulations. When a LF model is cheap to run, it will be directly used for model fusion without fitting a surrogate model to replace it. When a LF simulation is expensive, the surrogate of LF model (dashed line box in Figure 1 . If the design confidence meets a satisfactory level, or when the computing resource has been exhausted, the sequential sampling process is terminated. Otherwise, an objective-oriented sequential sampling procedure will be applied to pick new samples of HF simulations. In the proposed framework, only one sampling point of HF simulation is added at each iteration (or called 'stage').
Model Fusion and Quantification of Interpolation Uncertainty
The goal of model fusion is to integrate the information from both LF and HF models to build a surrogate for predicting the design behavior. Existing model fusion techniques include, but are not limited to, the difference or scaling approach [3] , the Taylor-series approach [6] , and the space mapping approach [20] , etc. Due to the lack of expensive HF simulation data in most practical problems, a Bayesian approach to model fusion and quantification of interpolation uncertainty is considered in this work. Among the existing Bayesian modeling approaches, the Gaussian process (GP) models (e.g., Kriging as a special case) have gained popularity due to their convenience and flexibility in interpolating deterministic computer data. With Gaussian process models, the mean and covariance functions are specified to reflect prior knowledge about the unknown function. The approach to combining LF and HF simulations described bellow follows the similar mathematical framework as combining computer and physical experiments in our earlier work on model validation [8] .
In this work, the mathematical relationship between the HF model y h (x) and the LF model y l (x) is represented as The scaling parameters ρ 0 and ρ 1 help bring (or 'scale') the LF model as close as possible to the HF model. The application of similar linear scaling approach could be found in previous works, e.g., [3] and [7] , even though the details of Bayesian modeling and its complexity vary. For determining the Bayesian modeling parameters, different approaches (e.g., MLE estimation [7] , Cross Validation [21] ) could be employed. In this work, 0 ρ and 1 ρ are identified by the least square (LS) method, together with bounds constrained on both 0 ρ and 1 ρ in Eq. (2):
;
where L (ρ 0 , ρ 1 ) stands for the loss function in a square sense; x i (i=1…N) are the sampling points of HF model. The bounds (l 0 , u 0 ) and (l 1 , u 1 ) posed on parameter ρ 0 and ρ 1 reflect, respectively, the prior belief of the global constant bias and multiplicative scaling between HF and LF models. Due to the use of bounds, we call our method the constrained linear scaling (CLS) approach. Note that if the bound constraints on ρ 0 and ρ 1 are both ignored, the solution to Eq. (2) will be exactly the same as that from a regular regression.
To simplify the Bayesian modeling, the scaling parameters ρ 0 and ρ 1 are assumed to be unknown but fixed in this work. This treatment is different from [7] , where a linear function ρ(x) is used for scaling instead of two constant parameters ρ 0 and ρ 1 used in our work. It is our belief that using ρ 1 will help better preserve the 'profile' of a LF model and the term ρ 0 will help satisfy the assumption of 'zero-mean' prior associated with the bias function δ(·), especially if a global bias exist between LF and HF models.
The bias function δ(·) accounts for the remaining discrepancy between the HF simulation data and the scaled LF model. For modeling the bias function, it is assumed that δ(·) follows a Gaussian process (GP) with mean function ( ) T β F x , and a covariance function C(σ, θ), where σ and θ denote the variance and correlation parameters, respectively. The sampling points for δ(·) are evaluated by
(3) It is observed that when data are far from sufficient to explore the behavior of the true HF model performance, a common Kriging approach [11] [7] would typically underestimate the true interpolation uncertainty [22] , because all Gaussian process parameters (β, σ 2 , θ) are treated as unknown but fixed and are determined through methods like the maximum likelihood estimation (MLE) [23] and the cross validation (CV) [21] . With the Bayesian approach, the prior knowledge of the unknown bias function δ(·) can be expressed through the prior distribution of (β, σ 2 , θ). The posterior distributions of these parameters are quantified and propagated through the predictor. In this work, a semi-Bayesian analysis is implemented while treating the correlation parameters θ unknown but fixed. With such a treatment, by imposing appropriate priors, we can derive the close forms of the posterior process of the Gaussian process model [8] . The hierarchical Bayesian modeling approach [24] [25] is followed to choose the prior distributions of σ 2 and β, for example, 
where Var [·] and Cov[·,·] denote the variance and covariance, respectively. The mathematical close forms of the mean, variance, and covariance of the posterior process δ(·) are not provided here but can be found in [8] .
Objective-Oriented Sequential Sampling
Sequential sampling is one critical step in the variable fidelity optimization framework. Design decisions made via the predictor (mean) of the Bayesian surrogate model can be improved by reducing the interpolation uncertainty through the inclusion of more data. The concept of Expected Improvement (EI) was first applied in the Efficient Global Optimization (EGO) algorithm proposed by Jones et al. [17] . The algorithm selects the next sampling site to maximize the expected improvement of a design objective function with respect to the interpolation uncertainty. The EI function is formulated as According to the study done in Sasena [19] and Sekishiro et al. [27] , although the EI method is intended to balance between the local search and the global search, it may not converge in some cases. Sometimes, it is difficult to optimize the EI function because it may show extremely 'bumpy' behavior at existing sampling points and extremely 'flat' (close to zero) behavior in regions that are largely inferior to the optimum.
In this work, we examine the use of the Statistical Lower Bounding (SLB) criterion [26, 28] , which has the following form: Minimize
and k is a user-defined parameter. A larger k value implies the emphasis on reducing interpolation uncertainty or the need for global search. The SLB criterion is easier to be controlled and interpreted than the EI criterion. By assigning k =0 and k = +∞ , respectively, we get two extreme values of the SLB criterion: Maximizing
'Max Var' focuses on the aspect of exploring regions with large interpolation uncertainty; 'Min Mean' focuses on the aspect of locating local optima. In the work of Sasena [19] , it was proposed to alternate the two criteria under a subjective guideline. In the method described by Sekishiro et al. [27] , two samples, one based on 'Max Var' and the other on 'Min Mean', are used at each stage. One possible drawback common to these strategies is that consecutive sampling points may pile up at extremes, causing ill-conditioning when calculating the inverse of the covariance matrix used in Gaussian process modeling.
To overcome these difficulties, we propose a periodical switching criteria (PSC) strategy as depicted in Figure 2 . The sequence of the periodical alternation of criteria begins with an extreme global search 'Max Var', and ends up with an extreme local search 'Min Mean', while using in-between three compromising searches, i.e., 'Min SLB' with k=5.0, 3.0, and 1.0. By applying the compromise strategy with 'Min SLB' in the middle, sampling points are far less likely to cluster around the local minimum. This strategy is applied repeatedly throughout the whole sequential sampling procedure. Our proposed strategy is good at exploring both the local and global regions in a systematic manner, as demonstrated through examples in later sections. Figure 2 . The proposed periodical switching criteria (PSC) strategy
Design Confidence and Stopping Criteria
Design confidence (DC), proposed in Chen et al. [8] for model validation, is defined as a probabilistic measure [29] of a chosen optimal design being better than other design choices with the consideration of model uncertainty. In the proposed variable fidelity optimization framework, design confidence ( *) DC x is defined as the probability of whether an optimal design x* is the true optimum, in comparison with all designs outside the indifferentiable region X 0 , considering the interpolation uncertainty of using a surrogate model ( ) 
and variance x is calculated from Eqs. (14) and (15) . Note that * ( ) Z x x has zero mean and zero variance at x*. 
Note that X 0 may include not only the close neighborhood of x*, but also regions not adjacent to x*. The evaluation of Eq. (12) requires the search of the most competing design w.r.t. the optimal design x*, called the most competing (MC) point x mc , by minimizing the probability P and treating the indifferentiable region X 0 as the constraint. The obtained x mc is then used to calculate the design confidence of x* through
For sequential sampling in global optimization, the commonly used stopping criteria are based on the convergence behavior in either design space of x, or performance space of y [3] [27] . Although generally applicable, none of them provide probabilistic measure regarding the validity of an optimal design considering model uncertainty. In this work, we view the sequential sampling as a process of reducing the interpolation uncertainty of surrogate models, as well as improving the confidence in accepting a design solution. We propose to use the stopping criterion based on the design confidence values of any two consecutive stages. If any two consecutive design confidences DC(x*) meet (is higher than) a desired confidence level (e.g., 90%, 95%) prescribed by designers, the sequential sampling process can then be terminated. Often times, once resources (time and cost, etc) are exhausted, designers would have to accept the current best design. With the information of design confidence, designers are aware of the validity, or goodness, of the achieved design to decide if the design is acceptable or not.
NUMERICAL EXAMPLES
Example 1: Single Dimensional Problem
A single dimensional problem is first studied, with HF and LF models being artificially created for the illustrative purpose (see Appendix for the mathematical equations). At the initial stage (Stage 0), 3 uniform HF sampling points in region [0 1] are generated. Figure 5 shows the plots of the true HF model, the LF model, the scaled LF model, and the 3 HF sampling points (dark solid circles). Note there are two local minima of the HF model, and the LF model only roughly captures the general trend of the HF model but provides a poor approximation. It is noted that the optimal design (x* LF = 0.9150, marked with *) obtained from the LF model is a sub-optimal solution, located in an area that is quite far from the true optimum (x* HF = 0.2307, marked with star) obtained from the HF model. After scaling, the scaled LF model are pulled close to the 3 HF data points, with the scaling parameters estimated as Different from using a single fidelity model, in variable fidelity optimization, very few data from HF simulations are available, thus LF model may be used to capture the global trend of a HF model. We note in Figure 5 that the scaled LF model is fairly close to the HF model. The trend information provided by the scaled LF model is integrated into the Bayesian surrogate model to enhance the accuracy of prediction.
From Stages 1 to 5, additional 5 sampling points are sequentially collected following the PSC strategy we proposed in Section 2.3. Using the Bayesian Gaussian process modeling approach described in Section 2.2, the posterior mean and the interpolation uncertainty (95% prediction interval (PI)) of minimum region, the other four are all located around the global minimum. Therefore the created surrogate model is much more accurate in the neighborhood of the global minimum than that of the secondary local minimum. In Stages 4 and 5, the sequential sampling points are very close to the global minimum. The sequential sampling process is objectiveoriented, addressing both needs of global search and local search.
In Figure 6 , points in the local region (0.215~0.253) surrounding x* (=0.2330) is identified as indifferentiable to x* with certain design tolerance H (=0.023) and confidence 0 X C (=99%). The design point x=0.746, shown with large interpolation uncertainty, is identified as the most competing point x mc (marked with triangle). The x mc point is considered as the most competing point to x* among all design points outside the indifferentiable region X 0 because its lower bound of the prediction interval is very close to the performance at x*. 
Example 2: Two Dimensional Problem 1 (the Modified Branin Function)
In this example, the effectiveness of the proposed sequential approach is demonstrated through a modified Branin function. Optimizing the Branin function [31] is challenging because it has three global minima with exactly equal performance values. The problem has been studied in literature for various purposes. In this work we modified the original Branin function by adding an additional small 'tip' term so that it has only one global minimum, while the other two become local minima but stay competing to the global one. The modified Branin function is used as the HF model, while we hypothetically construct the LF model (see in Appendix for mathematical details). The 3-D plots of the HF and the LF models are shown in Figure 7 , and the contour plot of the HF model with the global optimal point indicated as x* HF is shown in Figure 8 , with the two local minima marked with * and the global minimum marked with a star. Note the ranges of x 1 and x 2 are normalized to 0~1.
At the initial stage (Stage 0)(see Figure 9 ), only 5 sampling points are available which are generated with the Optimal Latin-Hypercube (OLH) algorithm [32] . The contour plot of the obtained surrogate model at this stage is shown in Figure 9 . It is clear that the optimal design (x*= [0.6094, 0.3012], marked with a square) from the surrogate model is very different from the true optimal design (x* HF = [0.0970, 0.9344], marked with a star). In order to demonstrate the effectiveness of the proposed PSC strategy in the sequential sampling, we compare the result from using the EI criterion with that from the PSC strategy using the same amount of sampling data. The plots of the resulted surrogate models from EI and PSC at Stage 10 (i.e., after 10 sequential points are added) are shown in Figure 10 and Figure  11 , respectively for comparison.
In Figure 10 , where the EI is applied, it is found that the optimal design x* (marked by square) is erroneously identified at a sub-optimal region. The number marked beside each sequential point indicates the stage they belong to. It is found that the sequential points via EI criterion (marked by solid circles) fails to discover the region sufficiently before it converges to the local minimum. Similar observations about the shortcomings of the EI criterion are also made in [19] and [27] . Figure 11 , where the PSC is applied, x* (marked by square) is identified at [0.1011, 0.9156], fairly close to x* HF . From the locations of the sequential points (marked by solid circles), it is found that most of the sampling points are placed in the local region around the global minimum, while the rest of them are placed elsewhere to reduce the interpolation uncertainty of the surrogate model. It is found that at the early stages when the uncertainty of the surrogate model is large, the sampling procedure explores the model space more rather than focusing on any local promising region. After sufficient samples have been accumulated and the uncertainty of a surrogate model is reduced, more samples are used for local refinement of the global surrogate model in the region that is in favor of the design objective.
The most competing point (x mc ) w.r.t. the optimal x* obtained from the surrogate model, is marked as a triangle in both plots in Figures 10 and 11 , where the indifferentiable region X 0 is depicted by a collection of '+' markers. x mc and X 0 are determined based on the definitions given in the previous section. In essence, with the consideration of model uncertainty, the designs in the indifferentiable region are considered as equivalent to the optimal x* within certain tolerance. The design tolerance value H selected for this example is 12, which is about 3% of the range of y. Note that in Figure 10 , since the local sub-optimal regions have similar y values, the indifferentiable region X 0 w.r.t. x* are located in both the neighborhood of x* and a disjoint region centered around the other sub-optimal region extreme. In Figure 11 , since x* is already correctly identified within the true global optimal region, X 0 is a continuous region surrounding x*. The most competing point x mc w.r.t. x* is marked with a triangle in both Figures 10 and 11 . It is noted that x mc is always located outside of X 0 and represents the most competing design w.r.t x*. Based on Eqs. (17) and (18), the design confidence DC(x*) achieved using the EI criterion and our proposed PSC strategy is 87.12% and 99.99%, respectively. 13 show the history plots of the response value y* and design confidence value DC(x*) from the surrogate models at different stages. The results from using the EI criterion and the PSC strategy are compared in both figures. It is observed that the DC level consistently increases with more sample points when using the PSC strategy which yields a high DC level (close to 100%) in Stages 9 and 10, much better than that (87.4%) from the EI with the same amount of sampling points. Besides, in terms of y*, from the true y* HF indicated by the horizontal dashed line in Figure 13 , it is observed that the PSC generates a more accurate value than the EI. These facts imply that the proposed PSC strategy holds much advantage over the EI approach.
From the history plot of y* in Figure 13 , it is found that y* from both EI and PSC appears to be stabilized after a few stages. However, only examining the history of y* is not sufficient in determining if the sequential process should be terminated, because the DC level could still be low like the case with using the EI method. This implies that the use of the design confidence (DC) as a termination criterion is more effective which offers more information for design decision making than simply examining the convergence behavior of y*. To demonstrate the advantage of using sequential sampling over a one-shot (single stage) sampling, we generate the same amount of data (5+10=15 points) using the space-filling criterion (OLH) as a comparison to the sequential sampling above. Figure 14 shows the settings of the evenly-spaced 15 points and the contour plot of the surrogate model ˆ( ) s y x built using the HF data. Even though this surrogate model might be more accurate in a global sense than those built based on sequential sampling, the model fails to capture the local details of the three local minimum regions, and the optimal design x*=[1.000, 0.2103] (marked by square) is erroneously identified at the local minimum region far away from the true global minimum. It is found that DC(x*) (=72.81%) achieved by the one-shot sampling is lower than the sequential sampling by both the EI criterion and the PSC strategy.
Example 3: Engine Piston Design -An Engineering Design Example
We use the vehicle engine piston design case study previously analyzed in [33] as an illustrative engineering example. The design goal of this problem is to optimize the geometry of the engine piston to obtain the minimal piston slap noise (measured in dB). Technical background of the engine piston design problem can be found in [34] . Piston slap noise is the engine noise resulting from piston secondary motion, which can be simulated using ADAMS/Flex, a finite element based multibody dynamics code. In this study, four geometric parameters are considered as the design variables (see Table 1 ): skirt length (SL), skirt profile (SP), skirt ovality (SO), and pin offset (PO), while the performance of interest is the slap noise (SN). The HF and LF models we use are two Kriging models based on, respectively, a larger set (200) of data and a smaller set (20) Figure 15 , it is found that Setting B always achieves smaller DC values from Stage 0 to Stage 4. However, the two DC curves begin to 'merge' after Stage 4 and stay above 99% in all later stages. If we assume the desired confidence level prescribed by designers are 95% for Setting A, and 99% for Setting B, applying the DC based stopping criteria described in Section 2.4, the sequential process could be terminated at Stage 5 for Setting A and Stage 6 for Setting B after the DC values of two consecutive stages are above the specified level. This example shows that designers' preference does have an impact on the decision of whether a solution can be accepted with sufficient confidence.
Comparison of Surrogate Models from Different Model Fusion Approaches
In our proposed model fusion approach as described in Section 2.2, the constrained linear scaling (CLS) method is applied first to correct the LF model, before using a bias function that accounts for the remaining discrepancy based on Bayesian modeling. To show the effectiveness of the approach, comparative results of different approaches applied over all three examples discussed above are provided in Table 2 . The Root Mean Square Error (RMSE) is utilized as the accuracy metric: the smaller RMSE the higher accuracy. Note that all the sampling points are created in an one-shot space-filling criterion (OLH), rather than with the sequential sampling. For the same problem with the same different settings of sampling sizes, the RMSE values from three modeling approaches, namely, the 'non-fusion' approach, the 'non-scaled' approach, and the proposed CLS approach are compared. By 'nonfusion', we mean that the information from the LF model is not considered at all for constructing the surrogate model. The only difference between the 'non-scaled' approach and the 'CLS' approach is that the former does not scale LF model before applying the bias function.
In Table 2 , the best RMSE values are marked in bold. From these data, we note that the 'non-fusion' approach without exploiting the LF models always rank the worst among the three with remarkably large RMSE values, which implies that a surrogate model based on the fusion of LF and HF models is much superior over a surrogate model based on only HF model. Compared with the 'non-scaled' approaches, the CLS approach we propose also yields higher accuracy in most of comparisons. 
CONCLUSION
In this work, we propose a new variable fidelity optimization approach from the perspective of reducing the uncertainty of using surrogate models in engineering design. To effectively incorporate the information from both HF and LF models, a model fusion approach based on linear scaling and Bayesian Gaussian process modeling is proposed. It has been shown through examples that the Bayesian surrogate model obtained from the proposed model fusion approach has a better approximation accuracy compared to only using HF simulation data or combining it with the LF model without scaling. With Gaussian process modeling, interpolation uncertainty due to the lack of sufficient HF simulations can also be quantified. As a part of the variability fidelity optimization framework, an objective-oriented sequential sampling strategy is investigated. Compared with the Expected Improvement approach, the adopted periodical switching criteria (PSC) based strategy for sequential sampling achieves a better balance between optimizing the design objective and reducing the interpolation uncertainty. We also propose to use design confidence (DC), a probabilistic measure of the confidence in employing the surrogate model for making a specific design choice, as the stopping criterion for the proposed framework. This proposed approach effectively facilitates decision making in engineering design, by taking into account the uncertainty associated with the use of surrogate models. Through examples, we show that designers' preference has an impact on the decision of whether a solution can be accepted with sufficient confidence.
In this paper, we only work on examples of unconstrained optimization. The methodology could be extended to more general constrained optimization problems, which would be one future research topic. Another potential application of the proposed framework is to extend the approach to design optimization using information from both computer simulations and physical experiments, while the former and later will play the similar roles of LF model and HF data, respectively.
