Let G and H be two simple, undirected g r aphs. An e m b edding of the graph G into the graph H is an injective mapping f from the vertices of G to the vertices of H, t o gether with a mapping which assigns to each edge u v] of G a p ath between f(u) and f(v) in H.
Introduction
A parallel algorithm, or a massively parallel computer can be each modeled by a graph, in which t h e v ertices of the graph represent the processes or processing elements, and the edges represent t h e c o m m unications among processes or processors. Thus, the problem of e ciently executing a parallel algorithm A on a parallel computer M can be often reduced to the problem of mapping the graph G, representing A, on the graph H, representing M, so that the mapping satis es some prede ned constraints. This is called a graph embedding, which is de ned more precisely as follows.
Let G and H denote two simple, undirected graphs. An embedding of the graph G, called the guest graph, into the graph H, the host graph, is a mapping f from the vertices of G to the vertices of H, together with a mapping P f , which assigns to each e d g e u v] of G a path between f(u) a n d f(v) i n H.
Let < f P f > be an embedding of a graph G into a graph H. W e will consider the following parameters of an embedding.
The expansion of the embedding is the ratio of the number of vertices of H to the number of vertices of G. T h e dilation of an edge e of G is the length of the path P f (e) i n H. T h e dilation of the embedding f is the maximum of the dilations of the edges of G. The load of a vertex x of H, denoted by load(x), is the number of vertices of G that are mapped on x. The congestion of a vertex x of H, denoted by cong v (x), is the number of paths of the form P f (e), where e is an edge of G, c o n taining x as an internal vertex. We de ne the total congestion of a vertex x to be equal to load(x) + cong v (x). The congestion of an edge e of H is the number of edges of G whose paths images in H contain the edge e. The total vertex-congestion, load, o f t h e e m bedding is the maximum of the total congestions, loads, respectively among the vertices of H.
A 2-dimensional grid (also called mesh) M(r s ) is a graph whose vertex set is the set of ordered pairs on nonnegative i n tegers, f(i j) : 0 i < r 0 j < s g, i n w h i c h there is an edge between vertices (i j) a n d ( k l) i f e i t h e r ji ; kj = 1 a n d j = l, o r i = k and jj ; lj = 1 . F or any i, 0 i < r , the subset of vertices f(i j) : 0 j < s g will be called the ith row of the grid. For any j, 0 j < s , t h e jth column is similarly de ned as the set f(i j) : 0 i < r g. The extended grid EM(r s ) is the graph whose vertex set is the set of pairs on nonnegative i n tegers f(i j) : 0 i < r 0 j < s g in which there is an edge between vertices (i j) a n d ( k l) i f a n d o n l y i f ji ; kj 1 a n d jj ; lj 1 . Thus the extended grid is obtained from a 2-dimensional grid by adding diagonal edges to the nodes.
A grid M(r s ), or an extended grid EM(r s ), is called rectangular (or a rectangle) if r 6 = s. I f r = s then the grid or the extended grid is called square and we refer to r as its size.
Many of the results on the embeddings related to parallel computations deal with the problem of embedding di erent t ypes of graphs into grids and hypercubes, since they are used in several large scale parallel computers (see 9]). However, the MasPar computer ( 1] , 8]), although often cited as a computer that uses a grid interconnection network, allows each i n terior node of the grid to communicate directly with eight nodes corresponding to the neighbourhood ofa vertex in the extended grid. Thus, it is important to consider also embeddings into extended grids.
For any positive i n teger h, t h e complete binary tree of height h, denoted by T h , i s a tree having one distinguished vertex, the root, w h i c h is of degree 2. All vertices of the tree are at distance at most h from the root, any v ertex at distance j, 1 j < h is of degree 3 and the vertices at distance h, t h e leaves, are of degree 1. For a complete binary tree T h , the level i 0 i h, is de ned as the set of all vertices of T h at distance i from the root. The tree T h has h + 1 levels and level i 0 i h, contains 2 i vertices. Thus T h has 2 h+1 ; 1 v ertices.
The problem of embedding complete binary trees into grids has been studied extensively, taking into consideration the minimization of di erent e m bedding parameters.
Embeddings of a complete binary tree T 2p;1 into its optimal square grid M(2 p 2 p ) with load one were considered in several papers. An embedding with nearly optimal dilation equal to (2 p;1 ; 1)=(p ; 1) + 2 is given in 6]. The vertex-congestion of this embedding is ((2 p;1 ; 1)=(p ; 1)). Embeddings having vertex-congestion 2 are given in 12] with dilation 4 3 2 p;1 + O(1), and in 7] with dilation 2 p;1 . Embeddings of trees into grids were also studied for the purpose of VLSI layouts. A VLSI layout of a graph G (or a layout for short) is an embedding < f P f > of G into a graph H such that any v ertex of H that has been assigned a vertex of G cannot be an internal vertex of the path P f (e) for an edge e of G (i.e. the total vertex-congestion of the embedding is 1) and, furthermore, no two paths P f (e 1 ), P f (e 2 ) f o r t wo di erent edges e 1 , e 2 cross one another. VLSI layouts have been mostly considered as embeddings into grids since the technology for making VLSI circuit boards is often restricted to drawing an edge as a path in a grid.
Notice that any e m bedding into a grid with the total vertex-congestion equal to 1 is necessarily a layout.
For any t ype of embedding of a complete binary tree T h with total congestion 1 that is discussed in this paper, the expansion is increasing with h. When we s a y that the expansion of the embedding of T h is approaching c it means that the expansion is less than c for any h but is greater than c ; 0:001 for large values of h.
Since a layout of T 2p;1 into a grid requires that the dilation is (2 2p =2p), any VLSI layout must be done in a square grid that is larger than the optimal square grid M(2 p 2 p ), which has only one more vertex than required for embedding T 2p;1 10].
The well-known H-tree layout of a complete binary tree into a grid from 2] produces a V L S I l a yout into a grid, whose expansion is approaching 2. The most recent result by Ducourthial and Merigot give s a l a yout whose expansion is approaching 1.891 or 1.758, depending on the parity of the height of the tree 3].
Notice that the embeddings of complete binary trees from 5], 11] which h a ve n e a r optimal expansion are not of total congestion 1.
Embeddings of complete binary trees into extended grids have been studied only recently. These studies have been partly motivated by the associative net model proposed in 4], which is an alternative to recon gurable computer architectures. This model requires an embedding of total vertex-congestion 1 of a complete binary tree into an extended grid.
In 7], an embedding of the complete binary tree T 2p;1 into its optimal square extended grid EM(2 p 2 p ) with congestion of any edge being at most one is given. The total vertex-congestion of this embedding is greater than one. Embeddings of complete binary trees T 2p , T 2p+1 into square extended grids, with total vertex-congestion 1 and expansion approaching 1:424, 1:411 respectively, are given in 3]. These embeddings are not layouts because of the initial embeddings they are constructed from, but they can be easily made into layouts by using di erent initial embeddings given here.
Most of the constructions of embeddings mentioned above are recursive and they construct an embedding of T h+2 into a grid from four embeddings of T h into four subgrids separated by a central row and a central column, using the H-tree construction.
In this paper, we give a new method for constructing embeddings of complete binary trees into square grids and extended grids such that the total vertex-congestion is equal to one, and the expansion is minimized. Our construction is also recursive, but it uses embeddings into two rectangular grids of di erent sizes. An embedding of T h+4 into a grid is obtained by placing 16 embeddings of T h into sub-rectangles so that some free vertices remain either between the sub-rectangles or in the sub-rectangles where the sub-trees are embedded. We map the vertices of the rst four levels of T h+4 and the edges between the rst ve levels on the free vertices and the free paths.
In Section 2, we g i v e l a youts of complete binary trees T 2p and T 2p+1 into square grids with expansion approaching 1:606 and 1:511, respectively.
In Section 3, we consider embeddings of complete binary trees into extended square grids. Although the construction from Section 2 can be used to obtain layouts of T 2p and T 2p+1 into square extended grids with expansion approaching 1.253 and 1.313 respectively, we propose a di erent construction of embeddings that gives better results. We rst obtain embeddings of T 2p and T 2p+1 into square extended grids, of total vertex-congestion 1 (not a l a yout) and expansion approaching 1:208 and 1:247, respectively. We then slightly modify the construction to obtain layouts of T 2p and T 2p+1 into square extended grids with expansion approaching 1.234 and 1.284.
Embeddings into Grids
All embeddings into grids considered in this section are of total vertex-congestion 1 even if not mentioned explicitly. Since in a grid, no two paths can cross one another when the total vertex-congestion is equal to 1, all embeddings are layouts.
As mentioned in the introduction, the standard recursive w ay t o e m bed a tree into an ordinary grid or the extended grid, called the H-tree construction is as follows.
The H-tree construction
Assume we h a ve a n e m bedding of T h into M(n n) s u c h that there is a path between the image of the root and the border of the grid, consisting of vertices that are not images of vertices in T h . In VLSI applications, such a free path is usually called a channel.
Construct an embedding of T h+2 into M(2n + 1 2n + 1 ) a s f o l l o ws.
1. Divide M(2n+1 2n+1)into four subgrids M(n n) separated by the middle row and middle column. Put an embedding of T h into each of the four subgrids in such a w ay that the channels go from the root images to the middle row o f M(2n + 1 2n + 1 ) .
2. The root of T h+2 is mapped on the intersection of the free middle row and column and its two neighbours are mapped on the intersection of the middle row with the columns that contain the free channels.
3. The images of the rst two l e v els of edges of the embedded tree are paths using the channels in the subgrids and the segments of the middle row to the image of the root of T h+2 . These paths form the H-pattern.
The constructed embedding contains a channel between the image of the root of T h+2 and the border of M(2n+1 2n+1), consisting of a half of the middle column. Thus, starting with an embedding of T h 0 into M(a a) containing a suitable channel, we can iterate the above construction k times to get an embeddingof T h 0 +2k into M(2 k a+2 k ;1 2 k a+2 k ;1).
Notice that the H-tree construction uses only 50% of the added middle row and column, and the unused space accumulates as the recursion is applied. One way to limit the amount o f u n used space in the embeddings obtained with the H-tree construction is to start with embeddings of T h 0 into grids which are constructed directly for larger values of h 0 and which c o n tain little unused space. For this purpose rectangular grids can be more space e cient. The H-tree construction can be recursively applied to rectangles (see Figure 1a) and an embedding into a square can be obtained as the last step of the construction using a modi ed H-tree construction whose scheme is shown in Figure 1 b. This approach w as considered by Ducourthial and Merigot in 3], where they obtained embeddings of complete binary trees into grids and extended grids with improved expansion. Starting with an embedding of T 3 into the rectangle M(5 4) and an embedding of T 6 into M(15 13), they obtained the following theorem. Theorem 2.1 3] There exists a layout of the complete binary tree T 2p+1 into a square g r i d o f s i z e 2 p+1 + 2 p;1 + 2 p;2 ; 1 for p 2, and of T 2p into a square grid of size 2 p + 2 p;1 + 2 p;2 + 2 p;3 ; 1 for p 3.
As mentioned in the introduction, the expansion of these embeddings is approaching 1.891 for T 2p+1 and 1.758 for T 2p .
We don't see how to improve this construction in a signi cant m a n n e r i f a n e m bedding of T h+2 is constructed from four embeddings of T h . W e therefore propose constructions that obtain an embedding of T h+4 from 16 embeddings of T h . In this process, we u s e two e m beddings of T h into two rectangles having the same perimeter but di erent size. This allows a better use of the space in the construction of embeddings. The idea of our construction that we will use for both, the grids and extended grids, can be described as follows.
Consider T h+4 as a tree of root r formed by a subtree T 4 rooted at r with 16 subtrees isomorphic to T h rooted at the leaves of T 4 which are on level 4 of T h+4 . W e assume that there exist embeddings of T h into suitable rectangles with a channel between the border of a rectangle and the image of the root of the tree. A rectangular grid into which w e e m bed T h+4 is divided quite regularly into 16 subrectangles isomorphic to one of the rectangles into which w e can embed T h , with some free paths between them. The embedding of T h+4 is obtained by mapping a copy o f T h into each of the 16 subrectangles and mapping the vertices of the rst four levels of T 4 on free vertices between the subrectangles. The edges between the rst four levels are mapped on free paths between the subrectangles, and the 16 edges joining the vertices of the fourth level of T 4 to the 16 roots of the T h are mapped partially on free paths between the subrectangles and partially on the channels to the images of the roots of the T h in the subrectangles. Moreover, the mapping is done in such a w ay that there exists a channel between the image of the root of T h+4 and the border of the grid so that the construction can be used recursively.
For the grids we shall use the following construction.
Construction 1 (see Figure 2) Assume that there exist, for some integers n, m : (a) an embedding of T h into M(n m) w i t h a c hannel between the image of the root and a v ertex of a side of the grid of length n (this rectangle is represented in Figure 2 by a narrow rectangle), and (b) an embedding of T h into M(n ; 1 m+ 1 ) w i t h a c hannel between the image of the root and a vertex of a side of the grid of length n ; 1 (represented in Figure 2 by a wider rectangle).
Using the scheme of Figure 2 we o b t a i n a n e m bedding of T h+4 into M(4n 4m + 4) with a c hannel between the image of the root and a vertex of a side of length 4n, and an embedding of T h+4 into M(4n ; 1 4m + 5) with a channel between the image of the root and a vertex of a side of the grid of length 4n;1. The channels are indicated by a dashed line.
Notice that the embeddings obtained by Construction 1 satisfy the assumptions of the construction. Thus, the construction can be iterated, which g i v es the following lemma. Proof. Using the hypothesis of the lemma we can apply Construction 1 with h = h 0 , n = a and m = b to obtain embeddings of T h 0 +4 into M(4a 4b+4 )a n dM(4a;1 4b+5 ) containing the channels between the images of the roots and sides of size 4a and 4a ; 1, respectively, needed for Construction 1. The second application of the construction with h = h 0 + 4 , n = 4 a and m = 4 b + 4 gets embeddings of T h 0 +8 into M(4 2 a 4 2 b+4 4+4)andM(4 2 a;1 4 2 b+4 4+5) containing the channels needed to apply again Construction 1.
By iterating the process k times we get an embedding of T h 0 +4k into M(4 k a 4 k b+4 k +4 k;1 + +4 2 +4) = M(4 k a 4 k b+ 4 3 (4 k ;1)) = M(2 2k a 2 2k b+ 4 3 (2 2k ;1)). This embedding contains a channel between the image of the root and a side of the grid.
2
Given embeddings into rectangular grids from the previous lemma, we can obtain embeddings into square grids. Proof. From an embedding of a tree T h into a rectangle M(n m), where n m + 1 ,
we construct an embedding of T h+2 into a square grid of size n + m + 1 b y the modi ed H-tree construction as in 3] (see the scheme of Figure 1b) . Also, from an embedding of a tree T h into a rectangle M(n m), we construct an embedding of T h+2 into a rectangular grid M(2n + 1 2m + 1), and then by the modi ed H-tree construction an embedding of T h+4 into a square grid of size 2n + 2 m + 3 . Thus, from the embedding of T h 0 +4k into a rectangle obtained by the previous lemma, we get the embedding of T h 0 +4k+2 into a square grid of size 2 2k (a + b) + 1 3 (2 2k+2 ; 1)) and of T h 0 +4k+4 into a square grid of size 2 2k+1 (a + b) + 1 3 (2 2k+3 + 1). By substituting p 0 for 2k + 1 in the rst case and 2k + 2 in the second case we obtain the statement o f t h e lemma. Proof. There is a layout of T 4 into M (8 5) and M(7 6) satisfying the assumption of Construction 1 (see Figure 3) . Thus, using Lemma 2.3 with h 0 = 4 a n d a + b = 13, we obtain an embedding of T 4+2p 0 into a square grid of size There exists a layout of T 3 into M(5 4) with a channel that leads to the corner of the grid (see Figure 3) . Thus we h a ve e m beddings into M(5 4) and M(4 5) satisfying the assumption of Construction 1 and we can use them to obtain an embedding of T 7 into M(20 20) and M(19 21). However, because the embedding of T 3 into M(5 4) has a c hannel to the corner, we do not need to have t h e t wo columns that are used in the scheme to connect embeddings having a channel to the side of the grid only. T h us, we can reduce the size of the grids into which w e e m bed T 7 . W e therefore have e m beddings of T 7 into M(20 18) (see Figure 3) 
Embeddings into Extended Grids
All embeddings into extended grids considered in this section will be of total vertexcongestion 1 even if not mentioned explicitly. Using recursively the H-tree construction for rectangular extended grids and obtaining an embedding into a square extended grid in the last step, Ducourthial and Merigot obtained embeddings of complete binary trees into square extended grids with total vertexcongestion 1. They started the constructions with an embedding of T 5 into the extended rectangle EM (10 7) and an embedding of T 6 into EM (17 8) The embeddings from Theorem 3.1 are not layouts because the embeddings of T 5 and T 6 used when starting the recursive constructions are not layouts, but layouts of the same expansion can be obtained by using instead the embeddings of T 5 and T 6 from Figure 5 .
Clearly, Construction 1 from the previous section can be also used to obtain layouts of complete binary trees into extended grids. Using either the embeddings of T 5 into EM (11 6) and EM(10 7) or of T 6 into EM(13 11) and EM(12 12) from Figure 5 to start the recursive construction, we obtain the next theorem. Theorem 3.2 There exists a layout of the complete binary tree T 2p+1 into a square extended grid of size 2 p+1 + 2 p;2 + 2 p;3 +(;1) p mod2 3 for p 3, and of T 2p into a square extended g r i d o f s i z e 2 p + 2 p;1 + 2 p;2 +(;1) p mod2 2 and Construction 3. Our embeddings are obtained recursively by alternating the use of these two constructions. It should be noted that these embeddings are not layouts, although they are of total vertex-congestion 1.
Construction 2 (see Figure 4a) Assume that there exist, for some n > m : (a) an embedding of T h into EM(n m) with a channel between the image of the root and a longer side of the grid (represented in Figure 4a by a rectangle), and (b) an embedding of T h into EM(n ; 1 m + 1 ) w i t h a c hannel between the image of the root and a vertex of a longer side of the grid and from that vertex along the border to the corner of the grid in the same side at distance equal to at least (n;1)=2. (It is represented in Figure 4a by a rectangle with a cut-o corner, the cut-o indicates the location of the free channel on the border)
Using the scheme of Figure 4a we o b t a i n a n e m bedding of T h+4 into EM(4n 4m + 3 ) with a channel between the image of the root and a vertex of a longer side of the grid at distance n from a corner c (on the same side), and from that vertex along the border to the corner c. W e also obtain an embedding of T h+4 into EM(4n ; 1 4m + 3) with a channel between the image of the root and a vertex of a longer side of the grid at distance n ; 1 from a corner on the same side. The channels are indicated by a dashed line. Figure 4b) Assume that there exist, for some N M : (a) an embedding of T h into EM(N M) w i t h a c hannel between the image of the root a n d a v ertex of a longer side of the grid at distance equal to at least N 4 from a corner c and from that vertex along the border to the corner c (it is represented in Figure 4b by a rectangle with a cut-o corner, the cut-o indicates the location of the free channel on the border). (b) an embedding of T h into EM(N ; 1 M ) w i t h a c hannel between the image of the root and a vertex of a longer side of the grid, at distance equal to at most N 4 from a corner of the same side.
Construction 3 (see
Using the scheme of Figure 4b we obtain an embedding of T h+4 into EM(4N 4M + 1 ) with a channel between the image of the root and a longer side of the grid. We also obtain an embedding of T h+4 into EM(4N ; 1 4M + 2 )w i t hac hannel between the image of the root and a vertex of a longer side of the grid and from that point along the border to the corner of the grid on the same side at distance 2N. Proof. From an embedding of a tree T h into a rectangle EM(n m), n m+1, containing a c hannel between the image of the root and a longer side of the rectangle, we construct an embedding of T h+2 into a square grid of side n + m + 1 as in 3] following the scheme of Figure 6a . Note that this embedding has a channel between the image of the root and a side of the grid. Thus, from the embeddings of Lemma 3.3 , we get the given embeddings of T h 0 +8k+2 and T h 0 +8k+6 into square extended grids of size 2 4k (a + b) + 13 15 (2 4k ; 1) and 2 4k+2 (a + b) + 13 15 (2 4k+2 ; 4) + 3 respectively, w i t h a c hannel between the image of the root and a side of the square. Substituting p 0 for 4k + 1 a n d 4 k + 3 respectively we get part of the result.
Since the H-tree construction for square grids obtains an embedding of T h+2 into EM(2N + 1 2N + 1 ) b y putting together four embeddings of a tree T h into a square grid EM(N N) , w e use it to get the embeddings of T h 0 +8k+4 and T h 0 +8k+8 from the embeddings of T h 0 +8k+2 and T h 0 +8k+6 . N o t e h o wever that using the embedding of T h 0 +8k into rectangles EM(n ; 1 m + 1 ) w i t h a c hannel between the image of the root and the corner of the grid (as explained earlier) allows us to get an embedding of T h 0 +8k+2 into a square grid of size n + m since in that case no additional row or column is needed for the construction (see the scheme in Figure 6b ).
2
Using direct constructions (see Figure 5 ), we h a ve (1) an embedding of T 5 into EM (11 6) with a channel between the image of the root of T 5 and a side of size 11 and an embedding into EM(10 7) with a channel to a corner along a side of size 10 containing at least 5 vertices, (2) an embedding of T 6 into EM(13 11) and into EM(12 12), having again channels to the images of the root of T 6 needed for Construction 2. It has been mentioned above t h a t t h e e m beddings obtained using Constructions 2 and 3 are not layouts because Construction 2 does not give a l a yout. However, by allowing one more column in the grid, a slightly modi ed Construction 2 gives from the same embeddings of T h , l a youts of T h+2 into EM(4n 4m+4 )a n dEM(4n 4m+4) with the appropriate channels that allow an application of Construction 3. The recursive construction then gives the following result. Proof. Similar to the proof of the results in Theorems 3.6, 3.5 and therefore it is omitted.
Thus, the expansion of these layouts is better than that of the layouts of Theorem 3.2.
Conclusion
In this paper we h a ve presented a new scheme for constructing layouts or embeddings with total vertex-congestion 1 of complete binary trees into square grids and extended grids. In general, when a recursive construction of embeddings is used, one can improve the expansion of embeddings either by using better embeddings for starting the recursive process, or by using a better embedding scheme. The starting embeddings used to obtain our results are either the same or having the same expansion as those used in 3]. Thus, the improved expansion of embeddings of Theorems 2.4, 3.5 is due to our embedding scheme, which obtains an embedding by combining 16 embeddings of subtrees into rectangular grids or extended grids. Further improvements of the results can be obtained by using as starting element of the recursive process embeddings of binary trees of larger height than those we u s e . 
