Providing useful tools for computer users with a wide range of experience, problems, skills, and expectations is a challenge to scientific competence, engineering ingenuity, and artistic elegance. System developers are increasingly aware that ad hoc design processes, based on intuition and limited experience, may have been adequate for early programming languages and applications but are insufficient for interactive systems which will be used by millions of diverse people. Regular users quickly pass through the gadget fascination stage and become demanding users who expect the system to help them in performance of their work. Clearly, therefore, interactive computer-based consumer products for home, personal, or office applications require increasing levels of design effort. Unfortunately, it is not possible to offer an algorithm for optimal or even satisfactory design. Interactive system designers, like architects or industrial designers, seek a workable compromise between conflicting design goals. Systems should be simple but powerful, easy to learn but appealing to experienced users, and facilitate error handling but allow freedom of expression. All of this should be accomplished in the shortest possible development time, costs should be kept low, and future modification should be simple. Finding a smooth path through these conflicting goals is a challenge.
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Henry Dreyfuss,' a leading industrial designer responsible for plane, train, and boat interiors as well as dozens of familiar consumer items, provides useful guidance. He devotes a full chapter to the experience of designing the 500-Type Telephone, the standard rotary dial desk model. Measurements of 2000 human faces were used to determine the spacing between the mouth and ear pieces. After consultation with Bell System engineers about the layout of electronic components, 2500 sketches for possible designs were made. Numerous variations of the handgrip were considered until the familiar rounded-off rectangular cross section was adopted. Variations on dial and faceplate were tested until a 4¼/4-inch diameter faceplate was selected to replace the older 3-inch version. Placement of the letters and numbers was studied, the angle of the dial was adjusted to reduce glare, and the cradle was modified to minimize the receiver-off-the-hook problem. Accurate layout drawings were made for all the variations, and finally clay and plaster models were built to compare the leading designs. Then testing began. This process contrasts sharply with most interactive system development experiences where designs are hastily proposed and evaluated informally. Alternative command structures, error handling procedures, or screen formats rarely get implemented for pilot testing purposes. Dreyfuss spends another entire chapter emphasizing the importance of testing. Tests and pilot studies should be more than the informal, biased opinion of a colleague. A pilot test should involve actual users for sufficient time periods to get past initial learning problems and novelty. Conflicting designs should be evaluated in carefully controlled experimental conditions. Though experiments provide no guarantee of quality, they are far better than informal guesswork. The process of developing an experimental comparison can itself be productive, often providing worthwhile insights. Statistical performance data and informal subjective commentary from participants can be valuable in fine-tuning proposed procedures. Experimental research can lead to fundamental insights which transcend specific systems. Nickerson,2 Bennett, 3 Martin,4 and Miller and Thomas5 provide broadranging reviews of issues and references for designers and researchers of interactive systems. Shneiderman6 covers related work in data-base facilities, and other articles in this issue focus on programming language usage.
Goals for interactive system designers
The diversity of situations in which interactive systems may be used makes it difficult to prescribe a universal set of goals. The attempts of several system designers to define goals are shown in Figures 1 through 8.
Foley and Wallace15 make their recommendations by enumerating five problem areas: boredom (im- proper pacing), panic (unexpectedly long delays), frustration (inability to convey intentions or inflexible and unforgiving system), confusion (excessive detail or lack of structure), and discomfort (inappropriate physical environment).
The best detailed guide for design of interactive display systems was developed by Engel and Granda. 16 In designing a system for novices, every attempt should be made to make the user at ease, without being patronizing or too obvious. A message telling users not to be nervous is a bad idea. Users will feel best if the instructions are lucid, in familiar terms, and easy to follow. They should be given simple tasks and gain the confidence that comes with successful use of any tool or machine. Diagnostic messages should be understandable, nonthreatening, and lowkey. If the imput is incorrect, avoid blaring phrases such as "ERROR 435-NUMBERS ARE ILLE-GAL" and merely state what is necessary to make things right-e.g., "MONTHS ARE ENTERED BY NAME." Try to avoid meaningless,~condemning December 1979 Simple: project a "natural, '' uncomplicated Gaines and Facey emphasize the importance of the user being in control of the terminal, the pace of the interaction, the tutorial aids, and the execution process. messages such as "SYNTAX ERROR" and give helpful, informative statements such as "UN-MATCHED RIGHT PARENTHESIS." Constructive messages and positive reinforcement produce faster learning and increase user acceptance.
Control
A driving force in human behavior is the desire to control. Some individuals have powerful needs to attain and maintain control of their total environment; others are less strongly motivated in this direction and are more accepting of their fate. With respect to using computers, the desire for control apparently increases with experience. Novice terminal users and children are perfectly willing to foliow the computer's instructions and accept the computer as the controlling agent in the interaction. With experience and maturity, users resent the computer's dominance and prefer to use the computer as a tool. These users perceive the computer as merely an aid in accomplishing their own job or personal objectives and resent messages which suggest that the computer is in charge.
The Library of Congress recognized this distinction in changing the prompting message from the authoritarian "ENTER NEXT COMMAND" to the servile "READY FOR NEXT COMMAND." A large bank offers a banking terminal which displays the message "HOW CAN I HELP YOU?" Thisis appealing at first glance, but after some use, this come-on becomes annoying. The illusion that the machine is just like a human teller is perceived as a deception and the user begins to wonder about other ways in which the bank has been deceptive. The attempt to dominate the interaction, by implying that the terminal will help the user by emphasizing the "I," violates common rules of courtesy. If a starting message is used at all, it probably should focus on the customer-for example, "WHAT DO YOU NEED?" followed by a list of available operations. In any case the user should initiate the operation by hitting a button labeled "START," thus reinforcing the idea that the user is in control of the machine.
Early computer-assisted instruction systems heaped praise on the student and "wisely" guided the student through the material at a computer-selected pace,; more recent systems merely display performance scores and provide an environment where the student chooses the path and pace. Only children appreciate praise from a computer; most people achieve internal satisfaction if their performance is satisfactory. Instead of the lengthy "VERY GOOD, YOU GOT THE RIGHT ANSWER," the simple display of "+ +" signals a correct answer to a problem.
Reinforcement for these ideas comes from Jerome Ginsburg of the Equitable Life Assurance Society, who prepared an in-house set of guidelines for developing interactive applications systems. He makes the powerful claim that Nothing can contribute more to satisfactory system performance than the conviction on the part of the terminal operators that they are in control of the system and not the system in control of them. Equally, nothing can be more damaging to satisfactory system operation, regardless of how well all other aspects of the implementation have been handled, than the operator's conviction that the terminal and thus the system are in control, have "a mind of their own," or are tugging against rather than observing the operator's wishes.
Being in control is one of the satisfying components of time-sharing and of programming in general. Systems which are designed to enhance user control are preferred. One explanation of why word processing systems have come into widespread use in only the last few years is that mini and microcomputers give users a powerful feeling of being in control compared to the time-shared usage of a large machine. Files kept on floppy disks are tangible when compared to disk files on an unseen remote machine. Although micros than on larger systems, the users of minis and micros have the satisfaction of controlling their own destiny.
Closure
One of the byproducts of the limitation on human short-term memory is that there is great relief when information no longer needs to be retained. This produces a powerful desire to complete a task, reduce our memory load, and gain relief. Closure is the completion of a task leading to relief. Since terminal users strive for closure in their work, interactions should be defined in sections so completion can be attained and information released. Every time a user completes editing a line or ends an editing session with an EXIT or SAVE command, there is relief associated with completion and attaining closure.
The pressure for closure means that users, especially novices, may prefer multiple small operations to a single large operation. Not only can they monitor progress and.ensure that all is going well, but they can release the details of coping with early portions of the task. One informal study shQwed that users preferred three separate menu lists. rather than three menus on the screen at once. Although more typing and more interactions were required for the three separate menus, the users preferred doing one small thing at a time. With three menus at a time, the information about the first menu decision must be maintained until the system acknowledges or the RETURN key is hit. Similarly, word processor users may make three separate changes on adjacent words, when one large change command could have accomplished the same results with fewer keystrokes.
Response time
Most designers recognize that a simple limit on response time, the time it takes for the system to respond to a command (e.g., two seconds), is an unreasonably crude specification. Some 
is installed and the workload is light, response times are low and users are pleased. As the load increases, the response time will deteriorate to normal levels and produce dissatisfaction. By slow- ing down the system when it is first installed, the change is eliminated and users seem content. A second case occurs when the load on a time-sharing system varies substantially during the day. Users become aware of the fast and slow periods and try to cram their work into the fast periods. Although Grossberg, Wiesen, and Yntema2l studied four subjects performing 36 Gold, 24 the "user's attitude appears to be one of the variables which may influence the user's immediate behavior and usage of computer systems." Both studies agreed that some performance variations may be attributable to programmer and problem differences.
Smith25 examined the effects of conventional batch versus instant batch (less than 5 minutes). With respect to elapsed time (time from the start of a problem to its completion) and student reaction, instant surpassed conventional.
Summarizing five studies comparing on-line to offline problem solving (including the two mentioned above), Sackman26'27 stated that time-sharing had a 20-percent advantage over batch in hours used, whereas batch surpassed time-sharing with a 40-percent advantage in CPU time. In regard to cost, neither mode outperformed the other. Sackman suggested that "the comparison ... is becoming academic as the contest converges toward interactive timesharing and fast or even instant batch." These studies need to be reevaluated and redone since hardware speeds and software capabilities have changed substantially in the last decade.
As a result of experimentation with junior college students, the use of time-sharing was recommended to alleviate the high drop-out rate from the introductory computer science courses.28 The immediate feedback of time-sharing was seen as positively reinforcing. The decrease in literature comparing the two modes of program development and the increase in articles on time-sharing systems give the illusion that the controversy has ended and the superiority of on-line processing is accepted. But some managers and researchers suggest that time-sharing mode encourages hasty program development and increases the number of errors. They feel that the slower turnaround of batch processing produces more careful program design and thorough desk debugging.
In a related application of interactive systems, J. V. Hansen29 investigated performance differences for two management decision-making tasks. using time-sharing and batch approaches. Both access significantly improved the quality of the decisions. In short, the experimental results suggest that a good time-sharing system is better than a bad batch system. Correcting minor errors quickly in timesharing mode speeds productivity and reduces irritation. For more fundamental work, some programmers may abuse the rapid access of time-sharing, make hasty patches, and produce poor code.
In all the experimental results, the influence of individual differences apparently played a major role. The high variance in performance and conflicting anecdotal evidence suggests that unmeasured factors such as personality may influence preference and performance. Whether or not a programmer wants to use interactive equipment may be an important consideration. Merely because many programmers, perhaps even a majority, prefer interactive mode does not mean that all programmers should utilize that mode. Those individuals who feel more secure with a deck of keypunch cards arejust as necessary to an organization.
Many variables enter into a programmer's preference for a particular computer communication alternative. In an effort to identify specific personality traits influencing preference, Lee and Shneiderman30 studied locus of control and assertiveness.
Locus of control focuses on the perception individuals have of their influence over events. Internally controlled individuals perceive an event as contingent upon their own action, whereas externally controlled people perceive a reinforcement for an action as being more a result of luck, chance, or fate; under the control of other powerful people; or unpredictable.
Assertive behavior "allows an individual expression in a manner that fully communicates his personal desires without infringing upon the right of others."31 Assertive individuals can state their feelings; nonassertive people have difficulty doing so. Many programmers learned use of keypunch equipment before being introduced to time-sharing. It would be less anxiety provoking for them to remain with a mode of program entry which is familiar-i.e., keypunch-than to attempt on-line communication with its many problems-e.g., signing on or possible loss of an editing session. It seems that individuals who view themselves as more effective and powerful, or internally controlled, would master on-line interaction with the computer, while those who see themselves as less powerful and not very independent or effective, or externally controlled, would continue to process by batch.
Likewise, more assertive programmers would not let the intimidating terminal inhibit them from learning and using interactive equipment. They would be able to ask for help when needed, thus promoting their learning process. The nonassertive individual might look for a means ofprogram entry which allows least contact with others, including avoidance of equipment which could require a great deal of help and guidance during the familiarization stage. Weinberg32 conjectures that "humble programmers perform better in batch environments and assertive ones will be more likely to shine on-line."
Subjects for our exploratory study were programmers from a Control Data Corporation installation, which allows the choice of either card or terminal entry. Three questionnaires, one to measure locus of control, one to ascertain assertiveness, and another to determine on-line or off-line preference were distributed via interoffice mail.
When the 18 responses were grouped by preference scores (Table 3) , the batch group did not differ significantly from the interactive group on either personality dimension: locus of control or assertlveness. However, when the sample was grouped by internal locus/high assertive and external locus/low assertive (Table 4) , there was a significant difference in mean preference scores. Confirming studies need to be carried out with more subjects in a wide variety of programming environments.
Although our findings in this exploratory study showed mixed results, the import lies in the attempt to identify variables entering into a programmer's preference for either batch or time-sharing. If programmers are allowed to use the mode they prefer, their performance and job attitude could improve. If Card, Moran, and Newell35 use data from 28 subjects, on 10 systems, and over 14 task types to support the keystroke model of editor usage, suggesting that task performance time can be predicted from a unit task analysis and the number of keystrokes required. This model has strict requirements: "The user must be an expert; the task must be a routine unit task; the method must be specified in detail; and the performance must be error-free. " The timing data from a variety of users and systems reveals important differences, such as the speed advantage of display editors over line editors (about twice as fast). The timing data from Card33 demonstrates the clear speed and accuracy advantages of a mouse for selecting text, when compared with a joystick, step keys, or text keys.
Error handling
The error-checking and handling components of an on-line system may occupy the majority of the programming effort. Well-designed diagnostic facilities and error messages can make a system appealing. When user entries do not conform to expectations, diagnostic messages should guide the user in entering correct commands. Messages should be brief, without negative tones, and should be constructive.
Avoid ringing bells and bold messages which may embarrass the user. Instead of meaningless messages like "ILLEGAL SYNTAX," try to indicate where the error occurred and what may be done to set it right. If possible, allow users to modify the incorrect command rather than forcing complete reentry. Command and programming languages should be designed so that a common error will not be interpreted as a valid command.
Error messages should be included in the system documentation, so that users know what to expect and so that designers cannot hide sloppy work in the system code.
The system should permit easy monitoring of error patterns so that system design can be modified in response to frequent errors. Simple tallies of error occurrences may suggest modifications of error messages, changes to command languages, or improved training procedures.
An intriguing issue in error handling is whether the error message should be issued immediately or when the end-of-line code (usually ENTER or RETURN key) is hit. A nicely designed study37 suggests that human performance improves if errors are issued immediately and that the disruption of user, thought processes by immediate interruption is not a serious impediment. Seventy undergraduate subjects in this experiment had to list 25 of'the 50 states in the USA and list 20 permutations of "abcde" such that "c" occurs somewhere before the "d. " The results of the permutation task strongly favor immediate interruption, but the results of the states task were mixed (Table 5) . A powerful advantage of immediate interruption is that changes can be made simply by replacing the incorrect character.
A central problem in handling errors is providing the user with the right kind of information. Experienced frequent users need only an indication that an error has occurred, such as a locked keyboard, a light, or a special character. As soon as the error has been brought to their attention, they will probably recognize it and be prepared to make an immediate correction. Typical users familiar with the operations or semantics of the domain merely require a brief note to remind them of proper syntax or list of available options. Novice users whose semantic knowledge is shallow need more than prompting on syntax; they need explanations of possible commands and the required syntax. Since even experts may forget or be novices with respect to some portions of a system, a simple scheme based on recording user experience levels is unworkable. Probably the best approach is to give control to the user and provide options-maybe "?"for a brief prompt about syntax, a second"?" for Table 5 .
Average performance results to error correction styles (Segal, 1975 This question mark scheme is a simple approach to what are generally referred to as "HELP" systems. Typing "HELP" or merely "H" the user can get some information; "HELP FILES," " HELP EDIT," "HELP FORTRAN," etc., may invoke more extensive topic-oriented HELP facilities. "HELP HELP" should provide information about available facilities. The PLATO instructional system offers a special HELP key which offers appropriate guidance for the material currently on the screen.
Practitioner's summary Do not violate the bounds of human performance imposed by limited short-term memory capacity. Design interactions in a modular fashion so that closure can be obtained providing satisfaction and relief for users. Be sensitive to user anxiety and desire for control. Provide novice users with the satisfaction of accomplishment and a sense of mastery, but avoid patronizing comments. Consider response time'requirements as part of the design, not as an uncontrollable aspect of system performance.
Respect user preferences in choice of batch or interactive program development. Accept the personality and cognitive style differences among individuals and do not attempt to make everyone behave as you do.
Devote substantial energy to error design. Make messages constructive and give guidance for using the system in a courteous nonthreatening way. Prepare all messages as part of the system design and make them available in user manuals. Give users control over what kind of and how much information they wish at every point in the interaction. Do not require them to identify themselves at the start as novices. HELP facilities should be available for every command.
Respect and nurture the user community. Listen to their gripes with sympathy and be willing to modify your system to accommodate their requests. Remember, the goal is not to create a computerized system, but to serve the user.
