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Abstract 
This article deals with the application of classical decision tree ID3 of the data mining in a certain site data. It 
constitutes a decision tree based on information gain and thus produces some useful purchasing behavior rules. It also 
proves that the decision tree has a wide applicable future in the sale field on site. 
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1   Introduction 
With the development of Internet applications, e-commerce is widely used. It has been one of the most 
basic services on Internet. Users can conduct commodity trading through the site safely, conveniently and 
fast. CurrentlyˈOnline sales business rely on buyers to browse the goods on the site, or through some 
websites advertising to increase sales. But it can not accurately correspond to the target groups for sales, 
resulting in sales of bottlenecks. This paper takes the most popular website as an example of actual sales 
data. Using data mining decision tree classification method, used by Quinlan Proposed the most 
influential decision tree generation algorithm ID3 [1], the potential buyers can be found from the 
purchase records for individual mining generated rule base for promotional or paid targeted advertising of 
the  merchants. 
2   decision tree algorithm [3]   
ID3 decision tree algorithm is a classic algorithm; it started from the root node. Root node is one of the 
best attributes. Then the property values are generated corresponding to each branch. Each branch has 
generated new node. For the best attributes of the selection criteria, ID3 using entropy-based definition of 
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information gain to select the test attribute within the node. Entropy characterizes the purity of any 
sample set. 
Suppose S is a set s of data samples. Assume that class label attribute has m different values, definition 
of m different classes’ Ci (i=1…m). Set Si is the number of samples in class Ci. Equation (1) is on a 
given sample classification to the expectations of the information. 
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Where Pi is the probability of any sample belonging to Ci, with si /s estimated. 
Set attribute A has v different values {a1, a2,… , av}.A property can be divided into v subsets 
S{S1,S2,…,Sv}˗Where, Sj contains a number of S in this sample, They have a value of aj in A. If selected 
as test attribute A, These subsets correspond to the set S contains nodes from the growth of branching out. 
Sj assumption Sij is a subset of the samples of class Ci. According to the A divided into subsets of entropy 
or expected information is given by Equation (2):  
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Item (s1j+..+smj)/s sub-set as the right of first j, and is equal to the number of subset of the sample 
divided by the total number of S in the sample. Equation (3) is a given subset of Sj.
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Where pij=sij / |sj| is a sample of Sj in the probability of belonging to class Ci.
Equation (4) is a branch will be in the encoding information 
              
     AEsssIAGain m  ,..., 21 .                     (4) 
In other words, Gain (A) is due to the value of that property a result of the expectations of the entropy 
of compression. 
From this, the smaller the entropy value, the lower the correlation, a subset of the division of the 
higher purity, the higher the corresponding information gain. Therefore, the test attribute decision tree 
selected for the properties with the highest information gain. It creates a node and to mark the property, 
each value of the property to create branch And accordingly divided the sample. 
3   Application of Decision Tree Algorithm 
Take the following real data for the study of a Web site content, randomly selected from zhejiang 
Province in October 2009 registered users in 3129 User information as a training set of data per group 
were analyzed. The classification of properties, including user location, Registration time, last login time, 
last month, buyer credit,etc.Decision attribute for the user is to buy 100 mobile phone recharge cards. 
(See Table. 1). 
Table 1 some sample data 
no location registered_date last_login 
last_m
onth_cr
edit 
last_six_
months_
credit 
Class:last_
week_
credit 
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1 Hangzhou March,2008 June,2010 6 29 no 
2  March,2010 May, 2010 2 5 no 
3 Ningbo Nov,2008 June, 2010 1 2 no 
4 Huzhou Feb,2009 June, 2010 1 2 no 
5 Ningbo Sept,2009 May, 2010 1 1 no 
6 Jinhua Feb,2010 June, 2010 2 2 yes 
7 Ningbo March, 2009 June, 2010 1 3 no 
8 Hangzhou Feb,2008 June, 2010 1 4 no 
9 Hangzhou Nov, 2009 June, 2010 3 25 yes 
… … … … … … … 
3.1 Data Preprocessing 
As the quality of the mining data mining is the key to success, it is the so-called "garbage in, garbage 
out"[3]. Data pre-processing will determine the effects of mining. Specifically: Data clean-up using the 
noise smoothing processing, vacancies in the value of using statistical processing, If users choose the 
most common areas located in hang Zhou or ningbo; correlation analysis to deal with irrelevant attributes. 
If the selling price of the transaction information, transaction delivery time, transaction logistics choices; 
complete the transformation to a higher level attribute generalization, and completed the standardization 
of data, such as range of purchaser credit. 
3.2 Decision Tree Construction 
Construction of the decision tree is to use a maximum entropy-based information gain measure for the 
heuristic information, Select category that best properties of the sample, in accordance with the various 
top-down recursive way to achieve break. (See Fig.2).Here is the root of each attribute calculated 
information gain: 
Gain(location)=0.0615˗
Gain (registered_date) =0.1083 
Gain (last_login) =0.1218 
Gain (last_six_months_credit) =0.2025 
Gain (last_month_credit) =0.1926 
3.3 Decision Tree Analysis 
The following correspondence rules are generated From Fig.2: 
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Fig. 2. Decision tree generated by the training set 
If  last_six_months_credit = then buy = n 
If last_six_months_credit=7- and last_login = 2010.6 and location = ningbo then buy = y   ······ 
According to the rules, it is not difficult to find if the user in the past six months to buy the very few, 
so does the possibility of buying this week; But it can also be found in the past six months the number of 
cards to buy more than 7, and are located in Ningbo, and logged in the month, users will buy this week 
basic delta car. 
In the course of the study, only those who have the purchase records can be mined. Therefore, to avoid 
the effect of mining of those who buy their own goods and have never been interested in buying cards 
online users.  The result ignored the registration and purchase of new long intervals between the 
concerns of users, however, stability can be found in this study it is still essential for the business. 
4   Conclusion 
Online purchasing behavior of users should be considered from different perspectives; we mined only 
from these aspects, such as the external environment and the user's purchasing behavior relationship. 
Since many users do not fill the full information on the Internet, do not fill the real information, the 
mining results are not satisfactory. With the data obtained from many fields, data mining tools can 
uncover more useful rules that are easy to understand. And it has a high accurate classification of rules for 
the production of practical service. Therefore, decision tree data mining technology in online sales has a 
very wide application; it is Worthy of further study. This article uses the ID3 algorithm and applies it to 
online users to buy data, excavating the potential purchasing power of the user, so as to site sales from 
passive to active marketing.  
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