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RIGIDITY OF BOTT-SAMELSON-DEMAZURE-HANSEN VARIETY FOR
PSp(2n,C)
B. NARASIMHA CHARY AND S. SENTHAMARAI KANNAN
ABSTRACT. Let G =PSp(2n,C)(n ≥ 3) and B be a Borel subgroup of G
containing a maximal torus T of G. Let w be an element of the Weyl
group W and X (w) be the Schubert variety in the flag variety G/B
corresponding to w . Let Z (w, i) be the Bott-Samelson-Demazure-
Hansen variety (the desingularization of X (w)) corresponding to a
reduced expression i of w .
In this article, we study the cohomology groups of the tangent
bundle on Z (w0, i ), where w0 is the longest element of the Weyl
groupW . We describe all the reduced expressions i of w0 in terms of
a Coxeter element such that all the higher cohomology groups of the
tangent bundle on Z (w0, i ) vanish (see Theorem 8.1).
1. INTRODUCTION
Let G be a simple algebraic group of adjoint type over the field C of
complex numbers. We fix a maximal torus T of G and letW =NG(T )/T
denote the Weyl group of G with respect to T . We denote by R the set of
roots of G with respect to T and by R+ a set of positive roots. Let B+ be
the Borel subgroup ofG containing T with respect to R+. Let w0 denotes
the longest element of the Weyl group W . Let B be the Borel subgroup
of G opposite to B+ determined by T , i.e. B = nw0B
+n−1w0 , where nw0
is a representative of w0 in NG(T ). Note that the roots of B is the set
R− := −R+ of negative roots. We use the notation β < 0 for β ∈ R−. Let
S = {α1, . . . ,αn} denote the set of all simple roots in R+, where n is the
rank of G . The simple reflection in the Weyl group corresponding to a
simple root α is denoted by sα. For simplicity of notation, the simple
reflection corresponding to a simple root αi is denoted by si .
For w ∈W , let X (w)(:= BwB/B ) denote the Schubert variety in the
flag variety G/B corresponding to w . Note that in general Schubert va-
rieties are not smooth.
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Given a reduced expressionw = si1si2 · · · sir of w , with the correspond-
ing tuple i := (i1, . . . , ir ), we denote by Z (w, i ) the desingularization
of the Schubert variety X (w), which is now known as Bott-Samelson-
Demazure-Hansen (for short BSDH) variety.
Demazure in [6] and Hansen in [8] independently constructed these
desingularizations of Schubert varieties using the idea from [3]. In this
paper we prove that two BSDH-varieties Z (w, i ) and Z (w, j ) are isomor-
phic if i and j differ only by commuting relations (see Theorem 3.1).
In [2], it is proved that all the higher cohomology groups
H i (G/B ,TG/B) for the tangent bundle TG/B on G/B vanish. In [16], it
is proved that the higher cohomology groups of the restriction of TG/B
to X (w) vanish (see [16, Theorem 4.1 and Theorem 6.5]).
In [5], we proved the following vanishing results of the tangent bundle
TZ (w,i ) on Z (w, i ) (see [5, Section 3]);
(1) H j (Z (w, i ),TZ (w,i ))= 0 for all j ≥ 2.
(2) If G is simply laced, then H j (Z (w, i ),TZ (w,i ))= 0 for all j ≥ 1.
As a consequence, it follows that the BSDH-varieties are rigid for sim-
ply laced groups and their deformations are unobstructed in general
(see [5, Section 3]). The above vanishing result is independent of the
choice of the reduced expression i of w . While computing the first co-
homology group H1(Z (w, i ),TZ (w,i )) for non simply laced group, we ob-
served that this cohomology group very much depend on the choice of
a reduced expression i of w .
It is a natural question to ask that for which reduced expressions i
of w , the cohomology group H1(Z (w, i ),TZ (w,i )) does vanish ? In this
article, we give a partial answer to this question for w = w0 when G =
PSp(2n,C).
Recall that a Coxeter element is an element of the Weyl group having
a reduced expression of the form si1si2 · · · sin such that i j 6= il whenever
j 6= l (see [10, p. 56, Section 4.4]). Note that for any Coxeter element c,
there is a decreasing sequence of integers n ≥ a1 > a2 > . . .> ak = 1 such
that c =
k∏
j=1
[a j ,a j−1−1], where a0 := n+1, [i , j ] := si si+1 · · · s j for i ≤ j .
Throughout this paper, for simplicity, we denote the product w1 · · ·wk
of elements in W by
k∏
j=1
w j . For instance, we use the product c =
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k∏
j=1
[a j ,a j−1−1] as above to denote c = [a1,a0−1][a2,a1−1] · · · [ak ,ak−1−
1].
In this paper we prove the following theorem.
Theorem. Let G = PSp(2n,C) (n ≥ 3) and let c ∈W be a Coxeter element.
Let i = (i 1, i 2, . . . , in) be a sequence corresponding to a reduced expression
of w0, where i
r (1 ≤ r ≤ n) is a sequence of reduced expressions of c (see
Lemma 4.4). Then, H j (Z (w0, i ),T(w0,i )) = 0 for all j ≥ 1 if and only if
c =
k∏
j=1
[a j ,a j−1−1], where a0 := n+1 and a j 6= n−1 for every j = 1,2, . . . ,k.
By the above vanishing results, we conclude that if G = PSp(2n,C)
(n ≥ 3) and i = (i 1, i 2, . . . , in) is a reduced expression of w0 as above, then
the BSDH-variety Z (w0, i ) is rigid.
The organization of the paper is as follows: In Section 2, we recall
some preliminaries on BSDH-varieties. In Section 3, we prove that two
BSDH-varieties Z (w, i ) and Z (w, j ) are isomorphic if i and j differ only
by commuting relations. We deal with the special case G = PSp(2n,C)
(n ≥ 3) in sections 4, 5, 6, 7 and 8. In Section 4, we write down explicit re-
duced expressions of c i (1≤ i ≤ n) for each Coxeter element c. In Section
5 (respectively, Section 6) we compute the weight spaces of H0 (respec-
tively, H1) of the relative tangent bundle of BSDH-varieties associated
to some elements of the Weyl group. In Section 7, we prove some re-
sults on cohomology modules of tangent bundle of BSDH varieties. In
Section 8, we prove the main result using the results from the previous
sections.
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2. PRELIMINARIES
We refer to [4], [9], [11], [12], [15] and [18] for preliminaries in Alge-
braic geometry, Algebraic groups and Lie algebras. For a simple root
α ∈ S, we denote by Pα the minimal parabolic subgroup of G contain-
ing B and sα. We recall that the BSDH-variety corresponds to a reduced
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expression i of w = si1si2 · · · sir is defined by
Z (w, i )=
Pαi1 ×Pαi2 ×·· ·×Pαir
B ×·· ·×B
,
where the action of B × ·· · ×B on Pαi1 × Pαi2 × ·· · × Pαir is given by
(p1, . . . ,pr )(b1, . . . ,br )= (p1 ·b1,b−11 ·p2 ·b2, . . . ,b
−1
r−1 ·pr ·br ), p j ∈Pαi j , b j ∈
B and i = (i1, i2, . . . , ir ) (see [6, p.73, Definition 1], [4, p.64, Definition
2.2.1]).
We note that for each reduced expression i of w , Z (w, i ) is a smooth
projective variety. We denote by φw , the natural birational surjective
morphism from Z (w, i ) to X (w).
Let fr : Z (w, i ) −→ Z (wsir , i
′) denote the map induced by the pro-
jection Pαi1 × Pαi2 × ·· · × Pαir −→ Pαi1 × Pαi2 × ·· · × Pαir−1 , where i
′ =
(i1, i2, . . . , ir−1). Then we observe that fr is a Pαir /B ≃P
1-fibration.
For a B-module V , let L (w,V ) denote the restriction of the associ-
ated homogeneous vector bundle on G/B to X (w). By abuse of no-
tation, we denote the pull back of L (w,V ) via φw to Z (w, i ) also by
L (w,V ), when there is no cause for confusion. Since for any B-module
V , the vector bundle L (w,V ) on Z (w, i ) is the pull back of the homo-
geneous vector bundle from X (w), we conclude that the cohomology
modules
H j (Z (w, i ), L (w,V ))∼=H j (X (w), L (w,V ))
for all j ≥ 0 (see [4, Theorem 3.3.4 (b)]), are independent of the choice
of the reduced expression i . Hence we denote H j (Z (w, i ), L (w,V )) by
H j (w,V ). In particular, if λ is a character of B , then we denote the co-
homology modules H j (Z (w, i ), Lλ) by H
j (w,λ).
We recall the following short exact sequences of B-modules from [5],
we call it SES.
(1) H0(w,V )≃H0(sγ,H0(sγw,V )).
(2) 0→H1(sγ,H0(sγw,V ))→H1(w,V )→H0(sγ,H1(sγw,V ))→ 0.
Let α be a simple root and λ ∈ X (T ) be such that 〈λ,α〉 ≥ 0. Let Cλ de-
note the one dimensional B-module associated to λ. Here, we recall the
following result due to Demazure [7, Page 1] on a short exact sequence
of B-modules:
Lemma 2.1. Let α be a simple root and λ ∈ X (T ) be such that 〈λ,α〉 ≥ 0.
Let ev :H0(sα,λ)−→Cλ be the evaluation map. Then we have
(1) If 〈λ,α〉 = 0, then H0(sα,λ)≃Cλ.
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(2) If 〈λ,α〉 ≥ 1, then Csα(λ) ,→ H
0(sα,λ) and there is a short exact se-
quence of B-modules:
0 −→ H0(sα,λ−α) −→ H0(sα,λ)/Csα(λ)
ev
−→ Cλ −→ 0. Further
more, H0(sα,λ−α)= 0 when 〈λ,α〉 = 1.
(3) Let n = 〈λ,α〉. As a B-module, H0(sα,λ) has a composition series
0(Vn (Vn−1 ( . . .(V0 =H
0(sα,λ)
such that Vi/Vi+1 ≃Cλ−iα for i = 0,1, . . . ,n−1 and Vn =Csα(λ).
We define the dot action by w ·λ=w(λ+ρ)−ρ, where ρ is the half sum
of positive roots. As a consequence of the exact sequences of Lemma
2.1, we can prove the following.
Lemma 2.2. Let w = τsα, l (w)= l (τ)+1. Then we have
(1) If 〈λ,α〉 ≥ 0, then H j (w,λ)=H j (τ,H0(sα,λ)) for all j ≥ 0.
(2) If 〈λ,α〉 ≥ 0, then H j (w,λ)=H j+1(w, sα ·λ) for all j ≥ 0.
(3) If 〈λ,α〉 ≤−2, then H j+1(w,λ)=H j (w, sα ·λ) for all j ≥ 0.
(4) If 〈λ,α〉 =−1, then H j (w,λ) vanishes for every j ≥ 0.
The following consequence of Lemma 2.2 will be used to compute
cohomology modules in this paper. Now onwards we will denote the
Levi subgroup of Pα ( α ∈ S ) containing T by Lα and the subgroup Lα∩B
by Bα. Let pi : G˜ −→G be the universal cover. Let L˜α ( respectively, B˜α )
be the inverse image of Lα ( respectively, of Bα ).
Lemma 2.3. Let V be an irreducible Lα-module. Let λ be a character of
Bα. Then, we have
(1) If 〈λ,α〉 ≥ 0, then H0(Lα/Bα,V ⊗ Cλ) is isomorphic as an Lα-
module to the tensor product of V and H0(Lα/Bα,Cλ), and
H j (Lα/Bα,V ⊗Cλ)= 0 for every j ≥ 1.
(2) If 〈λ,α〉 ≤ −2, H0(Lα/Bα,V ⊗Cλ) = 0, and H
1(Lα/Bα,V ⊗Cλ) is
isomorphic to the tensor product of V and H0(Lα/Bα,Csα·λ).
(3) If 〈λ,α〉 =−1, then H j (Lα/Bα,V ⊗Cλ)= 0 for every j ≥ 0.
Recall the structure of indecomposable Bα-modules ( respectively,
B˜α-modules ) ( see [1, p.130, Corollary 9.1] ).
Lemma 2.4.
(1) Any finite dimensional indecomposable B˜α-module V is isomor-
phic to V ′⊗Cλ for some irreducible representation V
′ of L˜α and
for some character λ of B˜α.
6 B.N.CHARY AND S.S.KANNAN
(2) Any finite dimensional indecomposable Bα-module V is isomor-
phic to V ′⊗Cλ for some irreducible representation V
′ of L˜α and
for some character λ of B˜α.
Recall the following result from [16](see [16, Corollary 5.6]).
Corollary 2.5. Let α be a short root such that −α ∉ S, let w ∈W . Then we
have, H i (w,α)= 0 for i ≥ 1.
3. REDUCED EXPRESSIONS DIFFERING ONLY BY COMMUTING RELATIONS
Let w ∈W and let i := (i1, . . . , ir ) be the tuple corresponding to a re-
duced expression w = si1si2 · · · sir of w . Note that if 〈αik ,αik+1〉 = 0 for
some 1 ≤ k ≤ r − 1, then (i1, . . . , ik−1, ik+1, ik , ik+2, . . . , ir ) is also a tuple
corresponding to a reduced expression of w .
Two reduced expressions i and j of w are said to differ only by com-
muting relations if j is obtained from i by a sequence of process as
above.
In this section we prove the following:
Theorem 3.1. Let w = si1si2 · · · sir and w = s j1s j2 · · · s jr be two reduced ex-
pressions i and j for w which differ only by commuting relations. Then,
there is a B-equivariant isomorphism from Z (w, i ) onto Z (w, j ).
Proof. By the recursion, with out of loss of generality, we may assume
that there is a 1≤ k ≤ r −1 such that 〈αik ,αik+1〉 = 0 and satisfying
il = jl for l 6= k, k+1; ik = jk+1, ik+1 = jk .
Let P be the parabolic subgroup of G corresponding to the subset
{αik ,αik+1 } of S. Since the simple roots αik and αik+1 are orthogonal, the
product map Pαik ×Pαik+1 → P is surjective.
Let
X := (Pαi1 ×·· ·×Pαik−1 ×P ×Pαik+2 ×·· ·×Pαir )/B
r−1
be the quotient variety where the action of B r−1 on
Pαi1 ×·· ·×Pαik−1
×P ×Pαik+2
×·· ·×Pαir
is given by (p1, . . . ,pk−1,p,pk+2, . . . ,pr ) · (b1,b2, . . . ,bk−1,bk+1, . . . ,br ) =
(p1b1,b−11 p2b2, . . . ,b
−1
k−1pbk+1,b
−1
k+1pk+2bk+2, . . . ,b
−1
r−1prbr ), p j ∈ Pαi j , p ∈
P and b j ∈B .
Note that X is a smooth projective variety. Now consider the map
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Pαi1 × ·· · ×Pαik−1
×Pαik
×Pαik+1
× ·· · ×Pαir −→ Pαi1 × ·· · ×Pαik−1
×P ×
Pαik+2
×·· ·×Pαir
given by
(p1, . . . ,pk−1,pk ,pk+1,pk+2, . . . ,pr ) 7→ (p1, . . . ,pk−1,pkpk+1,pk+2, . . . ,pr ).
This induces a birational surjective B-equivariant morphism f :
Z (w, i )→ X .
Claim: f is injective.
We denote by [(p1,p2, . . . ,pkpk+1,pk+2, . . . ,pr )] be the point in X cor-
responding to (p1,p2, . . . ,pk−1,pkpk+1,pk+2, . . . ,pr ) ∈ Pαi1 × ·· · ×Pαik−1 ×
P ×Pαik+2
×·· ·×Pαir .
If [(p1,p2, . . . ,pk−1,pkpk+1, . . . ,pr )]= [(p ′1,p
′
2, . . . ,p
′
k−1,p
′
k
p ′
k+1, . . . ,pr )],
then there exists (b1,b2, . . . ,br−2,br ) such that p1 = p ′1b1,
pl = b
−1
l−1p
′
l
bl for all l 6= k,k + 1 and pkpk+1 = b−1k−1p
′
k
p ′
k+1bk+1.
Hence we have (b−1
k−1p
′
k
)−1pk = p
′
k+1bk+1p
−1
k+1( say = bk) ∈
Pαik
∩ Pαik+1
= B . Therefore pk = b−1k−1p
′
k
bk and pk+1 =
b−1
k
p ′
k+1bk+1. Thus, we have (p1, . . . ,pk−1,pk ,pk+1,pk+2, . . . ,pr ) and
(p ′1, . . . ,p
′
k−1,p
′
k
,p ′
k+1,p
′
k+2, . . . ,p
′
r ) represents the same element in
Z (w, i ). Hence f is injective.
Since X is normal and f is bijective birational, by Zariski main theo-
rem [18, p. 85, Theorem 5.2.8], we conclude that f is an isomorphism.
Similarly, we see that there is a B-equivariant isomorphism from Z (w, j )
onto X . Thus, there is a B-equivariant isomorphism from Z (w, i ) onto
Z (w, j ). 
Corollary 3.2. Let w = si1si2 · · · sir and w = s j1s j2 · · · s jr be two reduced ex-
pressions i and j for w which differ only by commuting relations. Then,
we have
(1) The automorphism groups Aut0(Z (w, i )) and Aut0(Z (w, j )) are
isomorphic.
(2) The first cohomology groups H1(Z (w, i ),T(w,i )) and
H1(Z (w, j ),T(w, j )) are isomorphic.
Proof. The proof follows from Proposition 3.1. 
Recall from [19] and [20] the definition of a fully commutative ele-
ment of a Coxeter group. An element w ∈W is said to be fully com-
mutative if it has the property that any reduced expression for w can
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be obtained from any other by using only the Coxeter relations that in-
volve commuting generators. These elements are characterized in [19]
and [20].
Then we have
Corollary 3.3. Let w be a fully commutative element in W . Then, Z (w, i )
is independent of the choice of the reduced expression i of w.
4. REDUCED EXPRESSIONS OF SOME ELEMENTS OF W IN TYPE Cn
Now onwards we will assume that G = PSp(2n,C) (n ≥ 3). First note
that if n ≥ 3, then the highest short root β0 is ω2 and w0 = −id . We
recall the following proposition from [21](see [21, Proposition 1.3]). We
use the notation as in [21].
Proposition 4.1. Let c ∈W be a Coxeter element, let ωi be a fundamen-
tal weight corresponding to the simple root αi . Then, there exists a least
positive integer h(i ,c) such that ch(i ,c)(ωi )=w0(ωi ).
Now we can deduce the following:
Lemma 4.2. Let c ∈W be a Coxeter element. Then, we have
(1) w0 = cn .
(2) For any sequence i r (1 ≤ r ≤ n) of reduced expressions of c; the
sequence i = (i 1, i 2, . . . , in) is a reduced expression of w0.
Proof. Proof of (1): Let η : S −→ S be the involution of S defined by i 7−→
i∗, where i∗ is given by ωi∗ = −w0(ωi ). Since G is of type Cn , w0 =−id
and hence ωi∗ = ωi for every i . Therefore, we have i = i∗ for every i .
Let h be the Coxeter number. By [21, Proposition 1.7], we have h(i ,c)+
h(i∗,c) = h. Since h = 2|R
+|
n
(see [13, Proposition 3.18]) and i = i∗, we
have h(i ,c)= n.
By Proposition 4.1, we have cn(ωi ) = −ωi for all 1 ≤ i ≤ n. Since {ωi :
1 ≤ i ≤ n} forms a R-basis of X (T )⊗R, it follows that cn = −id . Hence,
we have w0 = cn .
The assertion (2) follows from the fact that l (c)= n and l (w0)= |R+| =
n2 (see [11, p.66, Table 1 ]). 
We note that there are reduced expressions of w0 in Cn which are nei-
ther of the form as in Lemma 4.2(2) nor differing from such a form by
commuting relations. For example, we can take n = 3. Then, the reduced
expression w0 = s2s3s2s3s1s2s3s2s1 is one such.
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Lemma 4.3. Let n ≥ a1 > a2 > a3 > . . . > ar ≥ 1 be a decreasing sequence
of integers. Then,
w = (
n∏
j=a1
s j )(
n∏
j=a2
s j )(
n∏
j=a3
s j ) · · ·(
n∏
j=ar−1
s j )(
n−1∏
j=ar
s j )
is a reduced expression of w.
Proof. If r = 1, then w =
n−1∏
j=a1
s j and clearly it is a reduced expression of
w . Let
w1 = (
n∏
j=a1
s j )(
n∏
j=a2
s j ) · · · (
n∏
j=ar−2
s j )(
n−1∏
j=ar−1
s j ) and w2 = sn(
n−1∏
j=ar
s j ).
Then, we have w =w1w2. Now, we will prove that the expression
(
n∏
j=a1
s j )(
n∏
j=a2
s j )(
n∏
j=a3
s j ) · · · (
n∏
j=ar−1
s j )(
n−1∏
j=ar
s j )
of w1w2 is reduced.
By induction on r , w1 = (
n∏
j=a1
s j )(
n∏
j=a2
s j ) · · ·(
n−1∏
j=ar−1
s j ) is a reduced ex-
pression. Note that, since G is of type Cn ,
R+(w−12 )= {αn ,
n∑
j=ar
α j }∪ {
m∑
j=ar
α j : ar ≤m ≤ n−2}.
Since n ≥ a1 > a2 > a3 > . . .> ar ≥ 1, it follows that
R+(w1)∩R
+(w−12 )=;.
Thus we have l (w)= l (w1)+ l (w2). Hence
w = (
n∏
j=a1
s j )(
n∏
j=a2
s j )(
n∏
j=a3
s j ) · · ·(
n∏
j=ar−1
s j )(
n−1∏
j=ar
s j )
is a reduced expression of w . This completes the proof of the lemma.

Let c be a Coxeter element in W . We take a reduced expression c =
[a1,n][a2,a1− 1] · · · [ak ,ak−1 − 1], where [i , j ] = si si+1 · · · s j for i ≤ j and
n ≥ a1 > a2 > . . .> ak = 1.
Then we have the following.
Lemma 4.4.
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(1) For all 1≤ i ≤ k−1,
c i = (
i∏
l1=1
[al1 ,n])(
k∏
l2=i+1
[al2 ,al2−i −1])(
i−1∏
l3=1
[ak ,ak−i+l3 −1]).
(2) For all k ≤ j ≤ n,
c j = (
k−1∏
l1=1
[al1 ,n])([ak ,n]
j+1−k )(
k−1∏
l2=1
[ak ,al2 −1]).
(3) The expressions of c i for 1≤ i ≤ n as in (1) and (2) are reduced.
Proof. Proof of (1) is by induction on i and by commuting relation in
the Weyl group. Assume that for a fixed 1≤ i ≤ k−2,
c i = (
i∏
l1=1
[al1 ,n])(
k∏
l2=i+1
[al2 ,al2−i −1])(
i−1∏
l3=1
[ak ,ak−i+l3 −1]).
Now we will prove,
c i+1 = (
i+1∏
l1=1
[al1 ,n])(
k∏
l2=i+2
[al2 ,al2−(i+1)−1])(
i∏
l3=1
[ak ,ak−(i+1)+l3 −1]).
Let w1 :=
i∏
l1=1
[al1 ,n],w2 :=
k∏
l2=i+1
[al2 ,al2−i − 1] and w3 :=
i−1∏
l3=1
[ak ,ak−i+l3−1]. Let w
′
1 :=
i+1∏
l1=1
[al1 ,n],w
′
2 :=
k∏
l2=i+2
[al2 ,al2−(i+1)−1] and
w ′3 :=
i∏
l3=1
[ak ,ak−(i+1)+l3 −1].
Let w2,1 := [ai+1,a1−1], and let v1 := [a1,n]. Therefore, we have w ′1 =
w1w2,1v1. Further, let w2, j := [ai+ j ,a j − 1] ( 2 ≤ j ≤ k − i ). Also, let
w3, j := [ak ,a j −1] ( 2≤ j ≤ k− i ), and v j := [a j ,a j−1−1] ( 2≤ j ≤ k ).
Now look at c i · c = w1w2w3v1 · · ·vk . It is easy to derive the following
commuting relations :
• v1 commutes with each w2, j and w3, j ( 2≤ j ≤ k− i ).
• For each 2≤ j ≤ k− i , v j commutes with w2,l for each j +1≤ l ≤
k− i and w3,l for each ( k+1− i ≤ l ≤ k−1 ).
Using these relations, we see that
c i c = (w1w2,1v1)(
k−i∏
j=2
w2, j v j )(
k−1∏
j=k+1−i
w3, j v j )vk .
Now, the statement (1) can be obtained from the following facts:
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• w ′1 =w1w2,1v1,
• w2, j v j = [ai+ j ,a j−1−1] for each 2≤ j ≤ k− i and
• w3, j v j = [ak ,a j−1−1] for each k+1− i ≤ j ≤ k−1.
Proof of (2) is similar to the proof of (1). Proof of (3) follows from the
fact that l (c i )= in for all 1≤ i ≤ n and Lemma 4.3. 
Example 4.5. Let G is of type C3. In this case we have the following four
Coxeter elements;
• c1 = s1s2s3; with k = 1;a1 = 1.
• c2 = s3s1s2; with k = 2;a1 = 3,a2 = 1.
• c3 = s2s3s1; with k = 2;a1 = 2,a2 = 1.
• c4 = s3s2s1; with k = 3;a1 = 3,a2 = 2,a3 = 1.
Note that h(i ,c j )= 3 for all 1≤ i ≤ 3 and 1≤ j ≤ 4.
The reduced expressions of c
j
1 ( 1≤ j ≤ 3 ) appearing in Lemma 4.4 are:
• c1 = s1s2s3.
• c21 = (s1s2s3)(s1s2s3).
• c31 = (s1s2s3)(s1s2s3)(s1s2s3).
The reduced expressions of c
j
2 ( 1≤ j ≤ 3 ) appearing in Lemma 4.4 are
:
• c2 = s3s1s2
• c22 = s3(s1s2)(s3s1s2)
• c32 = s3(s1s2s3)(s1s2s3)(s1s2)
5. COHOMOLOGY MODULE H0 OF THE RELATIVE TANGENT BUNDLE
In this section we describe the weights of H0 of the relative tangent
bundle.
For a B-module V and a character µ ∈ X (T ), we denote by Vµ the
space of all vectors v in V such that t ·v =µ(t )v for all t ∈ T . Let Rs (re-
spectively, R−s ) be the set of all short roots (respectively, negative short
roots).
Lemma 5.1. Let w ∈W and let V be a B-module such that Vµ = 0 unless
µ ∈R−s \ (−S). Then H
0(w,V )µ = 0 unless µ ∈R−s \ (−S).
Proof. Fix α ∈ S and let λ0 = −α. Then by [5, Lemma 4.1 (1)],
H0(w,V )µ = 0 unless µ ∈ R−s and µ < −α. Since α ∈ S is arbitrary, we
have H0(w,V )µ = 0 unless µ ∈R−s \ (−S). 
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Lemma 5.2. Fix 1≤ j ≤ n−2.
(1) H0(s j s j+1 · · · sn−1,αn−1)µ 6= 0 if and only if either µ = 0, or µ =
st st+1 · · · sn−1(αn−1) for some j ≤ t ≤ n−1.
(2) H0(sns j s j+1 · · · sn−1,αn−1)µ 6= 0 if and only if either µ = 0, or µ =
vst st+1 · · · sn−1(αn−1) for some j ≤ t ≤ n−1 and v ∈ {id , sn}.
(3) Let a1,a2 be two integers such that n ≥ a1 > a2 ≥ 1.
Then, H0(sa1 · · · snsa2 · · · sn−1,αn−1)µ 6= 0 if and only if µ =
st · · · sn−1sns j · · · sn−1(αn−1) for some a2 ≤ j ≤ n−1 and a1 ≤ t ≤ n
such that t > j .
Proof. Proof of (1): If j = n−2, then by SES we have
H0(sn−2sn−1,αn−1)=H
0(sn−2,H
0(sn−1,αn−1)).
Note that
H0(sn−1,αn−1)= sl2,αn−1 =Cαn−1 ⊕Chαn−1 ⊕C−αn−1 ,
where hαn−1 is a zero weight vector in sl2,αn−1 . Since 〈αn−1,αn−2〉 = −1,
by Lemma 2.2, we see that
H0(sn−2sn−1,αn−1)=Chαn−1 ⊕C−αn−1 ⊕C−(αn−1+αn−2).
We prove the result by recursion. Now assume that the statement
holds for H0(sl+1 · · · sn−1,αn−1) and j ≤ l ≤ n−3. Then, for any µ ∈ X (T )
such that H0(sl+1 · · · sn−1,αn−1)µ 6= 0, we have 〈µ,α j 〉 ∈ {0,1}. Thus, by
Lemma 2.1 and by using SES, we see that H0(sl sl+1 · · · sn−1,αn−1)µ 6= 0 if
and only if either µ= 0, or µ= st st+1 · · · sn−1(αn−1) for some l ≤ t ≤ n−1.
Therefore, proof of (1) follows by recursion.
Proof of (2): By SES, we have
H0(sns j s j+1 · · · sn−1,αn−1)=H
0(sn ,H
0(s j s j+1 · · · sn−1,αn−1)).
Note that 〈st · · · sn−1(αn−1),αn〉 = 1 for all j ≤ t ≤ n−1. Now the proof of
(2) follows from Lemma 2.1 and (1).
Proof of (3) is similar to the proof of (1) and (2). 
Now onwards we fix the following notation:
Let c be a Coxeter element in W . We take a reduced expression c =
[a1,n][a2,a1− 1] · · · [ak ,ak−1 − 1], where [i , j ] = si si+1 · · · s j for i ≤ j and
n ≥ a1 > a2 > . . .> ak = 1.
Fix 1 ≤ r ≤ k. Let n ≥ a1 > a2 > a3 > . . . > ar ≥ 1 be a decreasing se-
quence of integers.
RIGIDITY OF BSDH VARIETY FOR PSp(2n,C) 13
Let
wr = (
n∏
j=a1
s j )(
n∏
j=a2
s j )(
n∏
j=a3
s j ) · · · (
n∏
j=ar−1
s j )(
n∏
j=ar
s j )
and let
τr = (
n∏
j=a1
s j )(
n∏
j=a2
s j )(
n∏
j=a3
s j ) · · · (
n∏
j=ar−1
s j )(
n−1∏
j=ar
s j ).
Note that l (wr )= l (τr )+1 and cτk =wk [ak ,n−1].
The following lemma describes the weights of H0 of the relative tan-
gent bundles.
Lemma 5.3. Let 3≤ r ≤ k . Then, we have
(1) H0(τr ,αn−1)µ 6= 0 if and only if µ = (
n∏
j=t1
s j )(
n−1∏
j=t2
s j )(αn−1) for
some ar ≤ t2 < t1 and ar−1 ≤ t1 ≤ ar−2 − 1. In such a case,
dim(H0(τr ,αn−1)µ)= 1.
(2) H0(τr ,αn−1) is a cyclic B-module generated by a weight vector of
weight µ= (
n∏
j=ar−2−1
s j )(
n∏
j=ar−2−2
s j )(αn−1).
Proof. Note that there exists a w1 ∈ W such that w1(αn−1) = β0 and
l (τrw−11 ) = l (τr )+ l (w1), where β0 is the highest short root. As a conse-
quence, we have H0(τr ,αn−1)⊂H0(τrw−11 ,β0). Hence it follows that for
every non zero weight µ of H0(τr ,αn−1), we have dim(H0(τr ,αn−1)µ)=
1 (see the proof of [5, Lemma 4.4 ]).
Proof of (1): Let u1 = sar sar+1 · · · sn−1, u2 = sar−1 · · · sn and u3 =
sar−2 · · · sn . Let w
′ = u2u1w
−1
1 .
Step 1: We prove H0(u2u1,αn−1)µ 6= 0 if and only if µ ∈ R−s and µ =
v1(αn−1), where snsn−1 ≤ v1 ≤ u2u1.
Claim: H0(u2u1,αn−1) is the B-submodule of H0(w ′,β0) generated by
Csnsn−1(αn−1).
Consider the following commutative diagram of B-modules:
H0(sn−1snu1,αn−1)
ev3
))❙
❙❙
❙❙
❙❙
❙❙
❙❙
❙❙
❙
ev1
// H0(snu1,αn−1)
ev2
vv♠♠
♠♠
♠♠
♠♠
♠♠
♠♠
♠
H0(u1,αn−1)
By Lemma 5.2(1), if H0(u1,αn−1)µ 6= 0, then µ = 0 or µ =
s j s j+1 · · · sn−1(αn−1) for some ar ≤ j ≤ n−1.
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First, observe that Chαn−1 ⊕ C−αn−1 is an indecomposable Bαn−1-
module (see [5, p. 11] and [16, p. 8]). By Lemma 2.4, we have
Chαn−1 ⊕C−αn−1 =V ⊗C−ωn−1 ,
where V is the 2-dimensional irreducible representation of L˜αn−1 .
Note that Chαn−1 ⊕C−αn−1 is an indecomposable Bαn−1-summand of
H0(snu1,αn−1). By Lemma 2.3, we have
H0(sn−1,Chαn−1 ⊕C−αn−1 )=H
0(sn−1,V ⊗C−ωn−1 )
=V ⊗H0(sn−1,C−ωn−1 )
= 0
Also, note that for each µ such that H0(u1,αn−1)µ 6= 0 with µ ∉
{0,−αn−1}, Cµ is an indecomposable Bαn−1- summand of H
0(snu1,αn−1).
Since 〈st . . . sn−1(αn−1),αn−1〉 = −1 for all j ≤ t ≤ n − 2, using Lemma
5.2(1), we see that the evaluation map ev3 is zero.
Now consider the following commutative diagram of B-modules.
H0(u2u1,αn−1)
ev
((◗
◗◗
◗◗
◗◗
◗◗
◗◗
◗◗
ev ′
// H0(sn−1snu1,αn−1)
ev3
uu❦❦
❦❦
❦❦
❦❦
❦❦
❦❦
❦❦
H0(u1,αn−1)
By the above arguments and commutativity of the above diagram, we
see that the evaluation map ev is zero. Note that 〈snsn−1(αn−1),αn−1〉 =
0 and 〈snsn−1(αn−1),α j 〉 ≥ 0 for 1 ≤ j ≤ n − 2. Hence Csn sn−1(αn−1)
is an indecomposable Bαn−1-summand of H
0(snu1,αn−1). Therefore,
Csnsn−1(αn−1) is in the image of the evaluation map
ev ′ :H0(u2u1,αn−1)−→H
0(sn−1snu1,αn−1).
Hence, snsn−1(αn−1) is the highest weight of H0(u2u1,αn−1). Since β0 is
dominant weight, the restriction map of B-modules
H0(G/B ,L (β0))=H
0(w0,β0)−→H
0(w ′,β0)
is surjecive.
Since H0(u2u1,αn−1) is B-submodule of H0(w ′,β0), the multiplicity of
snsn−1(αn−1) in H0(u2u1,αn−1) is one. Also, note that the lowest weight
of H0(u2u1,αn−1) is u2u1(αn−1). Let {eβ : β ∈ R}∪ {hα : α ∈ S} be the
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Chevalley basis for g, where g is the Lie algebra of G (refer to [11, Chap-
ter VII])). Hence we conclude that
H0(u2u1,αn−1)=
⊕
ar≤t2<t1≤n−1
Cxt1 ,t2 ,
where xt1 ,t2 = e−αt1 · · ·e−αn−1e−αt2 · · ·e−αn−2(y) for some non zero vector
y ∈Csn sn−1(αn−1).
Therefore, H0(u2u1,αn−1) is the B-submodule of H0(w ′,β0) gener-
ated by Csnsn−1(αn−1). This proves the claim.
Now Step 1 follows from the claim.
Step 2: Fix ar−2 ≤ j ≤ n. H0(s j · · · snu2u1,αn−1)µ 6= 0 if and only if µ ∈
R−s and µ = v1(αn−1), where sn−1snsn−2sn−1 ≤ v1 ≤ u2u1 and 〈µ,αt 〉 = 0
for all j ≤ t ≤ n.
Let µ j = s j · · · sn−1(αn−1),ar ≤ j ≤ n − 1. Since ev3 is zero,
H0(u2u1,αn−1)µ j = 0. Further, we have H
0(u2u1,αn−1)sn(µ j ) =Csn (µ j ) (by
Step 1). Since 〈sn(µ j ),αn〉 =−1, by Lemma 2.2, Csn (µ j ) is not in the image
of the evaluation map
ev :H0(snu2u1,αn−1)→H
0(u2u1,αn−1).
In particular, we have
H0(snu2u1,αn−1)µ j =H
0(snu2u1,αn−1)sn (µ j ) = 0.
By recursion assume that H0(s j+1 · · · snu2u1,αn−1)µ 6= 0 if and only if
µ = v1(αn−1) for some sn−1snsn−2sn−1 ≤ v1 ≤ u2u1 and 〈µ,αt 〉 = 0 for
all j + 1 ≤ t ≤ n. Let µ be such that H0(s j+1 · · · snu2u1,αn−1)µ 6= 0. If
〈µ,α j 〉 = 0, then by Lemma 2.2, Cµ is in the image of the evaluation map
H0(s j s j+1 · · · snu2u1,αn−1)→H
0(s j+1 · · · snu2u1,αn−1).
Otherwise, we have 〈µ,α j 〉 = −1 ( as µ ∈ R−s \ {−α j }). Note that by re-
cursion 〈µ+α j ,α j+1〉 =−1. Therefore again using recursion, we see that
H0(s j+1 · · · snu2u1,αn−1)µ+α j = 0. Hence Cµ is an indecomposable Bα j -
summand of H0(s j+1 · · · snu2u1,αn−1). Thus, Cµ is not in the image of
the evaluation map
ev :H0(s j s j+1 · · · snu2u1,αn−1)−→H
0(s j+1 · · · snu2u1,αn−1).
In particular, we have
H0(s j s j+1 · · · snu2u1,αn−1)µ = 0.
Hence, the assertion of Step 2 follows by recursion. In particular, for
j = ar−2 we have H0(u3,H0(u2u1,αn−1))µ 6= 0 if and only if µ ∈ R−s and
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µ = v1(αn−1), where sn−1snsn−2sn−1 ≤ v1 ≤ u2u1 and 〈µ,αt 〉 = 0 for all
ar−2 ≤ t ≤ n.
Hence we see that H0(u3,H0(u2u1,αn−1))µ 6= 0 if and only if µ ∈ R−s
and µ= v1(αn−1), where sar−2−1 · · · sn−1snsar−2−2 · · · sn−2sn−1 ≤ v1 ≤ u2u1.
Step 3: Let J = S \ {α1, . . . ,αar−2 }. Let WJ be the subgroup
of W generated by {sα j : j ∈ J }. Let v
′ ∈ WJ . We prove
H0(v ′u3u2u1,αn−1)µ 6= 0 if and only if µ ∈ R−s and µ = v1(αn−1), where
sar−2−1 · · · sn−1snsar−2−2 · · · sn−2sn−1 ≤ v1 ≤ u2u1.
By Step 2, we see that if H0(u3u2u1,αn−1)µ 6= 0, then µ ∈ R−s and µ =
v1(αn−1), where sn−1snsn−2sn−1 ≤ v1 ≤ u2u1 and 〈µ,α j 〉 = 0 for all ar−2 ≤
j ≤ n. Hence, by Lemma 2.1(1) and Lemma 2.2(1) we conclude the proof
of Step 3.
From Step 3, we see that H0(τr ,αn−1)µ 6= 0 if and only if µ =
(
n∏
j=t1
s j )(
n−1∏
j=t2
s j )(αn−1), where t2 < t1, ar ≤ t2 ≤ ar−2− 2 and ar−1 ≤ t1 ≤
ar−2−1. This completes the proof of (1).
Proof of (2) follows from (1). 
Lemma 5.4. H0(wk [ak ,n − 1],αn−1)µ 6= 0 if and only if µ =
(
n∏
j=t1
s j )(
n−1∏
j=t2
s j )(αn−1) for some ak ≤ t2 < t1 ≤ ak−1 − 1. In such a
case, dim(H0(wk [ak ,n−1],αn−1)µ)= 1.
Proof. If H0(τk ,αn−1)µ 6= 0, then by Lemma 5.3, we have H0(τk ,αn−1)µ =
Cµ. Let µ = −(αn + 2(
n−1∑
j=ak−1
α j )+
ak−1−1∑
j=t2
α j ). Note that 〈µ,αak−1−1〉 = 1.
Then H0(sak−1−1τk ,αn−1)µ1 6= 0, where µ1 = µ−αak−1−1. By recursion,
we see that H0(si · · · sak−1−1τk ,αn−1)µi 6= 0 for some µi = µ−
ak−1−1∑
j=ak−1−i
α j
with 1 ≤ i ≤ ak−1 − (t2 + 1). Hence, we conclude that H0([ak ,ak−1 −
1]τk ,αn−1)µ 6= 0 if and only if µ = (
n∏
j=t1
s j )(
n−1∏
j=t2
s j )(αn−1) for some ak ≤
t2 < t1 ≤ ak−2−1.
Claim: H0([ak−1,ak−2−1][ak ,ak−1−1]τk ,αn−1)µ 6= 0 if and only if µ=
(
n∏
j=t1
s j )(
n−1∏
j=t2
s j )(αn−1) for some ak ≤ t2 < t1 ≤ ak−1−1.
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Fixm such that ak−2−1≤m ≤ ak−1. Let µm = (αn+2(
n−1∑
j=m
α j )+
m−1∑
j=t2
α j ).
Note that 〈µm ,αm〉 =−1. Hence the claim follows from SES and Lemma
2.2.
Let µ = (
n∏
j=t1
s j )(
n−1∏
j=t2
s j )(αn−1) for some ak ≤ t2 < t1 ≤ ak−1 − 1.
Since 〈µ,αl 〉 = 0 for all ak−2 ≤ l ≤ n, we conclude that H0(wk [ak ,n −
1],αn−1)µ 6= 0 if and only if µ = (
n∏
j=t1
s j )(
n−1∏
j=t2
s j )(αn−1) for some ak ≤ t2 <
t1 ≤ ak−1−1. 
Let h(αn) ∈ h be the fundamental dominant coweight correspond-
ing to αn . That is, αn(h(αn)) = 1 and αi (h(αn)) = 0 for i 6= n. These
coweights are used in studing the indecomposable Bα-modules in [16,
p. 8, Lemma 3.3]).
Let v ′r = sar · · · sn−1 and vr = snsar · · · sn−1.
Let V ′ =H0(v ′r ,Ch(αn)⊕C−αn ) and V =H
0(vr ,Ch(αn)⊕C−αn ).
Lemma 5.5.
(1) V ′µ 6= 0 if and only if µ is of the form
(i) µ ∈ {0,−αn} or
(ii) µ=−(
n∑
j=t
α j ) for some ar ≤ t < n or
(iii) µ=−(αn +2(
n−1∑
j=t
α j )) for some ar ≤ t ≤ n−1 or
(iv) µ=−(αn+2(
n−1∑
j=t1
α j )+
t1−1∑
j=t2
α j ) for some ar ≤ t2 < t1 ≤ n−1.
(2) Vµ 6= 0 if and only if µ is of the form:
(i) µ=−(αn+2(
n−1∑
j=t
α j )) for some ar ≤ t ≤ n−1 or
(ii) µ=−(αn +2(
n−1∑
j=t1
α j )+
t1−1∑
j=t2
α j ) for some ar ≤ t2 < t1 ≤ n−1.
Proof. Proof of (1): Note that H0(sar · · · sn−1,Ch(αn)⊕C−αn ) is a cyclic B-
module generated by h(αn). Therefore the weights are of the form (each
with multiplicity one):
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{0,−αn}∪ {−(
n∑
j=t
α j ) : ar ≤ t < n}∪ {−(αn +2(
n−1∑
j=t
α j )) : ar ≤ t ≤ n−1}∪
{−(αn+2(
n−1∑
j=t1
α j )+
t1−1∑
j=t2
α j ) : ar ≤ t2 < t1 ≤ n−1}.
Proof of (2): By Lemma 2.4, Ch(αn)⊕C−αn =V1⊗C−ωn , where V1 is the
2-dimensional irreducible L˜αn -module. Since 〈−(
n∑
j=t
α j ),αn〉 = −1 for all
ar ≤ t ≤ n−1, by SES we see that, the weights of H0(snsar · · · sn ,Ch(αn)⊕
C−αn ) are of the form (each with multiplicity one):
{−(αn+2(
n−1∑
j=t
α j )) : ar ≤ t ≤ n−1}∪{−(αn+2(
n−1∑
j=t1
α j )+
t1−1∑
j=t2
α j ) : ar ≤ t2 <
t1 ≤ n−1}. 
Lemma 5.6. H0(sar−1 · · · sn−1,V )µ 6= 0 if and if µ is of the form:
(i) µ=−(αn +2(
n−1∑
j=t
α j )) for some ar ≤ t ≤ ar−1−1 or
(ii) µ=−(αn +2(
n−1∑
j=t1
α j )+
t1−1∑
j=t2
α j ) for some ar ≤ t2 < t1 ≤ ar−1−1.
Proof. We have H0(sn−1,V ) = H0(sn−1,H0(snsar · · · sn−1,Ch(αn)⊕C−αn ).
Since 〈−(αn+2αn−1),αn−1〉 =−2 and 〈−(αn+2αn−1+
n−2∑
j=t2
α j ),αn−1〉 =−1
for ar ≤ t2 ≤ n−2, by Lemma 2.3 and Lemma 5.5, we see that the weights
of H0(sn−1,V ) are of the form
µ=−(αn +2(
n−1∑
j=t
α j )), where ar ≤ t ≤ n−2 or
µ=−(αn+2(
n−1∑
j=t1
α j )+
t1−1∑
j=t2
α j ), where ar ≤ t2 < t1 ≤ n−2.
Now the proof of the lemma follows by similar arguments as above.

Proposition 5.7. Let 2≤ r ≤ k. Then, H0(wr ,αn)µ 6= 0 if and only if µ is
of the form :
(i) µ=−(αn +2(
n−1∑
j=t
α j )) for some ar ≤ t ≤ ar−1−1 or
(ii) µ=−(αn+2(
n−1∑
j=t1
α j )+
t1−1∑
j=t2
α j ) for some ar ≤ t2 < t1 ≤ ar−1−1. In such
a case, dim(H0(wr ,αn)µ)= 1.
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Proof. Let u = (
n∏
j=a1
s j )(
n∏
j=a2
s j )(
n∏
j=a3
s j ) · · · (
n∏
j=ar−3
s j )(
n∏
j=ar−2
s j ) and let v =
(
n∏
j=ar−1
s j )(
n∏
j=ar
s j ). Observe that wr = uv , l (wr ) = l (uv)= l (u)+ l (v) and
by SES, we have H0(wr ,αn)=H0(u,H0(v,αn)).
Since 〈αn ,αn−1〉 = −2 and by SES, H0(v,αn) = H0(sar−1 · · · sn−1,V ),
where V = H0(vr ,Ch(αn)⊕C−αn ). By Lemma 5.6, H
0(v,αn)µ 6= 0 if and
only if µ is of the form:
(i) µ=−(αn +2(
n−1∑
j=t
α j )), where ar ≤ t ≤ ar−1−1 or
(ii) µ=−(αn+2(
n−1∑
j=t1
α j )+
t1−1∑
j=t2
α j ), where ar ≤ t2 < t1 ≤ ar−1−1.
Note that for any such µ, we have 〈µ,α j 〉 = 0 for all ar−1 ≤ j ≤ n.
Hence by Lemma 2.1 and by SES, we conclude that H0(wr ,αn)µ 6= 0 if
and only if µ is as in the statement. 
6. COHOMOLOGY MODULE H1 OF THE RELATIVE TANGENT BUNDLE
In this section we describe the weights of H1 of a relative tangent
bundle.
Let g′<αn be the B-submodule of g generated by h(αn). Note that
g′<αn =Ch(αn)⊕
⊕
β≤−αn
gβ.
Lemma 6.1. Let w ∈W . Let V be a B-submodule of g′<αn such that either
(Ch(αn)⊕ g−αn )∩V = 0 or V = g
′
<αn
. Then, H1(w,V )µ = 0 unless µ ∈
R−s \ (−S).
Proof. The proof is by induction on l (w). Assume that l (w) = 1. Then
w = si for some 1 ≤ i ≤ n. If H1(si ,V )µ 6= 0, then there exists an inde-
composable Bαi -direct summand V1 of V such that H
1(si ,V1) 6= 0. By
Lemma 2.4, we have V1 =V ′⊗Caωi for some irreducible L˜αi -module V
′
and an integer a. Since H1(si ,V1) 6= 0 and G is of type Cn , by Lemma 2.3,
we have dim(V1)= 1 and a =−2. Further, we have
H1(si ,V1)=V
′
⊗H1(si ,−2ωi )=V
′
⊗H0(si ,−2ωi +αi ).
Therefore, H1(si ,V1)=Cµ1+αi , where µ1 is the lowest weight of V1. By the
hypothesis on V , we have µ1 = −β for some β ∈ R+ \S with 〈β,αi 〉 = 2.
Therefore β is a long root and −β+αi ∈R−s \ (−S).
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Assume that l (w)> 1. Choose 1≤ i ≤ n such that l (wsi )= l (w)−1. By
[16, Lemma 6.1], we have the following exact sequence of B-modules:
H1(wsi ,H
0(si ,V ))−→H
1(w,V )−→H0(wsi ,H
1(si ,V )) (6.1.1)
Claim: H0(si ,V )∩ (Ch(αn)⊕g−αn )= 0.
Assume that i = n. By Lemma 2.4, we have
Ch(αn)⊕g−αn =V2⊗C−ωn ,
V2 is the 2-dimensional irreducible L˜αn -module. Hence we have
H0(sn ,Ch(αn)⊕g−αn )=V2⊗H
0(sn ,C−ωn )= 0.
Assume that i 6= n. If V = g′<αn , then H
0(si ,V ) = V . Otherwise, since
H0(si ,V )⊂V , we have
H0(si ,V )∩ (Ch(αn)⊕g−αn )= 0.
By induction on l (w), if H1(wsi ,H0(si ,V ))µ 6= 0, then µ ∈R−s \ (−S).
By above (as in the case of l (w) = 1), there is a descending sequence
of B-modules:
H1(si ,V ))V
1)V 2) . . .)V r = 0
such that V i/V i+1 ≃ Cβi for some βi ∈ R
−
s \ (−S). By Lemma 5.1, if
H0(wsi ,H1(si ,V ))µ 6= 0, then µ ∈ R−s \ (−S). Hence by the above exact
sequence (6.1.1), we conclude that if H1(w,V )µ 6= 0 then µ ∈ R−s \ (−S).
This completes the proof. 
Proposition 6.2. Let u ∈W and an integer 1 ≤ a ≤ n − 2 be such that
l (usasa+1 · · · sn)= l (u)+ (n+1−a). Let w = usasa+1 · · · sn . Then we have:
(1) If u = id, then H1(w,αn)= 0.
(2) H j (wsn ,αn)= 0 for all j ≥ 0.
(3) H1(w,αn)=H1(wsn ,Ch(αn)⊕C−αn ).
(4) H1(w,αn)µ = 0 unless µ ∈R−s \ (−S).
Proof. Proof of (2): Since l (wsnsn−1)= l (wsn)−1, by Lemma 2.2, we have
H0(wsn ,αn)= 0 and
H j (wsn ,αn)=H
j−1(wsnsn−1,H
0(sn−1, sn−1 ·αn)) for all j ≥ 1.
Since sn−1 ·αn =αn−1+αn and H0(sn−1,αn−1+αn)=Cαn−1+αn , we have
H j (wsn ,αn)=H
j−1(wsnsn−1,αn−1+αn) for all j ≥ 1.
Since 〈αn−1 +αn ,αn−2〉 = −1 and l (wsnsn−1sn−2) = l (wsnsn−1)− 1, by
Lemma 2.2, we see that H j−1(wsnsn−1,αn−1+αn)= 0 for all j ≥ 1.
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Therefore, H j (wsn ,αn) = 0 for every j ≥ 0. This completes the proof
of (2).
Proof of (3): Consider the following short exact sequences of B-
modules:
0−→K1 −→H
0(sn ,αn)−→Cαn −→ 0 (6.2.1)
where K1 is the kernel of the evaluation map ev : H0(sn ,αn) −→ Cαn .
Note that K1 =Ch(αn)⊕C−αn .
By applying H0(wsn ,−) to (6.2.1), we have the following long exact
sequence of B-modules:
· · · −→ H0(wsn ,αn) −→ H1(wsn ,K1) −→ H1(wsn ,H0(sn ,αn)) −→
H1(wsn ,αn)−→ ···
By (2), we conclude that
H1(wsn ,K1)=H
1(wsn ,H
0(sn ,αn))=H
1(w,αn).
Proof of (4): Let K2 =
∑
µ<−αn
gµ. Clearly, K2 is a B-submodule of g′<αn
and
g′<αn
K2
≃K1.
Then we have a following short exact sequence of B-modules:
0−→K2 −→ g
′
<αn
−→K1 −→ 0 (6.2.2)
By applying H0(wsn ,−) to (6.2.2), we have the following long exact
sequence of B-modules:
· · · −→ H1(wsn ,K2) −→ H1(wsn ,g′<αn ) −→ H
1(wsn ,K1) −→
H2(wsn ,K2)−→ ··· .
By [16, Lemma 6.2], we have H2(wsn ,K2) = 0. Hence by Lemma 6.1
we see that that if H1(wsn ,g′<αn )µ 6= 0, then µ ∈ R
−
s \ (−S). Therefore,
H1(wsn ,K1)µ = 0 unless µ ∈R−s \ (−S).
By (3), we have H1(w,αn) = H1(wsn ,K1). Hence we conclude that
H1(w,αn)µ = 0 unless µ ∈R−s \ (−S).
Proof of (1) is similar to the proof of (2). 
Lemma 6.3. Let V = H0(snsar · · · sn−1,Ch(αn) ⊕ C−αn ). Then,
H1(sar−1 · · · sn−1,V )µ 6= 0 if and if µ is of the form:
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(i) µ=−(
n∑
j=t
α j ) for some ar−1 ≤ t ≤ n−1 or
(ii) µ=−(αn +2(
n−1∑
j=t1
α j )+
t1−1∑
j=t2
α j ) for some ar−1 ≤ t2 < t1 ≤ n−1.
Proof. Case 1: ar−1 = n−1. By Lemma 5.5, it follows that Vµ 6= 0 if and
only if µ is of the form:
(i) µ=−(αn +2(
n−1∑
j=t
α j )), where ar ≤ t ≤ n−1 or
(ii) µ=−(αn+2(
n−1∑
j=t1
α j )+
t1−1∑
j=t2
α j ), where ar ≤ t2 < t1 ≤ n−1.
If t < n−1(or t1 < n−1), then we have 〈µ,αn−1〉 = 0. Hence by Lemma
2.2, we see that H1(sn−1,µ)= 0.
If t = n−1 in type (i), then µ=−(αn+2αn−1) and 〈µ,αn−1〉 =−2. Then
by Lemma 2.2,
H1(sn−1,−(αn +2αn−1))=H
0(sn−1, sn−1 · (−(αn +2αn−1))).
Since sn−1 · (−(αn +2αn−1))=−(αn+αn−1), we see that
H1(sn−1,−(α+2αn−1))=C−(αn+αn−1).
If t1 = n−1 in type (ii), then µ=−(αn+2αn−1+
n−2∑
j=t2
α j ) and 〈µ,αn−1〉 =
−1. Then by Lemma 2.2, we conclude that H1(sn−1,µ)= 0.
Case 2: ar−1 6= n−1. Fix ar−1 ≤ i ≤ n−2. By recursion we assume that
H1(si+1 · · · sn−1,V )µ 6= 0 if and if µ=−(
n∑
j=t
α j ) for some i +1≤ t ≤ n−1
or µ=−(αn+2(
n−1∑
j=t1
α j )+
t1−1∑
j=t2
α j ) for some i +1≤ t2 < t1 ≤ n−1.
By SES, we have the following short exact sequence of B-modules:
0 −→ H1(si ,H0(si+1 · · · sn−1,V )) −→ H1(si si+1 · · · sn−1,V ) −→
H0(si ,H1(si+1 · · · sn−1,V ))−→ 0.
By the above discussion, we see that H0(si ,H1(si+1 · · · sn−1,V ))µ 6= 0 if
and only if µ = −(
n∑
j=t
α j ), where i ≤ t ≤ n − 1 or µ = −(αn + 2(
n−1∑
j=t1
α j )+
t1−1∑
j=t2
α j ), where i ≤ t2 < t1 ≤ n−1 and t1 ≥ i +2.
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Further, by Lemma 5.6, we see that H1(si ,H0(si+1 · · · sn−1,V ))µ 6= 0 if
and only if µ = −(αn + 2(
n−1∑
j=i+1
α j )+αi ). By the recursion, we conclude
the proof of the lemma. 
Let vr = snsar · · · sn−1, vr−1 = sar−1 · · · sn−1 and vr−2 = sar−2 · · · sn−1sn .
Then we have
Lemma 6.4.
(1) H1(vr−1vr sn ,αn)µ 6= 0 if and only if µ is of the form:
(i) µ=−(
n∑
j=t
α j ) for some ar−1 ≤ t ≤ n−1 or
(ii) µ=−(αn +2(
n−1∑
j=t1
α j )+
t1−1∑
j=t2
α j ) for some ar−1 ≤ t2 < t1 ≤ n−1.
(2) Let w = vr−2vr−1vr sn . Then, H1(w,αn)µ 6= 0 if and only if µ =
−(αn +2(
n−1∑
j=t1
α j )+
t1−1∑
j=t2
α j ) for some ar−1 ≤ t2 < t1 ≤ ar−2−1.
Proof. Step 1: We prove
H1(vr−2vr−1,V )=H
0(vr−2,H
1(vr−1,V )),
where V is as in Lemma 6.3.
By SES we have the following short exact sequence of B-modules:
0 −→ H1(sn ,H0(vr−1,V )) −→ H1(snvr−1,V ) −→
H0(sn ,H1(vr−1,V ))−→ 0.
By Lemma 5.6, if H0(vr−1,V )µ 6= 0, then we see that 〈µ,αi 〉 = 0 for all
ar−2 ≤ i ≤ n. By Lemma 2.2, we have
H1(sn ,H
0(vr−1,V ))= 0 and
H0(sn ,H
0(vr−1,V ))=H
0(vr−1,V ).
Hence by the above short exact sequence, we see that
H1(snvr−1,V )=H
0(sn ,H
1(vr−1,V )).
By recursion, we have
H1(si+1 · · · snvr−1,V )=H
0(si+1 · · · sn ,H
1(vr−1,V )).
By SES, we have the following short exact sequence of B-modules:
0 −→ H1(si ,H0(si+1 · · · snvr−1,V )) −→ H1(si · · · snvr−1,V ) −→
H0(si ,H1(si+1 · · · snvr−1,V ))−→ 0.
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Since H0(si+1 · · · snvr−1,V ) = H0(vr−1,V ) and
H1(si ,H0(si+1 · · · snvr−1,V )= 0, we have
H1(si si+1 · · · snvr−1,V )=H
0(si si+1 · · · sn ,H
1(vr−1,V )).
Therefore, we conclude that
H1(vr−2vr−1,V )=H
0(vr−2,H
1(vr−1,V )).
This completes the proof of Step 1.
Step 2: We prove
H1(vr−1vr ,Ch(αn)⊕C−αn )=H
1(vr−1,V )
and
H1(vr−2vr−1vr ,Ch(αn)⊕C−αn )=H
1(vr−2vr−1,V ).
First note that H i (s j · · · sn−1,Ch(αn)⊕C−αn )= 0 for each ar ≤ j ≤ n−1 for
all i ≥ 1 and H i (snsar · · · sn−1,Ch(αn)⊕C−αn ) = 0 for all i ≥ 1. By using
SES repeatedly, we see that
H1(vr−1vr ,Ch(αn)⊕C−αn )=H
1(vr−1,H
0(vr ,Ch(αn)⊕C−αn ))
and
H1(vr−2vr−1vr ,Ch(αn)⊕C−αn )=H
1(vr−2vr−1,H
0(vr ,Ch(αn)⊕C−αn )).
Hence we have
H1(vr−1vr ,Ch(αn)⊕C−αn )=H
1(vr−1,V )
and
H1(vr−2vr−1vr ,Ch(αn)⊕C−αn )=H
1(vr−2vr−1,V ).
From Step 1, Step 2 and Proposition 6.2(3), we see that
H1(vr−1vr sn ,αn)=H
1(vr−1,V ) (6.4.1)
and
H1(w,αn)=H
0(vr−2,H
1(vr−1,V )). (6.4.2)
By Lemma 6.3, H1(vr−1,V )µ 6= 0 if and if µ is of the form:
(i) µ=−(
n∑
j=t
α j ), where ar−1 ≤ t ≤ n−1 or
(ii) µ=−(αn+2(
n−1∑
j=t1
α j )+
t1−1∑
j=t2
α j ), where ar−1 ≤ t2 < t1 ≤ n−1.
Proof of (1) is immediate from (6.4.1).
Proof of (2): If µ is of type (i), then 〈µ,αn〉 =−1. By Lemma 2.2, (6.4.2)
and SES, we see that H1(w,αn)µ = 0.
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Fix ar−2 ≤ l ≤ n − 1. By recursion, we assume that
H0(sl+1 . . . sn ,H
1(vr−1,V ))µ 6= 0 if and only if µ=−(αn+2(
n−1∑
j=t1
α j )+
t1−1∑
j=t2
α j )
for some ar−1 ≤ t2 < t1 ≤ l .
On the other hand, we have 〈−(αn + 2(
n−1∑
j=t1
α j ) +
t1−1∑
j=t2
α j ),αl 〉 = −1.
Therefore, H0(sl ,H0(sl+1 · · · sn ,H1(vr−1,V )))µ 6= 0 if and only if µ =
−(αn +2(
n−1∑
j=t1
α j )+
t1−1∑
j=t2
α j ) for some ar−1 ≤ t2 < t1 ≤ l −1. Now the proof
of (2) follows by recursion. 
Proposition 6.5. Let 3 ≤ r ≤ k. Then, H1(wr ,αn)µ 6= 0 if and only if µ =
(
n∏
j=t1
s j )(
n−1∏
j=t2
s j )(αn−1) for some ar−1 ≤ t2 < t1 ≤ ar−2 − 1. In such a case,
dim(H1(wr ,αn)µ)= 1.
Proof. Let u = (
n∏
j=a1
s j )(
n∏
j=a2
s j )(
n∏
j=a3
s j ) · · · (
n∏
j=ar−3
s j ) and let v =
(
n∏
j=ar−2
s j )(
n∏
j=ar−1
s j )(
n∏
j=ar
s j ). Observe that wr = uv , l (wr ) = l (uv) =
l (u)+ l (v).
Claim: H1(wr ,αn)=H0(u,H1(v,αn)).
By SES we have the following short exact sequence of B-modules:
0−→H1(sn ,H0(v,αn))−→H1(snv,αn))−→H0(sn ,H1(v,αn))−→ 0.
By Lemma 5.7, if H0(v,αn)µ 6= 0, then we see that 〈µ,α j 〉 = 0 for all
ar−3 ≤ j ≤ n−1. Therefore, the vector bundle L (H0(v,αn)) on X (u′) is
trivial for each u′ ≤ u. Thus, H i (u′,H0(v,αn))= 0 for each u′ ≤ u and for
all i ≥ 1.
Hence by using SES recursively, we see that
H1(uv,αn)=H
0(u,H1(v,αn)).
Therefore, we have H1(wr ,αn)=H0(u,H1(v,αn)).
By Lemma 6.4, H1(v,αn)µ 6= 0 if and only if µ is of the form:
µ=−(αn +2(
n−1∑
j=t1
α j )+
t1−1∑
j=t2
α j ), where ar−1 ≤ t2 < t1 ≤ ar−2−1.
Note that 〈µ,α j 〉 = 0 for all ar−2 ≤ j ≤ n. Therefore, L (H1(v,αn)) is
the trivial vector bundle on X (u). Hence H0(u,H1(v,αn)) = H1(v,αn).
Thus, we conclude that H1(wr ,αn)µ 6= 0 if and only if µ is of the form:
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µ=−(αn +2(
n−1∑
j=t1
α j )+
t1−1∑
j=t2
α j ), where ar−1 ≤ t2 < t1 ≤ ar−2−1. Note that
µ=−(αn+2(
n−1∑
j=t1
α j )+
t1−1∑
j=t2
α j )= (
n∏
j=t1
s j )(
n−1∏
j=t2
s j )(αn−1). This completes the
proof of the proposition. 
Corollary 6.6. Let 2≤ r ≤ k. If H1(wr ,αn)µ 6= 0, then H0(τr ,αn−1)µ 6= 0.
Proof. Case 1: 3 ≤ r ≤ k. If H1(wr ,αn)µ 6= 0 then by Proposition 6.5, we
have µ= (
n∏
j=t1
s j )(
n−1∏
j=t2
s j )(αn−1) for some integers t2 < t1 such that ar−1 ≤
t2 < t1 ≤ ar−2−1. Then by Lemma 5.3, we have H0(τr ,αn−1)µ 6= 0.
Case 2: r = 2. The proof follows from Lemma 5.2(3) and Lemma
6.4(1). 
Corollary 6.7. Let 2≤ r ≤ k. If H1(wr ,αn)µ 6= 0, then H0(wr−1,αn)µ 6= 0.
Proof. Case 1: 3 ≤ r ≤ k. If H1(wr ,αn)µ 6= 0, by Proposition 6.5, µ =
−(αn + 2(
n∑
j=t1
α j )+
t1−1∑
j=t2
α j ) for some integers t2 < t1 such that ar−1 ≤
t2 < t1 ≤ ar−2−1. For each such µ, by Proposition 5.7 (ii) , we see that
H0(wr−1,αn)µ 6= 0.
Case 2: r = 2. First note that
H0(w1,αn)=H
0(sa1 · · · sn−1,Ch(αn)⊕C−αn ) and
H1(w2,αn)=H
1(sa1 · · · sn−1,H
0(snsa2 · · · sn−1,Ch(αn)⊕C−αn ).
Now the proof follows from Lemma 5.5(1) and Lemma 6.3. 
Recall [ak ,n]= sak · · · sn and [ak ,n−1]= sak · · · sn−1. Then, we have
Lemma 6.8. H1(wk[ak ,n],αn)=H
0(wk[ak ,n−1],αn−1).
Proof. Note that l (wk [ak ,n]sn−1) = l (wk [ak ,n])− 1. Since 〈αn ,αn−1〉 =
−2, by Lemma 2.2, we have
H1(wk [ak ,n],αn)=H
0(wk [ak ,n], sαn−1 ·αn). (6.8.1)
By SES and sαn−1 ·αn =αn +αn−1, we have
H0(wk [ak ,n], sαn−1 ·αn)=H
0(wk [ak ,n−1],H
0(sn ,αn−1+αn)). (6.8.2)
By applying H0(wk[ak ,n−1],−) to the following short exact sequence,
0−→Cαn−1 −→H
0(sn ,αn +αn−1)−→Cαn−1+αn −→ 0.
We obtain the following long exact sequence:
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0 −→ H0(wk [ak ,n − 1],αn−1) −→ H0(wk [ak ,n − 1],H0(sn ,αn +
αn−1))−→H0(wk [ak ,n−1],αn−1+αn)−→H
1(wk [ak ,n−1],αn−1)−→ ··· .
Note that 〈αn +αn−1,αn−1〉 = 0 and 〈αn +αn−1,αn−2〉 = −1. Hence by
Lemma 2.2 and SES, we see that
H0(wk [ak ,n−1],αn−1+αn)= 0.
Therefore, we have
H0(wk [ak ,n−1],αn−1)=H
0(wk [ak ,n−1],H
0(sn ,αn+αn−1)). (6.8.3)
Hence by using (6.8.1), (6.8.2) and (6.8.3), we conclude that
H1(wk [ak ,n],αn)=H
0(wk [ak ,n−1],αn−1). 
Let 1 ≤ r ≤ k. Let Mr := {µ ∈ X (T ) : H1(wr ,αn)µ 6= 0} and M0 := {µ ∈
X (T ) :H1(wk[ak ,n],αn)µ 6= 0}. Then, we have
Corollary 6.9.
(1) Mr ∩Mr ′ =; whenever r 6= r
′.
(2) M0∩Mr =; for every 1≤ r ≤ k.
Proof. Note that by Proposition 6.2(1), H1(w1,αn) = 0. By Lemma 6.8,
we have
H1(wk[ak ,n],αn)=H
0(wk[ak ,n−1],αn−1).
Now the proof follows from Lemma 5.3, Lemma 5.4 and Corollary 6.6.

Lemma 6.10. Let u,w ∈W , let v := (
n∏
j=1
s j )l for some positive integer l ≤ n
such that w = uv and l (w) = l (u)+ l (v). If l ≥ 3, then H i (w,αn) = 0 for
all i ≥ 0.
Proof. First note that by SES,
H0(w,αn)=H
0(u,H0(v,αn)).
By similar arguments as in the proof of Lemma 6.4, we see that
H1(w,αn)=H
0(u,H1(v,αn)).
We now prove that H0(v,αn) = 0 and H1(v,αn) = 0. Let c =
n∏
j=1
s j . Note
that for each 1 ≤ r ≤ n, cr (α j ) < 0 for n+1− r ≤ j ≤ n. In particular, we
have l (vsn−1)= l (v)−1 and l (vsn−1sn−2)= l (v)−2.
Therefore, by Lemma 2.2 and using SES, we have
H0(v,αn)=H
0(vsn−1,H
0(sn−1,αn))=
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Further, by Lemma 2.2, we have
H1(v,αn)=H
0(vsn−1,H
1(sn−1,αn))=H
0(vsn−1,Cαn−1+αn ).
Since 〈αn−1+αn ,αn−2〉 = −1 and l (vsn−1sn−2) = l (vsn−1)−1; by Lemma
2.2, we have H0(vsn−1,αn−1+αn)= 0. Hence H1(v,αn)= 0.
Therefore, by [16, Corollary 6.4], we see that H i (v,αn)= 0 for all i ≥ 0.
Hence, we conclude that H i (w,αn)= 0 for all i ≥ 0. 
7. COHOMOLOGY MODULES OF THE TANGENT BUNDLE OF Z (w, i )
Let w ∈W and let w = si1si2 · · · sir be a reduced expression for w and
let i = (i1, i2, . . . , ir ). Let τ= si1si2 · · · sir−1 and i
′ = (i1, i2, . . . , ir−1).
Recall the following long exact sequence of B-modules from [5] (see
[5, Proposition 3.1]):
0 −→ H0(w,αir ) −→ H
0(Z (w, i ),T(w,i )) −→ H0(Z (τ, i
′),T(τ,i ′)) −→
H1(w,αir )−→ H
1(Z (w, i ),T(w,i )) −→ H1(Z (τ, i ),T(τ,i ′))−→ H
2(w,αir )−→
H2(Z (w, i ),T(w,i ))−→H2(Z (τ, i ′),T(τ,i ′))−→H
3(w,αir )−→ ··· .
By [16, Corollary 6.4], we have H j (w,αir )= 0 for every j ≥ 2. Thus we
have the following exact sequence of B-modules:
0 −→ H0(w,αir ) −→ H
0(Z (w, i ),T(w,i )) −→ H0(Z (τ, i ′),T(τ,i ′)) −→
H1(w,αir )−→H
1(Z (w, i ),T(w,i ))−→H1(Z (τ, i ),T(τ,i ′))−→ 0.
Now onwards we call this exact sequence by LES.
Let w0 = s j1s j2 · · · s jN be a reduced expression of w0 and j =
( j1, j2, . . . , jN ) such that ( j1, j2, . . . , jr )= i .
Lemma 7.1. The natural homomorphism
f :H1(Z (w0, j ),T(w0, j ))−→H
1(Z (w, i ),T(w,i ))
of B-modules is surjecive.
Proof. If w = w0, we are done. Otherwise, let i 1 = ( j1, . . . , jr , jr+1). Note
that by [16, Corollary 6.4], we have H2(wsir+1 ,αr+1) = 0. Then by LES,
the natural homomorphism
H1(Z (wsir+1 , i 1),T(wsir+1 ,i1))−→H
1(Z (w, i ),T(w,i ))
is surjective. By descending induction on l (w), the natural homo-
morphism H1(Z (w0, j ),T(w0, j )) −→ H
1(Z (wsir+1 , i 1),T(wsir+1 ,i1)) of B-
modules is surjecive. Hence the natural homomorphism
f :H1(Z (w0, j ),T(w0, j ))−→H
1(Z (w, i ),T(w,i ))
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of B-modules is surjective. 
Lemma 7.2. Let J = S \ {αn}. Let v ∈WJ and u ∈W be such that l (uv)=
l (u)+ l (v). Let u = si1 · · · sir and v = sir+1 · · · sit be reduced expressions of
u and v respectively. Let i = (i1, i2, . . . , ir ) and j = (i1, i2, . . . , ir , ir+1, . . . , it ).
Then, we have
(1) The natural homomorphism
H0(Z (uv, j ),T(uv, j ))→H
0(Z (u, i ),T(u,i ))
of B-modules is surjecive.
(2) The natural homomorphism
H1(Z (uv, j ),T(uv, j ))−→H
1(Z (u, i ),T(u,i ))
of B-modules is an isomorphism.
Proof. Let r +1≤ l ≤ t . Let vl = usir+1 · · · sil and i l = (i , ir+1, . . . , il ).
Proof of (1): By Corollary 2.5, we have H i (vt ,αit )= 0. Therefore, using
LES, we see that the natural homomorphism
H0(Z (vt , i t ),T(vt ,i t ))→H
0(Z (vt−1, i t−1),T(vt−1,i t−1))
is surjective. By the recursion, the natural homomorphism
H0(Z (vt−1, i t−1),T(vt−1,i t−1))→H
0(Z (u, i ),T(u,i ))
is surjective. Hence we conclude that the natural homomorphism
H0(Z (uv, j ),T(uv, j ))→H
0(Z (u, i ),T(u,i ))
is surjective.
Proof of (2): Proof is by induction on l (v). By LES, we have the follow-
ing exact sequence of B-modules:
0 −→ H0(uv,αit ) −→ H
0(Z (uv, j ),T(uv, j )) −→
H0(Z (vt−1, i t−1),T(vt−1,i t−1)) −→ H
1(uv,αit ) −→ H
1(Z (uv, j ),T(uv, j )) −→
H1(Z (vt−1, i t−1),T(vt−1,i t−1))−→ 0.
By induction on l (v), the natural homomorphism
H1(Z (vt−1, i t−1),T(vt−1,i t−1))−→H
1(Z (u, i ),T(u,i )) is an isomorphism.
By Corollary 2.5, H1(uv,αit ) = 0. Therefore, by the above exact se-
quence, we see that H1(Z (uv, j ),T(uv, j )) −→ H1(Z (vt−1, i t−1),T(vt−1,i t−1))
is an isomorphism. Hence, we conclude that the homomorphism
H1(Z (uv, j ),T(uv, j ))−→H
1(Z (u, i ),T(u,i ))
of B-modules is an isomorphism. 
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Recall that by Lemma 4.2 and Lemma 4.4 we have
w0 = (
k−1∏
l1=1
[al1 ,n])([ak ,n]
n+1−k )(
k−1∏
l2=1
[ak ,al2 −1])
is a reduced expression for w0. Let i be the tuple corresponding to this
reduced expression of w0. Let u1 = wk [ak ,n] and i 1 be the tuple cor-
responding to the reduced expression (
∏k
l1=1
[al1 ,n])([ak ,n]). Note that
ak = 1. With this notation, we have
Lemma 7.3.
(1) The natural homomorphism
H0(Z (w0, i ),T(w0,i ))−→H
0(Z (u1, i 1),T(u1 ,i1))
of B-modules is an isomorphism.
(2) The natural homomorphism
H1(Z (w0, i ),T(w0,i ))−→H
1(Z (u1, i 1),T(u1 ,i1))
of B-modules is an isomorphism.
Proof. Let u j = wk [ak ,n] j and i j be the tuple corresponding to the re-
duced expression (
∏k
l1=1
[al1 ,n])([ak ,n]
j ) (see Lemma 4.4). By Lemma
7.2, the natural homomorphism
H0(Z (w0, i ),T(w0,i ))−→H
0(Z (un−k , in−k ),T(un−k ,in−k ))
is surjective and the natural homomorphism
H1(Z (w0, i ),T(w0,i ))−→H
1(Z (un−k , in−k ),T(un−k ,in−k ))
is an isomorphism.
If j ≥ 2, then by Lemma 6.10, we have H1(u j ,αn) = 0. Hence by LES
and Lemma 7.2, for each 2 ≤ j ≤ n−k we observe that the natural ho-
momorphism
H0(Z (u j , i j ),T(u j ,i j ))−→H
0(Z (u j−1, i j−1),T(u j−1,i j−1))
is surjective and
H1(Z (u j , i j ),T(u j ,i j ))−→H
1(Z (u j−1, i j−1),T(u j−1,i j−1))
is an isomorphism. Therefore, the homomorphism
H0(Z (w0, i ),T(w0,i ))−→H
0(Z (u1, i 1),T(u1 ,i1))
of B-modules is surjecive and the homomorphism
H1(Z (w0, i ),T(w0,i ))−→H
1(Z (u1, i 1),T(u1 ,i1))
of B-modules is an isomorphism.
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Further since u−11 (α0) < 0, by [5, Lemma 6.2], we have
H0(Z (u1, i 1),T(u1,i 1))−α0 6= 0. By [5, Theorem 7.1], H
0(Z (w0, i ),T(w0,i )) is
a parabolic Lie subalgebra of g and hence there is a unique B-stable
line in H0(Z (w0, i ),T(w0,i )), namely g−α0 . Therefore we conclude that
the natural homomorphism
H0(Z (w0, i ),T(w0,i ))−→H
0(Z (u1, i 1),T(u1 ,i1))
of B-modules is an isomorphism. 
The following is a useful corollary.
Corollary 7.4. If µ ∈ X (T ) \ {0}, then dim(H0(Z (u1, i 1),T(u1 ,i1))µ)≤ 1.
Proof. By [5, Theorem 7.1], H0(Z (w0, i ),T(w0,i )) is a parabolic Lie subal-
gebra of g. By Lemma 7.3(1), we have
H0(Z (w0, i ),T(w0,i ))≃H
0(Z (u1, i 1),T(u1,i1)) (as B-modules).
Hence for any µ ∈ X (T ) \ {0}, we have
dim(H0(Z (u1, i 1),T(u1,i1))µ)≤ 1. 
Let u′1 = wk [ak ,n − 1] and let i
′
1 be the tuple corresponding to the
reduced expression (
∏k
l1=1
[al1 ,n])[ak ,n−1]. Then, we have
Lemma 7.5. Let µ ∈ X (T ) \ {0}.
(1) If H1(u1,αn)µ = 0, then dim(H0(Z (u′1, i
′
1),T(u′1 ,i ′1))µ)≤ 1.
(2) If H1(u1,αn)µ 6= 0, then dim(H0(Z (u′1, i
′
1),T(u′1 ,i ′1))µ)= 2.
Proof. By LES, we have the following long exact sequence of B-modules:
0 −→ H0(u1,αn) −→ H0(Z (u1, i 1),T(u1,i1)) −→
H0(Z (u′1, i
′
1),T(u′1,i ′1))−→H
1(u1,αn)−→ ··· . (7.5.1)
Proof of (1): If H1(u1,αn)µ = 0 and µ ∈ X (T ) \ {0}, then by the
above exact sequence the natural homomorphism (of T -modules)
H0(Z (u1, i 1),T(u1,i 1))µ −→ H
0(Z (u′1, i
′
1),T(u′1,i ′1))µ is surjective. By Corol-
lary 7.4, we have dim(H0(Z (u1, i 1),T(u1,i1))µ) ≤ 1. Hence we conclude
that dim(H0(Z (u′1, i
′
1),T(u′1,i ′1))µ)≤ 1.
Proof of (2): If H1(u1,αn)µ 6= 0, then by Proposition 6.2, we have
µ ∈ R−s \ (−S). Also note that dim(H
1(u1,αn)µ) = 1. Hence by the above
arguments, we see that if H1(u1,αn)µ 6= 0, then
dim(H0(Z (u′1, i
′
1),T(u′1,i ′1))µ)≤ 2. (7.5.2)
Therefore, we have the following observations;
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• Note that H0(u1,αn) = 0. Hence by (7.5.1), we see that
H0(Z (u1, i 1),T(u1,i1)) is a B-submodule of H
0(Z (u′1, i
′
1),T(u′1,i ′1)).
• H0(u′1,αn−1) is a B-submodule of H
0(Z (u′1, i
′
1),T(u′1,i ′1)).
• Since −α0 is a long root, we note that H0(u′1,αn−1)−α0 = 0.
By Lemma 7.3, we have H0(Z (w0, i ),T(w0,i )) = H
0(Z (u1, i 1),T(u1,i1)).
By [5, Theorem 7.1], H0(Z (w0, i ),T(w0,i )) is a parabolic Lie subalgebra
of g and hence it has a unique B-stable one dimensional subspace,
namely g−α0 . By above discussion, the B-submodule H
0(u′1,αn−1)∩
H0(Z (u1, i 1),T(u1,i 1)) of H
0(Z (w0, i ),T(w0,i )) does not contain g−α0 and
so it is zero.
By Lemma 6.8, we have H1(u1,αn) = H0(u′1,αn−1). Therefore, if
H1(u1,αn)µ 6= 0, then we have
dim(H0(Z (u′1, i
′
1),T(u′1,i ′1))µ)≥ 2. (7.5.3)
Hence from (7.5.2) and (7.5.3), we conclude that
dim(H0(Z (u′1, i
′
1),T(u′1,i ′1))µ)= 2.
This completes the proof of (2). 
Corollary 7.6. The natural homomorphism
H0(Z (u′1, i
′
1),T(u′1 ,i ′1))−→H
1(u1,αn)
is surjective.
Proof. Note that by Proposition 6.2, if H1(u1,αn)µ 6= 0 then µ ∈R−s \(−S).
By Corollary 7.4, we have dim(H0(Z (u1, i 1),T(u1,i 1))µ) ≤ 1. By Lemma
7.5, if H1(u1,αn)µ 6= 0, then
dim(H0(Z (u′1, i
′
1),T(u′1,i ′1))µ)= 2.
Hence by the exact sequence (7.5.1) we conclude that the natural ho-
momorphism
H0(Z (u′1, i
′
1),T(u′1,i ′1))µ −→H
1(u1,αn)µ
is surjective. 
Let 1 ≤ r ≤ k. Let j
r
= (ia1 , . . . ,n, ia2 , . . . ,n, . . . , iar , . . . ,n) and j
′
r
=
(ia1 , . . . ,n, ia2 , . . . ,n, . . . , iar−1 , . . . ,n, iar , . . . ,n−1).
We now prove
Lemma 7.7.
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(1) If H1(wm ,αn)µ = 0 for all r ≤ m ≤ k and H1(u1,αn)µ = 0, then
dim(H0(Z (τr , j ′
r
),T(τr , j ′
r
))µ)≤ 1.
(2) If H1(wr ,αn)µ 6= 0, then dim(H0(Z (τr , j ′
r
),T(τr , j ′
r
))µ) = 2 and
hence the natural homomorphism
H0(Z (τr , j
′
r
),T(τr , j ′
r
))µ −→H
1(wr ,αn)µ
is surjective.
Proof. Proof of (1): If H1(u1,αn)µ = 0. Then by Lemma 7.5, we have
dim(H0(Z (u′1, i
′
1),T(u′1,i ′1))µ)≤ 1. By Lemma 7.2, the natural homomor-
phism
H0(Z (u′1, i
′
1),T(u′1,i ′1))µ −→H
0(Z (wk , j
k
),T(wk , j k )
)µ
is surjective. If H1(wm ,αn)µ = 0 for all r ≤m ≤ k, by using LES, we see
that the natural homomorphism
H0(Z (wk , j
k
),T(wk , j k )
)µ −→H
0(Z (τr , j
′
r
),T(τr , j ′
r
))µ
is surjective. Therefore, we have dim(H0(Z (τr , j ′
r
),T(τr , j ′
r
))µ)≤ 1.
Proof of (2): If H1(wr ,αn)µ 6= 0, then by Corollary 6.9, we have
H1(wm ,αn)µ = 0 for all r +1≤m ≤ k and H1(u1,αn)µ = 0. Then by (1) ,
we have
dim(H0(Z (τr+1, j
′
r+1
),T(τr+1, j ′
r+1
))µ)≤ 1.
By Lemma 7.2, the natural homomorphism
H0(Z (τr+1, j
′
r+1
),T(τr+1, j ′
r+1
))µ −→H
0(Z (wr , j
r
),T(wr , j
r
))µ
is surjecive. Hence dim(H0(Z (wr , j
r
),T(wr , j
r
))µ)≤ 1.
By LES we have the following long exact sequence of B-modules:
0 −→ H0(wr ,αn) −→ H0(Z (wr , j
r
),T(wr , j
r
)) −→
H0(Z (τr , j ′
r
),T(τr , j ′
r
))−→H
1(wr ,αn)−→ ··· .
Since dim(H0(Z (wr , j
r
),T(wr , j
r
))µ)≤ 1 and dim(H1(wr ,αn)µ)= 1, we
see that dim(H0(Z (τr , j ′
r
),T(τr , j ′
r
))µ)≤ 2 (7.7.1).
Let j ′′
r
be the tuple corresponding to the reduced expression
(
∏k−1
l1=1
[al1 ,n])[ak ,n − 2] of τr sn−1. By LES we have the following exact
sequence of B-modules:
0 −→ H0(τr ,αn−1) −→ H0(Z (τr , j ′
r
),T(τr , j ′
r
)) −→
H0(Z (τr sn−1, j ′′
r
),T(τr sn−1 , j ′′
r
))−→ 0. (7.7.2)
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By Lemma 7.2, the natural homomorphism
H0(Z (τr sn−1, j ′′
r
),T(τr sn−1 , j ′′
r
)) −→ H
0(Z (wr−1, j
r−1
),T(wr−1, j
r−1
)) is surjec-
tive.
Observe that, by LES we have H0(wr−1,αn) is a B-submodule of
H0(Z (wr−1, j
r−1
),T(wr−1, j
r−1
)). If H1(wr ,αn)µ 6= 0 then Corollary 6.6, we
have H0(τr ,αn−1)µ 6= 0 and by Corollary 6.7, we have H0(wr−1,αn)µ 6=
0. Therefore, we have dim(H0(Z (τr sn−1, j
′′
r
),T(τr sn−1, j ′′
r
))µ) ≥
dim(H0(Z (wr−1, j
r−1
),T(wr−1, j
r−1
))µ) ≥ 1. Hence by above exact se-
quence (7.7.1), we observe that
dim(H0(Z (τr , j
′
r
),T(τr , j ′
r
))µ)≥ 2 (7.7.3).
Therefore, from (7.7.1) and (7.7.3) we conclude that
dim(H0(Z (τr , j ′
r
),T(τr , j ′
r
))µ)= 2. This completes the proof of (2). 
8. MAIN THEOREM
In this section we prove the main theorem.
Recall that G = PSp(2n,C) (n ≥ 3), and let c be a Coxeter element
in W . Also, recall that c has a reduced expression c = [a1,n][a2,a1 −
1] · · · [ak ,ak−1−1], where [i , j ] for i ≤ j denotes si si+1 · · · s j and n ≥ a1 >
a2 > . . .> ak = 1.
Let i = (i 1, i 2, . . . , in) be a sequence corresponding to a reduced expres-
sion of w0, where i r (1≤ r ≤ n) is a sequence of reduced expressions of
c (see Lemma 4.4). Then, we have
Theorem 8.1. H j (Z (w0, i ),T(w0,i ))= 0 for all j ≥ 1 if and only if a1 6= n−1
and a2 ≤ n−2.
Proof. By [5, Proposition 3.1], we have H j (Z (w0, i ),T(w0,i ))= 0 for all j ≥
2. So, by Corollary 3.2(2), it is enough to prove the following:
H1(Z (w0, i ),T(w0,i )) = 0 for all j ≥ 1 if and only if c is of the form
[a1,n][a2,a1−1] · · · [ak ,ak−1−1] with a1 6= n−1 and a2 ≤ n−2.
Proof of (=⇒): If a1 = n−1, then c = sn−1snv for some v ∈WJ , where
J = S\{αn ,αn−1}. Take w = sn−1sn and i ′ = (n−1,n) in LES, then we have
0 −→ H0(w,αn) −→ H0(Z (w, i ′),T(w,i ′)) −→ H
0(sn−1,αn−1) −→
H1(w,αn)
f
−→H1(Z (w, i ′),T(w,i ′))−→ 0.
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By a simple calculation, we see that H1(sn−1sn ,αn) = Cαn+αn−1 and
H0(sn−1,αn−1)αn+αn−1 = 0. Hence f is a non zero homomorphism.
Hence H1(Z (w, i ′),T(w,i ′)) 6= 0. By Lemma 7.1, the natural homomor-
phism
H1(Z (w0, i ),T(w0,i ))−→H
1(Z (w, i ′),T(w,i ′))
is surjective. Hence we have
H1(Z (w0, i ),T(w0,i )) 6= 0.
If a2 = n−1, then c = snsn−1v for some v ∈WJ , where J = S \ {αn ,αn−1}.
Let i ′′ be a reduced expression of c = snsn−1v and i
′′′ be a be the reduced
expression of csn such that i ′′′ = (i ′1, . . . , i
′
n ,n) with (i
′
1, . . . , i
′
n) = i
′′. Since
〈αn ,α j 〉 = 0 for j ∈ {1,2, . . . ,n−2}, we have
H i (csn ,αn)=H
i (snsn−1sn ,αn) for ≥ 0.
By SES, we see that H1(snsn−1sn ,αn)=Cαn−1 . By [5, Proposition 6.3], we
have
H0(Z (c, i ′′),T(c,i ′′))αn−1 = 0.
Hence, by LES, we conclude that H1(Z (csn , i
′′′),T(csn ,i ′′′))αn−1 6= 0.
By Lemma 7.1, the natural homomorphism H1(Z (w0, i ),T(w0,i )) −→
H1(Z (csn , i ′′′),T(csn ,i ′′′)) is surjective. Hence, we have
H1(Z (w0, i ),T(w0,i )) 6= 0.
Proof of (⇐=): Assume that a1 6= n−1 and a2 ≤ n−2. By Lemma 7.3
(2), the natural homomorphism
H1(Z (w0, i ),T(w0,i ))−→H
1(Z (u1, i 1),T(u1 ,i1))
of B-modules is an isomorphism. By LES, we have the following exact
sequence of B-modules:
· · · −→ H0(Z (u1, i 1),T(u1,i1)) −→ H
0(Z (u′1, i
′
1),T(u′1,i ′1))
h1
−→
H1(u1,αn)−→H1(Z (u1, i 1),T(u1,i 1))−→H
1(Z (u′1, i
′
1),T(u′1,i ′1))−→ 0.
By Corollary 7.6, we see that the natural homomorphism h1 :
H0(Z (u′1, i
′
1),T(u′1,i ′1)) −→ H
1(u1,αn) is surjecive. Therefore, the natural
homomorphism
H1(Z (u1, i 1),T(u1,i 1))−→H
1(Z (u′1, i
′
1),T(u′1 ,i ′1))
is an isomorphism. Hence the natural homomorphism
H1(Z (w0, i ),T(w0,i ))−→H
1(Z (u′1, i
′
1),T(u′1,i ′1))
is an isomorphism. By Lemma 7.2 (2), the natural homomorphism
H1(Z (u′1, i
′
1),T(u′1,i ′1))−→H
1(Z (wk , j
k
),T(wk , j k )
)
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is an isomorphism. Therefore, the natural homomorphism
H1(Z (w0, i ),T(w0,i ))−→H
1(Z (wk , j
k
),T(wk , j k )
)
is an isomorphism. By LES, we have the following exact sequence of
B-modules:
· · · −→ H0(Z (wk , j
k
),T(wk , j k )
) −→ H0(Z (τk , j
′
k
),T(τk , j ′k )
)
h2
−→
H1(wk ,αn)−→H
1(Z (wk , j
k
),T(wk , j k )
)
h3
−→H1(Z (τk , j
′
k
),T(τk , j ′k )
)−→ 0.
By Lemma 7.7(2), we see that the map h2 : H0(Z (τk , j
′
k
),T(τk , j ′k )
) −→
H1(wk ,αn) is surjecive. Therefore, the map h3 :
H1(Z (wk , j
k
),T(wk , j k )
)−→H1(Z (τk , j
′
k
),T(τk , j ′k )
) is an isomorphism.
Thus, the natural map
H1(Z (w0, i ),T(w0,i ))−→H
1(Z (τk , j
′
k
),T(τk , j ′k )
)
is an isomorphism. By using Lemma 7.2(2) and Lemma 7.7(2) repeat-
edly, we see that the natural map
H1(Z (τk , j
′
k
),T(τk , j ′k )
)−→H1(Z (τr , j
′
r
),T(τr , j ′
r
))
is an isomorphism for all 1≤ r ≤ k−1.
Note that τ1 ∈ WS\{αn}. By taking u = id and v = τ1 in Lemma
7.2(2), we see that H1(Z (τ1, j
′
1
),T(τ1, j ′1)
)= 0. Therefore, we conclude that
H1(Z (w0, i ),T(w0,i ))= 0. This completes the proof of the theorem. 
Corollary 8.2. Let c be a Coxeter element such that c is of the form
[a1,n][a2,a1− 1] · · · [ak ,ak−1 − 1] with a1 6= n− 1, a2 ≤ n− 2 and ak = 1.
Let (w0, i ) be a reduced expression of w0 in terms of c as in Theorem 8.1.
Then, Z (w0, i ) has no deformations.
Proof. By Theorem 8.1 and by [5, Proposition 3.1], we have
H i (Z (w0, i ),T(w0,i )) = 0 for all i > 0. Hence, by [14, p. 272, Propo-
sition 6.2.10], we see that Z (w0, i ) has no deformations. 
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