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Samenvatting
Epilepsie
Epilepsie is een neurologische aandoening van de hersenen die voor-
komt bij ongeveer 1% van de wereldbevolking. Ze wordt gekenmerkt
door terugkerende epileptische aanvallen en de diagnose wordt gesteld
vanaf er zich meer dan één niet uitgelokte epileptische aanval zich heeft
voorgedaan. Hoewel er al jaren onderzoek gedaan wordt naar epilep-
sie, kan men de ziekte nog steeds niet genezen. Onderzoekers overal
ter wereld zijn continu op zoek naar manieren om epilepsie beter te
begrijpen en doeltreffender te behandelen. Ongeveer twee op drie pa-
tienten kan aanvalsvrij worden door middel van medicatie. Bij deze
patiënten worden de aanvallen echter vaak vervangen door de bijwer-
kingen van de medicatie zoals misselijkheid, duizeligheid, een wazig
gevoel en ga zo maar door.
In ongeveer één op drie patienten kan medicatie het aantal aan-
vallen niet of nauwelijks verminderen zonder dat de bijwerkingen de
patiënt verhinderen te functioneren. Enkel een fractie van deze pa-
tiënten kan geholpen worden door chirurgisch het verantwoordelijke
gebied in de hersenen te verwijderen. Voor de andere patiënten is
het onmogelijk éénenkel en redundant gebied te vinden in de herse-
nen. Deze patiënten moeten noodgedwongen leven met steeds weer
kerende aanvallen die op elk moment van de dag kunnen optreden.
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Aanvalsdetectie
Voor onderzoekers, patiëten en zorgverleners is epileptische aanvals-
detectie een zeer gegeerd hulpmiddel. Het laat toe om zorgverleners
te waarschuwen als een aanval zich voordoet zodat die hem of haar
kan bijstaan en het zou toelaten om snelwerkende medicatie of neuro-
stimulatie toe te passen om de aanval te onderdrukken op het moment
dat hij optreedt. Deze toepassingen vereisen wel dat de aanvalsdetec-
tor een zeer korte detectievertraging heeft, bijna geen aanvallen mist
en zo weinig mogelijk vals-positieven detecteeert.
Het electro-encefalogram (EEG) is het meest gebruikte signaal
voor het detecteren van aanvallen en wordt ook in dit werk gebruikt.
Het meet de elektrische activiteit in de hersenen en wordt toegepast
om de diagnose van epilepsie consistent te kunnen stellen.
Reservoir computing
De meeste aanvalsdetectiealgoritmen uit de literatuur zijn gebaseerd
op heuristiche algorithmen die manueel gebouwd werden. Machine
learning daarentegen is een tak van de wetenschap waar men tracht
algorithmen te bouwen die autonoom een model kunnen leren van
bijvoorbeeld een epileptische aanval. Het werd reeds vaak aangetoond
dat veel taken beter opgelost kunnen worden met machine learning
dan met algorithmen waarbij ontwikkelaars hun interpretatie van het
model proberen implementeren.
Er is sprake van zeer veel verschillende machine learning-technieken
in de literatuur. De techniek die in dit werk wordt gebruikt is reser-
voir computing. Ze is gebaseerd op een sterk vereenvoudigd model
van de hersenen en gebruikt een willekeuring aangemaakt recurrent
neuraal netwerk van artificiële neuronen, het reservoir genaamd. Dit
netwerk wordt gevoed met een invoersequentie die door het netwerk
gespiegeld wordt op een hoger-dimensionale ruimte. Om dit systeem
te trainen wordt enkel een lineaire uitleeslaag getraind op basis van
de toestanden van het netwerk. De verbindingen van de invoer naar
het reservoir en de verbindingen tussen de neuronen onderling blijven
bij dit proces ongewijzigd. Deze aanpak zorgt ervoor dat de tijd die
nodig is om het netwerk te trainen binnen de perken blijft zonder dat
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er ingeboet moet worden op de prestatie en dat voor een groot aantal
taken.
Leeralgoritmen
Omdat epileptische aanvallen maar zelden voorkomen, bestaan de da-
tasets die in dit werk gebruikt worden vaak uit duizenden uren aan
data. Als voor elke seconde aan data één datapunt wordt toegewe-
zen, resulteert dit in een dataset van miljoenen datapunten. Voor een
machine learning toepassing is dit zeer groot. Om toch met datasets
van deze grootte te kunnen werken, worden in dit werk verschillende
algotihmen voorgesteld die toelaten om het systeem te trainen in een
grootteorde van minuten in plaats van uren. Elk van deze algoritmen
werd aangepast aan de specifieke karakteristieken van epilepsiedata-
sets zoals het beperkt aantal aanvallen en da variabiliteit van het
EEG. Het algoritme dat de beste prestatie levert, schaalt de invloed
van elk voorbeeld uit de trainingset aan de hand van zijn relevantie
om een goede aanvalsdetector te bouwen.
Aanvalsdetectie bij diermodellen
Diermodellen zijn nog steeds de enige optie voor epilepsieonderzoek.
Om het effect van anti-epileptische behandeling bij deze dieren te
onderzoeken worden vaak vele weken aan EEG-data opgenomen. Het
markeren van de aanvallen in deze data is dus een zeer tijdrovevende
bezigheid voor de onderzoekers.
In recent onderzoek wordt vaak het effect van een zogenaamde
closed-loop-behandeling onderzocht. Hier wordt de anti-epileptische
behandeling, zoals snel werkende medicatie of neurostimulatie, toe-
gepast van zodra er een epileptische aanval optreedt. Aangezien be-
staande aanvalsdetectiealgoritmen vaak niet voldoende betrouwbaar
zijn, moet er soms dag en nacht, en zo lang het onderzoek loopt, een
onderzoeker aanwezig zijn om de behandeling toe te dienen bij het
begin van de aanval.
Om onderzoek in deze domeinen te faciliteren, wordt een nieuw
aanvalsdetectiealgoritme voorgesteld dat beter presteert dan de beste
systemen uit de literatuur en dat een prestatie heeft die in zekere
Xzin vergelijkbaar is met die van getrainde onderzoekers. De detec-
tievertraging en het aantal gemiste aanvallen van dit systeem kan
gereduceerd worden ten koste van het aantal valspositieve detecties
en omgekeerd. Dit laat toe dat epilepsieonderzoekers een aanvalsde-
tectiemodel kunnen gebruiken dat aangepast is aan hun noden en dat
ongeacht de aanpassing toelaat om simultaan aanvallen te detecteren
en het EEG te annoteren.
Als een zeer hoge accuraatheid vereist is voor het markeren van
epileptische aanvallen was dit tot nog toe niet mogelijk met de hui-
dige technieken. De aanvalsdetector uit dit werk laat toe om dit te
bereiken en reduceert de werklast van de onderzoeker met ongeveer
90%. Om de werklast nog verder te verminderen werd een leerstra-
tegie voorgesteld die de tijd die nodig is om de trainingset samen te
stellen drastisch vermindert.
Humane aanvalsdetectie
Voor humane aanvalsdetectie wordt een patiëntspecifiek aanvalsdetec-
tiesysteem voorgesteld dat vergelijkbaar presteert met de beste me-
thodes uit te literatuur. Gebaseeerd op dit model wordt een algemeen
aanvalsdetectiemodel voorgesteld dat niet patiëntafhankelijk is. Dit
model presteert beter dan vergelijkbare modellen uit de literatuur
maar evenaart de prestatie van het patiëntspecifiek model niet.
Twee leerstrategieën werden voorgesteld die toelaten om het alge-
meen aanvalsdetectiemodel te verbeteren zodat het de prestatie van
het patiëntspecifiek model kan bereiken. Het is voor deze strategieën
niet nodig om input te vragen van een ervaren neuroloog, maar ze kun-
nen worden geïmplementeerd als eenvoudige drukken op een knop. De
eerste strategie vereist alleen dat de gebruiker op een knop drukt als
er een vals-positieve gedetecteerd wordt en slaagt erin om de prestatie
van het patiëntspecifiek model te bereiken voor 70% van de patiënten.
Als de gebruiker ook op een knop drukt als er een aanval werd gemist,
bereikt het systeem de prestatie van het patiëntspecifiek model bij
meer dan 90% van de patiënten. Dit gaat echter wel gepaard met
een licht verhoogd aantal valspositieven, maar deze kunnen worden




Epilepsy is a neurological disorder of the brain that occurs in about
1% of the world’s population. It is characterized by recurring epileptic
seizures and can by diagnosed if more than one unprovoked seizure
occurs. Although epilepsy has been a research topic for many years,
the perfect cure has not been found. Researchers around the world
are constantly looking for new and better ways to understand and
treat epilepsy. About two out of three patients can become seizure
free using anti-epileptic drugs. For these patients the seizures are
often replaced with unwanted side effects such as nausea, dizziness,
fuzziness and so on.
In about 1 out of 3 patients, however, the medication does not, or
only slightly, reduce the seizure frequency. Only a fraction of these
patients can be helped using epilepsy surgery, in which the seizure
onset zone is surgically removed. In the rest of the patients, no single
and redundant seizure onset zone can be found in the brain. These
patients are forced to live with recurring epileptic seizures that can
occur at any given point in time.
Seizure detection
Seizure detection is a much wanted tool for epilepsy researchers, pa-
tients and caregivers. It allows caregivers to be alerted to aid the
patient while having a seizure and would allow fast-working medica-
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tion or neuro-stimulation to be administered to suppress the ongoing
seizure. However, these applications require that the seizure detector
has very short detection delay, misses almost none of the seizures and
has as little false positives as possible.
The electroencephalogram (EEG) is the most commonly used sig-
nal to which seizure detection is applied. It measures the electrical
activity in the brain and is the most commonly applied tool by neu-
rologists to consistently diagnose epilepsy.
Reservoir computing
Most epileptic seizure detection algorithms from literature are heuris-
tics that are manually build by engineers. In contrast, machine learn-
ing is a research field that tries to build algorithms by allowing a
computer to autonomously learn a model from a lot of examples of
for instance a seizure. It has been shown that many tasks are better
solved using machine learning, rather than by engineers that try to
build their interpretation of the model.
There are many machine learning techniques that have been ap-
plied to numerous tasks in literature. The machine learning technique
used in this work is called reservoir computing. It is based on a simpli-
fied model of the brain and uses a randomly created, recurrent network
of artificial neurons called a reservoir. This network is fed with an in-
put sequence and maps the input data to a higher dimensional space.
To train the system, only a linear readout is trained on the state of
the reservoir. The input connections and recurrent connections in the
reservoir are left unchanged. This approach dramatically reduces the
training time required to train these recurrent neural networks while
still attaining state-of-the-art performance in many tasks.
Learning algorithms
Because seizures are rare events, the datasets used in this work often
span thousands of hours. If each second of data is mapped to one
data point, this corresponds to millions of data points which is very
large from a machine learning perspective. To be able to work with
datasets of this size, this work proposes several learning algorithms
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that have a training time in the order of minutes as opposed to days.
Each of these algorithms has been designed to deal with the special
characteristics of epilepsy datasets such as the rareness of seizures and
the variability of EEG. The algorithm that performs best scales the
influence of each EEG example according to its relevance to build a
good working seizure detection model.
Seizure detection in animal models
Animal models are still the only viable option for research on epilepsy
treatment. To evaluate the effect of anti-epileptic treatment, many
hours of EEG get recorded. Annotating this data requires many hours
of tedious work by experienced encephalographers.
In more recent experiments, the effects of closed-loop epilepsy
treatment are investigated. Here anti-epileptic treatment, such as
fast-working medication or neuro-stimulation, is applied at the seizure
onset. Since most of the current epileptic seizure detection tools are
not very reliable, an encephalographer is often present day and night
to administer the treatment at the moment of seizure onset.
To aid in these fields of research, a new non animal specific seizure
detection model is proposed that outperforms state-of-the-art tech-
niques and has a performance that is comparable with that of en-
cephalographers. The detection delay and the number of missed
seizures can be traded of against the number of false positives. This
allows epilepsy researchers to select a seizure detection model that
optimally fits their needs and allows the tool to be simultaneously
applied for on-line seizure detection and seizure marking.
If a very high accuracy is required for seizure marking, the tool
can be configured such that the workload of the encephalographers is
reduced to up to 90%. To even further reduce the workload, a learning
strategy is proposed to bring down the time required to annotate the
training data which is needed to build the epileptic seizure detection
model.
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Seizure detection in humans
For epileptic seizure detection in humans a patient specific seizure de-
tection model is presented that shows comparable performance to the
current state-of-the-art. Based on this model, a non patient specific or
general seizure detector is derived that outperforms several techniques
from literature. However, this model does not attain the performance
of the patient specific model.
Two learning strategies are proposed that allow the general seizure
detection model to reach the performance of the patient specific model.
These strategies do not require input from an experienced encephalog-
rapher, but can be implemented as simple button presses by the user.
The first strategy only requires the user to press a button in case of
a false positive and allows the model to reach the performance of the
patient specific model in 70% of the patients. If the user also indi-
cates when a seizure has occurred, or is ongoing, the performance of
the patient specific model is reached in more than 90% of the patients.
However, this second approach results in a slightly higher number of
false positives. To reduce these, the learning strategies need to be
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“Epilepsy is one of the most often misdiagnosed, mis-
treated, or undertreated conditions...”
James Firman
President of the U.S. National Council on Aging
1.1 Epilepsy
About 1% of the world’s population or roughly 100 000 people in Bel-
gium suffer from epilepsy (Witte et al., 2003; de Boer et al., 2008). An
epileptic seizure is a sudden, but transient disruption of the electrical
activity in the brain. Although not always visible on the outside it
can produce very turbulent symptoms. They range from a pounding
headache, a lapse in attention or hallucinations to screaming or wild
convulsions (Duncan et al., 2006). In healthy people seizures can be
triggered by drug abuse, extreme stress, extreme forms of sleep depri-
vation, etc. However, such seizures are not considered to be symptoms
of epilepsy. Epilepsy is a group of diseases that contains all the brain
disorders which are characterized by at least two unprovoked seizures.
Epilepsy is a very broad disorder and it can have many causes
which can be subdivided into three groups: genetic disorders, provok-
ing circumstances and acquired brain disorders. Although epilepsy
can develop because of a single cause, usually the epileptogenisis is
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triggered by more than one. A genetic disorder for example can cause
epilepsy, but it can also result in a genetic predisposition to develop it
in case of a brain injury. Usually it is unclear why a person develops
epilepsy at a specific moment and the seizures seem to emerge out
of nowhere. In some cases however, the trigger is quite clear, as for
example in the case of alcohol abuse, emotional stress, sleep depriva-
tion, a strong fever, etc. Avoiding these triggers does not necessarily
mean one will not develop epilepsy, they only increase the probability.
Quite often, epilepsy develops because of an obtained brain disorder.
It can arise after a brain injury such as a head trauma, a stroke, an
intra-cranial haemorrhage, a lack of oxygen during birth, infections
such as meningitis or even cancer.
In more than half of the patients, either no cause can be found
using thorough medical examinations, or the disorder in the brain is
so small that it can not be detected using current techniques (de Boer
et al., 2008). Epilepsy can exist and develop at any age, but in about
70% of the cases, the seizures start before the age of 20. A few types
are age related and only occur during specific periods in human de-
velopment such as puberty. In most cases however, the seizures never
disappear.
Patients who suffer from uncontrolled epileptic seizures are limited
in their independence. They have a significantly higher probability of
burns, fractures or other injuries and even sudden death. In many
countries they are not allowed to drive and not that many employers
want to hire them. Not knowing when a seizure occurs or will occur
is a significant burden for the patients and their caregivers.
1.2 Epileptic seizures
Epileptic seizures can be subdivided into two main groups: partial
seizures and generalized seizures (Angeles, 1981; ILAE, 1989). Figure
1.1 gives a schematic representation of the different seizure types.
Partial seizures start in a certain part of the brain cortex and manifest
themselves in the corresponding body region or function. Seizures
that for example originate in the temporal lobe, the part of the brain
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Epileptic seizures
Partial Generalized
Simple Complex Absence Myoclonic Clonic Tonic Atonic
Tonic-clonicMyoclonic absence
Figure 1.1: A schematic representation of the different
types of epileptic seizures.
that processes emotions and short-term memory, often result in an
aura. During such an aura patients can experience a hallucination of
a certain taste or smell, or they may experience certain unexpected
feelings like fear, sadness or even euphoria. Most commonly these
seizures are caused by an acquired brain disorder. Simple partial
seizures do not result in a loss of consciousness. Although they can
not control their symptoms, patients are fully aware they are having
a seizure. In many situations this type of seizure is harmless for
the patients since they can stop their activities until the seizure has
passed. Complex partial seizures on the other hand coincide with a
reduced level of consciousness. Although patients who are having a
complex partial seizure can perform seemingly normal activities, they
are unaware of their actions. This is an increased risk for the patient
since the seizure is often not recognized as such by those witnessing
the event. Partial seizures may spread to involve other regions of the
brain and possibly even become secondarily generalized.
Generalized seizures seem to encompass the entire cerebral cortex
right from the start and therefore always result in a loss of conscious-
ness. In many cases these seizures only have a genetic cause. They are
often subdivided in five groups based on their external characteristics.
• Absence seizure can be recognized by a temporary loss of at-
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tention. The patient stops his activity for a short period after
which he often resumes his activity as if no time has passed.
These seizures exist in adults, but they are most common in
young children below the age of 12. They usually last less than a
minute and are generally easily treated with medication. How-
ever, they are very often a prelude to a more severe type of
epilepsy later in life.
• Myoclonic seizures are short jerks of a group of muscles. They
are very similar to the jerks people have when falling asleep and
are most common around puberty. Patients usually recover very
fast after the seizure, which by itself lasts only one or 2 seconds.
• Clonic seizures are successive full body jerks. By themselves
they are quite rare and usually follow a tonic phase.
• Tonic seizures are characterized by a tonic contraction of all
the muscles. When they are followed by a clonic phase they
are referred to as tonic-clonic seizures. This type of seizure is
the most common type of generalized seizures in adults. These
seizures last between one and five minutes during which patients
make wild movements and can even wet themselves. After the
seizure the patients are often confused and tired, and it can take
several hours before they have fully recovered.
• Lastly there are the atonic seizures that coincide with a total
loss of muscle tone. After this type of seizure people usually get
up and are able to continue their activities. Atonic seizures are
therefore very similar to fainting.
Although tonic-clonic seizures are the most common combination,
other combinations may occur such as myoclonic absences.
If an epileptic seizure lasts longer than half an hour and possibly
indefinitely, it is referred to as a status epilepticus (Lowenstein and
Alldredge, 1998). This can occur with any type of seizures but they
are most common and life threatening in the case of a tonic-clonic
seizure. If the seizure is not suppressed in time, serious brain and
hart damage may occur because of the highly irregular respiration. In
case of a status epilepticus the emergency services should be alerted
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and if possible a strong anti-convulsant, such as Valium, should be
administered.
Because epileptic seizures can manifest themselves in many ways
they are often confused with non-epileptic phenomena. These non-
epileptic seizures can have a medical origin such as fainting, cardiac ar-
rhythmia, migraine, hyperventilation, transient ischemic attacks, etc.
They can also have a psychological origin (Benbadis and Allen Hauser,
2000). These psychogenic non-epileptic seizures or pseudoseizures can
be caused by emotional stress. Although they are very difficult to di-
agnose, they can be successfully treated with psychotherapy. To rule
out whether the seizures have a non-epileptic origin or not, the elec-
troencephalogram (EEG) is used.
1.3 Treatment
An average human brain contains about 100 billion neurons (Herculano-
Houzel, 2009). Each of these neurons is connected to about 1000 other
neurons. This means that there are 100 trillion connections in the
brain (Drachman, 2005). Although in most cases the exact causes for
epilepsy are still unknown, it is accepted in the scientific community
that it is caused by problems related to the connections in the brain.
Whether it is related to superfluous or missing connections, or that
the interconnections are too strong or too weak seems to depend on
the specific illness of the patient. Since neurons are very complex cells
and there are so many connections in the brain and different causes
for epilepsy, there is not one single cure for all epilepsy patients.
About two thirds of the people with epilepsy who have access to
healthcare of a westernised standard, can become seizure free with
anti-epileptic drugs (de Boer et al., 2008). Finding the right drug
or combination of drugs often spans a period of several months or
years and it often occurs that in every phase in life a different set of
drugs has to be found. Even though, after finding the right drugs the
patients are seizure free, they often have to live with the side-effects
of the medication: nausea, dizziness, fuzziness, etc (Duncan et al.,
2006).
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If patients are not be rendered seizure free with the currently de-
veloped anti-epileptic drugs, they are said to have refractory epilepsy
(de Boer et al., 2008). This is the case for one in three patients. They
have the same number of seizures, or only slightly less, while using
medication. For some of them, epileptic surgery is another viable
solution. In order to qualify, the seizure onset zone must be unam-
biguously located and must be confined to a single and rather small
area in the brain (Quesney et al., 1985). On top of that it must be a
redundant area of the brain that is either dysfunctional or replaceable
by other areas in the brain. Finding the onset area requires multiple
medical examinations. It is often so complex that it has become a
research field on its own.
Still one in four epilepsy patients (de Boer et al., 2008), or about
25 000 people in Belgium, are not seizure free with the currently
accepted therapies. They are forced to live with their illness or they
can try more experimental therapies such as Deep Brain Stimulation
(DBS) and Vagus Nerve Stimulation (VNS) to reduce the number of
seizures (Vonck et al., 2003; Theodore and Fisher, 2004).
1.4 Seizure detection
As mentioned earlier, one of the most significant burdens of epilepsy is
not knowing when a seizure will occur. Although it does not appear to
be useful to use seizure detection to tell the patient when he is having
a seizure, it can help him in many other ways. It can for example
aid these patients in offering caregivers a way to know when a seizure
occurs. If the detection delay is small enough, caregivers can make
sure the patient does not hurt himself. If necessary, an anti-convulsant
can be administered to suppress the seizure or the caregiver provide
medical care if needed or can call for help (Nijsen et al., 2007).
In research and possible future applications seizure detection can
be used to automatically trigger anti-epileptic treatment. This can
be in the form of fast-working anti-convulsants or of neurostimula-
tion, such as DBS or VNS (Theodore and Fisher, 2004), to suppress
the seizures when they occur. In this set-up a low detection delay is
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paramount, since the likelihood of suppressing a seizure seems to de-
crease with a longer delay before applying the stimulation (Hammond
et al., 1992).
If patients are diagnosed with intractable seizures, neurosurgery
becomes an option. To find the seizure onset zone, ictal single-photon
emission computed tomography (SPECT) is an often used technique
(Cysyk et al., 1997). A nurse will inject a radiotracer into the patient
as soon as she can distinguish the patient is having a seizure. Because
of the increased blood flow to the seizure onset zone, the tracer is
absorbed by this brain region. Next the patient is placed under a
SPECT scanner so that the seizure onset zone can be visualized. It is
obvious that this is a very labour intensive job which could be replaced
with an accurate seizure detector with a low detection delay.
Even when selecting the optimal drug or drugs, seizure detection
can be useful. Currently the anti-epileptic therapy is often determined
based on a patient’s description of the severity and number of seizures
in comparison to the previous evaluation session. Some patients do
not recall having seizures or they can be wrongly evaluated, since
they often lose conciousness during a seizure (Hoppe et al., 2007).
This can have the effect that patients either get the wrong combina-
tion, too much or too little medication. Prescribing too high doses of
medication or the wrong combination can have toxic side effects, while
too little medication means that the patient still has many epileptic
seizures. In some cases, to better determine the optimal set of drugs,
patients are hospitalized during a week or so to diagnose which type of
epilepsy the patients have. If patients could wear a device that per-
forms accurate automatic seizure detection, physicians would know
approximately the number, frequency and duration of the seizures.
By correlating this information to the prescribed medication, physi-




Although seizure detection can be very helpful for epilepsy patients,
only seizure prediction might lift them from the burden of not knowing
when a seizure will occur. Predicting the seizure would give patients
time to bring themselves in a safe environment before the seizure
occurs and it might allow them to inject themselves with an anti-
convulsant much like diabetes patients do with insulin. Even for the
applications mentioned above seizure prediction is a welcome bonus
on top of seizure detection.
In literature it is argued that reported seizure predictions are sim-
ply detections in an earlier stage, i.e., before humans can recognise a
seizure (Mormann et al., 2007). Whichever the case, for the patients
any indication of when the symptoms will start is welcome. To avoid
any discussion on whether seizures can be predicted this work will
focus on early seizure detection, detecting seizures with the lowest
possible detection delay.
1.6 Electroencephalogram
The EEG is a frequently used signal to perform seizure detection. It
is a multichannel recording of the electric activity in the brain, where
each channel is recorded on a certain brain area. The EEG electrodes
can be placed on the scalp or invasively in the brain, in which case it
is referred to as intra-cranial EEG (iEEG).
Scalp EEG is most commonly recorded using the international
10-20 system which defines the location of the electrodes as shown
in Figure 1.2 (Homan et al., 1987). When visualizing the EEG, each
signal or channel represents the brain activity in a certain region in
the brain. If mono-polar visualisation is used, the electrical potential
difference is measured with one or more reference electrodes. The
channel is visually represented by its own symbol, e.g., F7. Most
commonly bipolar visualisation is used. Here the potential difference
is measured between pairs of neighbouring electrodes and it is repre-


















Figure 1.2: The international 10-20 system for EEG
recording (Homan et al., 1987). The "10" and "20" re-
fer to the fact that the actual distances between adjacent
electrodes are either 10% or 20% of the total front-back
or right-left distance of the skull. The letters F, T, C, P
and O stand for frontal, temporal, central, parietal, and
occipital lobes, respectively. Note that there exists no
central lobe, the "C" letter is only used for identification
purposes. A "z" (zero) refers to an electrode placed on
the midline. Even numbers (2,4,6,8) refer to electrode
positions on the right hemisphere, whereas odd numbers
(1,3,5,7) refer to those on the left hemisphere. In this ex-
ample the electrodes A1 and A2 are two reference elec-
trodes, for which there are a several possible locations.
(Figure source: Wikipedia)
There are several physical constraints on what can be recorded
using EEG. Since the EEG measures the electrical potential between
two electrodes, it can only record the electrical activity parallel to the
path connecting them. Activity from neuron interconnections perpen-
dicular to the measurement is not visible on the EEG. The scalp and
the cerebrospinal fluid act as electric insulators, with a higher attenua-
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Figure 1.3: An example of EEG containing alpha rhythm
on the electrodes on the back of the head and eye blinks
or eye movement of the left eye at time = 1 s and time
= 4 s.
tion of the higher frequency neuron oscillations (Grewal and Gotman,
2005). This constrains the activity that can be recorded to the re-
gions near the scull and the lower frequency ranges. A consequence of
these limitations is that seizures with a small and localized activity,
somewhere deep inside the brain or perpendicular to the measured
electrical field, cannot be observed using scalp EEG.
Electroencephalographers describe EEG activity in terms of its
spatial distribution on the scalp (frontal, temporal, parietal, occipital,
central, lateral, ...) as well as its dominant frequency component
(Pfurtscheller and Lopes da Silva, 1999). These frequency components
are grouped in frequency bands of at least 4 Hz. When a subject closes
his eyes, the alpha rhythm arises in the EEG. It is characterised by
dominant 8 to 12 Hz activity as shown in Figure 1.3 on the posterior
channels. The delta rhythm is dominant if the frequency ranges from
0 to 4 Hz, theta if it is between 4 and 8 Hz, beta if it ranges from 12 to
30 Hz and gamma for frequencies higher than 30 Hz. To identify these
dominant components the EEG is often visualized with vertical marks
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every second. Determining the frequency can then be simplified by
counting the number of peaks between each vertical line.
Neuronal activity is not the only activity that is recorded by EEG.
There are many physiological artefacts that can be distinguished.
Since muscle activity is also triggered by electrical signals, the head
muscles have a great influence on the EEG. As shown in Figure 1.3,
eye blinks or eye movements are clearly visible as a disruption of the
EEG and is most prominent on the channels closest to the eyes. Chew-
ing results in a high frequency activity that disrupts many of the EEG
channels as shown in Figure 1.4. Although the main activities that
disrupt the EEG are caused by movements of the facial muscles, other
activities can disrupt the EEG such as the not uncommon leg shaking
shown in Figure 1.5.
1.6.1 Seizures on the scalp EEG
Following the onset, an epileptic seizure can be typically recognized as
a development of rhythmic activity over several EEG channels. This
activity comes from the hyper-synchronous electrical activity of large
groups of neurons. It is characterized by an appearance or disap-
pearance of frequency components below 25 Hz for which the exact
frequency varies between different patients (Gotman et al., 1981). An
example of a generalized seizure is shown in Figure 1.6. The seizure
starts at time = 1 s and can be recognised as rhythmic activity on all
EEG channels. Typical for this type of seizures is that, as the seizure
progresses, the waveforms become rounded with a main frequency
around 3 Hz.
Some epilepsy patients have a very irregular EEG signal. The first
second of EEG shown in Figure 1.7 is very similar to the generalized
seizure shown in Figure 1.6. Although this EEG is abnormal, for this
patient it represents the non seizure or inter-ictal EEG and it only
disappears whenever there is epileptic activity on the EEG. In this
example the seizure starts at time = 2 s, which resembles more the
normal EEG of regular patients. However, on the occipital channels
a clear rhythmic activity is visible, corresponding to the activity of a
partial epileptic seizure.
Each seizure type is represented by a different EEG pattern. The
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Figure 1.4: An example of EEG disrupted by rhythmic
activity caused by chewing. This artefact is mainly visible
on the electrodes which contain a signal from the central
electrodes C3 and C4.

















Figure 1.5: An example of EEG disrupted by rhythmic
activity caused by stress related leg shaking which starts
at time = 1 s.
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Figure 1.6: An example of the onset of a generalized
seizure. The seizure starts at time = 1 s. The part of the
seizure that is not illustrated, about 35 seconds in length,
is characterized by similar rhythmic activity as the last
second shown in the figure.

















Figure 1.7: An example of the onset of a partial seizure.
The seizure starts at time = 2 s and is mainly visible on
the occipital electrodes.
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generalized seizure shown in Figure 1.8, is for example characterised
by higher frequency oscillations than generalized seizure shown in Fig-
ure 1.6. The latter has a main frequency around 3 Hz whereas the
former seizure has a main frequency around 20 Hz. Although there
is some similarity within one seizure type, there is a lot of variation
between patients and even between seizures of the same patient. In
addition, the EEG of one patient during a seizure may closely resem-
ble the signature of abnormal, inter-ical EEG from the same patient as
shown in Figure 1.9. These different types of variability make epileptic
seizure detection a non trivial task.
1.6.2 Seizures on the intra-cranial EEG
Because it is measured on the brain cortex or deep within the brain
structures, iEEG measures the electrical activity of a smaller popula-
tion of neurons and is less sensitive to artefacts. Movement of facial
muscles has no influence and the signal strength is not attenuated by
the scull. As a consequence, the signal quality and spatial resolution
of iEEG is much higher than with scalp EEG.
Therefore, and because the electrodes can be implanted relatively
close to the suspected seizure onset zone, it is often used in pre-surgical
evaluation. If the iEEG is recorded close to the seizure onset zone,
a seizure is visible on the iEEG much earlier, especially in the case
of partial seizures. This latency can be as large as several 10s of sec-
onds before the onset is visible on the scalp EEG (Pacia and Ebersole,
1997). At the same time, the higher spatial resolution of iEEG per-
mits the recording of a wider gamut of abnormal, non-seizure activity
that is not visible on the scalp EEG (Jirsch et al., 2006; Tao et al.,
2005; Urrestarazu et al., 2007). However, this activity can hamper
the seizure detection process.
On the iEEG, epileptic seizures manifest themselves as a sudden
redistribution of spectral energy on a set of iEEG channels. This
change typically consists of an appearance or disappearance of fre-
quency components within the 0-65 Hz band (Grewal and Gotman,
2005). Since there is no attenuation of the skull or the cerebrospinal
fluid, this frequency range is broader than with scalp EEG.
In Figure 1.10, an example is shown of a partial seizure on the
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Figure 1.8: An example of the onset of a tonic clonic
seizure. The seizure starts at time = 1 s. The part of the
seizure that is not illustrated, about 60 seconds in length,
is characterized by similar rhythmic activity as the last
second shown in the figure.

















Figure 1.9: An example of an inter-ictal epileptic dis-
charge distorted with motion artefacts which start at time
= 1 s.
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iEEG. The first 3 channels originate from the seizure onset zone. The
last 3 channels are from a brain structure that is relatively far away
from the seizure onset zone and that is not involved in the seizure. The
seizure starts at time = 1 s with rhythmic spiking, mainly on channel
IH4. Between time = 4 s and time = 9 s high frequency activity is
visible on channel G_A4 with a frequency between 30 and 35 Hz.
During this period there is practically no seizure activity visible on
channels IH4 and IH3. At time = 9 s the rhythmic activity on channel
G_A4 starts to slightly fade away while it seems to be replaced by
spike and wave discharges of about 3 Hz on channels IH4 and IH3.
In Figure 1.11 a different seizure from the same patient is shown.
Here the seizure starts at time = 2 s with similar 30 to 35 Hz activ-
ity on channel G_A4 as in the seizure shown on Figure 1.10. Here
however the activity is not replaced by spike and wave discharges on
channels IH4 and IH3, and the seizure stops at time = 9 s. The
seizure in Figure 1.11 is preceded by similar spikes on channel IH4 as
in the beginning of the seizure shown in Figure 1.10. Here, however,
these spikes have not been considered as part of the seizure and are
marked as inter-ictal EEG. This illustrates that different seizures can
be marked differently by encephalographers. How a seizure should be
marked is often a subject of debate.
Some seizures are not visible on the EEG. In Figure 1.12 an ex-
ample is shown of a seizure that can not be visually recognised using
the grid electrodes placed on the cortex. These seizures are recognised
using video-EEG monitoring.
Similarly to scalp EEG it can also occur that seizures are almost
identical to abnormal non-seizure EEG as shown in Figures 1.13 and
1.14. Both figures show similar activity on the first three EEG chan-
nels. Usually epileptic inter-ictal activity is characterized by a single
short burst. However in the example in Figure 1.13 the seizure con-
sists of shorter bursts than inter-ictal burst shown in Figure 1.14.
Then again the total length of the activity is about 25 seconds for the
seizure and 10 seconds for the inter-ictal burst.
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Figure 1.10: An example of the onset of a partial seizure
on the iEEG which starts at time = 1 s. The not illus-
trated seizure part, about 15 seconds in length, is charac-
terized by similar rhythmic activity as the last 2 seconds.







Figure 1.11: An example of a different epileptic seizure
from the same patient as above. The seizure starts at
time = 2 s and stops at time = 9 s (not illustrated).
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Figure 1.12: An example of a seizure that is not visi-
ble on the iEEG which starts at time = 2 s. The not
illustrated part, about 35 s, shows similar activity.
1.7 Quality measures for seizure
detection
The gold standard used to compare the different detection methods is
the scoring by experienced encephalographers. As mentioned earlier,
there can be some inconsistency how the seizures are marked.
Most commonly in literature, seizure detection techniques are eval-
uated by their detection delay, percentage of missed seizures and the
number of false positives per 24 hours. Based on the remarks by
Jean Gotman at the International Workshop on Seizure Prediction in
20101, a different measure for the false positives will be used in this
work. Because not every patient has the same number of seizures per
24 hours and it is more relevant for the above mentioned applications
to measure the number of false positives per seizure (FPPS). This is
the number of falsely detected seizures divided by the total number
of true seizures.
The number of missed seizures is given in false negatives per
seizure (FNPS), which is the number of missed detections divided
by the total number of true seizures. To compare the detection delays
1Personal communication
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Figure 1.13: An example of the onset of a partial seizure
on the iEEG which starts at time = 2 s. The not illus-
trated seizure part, about 20 seconds, is characterized by
similar rhythmic activity in bursts.







Figure 1.14: An example of an inter-ictal burst that is
very similar to an epileptic seizure. It starts at time = 1
s and stops at time = 11 s (not illustrated).
of the (on-line) detection methods ∆delay is measured, the average
detection delay in seconds. It is only determined for correct seizure
detections and includes the time required to perform preprocessing.
As a lower bound, the first inter-ictal sample after the previous seizure




One of the first epileptic seizure detection algorithms was developed
by Gotman (1982). The algorithm searches for rhythmic activity with
a dominant frequency between 3 and 20 Hz. A seizure is detected if
this activity has an amplitude of 3 times larger than normal EEG, is
present on at least 2 channels and persists for at least 4 seconds. It
is very effective for seizures with a fundamental frequency below 20
Hz. However, it fails to detect seizures with a mixture of frequencies,
a low amplitude or a fundamental frequency above 20 Hz. Because of
its simplicity it is known to detect many fractions of normal EEG as
a seizure, such as sleep spindles, artefact induced bursts and so on.
The algorithm has recently been tested by Saab and Gotman (2005)
on a dataset containing 126 seizures from 28 patients with a total of
652 hours of EEG. It was able to detect 50% of the seizures with 2.6
FPPS with a median detection delay of 14.3 seconds.
In Osorio et al. (1998) the most frequently cited seizure detection
technique was proposed and is designed specifically for iEEG. It first
filters the iEEG using a wavelet filter. In practice, this filter compares
the shape of the waves in the EEG signal with a shape of high resem-
blance to a seizure. Next, this signal is rescaled using background
EEG. If the resulting signal surpasses a certain threshold, it is con-
sidered part of a seizure. For a more detailed explanation we refer to
Section 4.3.1 of this work and literature. The algorithm was recently
tested in Osorio et al. (2002) on a 70 hour dataset from 14 subjects
containing 34 seizures. The algorithm was able to detect 100% of the
seizures with a median detection delay of 3.6 s and only 0.2 FPPS.
Since the early work of Gotman and Osorio et al., many seizure
detection algorithms have been developed (Tzallas et al., 2012). Table
1.1 compares the performance of the methods relevant to this work.
One of these algorithms is the Reveal algorithm developed by Wilson
et al. (2004). The technique will be discussed in Section 5.3.2, since
it has been compared in Shoeb (2009) on the dataset used in this
work. In Wilson et al. (2004) it has been reported to be able to detect
76% of 672 seizures from 426 individuals with in total 1049 hours
of EEG. It achieved 2.6 false positives per 24 hours on a 465 hours
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Table 1.1: The average FPPS, FNPS, detection delay in
seconds for the relevant methods from literature. These
values can not be compared since the methods have been
tested on different datasets. Detection delays marked
with (*) represent the median as opposed to the aver-
age.
Methods FPPS FNPS ∆delay
Gotman (1982) 2.6 0.5 14.3*
Osorio et al. (1998) 0.2 0 3.6*
Wilson et al. (2004) n/a 0.24 n/a
Saab and Gotman (2005) 1.8 0.24 10*
Shoeb (2009) 0.51 0.09 4.6
Gardner et al. (2006) 11 0.03 -7.6
Balakrishnan and Syed (2012) 1.4 0.03 7.9
Mirowski et al. (2009) 0 0.29 -3600
dataset of 33 non-epileptic patients. No reports were made about
the detection delay. The same dataset was used for training and
testing, and epilepsy patients have more abnormal rhythmic, non-
seizure activity in the EEG. Therefore, these results are probably not
representative for its real life performance as will be shown in Chapter
5.
Saab and Gotman (2005) developed one of the most cited and the
first non patient specific seizure detector that was specifically designed
to perform seizure onset detection. The algorithm uses features de-
rived from a wavelet decomposition of each EEG channel to detect a
seizure. On a test set of 360 hours off EEG from 16 patients contain-
ing 69 seizures it was able to detect 76% of the seizures with a median
delay of 10 s and 1.8 FPPS.
In Shoeb et al. (2004) and Shoeb (2009) a patient specific seizure
detection algorithm was presented. This algorithm is considered to
be the current state-of-the-art in patient specific seizure detection and
will be discussed in more detail in Section 5.3.3. It was tested on the
dataset used in this work which contains 964 hours of EEG and 169
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seizures from 23 paediatric patients. With an average detection delay
of 4.6 s it only missed 9% of the seizures and achieved 0.51 FPPS. It
needs to be trained on about 24 hours of EEG and at least 3 seizures
to achieve this performance. Although the training was done on a
separate dataset from the testing, there is no mention on how certain
training parameters were chosen. These parameters could have been
chosen based on the performance on the test set. This might imply
that similar performance will not be achieved on other datasets. An
attempt at reconstructing these results on a subset of the data was
done in Balakrishnan and Syed (2012). Here it only missed 3% of the
seizures but 1.4 FPPS were detected and a detection delay of 7.9 s
was reported. To achieve these results different training parameters
needed to be used because the parameters mentioned in Shoeb (2009)
yielded a system unable to detect any seizures.
Since seizures are rare events, gathering training data containing
correctly marked seizures is very labour intensive. In Gardner et al.
(2006) a technique was presented that can be trained using solely
inter-ictal EEG. It was tested on a rather small dataset of 17.5 hours
of intra-cranial EEG from 5 patients containing 29 seizures. The
inter-ictal EEG was randomly selected from a 200 hour dataset and
they made sure it contained no recording artefacts. On this dataset
the authors were able to detect the seizures 7.6 s before the marked
seizure onset and missed only 3% of the seizures. The false positive
rate however was 37 false positives per 24 hours. Since the data is
a subset of a real dataset, it is impossible to determine the exact
number FPPS. If the same performance would have been achieved on
the missing parts of the dataset, roughly 11 FPPS would have been
detected.
Another attempt at reducing the work needed to build a train-
ing set was presented in Balakrishnan and Syed (2012). It trains the
method by Shoeb et al. using active learning (AL) and achieves com-
parable performance while only requiring 4% of the labelled data. For
more details on AL the reader is referred to Sections 2.1 and 4.9.
In literature many techniques have been proposed that can predict
epileptic seizures. However almost none of them have been success-
fully tested on patients in real-world situations and their results are
still highly contested in the scientific community (Mormann et al.,
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2007). The method which can be considered the current state of the
art was published by Mirowski et al. (2009) and was tested on the same
iEEG dataset used in this work. For every patient, 18 possible combi-
nations of 6 types of features and 3 types of classifiers were tested and
at least one method was able to predict the seizure about 60 minutes
before the marked seizure onset. When the best performing method
was used for each patient, only 29% of the seizures were missed and
no FPPS were detected. However, there was no single method that
worked for all patients. The best performing feature-classifier com-
bination worked on 15 of the 21 patients. For the other patients the
results were not shown in the paper because of bad performance. Al-
though this is the best performance ever achieved on this dataset, the
results still need to be validated in a long term experiment and the
authors fail to provide a strategy to select the best feature, classifier
and training algorithm for individual patients.
1.9 Animal Models
Although ethically disputed (Moore, 1989), animal models are still
commonly used for research purposes. For epilepsy they are the
only available alternative to evaluate the therapeutic efficacy of anti-
epileptic treatment (Dedeurwaerdere, 2005). In order to validate these
treatments the number of seizures and their duration needs to be de-
termined. This results in many hours of tedious EEG review and
analysis. Automated seizure detection decreases the workload and
may also be more reliable and reproducible compared to hours of vi-
sual analysis. The advantage of accurate real-time seizure detection
is the potential to incorporate this detection into a so called closed-
loop system. It allows immediate triggering of an intervention at the
time of seizure occurrence such as: fast working anti-epileptic drugs,
DBS (Waterschoot et al., 2006; Wyckhuys et al., 2010), VNS (Boon
et al., 2001), ...
Most methods extract simple features from the EEG such as the
amplitude of the EEG signal (Fanselow et al., 2000), the slope (West-
erhuis et al., 1996) or the energy (Van Hese et al., 2003). In a next
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phase these feature signals are usually windowed and a simple thres-
hold is applied to determine if the samples within this window are
part of a seizure or not. The method in White et al. (2006) is slightly
more complicated and combines an amplitude based autocorrelation
measure with a spike detector. For more details on these methods we
refer to literature. They were recently tested in Buteneers et al. (2010)
using different error measures where they were all outperformed by
the method for human seizure detection by Osorio et al. (1998) dis-
cussed above. This method will be used for comparison in Chapter
4. In Van Hese et al. (2009) a method to detect absence seizures in
animal models was proposed that used the specific frequency compo-
nents of such a seizure and compared this to a background signal. In
Buteneers et al. (2010) it detected 3.5 FPPS and missed 11% of the
seizures. No detection delay was given, since this method was not de-
signed for on-line seizure detection. For more details on this method
we refer to Section 4.3.2 and literature.
In Nandan et al. (2010) a technique to detect epileptic seizures in
rats was presented which extracts several features from the EEG and
compared several learning algorithms. In their results the authors
describe a method that was able to detect seizures about 10 to 15
seconds before the seizure onset. However, this resulted in more than
100 FPPS2. An average TC seizure in PSE rats lasts about 1 minute
and occurs about every 40 minutes. If one would apply DBS or VNS
for the duration of a seizure when it is detected, you would reach near
continuous stimulation from about 40 FPPS. For these reasons this
method can be considered unsuitable for practical use.
1.10 Contributions and structure
The contributions of this work can be grouped into three clusters:
• New algorithms are proposed to train recurrent neural networks
using the reservoir computing approach. These algorithms have
been designed to have low computational cost and memory
2This was not specifically stated in Nandan et al. (2010), but it can be
deduced from the results and was confirmed by one of the authors.
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requirements for large datasets such as the datasets used for
epileptic seizure detection. These algorithms have been com-
pared for epileptic seizure detection on data from animal mod-
els.
• For animal models, a non animal specific seizure detection algo-
rithm is proposed which achieves state-of-the-art performance.
It has been validated on datasets from two different animal mod-
els: the genetic absence epilepsy rats from Stassbourg (GAERS)
and the post status epilepticus (PSE) model. Its performance
has been shown to be only slightly worse than that of human
encephalographers and outperforms all tested methods from lit-
erature. It allows for the system to be used as a tool to auto-
matically mark epileptic seizures on the EEG and as an on-line
seizure detector for research towards closed loop anti-epileptic
treatment.
To even further reduce the detection delay and the number of
missed seizures, a threshold parameter can be lowered. This
allows for a faster response time in closed loop experiments at
the cost of a few more FPPS. Using this lower threshold, this
set-up can also be applied for highly accurate seizure marking,
which is possibly better than human performance. It requires
encephalographers to only review detected seizures and since
seizures are rare events, this significantly reduces the workload.
To even further reduce the workload, an active learning strategy
has been proposed.
• For human epilepsy patients, a patient specific seizure detection
system was proposed that performs comparable to the current
state-of-the-art. Based on this set-up, a non patient specific
seizure detector was built, which was able to outperform several
algorithms from literature. However, the performance of the
patient specific seizure detection model was not attained.
To build a patient specific seizure detector without the need for
large amounts of marked data, two learning strategies were pro-
posed. They allow the behaviour of the common seizure detec-
tor to be adapted to the patient without requiring experienced
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encephalographers. The first strategy only requires the patient
and/or caregiver to indicate when a false positive is detected
and achieves comparable performance to the patient specific
model in 70% of the patients. The second strategy achieves this
performance in 90% of the patients, and requires the user to be
able to indicate when a seizure was missed. These methods do
not need the EEG to be marked by costly encephalographers,
but can be implemented with simple button presses.
This thesis is structured as follows. In the next chapter, the basic
principles of machine learning are explained in more detail. Reading
this chapter will allow the reader to better understand the topics dis-
cussed in the following chapters. In Chapter 3, the technical aspects of
the newly developed training techniques for reservoir computing (RC)
are discussed. These techniques are validated in Chapter 4, where the
seizure detector for animal models is introduced. In Chapter 5, the
seizure detection model for human EEG is introduced. The last chap-
ter concludes my work and gives an overview of the possible directions
for further research. Throughout this work a clear distinction will be
made to separate the more technical sections which can be skipped
on a first reading.
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Although this chapter covers several technical aspects of the learning
algorithm used in this work: reservoir computing (RC) and machine
learning (ML) in general, an attempt has been made to explain the
most relevant parts in such a way that they can be understood by
people with a basic scientific background. Sections that are not nec-
essary for understanding the conclusions from this work and require a
more mathematical insight in the matter, will be clearly marked and
can be skipped.
To cover all aspects of ML would lead us far out of the scope of
this work. Instead only the subjects relevant to grasp the rest of this
work will be discussed. For more detailed information, we refer to
literature (Bishop, 2006).
2.1 Machine learning
ML, or artificial intelligence as it is more commonly known, is often
hyped in science fiction. However, the ML systems that exist in our
daily life are far less developed than one would hope. Nevertheless,
most people think they have never come in contact with any form of
ML but less is true. Many things we use daily like Google, smart-
phones, washing machines, the electrical grid and so forth wouldn’t
function like we know them to without ML.
In the ML domain, machines are programmed to learn to solve
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certain tasks rather than having to explicitly program every step to-
wards the solution. One of these learning algorithms is RC which
is discussed below and will be used throughout this work. In prac-
tice, ML algorithms are most commonly used for classification such as
identifying faulty products on a production line. The system is pre-
sented with a certain input from which it is supposed to decide which
class can be correlated to the input. Instead of manually defining the
boundaries of a certain input, algorithms are used that can learn these
boundaries.
ML tries to model a real process using a set of inputs. Each
ML technique makes a set of assumptions about the model. These
assumptions or prior distributions of the model can be very simple,
for example: if it was sunny yesterday, it is more likely to be a bright
day. Making assumptions that do not fit the reality will of course
result in a model that does not resemble the reality. If a weather
forecast model is built upon the prior assumption that today’s weather
is only dependant on last years weather, the forecast will be off most
of the time. The art in ML is to use the smallest number of hand
tuned priors and use learning techniques to find the optimal priors
and parameters.
Since ML techniques learn a model, they require data to learn
from: the training set. To evaluate the performance, the model is
usually applied to a test set. This test set should under no circum-
stance be used for training or optimizing the training parameters,
because if you know the answer, it is easy to find a technique that can
answer the question. But this is not a good indication as to whether
the model will be able to answer other questions.
Many learning algorithms have been developed and they can be
categorised in many ways. One way of doing this, is by looking at
the data that was used to train the system. In supervised learning
the system is trained on data for which the desired output is known.
Unsupervised learning on the other hand covers the domain of learning
from data for which the desired output is not known. In each of these
clusters many algorithms have been developed, as well as intermediate
approaches such as semi-supervised learning.
Supervised and semi-supervised learning have many variants from
which two are worth mentioning in this work: active learning (AL) and
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transfer learning (Krogh and Vedelsby, 1995; Pan and Yang, 2010).
In AL the system is trained on a small dataset. Next the system is
evaluated on the data with unknown output and every time the system
is uncertain it asks for active input from the user. Much like a child
that asks if it is doing its homework right and learns to perform better
with some limited input from a parent or teacher. This technique is
most commonly used on datasets that are very time-consuming or
costly to annotate.
With transfer learning the system is trained on data with some
similar properties to the data for which it will be used. When it
is applied on the task at hand the system will adapt to it. This
adaptation can be done unsupervised or supervised. Transfer learning
is commonly used in dictation software. It can be seen as a system
that has been trained on the data of many different people in order
to perform well on people on which it has not been trained.
2.2 Linear regression
One of the most basic and most commonly used techniques in ML
is linear regression. It thanks this privileged position not only to its
simplicity but also to its effectiveness for many tasks. It assumes that
there is a linear relation between the input and the output. Although
this is almost never exactly true, it is often a very good approximation
of the reality.
We will demonstrate this with an example. Plotting the logarithm
of the heart rate of mammals as a function of their life expectancy, as
illustrated in Figure 2.1, shows that there is an almost linear relation
between them (Levine, 1997). The fact that humans appear to be an
exception, is mainly because we are now well nourished and have good
healthcare. In the early 20th century, our average life expectancy was
only 31 years (Riley, 2001).
Linear regression is a technique to estimate weights that determine
this linear relation. If there is a perfect linear relation between a heart
rate y and a given life expectancy x, the heart rate can be estimated
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Figure 2.1: The heart rate as a function of the life ex-
pectancy in mammals.
as follows:
y = w1x+ w0,
where w1 determines the slope of the line and w0 represents the verti-
cal shift of this line, the y-intercept or so called bias. However, as in
the example of Figure 2.1 there usually is only a near linear relation.
Linear regression tries to minimize the quadratic error which can be
determined as follows:
floss(x, y) = (y − w1x− w0)2, (2.1)
where floss is the error function or loss function we try to minimize.
In the example from Figure 2.1 there is only one feature and that
is the life expectancy. For the reader interested in the mathematical
details we can generalize this in the following way. In a more realistic
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setting, if there are N features, the loss function becomes:




where xi represents feature i of the N features to which x0 = 1 is
added for mathematical simplicity. In matrix notation, for all possible
examples in the training set, this becomes:
floss = ||Y−XW||2,
where X is the input matrix with size M × N , with M the number
of data points in the training set, and Y contains the desired output
and has size M × P , with P the number of outputs. Minimizing this
loss to find the optimal weights Wopt yields the following solution:
Wopt = (XTX)−1XTY
= X†Y,
where X† represents the pseudo-inverse of X. This is similar to the




which only holds if X is a non-singular square matrix. Because this
assumption often does not hold, the pseudo-inverse is used instead.
The approximated output can now be calculated as follows:
Yˆ = XWopt.
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Figure 2.2: The height of humans as a function of their
gender. The solid line represents the model trained using
linear regression. The dashed line is the same model but
for a dataset containing more women or a few very tall
men. The dash-dot line is the optimal separation between
the two classes.
2.3 Linear regression for
classification
Although linear regression is designed to map a set of inputs to a line,
it can also be used for classification. In the case of two classes one
can map one class to y = 1 and the other class to y = −1. Figure 2.2
shows an example in which a person’s gender is guessed from their
height. For men the desired output value is 1, while it is −1 for
women. Linear regression can now be used to draw a line through
these points, the solid line in Figure 2.2, so that each height is now
mapped to the estimated output yˆ. Although yˆ is almost never −1 or
1, one can classify men and women with the simple rule that if yˆ > 0
the person is a man and yˆ <= 0 the person is a woman.
Because linear regression is not designed for classification it has
several disadvantages. One of them occurs when one of the classes
has more data points than the other. If there are for example more
women than men in the training set, the line generated by linear
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Figure 2.3: The quadratic loss and the zero-one loss for
a desired output of 1.
regression will not be the solid line, but will be more like the dashed
line in Figure 2.2. The same effect occurs if there are a few very tall
men. Now the best separation between men and women is not found
by determining whether yˆ > 0 or not. The best separation is found
at yˆ > δ with in this case a threshold δ < 0. It is obvious that δ
is a parameter that needs to be optimized. Although this solution
is only correct if there is only one input feature, it is an often used
approximation for multiple input features. Changing the threshold δ
is equivalent to changing the bias w0.
These problems occur because the loss function that linear regres-
sion minimizes, is the quadratic error. Figure 2.3 shows the error
function in a desired output of 1 (solid line). If a threshold of 0 is
used you see that samples for which the output is larger than 0 and
not equal to 1 are incorrectly punished. For classification however it
is usually more opportune to give each correctly classified sample 0-
error and each incorrectly classified sample an error greater than 0, for
example 1. This error measure is called the zero-one loss and is plot-
ted as a dashed line in Figure 2.3. To minimize this error, many ML
techniques have been developed (Menard, 2002; Hsu et al., 2003). The
memory use and training time of these techniques, however, has the
disadvantage of scaling at least linearly with the size of the dataset.
Although detecting epileptic seizures is a classification task, it is
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in practice not as simple as classifying each sample as correctly as pos-
sible. The error measures that are important for seizure detection are
the number of false detections, the number of missed seizures and the
detection delay of the detected seizures. A low number of correctly
classified samples is in this case only an indication of good perfor-
mance, but apart from that rather unimportant. Since the epilepsy
datasets are often very large and there is no technique known in liter-
ature that optimizes the error measures relevant for seizure detection,
several forms of linear regression are used. These are discussed in
more detail in Chapter 3.
2.4 Non-linear regression
Although linear techniques are often powerful, there are many tasks
for which they are not suited. These non-linear tasks require that
the input features are processed in a non-linear manner. An example
from seizure detection with two input features is illustrated in Figure
2.4. In this example the energy is measured in windows of 1 s on the
onset EEG channel in the frequency ranges of 0 to 16 Hz and 16 to
40 Hz. It is clear that there are many misclassifications using linear
regression.
An often used technique to perform better in non-linear tasks, is to
apply some form of non-linear transformation φ of the input features.
In this higher dimensional feature space, previously discussed linear
techniques can be used. One of the simplest techniques to achieve
this is called polynomial expansion or general linear model. If there
are for example two input features x1 and x2 this is achieved by the
following transformation:
φ(x1, x2) = (x1, x2, x1x2, x21, x22, ..., x21xn−22 , x1xn−12 , xn1 , xn2 ),
with n the order of the transformation. For n = 2 this is reduced to:
φ(x1, x2) = (x1, x2, x1x2, x21, x22).
Similar to what was discussed in the previous section, the output can
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Figure 2.4: An example of a polynomial expansion to
separate an epileptic seizure from normal EEG. The thres-
hold is optimized to have no false positives.
now be generated with the following function:
f(x1, x2) = w0 + w1x1 + w2x2 + w3x1x2 + w4x21 + w5x22,
where the wi’s are the weights of the linear function and w0 represents
the bias. As this simple example illustrates, the data that contains 2
features is now mapped to 5 features. This moves the data from the
2 dimensional input space to the higher, 5-dimensional feature space.
For n = 3 this becomes a 9-dimensional feature space, for n = 4 this
space is 14-dimensional, and so on.
In Figure 2.4 the decission boundaries for the second and third or-
der polynomial expansion are shown. It is clear that with increasing
system complexity the performance becomes better and better. This
example actually illustrates what was shown in Cover (1965): map-
ping the input to a higher dimensional space increases the probability
that the different classes can be linearly separated. However, making
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a good prior assumption of the non-linearity in the model will result
in better performance. If there is a polynomial relation between the
in- and output, it is for example not the best possible solution to use
an exponential model.
2.5 Over-fitting
When a student is asked to study for an exercise exam she has several
options. Let us consider three students, each with their own learn-
ing strategy. The first student tries to understand the theory and
exercises, and learns the reasoning behind them. The second student
is not interested in the reasoning and learns the exercises by heart.
The third student is a lazy student and learns only some of the rea-
soning. If the exam contains the exact same exercises as the ones
seen in class, the first student will probably score slightly less than
the second student. If, however, the exam contains different exercises
the first student will have similar grades but the second student will
fail miserably. For both exams, the third student will have his usual
below average grades. What is called extreme over-fitting in ML can
be compared with the learning strategy of the second student. The
learning strategy of the third student can be seen as under-fitting.
What you want in machine learning, however, is the strategy of the
first student.
In most ML tasks the data is very noisy. Learning the noise as
opposed to the task can be seen as over-fitting. Lets say you want
an ML technique to learn the sine function shown in Figure 2.5, from
a few noisy measurements. When the complexity of the polynomial
expansion is increased to the 10-th order, you see that the the system
was able to learn the data perfectly. If you compare this result to
the actual sine wave it tries to fit, it is clear that lower order and less
complex systems perform significantly better. The 10-th order model
has in fact learned the noise on the input data.
To avoid over-fitting many strategies have been studied. In Chap-
ter 3 the techniques used in this work are discussed. Each of these
strategies makes a different prior assumption about the model. It can
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Figure 2.5: An example of a polynomial expansion to
learn a sine wave.
be shown that, for linear regression, the size of the weights is related
to the system complexity under the assumption that the input data
is distorted by Gaussian noise. The technique most frequently used is
called Tikhonov regularization (Tikhonov and Arsenin, 1977). It uses
a single parameter, the regularization parameter, that scales the cost
of the size of the weights, in order to keep them small. If, the most
commonly used quadratic cost is applied, it is referred to as ridge
regression (RR). For RR equation 2.1 becomes:
floss(x, y) = (y − w1x− w0)2 + λ
M
(w21 + w20),
with λ the regularization parameter and M the number of train-
ing data points (which is only added for mathematical convenience).
A more mathematically detailed explanation will be covered in Sec-
tion 3.1.
With a lower regularization parameter, it is more probable that










Figure 2.6: The train and test error as a function of the
system complexity.
the system is over-fitting. The higher this parameter, the higher is
the probability the system is under-fitting. The optimal regularization
parameter can thus be found on the edge between over- and under-
fitting. In the example shown in Figure 2.5, the dotted line represents
a regularized version of the 10th order polynomial expansion. Note
that this result is relatively close to what a human would draw with
some prior knowledge of the smoothness of the curve, but without
knowing that the function is a sine wave.
In Figure 2.6 one can see an example of the effect of over- and
under-fitting on the performance. It shows how the training and test
error evolve as a function of the system complexity. In ML, we want
to try to minimize the test error as much as possible by training the
system on a training set. If the system complexity is too low, both
the train and test error are high. In this case the system is unable
to find a good fit for the data. If you increase the system complexity
you see that at some point the test error stops decreasing. This is
the point where you reach the optimal fit with respect to the system
complexity. After this point the system starts over-fitting and the test
error increases even though the train error keeps decreasing.
Because RR assumes that the input data is distorted by Gaus-
sian noise, it is obvious that it will not work as well as it should if
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Figure 2.7: A schematic representation of 3-fold cross-
validation.
the noise distortion is for example salt and pepper noise (Wang and
Zhang, 1999). Regularization can also be achieved by making good
model assumptions. If there is a polynomial relationship between
the input and the output, it will be much easier to learn the input-
output relation using a polynomial model than using an exponential
model. Making a good prior assumption is thus paramount for the
performance and the different assumptions made in this work will be
discussed in Chapter 3.
2.6 Parameter optimization
ML techniques are often characterized by many ‘hyper-parameters’
such as the regularization parameter. These are parameters which
the ML algorithm can not learn by itself and have to be determined
in a different way. Changing these hyper-parameters often has a dra-
matic effect on the performance. Therefore it is necessary to optimize
these parameters. At first glance one might come up with two op-
tions. Choose the parameters that give the best result on the training
data. This can cause that these parameters only work well on the
training data and you have caused the system to over-fit. What you
want however is that the test results are optimal. But choosing the
parameters that give the best test performance will not indicate how
good the system performs on unseen data.
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As a solution for these problems you can divide the training set in
two parts. One part for training and one part to validate the perfor-
mance of the parameters. If this is repeated several times for different
train and validation sets, it is called cross-validation. Many cross-
validation techniques exist (Kohavi et al., 1995), the most common
used is n-fold cross-validation. In Figure 2.7 an example is shown of
3-fold cross-validation, where the train set is subdivided in 3 parts.
For each fold the system is trained on 2 of the 3 parts for all the
possible parameters and the error is validated on the third part. This
is repeated for each fold and finally the parameters that resulted in
the minimal sum over the errors are selected. This technique is often
used in ML and most commonly 10-fold cross-validation is applied.
After the best parameters are found, the full training set can be used
to finally train the system. That way all the available data is used
together with a near optimal set of parameters.
There is one condition for this optimization technique, and for
most ML techniques for that matter, to work. The data in the train-
ing and test sets must be very similar and thus samples from the
same data distribution. If you train for example a system to clas-
sify images of reptiles and amphibians, and if the training set only
contains images of snakes and frogs, the system will probably not be
able to classify crocodiles and salamanders. Techniques from the field
of semi-supervised learning, TL and/or AL have been shown to be
able to surpass this problem to a certain extent (Pan and Yang, 2010;
Krogh and Vedelsby, 1995).
2.7 Artificial neural networks
Artificial neural networks (ANNs) are an ML technique which is based
on an extremely simplified model of the brain. The artificial neurons
are represented by a very basic mathematical model. Most commonly,
as shown in Figure 2.8, a weighted sum of the inputs followed by a
non-linear function, usually a hyperbolic tangent (see Figure 2.11), is
used. These neurons are then stacked in 2 or more layers as shown in
Figure 2.9: one but possibly more hidden layers and an output layer.





Figure 2.8: A schematic of the artificial neuron most
commonly used in an artificial neural networks
The input is propagated through the hidden layer(s) to the output.
To train these networks, the weights are first randomly initialised.
Next the data is fed through the network and an error gradient is
calculated between the generated and desired output. Using this error
gradient, the weights are adapted. This process is repeated until the
system converges, or until the maximum number of steps is reached.
In literature it is known as back-propagation and for more details we
refer to Chauvin and Rumelhart (1995).
These feed-forward artificial neural networks are known for their
generalization properties and ability to learn complex relationships
between inputs and outputs with limited training. When recurrent
connections are added, shown as dashed lines in Figure 2.9, the model
gains information from the past. Previous inputs can remain present
in the dynamics of this network and will influence the current out-
put. This results in a slightly more biologically relevant dynamical
system that can be taught to find relationships between the desired
output and any past input. However, he number of neurons N limits
the total memory that can be available in the network. Inputs from
more than N time-steps in the past can only be partially remem-
bered. Traditionally, all interconnection weights between the neurons
in these recurrent artificial neural networks are trained using back-
propagation through time. It unfolds the network in time so that
back-propagation, as it is used in feed-forward artificial neural net-
works, can be applied. However, this technique is characterised by
often long training times and stability issues. For more information




Figure 2.9: A schematic of a feed-forward and recurrent
neural network. The dashed lines are recurrent connec-
tions which are not used in feed-forward neural networks.
on this complex but very powerful training technique we refer again
to literature (Pineda, 1987).
2.8 Reservoir computing
Reservoir computing (RC) (Verstraeten et al., 2007) is a training tech-
nique for recurrent artificial neural networks and a generalization of
the echo state network approach introduced in (Jaeger, 2001). As
opposed to recurrent artificial neural networks where all the weights
are trained using back-propagation through time, RC uses a randomly
created recurrent network, called a reservoir which is left untrained.
From this network, which is illustrated in Figure 2.10, only a linear
output is trained. That way the long training time and stability is-
sues of regular recurrent artificial neural networks are avoided without
losing the desired generalization abilities (Jaeger, 2002).
In the RC set-up each non-zero input sample will excite this dy-
namical system and push the reservoir to a new state. In practice this
can be seen as a projection of the input features to a higher dimen-







Figure 2.10: A schematic representation of reservoir
computing. The gray arrows represent the untrained and
randomly created connections. The black arrows repre-
sent the trained linear readout.
sional feature space comparable to non-linear regression. The biggest
difference here is that inherently in the system there is information
from the past inputs which is slowly forgotten with an exponential
decay, as will be illustrated in Figure 2.15 (Hermans and Schrauwen,
2010).
In the next section it is explained in more mathematical detail
how RC works. In Section 2.8.2 a more comprehensible approach is
taken to show how the parameters influence the performance of RC
and how they should be changed in order to achieve the best possi-
ble results. For even more details we refer the reader to Verstraeten
(2009). Finally, in Section 2.8.3, a link is made between RC and other
ML techniques.
2.8.1 Mathematical description
The operation of the reservoir is shown in Figure 2.10 and can be
described as follows. We use x[k] to represent the current activation
values of the neurons in the reservoir at time k, u[k] as the input
vector, y[k] for the desired output and yˆ[k] for the approximated
output generated by the RC system. The inputs of the neurons in the
reservoir are connected with the input, a constant input called the
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Figure 2.11: The hyperbolic tangent function together
with a schematic representation of the influence of the
input and bias scaling. Between the dashed lines can be
considered as the linear operation area, whereas outside
this area the function can be considered as non-linear.
bias and the output of all the neurons in the reservoir as illustrated
in Figure 2.10. The weights of these connections are represented by
the weight matrices wbias (N × 1), Winp (N ×n) and Wres (N ×N),
with the dimensions between brackets, N the number of neurons and
n the number of inputs, respectively.
Typical for RC is that these matrices are randomly initialised and
are not changed during training. Most commonly, the following ini-
tialization is performed:
• The elements of the bias weight matrix wbias are uniformly
distributed between −1 and +1.
• The internal weight matrix Wres is initialised using a Gaussian
distribution with a mean of 0 and a standard deviation of 1.
• All elements in the input weight matrix Winp are randomly set
to −1 or +1.
The sparseness of these matrices as well as the initialization process
are, however, not critical for the performance.
If basic sigmoid neurons are used, a weighted sum followed by the
hyperbolic tangent function (shown in Figure 2.11), the state update
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equation is given by:
x[k + 1] = tanh(Wresx[k] + Winpu[k] + wbias).
Although most commonly the hyperbolic tangent function is used as
a non-linear function, any function or neuron type can be used. In
this work leaky integrator neurons are used, i.e. basic sigmoid neu-
rons followed by a first-order low-pass filter. The state equation now
becomes:
x[k + 1] = (1− γ)x[k] + γ tanh(Wresx[k] + Winpu[k] + wbias).
In this equation γ, the leak rate, represents the rate at which the
previous reservoir state is ‘leaked’ and replaced by the new reservoir
state. It sets the cutoff frequency of the low-pass filter in the neurons.
This extra parameter of leaky integrator neurons is used to tune the
reservoir memory and timescales (Jaeger et al., 2007).
The previous equations show how the input features are mapped
to a higher dimensional feature space. To generate the output from







in which ‘1’ represents the output bias. The weights of the output
weight matrix Wout are trained using a form of linear regression such
as RR.
2.8.2 Parameters
Any dynamical system can be considered as a reservoir (Verstraeten
et al., 2010). In the formulation used above, there are 4 parameters
that set the dynamics of the reservoir, each with their own influ-
ence (Jaeger, 2002). Since the connection weights in the reservoir are
randomly generated, 3 of the parameters scale these weights. The
fourth parameter is the leak rate which was briefly mentioned in the
previous section. Because every task has its own specific needs, these
parameters need to be optimized for each task independently and can
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have great influence on the performance of RC. When using RC it is
therefore of great importance to understand and optimize these pa-
rameters. Apart from the 4 parameters that determine the dynamics,
the reservoir size is a fifth parameter that needs to be determined,
which is, however, not optimized.
Spectral radius
The spectral radius is a scaling factor for the connection weights be-
tween the neurons. It represents the largest absolute eigenvalue of
the connection weight matrix Wres. As shown in Figure 2.12, this
parameter has a significant influence on the dynamics. Linear reser-
voirs with a spectral radius larger than or equal to 1 can be unstable
since the reservoir states do not die out over time as shown in Figure
2.12. If the spectral radius is smaller than 1, a linear reservoir is said
to have the echo state property (Jaeger, 2002), which means that the
input fades away like an echo. In non-linear reservoirs this rule is not
always true. The most commonly used hyperbolic tangent function for
example, (shown in Figure 2.11) limits the reservoir states once they
reach the non-linear area. In extremis, they will saturate to -1 and
1. This implies that the spectral radius influences the non-linearity
of the reservoir dynamics. Typical values for optimizing the spectral
radius range from 0.4 to 1.4 in steps of 0.1.
Input scaling
The input scaling parameter can be used to set the influence of the
input to the reservoir states as shown in Figure 2.12. The larger the
input scaling, the bigger the effect of the input on the reservoir states.
With a smaller input scaling the current reservoir dynamics will be
less disturbed by a new input. The input scaling also has an influence
on the non-linearity because of the hyperbolic tangent function. As
illustrated in Figure 2.11, it determines the area of the hyperbolic
tangent function that is covered by the input. The input scaling is
highly dependent on the amplitude of the input, and should be chosen
on a logarithmic scale. Typically for normalized inputs it ranges from
0.001 to 0.1 and is optimized in steps of 100.2 on a logarithmic scale.






































































































Figure 2.12: The evolution of the reservoir state as a
function of the spectral radius and the input scaling. The
reservoir contains 5 neurons and as input a pulse with
amplitude 1 and a length of 1 time-step is used. The
bias scaling and the leak rate have been set to 0 and 1,
respectively.
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Bias scaling
The bias scaling pushes the reservoir states closer to 1 or -1 as illus-
trated in Figure 2.13. This corresponds to the non-linear region of the
hyperbolic tangent shown in Figure 2.11. Hence, with a higher bias
scaling the reservoir becomes more non-linear. The non-linear region
of the hyperbolic tangent has a smoothing effect, such that reservoirs
with a spectral radius greater than 1 can have fading dynamics as
long as the bias is high enough. Typical values for the bias are 0, 0.1
and 1. Theoretically it should be optimized on a logarithmic scale,
but in practice, using different values than the previously mentioned
has nearly no effect on the performance.
Leak rate
The leak rate is usually implemented as an extra recurrent connec-
tion in the reservoir that is essentially a low-pass filter on the reservoir
states (Verstraeten et al., 2007). It represents the rate at which the
previous reservoir state is replaced by the current reservoir state, such
that a leak rate of 1 represents a reservoir without the low-pass filter.
As shown in Figure 2.14, it smooths the reservoir states over time.
Just like the bias it has an effect on the fading of the reservoir dy-
namics and can push reservoirs with a spectral radius larger than 1
into a stable regime. From Figure 2.14 one might conclude that the
leak rate has more influence on the stability than the bias, but this is
not the case. The input used in Figure 2.14 is a simple step function
which is zero most of the time. It generates an oscillation with a fre-
quency above the cut-off frequency of the low pass filter implemented
by the lowest leak rates. An input signal with a frequency component
significantly below the cut-off frequency will not be dampened in a
linear reservoir. The influence of the leak rate is therefore frequency
dependent. Typically this parameter is logarithmically optimized in
steps of 100.25. Since this parameter is very dependent on the time
scale of the task, there is no typical range within which the leak rate
should be optimized.






































































































Figure 2.13: The evolution of the reservoir state as a
function of the spectral radius and the bias scaling. The
reservoir contains 5 neurons and as input a pulse with
amplitude 1 and a length of 1 time-step is used. The
input scaling and the leak rate have both been set to 1.




















































































































Figure 2.14: The evolution of the reservoir state as a
function of the spectral radius and the leak rate. The
reservoir contains 5 neurons and as input a pulse with
amplitude 1 and a length of 1 time-step is used. The
input scaling and the bias scaling have been set to 1 and
0, respectively.
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Reservoir size
The reservoir size has a lot of impact on the performance since it
is related to the model complexity and the system memory. As a
general rule one could say that with a larger reservoir, the performance
increases if and only if the system is properly regularized. However,
this performance gain will decrease significantly with larger and larger
reservoir sizes. When the system is not regularized, over-fitting will
occur from a certain reservoir size on. Increasing the reservoir size
has one obvious disadvantage since the computational cost increases.
If leaky integrator neurons are used, it scales quadratically with the
reservoir size. Therefore the reservoir size is usually chosen at a point
where increasing the size has little to no effect on the performance.
This correlation between the reservoir size and the performance
has two causes. First and most importantly, as shown in Section
2.4, the performance increases when the input is mapped to a higher
dimensional space (Cover, 1965). Secondly with a larger reservoir the
memory of the system increases as shown in Figure 2.15 (Hermans
and Schrauwen, 2010). One way to quantify this, is by measuring the
reservoir’s linear memory capacity. This measure expresses how well a
system can reconstruct past input values from its state, in other words,
how well can you train a reservoir to produce delayed versions of its
input signal. The memory capacity is however strongly associated to
the non-linearity (Verstraeten et al., 2010). The more non-linear the
reservoir, the shorter the memory. Tasks that require a long memory
either require a very linear reservoir or a very large reservoir. As
mentioned before, the spectral radius defines how long it lasts before
the past inputs fade away. Therefore, reservoirs with a very small
spectral radius have a shorter memory as shown in Figure 2.15.
Optimizing the parameters
Although each parameter has its own specific effect on the reservoir,
Figures 2.12 to 2.14 also show that multiple parameters can have an
effect on one reservoir property. The processing power of reservoirs
for example, is shown to be largest when operating at the edge of sta-
bility (Legenstein and Maass, 2007) and although the spectral radius


























































































































































Figure 2.15: The linear memory capacity of reservoirs
with 5, 20 and 50 neurons versus the number of time-
steps in the past, as a function of the input scaling and
the spectral radius. The area under the curves represents
the total memory capacity. The bias scaling and the leak
rate have been set to 0 and 1, respectively.
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has the most influence, it also depends on the other parameters. To
select the optimal set of parameters cross-validation is usually applied.
Because the reservoir weights are randomly generated, this process is
repeated for several reservoir initialisations, usually around 10 differ-
ent initializations are used. Optimally the 4 parameters that influence
the reservoir dynamics, are optimized in one big grid search. This is
however very computationally expensive, so usually the parameters
are optimized one by one. In this work only the spectral radius and
the input scaling are optimized simultaneously. Because of the inter-
dependence between the parameters, this process is repeated several
times starting with a very rough grid of parameters and moving to-
wards a smaller and smaller step size.
2.8.3 Link with other machine learning
techniques
Many ML techniques train a direct mapping from the input to the
output, similar to linear or non-linear regression. In these techniques,
the current output is independent of the previous one. In order to
give this type of system information about the past, a time window
is often used. Using this technique, not only the current input is used
but also the N past inputs, where N is the depth of the time window.
This model however assumes that only the past N inputs have an
influence on the output.
In RC a model is built for which past inputs have less influence
on the current output, if they occurred longer ago (Lukoševičius and
Jaeger, 2009; Verstraeten et al., 2010). It has a forgetting factor built
in with a quasi exponential decay (see Figure 2.15). This fading mem-
ory prior turns out to be a very effective assumption for many tasks.
In seizure detection for example a rhythmic burst is only relevant if
it has been recently preceded by spikes or other activity that is spe-
cific for a seizure onset. However if these spikes have occurred many
minutes in the past, they might be inter-ictal spikes and irrelevant for
seizure detection.
Similarly to other ML techniques such as kernel based methods,
RC makes a non-linear mapping of the input to a higher dimensional
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space (Lukoševičius and Jaeger, 2009). It can be compared to time
window based non-linear techniques with a fading memory prior, such
that past inputs have less influence on the output if they occurred
longer ago.
Support vector machines (SVMs) are a very commonly used tech-
nique in ML (Hsu et al., 2003). Here a so called kernel is used which
maps the input features to a virtually infinite dimensional space where
their inner product is computed. Thanks to a mathematical trick,
called the kernel trick, the inner product can be computed without
actually mapping the data to the infinite dimensional space. It is
therefore not trained in this feature space, but in the so called dual-
space. During training, the most relevant data points from the train-
ing set, the support vectors, are selected. After training every new
data point is ‘compared’ with these support vectors using a form of
linear regression which generates the output. One can show that it is
possible to create a recurrent kernel that is equivalent to an infinite
sized reservoir (Hermans and Schrauwen, 2012).
Since in RC a random recurrent neural network is used, it is not
illogical to apply the same strategy to forward neural networks. Ex-
treme learning machines (ELMs) are in fact the forward equivalent of
RC, where a random hidden layer is created. After this hidden layer,
linear regression is used as opposed to back-propagation to train the
output. Although RR can be easily applied to avoid over-fitting, an
other technique is often applied. In optimally pruned ELMs (OP-
ELMs), the model complexity is reduced by removing neurons from
the hidden layer. A similar technique can be applied to RC (Dutoit
et al., 2009) for which in the next chapter a mathematically efficient
algorithm is derived.
RC is however not fully equivalent to a non-recursive SVM or ELM
combined with a fading memory prior. The recursive connections in
the reservoir not only make sure that the past is forgotten, but also
that the past inputs are processed more non-linearly for each iteration.
Apart from the computationally expensive recursive SVMs presented
in (Hermans and Schrauwen, 2012), there is no one to one mapping to
other ML techniques, which makes that RC deserves its own rightful
place in the ever growing list of ML techniques.
Any (non-linear) function or even neuron type can be used in the
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reservoir (Verstraeten et al., 2007; Lukoševičius and Jaeger, 2009).
One could for instance use single atoms and apply their non-linear
reactions with each other as computing power. This means that even
a bucket of water can be used as a reservoir for speech recognition
(Fernando and Sojakka, 2003). Or that lasers and optical wave guides
can be used to compute (Vandoorne et al., 2008).
2.9 Conclusion
This chapter covered a short introduction to ML and the most com-
mon learning strategies such as linear regression. Terms like active
learning, non-linear transformations, over-fitting and cross-validation
were explained. Next a broad introduction to RC was given: how it
works and how the get the best performance. Finally the functionality





As mentioned in Section 2.5 regularization is needed to avoid over-
fitting. In this chapter, the techniques used in this work will be
discussed in more detail. Each of these techniques makes a prior
assumption over the model and the data. Using the correct assump-
tion will result in a model that is more properly regularized and will
perform better on the task. Since the EEG datasets used in this work
are so large, an algorithm is given for each of the regularization tech-
niques that is optimized for large datasets. Sections 3.1 to 3.3 cover
newly developed optimization algorithms for existing regularization
techniques (Buteneers et al., 2012a). Section 3.4 introduces a new
regularization technique (Buteneers et al., 2012b). Implementations
of these algorithms can be found in the Oger toolbox (Verstraeten
et al., 2011).
This is a more technical chapter that covers the adaptations that
were done to the default RC training technique. The introductions or
the first paragraphs of each section have been written to give read-
ers a grasp of the matter discussed in this chapter. Subsections and
mathematical equations can be skipped without missing the essential
pieces of the puzzle to apprehend the following chapters. Each of the
techniques has been introduced to provide a solution to the problems
that occur in seizure detection: large datasets, regularization, class
imbalance and different seizure signatures. In the next chapters these
techniques will be applied and tested on seizure detection tasks.




As mentioned in Section 2.5, ridge regression (RR) assumes that the
input data is distorted by Gaussian noise. Optimizing the regulariza-
tion parameter however, can be a computational burden. Especially
since this process needs to be redone for every random initialization
of the reservoir. For small datasets many algorithms have been pro-
posed to speed-up the optimization process (Cawley and Talbot, 2004;
Pahikkala et al., 2006). However, they are not suited for large datasets
since their computational complexity and memory use scale quadrat-
ically with the size of the dataset. In what follows a new algorithm
is proposed based on an eigendecomposition that has been specifi-
cally designed to cope with the large datasets used in this work. It
will be compared to two existing algorithms from literature: a naive
implementation and an algorithm based on covariance matrices.
3.1.1 Naive implementation
In matrix notation RR minimizes the following loss function:
floss = ||Xtwt − yt||2 + λ||wt||2, (3.1)
where Xt represents the training input data, yt the desired output on
the train data, wt the output weights and λ the regularization param-
eter that adds an extra cost proportional to the L2-norm of the output
weights. For mathematical convenience and since each desired output
requires a different regularization parameter, we assume only 1 desired
output throughout the rest of this work. Minimizing Equation (3.1)
results in the following equation for the output weights:
wt,opt = (XTt Xt + λI)−1XTt yt. (3.2)
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If the optimal regularization parameter is known, calculating the op-
timal weights is of the order O(N2M + N3) (Press, 1992), with N
the dimensionality of the input and M the number of data samples in
the train set. Here O(N2M) is the order to compute the covariance
matrix XTt Xt and O(N3) is the order to compute the matrix inverse.
The computational cost of the other operations can be ignored with
respect to these two.
To find the optimal regularization parameter λ, a list of possible
λs is created and through cross-validation the best λ is selected. If the
train set is representative for the test set, one can assume that when
the validation error is minimized the test error gets reduced. The loss
function on the validation set is defined as follows:
floss,v(λ) = ||Xvwt(λ)− yv||2, (3.3)
where Xv represents the validation data and yv the desired output
on the validation data. Typically, an output weight matrix is trained
for each train set and each regularization parameter and then the va-
lidation error is calculated using Equation (3.3). If R represents the
number of regularization parameters and K the number of validation
sets, the computational complexity of this procedure becomes of the
order O(RK(N2M + N3)). The datasets used in this work are typ-
ically very large, such that N  M . This means that N2M  N3
and thus the cost of the matrix inversion can be ignored. Thus for
large datasets the computational complexity becomes O(RKN2M).
3.1.2 Covariance method
To speed up the optimization of the regularization parameter we can
rewrite Equation (3.3) as follows:
floss,v,λ = wTt XTv Xvwt − 2wTt XTv yv + yTv yv
= wTt (XTv Xvwt − 2XTv yv) + yTv yv
= wTt (Avwt − 2bv) + cv, (3.4)
where Av denotes the covariance matrix of the validation data, bv
the cross-covariance vector of the validation data and the desired out-
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put and cv the variance of the desired output. Since each output
is considered independently, these covariance matrices have a size of
respectively N ×N , N × 1 and 1× 1.
Following the technique presented in De Brabanter et al. (2010)
to optimize the regularization parameter for FS-LS-SVMs, the co-











= XTt Xt + XTv Xv
= At + Av.
Analogously for b, wt can be rewritten as follows:
wt = (At + λI)−1bt
= (A−Av + λI)−1(b− bv). (3.5)
The covariance matrices, which need to be calculated to find the opti-
mal weights using Equation 3.2, can be calculated for each validation
set before starting the validation procedure. This process has a com-
putational cost of the order O(N2M). These covariance matrices need
to be computed even when the regularization parameter does not need
to be optimized so that it can be seen as a fixed computational cost to
RR. To compute the wt-matrix, there is 1 matrix inversion needed for
each λ, which is in standard implementation of the order N3 (Press,
1992). Computing the covariance matrices and optimizing the reg-
ularization parameter now becomes of the order O(N2M + RKN3),
with R equal to the number of regularization parameters. This is sig-
nificantly less than the cost for the naive implementation. Throughout
the rest of this work we will refer to this technique as the covariance
method.
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3.1.3 Eigen method
In order to reduce the computational cost, a new approach is proposed.
Determining wt using the diagonalization or eigendecomposition of
the real and symmetric covariance matrix At = A −Av = CtDtCTt
(Parlett, 1980), gives:
wt = (CtDtCTt + λI)−1(b− bv)
= (CtDtCTt + Ct(λI)CTt )−1(b− bv)
= Ct(Dt + λI)−1CTt (b− bv). (3.6)
Let us now compute the following matrices for each validation set
beforehand:
bCt = CTt bt = CTt (b− bv)
ACv = CTt AvCt
bCv = CTt bv.
For each λ the following can now be calculated:
wCt = (Dt + λI)−1CTt (bt)
= (Dt + λI)−1bCt. (3.7)
Since both D and I are diagonal matrices and bCt is a vector, the
previous calculation can be done element-wise and is thus of the order
N . If we integrate this in Equation (3.4) we get:
floss,v,λ = wTCt(CTt AvCtwCt − 2CTt bv) + cv
= wTCt(ACvwCt − 2bCv) + cv.
Since ACv is a square matrix of size N × N and the other matrices
are vectors of size N , this is a vector-matrix multiplication of the
order O(N2). Therefore this eliminates the matrix inversion of Equa-
tion (3.5) for each λ which is of the order O(N3). For each validation
set however one eigendecomposition of a symmetric matrix needs to
be calculated which is of the order O(N3) (Golub and Van Loan,
1989). Using this approach, optimizing the regularization parameter
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is of the order O(KN3 + RKN2). Usually R  N so that the order
of the algorithm becomes O(KN3), which is independent of the num-
ber of λ’s R that are tested. If KN < M , which is mostly the case
for large datasets, this is in fact lower than the computational cost
of Equation 3.2. Finding the optimal regularization parameter and
calculating the optimal output weights is then of the order O(N2M).
This means that optimizing the regularization parameter adds little
to no computational cost to RR for large datasets.
Applying the eigenvalue decomposition to an ill-conditioned ma-
trix results in numerical errors (Golub and Van Loan, 1989). This
can be avoided by adding λmaxI, with λmax the largest regularization
parameter, to the covariance matrices (Golub and Van Loan, 1989)
and later subtract it from the eigenvalues Dt. Because of its simplic-
ity, many of the mathematical toolboxes, such as the NumPy toolbox
used in this work, use a variant of this technique by default.
3.2 Class-reweighted ridge
regression
As mentioned in Chapter 2 RR has trouble finding the optimal sep-
aration between two classes if the dataset is unbalanced, such that
there are more data points in one of the two classes. Because epilep-
tic seizures are such rare events this is the case for seizure detection
tasks. Class-reweighted RR (CRRR) (Toh, 2008) tries to solve this
issue by rescaling the error for each class. It assumes that the error
made on each class is independent of the number of data points in
that class. This is achieved by dividing the mean squared error of
each class separately by the number of elements in this class.
Figure 3.1 shows the difference of RR and CRRR applied to the
example from Section 2.4. It shows that the results achieved using
CRRR seem to give a slightly better separation between seizure and
non-seizure samples for the first and second order polynomial expan-
sion. Whether this technique retains its advantage when applied to
RC will be discussed in the next chapter.
In mathematical notation, CRRR minimizes the following loss
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CR Order = 2
Figure 3.1: An example of a polynomial expansion to
separate an epileptic seizure from normal EEG. Both the
first and second order are shown for linear regression and
class-reweighted linear regression. The threshold is opti-
mized to have no false positives.




||(X+t wt − y+t )||2 +
1
nneg
||(X−t wt − y−t )||2 + λ||wt||2
= ||Rt(Xtwt − yt)||2 + λ||wt||2,
with Rt a diagonal matrix that reweighs all positive examples to
1√
nt,pos
and all negative samples to 1√nt,neg with nt,pos and nt,neg the
number of samples in the train set in the positive and negative class,
respectively. Minimizing floss results in the following:
Wt,opt = (XTt RTt RtXt + λI)−1XTt RTt Rtyt.
To use CRRR in combination with the algorithm described in
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the previous section, it suffices to compute covariance matrices XTX,
XvTXv, XTy, XvTYv and YvTYv independently for each class. The







with A+ and A− respectively the positive and negative covariance
matrix. After computing the covariance matrices the rest of the pre-
viously described algorithms can be executed.
3.3 Feature selection algorithm
Feature selection (Guyon and Elisseeff, 2003) is a form of regular-
ization where over-fitting is avoided by removing redundant or unin-
formative features. It follows the prior assumption that some of the
inputs contain irrelevant data which is better ignored. Validating each
possible combination of features is intractable for most common tasks.
It scales exponentially for the number of inputs N since the number of
possible combinations equals 2N − 1. This means that for each addi-
tional feature the computational cost is almost doubled. For 3 inputs
there are 7 possible combinations, for 4 there are 15, for 5 it is 31,
and so on. It is not uncommon to have 100 or more inputs for which
there are 1030 possible combinations that need to be tested. Since
the computation time required to compute this for an average task
is easily longer than a century on a modern day computer, a forward
or backward approach is mostly used to find a near to optimal set of
inputs. In forward feature selection, features are progressively added
onto larger and larger subsets until no further performance increase
is achieved. Backward feature selection on the other hand starts with
a set containing all features. In each iteration all the remaining fea-
tures are removed separately. The feature that, when removed, caused
the largest decrease in validation error is eliminated from the subset.
The algorithm is repeated until there is no further improvement. For-
ward algorithms are generally faster and result in fewer features but
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backward algorithms achieve often a better performance because they
tend to better preserve constructive relationships between seemingly
irrelevant features (Guyon and Elisseeff, 2003).
Ridge regression (RR) doesn’t automatically yield a sparse weight
matrix as opposed to Lasso (Efron et al., 2004) or L1 regularized
regression. Many publications show however the advantages of RR
(Dutoit et al., 2009; Ojeda et al., 2008; Pahikkala et al., 2010) or even
linear regression (Miche et al., 2010) with sparse inputs. In Ojeda
et al. (2008) and Miche et al. (2010) a fast algorithm for feature se-
lection with small datasets was proposed. The algorithm presented in
Pahikkala et al. (2010) also combines feature selection algorithm with
the optimization of the regularization parameter. These algorithms
have a computational complexity and memory use that scales quadrat-
ically with the size of the training set. This is however not suited for
large datasets. Below an algorithm based on the eigen decomposition
will be derived for regularized forward and backward feature selection
(RFFS and RBFS), that is optimized for large datasets. Respectively,
this is forward and backward feature selection combined with regu-
larization parameter optimization into one algorithm.
3.3.1 Computational requirements of
the naive implementation and
covariance method
If there are N inputs to the RR algorithm and if Ns represent the
number of selected features in a forward algorithm, the procedure
of Section 3.1.1 needs to be repeated at maximum NNs times for a
matrix with a dimensionality of at most Ns×M , with M the number
of elements in the training set. For large datasets this becomes of
the order O(RKNN3sM). If Nr represents the number of removed
features using RBFS, the process of Section 3.1.1 needs to be repeated
NNr times, so that the computational complexity for a naive RBFS
is of the order O(RKN3NrM).
RFFS and RBFS can also be achieved by performing the operation
described in Section 3.1.2 on sub-matrices of the covariance matrices.
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Simply removing the row and column n for theN×N matrices and the
row n for the N × 1 matrices, where n is the feature to be removed,
will already be more efficient than the naive implementation. This
way selecting the best set of features and regularization parameter
combined with training the output weights is an algorithm of the
order O(N2M + RKNN4s ) and O(N2M + RKN4Nr) for the RFFS
and RBFS respectively. The following sections will show how this can
be further reduced. Let us start with RBFS since it is conceptually
easier.
3.3.2 Backward feature selection
Because the n-th element on the diagonal of At is inversely propor-
tional to the sensitivity of the output on the n-th input (Holland,
1973; Allen, 1974), one can remove a feature by setting the n-th di-
agonal element to ∞. If u is a vector containing zeros except for the
n-th element which is equal to 1, we can compute the reduced matrix
inverse using the Sherman-Morrison formula (Sherman and Morisson,
1950) as follows:
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If we substitute the real and symmetric covariance matrix At for its
eigen-decomposition (Parlett, 1980) in the previous equation we get:
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where C(n,:) denotes the n-th row of C. If we introduce this in equa-
tions (3.6) and (3.7), using the same procedure as described in Section
3.1.3, we find that the output weights with a removed feature become:




Because D is a diagonal matrix and wCt and CT(n,:) have sizeN×1, this
equation is again of the order O(N). Testing the exclusion of 1 feature
is thus of the same order of complexity as testing one ridge-regression
parameter, O(N2). If this is tested for each of the K validation sets,
each of the R regularization parameters and, in the worst case, each
of the N features, this becomes of the order O(RKN3). This is of
higher order than the eigenvalue decomposition. We need to repeat
this process Nr + 1 times, with Nr the number of removed features,
to find a near optimal set of features. The added complexity of the
backward feature selection and regularization parameter optimization
is thus of the order O(RKN3Nr). This results in a full algorithm with
a complexity of O(N2M +RKN3Nr).
3.3.3 Forward feature selection
When a feature is removed, the n-th row and column of the reduced
covariance matrix Ar, are all zero, with n the index of the removed
feature. When features are added we can thus start from the matrix
Ar. If we want to add a feature to this matrix we need to do the
following Ae = Ar+Aa, where Aa is a rank 2 matrix that contains all
zeros except for the elements missing in Ar to create the covariance
matrix with the added feature Ae. Because Aa is symmetric and
has rank 2 it can be decomposed in Aa = URUT , with U of size
(Ns + 1) × 2 and R of size 2 × 2, with Ns the number of already
selected features. If the last row and column of Ar corresponds to the
missing features, the elements of U and R can be easily determined













with A(n,n) the n’th diagonal element of A and A(n,1:Ns) the ele-
ments corresponding to the already selected features on the n’th row
of A. Using the Sherman-Morrison-Woodbury formula (Golub and
Van Loan, 1989) we can now determine the inverse of Ae as follows:
A−1e = (Ar + URUT )−1
= A−1r −A−1r U(R−1 + UTA−1r U)−1UTA−1r
= C(D−1 −D−1CTU(R−1 + UTCD−1CTU)−1UTCD−1)CT
= C(D−1 −D−1CTU (R−1 + CUD−1CTU )−1CUD−1)CT ,
with the eigenvalue decomposition of Ar = CDCT and CU = UTC.
If we introduce this in equations (3.6) and (3.7) we find that the
output weights with an added feature become:
wCte = wCt − (D + λI)−1CTU (R−1 + CU (D + λI)−1CTU )−1CUwCt.
Because D is a diagonal matrix, wCt has size N × 1, CU has size
N × 2 and R has size 2× 2, this equation, when executed in the right
order, is of the order O(2(Ns + 1)) = O(Ns), with Ns the number
of selected features. Thus testing the addition of 1 feature or testing
1 regularization parameter is of the order O(N2s ). The eigenvalue
decomposition for each validation set is of the order O(KN3s ). After
that, one needs to test the addition of, at maximum, N features and
R regularization parameters for each validation set, which is of the
order O(RKNN2s ). To find the optimal set of features, this process
needs to be repeated Ns + 1 times. Finding the optimal features and
regularization parameter using forward feature selection is thus of the
order O(N2M +KN4s +RKNN3s ) = O(N2M +RKNN3s ).
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3.4 Bayesian relevance regression
Epileptic seizures differ a lot from patient to patient. Even the inter-
ictal EEG can differ a lot, especially the abnormal rhythmic non-
seizure activity. During training a system tries to fit all the examples
in the training set. Some of these examples might not be as relevant
as others. Trying to fit all examples might cause the system to learn
irrelevant seizure features. Bayesian relevance regression (BRR) scales
the influence of each training example according to how statistically
relevant it is with respect to the common model we want to train. It
uses the prior assumption that the model will not be able to fit each
example equally well. This helps to guarantee that the trained model
does not overspecialise in detecting uncommon examples and is able
to generalize better to unseen data.
BRR is similar to the automatic outlier detection technique pre-
sented in Ting et al. (2007). The following sections introduce the
mathematical fundamentals of BRR. For more details on the mathe-
matical derivations the reader is referred to Bishop (2006) and Coone
(2011).
3.4.1 Relevance in a probabilistic
setting
As shown in Section 2.2, linear regression tries to minimise the fol-





where M is the number of elements in the training set and yi is the
desired output for input vector xi. For every input vector the model
makes an error i so that the output can be determined as follows:
yi = wTxi + i.
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In a probabilistic setting we can now assume that this  is an obser-
vation of Gaussian noise with zero mean and variance β−1k :
p(i|βk) = N (i|0, β−1k ). (3.8)
As opposed to (sparse) Bayesian linear regression (Bishop, 2006; Tip-
ping, 2001), a different variance for each training set example k is
assumed. This results in a different variation on the model for each
example. These examples can consist out of single data points or clus-
ters of data points. In this work data points from the same time-series
are clustered since there is a correlation between consecutive reservoir
states. For seizure detection this means that the model assumes that
each EEG time-series will not be fitted with the same accuracy. The
βk parameters could thus be used to set the influence of each these
examples on the model and can be scaled according to their relevance.
For y, Equation 3.8 results in the following likelihood function :
p(y|w,x, βk) = N (y|wTx, β−1k ).
The joint likelihood for all training examples is obtained by multiply-













N (yki|wTxki, β−1k )
= N (y|Xw,β−1),
with K the number of training examples, Mk the number of data
points within each training example and β a diagonal matrix with
on its diagonal the corresponding βk for each data point. When we
maximize this equation we get the maximum likelihood estimate for w
which is equivalent to optimizing the loss function. For the remainder
of this chapter we omit x and X from the probability density function
parameters to avoid cluttered notation.
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3.4.2 Probabilistic regularization
The maximum likelihood results in a system that fits the training
data very well. However, to avoid over-fitting it makes more sense to
maximize how certain we are about the weights w. Given the data
we want to find the most likely set of parameters and not the other






Maximizing this equation results in the so called maximum a pos-
teriori (MAP) estimate. The probability of p(w) is called the prior
and p(w|y) the posterior distribution of the set of parameters. We
assume the prior to be Gaussian with a mean µ and a variance α−1:
p(w|α) = N (w|µ, α−1).
This µ is a prior assumption on the weights and is usually set to zero.
Applying the general result to compute the marginal distribution of a
combination of two multivariate Gaussians, derived in (Bishop, 2006),
to Equation 3.9, results in the following for the MAP:
p(w|y) = N (w|mn,Sn)
mn = Sn(αIµ + βXTy)
S−1n = αI + βXTX.
Here mn is the expected value of the MAP and represents the most
probable weights. This is very similar to what was found for RR. The
α parameter can be compared to the regularization parameter in RR
when µ is considered zero. If the prior µ is not set to zero, deviation
from these prior weights is punished as opposed to the size of the
weights.
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3.4.3 Hyper-parameter optimization
Previous sections have shown how relevance and regularization can be
integrated in a probabilistic setting, but the most important part is
how to optimize the hyper parameters. Given a new data point xˇ, we
want to be as certain as possible about the prediction yˇ. According
to Bishop (2006), this can be written as follows:
p(yˇ|y, α,β) = N (yˇ|mTn xˇ,β + xˇTSnxˇ).
This model is still dependent on the hyper-parameters, α and β,
and w. We can marginalise by integrating over these variables, so





The problem with this integration however, is that it is intractable.
A good estimate can be found by applying the evidence approxima-
tion. This approach assumes that the posterior distribution over the
hyper-parameters p(α,β|y) is sharply peaked. Under this assump-
tion, an integration over these hyper-parameters is no longer neces-




p(yˇ|w, βˆ)p(w|y, αˆ, βˆ)dw
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Let us now look at each part of the evidence function separately:





















withN the number inputs andM the number of data points. Combin-





2 |α|N2 |β| 12 |Sn| 12 exp (−E(w)) ,
with E(w) = 12(y−Xw)Tβ(y−Xw)+ α2 (w−µ)T (w−µ). Maximising
this evidence function is equivalent to maximising the logarithm of this
evidence function. Taking the derivative of ln(p(y|α,β)) to α and βk
and setting to zero gives the following:
∂
∂α
















where tr(A) is the trace of A, the sum of the elements on the diagonal.
These equations yield:
α = Ntr(Sn) + ||w− µ||2
βk =
Mk
tr(SnXTkXk) + ||yk −Xkw||2
.
As stated in the previous section, Sn depends on the α and βks we try
to find. However, iteratively calculating Sn and w followed by α and
each βk converges to the optimal values (Ting et al., 2007; Bishop,
2006; Tipping, 2001).
As initial values α = 0 and βk = 1 are typically used and µ is set
to zero. The covariance technique from Section 3.1.2 can be applied to
76 3 Optimized regularization techniques
α = 0
for k in [1,K] do
βk = 1
Ak = XTkXk
bk = XTk yk
ck = yTk yk
Mk = length(yk)
end for













for k in [1,K] do
βk = Mk/
(




Alg. 3.1: Bayesian relevance regression
reduce the computational cost. This results in the update algorithm
shown in Algorithm 3.1, with a computational cost of the order O(N3)
for each iteration. On the tasks used in this work convergence is
usually reached after 10 to 20 iterations.
3.5 Conclusion
In this chapter a newly derived optimization algorithm for large datasets
was proposed to optimize the regularisation parameter. This tech-
nique is based on the eigenvalue decomposition. It was extended to
be applied in combination with class reweighted RR and feature selec-
tion. In Section 3.4 a new regularization method, Bayesian relevance
regression, was derived which scales the influence of each example
according to its relevance to the model.
If M is the number of data points in the training set and N the
number of input features, each of these methods require a compu-
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Table 3.1: The computational cost to optimize the regu-
larization parameter and train the readout weights for the
different methods discussed in this chapter, given large
datasets are used: N M and R N . Here N equals
the number of input features (a few hundred to a few
thousand), M the number of data points in the train-
ing set (up to a few million or more), R the number of
regularization parameters (around 50), K the number of
validations sets (around 10), Ns the number of selected
features in forward feature selection (maximum N), Nr
the number of removed features in backward feature se-
lection (maximum N − 1) and I the number of iterations
for the BRR algorithm (around 20).
Methods naive covariance eigen
RR RKN2M N2M +RKN3 N2M
CRRR RKN2M N2M +RKN3 N2M
RFFS RKNN3sM N2M +RKNN4s N2M +RKNN3s
RBFS RKN3NrM N2M +RKN4Nr N2M +RKN3Nr
BRR IKN2M N2M + IKN3 n/a
tational cost of the order O(N2M) to compute the readout weights
if the regularisation parameter(s) and/or selected input features are
known. In Table 3.1 the computational cost is shown to optimize the
parameters and/or feature set and to train the readout weights, for the
methods from literature and the methods introduced in this chapter.
For the RR-based techniques it shows that the theoretical computa-
tional cost is significantly less for the introduced eigen-decomposition-
based methods. For RR and class reweighted RR it is even equal to
the cost to compute the weights. The naive and covariance methods
form literature have a significantly higher computational cost. The
Bayesian relevance regression regularisation technique, introduced in
this chapter, has a higher computational cost compared to RR and
class reweighted RR, but is significantly less computationally expen-
sive than the regularised forward and backward feature selection algo-
rithms. For this method only the covariance method could be applied
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to reduce the computational cost. The performance of these algo-




For epilepsy research animal models are applied to evaluate the ther-
apeutic efficacy of anti-epileptic treatment (Dedeurwaerdere, 2005).
In order to validate these treatments the number of seizures and their
duration need to be determined. This results in many hours of tedious
EEG review and analysis. Automated seizure detection decreases the
workload and may also be more reliable compared to hours of vi-
sual analysis. Real-time seizure detection can be incorporated in a so
called closed-loop system (Stein et al., 2000) that allows immediate
triggering of an intervention at the time of seizure occurrence such
as: fast working anti-epileptic drugs, deep brain stimulation (Water-
schoot et al., 2006; Wyckhuys et al., 2010), vagus nerve stimulation
(Boon et al., 2001), etc. The seizure detection algorithms presented in
this chapter were published in Buteneers et al. (2010) and Buteneers
et al. (2012b).
4.1 Materials
The EEG used in this chapter contains absence seizures from genetic
absence epilepsy rats from Strasbourg (GAERS) and limbic seizures
from post status epilepticus (PSE) rats. It originates from experi-
ments to evaluate new anti-epileptic treatment therapies. The data
has been recorded with a custom-built amplifier at a sample rate of
200 Hz or higher. For consistency, data sampled at a higher frequency
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was subsampled, so that the sample rate was 200 Hz for all animals.
After recording the data was evaluated by experienced encephalogra-
phers.
The complete dataset consists of 454 hours of data from 23 GAERS
and 2083 hours of data from 22 PSE rats (see Table 4.1). For GAERS,
the training set, 5.75 hours in total, consists of the first 15 minutes
of EEG per rat which contained at least 90 seconds of ictal EEG.
The training set for the PSE data, 44 hours of data, consists of the
first 10 seizures of each rat in the dataset combined with 10 minutes
inter-ictal EEG equally distributed over pre-ictal and post-ictal EEG.
The rest of the data following the training data was used for testing.
In the following two sections a more detailed description is given on
the origin of the datasets.
4.1.1 Genetic absence epilepsy rats from
Strasbourg
GAERS are a strain of Wistar rats that all exhibit spontaneous ab-
sence seizures characterized by a sudden unresponsiveness to environ-
mental stimuli and cessation of ongoing activity (Marescaux et al.,
1992). These absence seizures, which are displayed as synchronous
spike and wave discharges (SWDs) on the EEG, occur mostly when
the animal is in a state of quiet wakefulness. They are rare during
periods of active arousal and sleep. The number of seizures and their
duration increase with age, until they reach a maximum at about 6
months. The EEG of SWDs shows a fundamental frequency in the
range of 7 to 12 Hz and several harmonics (see Figure 4.1), an ampli-
tude varying from 300 to 1000 µV and a duration from 0.5 to 120 s.
Dataset A was made during a study to evaluate the effect of acute
and non-acute high (130 Hz) and middle high (60 Hz) frequency deep
brain stimulation on the occurrence of SWDs (Waterschoot et al.,
2006). The rats from dataset B were part of a study to evaluate the
effect of long-term vagus nerve stimulation.
All EEG fragments were visually reviewed, the data contaminated
with stimulation artefacts was removed, one EEG channel was selected
and the SWDs with a minimum seizure length of 0.5 s were marked by
4.1 Materials 81



























C:  Frequency response
Time (s)






Figure 4.1: An example of a spike and wave discharge
(SWD) caused by an absence seizure in genetic absence
epilepsy rats from Strasbourg. In (A) and (B) the EEG
signal of one intra-cranial channel is shown, where (A)
is a magnified version of the marked area in (B). The
seizure starts at time = 2 s and stops at time = 8.9
s. (C) shows the spectrogram of the EEG signal with a
Hamming-window of 128 samples and an overlap of 120
samples.
an experienced encephalographer. These annotations were used as the
‘gold standard’ in this study. From the first study, 64.5 hours of single-
channel depth EEG-data recorded in the anterodorsal thalamus from
12 different rats was used for dataset A. The 3468 seizures made up
23% of the total time and lasted on average 15 seconds. The second
study yielded 390 hours of single-channel scalp EEG-data recorded
over the frontoparietal cortex from 11 rats for dataset B. A total
number of 6183 seizures made up 4.5% of the data and lasted, on
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Table 4.1: The number of animals, total length of the
dataset, the number of seizures and the average length of
the seizures for each of the datasets.
GAERS animals hours seizures length
A 12 64.5 3468 15s
B 11 390 6138 10s
PSE animals hours seizures length
C 11 913 1541 54s
D 7 1105 1374 42s
E 4 69 113 51s
average, 10 seconds. Each of the seizures lasted between 0.5 and
110 s.
4.1.2 Post status epilepticus rats
Kainic acid is a potent central nervous stimulant, isolated from the
seaweed digenea simplex. This excitotoxic product is an agonist of
a subclass of ionotropic glutamate receptors. A systemic injection in
healthy rats triggers a cascade of molecular and cellular events even-
tually leading to status epilepticus, followed by a period of gradual
increase in seizure frequency, which eventually stabilizes. Finally, rats
display spontaneous, secondary generalized limbic seizures which re-
semble those seen in temporal-lobe epilepsy patients (Baraban, 2009).
During annotation, spontaneous seizures were recognized by their
large amplitude (more than 3 times baseline amplitude) high-frequency
EEG activity (≥ 5 Hz), with characteristic high temporal correlation
and progression of spike frequency. Figure 4.2 shows an example of a
limbic seizure.
Dataset C was made during a study to evaluate the effect of long-
term high frequency (130 Hz) and Poisson distributed high frequency
(on average 130 Hz) deep brain stimulation on the occurrence of limbic
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Figure 4.2: An example of a limbic seizure in a post
status epilepticus rat. In (A) and (B) the EEG signal is
shown, where (A) is a magnified version of the marked
area in (B). The seizure starts at time = 7 s and stops
at time = 31 s. (C) shows the spectrogram of the EEG
signal with a Hamming-window of 128 samples and an
overlap of 120 samples.
seizures (Wyckhuys et al., 2010). An experienced encephalographer
evaluated all EEG fragments visually and marked all present seizures
in dataset C. This resulted in 913 hours of four channel EEG from
11 different rats. Approximately 2.5% of this data consisted of 1541
seizures which have a duration of 9 to 240 seconds with an average
of 54 seconds. In five animals deep brain stimulation was applied.
This subset (C*) contained some episodes of EEG contaminated with
stimulation artefacts (in the rest of this work referred to as C*stim).
An example of a stimulation artefact is shown in Figure 4.3.
Study D compared the therapeutic effect of deep brain stimula-
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Figure 4.3: An example of stimulation artefacts caused
by stimulation at 130 Hz. Because of the low sample rate
(200 Hz), the stimulation is above the Nyquist frequency
of 100 Hz. Therefore it is only visible as spikes in the
EEG for example at time = 3.05 s and 9.1 s (up arrows).
These spikes are somewhat similar to the many epileptic
spikes as for example at time = 7.6 s (down arrow).
tion in the hippocampus and midline thalamic nuclei. Both experi-
mental therapies were evaluated for their effect on the frequency of
spontaneous seizures in the PSE model. The EEG fragments were vi-
sually evaluated and annotated. This resulted in 1105 hours of EEG
from 7 different rats without simulation artefacts. 1374 seizures were
recorded in total, which lasted on average 42 seconds or between 12
and 220 seconds and represent 1.4% of the data.
In study E the effect of introducing stem cells from foetal mice
brains in the epileptogenic areas was studied on the occurrence of
limbic seizures. All EEG fragments were visually evaluated and all
seizures were marked. From this study 69 hours of 4 channel EEG
from 4 different rats was used. Dataset E contained 113 seizures that
were located in about 2.5% of the data and lasted 23 to 360 seconds
with an average of 51 seconds.
Datasets C, D and E consist of 4 channel hippocampal EEG with
a referential montage for each rat. From these 4 channels, one was
chosen with visually the most significant difference between ictal and
inter-ictal EEG based on the first 4 seizures.
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4.2 Evaluation measures
The gold standard used to compare the different detection methods
is the scoring by experienced encephalographers. For all animals the
number of false positives and false negatives per seizure (FPPS and
FNPS) are measured, together with the detection delay ∆delay (in
seconds). This delay is only determined for correctly detected seizures
and includes the time required to perform preprocessing. As a lower
bound, the first inter-ictal sample after the previous seizure is used
and as an upper bound, the last marked sample of the to be detected
seizure.
Each of the error measures is calculated for each animal individu-
ally. Then the mean and standard deviation is calculated over all the
animals which is used for comparison. Each animal thus has the same
contribution to the results, independent of the amount of data that
was recorded for this animal. In the tables below the standard devi-
ation is usually represented by a number between rounded brackets.
4.3 Methods from literature
Many epileptic seizure detection methods for animal models have been
developed. Some were designed to aid in the marking of EEG, others
to trigger anti-epileptic treatment in real-time. The algorithms that
haven been shown to achieve the best performance in Van Hese et al.
(2009) and Buteneers et al. (2010) are discussed below.
4.3.1 Adapted Osorio-Frei algorithm
The original Osorio-Frei method (Osorio et al., 1998) (OFA) is in fact
the most frequently cited seizure detection method for human seizures.
It owes its popularity to both its simplicity and its effectiveness for
seizure detection. Although it was designed for human iEEG, it relies
on a feature that is shared with epileptic seizures from rats and has
been previously applied on rat data in Van Hese et al. (2003, 2009)
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Figure 4.4: The coefficients of the level 3 Daubechies 4
wavelet filter.
and Buteneers et al. (2010). An extension to this algorithm, the
adapted Osorio-Frei algorithm (AOFA) (Haas et al., 2007), extends
the original algorithm with multiple features. From these features, the
best feature is selected. It is compared with background EEG and if a
certain threshold is exceeded a seizure is detected. The AOFA method
has been previously applied on rat data in Buteneers et al. (2012b).
The technique starts by convolving the EEG signal with the signal
shown in Figure 4.4. This waveform is based on the the Daubechies
4 level-3 wavelet coefficients. It is very similar to a spike and wave
discharge and is used as filter coefficients to process the data. For






where x[k] is the k-th input sample and b[i] is the i-th filter coefficient.
For an EEG signal sampled at 240 Hz, this wavelet filter has a pass
band of 5 to 45 Hz. From the resulting signal the foreground signal is
computed using a window of width T1 as follows:
FG[k] = median
{
y2[k], y2[k − 1], ..., y2[k − (T1 − 1)]
}
.
Here the median, as opposed to the average, is used since it is in-
sensitive to outliers (Gallagher Jr and Wise, 1981). These outliers
often occur in EEG due to measurement artefacts caused by electrical
noise (Teplan, 2002). For human data T1 is set to 480 samples or a
width of 2 seconds. This foreground signal is rescaled using a back-
4.3 Methods from literature 87
ground signal. It is basically a low pass filtering of the median filtered
foreground signal and is computed as follows:
BG[k] =

(1− λ)median{FG[k], ..., FG[k − (T2 − 1)s]} if k=ps,
+ λBG[k − 1]
BG[k − 1] if p(s− 1) ≤ k < ps,
where p = 0, 1, 2, ..., s and s = T14 , so that only 1 out of 4 foreground
samples is used to reduce the computational cost. T2 is the width of
the overlap window which is set to 480 or 4 minutes for human data
and λ = 0.999807 which corresponds to a 30 minute half-life when the
previous parameter values are used. This means that the influence of
the median filtered foreground signal on the background scaling factor









where N denotes the number of channels. If this ratio R[k] is above
a threshold δOF , sample k can be considered part of a seizure. To
reduce the number of false positives, an extra parameter Ts is used
to determine the minimum number of samples a seizure has to last.
After there are more than Ts neighbouring samples above δOF , these
samples are considered part of a seizure and thus a seizure is detected.
Because of this Ts is the parameter that influences the detection delay
most significantly. In Osorio et al. (1998) the threshold δOF was
found to be optimally set to 22 with Ts = 0.84 s to achieve the best
results on the test data. Using these values the average detection
delay was 2.1 s while detecting no false positives and missing none of
the seizures. Since these values have been optimized on the test set
the performance achieved in Osorio et al. (1998) is not necessarily an
indication of good performance on other data sets but Osorio et al.
(2002) reported similar performance for the sensitivity and detection
delay albeit with a higher number of FPPS on a different dataset.
The exact number can not be extracted from the paper but can be
estimated at about 0.2 FPPS.
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In the adapted version of the OFA algorithm (Haas et al., 2007),
the best feature, or in this case filter, is selected using the so called
seizure to non-seizure ratio (SNSR):
SNSR = Pp{(filtered seizure signal)
2}
Pp{(filtered non-seizure signal)2} ,
where Pp{S} represents the p-th percentile of the set S. Note that
the 50-th percentile is equivalent to the median. To select the best
feature this measure is evaluated for different features and percentiles.
The feature-percentile combination with the highest SNSR is chosen
and thus used for seizure detection. For more details on the features
used we refer to Haas et al. (2007).
To optimize the algorithm for rats several adaptations were ap-
plied. A sample rate of 200 Hz was used as opposed to 240Hz. For
both seizures the ratio eigenfilter feature (Haas et al., 2007) was se-
lected using the SNSR. This feature is in fact a finite impulse response
filter that is specifically designed to get the highest SNSR. However,
during cross-validation and experiments on the test set, the results
showed that this filter seemed to over-fit on the training data. The
wavelet feature of the original OFA on the other hand, performed
best in cross-validation experiments on the training set and is there-
fore used in the experiments below. The following parameters were
also optimized during training: T1, T2, Ts and δOF .
4.3.2 The Van Hese algorithm
In Van Hese et al. (2009) an off-line spike and wave discharge (SWD)
detection method to mark the EEG of GAERS was presented which
exploits the fact that SWDs are quasi-periodic signals. They have a
fundamental frequency from 7 to 12 Hz and several harmonics (see
Figure 4.1). In a first step, the short term fourier transform is ap-
plied to non-overlapping and zero-padded intervals, which results in
a spectrogram. In a second step, the background spectrum is de-
termined for each of the frequency components as proposed in Stahl
et al. (2000). In a following step, called the harmonic analysis, spectral
peaks, higher than the background spectrum, are used to determine
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Table 4.2: The FPPS, FNPS, detection delay and vari-
ance on the detection delay for the methods by Osorio
et al. and Van Hese et al. tested on the datasets in this
work. For the method by Van Hese et al. no detection de-
lay was recorded since it was designed for off-line seizure
marking of GAERS iEEG.
GAERS FPPS FNPS ∆delay
AOFA 1.4 (3.0) 0.18 (0.20) 2.5 (0.6)
Van Hese 3.5 (3.2) 0.11 (0.07) n/a
PSE FPPS FNPS ∆delay
AOFA 3.4 (3.8) 0.032 (0.067) 20 (4)
the fundamental frequency and the harmonics at approximately 2, 3,
or more times that frequency. If these signals contain an energy above
a certain threshold, the interval is considered part of an SWD. For a
more detailed explanation we refer to Van Hese et al. (2009). In this
work the implementation of the authors was used and during training
only the threshold was optimized.
4.3.3 Experiments
In order to evaluate the overall detection performance, each method
was trained on the complete training set and tested on the complete
test set. Table 4.2 presents the results for the different methods.
Because the method by Van Hese uses features that are specific for
SWDs it has not been applied on the data of the PSE rats.
The AOFAmethod falsely detects 1.4 SWDs and 3.4 limbic seizures
for every true seizure while missing approximately 20% and 3% of the
seizures respectively. As shown in Table 4.2 the method by Van Hese
et al. has more than double the amount of false positives compared
to the AOFA method and misses only slightly fewer SWDs.
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EEG RC ThreshBRR OutputFeature Rescale
Preprocessing Classifier Post-processing
Figure 4.5: A schematic representation of the detection
method presented in this work.
4.4 Reservoir computing
The ML based detection method using RC consists of three parts: a
preprocessing stage where features get extracted from the EEG, a clas-
sification stage which is based on RC and some form of linear readout
for classification, and a post-processing stage where two thresholds
are applied. A schematic representation is shown in Figure 4.5. The
next 3 sections discuss each of these stages with their possible de-
sign choices. Section 4.4.4 discusses the test results achieved with the
different design choices.
4.4.1 Pre-processing
In the pre-processing stage the features, selected using ranked forward
feature selection, are extracted. These features are first rescaled and
used as input for the classifier.
Input feature selection and extraction
The relevant features from the EEG (Päivinen et al., 2005; Haas et al.,
2007; Costa et al., 2008) are selected during training with a ranked
forward feature selection algorithm. To create an optimal set of fea-
tures, they are first ranked with respect to the balanced error rate
(BER) (see Section 4.4.3) on the training set using cross-validation.
The best feature is added to the set of features FS. Next the sec-
ond best feature is added to this set. If this combination reduces
the validation error this feature remains in the set. If not, the fea-
ture is removed from the set. This is repeated for all the features in
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ranked_features = rank(features)
FS = ranked_features[1]
for i = 2 to length(ranked_features) do
set = {FS, ranked_features[i]}




Alg. 4.1: Forward feature selection
the list until an optimal set of features is found. The pseudo-code
of this algorithm is shown in Algorithm 4.1. Usually forward fea-
ture selection algorithms do not rank the features but evaluate the
added value of each of the features in each step. In order to reduce
the computational cost however, a ranking method was added. This
results in an algorithm that has a computational complexity of the
order O(2N) = O(N), multiplied by the complexity to evaluate the
performance of one feature. This is equal to the best case scenario
for a conventional forward feature selection. The worst case scenario
for conventional forward feature selection is however N2 times higher,
which results in an algorithm of the complexity of O(N2) times the
complexity to evaluate one feature.
The EEG features used were: a filter bank of Butterworth filters
ranging from 1 to 30 Hz with a bandwidth of 2 Hz, a set of Daubechies
4 wavelet filters (level 2 to 6), the first derivative of the EEG signal,
the energy of the signal and the energy in the theta (4 to 8 Hz), alpha
(8 to 12 Hz), beta (12 to 30 Hz) and gamma (>30 Hz) bands.
Linear classifiers tend to prefer multiple features. For the RC-
based set-up on the other hand, one feature was selected for each
dataset. This is due to the fact that forward feature selection algo-
rithms tend to be sparse and that the first selected feature performed
very well. Adding extra, less informative features distorts the states
of the reservoir so that it is unable to achieve better performance.
The feature that was selected for the GAERS data was the level 3
Daubechies 4 wavelet filter. For the PSE dataset, the energy in the
beta band was selected. In Figure 4.6.B an example is given of the
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wavelet filtered signal of the SWD shown in Figure 4.6.A.
Rescaling
For each of the features independently, this signal is then subdivided in
non-overlapping intervals, with length L, from which the foreground
input signal FG is calculated as the mean absolute value of these
intervals. Since there is a high variability in signal amplitudes between
different rats, a background signal is estimated for each of the EEG-
features to serve as a reference level for rescaling. It is estimated
from the foreground signal, for each past hour of EEG, as follows:
BG = median(FG). This is very similar to the background estimation
of the Osorio-Frei algroithm (Osorio et al., 1998). It is a quantile-
based estimation technique as proposed in Stahl et al. (2000), and is
based on the assumption that epileptic seizures occur less than half







, ∀f ∈ FS,
here FS is the selected feature set. The rescaled and windowed fore-
ground signal of an SWD is shown in Figure 4.6.C and is used as input
for the classifier. For the GAERS data an interval with L = 0.02 s
was determined during training, for the PSE dataset L = 0.2 s.
4.4.2 Classifier
The classifier consists of two parts: a reservoir that maps the input
to a higher dimensional space and a linear readout.
Reservoir
As mentioned in Chapter 2, each non-zero input sample to a reservoir
excites this dynamical system and pushes the system to a new state.
It maps the input data, which consists of only 1 feature vector, to a
higher dimensional space. In this higher dimensional space the prob-
ability increases that the seizure and non-seizure samples are linearly
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Time
Figure 4.6: An example of a SWD caused by an absence
seizure in GAERS. In (A) the EEG signal of one intra-
cranial channel is shown. The seizure starts at Time =
2 s and stops at Time = 8.9 s. The preprocessing is
shown in (B), the wavelet filtered signal, and (C): the
rescaled absolute value of the filtered signal. (D) shows
the activation values of 5 of the 200 reservoir neurons
and (E) shows the generated output that was trained us-
ing BRR together with the two thresholds. Every sample
above the high threshold is a detection, illustrated with
the bold part of the high threshold line (the upper hori-
zontal line). Samples neighboring these detected samples
that are above the second threshold are used for marking
and illustrated by the bold part of the low threshold line.
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Table 4.3: The optimal reservoir parameters for both the







separable (Cover, 1965). For this set-up a reservoir of 200 neurons is
used, this value was manually chosen and showed to give consistent
performance during cross-validation on the training set.
There are several parameters that determine the dynamic prop-
erties of the reservoir. In Table 4.3 the optimal parameters for this
task are shown. During optimization and as shown in Buteneers et al.
(2010), these optimizations resulted the same optimal parameter val-
ues for the GAERS and the PSE data. Note that the bias and the
spectral radius are very high. This shows that the optimal parameters
push the reservoir into a highly non-linear regime. In Figure 4.6.D the
activation values of 5 of the 200 neurons are shown when processing
seizure data.
As discussed in Section 2.8.2, a reservoir has two main properties
that contribute to its processing power. It has a quasi exponential
decaying memory of its past inputs and it performs a non-linear trans-
formation on these inputs. To determine whether it is a necessity to
combine both properties, the reservoir is replaced with a linear time
window (TW). This removes the non-linear transformation but keeps
the memory property albeit without a decay. The width of the time
window has been optimized on the training set.
Readout
Reservoirs can be trained in different ways. To generate the output, a
linear combination of the neuron activations in the reservoir is made,
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resulting in the signal shown in Figure 4.6.E. To determine the best
linear combination several algorithms can be applied. Usually ridge
regression (RR) is used, but other forms of regularisation techniques
can be used. Each regularisation technique mentioned in Chapter 3
has a specific purpose. To compare them for seizure detection they
have all been tested on the dataset.
Class reweighted RR (CRRR) has been specifically designed to
compensate for the imbalance in the dataset. As discussed in Chap-
ter 2, RR can have difficulties when dealing with imbalanced datasets.
CRRR reweights the influence of each class and thus results in a dif-
ferent hyperplane to separate the seizures from normal EEG.
Because a reservoir is a random set of interconnected neurons,
it can occur that some neurons interfere with the readout, result in
over-fitting on the noise they might generate and thus reduce the per-
formance. To test this assumption, feature selection can be applied
to select the optimal set of reservoir features or neurons. Because
evaluating every combination of neurons would take months, two ap-
proximating algorithms are compared: RFFS and RBFS, respectively
a regularized version of a forward and a backward feature selection
algorithm.
In some situations it can occur that some seizure examples have
properties that no other seizure example has. In that case it is un-
desired this seizure example influences the model in such a way that
it becomes too much influenced by it, so that it performs worse on
the more typical EEG. Bayesian relevance regression (BRR) itera-
tively scales the influence of each seizure example so that the model
trained represents a seizure detection model that is dependant on the
relevance of each of the examples.
4.4.3 Thresholds
To classify the continuous-valued output generated by the readout,
two thresholds are applied: a high and a low threshold. Every sample
above the high threshold is considered a seizure sample and thus part
of a seizure (see Figure 4.6.E). Lowering the high threshold allows
for a shorter detection delay at the cost of more false positives. To
gain annotation precision a low threshold is used so that every sample
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neighbouring a seizure sample that is above this low threshold, but
below the high threshold, is also considered as part of a seizure.
To optimize these thresholds, the sample-based balanced error rate
(BER) was used. This error rate is influenced equally by each class.
This can be particularly useful if the dataset is imbalanced such as
the EEG data used. It is the average of (1 - sensitivity) and (1 -
specificity), where the sensitivity is the estimated probability that a
positive is a true positive and the specificity is the estimated prob-















where TP is the number of true positive samples, FP the number of
false postive samples, TN the number of true negative samples and
FN the number of false negative samples.
Because epilepsy data is very unbalanced, it contains significantly
fewer positive than negative samples. The BER corrects for imbalance
and has the effect that FP  FN . This might result in a higher
number of FPPS than FNPS, but also in a lower detection delay. This
is because the high threshold will be lower than when using error rates
that do not correct for the imbalance in the data. An example of an
error measure that does not correct for the imbalance is the zero-one
loss (L01) which measures the percentage of misclassified samples:
L01 = FP + FN
TP + FP + TN + FN .
Both error measures will be evaluated to compare their effect on the
performance.
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4.4.4 Performance comparison
In order to evaluate the overall performance, the method was tested
on the test set after training (on the training set). Although the exper-
imental results below show the test performance, similar results and
design decisions were achieved using cross-validation on the training
set. Because of the random initialisation of RC, 10 different reser-
voirs were trained on each training set and the system that performed
best on the training set was used for testing. Although Section 2.5
shows that the best train error does not necessarily result in the best
test error, the training and test error are correlated for an optimally
regularized system.
Table 4.4 shows that RC combined with its default training tech-
nique, RR, significantly outperforms both the AOFA and the method
by Van Hese. The number of false positives and missed seizures is
reduced by about a factor 10 and this with a very low variability
between animals. Even the detection delay is significantly reduced
to about 1 second for SWDs and 9 seconds for detecting the limbic
seizures of the PSE rats. For the GAERS data 1 in 12 detections is
a false positive and less than 7% of the seizures are missed. On the
PSE data 1 in 5 detections is a false positive and only 0.3% of the
seizures are missed.
The reservoir parameters from Table 4.3 show that the reservoir
functions in a highly non-linear regime. This explains why, when a
reservoir is replaced by a linear time window (TW), the performance
is significantly worse. Note that, on average, the TW results are still
better than what is achieved using the AOFA method. This shows
that when linear regression is applied, and thus linear weights are
trained on a TW, this more suited than only using the median of that
TW, which is used by the AOFA.
As mentioned earlier, seizures are rare events. This means that
there is more inter-ictal data in the training set than there is ictal
data. Although CRRR is specifically designed to compensate for this
imbalance, Table 4.4 shows that the imbalance is not necessarily a
bad thing. All seizure detection systems from literature, even the
detection systems for human data, are characterized by many false
positives. Applying RR as opposed to CRRR makes sure that the
98 4 Seizure detection in animal models
Table 4.4: The averages and standard deviations (be-
tween brackets) over the different rats of the FPPS,
FNPS, detection delay and variance on the detection de-
lay for all the methods
GAERS FPPS FNPS ∆delay
RC-RR 0.09 (0.16) 0.065 (0.055) 0.97 (0.33)
RC-CRRR 0.15 (0.11) 0.073 (0.068) 0.49 (0.64)
RC-RFFS 0.56 (0.79) 0.023 (0.028) 0.21 (0.77)
RC-RBFS 0.069 (0.058) 0.079 (0.068) 0.71 (0.61)
RC-BRR 0.065 (0.052) 0.071 (0.057) 0.79 (0.55)
RC-BRR-L01 0.061 (0.051) 0.079 (0.058) 1.1 (0.4)
TW 2.2 (3.0) 0.020 (0.037) 1.0 (1.1)
AOFA 1.4 (3.0) 0.18 (0.20) 2.5 (0.6)
Van Hese 3.5 (3.2) 0.11 (0.07) n/a
PSE FPPS FNPS ∆delay
RC-RR 0.26 (0.21) 0.003 (0.064) 9.4 (3.4)
RC-CRRR 1.0 (0.9) 0.009 (0.018) 7.9 (4.8)
RC-RFFS 0.19 (0.24) 0.11 (0.18) 13 (5)
RC-RBFS 0.32 (0.25) 0.022 (0.053) 9.4 (3.0)
RC-BRR 0.13 (0.12) 0.005 (0.016) 9.4 (2.1)
RC-BRR-L01 0.042 (0.52) 0.016 (0.028) 13 (2)
TW 1.1 (1.1) 0.026 (0.056) 15 (4)
AOFA 3.4 (3.8) 0.032 (0.067) 20 (4)
importance of the non-seizure samples is not reduced in favour of the
seizure samples. This has as a side effect that the model fits non-
seizure better using RR than when CRRR is applied. Because there
is a higher variability in non-seizure data, a better seizure detection
model is found using RR.
Reducing the number of neurons that influence the output is
shown to have a negative or almost no effect on the performance.
The poor performance of RFFS could be explained by the fact that,
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as many forward feature selection algorithms (Guyon and Elisseeff,
2003), it fails to find the constructive combinations of neurons since
it only adds one neuron at a time. Backward algorithms on the other
hand do not have this problem and should perform significantly bet-
ter. Since this is not the case for the PSE dataset, it means that
the difficulty lies elsewhere, namely in the error measure. Instead of
optimizing the FPPS, FNPS and detection delay, the mean squared
error is optimized. As shown in Section 2.3, the mean squared error is
a somewhat bad indication for the error we try to optimize, therefore
the results are according.
If the variability between examples in the training set is taken
into account (RC-BRR) the performance improves. For the GAERS
data, this technique achieves a detection delay of 0.8 seconds while
detecting less than 1 in 16 false positives and missing only 7% of the
seizures. On the PSE data, this method results in a detection delay
of 9.4 seconds while about 1 in 8 detections is a false positive and
only 0.5% of the seizures are missed. RC-BRR not only, on aver-
age, outperforms the other techniques, it also has a significantly lower
standard deviation. This shows that the performance of this method
is less influenced by differences between each animal in the dataset. It
is thus better able to create a general model for seizure detection. The
comparison with the RC-RR method shows that the common model
created by BRR outperforms the method without BRR especially for
the PSE dataset. This is because there is a high variability between
the different animals. For the GAERS dataset there is however less
variability between animals and thus the performance gain is limited.
From these experiments it is thus clear that BRR is most suited to
train the reservoir for seizure detection. Therefore it will be used
throughout the rest of this work.
Optimizing the thresholds using the L01 as opposed to the BER
clearly increases the detection delay and the number of FNPS and
decreases the number of FPPS. This clearly shows the influence of
the threshold on these error measures. The next section will dive
deeper into the effects of changing the threshold.
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Table 4.5: The fixed computation time, the optimiza-
tion time and the number of removed features are given
for the PSE dataset containing 23 animals. The compu-
tation time for RR and CRRR is grouped because they
are equal. For the techniques based on RR, 60 regular-
ization parameters were used. The results for the naive
implementation of RBFS were not included because the
computation time was more than 100 days.
PSE (CR)RR RFFS RBFS BRR
naive cov. eig. naive. cov. eig. cov. eig.
tfixed (min) 0.3 0.3 0.3 0.3
topt (min) 120 0.2 0.02 240 5 4 1700 6 0.7
% rem. 0 0 0 98 98 98 36 36 0
4.4.5 Computation time comparison
In Chapter 3 several computationally efficient algorithms were pro-
posed for optimizing the regularisation parameter(s) and input fea-
tures. In Table 4.5 the computational cost is shown for these dif-
ferent training techniques applied to the PSE dataset. It shows that
the proposed eigendecomposition based algorithms clearly outperform
the naive implementation and the covariance technique. Compared to
the fixed computational cost for linear regression, 20 seconds, the opti-
mization of the regularization parameter can be ignored. As shown in
Buteneers et al. (2012a) this difference becomes even more prominent
if more input features are used. Although FS does not improve the
performance, Table 4.5 shows that the algorithm derived in Section
3.3.2 clearly outperforms the covariance method with respect to the
computation time. The difference for the RFFS algorithm is less clear
since only 2% of the features are selected. The computational cost of
BRR is significantly higher than the cost of the eigenvalue based RR
algorithm as is shown in Table 4.5. Since training the full system
requires about 12 minutes, the added computational cost of the BRR
algorithm is limited. The biggest contributors to computational cost
during training are the reservoir simulation and the threshold opti-
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mizations. Both require approximately 5 minutes.
4.5 Reducing the detection
delay
For some tasks it is paramount to have a low detection delay. If for
example a seizure detection method is used to trigger anti-epileptic
treatment it is crucial that the detection delay is very low for the
treatment to be efficient (Hammond et al., 1992).
The RC based and AOFA methods can be altered to achieve a
lower detection delay at the expense of a higher number of FPPS and
coincidentally a lower number of FNPS. Each method has one specific
parameter that has the most influence. For the RC based methods
this parameter is the high threshold. The main cause of the detection
delay of the AOFA method is the parameter Ts which indicates the
minimal duration of a seizure. However, if this parameter is decreased
manually to reduce the detection delay, the threshold needs to be
re-optimized. Figure 4.7 shows the results of these alterations for
the RC-BRR method and the AOFA method. In the top graphs of
Figure 4.7 the FPPS is plotted as a function of the detection delay
for the GAERS and PSE dataset respectively. The bottom graphs of
Figure 4.7 show the FNPS as a function of the delay. Settings that
resulted in more than 4 FPPS were not included.
If the algorithms are altered to result in a lower detection delay,
this comes at the cost of more false detections as shown in Figure 4.7
(top graphs). This is because the first few samples of ictal EEG
better resemble normal EEG. The number of missed seizures on the
other hand decreases because less distinguishable seizures will also be
detected. Figure 4.7 also shows that, for a given number of FPPS or
FNPS, RC-BRR is able to detect the seizures with less delay than the
AOFA method. If 4 FPPS are allowed, i.e. 1 in 5 detections is a true
positive, RC-BRR achieves an average detection delay of 0.2 s and 2.1
s and the AOFA-method will take more than 2 s and 15 s to detect
a seizure on the GAERS and PSE data respectively. This reduction
in detection delay significantly reduces the number of missed seizures.
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Figure 4.7: On the top the number of False Positives Per
Seizure and on the bottom the number of False Negatives
Per Seizure as a function of the detection delay in seconds
for the GAERS dataset on the left and the PSE dataset
on the right.
On the GAERS dataset only 1 in 1000 seizures were missed. On the
PSE dataset the number of missed seizures was reduced to 1 in 500.
When minimal FPPS and FNPS are required we see that RC-BRR
is the only method that is able to achieve less than 10% FPPS and
FNPS simultaneously.
Adapting the methods to achieve a lower detection delay deteri-
orates the annotation accuracy of the methods. One could use one
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Figure 4.8: An example of a scratch artefact which starts
at time = 3s and ends at time = 6s.
set-up for real-time detection and another for annotation. Since for
the RC-BRR method no new training is required and only the high
threshold is altered to achieve a lower detection delay, the same set-up
can be used for both tasks. One only needs to use two different high
thresholds: one for real-time detection and one for annotation.
If for marking purposes, a very low FPPS and FNPS is required,
another approach can be used to limit the input from the user. Let us
assume that in this situation it is acceptable to miss 1 in 500 seizures.
If the RC-BRR method is used, this results in a system that detects
2.5 and 4 FPPS for the GAERS and PSE datasets respectively. An
experienced encephalographer can now go over these detections and
remove the false detections. This means that the amount of data that
needs to be reviewed for each dataset is about 3.5 and 5 times the
length of a seizure, respectively. For the GAERS dataset this results
in 75% less data that needs to be reviewed and for the PSE dataset
this is a reduction of 90%. For large datasets, only a small fraction of
the remaining time is required to build the training set.
4.6 The ‘golden standard’
It is a well known fact that humans often disagree when marking
epileptic seizures. We took a small dataset used to train students in
marking epileptic seizures of 3 PSE rats. It contains 24 hours for each
rat with in total 72 seizures and 183 artefacts. Most of these arte-
facts are scratch artefacts as the one shown in Figure 4.8. As golden
standard we asked 4 experienced encephalographers to mark the data
and come to an agreement. In table 4.6 we show the performance of
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Table 4.6: A comparison in performance of the RC-BRR
method and two experienced encephalographers (E1 and
E2) on a small student dataset.
PSEstudent FPPS FNPS
RC-BRR 0.15 (0.17) 0.09 (0.14)
E1 0.01 (0.02) 0.029 (0.029)
E2 0.13 (0.18) 0.010 (0.017)
our method, trained on the training sets of dataset C, D and E, and
the results of 2 experienced encephalographers, who had never seen
the data before, against this golden standard.
Table 4.6 reaffirms that researchers often disagree when marking
EEG. Even though RC-BRR performed worse than both experienced
encephalographers, it is fair to say that the performance of our method
is comparable with at least one of the encephalographers. The arte-
facts that caused false positives were all scratch artefacts and often
coincided with the errors made by the encephalographers. Other arte-
facts or sleep spindels, rhythmic activity that occurs during sleep, did
not generate any false positives.
To train the system and process the roughly 2500 hours of EEG it
takes a 2.6 GHz Core 2 Quad machine (with 8 GB RAM) 7 hours of
running slightly optimized Python code. A well trained experienced
encephalographer is at least 11 times slower, being able to process
about 4 hours of EEG from 8 rats simultaneously in one hour.
4.7 Stimulation artefacts
Epileptic seizure detection methods are often used to trigger neuro-
stimulation such as deep brain stimulation or vagus nerve stimulation.
These stimulation paradigms can cause stimulation artefacts on the
EEG as shown in Figure 4.3. The EEG of several animals from study
C contains periods where stimulation is applied. These animals are
grouped in the subset C*. In Table 4.7 the results are shown for the
4.8 Depth versus epidural EEG 105
Table 4.7: A comparison in performance of the RC-BRR
method on EEG with or without stimulation artefacts. It
was tested on the animals from study C that were stimu-
lated: C*clean represents the EEG data without stimula-
tion artefacts and C*stim the EEG data with stimulation
artefacts.
PSE FPPS FNPS ∆delay
C*clean 0.084 (0.080) 0.013 (0.027) 7.1 (2.5)
C*stim 0.048 (0.069) 0.043 (0.043) 6.7 (3.3)
part of the C* subset without stimulation artefacts C*clean and the
part with simulation artefacts C*stim.
Counter intuitively, stimulation artefacts do not increase the num-
ber of FPPS as shown in Table 4.7. This is possibly due to the fact
that a stimulation of 130 Hz was applied which does not fall within the
beta band that was used for pre-processing. The artefacts however do
increase the background signal level which results in a higher number
of FNPS, a lower sensitivity and thus also less FPPS. However, the
increased background scaling has no influence on the detection delay.
If the exact time and duration of the stimulation is known, one could
ignore these samples while estimating the background signal.
4.8 Depth versus epidural EEG
Datasets A, C, D and E were recorded using depth electrodes, dataset
B on the other hand was recorded using epidural electrodes. To com-
pare whether the system performs better when the EEG is recorded
using depth or epidural electrodes we present the results for the RC-
BRR method on datasets A and B separately in Table 4.8.
From Table 4.8 one can infer that there is a difference in perfor-
mance when depth electrodes are used as opposed to epidural elec-
trodes. The system achieves a slightly lower detection delay with a
significantly lower number of FPPS and FNPS. In our experience this
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Table 4.8: A comparison in performance of the RC-BRR
method on depth and epidural EEG from datasets A and
B respectively.
GAERS FPPS FNPS ∆delay
A 0.039 (0.026) 0.024 (0.021) 0.82 (0.22)
B 0.15 (0.23) 0.11 (0.05) 1.1 (0.4)
is due to the fact that there is less noise in the EEG which makes that
the difference between ictal and inter-ictal EEG is more profound in
terms of signal strength and signal shape. For optimal performance
it is therefore advised to use the RC-based technique in combination
with depth electrodes.
4.9 Active learning
Active learning (AL) is most commonly used to allow an algorithm
to be trained without requiring a lot of annotated data. It is usu-
ally trained on a small training set and afterwards the system is used
to analyse the unmarked data. If the system is uncertain about its
predicted output, it will stop reviewing the output and ask for input
from the user. The user can now give the exact output so that this
data can be used to extend the training set. After retraining, the rest
of the data is evaluated and the process repeats itself until there are
no uncertain or unmarked data points left. This approach dramat-
ically reduces the required training set size and can achieve similar
performance (Balakrishnan and Syed, 2012).
Another approach to AL that can be used is to only learn from
mistakes and will be used in this work. To find these mistakes however,
all the data needs to be reviewed. Because a seizure is a rare event
and there are not many FPPS, it is more appealing to only review
the positive outputs generated by the system as suggested in Section
4.5. Once a false positive is identified, it can be added to the training
set. Since the true positives are reviewed anyway and in order to keep
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a form of balance between the positive and negative examples in the
training set the positive examples can be added as well. This allows
for the system to not only better learn the properties of the inter-ictal
EEG but also to better learn which properties define a seizure.
Figure 4.9 shows the performance of the RC-BRR system trained
on the full dataset and on randomly selected subsets of the training
set. For the GAERS training data, which contains 23 examples, 2, 5
and 10 examples were randomly selected. For the PSE dataset, con-
taining 220 examples, 3, 10 and 30 examples were randomly selected.
The experiments were repeated 5 times to achieve statistically rele-
vant results. Figure 4.9 shows that with a smaller training set, there
are more FPPS and FNPS. For the detection delay there is however
no general rule that holds for both datasets. When on the same small
training sets AL is applied (marked with AL in Figure 4.9), it is clear
that AL improves performance. Although using the full training set
is still the best option, using AL comparable performance is achieved,
even for a very small dataset, while reducing the time needed to build
a training set significantly. Because only positives are evaluated, the
number of FPPS is less or equal to when the full training set is used.
The number of missed seizures is increased, but is still significantly
lower than when no AL is applied. As discussed in Section 4.5, the
number of missed seizures can be further reduced by lowering the
high threshold, such that more detections occur and less seizures are
missed. This introduces only a limited amount of extra work by the
encephalographer.
Even though the RC-BRR method shows comparable performance
to at least one of the encephalographers from Section 4.6, it might hap-
pen that after training on the full training set, it is still required to
review the data marked by the seizure detection system as suggested
in Section 4.5, to remove the falsely detected and missed seizures.
Because there is more inter-ictal EEG than ictal EEG that needs to
be reviewed, it requires more work to find the missed seizures than
to remove the false positives. As shown in Table 4.4 this seems most
suited for the PSE dataset where the RC-BRR method has signifi-
cantly more FPPS than FNPS. Once a detection is reviewed, whether
it is a correctly detected seizure or a false positive, it can again be
added to the training set to retrain the system. This will hopefully
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Figure 4.9: The results for the system trained on the full
dataset with (AL*) or without active learning on the test
set, or trained on a small dataset, with no further training
or active learning (AL). The variance is computed over 5
random selections of training set samples.
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allow the system to better learn inter-ictal data as well as ictal data.
To evaluate the effect of this type of AL (AL* in Figure 4.9) we
set up the experiment as follows. The system is first trained on the
training set of all animals. Next the system is evaluated on the first
hour of the test set. The results are used to evaluate the performance
and to determine the false positives and true positives. The false
and true positive EEG parts are then added to the training set with
their correct outputs and the system is retrained. This is repeated for
every hour of EEG data from this animal. For the other animals the
same procedure is repeated starting from the default RC-BRR system
trained on the training set without the previously added samples.
Figure 4.9 compares the performance of RC-BRR with or without AL
on the test set. Since both are barely distinguishable on the figure, it
shows that the effect of AL on a fully trained system is minimal. This
suggests that using a training set as described in Section 4.1, allows
the system to reach its optimal performance.
4.10 Conclusion
From this chapter we can conclude that RC outperforms state-of-
the-art detection techniques on the iEEG of animal models. It has
significantly less false positives and false negatives as well as a lower
detection delay. In the default configuration, 1 out of 12 and 1 out
of 9 detections is a false positive and and misses 1 in 13 and 1 in
200 seizures are missed for GAERS and PSE rats, respectively. It
achieves an average detection delay below 1 second in GAERS and
less than 10 seconds in the PSE data. This detection delay and the
number of missed seizures can be further decreased when a higher
false positive rate is allowed. If 4 FPPS are allowed, i.e., 1 in 5
detections is a true positive, the detection delay is reduced to 0.2 and
2 seconds, respectively, and only 1 in 1000 and 1 in 500 seizures is
missed. Although this set-up has many FPPS it can also be applied
to mark epileptic seizures with a very high accuracy. Since almost no
seizures are missed, a user only needs to remove the false positives.
This leads to a reduction of, 75 and 90% of data that needs to be
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reviewed.
EEG recordings are known to contain many artefacts which usu-
ally result in many false positives. The presented technique has been
shown to be robust against signal artefacts and high frequency stimu-
lation artefacts. However, better performance is still achieved on data
without artefacts. The performance is also dependent on the way the
EEG has been recorded. Depth EEG electrodes show a better yield
than epidural electrodes.
Although its performance is somewhat comparable to that of en-
cephalographers, the technique is still outperformed by its human
counter parts. However, it avoids the time-consuming manual review
and annotation of EEG and can be incorporated in a closed-loop treat-
ment strategy. It is therefore suited for automatic seizure detection
based on iEEG and may serve as a useful tool for epilepsy researchers.
For the system to achieve the best possible performance it is ad-
vised to use a training set with about 10 seizures per animal and about
10 times more inter-ictal EEG as opposed to ictal EEG. However,
building this training set requires manual annotation by an experi-
enced encephalographer. Using active learning similar performance
can be achieved while requiring only a fraction of the work. It starts
with a training set of about one tenth the size, after which only the
rare false and true positives need to be evaluated, until about 10
seizures per animal have been annotated by the encephalographer.
5
Seizure detection in human
EEG data
The previous chapter has shown that state-of-the-art performance can
be achieved with RC on iEEG data from animal models. This chapter
will apply the acquired knowledge to human data.
As mentioned in the first chapter, there have been many attempts
at building seizure detectors for humans. In literature, the distinction
is made between a patient specific seizure detector that is optimized
for one patient in particular and a patient unspecific or general seizure
detector that is supposed to work for all epilepsy patients. Since
RC has achieved promising results in the previous chapter, we now
investigate whether state-of-the-art performance can be reached on
human data for both types of seizure detectors.
5.1 Materials
In this chapter two public datasets are used: the CHB-MIT Scalp EEG
Database (Goldberger et al., 2000) and the iEEG Database recorded
for the Seizure Prediction Project Freiburg. Although both datasets
contain EEG artefacts, no files were removed and the artefacts are
included as inter-ictal EEG.
112 5 Seizure detection in human EEG data
5.1.1 CHB-MIT Scalp EEG Database
This dataset, further referred to as the Scalp dataset (Goldberger
et al., 2000), was collected at the Children’s Hospital Boston. It con-
sists of EEG recordings from 23 paediatric patients with intractable
seizures. They were monitored for up to several days following with-
drawal of anti-seizure medication in order to characterize their seizures
and assess their candidacy for surgical intervention.
All signals were sampled at 256 Hz with 16-bit resolution. Most
files contain 23 EEG signals (24 or 26 in a few cases) and the Inter-
national 10-20 system of EEG electrode positions and nomenclature
was used for these recordings. The recordings are grouped into 24
cases. They were collected from 23 patients: 5 males, ages 3-22 and
17 females, ages 1.5-19. Case 21 was obtained 1.5 years after case 1
from the same female patient.
Although the data was recorded consecutively, the recorded EEG
channels are not always the same. To create a homogeneous dataset
for each patient, additional channels or files with an incompatible
montage were left out of the dataset. This resulted in a dataset with
18 similarly positioned EEG channels per patient1. In Table 5.1 the
remaining total length of the data, the number of seizures and their
average length are given for each case.
5.1.2 iEEG Database Freiburg
The iEEG database2 was recorded for the Seizure Prediction project at
the Epilepsy Center of the University Hospital of Freiburg, Germany.
It contains invasive EEG recordings of 21 patients with medically
intractable focal epilepsy: 13 females, ages 10 to 50 and 8 males,
ages 14 to 47. The data were recorded during an invasive pre-surgical
epilepsy monitoring. In eleven patients, the epileptic focus was located
in neocortical brain structures, in eight patients in the hippocampus,
1These channels are the ones shown in Figure 1.6 together with the chan-
nels Fz-Cz and Cz-Pz.
2Available at https://epilepsy.uni-freiburg.de/freiburg-seizure-prediction-
project/eeg-database.
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Table 5.1: The number of hours of EEG data, seizures
and their average length (in seconds) for each case in the
Scalp dataset.
Case 1 2 3 4 5 6 7 8 9 10 11 12
hours 42 36 38 157 39 67 66 20 69 50 35 21
seizures 7 3 7 4 5 10 3 5 4 7 3 27
length 64 58 58 93 113 16 109 185 70 65 270 38
Case 13 14 15 16 17 18 19 20 21 22 23 24
hours 33 26 40 19 21 36 30 29 33 31 26 22
seizures 12 8 20 10 3 6 3 8 4 3 7 16
length 46 22 101 9 99 54 80 38 51 69 62 33
and in two patients in both. In order to obtain a high signal-to-
noise ratio, fewer artefacts, and to record directly from focal areas,
intracranial grid-, strip-, and depth-electrodes were used. For each
patient, the recordings of three focal and three extra-focal electrode
contacts are available.
5.2 Evaluation measures
The gold standard used to compare the different detection methods is
the scoring provided with each dataset. As a measure for the number
of seizures that were falsely detected, the number of false positives
per seizure (FPPS) is measured. The number of missed seizures are
measured in false negatives per seizure FNPS. The detection delay is
only determined for correct seizure detections. Detections that occur
before a seizure, but where the detection is interrupted before the
beginning of the seizure, are considered as false positives. Since the
data is subdivided into 1 hour files, either the time since the first inter-
ictal sample after the previous seizure is used as a lower bound, or the
time since the first sample of the file, if there is no seizure preceding
the detected seizure in the current file. As an upper bound, the last
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Table 5.2: The number of hours of EEG data, seizures
and their average length for each case in the iEEG dataset.
Patient 1 2 3 4 5 6 7 8 9 10 11
hours 31 30 33 34 34 32 31 28 36 36 33
seizures 4 3 5 5 5 3 3 2 5 5 4
length 13 118 93 87 45 67 154 164 113 411 157
Patient 12 13 14 15 16 17 18 19 20 21
hours 58 28 32 34 36 40 39 37 38 37
seizures 4 2 4 4 5 5 5 4 5 5
length 55 158 216 145 121 86 14 13 86 83
marked sample of the to be detected seizure is used. The detection
delays in this work represent the actual delay that would be achieved
during on-line testing and thus includes the time required to gather the
data used for the windowed energy features. Since all tested methods
are computationally inexpensive to evaluate, the computation time is
of the order of milliseconds and can be ignored.
To optimally exploit the relatively short datasets used in this
work, these measures are computed using leave-one-hour-out cross-
validation. Each of the evaluation measures is computed for each pa-
tient individually. The average and standard deviation is computed
over all the patents where each patient has the same influence on that
result, independent of the amount of data that was recorded for this
person. In the figures, the average is represented by A. In the tables
the standard deviation is given between rounded brackets.
5.3 Methods from literature
In Chapter 1, a broad range of seizure detection methods has been
described. In this chapter, 3 of these methods will be compared with
RC: the Osorio-Frei algorithm (OFA) (Osorio et al., 1998), the Re-
veal algorithm (Wilson et al., 2004) and the method by Shoeb et al.
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(Shoeb, 2009).
5.3.1 Osorio-Frei
As mentioned in the introduction, the method presented in Osorio
et al. (1998) is the most frequently cited seizure detection method. It
thanks its popularity to both its simplicity and its effectiveness. It
was specifically designed to detect seizures on the iEEG. Therefore
it will be applied on the iEEG dataset. A technical description of
the algorithm is given in Section 4.3.1. In Osorio et al. (1998) it
was shown to be able to detect all the seizures, without detecting
any false positives, with an average detection delay of 2.1 s. Since
these results were achieved by fine tuning the threshold and minimal
duration on the test set, these results might not be a good indication
for the performance on the iEEG dataset used in this work. However,
in Osorio et al. (2002) similar detection delay while missing none of
the seizures and only a few false positives was achieved on a different
dataset containing 14 patients. On the iEEG used in this work it was
able to detect 76% of the seizures with an average detection delay of
21 seconds while detecting 32 FPPS.
5.3.2 Reveal
The Reveal algorithm by Wilson et al. (2004) is a non patient specific
seizure detection algorithm. It is included in the comparison because
it has been evaluated in Shoeb (2009) on the scalp dataset used in
this work. Only a brief description is given here. For more details we
refer to literature.
The method uses the matching pursuit algorithm which converts
the EEG into the sum of overlapping ‘atoms’. They are each localized
in time and in frequency and can be thought of as a sparse time
frequency decomposition of the EEG. These atoms are evaluated using
6 manually selected rules that determine whether a certain signal is
part of a seizure or not. For 4 of these rules the parameters are trained
using neural networks. In Wilson et al. (2004) it is shown to be able
to detect 76% of the seizures. It detected only 2.6 false positives
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per 24 hours on a dataset of non-epileptic patients. Since epilepsy
patients have more rhythmic, non-seizure activity, these results are
not representative for the number of false positives detected on the
EEG of epilepsy patients.
The authors seem to indicate that the test set is used to train
the neural networks. The Reveal algorithm has been tested on the
first 23 cases of the Scalp dataset in Shoeb (2009). There it missed
35% of the seizures which is the same order of magnitude as the 24%
missed seizures as published in Wilson et al. (2004). It had however 18
false positives per seizure in the least sensitive setting which is about
10 times more than was suggested in Wilson et al. (2004). Similar
findings on the same dataset were reported in Balakrishnan and Syed
(2012).
5.3.3 Shoeb et al.
In Shoeb (2009) a patient specific seizure onset detection algorithm
was presented that can be considered the current state-of-the-art for
patient specific seizure detection.
The EEG is first preprocessed by applying a frequency filter bank.
It contains 8 frequency filters of 3 Hz wide and ranges from 0.5 to 24.5
Hz. After applying these filters, the average energy is calculated over
windows of 2 seconds wide with an overlap of 1 second. Before these
energy features are used as input for a support vector machine (SVM),
the logarithm is taken and the signal is rescaled to have zero mean and
unit variance3. The logarithm ensures that the data is more or less
Guassian distributed. As input for the SVM, 3 consecutive windows
are used (without overlap). For training, only the first 20 s of each
seizure are used, the rest of the seizure data is ignored. Although the
same hyper-parameters were used for all the patients, Shoeb (2009)
does not mention how these parameters were selected.
In the original publication, the method achieved about 0.5 false
detections per seizure and detected 91% of the seizures with an average
3This is not indicated in Shoeb (2009), but it was communicated by the
authors of Balakrishnan and Syed (2012). Not implementing this step results
in a system that is unable to detect seizures.
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detection delay of 4.6 s on the Scalp dataset used in this work. There is
also no indication in the work that the time to calculate the windowed
energy features is taken into account. This would cause the detection
delay to increase with 1 second.
An attempt at reconstructing these results on a subset of the Scalp
data was done in Balakrishnan and Syed (2012). Here, only 3% of the
seizures were missed, 1.4 false detections per seizure were detected
and a detection delay of 7.9 s was achieved. Using our own implemen-
tation of this method on the full Scalp dataset resulted in a system
that missed 28% of the seizures, had an average detection delay of 16
seconds and detected 0.28 FPPS if the full seizure was used for train-
ing. If only the first 20 seconds were used, 45% of the seizures were
missed with 0.11 FPPS and an average detection delay of 13 seconds.
The reason for these poor results is unclear. Possibly the slightly
different dataset used in this work lies at the origin. Here, only 18
channels per patient were used and no files were removed apart from
the files with incompatible EEG channels. The dataset used in Shoeb
(2009) contains fewer seizures, which indicates that some files were
removed. Whether these files contained artefacts or other abnormali-
ties is unclear. Another possible reason for these significantly different
results is that essential technical details are missing in Shoeb (2009).
As noted earlier, taking the logarithm before processing the data is
paramount for the system to function and was not mentioned in Shoeb
(2009). Possibly other details are also missing.
5.4 Set-up of the proposed
method
The set-up used for the human data is very similar to the one used
for animal models. The data is first pre-processed, followed by a
reservoir and a readout. Finally, the output is passed through the
same thresholding technique.
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5.4.1 Preprocessing
To preprocess the data, the same preprocessing method is used as the
method described in Section 5.3.3. The signal is filtered using a filter
bank with 3 Hz wide filters. For the Scalp dataset, the same 8 filters
are used, ranging from 0.5 to 24.5 Hz. For the iEEG dataset 16 filters
are used, ranging from 0.5 to 48.5 Hz. This broader range was selected
because there is no frequency attenuation by the skull on iEEG data
(Grewal and Gotman, 2005). This is for instance useful for seizures
with a main frequency above 25 Hz such as the one shown in Figure
1.10.
After processing the data using a filter bank, the average energy
is, similarly to Shoeb (2009), computed for windows of 2 seconds wide
with an overlap of 1 second. Again the logarithm of this data is taken,
after which the data is normalized. The windowing adds an extra
delay of 1 second. As the state of a reservoir contains information
about past inputs, only one window at a time is used as input for the
reservoir. This is opposed to the 3 consecutive time windows used as
input for the SVM based method by Shoeb (2009).
Although other features and feature selection could possibly im-
prove results, it has several advantages to use the features discussed
above:
• It is easier to compare both ML techniques with regards to their
performance if they use the same features.
• Since feature selection is a time consuming task, avoiding it
reduces the amount of training time.
• If the same features are used for all patients, a model trained
on one patient is easily mapped onto another patient.
• These features have the advantage that they are easily imple-
mented on hardware using a few basic analogue resistors, ca-
pacitors and transistors.
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Similarly to the system in the previous chapter, a reservoir is used
to map the input features to a higher dimensional space. The reser-
voir parameters used are given in Table 5.3. These parameters were
optimized on a scalp EEG dataset containing 24 hours of data and
8 seizures from a patient under pre-surgical evaluation at the Ghent
University Hospital. Selecting optimal reservoir parameters on each
training set, would be more logical, but for one experiment there are
1721 training sets. Optimizing the reservoir parameters for each of
them is computationally not feasible and therefore a patient, not be-
longing to the Scalp and iEEG datasets, was used.
As shown in Section 2.8.2, the bias parameter used, indicates that
the reservoir functions in the non-linear area of the hyperbolic tangent
function. The spectral radius and leak rate suggest that the task
requires a short memory of the past input. This can be explained
because only one sample is used per second, which is constructed
using a 2 second wide window.
5.4.3 Readout and threshold
For these stages the same setup as described in the previous chapter
is used. The reservoir readout is trained using Bayesian relevance
regression (BRR) which is described in more detail in Section 3.4. The
output is post-processed with the dual threshold technique described
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in Section 4.4.3.
5.5 Patient specific model
In a first set of experiments we compare the patient specific seizure
detection method presented in Shoeb (2009) with the method pre-
sented in this chapter. To determine the performance of the patient
specific model, leave-one-hour-out cross-validation is used. For every
one-hour sample of EEG data, the system is trained on all other data
samples and tested on this sample. For each method, two set-ups are
compared: the normal set-up where all seizure samples are included
in the training set, and the onset set-up (marked with O), where only
the first 20 seconds of a seizure are used for training. The rest of the
seizure is ignored for training, but not for testing.
The results of these experiments for the Scalp and iEEG dataset
are shown in Figures 5.1 and 5.2, respectively and in Table 5.4. From
these figures one can conclude that the performance of the presented
method is characterized by more FPPS, while achieving significantly
fewer FNPS and a slightly lower detection delay. The optimal method
cannot be selected since there is no clear winner in these figures. One
general rule that can be extracted from these figures is that using only
the onset of a seizure for training reduces the detection delay.
The RC based method was unable to detect any of the seizures
in only 2 patients from the iEEG database. These were the only 2
patients for which there were less than 3 seizures recorded. This means
that the system needs at least 2 seizures in the training set. The SVM
based method on the other hand failed to detect any seizures in 10
patients, 4 patients from the Scalp dataset and 6 patients from the
iEEG dataset. The SVM onset method was even unable to detect
seizures in 19 patients or in more than 40% of the patients.
As shown in the previous chapter, increasing the high threshold
of the RC based method decreases the number of FPPS and increases
the number of FNPS and the detection delay. Lowering the high
threshold has the opposite effect. Figure 5.3 shows that when the
high threshold is altered a broad range of properties can be achieved
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Figure 5.1: The FPPS, FNPS and detection delay for
the patient specific seizure detection techniques on the
Scalp dataset. The techniques marked with ‘O’ are only
trained on the seizure onset. The number of FPPS shown
is limited to 3, and the detection delay is cut off at 30
seconds.
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Figure 5.2: The FPPS, FNPS and detection delay for the
patient specific seizure detection techniques on the iEEG
dataset. The techniques marked with ‘O’ are only trained
on the seizure onset. The number of FPPS shown is cut
off at 5 and the detection delay is cut off at 30 seconds.
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Figure 5.3: The FPPS, FNPS versus the detection delay
for the patient specific seizure detection techniques.
regarding these error measures. This figure also shows that using only
the onset for seizure detection is not the best possible solution. If a
lower detection delay is required, it is best to lower the threshold as
opposed to only use the seizure onset in the training data. If these
results are compared with the results achieved using the SVMmethod,
it is clear that the RC based method has a comparable performance.
There is no clear winner between the two methods. However, note
that the detection delay is not measured for missed seizures.
The detection delay of the RC-based method can be reduced by
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Table 5.4: The average number of FPPS, FNPS and
detection delay together with the standard deviation (be-
tween brackets) for the methods tested in this chapter.
Most methods were personally implemented and tested
on the datasets described in Section 5.1. However, the
results of SVM-O* (it represents the SVM-O method as
reported in Shoeb (2009)) and the results of the Reveal
algorithm have been taken from Shoeb (2009), where they
were tested on a slightly different dataset.
Scalp FPPS FNPS ∆delay
RC 0.43 (0.59) 0.10 (0.15) 14 (11)
RC-O 1.5 (5.3) 0.08 (0.14) 9.5 (4.0)
RC-E 0.52 (0.49) 0.08 (0.12) 11 (10)
RC-C 5.9 (8.0) 0.28 (0.41) -35 (82)
RC-AL 0.5 (1.1) 0.36 (0.43) -50 (160)
RC-AL+ 1.2 (1.7) 0.13 (0.19) -190 (280)
SVM 0.28 (0.40) 0.28 (0.35) 16 (12)
SVM-O 0.11 (0.23) 0.54 (0.42) 13 (7)
SVM-O* 0.51 (0.62) 0.09 (0.14) 4.6 (2.8)
Reveal 18 (36) 0.35 (0.35) n/a
iEEG FPPS FNPS ∆delay
RC 2.2 (3.6) 0.32 (0.32) 15 (12)
RC-O 2.7 (5.3) 0.27 (0.28) 13 (9)
RC-E 1.2 (2.1) 0.27 (0.29) 16 (13)
RC-C 2.9 (7.0) 0.39 (0.39) -80 (460)
RC-AL 0.65 (0.91) 0.41 (0.39) -170 (410)
RC-AL+ 7 (13) 0.18 (0.27) -440 (660)
SVM 0.8 (2.8) 0.48 (0.41) 24 (23)
SVM-O 0.03 (0.11) 0.69 (0.36) 15 (10)
OFA 32 (49) 0.24 (0.34) 21 (14)
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lowering the high threshold. If for example 4 FPPS are allowed, 98%
of the seizures get detected with an average detection delay below
6 seconds for the Scalp dataset. For the iEEG dataset 76% of the
seizures appear to be predicted by on average 60 seconds. However,
seizure prediction is a very controversial patient (Mormann et al.,
2007) and as shown in Figure 1.10 and 1.11, seizures in the iEEG
dataset are not always marked in exactly the same way. Therefore
this type of prediction is usually referred to as early seizure detection.
The results achieved using RC are very similar to the results
achieved in Shoeb (2009) as shown in Table 5.4. The average number
of FPPS is 0.43 and 0.51 for the RC based and SVM based meth-
ods respectively and the percentage of missed seizures are 9.7 and
8.9 %. From this point of view both methods are equivalent with
respect to the performance. However, the detection delay for the RC
based method is on average 14 seconds with the time to compute the
preprocessing windows included, whereas in Shoeb (2009) the SVM
based method has been reported to achieve an average latency of 4.6
seconds. As mentioned earlier, it remains unclear as to why the imple-
mentation of the SVM method used in this work is unable to achieve
similar performance.
5.6 Early seizure detection
The previous section shows that some seizures can be detected before
the onset is marked on the EEG. This can indicate that the seizure
started some time before the onset was marked. Since the beginning
and the end of the seizures can be wrongly marked it might be best
to ignore the desired output right before and after the markings. To
test this assumption the training set is altered. If a one hour training
example contains a seizure, the non-seizure output 10 minutes before
and after the seizure is ignored. For convenience and to avoid over-
fitting on input features related to electrical artefacts, no other output
data is ignored. Since a reservoir is a dynamical system with a fading
memory, the input data was not omitted. The results of this experi-
ment are shown in Figures 5.4 and 5.5 and in Table 5.4 (marked with
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E). In these results, detections within a 2 minutes pre-seizure window
are labelled as true positives. Since detections on the inter-ictal pe-
riod after a seizure would indicate that another seizure is imminent,
these are marked as false positives.
For the Scalp dataset one can conclude that this approach is able
to detect 92% of the seizures with an average detection delay of 11
seconds, while detecting about 1 false positive for every 3 detections.
This is a near status-quo for the number FPPS and FNPS, only the
detection delay is slightly reduced. From all the patients there are 3
patients for whom some of the seizures are detected before the marked
seizure onset. For patient 8, only 1 out of 5 seizures is detected before
the marked onset, for patient 10, 1 in 7 and for patient 11, 2 of the 3
seizures.
In about one third of the patients there are, on average, 10 times
more false positives detected before the seizure onset. Some of those
false positives are related to artefacts, some are not visually distin-
guishable, but most seem to detect some form of epileptic non-seizure
activity. This indicates that for those patients a seizure is preceded
by inter-ictal bursts. If all detections before a seizure, in a one hour
file containing a seizure, are considered as true positives, there are 15
patients for whom some of the seizures are detected before the seizure
onset. The first detection within this window is often a signal artefact
or a previously detected seizure. If previously detected seizures are
ignored, at least one seizure is detected before the seizure onset in 12
patients. Since the artefacts are not consistently marked on the data,
it is hard to argue when detections are related to false positives and
when they are truly early detected seizures. However, only in patient
11 and 13 more than 1 seizure was detected before the marked seizure
onset and only for patient 11 all seizures were detected, on average,
13 minutes before the marked seizure onset. For this patient no false
positives or missed seizures were recorded.
For the iEEG dataset, 73% of the seizures get detected with an
average detection delay of 16 seconds and 1.2 FPPS, as opposed to
68% with an average detection delay of 15 seconds and 2.2 FPPS for
the normal patient specific model. The increase in the detection delay
over the previous section, is mainly due to patient 13, for whom the
system is now able to detect the seizures. On the iEEG dataset there
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Figure 5.4: The FPPS, FNPS and detection delay for
the RC-based patient specific seizure detection (S), early
seizure detection (E) and general seizure detection tech-
nique (G) together with the Reveal algorithm on the Scalp
dataset. The number of FPPS is cut off at 10 and the
detection delay at -30 and 30 seconds.
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Figure 5.5: The FPPS, FNPS and detection delay for
the RC-based patient specific seizure detection (S), early
seizure detection (E) and general seizure detection tech-
nique (G) together with the Osorio-Frei algorithm (OFA)
on the iEEG dataset. The number of FPPS is cut off at
10 and the detection delay at -20 and 40 seconds.
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were no patients for whom seizures were detected before the seizure
onset.
In one third of the patients there are 3.5 times more false positives
before the seizure onset. If all detections before a seizure, in a one hour
file containing a seizure, are considered as true positives, there are 4
patients for whom seizures get detected before the marked seizure
onset. Only for patient 10 more than one seizure is detected before
the marked seizure onset: 2 of the 3 seizures are detected, on average,
18 minutes before the seizure onset.
5.7 General seizure detector
In the previous chapter a seizure detector was designed that worked
on more than one animal. This section analyses whether a similar
set-up can be attained on human data. To test this, the system is
trained on all the data, from all the patients except for one. This
is repeated for each of the patients. To train the readout weights,
the covariance matrices are divided by the number of hours in each
dataset, such that each patient has the same influence. The results of
this experiment are shown in Figures 5.4 and 5.5 and in Table 5.4.
For the Scalp dataset it shows that 5.9 FPPS are detected as op-
posed to 0.5 for the early seizure detection model. The number of
missed seizures also dramatically increases from about 10% to 28%.
Using this model, the seizures are detected, on average, 35 seconds
before the marked seizure onset. Some seizures are detected early in
12 of the 24 patients which is 10 patients more than for the early
seizure detection model. For 9 patients, more than 1 seizure was de-
tected before the marked seizure onset, but for none of the patients,
all seizure were detected before the marked seizure onset. Since the
number of FPPS is more than 10 times higher than for the early
seizure detection model, it is hard to argue whether it consists of true
early detections or false positives. Note however that only seizures,
occurring within 2 minutes before the marked seizure onset, are con-
sidered as true positives. If we compare this to the performance of the
Reveal algorithm (Wilson et al., 2004), it is clear that this algorithm
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performs significantly better. The Reveal algorithm detects 18 FPPS
and misses about 35% of the seizures.
If the performance on the individual patients is compared, it shows
that for 3 of the 24 patients no seizures were detected. An example
of such a patient is patient 6. As shown in Figure 1.7 this patient has
partial seizures with epileptiform discharges that are unlike those of
other patients. In fact, inter-ictal EEG of this patient more closely
resembles the seizure activity of other patients. In 17 of the patients,
the number of missed seizures is less than 50%. For these patients
only 3% of the seizures are missed and the average detection delay
is -20 seconds. However, the average number of FPPS seizure is 7.6
for these patients. If patients 2, 4 and 7, who have more than 10
FPPS, are also ignored the number of FPPS is reduced to a more
reasonable 4, without changing the average number of missed seizures
and the detection delay. This means that the RC-based general seizure
detector performs somewhat reasonable for 14 out of the 24 patients
on this specific dataset. Using the same selection criteria for the
Reveal algorithm, 12 patients are removed. For the other patients
the algorithm detects 3 FPPS and misses 11% of the seizures. This
indicates that the performance of both methods is comparable for
those patients with a reasonable performance, but there are more
patients for whom reasonable performance is achieved for the RC-
based model.
On the iEEG dataset, the general seizure detector misses 39% of
the seizures, which is very similar to the performance of the patient
specific model but worse than the early seizure detection model. The
number of FPPS is 3. This is only twice as high as the early seizure
detection model and again comparable to that of the patient specific
model. The average detection delay is reduced to -80 seconds as op-
posed to 16 seconds. This low delay is mainly caused by some seizures,
in 7 of the 21 patients, that are detected before the marked seizure
onset. In 3 of these patients more than one seizure was detected be-
fore the marked seizure onset, but for none of the patients all seizures
were detected before the marked seizure onset. The Osorio-Frei algo-
rithm (OFA) (Osorio et al., 1998) detects 76% of the seizures with an
average detection delay of 21 seconds. To achieve this performance 32
FPPS were detected. This is significantly worse than the RC-based
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method.
If the same strategy as above is used to select individual patients
from the dataset, the RC-based general seizure detector has a some-
what acceptable performance in 13 of the 21 patients. For these pa-
tients, 80% of the seizures were detected with an average detection
delay of -2 minutes while detecting 1.2 FPPS. Using the same anal-
ogy, the OFA algorithm has an acceptable performance in only 5 of
the 21 patients. On these patients it is able to detect 90% of the
seizures with an average detection delay of 27 seconds while detecting
1.3 FPPS.
Although the RC-based general model and the methods from lit-
erature are patient unspecific, a side note needs to be made. The
RC-based method is trained on the EEG data from patients where
the EEG is measured on exactly the same locations. The methods
from literature on the other hand work independently from the chan-
nels selected. This might explain why the RC-based method performs
significantly better than the methods from literature and should be
investigated further.
Although SVMs have been shown to achieve similar performance
to RC in section 5.5, they have several disadvantages. To build a
general model for seizure detection would require the full dataset to
fit in the memory of a computer. Since it contains around 3 · 106 data
points and more than 400 features this is not possible with current
computer hardware. There are techniques that do not require the full
dataset to fit in memory (Bottou, 2007), but they still require the
Gram matrix to be stored in memory. The number of elements in
this matrix is the square of the number of support vectors. This can
again be near the limit of current computer hardware and training and
executing the model becomes a significant computational burden. RC
on the other hand can be trained in a much shorter time frame using
the algorithms of Chapter 3 and only requires aroundN2 weights to be
stored in system memory, where N = 1000 represents the number of
neurons in the reservoir used in this work. The number of neurons in
a reservoir is usually significantly smaller than the number of support
vectors for such large datasets. This means that the computational
cost to execute a reservoir based model is significantly lower than that
of an SVM.
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5.8 Active learning
As mentioned in Section 4.9, active learning (AL) is usually imple-
mented in a way that during training an expert’s opinion is asked in
case of doubt. For seizure detection this would mean that when the
system is applied in a real-life situation, an encephalographer needs
to be on standby. However, if AL is used to build a patient specific
training set, for already recorded data, this approach will significantly
reduce the costly expert time required to achieve similar performance
(Balakrishnan and Syed, 2012).
A better approach still is not to require an expert at all. In the
previous section it was shown that a seizure detector can be trained on
data from other patients. This approach however does not yield the
same performance as the patient specific approach and is especially
characterized by a high number of FPPS. This unwanted side effect
has only one useful attribute: epilepsy patients (and caregivers) are
usually very well aware of the fact that they are not having a seizure.
By providing the user with a device to cancel a seizure alarm, an EEG
recording can be marked. This marking can then be used to add an
extra example to the training set. To better fit the patient’s data,
true positives can also be added to the training data. This form of
AL is in fact a form of supervised transfer learning.
To test this form of AL the general model for seizure detection is
used as a base model. To train the reservoir output, all training data
from other patients is used together with the data marked using AL.
The threshold is trained using only patient specific training examples
if it contains both positives and negatives. If it does not, the threshold
of the general model is used instead. The experimental results are
shown in Figures 5.6 and 5.7, and in Table 5.4 (marked with AL).
These show that AL significantly reduces the number of false positives
to a very reasonable 0.5 FPPS for the Scalp dataset and 0.65 FPPS
for the iEEG dataset. The detection delay slightly decreases and the
number of missed seizures is increased from 28% to 36% for the Scalp
dataset and from 39% to 41% for the iEEG dataset.
If only patients for whom at least than 50% of the seizures are
detected, are considered, the system has an acceptable performance
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in 16 of the 24 patients on the Scalp dataset. For these patients 8%
of the seizures are missed while detecting less than 0.6 FPPS. In 4 of
these patients some seizures get detected before the seizure onset. For
the iEEG dataset 14 of the 21 patients have an acceptable performance
where, on average, 16% of the seizures are missed and 0.7 FPPS get
detected. In 5 of these patients some seizures get detected before the
seizure onset.
This shows that AL results in a system with a performance that
is comparable to a patient specific seizure detector in about 70% of
the patients. Patients for whom the general model is able to detect at
least 50% of the seizures, independent of the number of FPPS, tend
to result in an acceptable performance.
Because of the high number of missed seizures, it might be oppor-
tune to add missed seizures to the training set. Finding the seizures
on the EEG can be done by an expert. However, caregivers are often
aware when patients are having a seizure and in many cases care-
givers and patients are aware that a seizure has just occurred. At
these points in time they can for example push a button to indicate
there is or has been a seizure. Using this information one can go back
in time through the EEG, if necessary, and include the samples that
are above the low threshold as ictal EEG to the training set. The
results of this experiment is shown in Figures 5.6 and 5.7 and in Ta-
ble 5.4, marked with AL+. This significantly reduces the number of
FNPS for both datasets, and even below that of the patient specific
model for the iEEG dataset. It also increases the number of FPPS
over the previously discussed form of AL: to 1.2 for the Scalp dataset
and to 7.9 for the iEEG dataset. This high number for the iEEG
dataset is mainly caused by patient 8, for whom none of the seizure
detection methods are able to detect any seizures. Without this pa-
tient the average number of FPPS on the iEEG dataset is reduced
to a very reasonable 2.4. The average detection delay is even further
reduced.
If only patients for whom less than 10 FPPS or at least 50% of the
seizures are detected, are considered as patients with an acceptable
performance, this leaves 23 of the 24 patients on the Scalp dataset.
For these patients only 10% of the seizures are missed and 1 FPPS
is detected. In 13 of these patients seizures get detected before the
134 5 Seizure detection in human EEG data





























































Figure 5.6: The FPPS, FNPS and detection delay for the
RC-based early seizure detection (E) and general seizure
detection technique (G) compared with the AL experi-
ments on the Scalp dataset. The number of FPPS is cut
off at 10 and the detection delay at -20 and 40 seconds.
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Figure 5.7: The FPPS, FNPS and detection delay for the
RC-based early seizure detection (E) and general seizure
detection technique (G) compared with the AL experi-
ments on the iEEG dataset. The number of FPPS is cut
off at 10 and the detection delay at -20 and 40 seconds.
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seizure onset. This shows that this type of AL achieves a very ac-
ceptable performance on the Scalp dataset. For the iEEG dataset,
acceptable performance is only attained in 13 of the 21 patients. For
these patients only 8% of the seizures are missed and 1.3 FPPS get
detected. In 12 of these patients some seizures are detected before the
seizure onset.
Although this type of AL causes many FPPS, it can be considered
an accessible technique for building a patient specific seizure detector
since, as shown earlier, the high number of FPPS is easily corrected
using continuous AL. If the number of FPPS are ignored it gives a
comparable performance to the patient specific model in more than
90% of the patients. This number might even increase if the system
were to be used over longer periods of time since the performance of
the patient specific model is achieved if all data is used and not just
the data marked by AL.
5.9 Conclusions
In this chapter it was shown that the RC-based seizure detector has a
comparable performance to the SVM-based seizure detector presented
in Shoeb (2009) which is currently considered the state-of-the-art in
seizure detection. Both these methods were validated on 1721 hours
of scalp or intra-cranial EEG from 45 patients in total, containing 272
seizures.
Based on the results of this experiment, a patient specific early
seizure detection algorithm was proposed that can detect some of the
seizures before the marked seizure onset in 2 of the 45 patients. On
average, a detection delay of 13 seconds was achieved while missing
only 16% of the seizures and detecting less than 1 false positive for
every 2 detections. This performance is a significant reduction in the
number of FPPS over the normal RC seizure detector, as well as a
slight reduction in the number of missed seizures and the detection
delay.
A non patient specific seizure detector was proposed that was able
to detect some seizures before the marked seizure onset in 17 of the 45
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tested patients. It missed 33% of the seizures and detected on average
4.5 FPPS. This is a clear improvement over seizure detectors from lit-
erature (Osorio et al., 1998; Wilson et al., 2004), but it is significantly
outperformed by the patient specific early seizure detection model.
For this task RC has a clear advantage over SVMs: it has a lower
computation time and requires significantly less system memory, such
that it can be trained and used on a regular computer.
To build a patient specific seizure detector without the need for
large amounts of marked data, 2 learning strategies were proposed.
These strategies build on the non patient specific seizure detector and
were tested retrospectively using virtual users. The first strategy re-
quires the user to respond when a false positive has been detected.
Using this approach, the performance of the patient specific seizure
detector was approximated in 70% of the patients. These patients
correspond roughly to the patients for whom the non patient specific
model was able to detect more than 50% of the seizures. The sec-
ond strategy required the user to also press a button during or right
after a seizure. Using this approach, the performance of the patient
specific model was achieved in more than 90% of the patients, albeit
with a higher number of false positives. This higher number of false






6.1 Summary and conclusions
Because in epileptic seizure detection it is hard to define one error
measure that needs to be optimized, and because usually very large
datasets are used, several new algorithms have been proposed in this
work to train recurrent neural networks using the reservoir computing
approach. These algorithms have been designed in such a way that
their computational cost and memory requirements are limited. The
performance of these algorithms has been evaluated and compared
to the state-of-the-art for epileptic seizure detection in animal mod-
els. In these experiments the Bayesian relevance regression algorithm
gave the best performance. This algorithm automatically weighs the
influence of each seizure example according to its relevance to train a
general seizure detection model.
For animal models, a non rat specific seizure detection algorithm
has been proposed that achieves state-of-the-art performance. It has
been validated on data sets of two different animal models: the genetic
altered epilepsy rats from Stassbourg (GAERS) and the post status
epilepticus (PSE) model. The performance achieved has been shown
to be comparable to that of some human encephalographers. This
allows for the system to be used as a tool to automatically mark
epileptic seizures on the EEG and as an on-line seizure detector for
research towards closed loop anti-epileptic treatment.
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Every seizure detector is confronted with a detection delay. For
the RC-based method, this delay and the number of missed seizures
can be traded of against the number of false positives by altering a
threshold parameter. This allows for a lower response time and fewer
missed seizures in closed loop experiments at the cost of more FPPS.
This approach can also be applied for highly accurate seizure marking
and will reduce the workload of the encephalographer by up to 90%.
To even further reduce the workload, several learning strategies have
been proposed that reduce the amount of required training data.
For human epilepsy patients a patient specific early seizure de-
tection system has been proposed that has a performance which is
comparable to the current state-of-the-art. It has been validated on
scalp and intra-cranial EEG from 45 patients in total. A non pa-
tient specific seizure detector has been proposed that outperforms the
methods used in literature, but which is unable to reach the perfor-
mance of the patient specific model. In some of the patients, these
models were able to detect seizures before the marked seizure onset.
To build a patient specific seizure detector without the need for
large amounts of marked data, two active learning strategies have
been proposed. They allow the performance of the non patient spe-
cific seizure detector to be adapted to the patient without requiring
experienced encephalographers and can be implemented by simple
button presses. If the patient and/or caregiver only indicate when
a false positive is detected, the performance of the patient specific
model is attained in 70% of the patients. This can be increased to
over 90% when the user is able to indicate when a seizure was missed
during or right after a seizure.
6.2 Future prospects
As with any research, this work is not finished. Based on the results
achieved in this work, there are many directions that form interesting
research topics. Those that I consider most relevant are given below.
• Since state-of-the-art performance has been achieved on both
the animal and the human data, the system proposed in this
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work might be suited for anti-epileptic treatment in an on-line
setting. And possibly it has the ability to stimulate the re-
search on such treatment, which is still at a very early stage of
development.
• For the animal models, long term prospective evaluation has
been performed. The system was trained on the first hours of
EEG of the dataset, and was tested on weeks of data following
this training set. As the human datasets used span a much
shorter period, no such experiments have been done using the
human seizure detection model. This is however important to
show the performance of the algorithms in a real life setting.
• In this work it has been shown that it is possible to detect some
seizures before the marked seizure onset in some of the human
patients. These results were achieved by training the system
for seizure detection as opposed to seizure prediction. This
shows that the pre-seizure state might be similar to the seizure
state, and can indicate that there is electrical seizure activity
present in the brain long before the seizure onset. Where this
activity comes from and how it is generated remains unknown
and further research could shed a new light on the underlying
process of epilepsy.
• Although it has been shown that it is possible to detect seizures
before the marked seizure onset for some patients in the human
dataset, no such experiments have been conducted on the an-
imal dataset yet. For epilepsy research, and for research in
animal models in general, it would be of great value if simi-
lar results could be achieved in animal models. Although such
work exists in literature (Nandan et al., 2010), these algorithms
typically have up to 100 FPPS.
• Some research (Mirowski et al., 2009) shows, albeit inconclu-
sively, that it is possible to predict seizures about 60 minutes
before the seizure onset. It would be interesting to reproduce
these results using reservoir computing, without selecting the
best model on the test set as was done in Mirowski et al. (2009).
The features used in this work have been shown to be suited
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for (early) seizure detection. Possibly, other features that have
been shown to contain predictive capabilities (Mormann et al.,
2007; Mirowski et al., 2009), could allow the system to predict
epileptic seizures.
• Although EEG is the most frequently used signal for detecting
epileptic seizures, other signals have been used in literature such
as electrocardiogram (ECG) (Zijlmans et al., 2002), accelerom-
etry (Nijsen et al., 2005) and even skin conductance (Poh et al.,
2012). A combination of these features with EEG can improve
the seizure detection accuracy (Shoeb, 2009; Conradsen et al.,
2009) and could be tested in the RC-based set-up.
• Measuring the EEG in a home environment is rather imprac-
tical. The most commonly used EEG devices require to con-
stantly wear a cap which contains a conductive gel. This is
not only considered uncomfortable but also unfashionable. Al-
though implantable EEG devices with subcutaneous1 or intra-
cranial2 electrodes have been developed, they require a surgi-
cal procedure that might hold significant risks for the patient
if intra-cranial electrodes are used. On the other hand if ac-
celerometers, gyroscopes, ECG and/or EMG electrodes could
be used for seizure detection, in combination with the user-
based learning strategies proposed in this work, a much more
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