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We experimentally demonstrate the trapping of a propagating Bose-Einstein Condensate in a
Bragg cavity produced by an attractive optical lattice with a smooth envelope. As a consequence
of the envelope, the band gaps become position-dependent and act as mirrors of finite and velocity-
dependent reflectivity. We directly observe both the oscillations of the wave packet bouncing in
the cavity provided by these spatial gaps and the tunneling out for narrow classes of velocity.
Synchronization of different classes of velocity can be achieved by proper shaping of the envelope.
This technique can generate single or multiple tunnel barriers for matter waves with a tunable
transmission probability, equivalent to a standard barrier of submicron size.
PACS numbers: 03.75.Lm,03.75.Kk,67.85.-d
The tunneling effect is a cornerstone of quantum me-
chanics according to which a particle can penetrate and
even pass through a classically impenetrable barrier.
This behavior results from the wave nature of particles
and is at work in many domains of physics including
nuclear desintegration [1, 2], quantum electronics [3, 4],
scanning tunneling microscope [5], tunnel ionization [6, 7]
and in various superconducting devices [8, 9].
For cold atoms placed in optical lattices, the tunnel
effect controls the coupling between adjacent wells and is
therefore an essential parameter to build the band struc-
ture and describe the dynamics [7, 10, 11]. Recent exper-
iments have demonstrated the possibility to control this
coupling dynamically in amplitude and phase [12–15].
Realizing a thin enough single barrier enabling one to
investigate atom tunneling dynamics remains very chal-
lenging. This has been realized so far in at least three
different ways to study, for instance, the ac and dc atomic
Josephson effect using (i) the combination of an optical
lattice and a harmonic potential [16], (ii) a strongly fo-
cussed far-off resonance blue-detuned laser [17] and (iii)
RF-dressed potentials [18].
The concept of the tunnel effect has been generalized
to other kinds of space. The Landau-Zener transition be-
tween the energy bands of a lattice can be seen as a tunnel
effect in quasi-momentum space [10]. Dynamical tunnel-
ing has been introduced to describe the tunneling be-
tween classically trapped region in a regular phase space
[19]. Its extension to a partially chaotic phase space,
is referred to as chaos-assisted tunneling and has been
observed using a deep and strongly modulated optical
lattice [20, 21]. The tunneling of magnetic flux across a
superconducting wire has been recently observed [9].
In this Letter, we realize a new kind of tunnel barrier in
real space using position-dependent band gaps resulting
from the smooth envelope of an optical lattice [22–25]. In
this way, we can generate a Bragg cavity for matter waves
with effective mirrors of tunable reflectivity, and directly
observe the oscillations of a wavepacket (provided by a
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FIG. 1: (color online). Color scale denotes the imaginary
part of the Mathieu exponent k with the following lattice
parameters: U0/EL = 2.5, d = 650 nm and w = 145 µm.
Regions where Im(k) 6= 0 correspond to evanescent waves.
The roman numbers indicate the band index. The dashed line
depicts the initial energy distribution (95 % of the atoms).
Bose-Einstein condensate) inside such a cavity along with
single tunneling events whenever the packet bounces off
these effective mirrors.
We use an attractive lattice with Gaussian envelope re-
sulting from the interference of two off-resonance and red-
detuned Gaussian laser beams. An atom in such a lattice
experiences a potential U(x) = −U0(x) sin
2 (pix/d) where
U0(x) = U0 exp
(
−2x2/w2
)
accounts for the envelope, U0
the maximum lattice depth, d the lattice spacing, and w
the Gaussian envelope waist.
For an infinite optical lattice of constant depth U0, the
stationary Schro¨dinger equation is a Mathieu equation
[26, 27] whose solutions read:
Ψ(x;E,U0) = e
ik(E)xuk(x;E,U0), (1)
where uk is a periodic function of period d and k is the
Mathieu exponent. If the energy E corresponds to an
2allowed band of the Bloch diagram, k is real and corre-
sponds to the pseudo-momentum of a Bloch state. When
E lies in a gap, k acquires an imaginary part. The solu-
tion of the Mathieu equation is then an evanescent wave
that decreases exponentially on a typical length scale
∆xtunnel = 1/Im(k) and the real part remains on one
edge of the Brillouin zone.
For a finite optical lattice with a space dependent
depth U(x), the same solution locally holds within the
assumption of a slowly varying envelope (d ≪ w) and
yields space-dependent wave vectors k. In Fig. 1, we
show the imaginary part of the Mathieu exponent as a
function of position and square root of the energy for
U0 = 2.5EL where EL = ~
2k2L/2m with kL = 2pi/d and
m is the atom mass. Note that the energy is positive
(relative to the continuum far from the attractive lat-
tice) so that a reflection in this context has no classical
counterpart and results from a pure quantum effect of
matter wave interferences [43] [28]. The regions where
Im(k) 6= 0 define spatial gaps that separate the differ-
ent allowed bands. The symmetry of the band structure
originates from the symmetry of the Gaussian envelope.
According to this picture, the reflection on a gap corre-
sponds to a Bragg reflection [29], while tunneling through
the barrier provided by the spatial gaps is analogous to
a Landau-Zener transition to a different band [30]. The
same ingredients explain the macroscopic tunneling ob-
served in a vertical lattice [31].
The transmission probability of a monochromatic wave
with energy E through a single barrier can readily be
calculated by integrating Im(k)
T (E) = exp
(∫
−2Im[k(x,E)]dx
)
, (2)
and is represented for our parameters as the (blue) solid
line in Fig. 2. The two regions where the transmission
probability vanishes correspond to reflections on differ-
ent spatial gaps. At the edge between regions of trans-
mission and reflection, atoms have a high probability to
tunnel through a spatial gap. It is instructive to fit this
transmission probability with the one obtained from a
repulsive Gaussian barrier. For the spatial gap β (see
Fig. 2(a)) that is 10 µm wide, we find the best agreement
for a standard deviation of the Gaussian of σ = 387 nm
(see red dotted line in Fig. 2(b)). It would be quite chal-
lenging to realize such a barrier directly by optical means
since it requires to focus a blue-detuned laser of waist 2σ
close to its diffraction limit inside a vacuum chamber.
In our experiment (see below), we initially load the
atoms at the center of the lattice with an energy distri-
bution that spreads over the third band and the bottom
of the fourth band (see the vertical white dashed line in
Fig. 1) [25]. By energy conservation, the “trajectory”
of an atom with a well-defined incident velocity remains
on a horizontal line in the diagram of Fig. 1 and may
be split on the spatial gaps because of a partial tunnel-
ing. Atoms at the bottom of the third band experience a
large gap and are thus reflected with a probability close
√
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FIG. 2: (color online). (a) Schematic of the evolution of the
wavepacket inside the lattice (see text). (b) Transmission
probability of the wave packet. Solid line (blue): Transmis-
sion probability given by Eq. (2) through half of the lattice,
the regions of reflection correspond to important band gaps.
Dotted line (red): Transmission probability through a repul-
sive Gaussian barrier of variance σ = 387 nm. Dashed line
(green): Transmission probability to tunnel out of the lattice
after one oscillation. Parameters of the lattice identical to
those of Fig. 1.
to one. They bounce back and forth quasi indefinitely.
Atoms loaded at the top of the band see essentially no
gap and immediately leave the lattice. Between these
two extreme cases, atoms have an intermediate tunnel-
ing probability and can leave the trap after one, or several
oscillations. The (green) dashed line of Fig. 2 represents
the probability T2 = T (E)(1− T (E)) to bounce back on
the first gap then tunnel out of the cavity at the symmet-
ric position (see Fig. 2(a)). It presents peaks at energies
corresponding to tunneling probabilities T ∼ 0.5. The
outcoupling of these atoms can thus be unambiguously
attributed to a single tunneling event.
We now turn to our experimental setup. We first pro-
duce a 87Rb Bose-Einstein condensate of typically 3.104
atoms after 3.5 s of forced evaporation in a crossed dipole
trap [28]. The trap consists of two red-detuned (1070
nm) laser beams: a horizontal beam later used as a
guide and a dimple beam. During the evaporation, we
use the spin-distillation technique to prepare atoms in
|F = 1,mF = 1〉 [32]. Once the Bose-Einstein conden-
sate is formed, the power of the dimple beam is reduced
by a factor ∼ 20 over 100 ms to decrease the chemical
potential. The condensate is subsequently released in
the horizontal guide by switching off abruptly the dim-
ple beam. The guide confines the transverse degrees of
freedom and therefore ensures a quasi one-dimensional
dynamics. Our protocol yields a wavepacket with a rel-
atively low velocity dispersion ∆v = 1.9 mm/s dictated
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FIG. 3: (color online). (a) Measured density distribution of
the wavepacket for different propagation times. Each hori-
zontal line is the average of 4 images integrated along the
transverse direction. (b) Direct numerical integration of the
Schro¨dinger equation for a wavepacket whose velocity distri-
bution matches the experimental one.
here by the strength of the interactions combined with
our trap decompression. In the course of the propaga-
tion, interactions become rapidly negligible.
The optical lattice is produced at the intersection of
two red-detuned laser beams with a wavelength λL =
840 nm and a waist w˜ = 110 µm crossing at an angle
θ = 81◦ at the initial position of the wavepacket. The
resulting lattice spacing is d = λL/[2 sin(θ/2)] ≃ 650 nm,
and the envelope waist w = w˜/ cos(θ/2) = 145 µm. The
lattice detuning is large enough so that spontaneous emis-
sion is negligible over the duration of the experiment. To
calibrate in situ the potential depth U0, we use a Kapitza-
Dirac diffraction [33].
The wavepacket is set into motion at a mean velocity
of v¯ = 9.4 mm/s by applying a magnetic field gradient of
14 G/cm along the guide axis during 4 ms. We then lin-
early ramp the lattice power up to U0 = 2.5EL in 1 ms.
This timescale has been chosen to ensure an adiabatic
increase of the lattice depth. This means that the inten-
sity is ramped up in order to keep dω/dt ≪ ω2 where
ω is the trapping frequency at the bottom of one lat-
tice site. According to our numerical simulations, this is
already verified for ramping times as short as 100 µs.
The pseudo-momentum remains constant in the adia-
batic loading process. This allows us to determine the
final energy distribution of the wavepacket (see the ver-
tical white dashed line in Fig. 1) [25]. We then let the
wavepacket propagate for different times before imaging
the atoms in situ.
Figure 3(a) shows the measured atomic density along
the guide during the propagation. Each horizontal line
is the average of four images integrated along the trans-
verse direction. In this experiment, all atoms are ini-
tially launched toward the right side of the lattice. For
the sake of comparison, Fig. 3(b) is the result of the
numerical integration of the Schro¨dinger equation using
a split-Fourier algorithm with a wavepacket whose char-
acteristics match the experimental ones without any ad-
justable parameter. Three effects can be noticed: (i) part
of the wavepacket immediately leaves the lattice, it cor-
responds to velocity classes (6.7 . v . 7.2 and v & 9.5
mm/s) that do not encounter a significant band gap; (ii)
a periodic oscillations inside the lattice can be clearly
observed; (iii) in the direction opposite to the initial ve-
locity we observe the emission from the left side of the
lattice of two atomic packets denoted α and β. They
leave the lattice by tunneling through a spatial gap and
then propagate freely. Their transmission probabilities
have been represented in Fig. 2(b).
The oscillations have a period of approximately 50 ms
and appear as regular spines. They are washed out after a
few oscillations. Both of these effects are the consequence
of the important initial energy dispersion. The spines
structures are caustics formed by the addition in these
regions of the trajectories associated with each energy
component. The most energetic atoms travel faster inside
the lattice but face the spatial gap at a larger distance
from the center for a given spatial gap cavity (see Fig. 1).
For a Gaussian envelope, the second effect turns out to
be larger so that the period of oscillation increases with
energy. The washing out of the oscillations at long time
results from the progressive dephasing of the different
energy components.
Figure 4(b) shows the measured (data of Fig. 3(a))
and calculated (using the full integration) proportion of
atoms on the left side of the lattice at a distance larger
than 150 µm from the center as a function of time. It
displays two steps that represent each about 3% of the
total number of atoms and correspond to the two tunnel-
ing events observed in Fig. 3. Atoms on the fourth band
generate the first tunnel packet (α) in a direction oppo-
site to the launching velocity direction at tprop ≃ 25 ms.
Atoms in the middle of the third band experience a larger
cavity and give rise to the second observed tunnel packet
(β) at tprop ≃ 50 ms.
The measured mean velocities of these narrow
wavepackets are 7.9 ± 0.1 and 5.9 ± 0.1 mm/s respec-
tively. These atoms have performed half an oscillation
before leaving the lattice, the atom number and energy
distributions can thus be calculated by integrating the
probability T2 over the initial energy distribution. We
find that the transmissions peaks α and β depicted in
Fig. 2 (dashed line) contain respectively 3.2% and 3.0%
of the total number of atoms. Figure 4(a) shows the ve-
locity distribution on the left side using the local bands
model (green dashed line) and the direct integration (blue
solid line). The calculated mean velocity of the two peaks
are 5.9 and 8.3 mm/s respectively using the band model
calculation and 6.1 and 8.1 mm/s using the numerical
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FIG. 4: (color online). (a) Calculated velocity distribution
of atoms that leave the lattice after one oscillation using the
band model (green dashed line) and the full numerical inte-
gration (blue solid line). (b) Proportion of atoms on the left
side of the lattice. Experimental results (blue solid line). Red
dashed line is the numerical integration result without any
adjustable parameters.
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FIG. 5: (color online). Envelope engineering. Semiclassi-
cal trajectories (upper panel) and full numerical integration
(lower panel) of the wavepacket dynamics in (Left) the Gaus-
sian envelope lattice and in (Right) the lattice with an opti-
mized envelope (see text). Parameters: initial velocity spread
∆v = 1.2 mm/s, D = 0.75w = 112 µm.
integration in good agreement with the measured values.
The two r.m.s velocity dispersions are similar and in the
range ∆v ≃ 250 µm/s. This selectivity is as high as
the one provided by velocity-selective Raman transitions
[20, 34, 35] and does not require any specific internal state
configuration.
Surprisingly at first sight, the wavepackets that have
tunneled out from the spatial gaps α and β do not seem
to expand significantly even after 80 ms of propagation.
Actually, the full numerical integration indicates that the
wavepackets are focused at a finite time (tprop ≃ 65 ms
for the packet α). This is due once again to the disper-
sion of the oscillation periods: the slow atoms have a
shorter period and tunnel before the rapid ones. Outside
the lattice this results in a chirped pulse with the high
frequencies at the back. High velocity components then
catch up with the slow ones at a finite time. This effect
hinders the direct measurement of the velocity disper-
sion by a time-of-flight. The dephasing of the different
energy components may appear as a limitation of the
Bragg cavity device, it enlarges the initial width of the
tunneled packets and reduces the number of visible os-
cillations. Nevertheless, it is possible to circumvent this
apparent limitation by keeping the different components
in phase with a proper shaping of the envelope.
This shaping consists in adjusting the size of the cav-
ity to compensate exactly for the change in group ve-
locity. In the following, we demonstrate the optimiza-
tion of the envelope shape using the ansatz U0(x) =
−U0 exp(−2x
2/w2)(1+x2/D2) where D is a free param-
eter. Such an envelope can be realized using holographic
plates. This ansatz keeps the symmetry of the Gaussian
but has steeper spatial gaps if D > 0. Because of the
caustic effect, it is difficult to define an oscillation pe-
riod using the numerical integration. Thereby, we have
performed this optimization using a semiclassical model
[36]. In such an approach, the particle motion on a given
local Bloch band n is described by the combined evolu-
tion of the wavepacket position and of its mean pseudo-
momentum k:
x˙ =
1
~
∂En
∂k
and k˙ = −
1
~
∂En
∂x
. (3)
The optimization is performed by cancelling out the first
order variation of the oscillation period with energy for
trajectories with nearby initial pseudo-momentum [44].
For our parameters, we find D = 0.75w = 112 µm. In
Fig. 5, we compare the results for a packet of velocity
dispersion ∆v = 1.2 mm/s for the semiclassical approach
and the full numerical integration with and without the
optimization. The optimization greatly reduces the blur-
ring of the oscillations, and therefore all velocity com-
ponents tunnel at the same time, generating a train of
nearly identical matter wave pulses i.e. a mode-locked
atom laser.
In conclusion, we have demonstrated that spatial gaps
resulting from an inhomogeneous envelope of a lattice
produce barriers with a probability transmission equiva-
lent to thin real barriers of a few hundreds of nm. They
open new perspectives for single tunnel barrier physics in-
cluding time-modulated tunnel barrier, many-body wave-
functions (such as solitons) tunneling [37–39], Josephson-
like experiments [17, 18]. This system is also of interest
for multiple barriers configurations including cavity or
Anderson localization investigation in real space [40, 41].
It can be readily generalized to higher dimensions and
may be used as a test bed for semiclassical approaches of
tunneling in 2D [42].
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