Abstract. We consider the problem of counting the number of linear transformation shift registers (TSRs) of a given order over a finite field. We derive explicit formulae for the number of irreducible TSRs of order two. An interesting connection between TSRs and self-reciprocal polynomials is outlined. We use this connection and our results on TSRs to deduce a theorem of Carlitz on the number of self-reciprocal irreducible monic polynomials of a given degree over a finite field.
Introduction
A linear feedback shift register (LFSR) is a mechanism for generating a sequence in a finite field. LFSRs have a plethora of practical applications and are frequently used in generating pseudorandom numbers, fast digital counters and stream ciphers. A generalization of LFSR called word-oriented feedback shift register (σ-LFSR) was considered by Zeng, Han and He [20] . For LFSRs as well as σ-LFSRs, those that are primitive (i.e., for which the corresponding infinite sequence is of maximal possible period) are of particular interest. The following conjecture was proposed in the binary case in [20] and was extended to the q-ary case in [8] : Conjecture 1.1. For positive integers m and n, the number of primitive σ-LFSRs of order n over F q m is given by (1) φ(q mn − 1) mn q m(m−1)(n−1)
The notion of σ-LFSR is essentially equivalent to that of a splitting subspace previously defined by Niederreiter [16] : Given positive integers m, n and α ∈ F q mn , an m-dimensional F q -linear subspace of F q mn is said to be α-splitting if
Splitting subspaces were studied by Niederreiter [16] in the context of his work on the multiple recursive matrix method for pseudorandom number generation. In his paper [16, p. 11] , he asked the following question, stating it was an open problem: If α generates the cyclic group F * q mn , what is the number of m-dimensional α-splitting subspaces? More generally, we may ask: Question 1.2. Given α ∈ F q mn such that F q mn = F q (α), what is the number of m-dimensional α-splitting subspaces?
It was shown in [9] that the problem of enumeration of splitting subspaces is equivalent to counting certain block companion matrices which turn out to be the state transition matrices of σ-LFSRs. We refer to Ghorpade, Hasan and Kumari [8] , Ghorpade and Ram [9, 10] and Chen and Tseng [3] for recent progress on the above question. In particular, the work of Chen (1) , for the number of irreducible σ-LFSR of order n over F q m :
A subcategory of σ-LFSRs called transformation shift registers (TSRs) was considered by Tsaban and Vishne [19] to solve a problem of Preneel [17] . We refer to the papers of Dewar and Panario [5, 6] for subsequent developments on TSRs. It turns out that the TSRs have very good cryptographic properties when the corresponding characteristic polynomial is primitive. Tsaban and Vishne noted in [19] that irreducible TSRs contain a high proportion of primitive TSRs. This motivates the study of irreducible TSRs in Section 4.
While σ-LFSRs have been studied in great detail, very little is known about the TSRs; indeed, given positive integers m, n and a prime power q, it is not even known if there exists an irreducible TSR of order n over F q m . A more difficult problem would be to determine the number of primitive or irreducible TSRs.
In this paper, we adopt a matrix theoretic approach to enumerating TSRs by working with their state transition matrices. We are mainly interested in the number of irreducible TSRs of a given order. We derive a recurrence which leads to a formula (5.4) for the number of irreducible TSRs of order two over F q m for arbitrary m. We then outline a connection between irreducible TSRs and self reciprocal polynomials and give a simple method to construct such TSRs from self-reciprocal polynomials. The results on TSRs are used to deduce a theorem of Carlitz [2] on the number of self-reciprocal irreducible monic polynomials of a given degree over a finite field. Finally, we obtain bounds on the number of primitive TSRs and the number of irreducible TSRs.
Preliminaries
Throughout this paper, m and n are positive integers and q is a prime power. We define a (m, n)-TSR matrix over F q to be a matrix T ∈ M mn (F q ) of the form
where c 0 , . . . , c n−1 ∈ F q , B ∈ M m (F q ) and I m denotes the m × m identity matrix over F q , while 0 indicates the zero matrix in M m (F q ). We denote by TSR(m, n; q) the set of all (m, n)-TSR matrices over F q . Matrices in TSR(m, n; q) are precisely the state transition matrices [11, §4] of TSRs of order n over F q m . 1 We often identify TSRs with their corresponding state transition matrices by referring to 'TSR matrix' as simply 'TSR'. The map
will be referred to as the characteristic map. The restriction of Φ to TSR(m, n; q) will be denoted by Φ (m,n) . The matrices in TSR(m, n; q) which have a primitive characteristic polynomial over F q are denoted by TSRP(m, n; q) and those with irreducible characteristic polynomial are denoted by TSRI(m, n; q). For each positive integer r, we denote by I(r; q) and P(r; q) the set of monic irreducible polynomials in F q [X] of degree r and the set of primitive polynomials in F q [X] of degree r respectively. Thus Φ maps TSRI(m, n; q) into I(mn; q) and TSRP(m, n; q) into P(mn; q). The restrictions of Φ yield the following maps: (3) Φ P : TSRP(m, n; q) → P(mn; q) and Φ I : TSRI(m, n; q) → I(mn; q).
We denote the intersection TSR(m, n; q) ∩ GL mn (F q ) by TSR * (m, n; q). Elements of TSR * (m, n; q) are precisely [11, Prop. 4 ] the state transition matrices of periodic TSRs. Alternatively, TSR * (m, n; q) consists of precisely those matrices in TSR(m, n; q) whose characteristic polynomial does not vanish at zero. It follows easily from (2) that T ∈ TSR * (m, n; q) if and only if T is of the form
1 By 'order' of a TSR, we mean the order of the recurrence relation defining the TSR, not the multiplicative order of the corresponding state transition matrix (if and when it lies in GL mn (F q )). We follow this convention throughout.
where A ∈ GL m (F q ) and
where
and T (m) denotes the submatrix of T formed by the first m rows and last m columns of T . Note that T is uniquely determined by g T (X) and T (m) . It is easy to see that TSRI(m, n; q) ⊆ TSR * (m, n; q) for max{m, n} > 1. In what follows, we always assume max{m, n} > 1 unless otherwise stated.
For every matrix M we denote by φ M (X) the characteristic polynomial of M. It follows from (4) that for T ∈ TSR * (m, n; q)
, then so is φ T (m) (X). However, the converse is not true in general. For example if g T (X) = 1, then
which is not irreducible when n is a multiple of q.
, then it is not necessarily true that φ T (m) (X) is primitive. Consider T ∈ TSR(1, 2; 3) given by
In this case φ T (X) = X 2 − X − 1 is primitive but φ T (m) (X) = X − 1 is not. The next proposition describes the form of φ T (m) (X) when T ∈ TSRP(m, n; q). First, we need a lemma.
is a factorization of φ T (X) into irreducible polynomials in
It is easily seen that the m elements (−1) n+1 α i are also conjugates of each other over F q . Equivalently,
This is equivalent to the statement of the proposition.
Corollary 2.3. If char(F q ) = 2 and φ T (X) is primitive, then so is φ T (m) (X).
Corollary 2.4. If n is odd and φ T (X) is primitive, then so is φ T (m) (X).
Fibers of the Characteristic Map
The maps Φ I and Φ P defined in (3) are not surjective in general. To see this, let T ∈ TSR(2, 2; 2). We show that the primitive polynomial X 4 + X + 1 ∈ F 2 [X] cannot be the characteristic polynomial of T . Suppose, to the contrary, that
Formally differentiating with respect to X on both sides, we obtain
which is impossible. Since Φ I is not surjective in general, the following natural question arises.
are the characteristic polynomial of some T ∈ TSRI(m, n; q) and what is the cardinality of the fiber Φ −1 (m,n) (f (X)). It follows easily from (5) that f (X) ∈ Φ(TSR * (m, n; q)) if and only if f (X) can be expressed in the form
for some monic polynomial h(X) ∈ F q [X] of degree m with h(0) = 0 and a not necessarily monic g(X) ∈ F q [X] of degree at most n − 1 with g(0) = 1. We say that a polynomial f (X) ∈ F q [X] is (m, n)-decomposable if it is the characteristic polynomial of some matrix in TSR * (m, n; q). We refer to (6) as an (m, n)-decomposition of f (X). We further say that f (X) is uniquely (m, n)-decomposable if the representation of f in the form (6) is unique.
The following theorem will be used to provide a partial answer to Question 3.1. 
for every positive integer r.
Proof. See [7, §2] or [18, Thm. 2] .
.
* (m, n; q) and φ T (X) = f (X). By the hypothesis, g T (X) and φ T (m) (X) are uniquely determined and are equal to g(X) and h(X) respectively. Thus the number of such T is equal to the number of possible values of T (m) with φ T (m) (X) = h(X). This is the statement of the theorem.
Corollary 3.4. Suppose T ∈ TSR * (m, n; q) and φ T (X) is uniquely (m, n)-decomposable.
be two (m, n)-decompositions of f (X). Since f is irreducible, so are h 1 and h 2 . Let
be the factorizations of h 1 and
. Since f (X) is irreducible of degree mn, f (X) splits uniquely into m distinct irreducible factors of degree n in F q m [X]. Thus each factor in both the above products is irreducible and the factors in one product are merely a rearrangement of those in the other. Thus there exists a permutation σ ∈ S m such that
Since g 1 (0) = g 2 (0), it follows that λ i = µ σ(i) for 1 ≤ i ≤ m and hence g 1 (X) = g 2 (X). Since the λ i are a permutation of the µ j it follows that h 1 (X) = h 2 (X) as well, proving uniqueness.
Theorem 3.6. If T ∈ TSRI(m, n; q) then
Proof. If T is as above then φ T (X) is irreducible and (m, n)-decomposable. By Theorem 3.5 φ T (X) is uniquely (m, n)-decomposable and Corollary 3.4 yields
)). Since φ T (m) (X) is also irreducible it follows from Theorem 3.2 that
N χ (φ T (m) (X)) = | GL m (F q )| q m − 1 .
TSRs with an Irreducible Characteristic Polynomial
We now compute the number of irreducible TSRs in some simple cases.
Theorem 4.1.
If either m or n equals 1, it is easily seen that the maps Φ I and Φ P are surjective. The above formulae follow easily from Theorem 3.6.
Let S q (m, n) denote the set of irreducible polynomials
where λ satisfies F q m = F q (λ) and g(X) ∈ F q [X] with g(0) = 1 and deg g(X) ≤ n − 1. The significance of S q (m, n) is apparent from the following theorem. 
Proof. Define ∆ q (m, n) := Φ I (TSRI(m, n; q)) .
By Theorem 3.6,
Define a map
It is easy to see that the product on the right is (m, n)-decomposable. Let β be a root of X n −λg(X) in some extension field of F q m . Then, the minimal polynomial of β over F q is clearly Γ(X n − λg(X)). Thus Γ(X n − λg(X)) is irreducible in
To see this, let f (X) ∈ ∆ q (m, n). Since f is irreducible, f has a unique (m, n)-decomposition, say
proving the claim. It is now easy to see that Γ −1 (f (X)) is precisely the set
The theorem now follows from (7).
Irreducible TSRs of order two
In this section we outline a connection between TSRs of order two (n = 2) and self-reciprocal polynomials and give a new proof of a theorem of Carlitz [2] (which has been reproved by Ahmadi [1] , Cohen [4] , Meyn [13] , Meyn and Götz [14] and Miller [15] ) on the number of self-reciprocal irreducible monic polynomials of a given degree over a finite field. In what follows, we denote the cardinality of S q (m, n) (as defined in Section 4) by N q (m, n) . We now consider the computation of |TSRI(m, 2; q)| for m > 1. By Theorem 4.2, it suffices to compute N q (m, 2) which is given by
For every positive integer t > 1 and a ∈ F q , define
Then it follows that Proof. Define
If q is even and a = 0 then
since every element in F q m is a square. Now suppose either q is odd or a = 0. Consider the map h : Z m → F q m given by h(x) = x 2 + ax. For each β ∈ Z m , we have −a − β ∈ Z m and h(β) = h(−a − β). Further, β and −a − β are distinct by the assumptions on q, a and m. It follows that the range of h is of cardinality |Z m |/2 and thus there exists some α ∈ Z m which is not in the range of h. Then
We will use the above proposition implicitly in the proof of the next theorem which is the main theorem of this paper. 
Proof. For each positive integer t > 1, let
as in Proposition 5.1. Let a ∈ F q and assume that a = 0 whenever q is even. Define for each positive integer t > 1 the sets
If V t (a) is as in (8) , then it is easy to see that
Denote the cardinalities of Z t , X t (a), Y t (a), U t (a), V t (a) by z t , x t , y t , u t , v t respectively. Then by (9) , it follows that z t = x t + y t = u t + v t . For each t > 1, the function h(x) = x 2 + ax maps X t (a) onto U t (a) and Y 2t (a) onto V t (a). Thus x t = 2u t and y 2t = 2v t (t > 1).
For 0 ≤ i ≤ k let m i = m/2 i . Then, for nonnegative i ≤ k − 1 and m i+1 > 1,
If m is odd, then m ≥ 3 and consequently y m = 0 since a field extension of odd degree cannot contain any extension of degree 2. If m is even, then
The solution to the recurrence depends on m. If m is a power of 2 (m = 2 k ), then
where the second summand is understood to be zero when k = 1. If m is not a power of 2 (i.e. l > 1 ), then
It now remains to compute (10) and (11) . First consider (10) (where m = 2 k ). If r is a power of 2, then z r = q r − q r/2 . A simple calculation shows that
This completes the proof of the second part of the theorem.
Remark 5.3. Suppose m > 1 and m = 2 k l where k, l are integers with l odd. Then Theorem 5.2 can be stated more compactly as follows:
where ⌊x⌋ denotes the floor function. Note that 
Proof. Follows from Theorem 4.2, Remark 5.3 and the fact that
Theorem 5.5 (Carlitz) . Let m be a positive integer and suppose m = 2 k l for some integers k, l with l odd. The number of self-reciprocal irreducible monic (srim) polynomials of degree 2m in
Proof. For m = 1 we need to count the number of b in F q such that X 2 + bX + 1 is irreducible in Proof. This follows easily since polynomials in ∆ 2 (m, 2) are precisely the irreducible polynomials of the form
where h is monic of degree m.
Remark 5.8. If f (X) is a srim polynomial of degree 2m over F q , then f (X + 1) is the characteristic polynomial of some matrix in TSRI(m, 2; q). Thus we can easily construct matrices in TSRI(m, 2; q) from srim polynomials.
Bounds on the Number of Irreducible TSRs
Theorem 6.1.
|TSRI(m, n; q)| ≤ | GL m (F q )| q m − 1 |I(m; q)|q n−1 .
|TSRP(m, n; q)| ≤ | GL m (F q )| q m − 1 |P(m; q)|q n−1 .
Proof. First note that T is uniquely determined by g T (X) and T (m) (as in (4)). If T ∈ TSRI(m, n; q), then φ T (m) (X) is irreducible of degree m and there are at most q n−1 possibilities for g T (X). The first bound easily follows from these observations. The second bound follows similarly by using Proposition 2.2.
