This article analyses the asymptotic behaviour of solutions of linear Volterra difference equations. Some sufficient conditions are presented under which the solutions to a general linear equation converge to limits, which are given by a limit formula. This result is then used to obtain the exact asymptotic representation of the solutions of a class of convolution scalar difference equations, which have real characteristic roots. We give examples showing the accuracy of our results.
where z 0 ∈ R d , H n, i 0≤i≤n and h n n≥0 are sequences with elements in R d×d and R d , respectively.
Under appropriate assumptions, it is proved that the solution converges to a finite limit which obeys a limit formula. Our paper develops further the recent work 20 . The distinction between the works is explained as follows. For large enough n, in fact n ≥ 2m 2, the sum in 1.1 can be split into three terms H n, n − j z n − j .
1.4
In 20, Theorem 3.1 the middle sum in 1.3 contributed nothing to the limit lim n→∞ z n , since it was assumed that In our case, we split the sum in 1.1 only into two terms, and the condition 1.5 is not assumed. In fact, we show an example in Section 4, where 1.5 does not hold and hence in 20, Theorem 3.1 is not applicable. At the same time our main theorem gives a limit formula. It is also interesting to note that our proof is simpler than it was applied in 20 .
Once our main result for, the general equation, 1.1 has been proven, we may use it for the scalar convolution Volterra difference equation with infinite delay, Δx n Ax n n j −∞ K n − j x j g n , n ∈ Z , 1.6
with the initial condition,
x n ϕ n , n ∈ Z − , 1.7
where A ∈ R, and K n n≥0 , g n n≥0 and ϕ n n≤0 are real sequences. Here, Δ denotes the forward difference operator to be defined as usual, that is, Δx n : x n 1 − x n , n ∈ Z .
If we look for a solution x n λ n 0 , n ∈ Z λ 0 ∈ R \ {0} of the homogeneous equation associated with 1.6 , we see that λ 0 is a root of the characteristic equation In the paper 21 see also 22 , it is shown that if λ 0 > 0 satisfies 1.8 and 1.9 , and the initial sequence ϕ n n≤0 is suitable, then for the solution x of 1.6 and 1.7 the sequence z n : λ −n 0 x n , n ∈ Z is bounded. Furthermore, some extra conditions guarantee that the limit z ∞ : lim n→∞ z n is finite and satisfies a limit formula.
In our paper, we improve considerably the result in 21 . First, we give explicit necessary and sufficient conditions for the existence of a λ 0 ∈ R\{0} for which 1.8 and 1.9 are satisfied. Second, we prove the existence of the limit z ∞ and give a limit formula for z ∞ under the condition only λ 0 / 0. These two statements are formulated in our second main theorem stated in Section 3. The proof of the existence of z ∞ is based on our first main result.
The article is organized as follows. In Section 2, we briefly explain some notation and definitions which are used to state and to prove our results. In Section 3, we state our two main results, whose proofs are relegated to Section 5.
Our theory is illustrated by examples in Section 4, including an interesting nonconvolution equation. This example shows the significance of the middle sum in 1.3 , since only this term contributes to the limit of the solution of 1.1 in this case.
Mathematical preliminaries
In this section, we briefly explain some notation and well-known mathematical facts which are used in this paper.
Let Z be the set of integers, Z : {n ∈ Z | n ≥ 0} and 
In this case, we write x ≥ 0 and A ≥ O. R d can be endowed with any norms, but they are equivalent. A vector norm is denoted by · and the norm of a matrix in R d×d induced by this vector norm is also denoted by · . The spectral radius of the matrix A ∈ R d×d is given by ρ A : lim n→∞ A n 1/n , which is independent of the norm employed to calculate it.
A partial ordering is defined on
The partial ordering enables us to define the sup, inf, lim sup, lim inf, and so forth for the sequences of vectors and matrices, which can also be determined componentwise and elementwise, respectively. It is known that ρ A ≤ ρ |A| for A ∈ R d×d , and ρ A ≤ ρ B if A, B ∈ R d×d and O ≤ A ≤ B.
The main results
First, consider the nonconvolutional linear Volterra difference equation
Here, we assume and hence ρ W < 1 yields ρ V < 1, thus I − V is invertible. On the other hand under our conditions the unique solution z : z n n≥0 of 3.1 and 3.2 is a bounded sequence, therefore
is finite, and 3.5 makes sense. The second main result is dealing with the scalar Volterra difference equation
I. Győri and L. Horváth 5 with the initial condition
where A ∈ R, K : Z →R, g : Z →R, and ϕ : Z − →R are given. By a solution of the Volterra difference equation 3.7 we mean a sequence x : Z→R satisfies 3.7 for any n ∈ Z .
In what follows, by S we will denote the set of all initial sequence ϕ :
exists. It can be easily seen that for any initial sequence ϕ ∈ S, 3.7 has exactly one solution satisfying 3.8 . This unique solution is denoted by x ϕ : Z→R and it is called the solution of the initial value problem 3.7 , 3.8 .
The asymptotic representation of the solutions of 3.7 is given under the next condition. A There exists a λ 0 ∈ R \ {0} for which
From the theory of the infinite series, one can easily see that condition A yields
is finite. Moreover, the mapping G : r, ∞ → 0, ∞ , defined by
is real valued on r, ∞ . It is also clear see Section 5 that if there is an n 0 ≥ 1 such that K n 0 / 0, and if G r ≥ 1 then the equation
14 has a unique solution, say μ 1 . Now we formulate the following more explicit condition: B either K n 0, n ≥ 1, and
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ii if G r ≥ 1, then the constant A satisfies either
iii if G r < 1, then the constant A satisfies either
Remark 3.2. Let K : Z →R be a sequence such that K n 0 / 0 for some n 0 ≥ 1. It will be proved in Lemma 5.7 that there is at most one λ 0 ∈ C \ {0} satisfying 3.10 and 3.11 . It is an easy consequence of this statement that if λ 0 ∈ C \ {0} satisfies 3.10 and 3.11 , and λ 1 ∈ C \ {0, λ 0 } is a solution of 3.10 , then |λ 1 | < |λ 0 |, thus λ 0 is the leading root of 3.10 . Really, from the condition |λ 1 | ≥ |λ 0 | we have
that is 3.11 holds for λ 1 instead of λ 0 , and this contradicts the uniqueness of λ 0 . Now, we are ready to state our second result which will be proved in Section 5. This result shows that the implicit condition A and the explicit condition B are equivalent and the solutions of 3.7 can be asymptotically characterized by λ n 0 as n→∞.
and ϕ ∈ S be given. Then α Condition (A) holds if and only if condition (B) is satisfied. β If condition (A) or equivalently condition (B) holds, moreover
is finite, then for the solution x ϕ of 3.7 , 3.8 the limit c ϕ :
n is finite and it obeys
c ϕ λ 0 − ∞ i 1 iK i λ −i 0 −1 ∞ i 0 λ −i 0 −1 j −∞ K i − j ϕ j g i λ 0 ϕ 0 . 3.22
Examples and the discussion of the results
In this section, we illustrate our results by examples and the interested reader could also find some discussions.
Example 4.1. Our Theorem 3.1 is given for system of equations, however the next example shows that this result is also new even in scalar case. Let us consider the scalar nonconvolution Volterra difference equation
with the initial condition
where a 1 α, β > 1 and real, and h n n≥1 is a real sequence such that its limit h ∞ : lim n→∞ h n is finite. Now, let the values z 0 , h 0 and the sequence H : H n, i 0≤i≤n be defined by
H n, i :
4.3
Then, it can be easily seen that problem 4.1 , 4.2 is equivalent to problem 3.1 , 3.2 . We find that
where B α, β is the well-known Beta function at α, β defined by
Using the nonnegativity of H n, i , 0 ≤ i ≤ n, and Lemma 5.2 we have that
Now, one can easily see that for the sequences h : h n n≥0 and H : H n, i 0≤i≤n all of the conditions of Theorem 3.1 are satisfied. Thus, by Theorem 3.1 we get that the solution z : z n n≥1 of the initial value problem 4.1 , 4.2 satisfies
On the other hand, we know see 23 that
and hence in 20, Theorem 3.1 is not applicable.
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Example 4.2. Let m ≥ 1 and 0 < τ 1 < · · · < τ m be given integers, and assume
Thus, 3.7 reduces to the delay difference equation
and for any sequence ϕ : Z − →R, ϕ ∈ S holds. Since K n 0 for any large enough n, r : lim n→∞ |K n | 1/n 0, moreover the function
4.11
Let μ 1 > 0 be the unique value satisfying
Now, statement α of Theorem 3.3 is applicable and so the next statement is valid.
Proposition 4.3.
For an A ∈ R there is a λ 0 ∈ R \ {0} such that 
hold if and only if either
If especially l 1 and K 1 ≥ 0, then μ 1 K 1 , moreover 4.14 and 4.15 are equivalent to the condition
Example 4.4. Let q ∈ R \ {0} and K i : q i , i ∈ Z . Then, 3.7 has the following form:
It is clear that r : lim n→∞ |q n | 1/n |q|, and the function G defined in 3.13 is given by
4.19
moreover μ 1 |q| |q| is the unique positive root of G μ 1. Thus statement α in Theorem 3.3 is applicable and as a corollary of it we obtain the following. 
It is not difficult to see that r 1/2n 
where ς is the well-known Riemann function.
Proofs of the main theorems

Proof of Theorem 3.1
To prove Theorem 3.1 we need the next result from 20 . H n, i < ∞.
5.2
Assume also that sup n≥0 |h n | < ∞. Then, there is a nonnegative matrix K ∈ R d×d , independent of h and z 0 , such that the solution z of 3.1 , 3.2 satisfies
Now, we prove some lemmas. 
But the matrices are nonnegative in the above inequality, thus 
5.19
Now, suppose that 5.11 holds. Then by 5.19 , either
5.21
Both of the previous cases implies that lim sup 
Lemma 5.3. The hypotheses of Theorem 3.1 imply that
c z :
is the only vector satisfying the equation
5.28
Proof. Since ρ V ≤ ρ W < 1 the matrix I − V is invertible, which shows the uniqueness part of the lemma. On the other hand, by Lemma 5.1 we have that z is a bounded sequence, and hence Proof. Let n > N ≥ 0 be arbitrarily fixed and g n, N : 
H n, j c z , N ≥ 0.
5.32
Now, by Lemma 5. 
5.41
Since W is a nonnegative matrix with ρ W < 1, we have that
and hence the proof of Theorem 3.1 is complete.
Proof of Theorem 3.3
Theorem 3.3 will be proved after some preparatory lemmas.
In the next lemma, we show that 3.7 can be transformed into an equation of the form 3.1 by using the transformation 
Proof. Let z : z n n≥0 be defined by 5.43 . Then,
Thus,
On the other hand, from 3.7 it follows:
Δz n λ
Δx ϕ n λ
Ax ϕ n λ
and hence
5.50
Therefore,
where h : Z →R is defined in 5.45 . By interchanging the order of the summation we get
5.53
This and 5.52 yield
By using the definition λ 0 , we have
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But by using the definition of H n, i in 5.44 the proof of the lemma is complete.
In the next lemma, we collect some properties of the function G defined in 3.13 .
Lemma 5.6. Let K : Z →R be a sequence such that K n 0 / 0 for some n 0 ≥ 1 and r : lim sup n→∞ K n 1/n < ∞.
5.57
Then, the function G defined in 3.13 has the following properties.
a The series of functions
is convergent on r, ∞ and it is divergent on 0, r . 
there is a δ > 0 such that
whenever μ ∈ r, r δ , and this shows lim μ→r G μ ∞. Finally, we consider the case r 0. Then, lim μ→r G μ ∞ follows from the condition K n 0 / 0. d The series of functions 5.58 can be differentiated term-by-term within r, ∞ , and therefore G μ < 0, μ ∈ r, ∞ . Together with c this gives the claim. e We have only to apply d , c , and b . The proof is complete.
We are now in a position to prove Theorem 3.3.
Proof. a Let K n 0 0 for all n ≥ 1. Then, it is easy to see that there is a λ 0 ∈ R \ {0} such that 3.10 holds if and only if 3.15 is true, and in this case 3.11 is also satisfied. Suppose K n 0 / 0 for some n ≥ 1. Let r be finite. By the root test, the series
are convergent for all μ > r. Moreover, it can be easily verified that the series
are absolutely convergent, whenever G r is finite. Define the functions F i : D→R i 1, 2 by
5.64
where D : r, ∞ if G r is finite and D : r, ∞ , otherwise. The series of functions in 5.64 are uniformly convergent on a, ∞ for every a ∈ D, hence F 1 and F 2 are continuous. Further, is finite and satisfies the required relation 3.22 . The proof is now complete.
Lemma 5.7. Let K : Z →R be a sequence such that K n 0 / 0 for some n 0 ≥ 1. Then, there is at most one λ 0 ∈ C \ {0} satisfying 3.10 and 3.11 .
