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Abstract
We study the integrability of a family of birational maps obtained as reductions of
the discrete Hirota equation, which are related to travelling wave solutions of the lat-
tice KdV equation. In particular, for reductions corresponding to waves moving with
rational speed N/M on the lattice, where N,M are coprime integers, we prove the
Liouville integrability of the maps when N +M is odd, and prove various properties
of the general case. There are two main ingredients to our construction: the cluster
algebra associated with each of the Hirota bilinear equations, which provides invari-
ant (pre)symplectic and Poisson structures; and the connection of the monodromy
matrices of the dressing chain with those of the KdV travelling wave reductions.
1 Introduction
The discrete Hirota equation [29] (which is also known as the bilinear discrete Kadomtsev–
Petviashvili equation, the Hirota-Miwa equation [10, 20], or the octahedron recurrence [5])
is an integrable bilinear partial difference equation for a function T = T (n1, n2, n3) of three
independent variables, namely
Tn1+1Tn1−1 = Tn2+1Tn2−1 + Tn3+1Tn3−1,
where for brevity we take Tn1±1 = T (n1 ± 1, n2, n3), and similarly for shifts in the n2 and
n3 directions. The integrable characterization of this equation is justified by its multi-
dimensional consistency property and the existence of a Lax representation. Particular
reductions of the discrete Hirota equation give rise to well-known integrable partial dif-
ference equations in two independent variables, as well as integrable ordinary difference
equations. Plane wave reductions, given by
T (n1, n2, n3) = exp(C1n
2
1 + C2n
2
2 + C3n
2
3) τm, m = n0 + δ1n1 + δ2n2 + δ3n3
1
Figure 1: 3D plot of Vk,l against k, l for a travelling wave solution of the discrete KdV equation
(3) given by Vk,l = v4k−3l+1000 where vm satisfies (19) with N = 4, M = 3, α = −1 and initial
data vj = 1 for 0 ≤ j ≤ 5, v6 = 3.
for δi integers or half-integers, result in bilinear ordinary difference equations of the form
τm+δ1τm−δ1 = a τm+δ2τm−δ2 + b τm+δ3τm−δ3 , (1)
with suitable constants a, b, which are recurrence relations of Gale–Robinson/Somos type
[16, 23]. These kinds of recurrences inherit a Lax representation from the Lax represen-
tation of the discrete Hirota equation [14]. Their non-autonomous versions are associated
with q-Painleve´ equations and their higher order analogues [12, 21, 22], and they appear in
the context of supersymmetric gauge theories and dimer models [1, 2, 3, 9]. Furthermore,
they are particular examples of cluster maps, which arise from cluster mutations of periodic
quivers [7] and, as a consequence they exhibit the Laurent phenomenon, i.e. all iterates are
Laurent polynomials in the initial data with integer coefficients [5, 19]. Cluster maps admit
an invariant presymplectic form, and can be reduced to lower-dimensional symplectic maps
[6], which (following [12]) we refer to as U-systems.
In recent work [13, 14], two families of discrete Hirota reductions (1) associated with
two-dimensional lattice equations of discrete KdV/discrete Toda type have been studied.
Both of them admit Lax representations which generate first integrals. In this paper, we
focus on the discrete KdV family, that is plane wave reductions of the discrete Hirota
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equation that take the form
τm+2M+Nτm = a τm+2Mτm+N + b τm+M+Nτm+M , M,N ∈ N, (2)
where a, b are constant parameters. These are examples of generalized T-systems [18], and
they are related to travelling wave (periodic) reductions of Hirota’s lattice KdV equation,
namely
Vk+1,l − Vk,l+1 = α
(
1
Vk,l
−
1
Vk+1,l+1
)
. (3)
Our aim is to provide the details of the Liouville integrability of the travelling wave re-
ductions of (3), and then use this to infer the integrability of the associated U-systems
underlying these recurrences with respect to their corresponding symplectic structures.
Thus we extend the results of [11], where the particular family of (N, 1) travelling waves
was considered, and give complete proofs of various assertions made concerning the case
of general reductions of type (N,M) in [14].
2 T-systems and U-systems
There are two different classes of symplectic maps (U-systems) corresponding to (2), de-
pending on which of the two integers M,N is greater. Therefore, henceforth we will always
make the assumption that
N > M
and separate (2) into the two different cases
τm+2N+Mτm = a τm+2Nτm+M + b τm+N+Mτm+N , (4)
τm+2M+Nτm = a τm+2Mτm+N + b τm+N+Mτm+M . (5)
Furthermore, we shall also assume the coprimality condition
gcd(M,N) = 1,
since otherwise the T-systems (4) and (5) can be decoupled into copies of systems in lower
dimension that do satisfy this condition.
The corresponding U-systems are described by the following proposition.
Proposition 2.1. For N +M odd,
(1) τm satisfies (4) iff um =
τmτm+N+1
τm+1τm+N
satisfies the U-system
umum+1 . . . um+N+M−1 = b+ aum+Mum+M+1 . . . um+N−1, (6)
(2) τm satisfies (5) iff um =
τmτm+M+1
τm+1τm+M
satisfies the U-system
umum+1 . . . um+N+M−1 =
bum+Mum+M+1 . . . um+N−1 + a
um+Mum+M+1 . . . um+N−1
. (7)
For N +M even,
3
(3) τm satisfies (4) iff um =
τmτm+N+2
τm+2τm+N
satisfies the U-system
umum+2 . . . um+N+M−2 = b+ aum+Mum+M+2 . . . um+N−2, (8)
(4) τm satisfies (5) iff um =
τmτm+M+2
τm+2τm+M
satisfies the U-system
umum+2 . . . um+N+M−2 =
bum+Mum+M+2 . . . um+N−2 + a
um+Mum+M+2 . . . um+N−2
. (9)
Proof. The results in (1)-(4) above follow directly by substituting the appropriate formula
for um into (6), (7), (8) and (9) respectively.
Each of the T-systems defines a birational map (cluster map) in dimension Dj ,
ϕj : C
Dj → CDj , j = 1, 2, 3, 4,
with dimensions D1 = D3 = 2N +M , D2 = D4 = 2M +N , and each of the reductions (1)-
(4) described in Proposition 2.1 defines a rational map that projects to a lower dimensional
space, of even dimension 2dj, that is
πj : C
Dj → C2dj , j = 1, 2, 3, 4,
where after projection the dimensions are
2d1 = 2d2 =M +N − 1, 2d3 = 2d4 = M +N − 2.
The U-system recurrences (6)–(9) define four birational maps in the corresponding reduced
space, which we denote by
ϕˆj : C
2dj → C2dj , j = 1, 2, 3, 4,
with the intertwining condition
πj ◦ ϕj = ϕˆj ◦ πj
in each case. To see how the U-systems and the symplectic structure for the corresponding
maps ϕˆj arise naturally from (4) or (5), it is necessary to consider the cluster algebras
associated with the latter.
In order to give a brief outline of the connection with cluster algebras, we will just use
(5) in dimension D = 2M +N , since the discussion for (4) is almost identical, and follow
the approach of [7], where it was explained in detail how such Somos-type recurrences
arise from sequences of cluster mutations. An initial cluster is defined by the D-tuple of
variables (τ1, τ2, . . . , τD); we can regard the coefficients a, b as additional frozen variables,
which do not mutate. Setting m = 1 in (5), we rewrite an iteration of the T-system in the
form of a mutation µ1, namely
µ1 : τ
′
1τ1 = a τ
−B1,2M+1
2M+1 τ
−B1,N+1
N+1 + b τ
B1,M+1
M+1 τ
B1,N+M+1
N+M+1 , (10)
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where
B1,M+1 = B1,N+M+1 = 1, B1,2M+1 = B1,N+1 = −1,
and
B1,k = 0 for k 6= M + 1, N + 1, 2M + 1, N +M + 1
defines the first row of a skew-symmetric integer matrix (exchange matrix) B = (Bi,k) of
size D = 2M +N . The entries of the other rows can be found recursively, since they are
required to satisfy the formulae
Bi,D = B1,i+1, Bi+1,k+1 = Bi,k +B1,i+1[−B1,k+1]+ − B1,k+1[−B1,i+1]+, (11)
for i, k ∈ [1, D − 1], with the notation [x]+ = max(x, 0) for real x. For example, setting
M = 3, N = 4 gives D = 10 and
B =


0 0 0 1 −1 0 −1 1 0 0
0 0 0 0 1 −1 0 −1 1 0
0 0 0 0 0 1 −1 0 −1 1
−1 0 0 0 1 0 2 −1 0 −1
1 −1 0 −1 0 1 0 1 −1 0
0 1 −1 0 −1 0 1 0 1 −1
1 0 1 −2 0 −1 0 0 0 1
−1 1 0 1 −1 0 0 0 0 0
0 −1 1 0 1 −1 0 0 0 0
0 0 −1 1 0 1 −1 0 0 0


. (12)
The mutation (10) generates a new cluster (τ ′1, τ2, . . . , τD), which only differs from the
initial one in the first component. There is a corresponding mutated exchange matrix B′ =
µ1(B), where in general the action of the jth mutation on B produces B
′ = µj(B) = (B
′
i,k)
with entries given by
B′i,k =
{
−Bi,k if i = j or k = j,
Bi,k +
1
2
(|Bi,j|Bj,k +Bi,j|Bj,k|) otherwise,
and there is an exchange relation analogous to (10) describing the action of a general
mutation µj on a cluster, but we omit the details.
The matrix B defines a quiver (that is, a directed graph) without 1-cycles or 2-cycles,
and using the indices 1, 2, . . . , N to label the vertices of the quiver, for each k there is an
associated quiver mutation at vertex j, also denoted µj. The matrices B being considered
here have a particularly special form, due to the conditions (11), which ensure that the
action of µ1 on the exchange matrix corresponds to a cyclic permutation of the indices
1, 2, . . . , D, and this implies that, in terms of the cluster variables, applying the sequence
of successive mutations µ1, µ2, µ3, . . . etc. in order is equivalent to iterating the recurrence
(5). In the terminology of [7], B is said to be cluster mutation-periodic with period 1.
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It is known that, for any skew-symmetric integer matrix B, the corresponding log-
canonical presymplectic form
ω =
∑
i<k
Bi,k
τiτk
dτi ∧ dτk (13)
transforms covariantly under cluster mutations [8], and for the particular case at hand more
is true: this two-form is invariant under iteration of the T-system (5), as was proved in [6]
for the general case of T-systems (cluster maps) obtained from cluster mutation-periodic
quivers with period 1. The matrix B has even rank 2d, and by choosing a suitable basis
w1, . . . ,w2d for imB one can construct a projection to reduced variables given by Laurent
monomials in the initial cluster, that is
π : um = τ
wm , m = 1, . . . , 2d (14)
(where any integer vector a = (aj) defines a Laurent monomial τ
a =
∏
j τ
aj
j ), such that
the T-system reduces to a symplectic map in terms of the reduced variables. Furthermore,
in [12] it was further proved that (up to an overall sign) there is a unique choice of integer
basis for imB, called a palindromic basis, such that the symplectic map in the reduced
variables takes the form
ϕˆ :
(
u1, . . . , u2d−1, u2d
)
7→
(
u2, . . . , u2d, (u1)
−1F
)
, (15)
for a certain rational function F = F(u2, . . . , u2d). The birational map (15) defines the
U-system associated with the T-system that is specified by the matrix B. It preserves a
symplectic form ωˆ which is log-canonical in the coordinates (ui), and pulls back to the
presymplectic form corresponding to B, so that
ωˆ =
∑
i<j
Bˆi,j
uiuj
dui ∧ duj , ϕˆ
∗ωˆ = ωˆ, π∗ωˆ = ω, (16)
for a constant skew-symmetric matrix Bˆ = (Bˆi,j).
In the particular example (12) above, B has rank 6, and the palindromic basis of imB,
unique up to sign, is given by shifting the entries of
w1 = (1,−1, 0,−1, 1, 0, 0, 0, 0, 0)
T ,
so that
w2 = (0, 1,−1, 0,−1, 1, 0, 0, 0, 0)
T , . . . ,w6 = (0, 0, 0, 0, 0, 1,−1, 0,−1, 1)
T ,
and the map π in (14) coincides with the formula for um in part (2) of Proposition 2.1, i.e.
π = π2 in this case. The U-system corresponds to a 6-dimensional map ϕˆ = ϕˆ2, that is
ϕˆ2 :
(
u1, . . . , u5, u6
)
7→
(
u2, . . . , u6,
a+ bu4
u1u2u3(u4)2u5u6
)
,
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which is symplectic with respect to the nondegenerate 2-form ωˆ = ωˆ2 defined by (16) with
Bˆ =


0 0 0 1 0 0
0 0 0 1 1 0
0 0 0 1 1 1
−1 −1 −1 0 0 0
0 −1 −1 0 0 0
0 0 −1 0 0 0


.
The following result shows that, with appropriate assumptions on M and N , the prop-
erties of the preceding example generalize to all of the U-systems in Proposition 2.1.
Theorem 2.2. For coprime N > M , each of the U-systems (6) and (7) preserves a log-
canonical symplectic form in dimension M +N − 1 when M +N is odd, and each of the
U-systems (8) and (9) preserves a log-canonical symplectic form in dimension M +N − 2
when M +N is even.
The proof of this result is presented in Appendix A, where we also provide an explicit
description of the U-system Poisson brackets in dimension 2d, which take the log-canonical
form
{ui, uj} = aj−iuiuj (17)
with suitable constants ak = −a−k for 0 ≤ k ≤ 2d− 1.
3 Reductions of Hirota’s lattice KdV equation
As was shown in [14], besides the underlying U-systems, there is another class of lower-
dimensional recurrences associated with the T-systems (4) and (5), corresponding to trav-
elling wave reductions of Hirota’s discrete KdV equation (3) on a two-dimensional lattice.
In this context, it is necessary to allow coefficients a, b that are periodic in the independent
variable m. (One can also have more general dependence on m, which leads to equations
of discrete Painleve´ type [1, 2, 12, 21].)
The (N,M) travelling wave reduction of (3) is derived by considering solutions that
are periodic with respect to simultaneous shifts by N steps and M steps in the k, l lattice
directions, respectively, that is
Vk+N,l+M = Vk,l =⇒ Vk,l = vm, m = kM − lN (18)
This is the discrete analogue of the travelling wave reduction for a partial differential
equation in 1 + 1 dimensions, which reduces a function V (x, t) to a function v = v(z)
satisfying an ordinary differential equation in a single variable z = x− ct. In the discrete
setting, the ratio N/M ∈ Q corresponds to the wave speed c, and from (3) we obtain the
following ordinary difference equation in terms of the travelling wave variable m:
vm+N+M − vm = α
(
1
vm+N
−
1
vm+M
)
. (19)
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(Equivalently, setting m = lN − kM as in [14] leads to the same equation, due to a
symmetry of the discrete KdV equation.) An example of one of these travelling wave
solutions of the lattice KdV equation is presented as a 3D plot in Figure 1; another view
of the same solution is provided by the contour plot in Figure 2 (which is somewhat
reminiscent of a contour plot of a genus 3 solution of the continuous KP equation in [24]).
The following key observation, from [14], is that the same discrete reduction (19) is
related both to the T-system (4) with a → −α, b → βm, and to the T-system (5) with
a→ α, b→ β ′m, where βm, β
′
m are periodic coefficients with periods M,N respectively.
Proposition 3.1. Suppose that a travelling wave solution of the lattice KdV equation is
given by
vm =
τmτm+N+M
τm+Mτm+N
, (20)
satisfying the ordinary difference equation (19). Then τm satisfies the following two bilinear
equations:
τm+2N+Mτm = βmτm+N+Mτm+N − ατm+2Nτm+M , βm+M = βm, (21)
τm+2M+Nτm = β
′
mτm+N+Mτm+M + ατm+2Mτm+N , β
′
m+N = β
′
m. (22)
Conversely, if τm is a solution of either (21) or (22), then vm given by (20) satisfies (19).
The T-systems (4) and (5) with constant coefficients can be seen as a particular case
of (21) and (22), where βm = β
′
m = b for any m. So it follows that vm defined by (20)
satisfies (19) whenever τm satisfies one of these discrete Hirota reductions with constant
coefficients, but the converse statement is not true.
3.1 Lax representation and first integrals
It was shown in [14] that any bilinear difference equation of the form (2), or a suitable
generalization with periodic coefficients, admits a Lax pair derived from the Lax repre-
sentation of the discrete Hirota equation. In the cases of (21) and (22) this construction
involves N × N and min(N, 2M) × min(N, 2M) Lax matrices respectively. However, in
these cases there is also a 2× 2 Lax representation derived from the Lax representation of
the lattice KdV equation.
The lattice KdV equation (3) is equivalent to the discrete zero curvature equation
L(Vk,l+1, Vk+1,l+1)M(Vk,l) =M(Vk+1,l)L(Vk,l, Vk+1,l), (23)
where
L(V,W ) =
(
V − α
W
λ
1 0
)
, M(V ) =
(
V λ
1 α
V
)
, (24)
and λ is a spectral parameter.
It is well known that the Lax representation of quadrilateral lattice equations gives rise
to Lax representations of their periodic reductions (see e.g. [17] and references therein).
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First integrals of these systems are derived from the spectrum of an associated monodromy
matrix. In the case of the lattice KdV equation, from the periodic reduction (18) and the
Lax representation (23) we derive the reduced version of the discrete zero curvature Lax
representation of (19), that is
L(vm, vm+M)M(vm+N ) =M(vm+N+M)L(vm+N , vm+N+M). (25)
Hence, by making the substitution (20) in (25), a 2×2 Lax representation can be obtained
for the (N,M) periodic reduction (19), and consequently for the discrete bilinear equations
(21) and (22), as well as for the corresponding U-systems of Proposition 2.1.
For coprime N,M with N > M , for convenience we write
Mj =M(vj), Lj = L(vj , vj+M),
and define the monodromy matrix to be
Mm =
M−1∏
i=0
Mm+ri+NLm+ri+N−MLm+ri+N−2MLm+ri+N−3M · · ·Lm+ri+1 , (26)
where
rk = kN modM
(the product in (26) is arranged from left to right). ForM > 1, we also consider the matrix
Lm :=L
−1
m Mm+N+MLm+NLm+N−MLm+N−2M · · ·Lm+r1
=Mm+NLm+N−MLm+N−2M · · ·Lm+r1 ,
where in the last equality we used (25). Now, from the above definitions, a direct compu-
tation shows that Mm satisfies the discrete Lax equation
MmLm = LmMm+1. (27)
Therefore, the following corollary holds.
Corollary 3.2. For coprime N,M with N > M , the (N,M) KdV periodic reduction (19)
preserves the spectrum of the monodromy matrix (26).
Equivalently, the birational map corresponding to the KdV recurrence (19), that is
φ : (v0, v1, . . . , vN+M−1) 7→
(
v1, v2, . . . , v0 + α
( 1
vN
−
1
vM
))
,
preserves the spectral curve
det(M(λ)− ν 1) = 0 (28)
for the monodromy matrix M(λ) =M0 obtained by setting m = 0 in (26), namely
M(λ) =
M−1∏
i=0
Mri+NLri+N−MLri+N−2M · · ·Lri+1 , (29)
where the dependence of Lj and Mj on the spectral parameter λ is implicit from (24).
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4 The odd case
From the U-systems described in Proposition 2.1, it is evident that the two different cases
of odd/even N+M are structurally different. Thus we continue our analysis by considering
the odd case first. The periodic coefficients that appear in the discrete bilinear equations
(21) and (22) introduce periodic coefficients in the corresponding U-systems of Proposition
2.1. Furthermore, the u-variables of the U-systems are related with the v-variables of KdV
periodic reductions.
Proposition 4.1. Let N +M be odd. If vm, um, u
′
m are related by
vm = umum+1 . . . um+M−1 = u
′
mu
′
m+1 . . . u
′
m+N−1, (30)
then the following statements are equivalent:
(i) vm satisfies the (N,M) KdV periodic reduction (19);
(ii) um satisfies the U-system (6) with periodic coefficients, that is
umum+1 . . . um+N+M−1 = βm − αum+Mum+M+1 . . . um+N−1, βm+M = βm; (31)
(iii) u′m satisfies the U-system (7) with periodic coefficients, that is
u′mu
′
m+1 . . . u
′
m+N+M−1 = β
′
m +
α
u′m+Mu
′
m+M+1 . . . u
′
m+N−1
, β ′m+N = β
′
m. (32)
Proof. According to Prop. 3.1, vm =
τmτm+N+M
τm+M τm+N
satisfies (19) if and only τm satisfies (21)
and from Prop. 2.1, for any βm, τm satisfies (21) if and only if um =
τmτm+N+1
τm+1τm+N
satisfies
umum+1 . . . um+N+M−1 = βm − αum+Mum+M+1 . . . um+N−1.
Therefore, um satisfies (31), if and only if
vm =
τmτm+N+M
τm+Mτm+N
=
τmτm+N+1
τm+1τm+N
τm+1τm+N+2
τm+2τm+N+1
. . .
τm+M−1τm+N+M
τm+Mτm+N+M−1
= umum+1 . . . um+M−1
satisfies (31).
In a similar way, we derive that (19) is equivalent to (32) for
vm =
τmτm+N+M
τm+Mτm+N
=
τmτm+M+1
τm+1τm+M
τm+1τm+M+2
τm+2τm+M+1
. . .
τm+N−1τm+N+M
τm+Nτm+N+M−1
= u′mu
′
m+1 . . . u
′
m+N−1,
from the second U -system (7) corresponding to (22).
Using the substitution (30), the Lax representation of the (N,M) periodic reduction
of lattice KdV gives rise to a Lax representation of the two U-systems (31-32) and the
corresponding monodromy matrix (29) generates first integrals of the U-systems.
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4.1 Bi-Poisson structure of the lattice KdV periodic reductions
We have seen that two different bilinear equations with periodic coefficients, obtained as
reductions of the discrete Hirota equation, give rise to the same periodic reduction of the
lattice KdV equation. By Theorem 2.2, the associated U-systems inherit a nondegenerate
log-canonical Poisson structure from the mutation periodic quiver corresponding to each
of the bilinear equations. In the case of coprime N,M , with N + M odd, the Poisson
structure of the two U-systems gives rise to two Poisson structures of the corresponding
discrete KdV reductions. We will prove that these structures are compatible in the sense
that any linear combination of them also defines a Poisson bracket. This fact will be the
key to demonstrating the integrability of the lattice KdV reductions, and consequently of
the original U-systems. The main result is described in the next theorem.
Theorem 4.2. Let N,M be coprime with N > M > 1 and N +M odd. The brackets
{vi, vj}1 =
{
cj−ivivj , j − i 6= N,
cj−ivivj + cNα, j − i = N,
(33)
{vi, vj}2 =
{
dj−ivivj , j − i 6= kM,
dj−ivivj + dM(−α)
k
∏k−1
l=1 v
−2
i+lM , j − i = kM,
(34)
for 0 ≤ i < j ≤ N +M − 1, where (up to rescaling by an arbitrary constant)
ck = dk = (−1)
hk , (35)
with
hk =
k
M
mod (N +M) (36)
for k = 1, . . . , N + M − 1, define two compatible Poisson structures on CN+M of rank
N + M − 1. Furthermore, the map (3.1) corresponding to the (N,M) reduction of the
lattice KdV equation is a Poisson map with respect to both of these brackets.
We will devote the rest of this section in the proof of this theorem.
4.1.1 First Poisson bracket
For coprime N,M with N > M , N +M odd, we consider the U-system (31) that cor-
responds to the discrete Hirota reduction (21). Each iteration of the associated map
ϕˆ1 : C
M+N−1 → CM+N−1 defined by
ϕˆ1 : (u0, u1, . . . , uN+M−3, uN+M−2) 7→
(
u1, u2, . . . , uN+M−2,
βm − αuMuM+1 . . . uN−1
u0u1 . . . uN+M−2
)
is symplectic (really it is a family of maps depending on m, with the parameter βm varying
with period M). Equivalently, ϕˆ1 a Poisson map with respect to the nondegenerate log-
canonical bracket (17), which we will denote by {, }u. According to Prop. 4.1, vm =
11
0 10 20 30 40 50
0
10
20
30
40
50
Figure 2: Contour plot of the same 3-phase travelling wave solution of the discrete KdV equation
(3) as in Figure 1.
umum+1 . . . um+M−1 satisfies the (N,M) periodic reduction of the lattice KdV equation
(19), which corresponds to the birational map
φ : (v0, v1, . . . , vN+M−1) 7→
(
v1, v2, . . . , v0 + α
( 1
vN
−
1
vM
))
. (37)
We can write the variables v0, v1, . . . , vN+M−1 of this map in terms of u0, . . . , uN+M−2 using
the recurrence (31), as
vm = umum+1 . . . um+M−1 for 0 ≤ m ≤ N − 1,
and
vN+k =
βk − αuk+Muk+M+1 . . . uk+N−1
ukuk+1 . . . uk+N−1
for 0 ≤ k ≤M − 1,
or equivalently, by setting ukuk+1 . . . uk+M−1 = vk,
vm =
{
umum+1 . . . um+M−1, 0 ≤ m ≤ N − 1
βm−N
um−Num−N+1...um−1
− α
vm−N
, N ≤ m ≤ N +M − 1.
(38)
Next, we evaluate the Poisson brackets {v0, vm}u, 0 < m ≤ N +M − 1. For 0 < m ≤
N − 1, we have
{v0, vm}u =
N+M−2∑
i,j=0
aj−iuiuj
∂v0
∂ui
∂vm
∂uj
= v0vm
(
M−1∑
i=0
m+M−1∑
j=m
aj−i
)
.
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Then for N ≤ m ≤ N +M − 1, we find
{v0, vm}u = {v0, βm−N(um−Num−N+1 . . . um−1)
−1}u +
α
v2m−N
{v0, vm−N}u
= −
βm−Nv0
um−Num−N+1 . . . um−1
(
M−1∑
i=0
m−1∑
j=m−N
aj−i
)
+
α
v2m−N
{v0, vm−N}u
=
(
− vm −
α
vm−N
)(M−1∑
i=0
m−1∑
j=m−N
aj−i
)
+
α
v2m−N
{v0, vm−N}u.
So, for any 0 ≤ m ≤ N +M − 1 we can evaluate the Poisson bracket of {v0, vm}u in terms
of v0, v1, . . . , vN+M−1 by using the recurrence
{v0, vm}u =
{
cmv0vm, 0 ≤ m ≤ N − 1,
cmv0vm + cmα
v0
vm−N
+ α
v2
m−N
{v0, vm−N}u, N ≤ m ≤ N +M − 1,
(39)
where
cm =


M−1∑
i=0
m+M−1∑
j=m
aj−i, 0 < m ≤ N − 1,
−
M−1∑
i=0
m−1∑
j=m−N
aj−i, N ≤ m ≤ N +M − 1.
(40)
Additionally, we define c−m = −cm, for 0 ≤ m ≤ N +M − 1.
Now, by considering the Poisson property of the map ϕˆ1 we can prove the following
lemma.
Lemma 4.3. For 0 < m ≤ N +M−1, the coefficients cm defined by (40) with cm = −c−m
satisfy the equations
cm = −cN+M−m = −cm−N = −cm−M . (41)
The proof appears in Appendix B. This lemma leads to a closed-form expression for the
Poisson brackets {vi, vj}u purely in terms of the variables v0, v1, . . . , vN+M−1, determined
by the coefficients cm, so that the bracket {, }u lifts to a bracket on C
N+M for the vi,
denoted {, }1 and given by (33).
To see how this comes about, note that for N < m < N +M , we have 0 < m− N <
M < N , so from (39)
{v0, vm}u = cmv0vm + cmα
v0
vm−N
+ cm−Nα
v0
vm−N
and from Lemma 4.3, {v0, vm}u = cmv0vm. Furthermore, {v0, vN}u = cNv0vN + cNα and
{v0, vm}u = cmv0vm, for 0 < m < N . So, since ϕˆ1 is a Poisson map and ϕˆ
∗
1vi = vi+1, the
bracket {, }u lifts to a bracket (33) of the form for the vi. Moreover, by construction (3.1)
is a Poisson map with respect to {, }1, which proves the first part of Theorem 4.2, except
that it remains to show that the coefficients ck are given by (35), up to rescaling by an
arbitrary constant. In due course we shall see that the latter follows from (41).
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4.1.2 Second Poisson bracket
Now, for coprime N > M with N +M odd, we consider the second U-system (32), with
periodic coefficients β ′m+N = β
′
m, that corresponds to the discrete Hirota reduction (22).
The map ϕˆ2 : C
M+N−1 → CM+N−1, given by
ϕˆ2 : (u
′
0, . . . , u
′
N+M−2) 7→
(
u′1, . . . , u
′
N+M−2,
β ′mu
′
Mu
′
M+1 . . . u
′
N−1 + α
(u′0u
′
1 . . . u
′
N+M−2)(u
′
Mu
′
M+1 . . . u
′
N−1)
)
is symplectic, with the associated nondegenerate log-canonical Poisson bracket of the form
(17). It turns out that the coefficients of this bracket for ϕˆ2 are the same as for (this is
proved in Appendix A), but to distinguish between the coordinates for the two different
U-systems we denote the bracket for ϕˆ2 by { , }u′. In this case, the quantities vm =
u′mu
′
m+1 . . . u
′
m+N−1 satisfy the KdV periodic reduction (19). From the second U -system
we can wite
vm = u
′
mu
′
m+1 . . . u
′
m+N−1, for 0 ≤ m ≤M − 1,
vM+k =
β ′k
u′ku
′
k+1 . . . u
′
k+M−1
+
α
u′kuk′+1 . . . uk′+N−1
, for 0 ≤ k ≤ N − 1,
and by setting u′ku
′
k+1 . . . u
′
k+N−1 = vk, we derive
vm =
{
u′mu
′
m+1 . . . u
′
m+N−1, 0 ≤ m ≤M − 1,
β′m−M
u′
m−M
u′
m−M+1
...u′m−1
+ α
vm−M
, M ≤ m ≤ N +M − 1.
(42)
As before, we evaluate the Poisson brackets {v0, vm}u′ , for 0 < m ≤ N +M − 1. After
some calculations we arrive at
{v0, vm}u′ =
{
dmv0vm, 0 < m ≤M − 1,
dmv0vm − dmα
v0
vm−M
− α
v2
m−M
{v0, vm−M}u′, M ≤ m ≤ N +M − 1,
(43)
where
dm =


N−1∑
i=0
m+N−1∑
j=m
aj−i, 0 < m ≤M − 1,
−
N−1∑
i=0
m−1∑
j=m−M
aj−i, M ≤ m ≤ N +M − 1.
(44)
Additionally, we define d−m = −dm, for 0 ≤ m ≤ N +M − 1.
Lemma 4.4. For 0 < m ≤ N+M−1, the coefficients dm defined by (44) with dm = −d−m
satisfy the equations as for cm in Lemma 4.3, that is
dm = −dN+M−m = −dm−N = −dm−M . (45)
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The proof of this lemma appears in Appendix C.
Similarly to the result of Lemma 4.3, the latter result allows the brackets {vi, vj}u′ to
be written as closed form expressions in terms of vi only, determined by the coefficients
dm, so that the bracket {, }u′ lifts to a bracket on C
N+M , denoted {, }2 and given by (34).
To see this, observe that for M < m < 2M , we have 0 < m−M < M , so from (43)
{v0, vm}u′ = dmv0vm − dmα
v0
vm−M
− dm−Mα
v0
vm−M
and from lemma 4.4 we derive {v0, vm}u′ = dmv0vm. Similarly, by induction we can show
that
{v0, vm}u′ = dmv0vm,
for any m with 0 < kM < m < (k + 1)M < N +M .
Moreover, (43) implies
{v0, vM}u′ = dMv0vM − dMα.
So we obtain
{v0, v2M}u′ = d2Mv0v2M − d2Mα
v0
vM
−
α
v2M
(dMv0vM − dMα) = d2Mv0v2M + dM
α2
v2M
,
where in the last equality we used that dM = −d2M from Lemma 4.4, and by induction we
can show that for k > 1,
{v0, vkM}u′ = dkMv0vkM +
dM(−α)
k
v2Mv
2
2M . . . v
2
(k−1)M
.
Finally, we have obtained explicit expressions for {v0, vm}u′, in terms of the vi only, for
0 ≤ m ≤ N +M − 1, and then the fact that ϕˆ2 is a Poisson map with ϕˆ
∗
2vi = vi+1 yields
the required formulae for the bracket (34), and completes the next part of the proof of
Theorem 4.2, apart from showing that (up to an overall constant), the coefficients dk must
have the form (35). Furthermore, it remains to prove that the brackets {, }1 and {, }2 are
compatible. These points are addressed in the next subsection.
4.1.3 Coefficients and compatibility
So far we have proved that the map φ corresponding to a lattice KdV reduction, given by
(37), is Poisson with respect to the Poisson brackets { , }1 and { , }2 in (33) and (34),
with coefficients cm = −c−m, dm = −d−m defined by (40) and (44), respectively, and these
two sets of coefficients satisfy the same conditions, namely (41), or equivalently (45). We
now show that the latter conditions uniquely determine the coefficients in the form (35)
with (36), up to an overall constant.
Lemma 4.5. If cm satisfies the conditions (41) and cm = −c−m for 0 < m ≤ N +M − 1,
then ck = (−1)
hkc, for k = 1, . . . , N +M − 1, where c is an arbitrary constant and hk is
given by (36).
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Proof. We set cM = −c, where c is an arbitrary constant. From the conditions (41),
we have that c(i+1)M = −ciM . Hence, ciM = (−1)
ic, for any integer i ≥ 1, such that
1 ≤ iM ≤ N +M − 1. Furthermore, from (41) we derive that ciM−(j−1)N = −ciM−jN .
Therefore,
ciM−jN = (−1)
jciM = (−1)
j(−1)ic = (−1)i+jc, (46)
for j ≥ 1, with 1 ≤ iM−jN ≤ N+M−1. Now, let us consider an integer k ∈ [1, N+M−1]
and hk =
k
M
mod (N + M). That is Mhk − k = ℓ(N + M), for some integer ℓ. So,
k = (hk − ℓ)M − ℓN and from (46) we conclude that ck = (−1)
hk−ℓ+ℓc = (−1)hkc.
The coefficients dm of the second Poisson satisfy the same conditions (Lemma 4.4).
Hence, dk = (−1)
hkc, for k = 1, . . . , N +M − 1, where d is an arbitrary constant and hk
is given by (36). By choosing c = d = 1, we derive the Poisson brackets of Theorem 4.2.
It remains to show the compatibility of the two Poisson brackets. To see this, consider
{., .}3 = {., .}1 − {., .}2.
Then, for 0 ≤ i < j ≤ N +M − 1, from (33) and (34) together with (35) we derive that
{vi, vj}3 =


(−α)k
∏k−1
l=1 v
−2
lM+i, j − i = kM,
α, j − i = N,
0, otherwise.
(47)
This is a Poisson bracket that coincides (under the transformation vi 7→
1
v1
and by inserting
the parameter α) with the one that is derived from the Lagrangian structure of the lattice
KdV equation in [11]. Therefore, any linear combination λ1{., .}1 + λ2{., .}2 satisfies the
Jacobi identity and so defines a Poisson bracket.
An example of the aforementioned bi-Hamiltonian formalism appears in [14], where
the case N = 3, M = 2 is presented in detail and Liouville integrability is proved for the
corresponding lattice KdV reduction and U-systems.
5 Liouville integrability
In this section we will prove the Liouville integrability of the (N,M) KdV periodic reduc-
tions in the case of coprime N,M with N > M and N +M odd.
5.1 Monodromy matrix refactorization
As stated in section 3.1, the integrals of the Poisson map (3.1) are derived from the trace
of the monodromy matrix (29). Let us now consider the matrix
L˜(g, λ) =
(
g λ
1 0
)
. (48)
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We notice that
M(vj)L(vi, vj) = L˜(vj, λ− α)L˜(vi, λ)
and
L(vi, vj) = L˜(vi − α/vj, λ).
Therefore, the monodromy matrix M =M(λ) in (29) can be rewritten as
M =
M−1∏
i=0
L˜(vri+N , λ−α)L˜(vri+N−M , λ)L˜(vri+N−2M−α/vri+N−M , λ) · · · L˜(vri+1−α/vri+1+M , λ).
This form of the monodromy matrix motivates us to consider a new set of variables that
we present below.
5.2 A new set of coordinates
We consider the variables gi, i = 0, . . . vN+M−1, defined by
gi =
{
vi, for N −M ≤ i ≤ N +M − 1,
vi −
α
vi+M
, for 0 ≤ i ≤ N −M − 1.
(49)
In these new variables the monodoromy matrix (29) can be written as
M(λ) =
M−1∏
i=0
L˜(gri+N , λ− α)L˜(gri+N−M , λ)L˜(gri+N−2M , λ) · · · L˜(gri+1, λ) (50)
and the (N,M) KdV periodic reduction as
φ˜ = f ◦ φ ◦ f−1,
where φ is the map (37) and f : CN+M → CN+M is the birational change of coordinates
f(v0, v1, . . . , vN+M−1) := (g0, g1, . . . , gN+M−1).
The explicit form of the map φ˜ is
φ˜(g0, . . . , gN+M−1) = (51)(
g1, g2, . . . , gN−M−1, gN−M −
α
gN
, gN−M+1, gN−M+2, . . . , gN+M−1, g0 +
α
gN
)
.
We can also express the three invariant (compatible) Poisson brackets of the (N,M)
periodic reduction that were presented in the previous section in terms of the g-variables.
The pushforward of the Poisson bracket (47) by the function f implies the following Poisson
bracket in g-variables (we use the same symbol { , }3 for this bracket as well)
{gi, gj}3 =


−α, j − i =M,
α, j − i = N,
0, otherwise,
(52)
for 0 ≤ i < j ≤ N +M − 1. This bracket is invariant under the map φ˜.
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Remark 5.1. The g-variables that we introduced here are not the same with the g-variables
that appear in [11] for the (N, 1) periodic reductions of the lattice KdV equation.
5.3 Connection with the dressing chain and integrability
We now consider, for any K odd, the system of ordinary differential equations
h˙i = −hi(hi+1 − hi+2 + hi+3 − · · · − hi+K−1) + bi − bi+1, (53)
where the indices are considered modulo K, labelled 1, . . . , K. This system was introduced
by Veselov and Shabat in [27] from the dressing chain for Schro¨dinger operators, and they
proved that this is a Liouville integrable Hamiltonian system.
Proposition 5.2. The integrals of the dressing chain (53) are given by the trace of the
monodromy matrix
K(λ) = L˜(hK , ζK)L˜(hK−1, ζK−1) · · · L˜(h1, ζ1), (54)
where L˜ is the matrix (48) and ζi = bi − λ.
Proof. The trace of K(λ) is
trK(λ) =
K∏
i=1
(
1 + ζi+1
∂2
∂hi∂hi+1
) K∏
i=1
hi, (55)
and this formula coincides with the trace formula of the (different) monodromy that is
given by Veselov, Shabat in [27]. Equation (55) is obtained by a corresponding trace
formula in Lemma 4.3 of [15] for the product
∏p
i=1 Ti, where Ti = (PL(gi, λi)P
−1)T , with
P =
(
0 1
1 0
)
.
According to [27], the integrals of the dressing chain are pairwise in involution with
respect to the Poisson bracket
{hi, hj} =


−1, j − i = 1,
1, j − i = K − 1,
0, otherwise,
(56)
for 0 ≤ i < j ≤ K. This Poisson structure has rankK−1 and the function h1+h2+· · ·+hK
(the coefficient of the highest degree term of the polynomial (55)) is a Casimir function.
Next, we set K = N +M and we change the hi variables of the dressing chain to gj
variables by setting
(h1, h2, h3 . . . , hN+M) = (g0, g1, g2, . . . , grM−1), (57)
where
gi = (grM−i , grM−i+M , grM−i+2M , grM−i+3M , ..., grM−i−1+N ).
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Lemma 5.3. Under the change of variables (57), the integrals of the map (51) coincide
with the integrals of the dressing chain (53) for K = N +M and a particular choice of the
parameters b1, . . . , bK.
Proof. We consider bi = −α, if hi = gri+N according to (57), and the rest of the parameters
bj being zero. Then, by comparing (50) with (54) under (57) we conclude that M(λ) =
K(−λ). Therefore, the coefficients of the polynomials trMg(λ) and trK(λ) coincide up to
a sign.
Now, we can prove the complete integrability of the map (51) and subsequently of the
lattice KdV periodic reductions in the odd case.
Theorem 5.4. For any coprime N,M , with N > M > 1 and N +M odd, the (N,M)
periodic reduction of lattice KdV given by the map φ in (37) is Liouville integrable.
Proof. It suffices to show that the map φ˜ (51) is Liouville integrable. We have already
proved that this map is Poisson with respect to the Poisson bracket (52). By considering
the change of variables (57) we observe that, in terms of the bracket (56),
{hi, hj}3 = α{hi, hj}.
That means that the map η : CN+M → CN+M , with
η(g0, g1, . . . , gN+M−1) := (h1, h2, . . . , hN+M)
is a Poisson map. Now, we consider the map (51) in the h-variables, given by conjugation
η ◦ φ˜ ◦ η−1. By construction, the latter map is a Poisson map with respect to the bracket
(56). Furthermore, by Lemma 5.3 and by the Liouville integrability of the dressing chain
we conclude that this map is Liouville integrable and consequently the map φ˜ is Liouville
integrable as well, as is φ which is conjugate to it by a birational transformation.
Remark 5.5. In a similar way we can express the first two Poisson brackets (33) and (34)
in g-variables by (49) and consequently in h-variables by (57). The induced compatible
Poisson structures in h-variables agree with the bi-Hamiltonian formulation presented in
[27] (see also [4], where a relation of the dressing chain with integrable deformations of
the Bogoyavlenskij-Itoh systems is established). Likewise, if we denote by Π2 and Π3 the
Poisson bivectors of (34) and (47) respectively, then it can be shown that
(Π2 +
λ
α
Π3)
#(d trM(λ)) = 0.
Furthermore, we remark that the case of (N, 1) periodic reductions, for N even, can be
treated in the same way. In this case by just setting hi = gi−1, for i = 1, . . . , N + 1, we
obtain the equivalent dressing chain system with b1 = b2 = . . . bn = 0 and bN+1 = −α.
Since the brackets {, }1 and {, }2 were obtained by lifting the log-canonical brackets
of the form (17) for the U-systems, the commuting first integrals for the map φ can be
rewritten in terms of the variables uj and the parameters α, β so they provide commuting
integrals for the U-systems, leding to the following.
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Corollary 5.6. The maps ϕˆ1, ϕˆ2 in C
N+M−1 that correspond to the U-systems (6) and
(7) are Liouville integrable.
Remark 5.7. A careful counting shows that φ has one more integral than is necessary
for the U-systems. It turns out that the Casimir of {, }1 or {, }2 is the extra integral, and
becomes a trivial function of the parameters when rewritten in the U-system variables. For
explicit examples of this see [14].
5.4 Poisson bracket on the space of monodromy matrices
A direct calculation shows that for M +N odd the monodromy matrix can be written as
M(λ) =
(
P (λ) Q(λ)
R(λ) S(λ)
)
, Q(λ) = λQ∗(λ), S(λ) = λS∗(λ), (58)
where P has degree g¯ = (M +N − 1)/2, Q∗ is monic of degree g¯, R is monic of degree g¯,
and S∗ has degree g¯ − 1. For the second Poisson bracket {, }2, the entries of M satisfy a
quadratic Poisson algebra, defined by
{R(λ), ν−1S(ν)}2 =
R(λ)S(ν)−R(ν)S(λ)
λ− ν
,
{λ−1Q(λ), ν−1P (ν)}2 =
λ−1Q(λ)P (ν)− ν−1Q(ν)P (λ)
λ− ν
,
{λ−1Q(λ), ν−1S(ν)}2 = −
λ−1Q(λ)S(ν)− ν−1Q(ν)S(λ)
λ− ν
,
{R(λ), ν−1P (ν)}2 = −
R(λ)P (ν)−R(ν)P (λ)
λ− ν
,
{λ−1Q(λ), R(ν)}2 =
S(λ)P (ν)− S(ν)P (λ)
λ− ν
,
{λ−1P (λ), ν−1S(ν)}2 = −
λ−1Q(λ)R(ν)− ν−1Q(ν)R(λ)
λ− ν
,
together with
{P (λ), P (ν)}2 = {Q(λ), Q(ν)}2 = {R(λ), R(ν)}2 = {S(λ), S(ν)}2 = 0,
so that the coefficients of the polynomial P all Poisson commute with one another, and
the same is true for the coefficients of the polynomials Q,R, S.
If we write
Q∗ =
g¯∏
i=1
(λ− λi), =
g¯∏
i=1
(λ− ζi),
and set
νi = S(λi). ηi = P (ζi),
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then from the spectral curve (28) written as
ν2 − (P (λ) + S(λ)) ν + P (λ)S(λ)−Q(λ)R(λ) = 0,
which is hyperelliptic and of genus g¯, we see that
pj = (λj , νj), p˜j = (ζj, ηj), j = 1, . . . , g¯
are points on the curve. The poles and zeros of function
Q(λ)
ν − P (λ)
=
ν − S(λ)
R(λ)
give the linear equivalence of divisors
(0, 0) +
g¯∑
j=1
pj ∼ (∞,∞) +
g¯∑
j=1
p˜j.
Moreover, the brackets for the monodromy matrix imply that the coordinates of these
points (or rather, their logarithms) provide two sets of canonically conjugate variables on
the phase space:
{λi, νj} = λiνiδij , {ζi, ηj} = ζiηiδij ,
with {λi, λj} = 0 = {νi, νj}, {ζi, ζj} = 0 = {ηi, ηj}.
It is known that the algebro-geometric solutions of the discrete Hirota equation are
given in terms of the Fay trisecant identity for an arbitrary algebraic curve [26]. It would
be interesting to use the above spectral coordinates on the hyperelliptic curves (28) to
derive explicit formulae for the solutions of the iterated maps corresponding to the lattice
KdV travelling wave reductions, as has been done for solutions of the discrete potential
KdV equation in [28].
6 The even case
We will now investigate the case when N ,M are odd and coprime. The situation in this case
is different than before because the corresponding U -systems cannot provide an invariant
Poisson structure for the KdV periodic reductions. However, they can do it for a third
map that is one dimension higher than the associated U -systems and one dimension lower
than the KdV map. The Liouville integrability of the latter map ensures the integrability
of the U -systems and of the KdV periodic reductions.
For N,M odd and coprime we consider the Hirota reductions with periodic coefficients
(21) and (22):
τm+2N+Mτm = βmτm+N+Mτm+N − ατm+2Nτm+M , βm+M = βm,
τm+2M+Nτm = β
′
mτm+N+Mτm+M + ατm+2Mτm+N , β
′
m+N = β
′
m.
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The corresponding U -systems
umum+2 . . . um+N+M−2 = βm − αum+Mum+M+2 . . . um+N−2, βm+M = βm, (59)
u′mu
′
m+2 . . . u
′
m+N+M−2 = β
′
m +
α
u′m+Mu
′
m+M+2 . . . u
′
m+N−2
, β ′m+N = β
′
m (60)
are obtained by considering
um =
τmτm+N+2
τm+2τm+N
, u′m =
τmτm+M+2
τm+2τm+M
,
respectively. On the other hand, the substitution vm =
τmτm+N+M
τm+Mτm+N
leads to the KdV periodic
reduction (19),
vm+N+M − vm = α(
1
vm+N
−
1
vm+M
).
From the above substitutions it is not hard to derive that the U -systems variables and the
KdV variables satisfy
vmvm+1 = umum+1 . . . um+M−1 = u
′
mu
′
m+1 . . . u
′
m+N−1.
Next, we consider a new set of variables by setting wm = vmvm+1 and we prove the following
proposition.
Proposition 6.1. Let N,M be odd and co-prime. If wm, vm, um, u
′
m satisfy
wm = vmvm+1 = umum+1 . . . um+M−1 = u
′
mu
′
m+1 . . . u
′
m+N−1, (61)
then the following statements are equivalent:
(i) vm satisfies the (N,M) KdV periodic reduction (19)
(ii) um satisfies the U-system (59)
(iii) u′m satisfies the U-system (60)
(iv) wm satisfies the recurrence
N+M−2
2∏
i=0
wm+2i+1−
N+M−2
2∏
i=0
wm+2i = α(
N−3
2∏
i=0
wm+2i+1
M−3
2∏
i=0
wm+2i+N+1−
M−3
2∏
i=0
wm+2i+1
N−3
2∏
i=0
wm+2i+M+1)
(62)
Proof. From (61) we obtain
um
um+M
=
u′m
u′m+N
=
vm
vm+2
, (63)
and
M−1∏
i=0
um+2i = vmvm+M ,
N−1∏
i=0
u′m+2i = vmvm+N . (64)
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The first U -system (59) can be written as
(umum+2 . . . um+2M−2)
um+2Mum+2M+2 . . . um+N+M−2
um+Mum+M+2 . . . um+N−2
+ α =
βm
um+Mum+M+2 . . . um+N−2
and from (63-64) as
vmvm+M
vm+N
vm+M
+ α =
βm
um+Mum+M+2 . . . um+N−2
.
By the periodicity condition βm = βm+M we get
vmvm+N + α =
βm+M
um+Mum+M+2 . . . um+N−2
= um+Num+N+2 . . . um+N+2M−2 + α
um+2Mum+2M+2 . . . um+M+N−2
um+Mum+M+2 . . . um+N−2
= vm+Nvm+N+M + α
vm+N
vm+M
(by using (63-64) in the last equality), which implies the KdV reduction (19). Conversely,
(19) implies βm = βm+M , for βm = umum+2 . . . um+N+M−2 + αum+Mum+M+2 . . . um+N−2.
The second U -system (60) can be written as
u′mu
′
m+2 . . . u
′
m+2N−2−
αu′m+N+Mu
′
m+N+M+2 . . . u
′
m+2N−2
u′m+Mu
′
m+M+2 . . . u
′
m+N−2
= β ′mu
′
m+N+Mu
′
m+N+M+2 . . . u
′
m+2N−2.
By (63-64) and the periodicity condition β ′m = β
′
m+N we derive
vmvm+N − α
vm+N
vm+M
= β ′mu
′
m+N+Mu
′
m+N+M+2 . . . u
′
m+2N−2
= β ′m+Nu
′
m+N+Mu
′
m+N+M+2 . . . u
′
m+2N−2
= (u′m+Mu
′
m+M+2 . . . u
′
m+N−2)(u
′
m+Nu
′
m+N+2 . . . u
′
m+2N+M−2)
·
u′m+N+Mu
′
m+N+M+2 . . . u
′
m+2N−2
u′m+Mu
′
m+M+2 . . . u
′
m+N−2
− α = vm+N+Mvm+N − α
and conversely from (19) we conclude that β ′m = β
′
m+N for
β ′m = u
′
mu
′
m+2 . . . u
′
m+N+M−2 −
α
u′m+Mu
′
m+M+2 . . . u
′
m+N−2
.
Finally, (19) is equivalent to
N+M−1∏
i=0
vm+i+1 −
N+M−1∏
i=0
vm+i = α(
∏N+M−1
i=1 vm+i
vm+N
−
∏N+M−1
i=1 vm+i+1
vm+M
),
which up to (61) is equivalent to (62).
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We claim that in this case the corresponding map of the recurrence (62) inherits bi-
Poisson structure and it is Liouville integrable. We will demonstrate this in the following
example for N = 5 and M = 3.
Remark 6.2. In the case of M = 1, (61) implies that ωm = um, i.e. recurrence (62)
coincides with the U-system (59) that corresponds to the Hirota reduction (21). Therefore,
U-system (59) inherits a bi-Poisson structure which proves the integrability of these cases.
The integrability of KdV reductions with M = 1 has been proved in [11], using the
observation that these reductions are given in terms of a tau function that satisfies the
bilinear recurrence relation of the form (22) (for M = 1) and a Poisson structure derived
by the Lagrangian formulation of the reduced maps. The results in this work extend this
observation to the general (N,M) KdV reductions, and shows that in each case there are
actually two different bilinear equations involved ((21) and (22)) which provide the two
compatible Poisson structures.
6.1 A Periodic KdV reduction of order 8
We consider the case of N = 5, M = 3. The two bilinear equations in this case are
τm+13τm = βmτm+8τm+5 − ατm+10τm+3, βm+3 = βm, (65)
τm+11τm = β
′
mτm+8τm+3 + ατm+6τm+5, β
′
m+5 = β
′
m. (66)
For um =
τmτm+7
τm+2τm+5
, u′m =
τmτm+5
τm+2τm+3
, we obtain the corresponding U -systems
umum+2um+4um+6 = βm − αum+3, βm+3 = βm, (67)
u′mu
′
m+2u
′
m+4u
′
m+6 = β
′
m +
α
u′m+3
, β ′m+N = β
′
m (68)
and for vm =
τmτm+8
τm+5τm+3
the (5, 3) reduction of the lattice KdV equation
vm+8 − vm = α(
1
vm+5
−
1
vm+3
). (69)
Furthermore, by setting
wm = vmvm+1 = umum+1um+2 = u
′
mu
′
m+1u
′
m+2u
′
m+3u
′
m+4, (70)
we derive the recurrence
wm+4wm+6(wmwm+2 − αwm+1) = wm+1wm+3(wm+5wm+7 − αwm+6). (71)
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We will denote by φ
(i)
m , i = 1, 2 the associated maps with the U -systems and by φv, φw the
maps that correspond to the recurrences (69) and (62) respectively, that is
φ(1)m (u0, u1, u2, u3, u4, u5) = (u1, u2, u3, u4, u5,
βm − αu3
u0u2u4
),
φ(2)m (u
′
0, u
′
1, u
′
2, u
′
3, u
′
4, u
′
5) = (u
′
1, u
′
2, u
′
3, u
′
4, u
′
5,
α + β ′mu
′
3
u′0u
′
2u
′
3u
′
4
),
φv(v0, v1, v2, v3, v4, v5, v6, v7) = (v1, v2, v3, v4, v5, v6, v7, v0 + α(
1
v5
−
1
v3
)),
φw(w0, w1, w2, w3, w4, w5, w6) = (w1, w2, w3, w4, w5, w6, w6
αw1(w3 − w4) + w0w2w4
w1w3w5
).
6.1.1 Compatible Poisson structures
The maps φ
(1)
m , φ
(2)
m associated with the U -systems are symplectic with respect to the
symplectic structure specified by the Poisson brackets
{ui, ui+3}1 = uiui+3, {ui, ui+5}1 = −uiui+5, {ui, ui+j}1 = 0, for j = 1, 2, 4, (72)
{u′i, u
′
i+3}2 = u
′
iu
′
i+3, {u
′
i, u
′
i+5}2 = −u
′
iu
′
i+5, {u
′
i, u
′
i+j}1 = 0, for j = 1, 2, 4. (73)
We will show that these Poisson structures for the U -systems give rise to two different
Poisson structures for (71).
First, by considering wm = umum+1um+2 and the recurrence (67), we can write the w
variables of the map φw as
w0 = u0u1u2, w1 = u1u2u3, w2 = u2u3u4, w3 = u3u4u5, (74)
w4 =
(β0 − αu3)u5
u0u2
, w5 =
(β0 − αu3)(β1 − αu4)
u0u1u2u3u4
, w6 =
(β1 − αu4)(β2 − αu5)
u1u2u3u4u5
.
Now, we can evaluate the Poisson brackets {wi.wj}1 from (72) and (74) to derive
{wi, wi+1}1 = wiwi+1, {wi, wi+2}1 = 2wiwi+2, {wi, wi+3}1 = 2wiwi+3, (75)
{wi, wi+4}1 = −
αwi+1wi+3
wi+2
, {wi, wi+5}1 = −2wiwi+5 − α(
wiwi+2wi+4
wi+1wi+3
+
wi+1wi+3wi+5
wi+2wi+4
),
{wi, wi+6}1 = −2wiwi+6 − α
wiwi+2wi+4wi+6
wi+1wi+3wi+5
.
Furthermore, by setting wm = u
′
mu
′
m+1u
′
m+2u
′
m+3u
′
m+4, from (68), we obtain
w0 = u
′
0u
′
1u
′
2u
′
3u
′
4, w1 = u
′
1u
′
2u
′
3u
′
4u
′
5, (76)
w2 = (α + β
′
0u
′
3)
w1
w0
, w3 = (α + β
′
1u
′
4)
w2
w1
, w4 = (α + β
′
2u
′
5)
w3
w2
,
w5 = (α +
β ′3(α+ β
′
0u
′
3)
u′0u
′
2u
′
3u
′
4
)
w4
w3
, w6 = (α +
β ′4(α+ β
′
1u
′
4)
u′1u
′
3u
′
4u
′
5
)
w5
w4
.
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Similarly, from (73) and (76) we evaluate the brackets {wi.wj}2 in terms of the w variables
that gives
{wi, wi+1}2 = wiwi+1, {wi, wi+2}2 = −αwi+1 + 2wiwi+2, (77)
{wi, wi+3}2 = 2wiwi+3 − α(
wiwi+2
wi+1
+
wi+1wi+3
wi+2
),
{wi, wi+4}2 = −
αwiwi+2wi+4
wi+1wi+3
, {wi, wi+5}1 = −2wiwi+5 +
α2wi+1wi+4
wi+2wi+3
,
{wi, wi+6}2 = −2wiwi+6 + α
2(
wiwi+2wi+5
wi+1wi+3wi+4
+
wi+1wi+4wi+6
wi+2wi+3wi+5
).
Proposition 6.3. The brackets (75), (77) define two compatible Poisson brackets on C7
(with coordinates {w0, . . . , w6}) and the birational map φw : C
7 → C7 that corresponds to
the recurrence (71) preserves both of them.
Proof. From the construction of (75) and (77), it follows directly that they are Poisson
brackets. Furthermore, the bracket { , }w3 = { , }1 − { , }2 satisfies the Jacobi identity,
so (75) and (77) are compatible. Finally, the preservation of these brackets under the map
φw follows from the preservation of the Poisson brackets (72) and (73) under the maps φ
(1)
m
and φ
(2)
m respectively.
6.1.2 Monodromy matrix and integrability
The monodromy matrix in terms of the KdV coordinates is derived by (29) for N = 5,
M = 3 and it reads
M =M(v5)L(v2, v5)M(v7)L(v4, v7)L(v1, v4)M(v6)L(v3, v6)L(v0, v3), (78)
where L(vi, vj) and M(vi) are given by (24). The trace of the Monodromy matrix can be
written as
trMv = 2λ
4 + I3λ
3 + I2λ
2 + I1λ+ I0,
where I0, I1, I2, I3 are functionally independent first integrals of the map φv. From these
integrals, by considering the substitution (70), we obtain four integrals for the map φw.
Let us denote them by I˜0, I˜1, I˜2, I˜3 respectively.
Proposition 6.4. The map φw : C
7 → C7,
φw(w0, w1, . . . , w5, w6) = (w1, w2, . . . , w6, w6
αw1(w3 − w4) + w0w2w4
w1w3w5
)
is Liouville integrable.
Proof. The rank of the Poisson brackets (75) and (77) is six. Furthermore, the integrals
I˜0, I˜1, I˜2, I˜3 are functionally independent and pairwise in involution with respect to both
Poisson brackets.
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The function
C1 = I˜0 + αI˜1 + α
2I˜2 + α
3I˜3 + 2α
4
=
(αw1w3 + w0w2w4)(αw2w4 + w1w3w5)(αw3w5 + w2w4w6)
w1w2w3w4w5
is a Casimir function for the Poisson bracket (75), while the function
C2 = −I˜0 =
1
w3
4∏
i=0
(α−
wiwi+2
wi+1
)
is a Casimir function for the Poisson bracket (77).
The integrability of the map φv : C
8 7→ C8, that corresponds to the (5, 3) KdV periodic
reduction, follows from the integrability of the map φw. In particular, let us consider the
Poisson bracket
{vi, vj}
v
3 =


−α, j − i = 3,
α, j − i = 5,
α2
v2
3+i
, j − i = 6,
0, otherwise.
for 0 ≤ i < j ≤ 7. This Poisson bracket coincides with the bracket (47) for N = 5 and
M = 3. Now, we can see directly that the pushforward of the Poisson bracket { , }v3 by
the map πv : C
8 → C7,
πv(v0, . . . v7) = (w0, . . . , w6), wj = vjvj+1,
yields the Poisson bracket { , }w3 = { , }1−{ , }2, where { , }1, { , }2 are the brackets (75)
and (77) respectively. In other words, the map πv : (C
8, { , }v3)→ (C
7, { , }w3 ) is a Poisson
map. Therefore, the involution of the integrals I˜i, i = 0, . . . , 3, implies the involution of
the KdV integrals Ii = I˜i ◦ πv. Furthermore, φv is a Poisson map with respect to { , }
v
3.
Hence, we conclude that φv is Liouville integrable as well. With similar arguments we can
prove the Liouville integrability of the U-systems (59) and (60).
7 Conclusions
Plane wave type reductions of the discrete Hirota equation are associated with periodic
reductions of integrable lattice equation. In this work, we focussed on a particular class
of Hirota reductions associated with the (N,M) periodic reductions of the lattice KdV
equation and we studied the integrability of the induced ordinary difference equations
using the properties of the underlying cluster algebra structure. We developed various
integrability aspects of the corresponding maps, including invariant Poisson structures, a
bi-hamiltonian formalism, a refactorization of the monodromy matrices and a connection
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with the integrals of the dressing chain. In this way, we managed to prove the Liouville
integrability of all lattice KdV periodic reductions and of the corresponding U -systems
when N +M is odd. The even case turned out to be more complicated. In this case the
integrability can be justified by the integrability of a different map (one dimension lower
than the KdV map) that inherits two compatible Poisson structures. We demonstrated
this through an example for N = 5 and M = 3 and we aim to give a full proof in the
future. In a similar framework we are motivated to study different families of discrete
Hirota reductions associated with various integrable lattice equations.
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A Poisson brackets for U-systems
In this appendix, we give a proof of Theorem 2.2, and further give a precise description
of the nondegenerate Poisson brackets for the U-systems in Proposition 2.1. The fact that
these U-systems are symplectic when N and M are coprime follows from a computation of
the rank of the exchange matrix B associated with one of the T-systems (4) and (5).
In order to illustrate the proof, we consider the B matrix for the T-system for (4) in
the case N = 4, M = 3, which is the 11× 11 matrix
B =


0 0 0 1 −1 0 0 −1 1 0 0
0 0 0 0 1 −1 0 0 −1 1 0
0 0 0 0 0 1 −1 0 0 −1 1
−1 0 0 0 1 0 1 0 0 0 −1
1 −1 0 −1 0 1 0 1 −1 0 0
0 1 −1 0 −1 0 1 0 1 −1 0
0 0 1 −1 0 −1 0 1 0 1 −1
1 0 0 0 −1 0 −1 0 0 0 1
−1 1 0 0 1 −1 0 0 0 0 0
0 −1 1 0 0 1 −1 0 0 0 0
0 0 −1 1 0 0 1 −1 0 0 0


. (79)
In this case, B has rank 6, and according to Proposition 3.9 in [12], imB has a palindromic
basis of integer vectors, unique up to fixing an overall sign. This basis is obtained by
starting from the vector
w1 = (1,−1, 0, 0,−1, 1, 0, 0, 0, 0, 0)
T ∈ Z11,
and then repeatedly applying the shift operator s, which shifts the non-zero entries of any
vector so that
w2 = s(w1) = (0, 1,−1, 0, 0,−1, 1, 0, 0, 0, 0)
T ,
and so on, up to
w6 = s
5(w1) = (0, 0, 0, 0, 0, 1,−1, 0, 0,−1, 1)
T .
Letting rj denote the jth row of B, we see that the first and last three rows are given by
rT1 = w4, r
T
2 = w5, r
T
3 = w6, r
T
9 = −w1, r
T
10 = −w2, r
T
11 = −w3,
while the middle three rows are written in terms of the basis as
rT5 = w1 −w4, r
T
6 = w2 −w5, r
T
7 = w3 −w6,
and the the remaining rows on either side of these are given by
rT4 = −(w1 +w2 +w3 +w4 +w5 +w6), r
T
8 = w1 +w2 +w3 +w4 +w5 +w6.
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By direct calculations using the conditions (11) on the entries (Bij), these formulae gener-
alize to the exchange matrices of all the T-systems (4), of size 2N +M , which are obtained
by starting from the first row with 1 in entries M + 1 and 2N + 1, −1 in entries N + 1
and M +N + 1, and all other entries zero, and then recursively obtaining the subsequent
rows from the conditions (11). Similar calculations apply to the exchange matrices of all
the T-systems (5), of size 2M +N .
Lemma A.1. For N +M odd, the rows of the exchange matrix B of size 2N +M for the
T-system (4) are given by
rTk = s
M+k−1(v), rT2N+k = −s
k−1(v), rTN+k = s
k−1(v′), for k = 1, . . . ,M,
rTM+k = −s
k−1(v′′) = −rTN+M+k, for k = 1, . . . , N −M,
with
v =
N−M∑
j=1
wj , v
′ =
M∑
j=1
wj −wN−M+j, v
′′ =
2M∑
j=1
wj ,
where the vectors wj = s
j−1(w1), j = 1, . . . , N +M − 1 are the shifts of the vector w1
with 1 in entries 1 and and N + 2, −1 in entries 2 and N + 1, and all other entries zero.
Similarly, the rows of the exchange matrix B of size 2M + N for the T-system (5) are
given by
rTk = s
M+k−1(v), rTN+M+k = −s
k−1(v), for k = 1, . . . ,M,
rTmin(2M,N)+k = s
k−1(v′), for k = 1, . . . , |N − 2M |,
rTM+k = −s
k−1(v′′) = −rTmax(2M,N)+k, for k = 1, . . . ,min(M,N −M),
with
v =
N−M∑
j=1
wj, v
′ =
min(M,N−M)∑
j=1
wj −wmin(2M,N)+j , v
′′ =
2M∑
j=1
wj +
N−M∑
j=1
wM+j ,
where in the latter case the vectors wj for j = 1, . . . , N +M −1 are the shifts of the vector
w1 with 1 in entries 1 and and M + 2, −1 in entries 2 and M + 1, and all other entries
zero.
The above explicit expressions for the rows of B show that imB is a subspace of the span
of the vectors w1, . . . ,wN+M−1, but to show that these spaces coincide requires coprimality
of N and M .
Proposition A.2. For gcd(N,M) = 1 with N +M odd, the exchange matrices for the
T-systems (4) and (5) both have rank N +M − 1.
Proof. To prove the result, it suffices to show that N +M − 1 rows (or columns) of B are
linearly independent. For (4), where the exchange matrix has size 2N +M , if we choose
the first M rows of B, and minus the last M rows, together with rows rN+M+1, . . . , r2N−1,
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then by expanding them in the basis wj we see that this gives N +M − 1 independent
vectors if and only if the determinant∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
1 · · · · · · 1 0 · · · · · · · · ·
0 1 · · · · · · 1 0 · · · · · ·
. . .
. . .
. . .
. . .
. . .
. . .
0 1 · · · · · · 1
1 · · · · · · · · · 1 0 · · · · · ·
. . .
. . .
. . .
1 · · · · · · · · · 1 0
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣


2M

N −M − 1
(80)
is non-zero. For (5), where the exchange matrix has size 2M +N , we again choose the first
and the last M rows, and apply suitable row operations (which are different for N > 2M
and N < 2M) to obtain N −M − 1 more rows, leading to the same determinant. Up
to an overall sign, expanding (80) about the last column yields the determinant of the
(N +M − 2)× (N +M − 2) Sylvester matrix for the resultant of two polynomials, namely
Res
(
x2M − 1
x− 1
,
xN−M − 1
x− 1
)
,
and this is non-zero if and only if N and M are coprime, when these polynomials have no
roots in common.
Before considering the associated U-systems, we present the corresponding results when
N +M is even.
Lemma A.3. For N +M even, the rows of the exchange matrix B of size 2N +M for
the T-system (4) are given by
rTk = s
M+k−1(v), rT2N+k = −s
k−1(v), rTN+k = s
k−1(v′), for k = 1, . . . ,M,
rTM+k = −s
k−1(v′′) = −rTN+M+k, for k = 1, . . . , N −M,
with
v =
(N−M)/2∑
j=1
w2j−1, v
′ =
(N−M)/2∑
j=1
w2j−1 −wM+2j−1, v
′′ =
M∑
j=1
w2j−1,
where the vectors wj = s
j−1(w1), j = 1, . . . , N +M − 2 are the shifts of the vector w1 with
1 in entries 1 and N +3, −1 in entries 3 and N +1, and all other entries zero. Similarly,
the rows of the exchange matrix B of size 2M +N for the T-system (5) are given by
rTk = s
M+k−1(v), rTN+M+k = −s
k−1(v), for k = 1, . . . ,M,
rTmin(2M,N)+k = s
k−1(v′), for k = 1, . . . , |N − 2M |,
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rTM+k = −s
k−1(v′′) = −rTmax(2M,N)+k for k = 1, . . . ,min(M,N −M),
with
v =
(N−M)/2∑
j=1
w2j−1, v
′ =
{∑M
j=1w2j−1 −wM+2j−1, N > 2M,∑(N−M)/2
j=1 w2j−1 −wN+2j−1, N < 2M,
v′′ =
M∑
j=1
w2j−1 +
(N−M)/2∑
j=1
wM+2j−1,
where in the latter case the vectors wj for j = 1, . . . , N +M −2 are the shifts of the vector
w1 with 1 in entries 1 and and M + 3, −1 in entries 3 and M + 1, and all other entries
zero.
Proposition A.4. For gcd(N,M) = 1 with N +M even, the exchange matrices for the
T-systems (4) and (5) both have rank N +M − 2.
Proof. To show that N +M − 2 rows of B are linearly independent in each case, we start
with (4), where the exchange matrix has size 2N +M . Choosing the first M rows of B,
and minus the last M rows, together with the N −M − 2 rows rN+M+1, . . . , r2N−2, then
by expanding them in the basis wj we obtain a square matrix of size N +M − 2, namely

1 0 1 · · · · · · 1 0 0 · · · · · ·
0 1 0 1 · · · · · · 1 0 · · · · · ·
. . .
. . .
. . .
. . .
. . .
. . .
. . .
. . .
. . .
. . .
0 1 0 1 · · · · · · 1
1 0 1 · · · 1 0 · · · · · · · · · · · ·
. . .
. . .
. . .
. . .
. . .
. . .
. . .
. . .
. . .
. . .
1 0 1 · · · 1 0 0




2M


N −M − 2
(81)
with an alternating block 101 · · ·01 of width N −M − 1 in each of the first 2M rows, and
a similar block of width 2M − 1 in the last N −M − 2 rows. Upon expanding about the
last 2 columns, we obtain the determinant of the Sylvester matrix of size N +M − 4 for
the resultant
Res
(
x2M − 1
x2 − 1
,
xN−M − 1
x2 − 1
)
,
which is non-zero if and only if the odd integers N and M are coprime. For (5), where
the exchange matrix has size 2M +N , we again choose the first and the last M rows, and
by taking suitable linear combinations of the other rows of B we obtain N −M − 2 more
rows, leading to the same matrix (81) as for (4).
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Having verified that the corresponding B matrices have a kernel of the appropriate
dimension, Theorem 2.2 now follows directly from the general results on cluster maps in
[6]. However, there remains the question of determining the coefficients ak that appear
as coefficients in the log-canonical bracket (17) for the associated U-system. Although we
have not succeeded in finding a simple self-contained expression for the ak, analogous to
the formulae in Theorem 4.2 for ck, dk that appear in the brackets for the KdV reductions,
we will describe a simple method which quickly yields the coefficients of the U-system
brackets, and show that the log-canonical Poisson structure is unique up to multiplication
by a scalar. The reduction from the presymplectic form then guarantees that this Poisson
structure is nondegenerate.
We start by considering the U-systems (6) and (7) in Proposition 2.1, for fixed coprime
integers N > M with N +M odd. If we set m = 0 and take the Poisson bracket of both
sides of (6) with uj for j ∈ [1, (N +M −3)/2], then each value of j gives two homogeneous
linear equations for the coefficients ak in (17). Since ak = −a−k, we need only write the
equations in terms of ak for positive k ∈ [1, N +M − 2], and taking the brackets with the
left-hand side of (6) produces the (N +M − 3)/2 equations
aj + aj+1 + · · ·+ aN+M−j = 0, j = 2, . . . , (N +M − 1)/2, (82)
while from the brackets right-hand side the equations split up into the M − 1 equations
aj + aj+1 + · · ·+ aN−M+j−1 = 0, j = 1, . . . ,M − 1, (83)
together with a further (N −M − 1)/2 equations given by
aj + aj+1 + · · ·+ aN−M−j = 0, j = 1, . . . , (N −M − 1)/2. (84)
Thus we have a total of N+M−3 homogeneous linear equations for N+M−2 unknowns,
which completely determine the coefficients ak up to overall multiplication by a scalar.
Furthermore, it is clear that taking Poisson brackets of uj with both sides of (7) yields
an identical set of equations, so the two different U-systems (6) and (7) preserve the same
log-canonical Poisson structure.
Upon taking linear combinations of the equations, an equivalent set of relations is
obtained, namely
I : ak + aN+M−k = 0, k = 2, . . . , (N +M − 1)/2. (85)
(By symmetry, the above is valid for all k ∈ [2, N +M − 2], but here we are concerned
with counting the number of independent relations.) Similarly, subtracting the equations
(83) from each other in pairs produces the relations
II : ak = aN−M+k, k = 1, . . . ,M − 2, (86)
while combining the relations (84) with the case j = 1 of (82) gives the simpler set of
equations
ak + aN−M−k = 0, k = 0, . . . , (N −M − 1)/2, (87)
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Table 1: Index tableau for N = 16, M = 9
r k r k
1 18 24 7 II
II−1 2 11 23 14
III 3 4 22 21
4 22 21 3 II
5 15 20 10
II−1 6 8 19 17
III 7 1 18 (24)
8 19 17 6 II
II−1 9 12 16 13
III 10 5 15 20
11 23 14 2 II
12 16 13 9
which in fact holds for all k ∈ [0, N −M ] by symmetry. Thus we have a simpler set of
N + M − 3 independent linear relations, but before proceeding further it is convenient
to use (87) followed by (85) to replace ak = −aN−M−k = a2M+k, so that instead of the
(N −M + 1)/2 equations (87) we can take
III : ak = a2M+k, k = 0, . . . , (N −M − 1)/2. (88)
(The validity of this identity extends to k ∈ [0, N−M −2], but once again we are counting
independent relations.)
Note that from (88) for k = 0 we have a2M = 0, and so by (85) with k = 2M it follows
that aN−M = 0, and similarly ak = 0 for any index k that can be related to index 2M
by one of the equations (85), (86) or (88), while there must be other index values with
non-zero coefficients, since Theorem 2.2 guarantees that a nondegenerate Poisson bracket
of the form (17) exists. As already mentioned, it turns out that this bracket is unique up
to an overall scalar, but the number and location of the vanishing coefficients depends on
N and M in a complicated way, as does the choice of ± signs on the non-vanishing ak (if
we fix one of them to be 1, say).
The most efficient way that we have found to calculate the ak is to write down a tableau
of indices consisting of four columns, starting with the integers r = 1, . . . , (N+M−1)/2 in
ascending order (smallest at the top), with the next column being index values k ordered
according to the rule
k = 2Mr mod (N +M), (89)
while the third column consists of the values r = (N+M−1)/2, . . . , N+M−1 in descending
order (largest at the top), with the adjacent fourth column being the corresponding values
of k given by the rule (89). We can then use one of the relations I− III above to connect
index values k in one row of the tableau to indices in the same row and/or the next one.
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Table 2: Index tableau for N = 17, M = 9 (odd k only)
k k
II−1 13 13
5 21 III−1
23 3 II
15 11
7 19 III−1
(25) 1 II
17 9
For illustration, in Table 1 we present the index tableau for the case N = 16, M = 9.
The index value N +M − 1 = 24 is included in brackets: this corresponds to a gap in
the tableau, since there is no coefficient with this index (only the values k = 1, . . . , 23 are
relevant). Observe that index values of k in the same row have coefficients ak that are
related to one another by a change of sign, due to relation I, given by (85). We have added
extra columns on the left and right, to indicate where an index k in the nearest column is
related to the value immediately below it by transformation II (sending k → k + 7 in this
case), its inverse II−1 (sending k → k − 7), or by transformation III (sending k → k + 18
here). Note further that every row contains one of these transformations either on the left
or on the right, apart from row 5 and the final row; thus a line is inserted under row 5
to signify that it is not related to the row beneath it. The tableau implicitly contains 11
“horizontal” relations of type I, relating the values of k on left and right in the same row,
this being the number of rows minus one: there is no horizontal relation in row 7 due to the
gap (24). More apparent are the “vertical relations” in the tableau: there are 7 relations
of type II or II−1, and 3 relations of type III. Then 11 + 7 + 3 = 21 leaves one missing
relation, namely the fact that, from (88) with k = 0, the coefficient a18 = 0. All of the
index values above the horizontal line in the middle are related to the index k = 2M = 18,
so have vanishing coefficients, while the non-vanishing coefficients correspond to the index
values below this line. Hence, if we fix a choice of scale by setting a1 = 1, then all the plus
signs are in the lower left part of the tableau, and the minus signs are on the right, so the
coefficients in this case are obtained as
(a1, a2, . . . , a23) = (1,−1, 0, 0, 1,−1, 0, 1,−1, 0, 0, 1,−1, 0, 0, 1,−1, 0, 1,−1, 0, 0, 1).
Theorem A.5. For coprime positive integers N > M with N +M odd, the U-systems (6)
and (7) preserve the same log-canonical Poisson bracket (17), which is unique up to overall
multiplication by a scalar.
Proof. The proof follows the same pattern as the example in Table 1. The index tableau
contains (N+M−3)/2 horizontal relations of type I, together withM−2 vertical relations
of type II/II−1 and (N −M − 1)/2 vertical relations of type III; this makes a total of
(N +M − 5)/2 vertical relations. Hence, of the (N +M − 1)/2 rows in the tableau, in
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Table 3: Index tableau for N = 17, M = 11 (odd k only)
k k
25 3 II
19 9
II−1 13 15
II−1 7 21
III 1 (27)
23 5 II
17 11
addition to the last row, there is one row somewhere in the middle that is missing a vertical
relation, so is not related to the rows beneath it. Hence the indices k in that row and all
the rows above it, including k = 2M , are related to one another and have coefficients
ak = 0, while the relations between the indices in the remaining rows underneath uniquely
determine the non-zero coefficients, up to an overall constant.
The situation for N +M even is slightly more complicated, and the tableau method
requires a few modifications in that case. The analysis of the analogues of the homogeneous
linear relations (82), (83) and (84) for the ak is slightly trickier. The conditions for even
indices k decouple from odd k, yet the conditions can still be simplified to obtain relations
of types I, II and III, given by the same equations (85), (86) and (88), respectively, but
with slightly different ranges of indices, namely
I : k = 3, . . . , (N +M)/2, II : k = 0, . . . ,M − 3, III : k = 1, . . . , (N −M)/2− 1, (90)
together with one additional relation:
a(N−M)/2 = 0. (91)
This gives a total of N + M − 4 homogeneous linear equations for the coefficients ak
with indices k ∈ [1, N +M − 3]. There are slight differences in the analysis according to
whether (N +M)/2 is odd or even, so for illustration we describe one example of each
before discussing the general case.
In Table 2 we present the example N = 17, M = 9, where (for reasons that will become
clear) we have given the tableau for odd indices k only, with the column labels r omitted.
In this example, (N +M)/2 = 13 is odd. Due to the relation I with k = (N +M)/2 = 13,
it follows that a13 = 0, so we start the first row with this value of k appearing twice. In
the first column we obtain each entry from the one above by subtracting N −M = 8 and
evaluating modulo N +M , that is, mod26, while in descending the second column we add
8 instead of subtracting and evaluate mod 26 until all 12 of the odd indices 1, 3, . . . , 23 have
been entered; and there is a gap in the tableau corresponding to one spurious index (25).
Then as before we write II, III or there inverses next to a column if this transformation
relates an entry to the one below it. In this case we find that the indices fourth row are
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unrelated to the entries below, so there is a line under this row. There are 6 horizontal
relations in the tableau (type I) and 5 vertical relations (written as type II/III or their
inverses), giving a total of 11 relations for the odd index coefficients. Because a13 = 0,
it follows that all the indices in the first four rows correspond to vanishing coefficients,
while the entries in the last three rows below the line correspond to the non-vanishing
coefficients. Upon fixing a1 = 1, this determines the coefficients with odd indices as
(a1, a3, . . . , a23) = (1, 0, 0− 1, 1, 0, 0, 0,−1, 1, 0, 0).
For the even indices, note that there are 11 coefficients a2, a4, . . . , a22, while the total
number of relations remaining is also 22− 11 = 11. Hence the homogeneous linear system
for the even index coefficients has only the zero solution,
a2j = 0, j = 1, . . . , 11,
and there is no need to present the even indices in a tableau.
In contrast, Table 3 is the odd index tableau for the example N = 17,M = 11, in which
case (N +M)/2 = 14 is even. This means that the index (N −M)/2 = 3 is now odd,
so we place this index in the top right entry and descend in steps of N −M = 6, adding
in the right column, subtracting in the left column, and evaluating modulo N +M , i.e.
mod28. For the 13 odd indices, there are 6 horizontal relations, and 5 vertical relations,
plus the extra relation (91), with no vertical relation in the second row. Hence the first
two rows correspond to vanishing coefficients, and the remaining rows contain the indices
of non-vanishing ones. Fixing a1 = 1 as before, this determines the odd index coefficients
as
(a1, a3, . . . , a25) = (1, 0,−1, 1, 0,−1, 1,−1, 1, 0,−1, 1, 0).
There are 24− 12 = 12 remaining homogeneous relations for 12 even indices, so again the
even index coefficients are all zero.
Theorem A.6. For coprime positive integers N > M with N +M even, the U-systems
(8) and (9) preserve the same log-canonical Poisson bracket (17), which is unique up to
overall multiplication by a scalar.
Proof. Using (90) and (91), the precise counting of the odd/even index relations is slightly
different according to whether (N + M)/2 is odd or even, but in both cases there are
(N+M)/2−2 independent relations for odd indices, and the same number for even indices.
Since there are (N + M)/2 − 2 even index coefficients, the corresponding homogeneous
linear system has only the zero solution. The tableau for the odd indices has one row in
the middle with no vertical relation, with the indices of vanishing coefficients in this row
and above, and indices for non-vanishing coefficients below, giving the unique solution for
the (N +M)/2− 1 odd index coefficients (up to an overall constant).
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B Proof of Lemma 4.3
We set vN+M = v0 + α(
1
vN
− 1
vM
)), where vm, 0 ≤ m ≤ N +M − 1, are given by (38).
Assume that
{v0, vN+M−m}u = f(v0, v1 . . . , vN+M−1),
where f is defined by (39). Since the map φ1u is Poisson,
{vm, vN+M}u = f(vm, vm+1, . . . , vm+N+M−1) =: F (v0, v1 . . . , vN+M−1),
where vN+M , vN+M+1, . . . , vm+N+M−1 have been written with respect to v0, . . . , vN+M−1
using the recurrence (19). Equivalently,
{vm, v0}u −
α
v2N
{vm, vN}u +
α
v2M
{vm, vM}u = F (v0, v1, . . . , vN+M−1). (92)
We will use this equation to prove (41).
For α = 0, f(v0, v1, . . . , vN+M−1) = cN+M−mv0vN+M−m. So,
F (v0, . . . , vN+M−1) := f(vm, . . . , vm+N+M−1) = cN+M−mvmvN+M = cN+M−mv0vm.
Also, {v0, vm}u = cmv0vm, and from (92) we derive
cm = −cN+M−m, 0 < m < N +M. (93)
For 0 < m < M , we have N < N + M − m < N + M , 0 < M − m < M and
N −M < N −m < N . From (39) we obtain
f(v0, v1, . . . , vN+M−1) = cN+M−mv0vN+M−m + cN+M−mα
v0
vM−m
+ cM−mα
v0
vM−m
.
So,
F (v0, . . . , vN+M−1) := f(vm, . . . , vm+N+M−1)
= cN+M−mvmvN+M + cN+M−mα
vm
vM
+ cM−mα
vm
vM
= cN+M−mv0vm + cN+M−mα
vm
vN
+ cM−mα
vm
vM
and {v0, vm}u = cmv0vm, {vm, vN}u = cN−mvmvN , {vm, vM}u = cM−mvmvM . Hence, from
(92) we get
cm = −cN+M−m = cN−m, 0 < m < M. (94)
For M < m < N , we have M < N + M − m < N , 0 < m − M < N − M and
0 < N −m < N −m. Now, from (39) we obtain
f(v0, v1, . . . , vN+M−1) = cN+M−mv0vN+M−m.
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So,
F (v0, . . . , vN+M−1) = cN+M−mvmvN+M = cN+M−mv0vm + cN+M−mα
vm
vN
− cN+M−mα
vm
vM
.
Also, {v0, vm}u = cmv0vm, {vm, vN}u = cN−mvmvN , {vm, vM}u = −cm−MvmvM and from
(92) we derive
cm = −cN+M−m = −cm−M = cN−m, M < m < N. (95)
Finally, for N < m < N +M , we have 0 < N +M −m < M , N −M < m−M < N
and 0 < m−N < M . Here as well, f(v0, v1, . . . , vN+M−1) = cN+M−mv0vN+M−m and
F (v0, . . . , vN+M−1) = cN+M−mv0vm + cN+M−mα
vm
vN
− cN+M−mα
vm
vM
.
Now,
{v0, vm}u = cmv0vm + cmα
v0
vm−N
+
α
v2m−N
{v0, vm−N}u
= cmv0vm + cmα
v0
vm−N
+ cm−Nα
v0
vm−N
,
{vm, vN}u = −cm−NvmvN and {vm, vM}u = −cm−MvmvM . So, equation (92) implies
cm = −cN+M−m = −cm−M = −cm−N , N < m < N +M. (96)
Now, taking into account that c−m = −cm, for 0 < m ≤ N +M − 1, we can combine
(93–96) to find
cm = −cN+M−m = −cm−N = −cm−M , 0 < m ≤ N +M − 1,
while from (93) and (96), for 0 < m < M , we obtain cM−m = −cN+m = cN+m−N = cm.
C Proof of Lemma 4.4
Following the proof of lemma 4.3 we consider
{v0, vN+M−m}u = g(v0, v1 . . . , vN+M−1),
where here g is defined by (43) (the function g here must not be confused with the g-
variables introduced in section 5.2). Since the map φ2u is Poisson,
{vm, vN+M}u = g(vm, vm+1, . . . , vm+N+M−1) =: G(v0, v1 . . . , vN+M−1),
where vN+M , vN+M+1, . . . , vm+N+M−1 are evaluated with respect to v0, . . . , vN+M−1 using
the recurrence (19). So,
{vm, v0}u −
α
v2N
{vm, vN}u +
α
v2M
{vm, vM}u = G(v0, v1, . . . , vN+M−1). (97)
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First, by considering α = 0 we can show immediately, as in the case of Lemma 4.3, that
dm = −dN+M−m, 0 < m < N +M. (98)
Now, for N −M < m ≤ N , we have M ≤ N +M −m < 2M and 0 ≤ N −m < M . In
this case
g(v0, v1 . . . , vN+M−1) = dN+M−mv0vN+M−m − dN+M−mα
v0
vN−m
− dN−mα
v0
vN−m
.
So,
G(v0, v1, . . . , vN+M−1) = g(vm, vm+1, . . . , vm+N+M−1)
= dN+M−mvmvN+M − dN+M−mα
vm
vN
− dN−mα
vm
vN
= dN+M−mv0vm − dN+M−mα
vm
vM
− dN−mα
vm
vN
and {vm, vN}u = dN−mvmvN . Hence, from (97) and (94) we derive
− {v0, vm}u +
α
v2M
{vm, vM}u = −dmv0vm + dmα
vm
vM
. (99)
If 0 < m < M , equation (99) is equivalent to
−dmv0vm + dM−mα
vm
vM
= −dmv0vm + dmα
vm
vM
.
So, dm = dM−m.
If M ≤ m ≤ N , equation (99) is equivalent to
−
α
v2M
{vM , vm}u +
α
v2m−M
{v0, vm−M}u = dmα
vm
vM
− dmα
v0
vm−M
. (100)
But,
{v0, vm−M}u = dm−Mv0vm−M +K(v0, vm−2M , vm−3M , . . . vm−kM),
for some k ≥ 2, where the function K is determined by the recurrence (43) . Subse-
quently, {vM , vm}u = dm−MvMvm+K(vM , vm−M , vm−2M , . . . vm−(k−1)M ). Substituting these
to (100), we derive dm = −dm−M . Finally, taking into account that d−m = −dm we have
dm = −dm−M , for N −M < m ≤ N.
Equivalently, if we set m = N +M − l, by the last equation and (98) we get
dl = −dN+M−l = dN−l = −dl+M , M ≤ l < 2M. (101)
Furthermore, for N < m < N+M , we have 0 < N+M−m < M and 0 < m−N < M .
Here, g(v0, v1 . . . , vN+M−1) = dN+M−mv0vN+M−m,
G(v0, v1, . . . , vN+M−1) = dN+M−mv0vm − dN+M−mα
vm
vM
+ dN+M−mα
vm
vN
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and in a similar way, from (97) we derive
dm = −dm−N = −dm−M , N < m < N +M
or by setting m = N +M − l,
dl = −dN+M−l = dM−l = dN−l = −dl+M , for 0 < l < M. (102)
To sum up, from (101) and (102) we have shown that
dm = −dm+M = −dN+M−l, for 0 < m < 2M. (103)
Finally, we notice that for M ≤ m < N +M
dm = −
N−1∑
i=0
m−1∑
j=m−M
aj−i = −
N−1∑
i=0
m+2M−1∑
j=m+M
aj−i = dm+2M , (104)
since, by (88 ), the coefficients am of the Poisson bracket (17) satisfy the equation ak =
ak+2M (extended to negative indices via a−k = −ak).
From (103) and (104), we conclude that
dm = −dN+M−m = −dm−M
for 0 < m < N +M , which completes the proof.
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