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Вступ.
Принципи мажорацiї вiдiграють важливу роль у геометричний теорiї
функцiй комплексного змiнного. Основнi з них наступнi: принцип гiпер-
болiчної метрики, принцип Лiндельофа та принцип розширення. Для то-
го, щоб розглянути цi принципи необхiдно ще ввести та розiбрати власти-
востi багатьох математичних об’єктiв. Зокрема, гiперболiчної вiдстанi,
гармонiйної мiри, розглянути рiзнi види леми Шварца. Все це проробле-
но у роботi. Своє застосування принципи мажорацiї знаходять, зокрема,
у теорiї мероморфних функцiй, отриманню оцiнок модуля регулярної в
областi функцiї та її похiдної, доведенню деяких теорем iснування та
єдиностi, доведенню теорем Шотткi та Ландау, асимптотичних значень
цiлих функцiй скiнченого порядку, гiперзбiжностi степеневих рядiв, до-
веденню теореми покриття кругiв та багато iнших. Деякi з цих застосу-
вань наведенi у роботi. Вiдмiтимо, що такого роду результати отримува-
ли такi видатнi математики, як Шотткi, Р. Неванлинна, I. I. Привалов,
Г. М. Голузин, Ландау, Альфорс та iншi.
Метою роботи є дослiдження принципiв мажорацiї у геометричний
теорiї функцiй комплексного змiнного та розгляд їх практичних засто-
сувань.
Об’єктами дослiдження є обмеженi замкненi областi на площинi та
функцiї комплексного змiнного на них.
Предметом дослiдження є оцiнки змiн, якi вiдбуваються з певною
областю комплексної площини пiд час дiї на неї деяким вiдображенням
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або функцiєю.
Для розв’зування такого роду задач використовуються багато мето-
дiв теорiї функцiй, зокрема метод варiацiї, параметричний метод, метод
екстремальних метрик та iншi.
Результати роботи мають теоретичний характер. Своє практичне за-
стосування подiбнi результати знаходять у багатьох роздiлах науки та
технiки, зокрема безпосередньо у теорiї функцiй комплексного змiнного,
теоретичний фiзицi та iнших.
Робота складається з вступу, первинних понять та теорем комплекс-
ного аналiзу, якi використовуються у роботi, основної частини, виснов-
ку, списку використаних джерел, та анотацiї на українськiй, росiйськiй
та англiйськiй мовах. Основна частина складається з восьми роздiлiв
у нiй розглядаються основнi принципи мажорацiї у геометричний тео-
рiї функцiй комплексного змiнного, зокрема, принцип гiперболiчної мет-
рики, принцип Лiндельофа та принцип розширення. Також, вводяться
та розглядаються властивостi певних математичних об’єктiв, необхiдних
для роботи, таких як, гiперболiчна вiдстань, гармонiйна мiра, рiзнi види
леми Шварца. Крiм того, наводяться деякi практичнi застосування роз-
глянутих принципiв у теорiї функцiй, тобто до отримання оцiнок модуля
регулярної в областi функцiї та її похiдної, до доведення теорем Шотткi
та Ландау, i до отримання деяких оцiнок на модуль функцiї безпосеред-
нiм застосуванням принципу Лiндельофа.
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Деякi факти та поняття комплексного аналiзу.
У першiй частинi ми наведемо деякi означення та факти теорiї функ-
цiй комплексного змiнного, якi будуть використовуватися у нашiй роботi.
Означення. Областю на комплекснiй площинi називають множи-
ну D точок, яка задовольняє наступним властивостям:
1) разом з кожною точкою з D цiй множинi належить i достатньо
малий круг з центром в цiй точцi (властивiсть вiдкритостi),
2) будь-якi двi точки D можно з’єднати ламаною, всi точки якої
належать D (властивiсть зв’язностi).
Простими прикладами областей можуть служити околи точок на ком-
плекснiй площинi.
Означення. Пiд ε-околом точки a розумiють вiдкритий круг радiу-
су ε з центром в цiй точцi, тобто сукупнiсть точок z, якi задоволь-
няють нерiвностi
|z − a| < ε.
Означення. Межовою точкою областi D називають таку точку,
яка сама не належить D, але в будь-якому околi якої мiстяться точки
цiєї областi.
Означення. Сукупнiсть межових точок областi D називають ме-
жею цiєї областi.
Означення. Область D разом зi своєю межею позначається сим-
волом D та називається замкненою областю.
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Означення. Неперервною кривою називається множина точок пло-
щини, координати x та y яких можуть бути заданi як неперервнi
функцiї
x = ϕ(t), y = ψ(t)
дiйсного змiнного t в деякому скiнченому промiжку t ∈ [a; b].
Означення. Неперервна крива
z = z(t), z(t) = ϕ(t) + iψ(t), a ≤ t ≤ b,
називається кривою Жордана, якщо для двох рiзних значень t′, t′′, t′ <
t′′, з [a; b) маємо
z(t′) 6= z(t′′), z(t′′) 6= z(b).
Точки z(a) та z(b) можуть як спiвпадати, так й бути рiзними. У
першому випадку крива називається замкнутою, а у другому незамкну-
тою.
Означення. Крива називається гладкою, якщо дотична проведена
до неї пiд час руху вздовж кривої змiнюється неперервно.
Означення. Крива називається кусково-гладкою, якщо її можно
розбити на скiнчене число гладких кривих.
Означення. Крива називається аналiтичною, якщо вона визначаєть-
ся рiвнянням
z = z(t), a ≤ t ≤ b,
де z(t) бiля кожного значення t = t0, a ≤ t0 ≤ b, розкладається в збiж-
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ний степеневий ряд
z(t) =
∞∑
n=0
cn(t− t0)n
з c1 6= 0.
Означення. Крива називається кусково-аналiтичною, якщо її мож-
но розбити на скiнчене число аналiтичних кривих.
Означення. Нехай на комплекснiй площинi задана кусково-гладка
крива L з параметричним представленням x = x(t), y = y(t). Диферен-
цiованим елементом кривої назвемо величину
dσ =
√
(x′(t))2 + (y′(t))2dt.
Означення. Область D називається однозв’зною, якщо її межа
зв’язна (складається з одної зв’язної частини).
Означення. У випадку обмеженої областi D число зв’язних ча-
стин, на якi розбивається її межа, називається порядком зв’язностi
цiєї областi, а область називається багатозв’язною.
Нехай є однозв’зна область D та її межа – Γ. Виберемо на Γ будь-яку
точку та будемо, вiдправляючись вiд цiєї точки, обходити Γ.
Означення. Додатнiм напрямом обхода межi областi вважаємо
такий, при якому область залишається весь час злiва. При цьому деякi
точки Γ будемо проходити лише один раз, а iншi – декiлька раз. Точки
першого типу будемо називати простими, а другого типа – кратними
точками контура Γ, причому число раз, якi проходимо точку, назвемо
її кратнiстю.
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Означення. Замкнена множина, яка складається бiльше нiж з од-
нiєї точки, називається континуумом, якщо її не можна розбити на
двi непорожнi замкненi множини без спiльних точок.
Означення. Кажуть, що на множинi M точок площини z задана
функцiя
w = f(z),
якщо вказан закон, за яким кожнiй точцi z з M ставиться у вiдповiд-
нiсть одна точка або сукупнiсть точок w. У першому випадку функцiя
w = f(z) називається однозначна, а у другому – многозначна.
Означення. Якщо при вiдображеннi w = f(z) двом рiзним точкам
M завжди вiдповiдають рiзнi точки N, то таке вiдображення нази-
вається однолистим в M.
Означення. Якщо функцiя w = f(z) однозначна та однолиста на
множинi M, то таке вiдображення називається взаємно однозначним
в M.
Нехай функцiя w = f(z) визначена та однозначна в деякому околi
точки z0 = x0 + iy0, точки крiм, можливо, самої точки z0.
Означення. Функцiя f(z), диференцiовна в кожнiй точцi деякої об-
ластi D, називається аналiтичною (iнакше, регулярною або моногеною)
в цiй областi.
Означення. Аналiтичним продовженням функцiї називається та-
ке розширення областi визначення функцiї на ширшу область, при яко-
му вона була б аналiтичною i в новiй областi.
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Означення. Функцiя f(z) називається мероморфною в областi B,
якщо вона в цiй областi має в якостi особливих точок (точки у яких
функцiя не є аналiтичною) тiльки полюси (точки, при розкладi функцiї
в околi яких у ряд Лорана, головна його частина має скiнчену кiлькiсть
членiв).
Означення. Точка z0 називається нулем аналiтичної функцiї f(z),
якщо f(z0) = 0.
Натуральне число n називається кратнiстю нуля аналiтичної функ-
цiї f(z), якщо f(z0) = 0 та f(z) = (z − z0)g(z), де g(z) – аналiтична
функцiя в деякому околi точки z0 та g(z0) 6= 0,∞.
Означення. Якщо при однолистому вiдображеннi f(z) областi B
на B′ похiдна f ′(z) вiдмiнна вiд нуля в усiх скiнчених точках областi
B, таке вiдображення f(z) називається однолистим конформним вiдо-
браженням областi B на B′.
Означення. Розглянемо в багатоз’язнiй областi B функцiї, якi про-
довжуються в B по довiльному шляху. Тодi, серед таких функцiй iснує
функцiя така, що всi її значення, якi вона приймає в B мiстяться в
крузi |ζ| < 1 та, що кожне значення з круга |ζ| < 1 приймається функ-
цiєю точно в однiй точцi областi B. Вiдповiднiсть, яку встановлює
ця функцiя мiж точками областi B та точками круга |ζ| < 1, будемо
називати конформним вiдображенням областi B на круг |ζ| < 1.
Обернене до цього вiдображення називається конформним вiдобра-
женням круга |ζ| < 1 на область B.
Означення. Дробово-лiнiйною функцiєю називається вiдношення двох
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многочленiв першого степеня, тобто
w =
az + b
cz + d
,
де a, b, c, d – сталi комплекснi числа, що задовольняють умовi
ad− bc 6= 0.
Означення. Розширенням областi B за рахунок змiни частини ме-
жi α, будемо розумiти замiну областi B на область B′, B′ ⊂ B, яка
мiстить на межi всю множину α.
Принцип максимуму модуля аналiтичної функцiї. Якщо функ-
цiя f(z) є аналiтичною та неперервною в обмеженiй замкненiй областi
D комплексної площини, то функцiя |f(z)| досягає свого максимального
значення на межi областi D.
Зокрема, якщо аналiтична в областi функцiя досягає свого найбiль-
шого значення всерединi областi, то така функцiя є сталою у цiй об-
ластi.
Означення. Дiйсна функцiя двох змiнних u(x, y) називається гар-
монiйною в областi B, якщо вона однозначна та неперервна в B разом
iз своїми похiдними до другого порядку включно, та задовольняє в цiй
областi рiвнянню Лапласа
∆u =
∂2u
∂x2
+
∂2u
∂y2
= 0.
Якщо ж область B мiстить ∞, то u(x, y) повинна бути обмежена
в околi ∞.
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Теорема. (Гарнак). Будь-яка послiдовнiсть функцiй
un(z), n = 1, 2, 3, ...
гармонiчних в областi B, монотонно не спадна в B, тобто
un+1(z) ≥ un(z), n = 1, 2, 3, ...,
рiвномiрно збiжна всерединi B або до гармонiчної функцiї, або до +∞.
Принцип максимуму гармонiчної функцiї. Якщо функцiя u(z)
є гармонiчною та обмеженою зверху (знизу) в областi B та якщо при
наближеннi точки z областi B до будь-якої межової точки цiєї об-
ластi, за виключенням скiнченого їх числа, всi її граничнi значення не
перевищують M, то всюди в B маємо
u(z) ≤M (u(z) ≥M).
Означення. Розглянемо обмежену замкнену множину E точок пло-
щини z. Доповнення до неї на площинi z складається з скiнченої або
зчисленої множини областей без спiльних точок. Ту з цих областей,
яка мiстить ∞, позначимо через B. Пiд вичерпанням областi B обла-
стями B(n), n = 1, 2, 3, ..., будемо розумiти те, що
B(n) ⊂ B(n+1), B(n) ⊂ B
та кожна точка z ∈ B, починаючи з деякого n мiститься в B(n).
Означення. Функцiя gn(z,∞), яка в областi B(n) гармонiчна, крiм
точки z = ∞, неперервна, включаючи межу K(n), та на K(n) рiвна
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нулю, а в околi точки z =∞ веде себе так, що границя
lim
z→∞
(gn(z,∞)− ln |z|) = γn
iснує i скiнчена, називається функцiєю Грiна для областi B(n).
Величина γn називається сталою Робена для областi B(n).
Отже, в околi z =∞ маємо:
gn(z,∞) = ln |z|+ γn + un(z),
де un(z) є гармонiйною функцiєю в B(n), включаючи точку z = ∞, та
при z →∞ прямує до нуля.
При n→∞ функцiя
γn + un(z)
або всюди в B прямує до +∞, або ж прямує до гармонiйної функцiї
γ + u(z), u(∞) = 0.
Означення. При цьому величина γ називається сталою Робена для
областi B, величина C = e−γ – ємнiстю множини E, а функцiя
g(z,∞) = ln |z|+ γ + u(z)
– функцiєю Грiна областi B.
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Гiперболiчна вiдстань. Рiзнi види леми Шварца.
У цьому роздiлi ми дамо поняття та розглянемо найпростiшi власти-
востi гiперболiчної вiдстанi, а також наведемо декiлька форм, зокрема
iнварiантну, леми Шварца.
Спочатку розглянемо класичний вигляд леми Шварца.
Теорема 1. Якщо функцiя f(z) регулярна в |z| < 1, f(0) = 0 та
|f(z)| ≤ 1 в |z| < 1, то в |z| < 1 мають мiсце нерiвностi
|f(z)| ≤ |z|, |f ′(0)| ≤ 1.
Знаки рiвностi (в першiй нерiвностi при z 6= 0) будуть тут мати мiсце
тiльки у випадку, коли
f(z) = εz, |ε| = 1.
Доведення. Вiдмiтимо, що функцiя ϕ(z) = f(z)
z
аналiтична в |z| < 1,
якщо покласти ϕ(0) = f ′(0).
Так як, згiдно принципу максимума модуля аналiтичної функцiї, мак-
симум модуля |ϕ(z)| в крузi |z| ≤ r, r < 1, досягається на межi, то в
|z| ≤ r, маємо
|ϕ(z)| ≤ 1
r
.
Але при фiксованому z можно спрямувати r до 1. Звiдси отримаємо
|ϕ(z)| ≤ 1.
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З останньої нерiвностi й випливають обидвi оцiнки вказанi у формулю-
ваннi теореми.
Нехай тепер в деякiй точцi z0 з круга |z| < 1 маємо
|ϕ(z0)| = 1,
то ϕ(z) досягає в точцi z0 максимуму, що можливо, згiдно принципу
максимума модуля аналiтичної функцiї, тiльки у випадку, якщо
ϕ(z) ≡ const = eiα,
тобто
f(z) = eiαz.
Лема Шварца доведена.
Розглянемо тепер одне узагальнення класичного формулювання леми
Шварца, тобто функцiї для яких умова f(0) = 0 не виконується.
Теорема 2. Якщо функцiя f(z) регулярна в |z| < 1 та |f(z)| ≤ 1 в
|z| < 1, то при будь-яких ζ та z з круга |z| < 1 мають мiсце нерiвностi∣∣∣∣∣ f(ζ)− f(z)1− f(z)f(ζ)
∣∣∣∣∣ ≤
∣∣∣∣ ζ − z1− zζ
∣∣∣∣ , (1)
|f ′(z)| ≤ 1− |f(z)|
2
1− |z|2 . (2)
Знаки рiвностi будуть тут мати мiсце тiльки у випадку, коли
f(z) = ε
z + a
1 + az
, |ε| = 1, |a| < 1.
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Доведення. До функцiї
g(ζ) =
f
(
ζ+z
1+zζ
)
− f(z)
1− f(z)f
(
ζ+z
1+zζ
) ,
де
g′(0) =
1− |f(z)|2
1− |z|2 f
′(z)
застосуємо класичний вигляд леми Шварца та отримаємо обидвi оцiн-
ки вказанi у формулюваннi теореми та твердження вiдносно досягання
знаку рiвностi. Узагальнена лема Шварца доведена.
Користуючись оцiнкою (1) можно отримати наступне спiввiдношення
|f(ζ)| ≤ |ζ|+ |f(0)|
1 + |f(0)||ζ| . (3)
Причому при ζ 6= 0 знак рiвностi тут буде досягатися тiльки у тому
випадку, коли
f(ζ) = ε
ζ + a
1 + aζ
, |ε| = 1, |a| < 1, та arg ζ = arg a, якщо a 6= 0.
З’ясуємо тепер геометричний змiст теореми 2.
Нехай z1 та z2 – двi точки круга |z| < 1, а z3 та z4 – точки перетину
кола |z| = 1 з ортогональним до нього колом, яке проходить через z1 та
z2, причому використовуємо таке позначення, що точка z3 ближче до z1,
нiж до z2. Утворимо ангармонiчне вiдношення цих чотирьох точок
(z3, z1, z2, z4) =
z1 − z3
z1 − z4 :
z2 − z3
z2 − z4 .
Вiдомi наступнi властивостi ангармонiчного вiдношення чотирьох то-
чок:
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1. Ангармонiчне вiдношення чотирьох точок додатне та менше оди-
ницi для всiх точок з вiдкритого одиничного круга.
2. Ангармонiчне вiдношення чотирьох точок iнварiантно вiдносно до-
вiльного дробово-лiнiйного перетворення комплексної площини.
3. Для ангармонiчне вiдношення чотирьох точок справедлива форму-
ла
(z3, z1, z2, z4) =
1−
∣∣∣ z2−z11−z1z2 ∣∣∣
1 +
∣∣∣ z2−z11−z1z2 ∣∣∣ .
Введемо поняття гiперболiчної вiдстанi.
Означення. Гiперболiчною вiдстанню мiж точками z1 та z2 круга
|z| < 1 назвемо величину
D(z1, z2) = −1
2
ln(z3, z1, z2, z4) =
1
2
ln
1 +
∣∣∣ z2−z11−z1z2 ∣∣∣
1−
∣∣∣ z2−z11−z1z2 ∣∣∣ .
Вiдмiтимо наступнi властивостi гiперболiчної вiдстанi:
1. D(z1, z2) = D(z2, z1).
2. D(z1, z2) ≥ 0.
3. Гiперболiчна вiдстань iнварiантна вiдносно дробово-лiнiйних пере-
творень комплексної площини.
4. (нерiвнiсть трикутника). D(z1, z2) + D(z2, z3) ≥ D(z1, z3), причо-
му знак рiвностi тут досягається тiльки у випадку, коли точки z1, z2, z3
мiстяться на одному колi, ортогональному до кола |z| = 1.
Доведення властивостей 1, 2 та 3 безпосередньо випливає з означен-
ня гiперболiчної вiдстанi.
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Проведемо доведення властивостi 4. Без звуження загальностi, вна-
слiдок iнварiантостi гiперболiчної вiдстанi вiдносно дробово-лiнiйних пе-
ретворень комплексної площини, будемо вважати z2 = 0.
Застосуємо нерiвнiсть (3) до функцiї
f(ζ) =
ζ − z1
1− z1ζ
в точцi ζ = z3. Будемо мати:∣∣∣∣ z3 − z11− z1z3
∣∣∣∣ ≤ |z3|+ |z1|1 + |z1||z3| .
Причому знак рiвностi має мiсце тiльки у випадку, коли
arg z1 = arg z2.
З останнього спiввiдношення, а також з означення гiперболiчної вiдстанi
i випливає справедливiсть нерiвностi трикутника для гiперболiчної вiд-
станi. Властивiсть доведена.
З означення гiперболiчної вiдстанi випливає, також наступне спiввiд-
ношення для приросту аргументу:
D(z, z+ M z) = | M z|
1− |z|2 (1 + ε),
де ε→ 0 при M z → 0.
Звiдси можно отримати, що лiнiйний диференцiований елемент dσz в
гiперболiчнiй метрицi визначається по формулi
dσz =
|dz|
1− |z|2 ,
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де |dz| – евклiдовий диференцiовний елемент.
Вiдмiтимо формулу для знаходження гiперболiчної довжини кусково-
гладкої кривої z = z(t), a ≤ t ≤ b, яка мiститься в крузi |z| < 1 :
L =
b∫
a
|z′(t)|
1− |z(t)|2dt.
Тепер, використовуючи прийнятi нами позначення, можно переписа-
ти формулювання теореми 2 у iнварiантнiй формi.
Теорема 3. (Iнварiантна форма леми Шварца). Якщо функцiя f(z)
регулярна в |z| < 1 та |f(z)| ≤ 1 в |z| < 1, то при будь-яких z1 та z2 з
круга |z| < 1 мають мiсце нерiвностi
D (f(z1), f(z2)) ≤ D (z1, z2) , (4)
dσf ≤ dσz. (5)
Знаки рiвностi будуть тут мати мiсце тiльки у випадку, коли f(z) є
дробово-лiнiйна, яка вiдображає круг |z| < 1 в себе.
Вiдмiтимо, що нерiвнiсть (4) показує, що при вiдображеннi круга
|z| < 1 функцiєю w = f(z), регулярною в |z| < 1 i такою, що |f(z)| ≤ 1 в
|z| < 1, гiперболiчна вiдстань мiж образами точок z1 та z2 круга |z| < 1 не
перевищує гiперболiчної вiдстанi мiж самими точками z1 та z2, та дорiв-
нює цiй вiдстанi тiльки у випадку вiдображення круга |z| < 1 в себе. З
нерiвностi (5) випливає, що при цьому ж вiдображеннi будь-яка кусково-
гладка крива переходить у криву не бiльшої гiперболiчної довжини.
Вiдмiтимо тепер деякi посилення леми Шварца.
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Теорема 4. Якщо функцiя
f(z) =
∞∑
k=n
ckz
k, n ≥ 1,
регулярна в |z| < 1 та |f(z)| < 1 в |z| < 1, то в |z| < 1 має мiсце
нерiвнiсть
|f(z)| ≤ |z|n.
Знак рiвностi буде тут мати мiсце тiльки у випадку, коли
f(z) = εzn, |ε| = 1.
Доведення цiєї теореми проводиться аналогiчно доведенню леми
Шварца для функцiї
ϕ(z) =
f(z)
zn
, ϕ(0) = cn.
Теорема 5. Якщо функцiя
f(z) = c0 +
∞∑
k=n
ckz
k, n ≥ 1,
регулярна в |z| < 1 та |f(z)| < 1 в |z| < 1, то в |z| < 1 мають мiсце
нерiвностi
|f ′(z)| ≤ n|z|
n−1
1− |z|2n
(
1− |f(z)|2) (6)
або
dσf ≤ dσzn .
Знаки рiвностi будуть тут мати мiсце тiльки у випадку, коли
f(z) = ε
zn + a
1 + a¯zn
, |ε| = 1, |a| < 1.
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Доведення. Внаслiдок iнварiантостi dσz вiдносно дробово-лiнiйного
перетворення круга |z| < 1 в себе, маємо:
|f ′(z)|
1− |f(z)|2 =
|f ′1(z)|
1− |f1(z)|2 ,
де
f1(z) =
f(z)− c0
1− c0f(z) =
∞∑
k=n
γkz
k.
Так як функцiя
ϕ(z) =
f1(z)
zn
в |z| < 1
по модулю не перевищує 1, то до неї може бути застосована нерiвнiсть
(2), яка дає ∣∣∣∣f ′1(z)zn − nf1(z)zn+1
∣∣∣∣ ≤ r2n − |f1(z)|2r2n (1− r2) .
Звiдси маємо:
|f ′1(z)| ≤ n
ρ
r
+
r2n − ρ2
rn (1− r2) , ρ = |f1(z)|,
та, отже,
|f ′1(z)|
1− |f1(z)|2 ≤
nρ
r
+ r
2n−ρ2
rn(1−r2)
1− ρ2 . (7)
Тут
ρ = |f1(z)| ≤ rn.
Покажемо, що дрiб у правiй частинi (7), як функцiя вiд ρ, зростає при
0 ≤ ρ ≤ rn. Дiйсно, її похiдна по ρ має однаковий знак з виразом
n
r
ρ2 − 2 1− r
2n
rn (1− r2)ρ+
n
r
. (8)
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Так як добуток коренiв полiнома (8) (вiдносно ρ) дорiвнює 1, то цей
полiном має в
0 < ρ < rn
не бiльше одного кореня. Але (8) додатне при ρ = 0. Доведемо, що воно
додатне i при ρ = rn. Маємо,
n
r
r2n − 21− r
2n
1− r2 +
n
r
=
= rn−1
(
n
(
rn +
1
rn
)
− 2
(
rn−1 +
1
rn−1
)
− 2
(
rn−3 +
1
rn−3
)
− ...
)
;
i так як x+ 1
x
спадає при 0 < x < 1, то в 0 < r < 1 маємо:
rn +
1
rn
≥ rk + 1
rk
, k = 0, 1, 2, ..., n− 1;
отже, вираз (8) додатнiй. Це й доводить, що права частина (7) вiдносно ρ
зростає при 0 ≤ ρ ≤ rn. Пiдставляючи в (7) замiсть ρ не меншу величину
нiж rn, отримаємо (6). Крiм того, на основi попереднього, випливає, що
знак рiвностi в (6) може досягатися тiльки у випадку, коли
f(z) = εzn, |ε| = 1,
або, коли,
f(z) = ε
zn + a
1 + a¯zn
, |ε| = 1, |a| < 1.
Безпосередньою перевiркою отримаємо, що дiйсно в (6) має мiсце знак
рiвностi. Теорема доведена.
Розглянемо тепер одне посилення попередньої теореми.
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Теорема 6. Якщо функцiя
f(z) = c0 +
∞∑
k=n
ckz
k, n ≥ 1,
регулярна в |z| < 1 та |f(z)| < 1 в |z| < 1, то в |z| < 1 має мiсце
нерiвнiсть
dσf ≤ ϕ
′(r)
1− |ϕ(r)|2 |dz| = dσϕ(r),
де
r = |z|, ϕ(r) = rn r + |γn|
1 + r|γn| , γn =
cn
1− |c0|2 .
Знак рiвностi буде тут мати мiсце тiльки у випадку, коли
f(z) =
c0 + z
n z+γn
1+γnz
1 + c0zn
z+γn
1+γnz
= c0 + cnz
n + ... .
Доведення випливає з доведення теореми 5, якщо прийняти, що
ρ = |f1(z)| ≤ rn r + |γn|
1 + r|γn| ≤ r
n, |γn| = |cn|
1− |c0|2 ,
i, отже, в (7) ρ можно замiнити на не меншу величину за
rn
r + |γn|
1 + r|γn| .
Теорема доведена.
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Принцип гiперболiчної метрики.
У цьому роздiлi ми узагальнимо iнварiантну форму леми Шварца на
випадок багатозв’язної областi. Це узагальнення i має назву принципу
гiперболiчної метрики.
Вiдмiтимо, що гiперболiчну метрику в областi B будемо визначати,
як перенесену у B при вказаному вiдображеннi гiперболiчної метрики
круга |ζ| < 1; iнакше кажучи, її диференцiований елемент визначається
по формулi
dσz = dσζ =
|dζ|
1− |ζ|2 =
|ζ ′(z)| |dz|
1− |ζ(z)|2 . (9)
Так як останнiй дрiб iнварiантний вiдносно дробово-лiнiйних перетво-
рень функцiї ζ(z), то гiперболiчна метрика незалежить нi вiд вибору
вiдображаючої функцiї, нi вiд вибору її вiтки та повнiстю визначається
областю B та розмiщенням точок в областi B.
Виходячи з (9), визначаємо довжину L будь-якої кусково-гладкої кри-
вої
l : z = z(t), a ≤ t ≤ b,
яка мiститься в B по формулi
L =
∫
l
dσz =
∫
l
|ζ ′(z)| |dz|
1− |ζ(z)|2 =
b∫
a
|ζ ′(z(t))| |z′(t)| dt
1− |ζ(z(t))|2 .
Тепер можно сформулювати i сам принцип гiперболiчної метрики.
Теорема 7. (Принцип гiперболiчної метрики.) Якщо областi B та
G мiстяться вiдповiдно у площинах z та w i мають кожна не мен-
ше нiж по три межовi точки, i якщо аналiтична функцiя w = f(z),
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визначена будь-яким своїм елементом, може бути продовжена в B по
довiльному шляху та задовольняє умовi, що всi значення, якi вона при
цьому приймає в B, мiстяться в областi G, то будь-яка кусково-гладка
крива l в областi B переходить при вiдображеннi w = f(z) в криву λ,
гiперболiчна довжина якої вiдносно областi G не перевищує гiперболiч-
ної довжини кривої l вiдносно областi B. Рiвнiсть цих довжин буде
досягатися тiльки у випадку, коли
f(z) = w(ζ(z)).
Тут функцiя ζ = ζ(z) конформно вiдображає область B на круг |ζ| < 1,
а функцiя w = w(ζ) конформно вiдображає круг |ζ| < 1 на область G.
Якщо ж dσz є диференцiований елемент в точцi z ∈ B, а dσw –
вiдповiдний диференцiований елемент в образi w ∈ G, то маємо
dσw ≤ dσz
з аналогiчним випадком досяжностi знаку рiвностi.
Доведення. Нехай функцiї ζ = ζ(z) та t = t(w) вiдображають об-
ластi B та G вiдповiдно на круги |ζ| < 1 та |t| < 1. Позначимо через
z = z(ζ) функцiю, обернену до ζ = ζ(z). Утворимо складену функцiю
t = t (f(z(ζ))) = χ(ζ).
Вона буде регулярною в |ζ| < 1 та |χ(ζ)| < 1 в |ζ| < 1. За теоремою 3
маємо:
|χ′(ζ)| |dζ|
1− |χ(ζ)|2 ≤
|dζ|
1− |ζ|2
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або
|t′ (f(z(ζ)))| |f ′(z(ζ))| |z′(ζ)|
1− |t (f(z(ζ)))|2 |dζ| ≤
|dζ|
1− |ζ|2 .
Далi, переходячи вiд круга |ζ| < 1 до областi B, отримаємо в B нерiв-
нiсть:
|t′ (f(z))| |f ′(z)| |dz|
1− |t (f(z))|2 ≤
|ζ ′(z)| |dz|
1− |ζ(z)|2 , (10)
тобто
dσw ≤ dσz, w = f(z).
Тепер iнтегруючи (10) по l, отримаємо, що довжина кривої λ не пере-
вищує довжини кривої l. Знаки рiвностей будуть досягатися тiльки у
випадку, коли χ(ζ) однолисто вiдображає круг |ζ| < 1 в себе, а отже,
функцiя
f(z) = t−1 (χ(ζ(z)))
має вигляд, вказаний у формулюваннi принципу. Принцип гiперболiчної
метрики доведено.
Наслiдок. Якщо в площинi z дани областi B та G, причому B ⊂ G
та B 6= G, то в усiй областi B маємо:
dGσz ≤ dBσz,
тобто з розширенням областi гiперболiчна вiдстань мiж одними i ти-
ми ж двома її точками зменшується.
Доведення цього наслiдку отримаємо з принципу гiперболiчної мет-
рики застосованого до функцiї
f(z) ≡ z.
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Принцип Лiндельофа.
Використовуючи поняття вище введеної функцiї Грiна можно дати ще
одне узагальнення леми Шварца, яке i має назву принципу Лiндельофа.
Теорема 8. (Принцип Лiндельофа.) Якщо B та G двi скiнченно-
зв’язнi областi, якi обмеженi кривими Жордана, що мiститься, вiдпо-
вiдно, у площинах z та w, а функцiя w = f(z) – регулярна в областi B
та приймає в нiй значення, якi мiстяться в областi G, то для будь-
яких двох точок z, z0 ∈ B, маємо:
gG (f(z), f(z0)) ≥ gB (z, z0) , (11)
де gB (z, z0) та gG (w,w0) – функцiї Грiна для областей B та G.
Якщо знак рiвностi в (11) має мiсце для однiєї пари точок z, z0 ∈ B,
то вiн має мiсце i для всiх точок z, z0 ∈ B.
Доведення. Зразу вiдмiтимо, що можно вважати z0 6=∞, бо iнакше
прийдемо до цiєї умови певним дробово-лiнiйним перетворенням ком-
плексної площини z.
Розглянемо двi функцiї:
gG (f(z), f(z0)) + ln |f(z)− f(z0)| , gB (z, z0) + ln |z − z0| .
Обидвi вони є гармонiйними в областi B, включаючи i точку z = z0. Тому
гармонiйною в B буде i їх рiзниця, тобто функцiя
gG (f(z), f(z0))− gB (z, z0) + ln
∣∣∣∣f(z)− f(z0)z − z0
∣∣∣∣ .
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Це означає, що рiзниця
gG (f(z), f(z0))− gB (z, z0)
є гармонiйною функцiєю в областi B, за виключенням нулiв функцiї
f(z) − f(z0), при наближеннi до яких вона може прямувати до +∞.
При наближеннi до межi областi B всi граничнi значення цiєї рiзницi
невiд’ємнi. Отже, за властивiстю гармонiйних функцiй всюди в B має-
мо:
gG (f(z), f(z0))− gB (z, z0) ≥ 0,
причому знак рiвностi буде досягатися тiльки у випадку, коли
gG (f(z), f(z0))− gB (z, z0) ≡ 0.
Принцип Лiндельофа доведено.
У випадку однозв’язних областей B та G справедливий наступний
наслiдок принципу Лiндельофа.
Наслiдок. Якщо Br та Gr – образи круга |ζ| ≤ r при вiдображеннi
круга |ζ| < 1, вiдповiдно, на областi B та G таке, що ζ = 0 переходить,
вiдповiдно, в z0 та w0 = f(z0), то значення, якi приймає в областi Br
функцiя w = f(z), всi мiстяться в областi Gr, причому, якщо одне
з цих значень мiститься на межi областi Gr, то функцiя w = f(z)
однолисто вiдображає B на G.
Доведення випливає з принципу Лiндельофа i того факту, що для
однозв’язної областi функцiя Грiна gB (z, z0) дорiвнює взятому зi знаком
мiнус логарифму модуля функцiї, яка однолисто вiдображає цю область
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на круг |ζ| < 1 так, що точка z = z0 переходить в ζ = 0. Наслiдок
доведено.
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Поняття гармонiчної мiри та її найпростiшi властивостi.
Нехай α є обмежена замкнена множина точок площини z та B – будь-
яка з областей, яка мiститься у множинi C \ α. Вiднiмемо вiд областi B
замкнену криву Жордана β (вона не має спiльних точок з α), а також її
внутрiшню частину, позначимо частину областi B, яка залишилася через
Bβ. Тепер нехай
B(n), n = 1, 2, 3, ...,
є послiдовнiсть областей, якi мiстяться в B, мiстять β, з межами αn,
якi складаються iз скiнченого числа замкнених кривих Жордана, та якi
вичерпують область B. Далi, нехай
B
(n)
β , n = 1, 2, 3, ...,
є областi, отриманi з областi B(n) вiднiманням з них кривої β та областi,
яку ця крива обмежує.
Позначимо через ω
(
z, αn, B
(n)
β
)
– функцiю, гармонiчну в областi B(n)β
та рiвну одиницi на αn та нулю на β. Ця функцiя буде невiд’ємна та
менше одиницi в B(n)β . Рiзниця
ω
(
z, αn, B
(n)
β
)
− ω
(
z, αn+1, B
(n+1)
β
)
,
як невiд’ємна на межi областi B(n)β , буде додатна всерединi областi B
(n)
β .
Це свiдчить, що при фiксованому z ∈ Bβ, величина ω
(
z, αn, B
(n)
β
)
буде
визначена, починаючи з деякого n, та буде спадати iз зростанням n. За
теоремою Гарнака отримаємо, що
lim
n→∞
ω
(
z, αn, B
(n)
β
)
= ω (z, α,Bβ)
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iснує всюди в Bβ та визначає гармонiчну функцiю в Bβ. Зрозумiло, що
0 ≤ ω (z, α,Bβ) < 1 в Bβ.
Вiдмiтимо, що ω (z, α,Bβ) незалежить вiд вибору послiдовностi B(n).
Дiйсно, припустимо протилежне. Тодi, маємо двi послiдовностi B(n′)
та B(n′′) такого роду. Тому для довiльного n′ можно знайти таке n′′, що
B
(n′)
β ⊂ B(n
′′)
β
та навпаки. Отже, в першому випадку отримаємо нерiвнiсть
ω
(
z, αn′ , B
n′
β
)
< ω
(
z, αn′′ , B
n′′
β
)
,
а в другому обернену нерiвнiсть. Отримали протирiччя.
Означення. Величина ω (z, α,Bβ) називається гармонiчною мiрою
множини α вiдносно областi B, кривої β та точки z ∈ Bβ.
Лема 1. При наближеннi точки z з областi Bβ к точкам множини
α, гармонiчна мiра ω (z, α,Bβ) не завжди прямує до одиницi.
Доведення. Це твердження є невiрним при наближеннi точки z до
iзольованих точок множини α, бо в кожнiй з цих точок ω (z, α,Bβ) є
гармонiчна функцiя.
Лема 2. Якщо ω (z, α,Bβ) 6= 0, то при наближеннi точки z з об-
ластi Bβ к точкам множини α, граничнi значення гармонiчної мiри
ω (z, α,Bβ) обмеженi знизу додатнiм числом.
Доведення. Нехай β0 є замкнена крива Жордана, яка мiститься в
B та мiстить всерединi себе криву β, i не мiстить жодної точки множини
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α. На β0 функцiя ω (z, α,Bβ) має додатнiй мiнiмум θ, 0 < θ < 1. Нехай
z0 – довiльна точка областi Bβ, яка мiститься у зовнiшностi β0, та нехай
n настiльки велике, що β0 та z0 мiстяться в B
(n)
β . Так як в B
(n)
β маємо
ω
(
z, α,B
(n)
β
)
> ω (z, α,Bβ) ,
то на β0 буде
ω
(
z, αn, B
(n)
β
)
> θ.
Крiм того, на αn маємо
ω
(
z, αn, B
(n)
β
)
= 1.
Отже, за принципом максимуму для гармонiчних функцiй, маємо
ω
(
z0, αn, B
(n)
β
)
≥ θ
при всiх достатньо великих n. При n→∞ це дає
ω (z0, α, Bβ) ≥ θ > 0.
Звiдси слiдує, що всi граничнi значення ω (z, α,Bβ) при наближеннi z до
α бiльше за θ. Лема доведена.
Логiчно виникає питання о критерiях, коли гармонiчна мiра даної
множини α рiвна нулю та коли вона додатна. Справедливi наступнi ре-
зультати.
Теорема 9. Рiвнiсть нулю гармонiчної мiри ω (z, α,Bβ) незалежить
вiд вибору кривої β, якщо вона мiститься в однiй i тiй самiй областi
B, яка є доповненням α.
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Доведення. Рiвнiсть або нерiвнiсть нулю гармонiчної мiри ω (z, α,Bβ)
має мiсце одночасно для всiх точок областi Bβ, бо iнакше, якщо вона рiв-
на нулю в однiй точцi з Bβ, то за принципом максимуму для гармонiчної
функцiї вона рiвна нулю всюди в Bβ.
Вiдмiтимо, що таке ж твердження має мiсце i для кривих β, якi ви-
бираються в областi B. Дiйсно, нехай для деякої кривої β маємо
ω (z, α,Bβ) = 0
та нехай β∗ – iнша крива такого ж роду. Нехай γ та γ′ – замкненi кривi
Жордана, якi мiстяться в B, мiстять всерединi себе кривi β та β∗, та
такi, що γ′ мiститься всерединi γ та мiж γ та β∗ немає точок множини
α. Кривi γ та β∗ разом обмежують область B0, яка мiститься в B. Нехай
θ = max
z∈γ′
ω (z, γ, B0) , 0 < θ < 1.
Задамо тепер ε > 0. При n достатньо великому та при z ∈ γ маємо
ω
(
z, αn, B
(n)
β
)
< ε,
бо iз збiжностi ω
(
z, αn, B
(n)
β
)
до нуля в Bβ випливає рiвномiрна збiжнiсть
до нуля всерединi Bβ.
Позначимо через λ та λ′ максимуми функцiї ω
(
z, αn, B
(n)
β∗
)
на γ та γ′.
Так як рiзниця
ω
(
z, αn, B
(n)
β∗
)
− ω
(
z, αn, B
(n)
β
)
є гармонiчна функцiя у частинi B(n)1 областi B(n), яка обмежена кривими
αn та γ′, та на αn дорiвнює нулю, а на γ′ не перевищує λ′, то звiдси маємо
λ < λ′ + ε.
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Так як рiзниця
ω
(
z, αn, B
(n)
β∗
)
− λω (z, γ, B0)
є гармонiчна функцiя в B0, яка дорiвнює нулю на β∗ та менша нуля
на γ, то вона менша нуля в B0, зокрема, й на γ′, де максимум функцiї
ω
(
z, αn, B
(n)
β∗
)
дорiвнює λ′. Отже, на γ′ маємо
λ′ ≤ λω (z, γ, B0) ≤ λθ.
Звiдси й з λ < λ′ + ε отримаємо
λ′ <
θ
1− θε.
Тому на γ′ маємо
ω
(
z, αn, B
(n)
β∗
)
≤ θ
1− θε.
Так як ε довiльне додатне, то
ω (z, α,Bβ∗) = 0
на γ′, а отже, i всюди в Bβ∗ . Теорема доведена.
Теорема 10. Якщо α мiстить континуум, то
ω (z, α,Bβ) > 0,
яка б не була область B, що є доповненням α, та яка б не була крива
β ⊂ B.
Доведення.Можно пiдiбрати дробово-лiнiйне перетворення таке, шо
область B має зовнiшнi точки. Якщо B0 – область, яка обмежена кривою
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β та деякою iншою замкненою кривою Жордана, яка мiститься зовнi B,
то B(n)β ⊂ B0 та, отже, як вище, доведемо, що при z ∈ B(n)β маємо
ω
(
z, α,B
(n)
β
)
≥ ω (z, α0, B0) > 0.
При n→∞ звiдси отримаємо:
ω (z, α,Bβ) ≥ ω (z, α0, B0) > 0.
З останньої нерiвностi випливає, що якщо гармонiчна мiра множини α
вiдносно деякої областi, яка є доповненням α, рiвна нулю, то α не мiстить
жодного континуума та доповнення до α є єдиною областю, яка мiстить
∞. Теорема доведена.
Зараз вiдмiтимо деякi властивостi множин нульової гармонiчної мiри.
Теорема 11. Кожна замкнена частина обмеженої замкненої мно-
жини нульової гармонiчної мiри є також множиною нульової гармонiч-
ної мiри.
Доведення випливає з розгляду рiзниць вiдповiдних функцiй типу
ω
(
z, αn, B
(n)
β
)
.
Теорема 12. Сума двох обмежених замкнених множин нульової
гармонiчної мiри є множиною нульової гармонiчної мiри.
Доведення. Нехай цi множини є α1 та α2 та нехай крива β лежить у
доповненнi до α = α1∪α2. Для областей B(n)1 та B(n)2 , що вичерпують вiд-
повiдно областi, якi є доповненнями α1 та α2 та мiстять β, при достатньо
великому n маємо:
ω
(
z, α1,n, B
(n)
1
)
<
ε
2
, ω
(
z, α2,n, B
(n)
2
)
<
ε
2
.
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Тут α1,n та α2,n – межi областей B
(n)
1 та B
(n)
2 . Нехай тепер B(n) є та з обла-
стей спiльної частини областей B(n)1 та B
(n)
2 , яка мiстить β. При певному
виборi областей B(n)1 та B
(n)
2 , межа областi B(n) при кожному n = 1, 2, 3, ...
буде складатися iз скiнченого числа замкнених кривих Жордана. Тому
областi B(n), n = 1, 2, 3, ..., вичерпують область B. Функцiя
ω
(
z, αn, B
(n)
β
)
− ω
(
z, α1,n, B
(n)
1
)
− ω
(
z, α2,n, B
(n)
2
)
гармонiчна в B(n)β , рiвна нулю на β та не перевищує нуля на αn. Отже, в
Bβ маємо:
ω (z, α,Bβ) ≤ ω (z, α1, B1) + ω (z, α2, B2) ,
тобто
ω (z, α,Bβ) = 0.
Теорема доведена.
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Принцип розширення.
Нехай в площинi z, є скiнченнозв’язна область B, обмежена кривими
Жордана. Вiзьмемо на межi K областi B скiнченну кiлькiсть дуг (за-
мкнених чи вiдкритих), позначимо множину всiх точок, що належать
цим дугам, через α та розглянемо функцiю, гармонiйну та обмежену в
B, рiвну 1 на α та рiвну 0 у iнших точках межi K; тут виключаємо, кiнцi
дуг, якi складають α, оскiльки в них функцiя не є неперервною. Така
функцiя iснує i єдина її позначимо через ω(z, α,B) i вона є гармонiйною
мiрою частини α межi K областi B вiдносно точки z. Всюди в B, маємо
0 ≤ ω(z, α,B) ≤ 1.
Якщо межу K розбити на частини α1, α2, ..., αn вказаного типу, то маємо
в B :
n∑
k=1
ω (z, αk, B) = 1. (12)
Важлива властивiсть гармонiйної мiри полягає в наступному прин-
ципу розширення.
Теорема 13. (Принцип розширення.) Якщо межа K областi B роз-
бита на двi частини α та β (вказаного вище типу), то при розши-
реннi областi B за рахунок змiни тiльки частини β, гармонiйна мiра
ω(z, α,B) збiльшується, а при розширеннi областi B за рахунок змiни
тiльки частини α, гармонiйна мiра ω(z, α,B) зменшується.
Доведення. Нехай B′ отримаємо з B розширенням останньої за ра-
хунок змiни тiльки β. Тодi функцiя
u(z) = ω(z, α,B′)− ω(z, α,B),
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гармонiйна та обмежена в B, дорiвнює нулю на α та невiд’ємна на β.
Отже, ця функцiя невiд’ємна та всюди в B, що доводить першу частину
твердження. Друга частина твердження випливає з формули
ω(z, α,B) = 1− ω(z, β, B).
Принцип розширення доведено.
Значення принципу розширення полягає в тому, що при рiзних оцiн-
ках вiн дозволяє посилювати нерiвностi за рахунок замiни складних ча-
стин межi K бiльш простими, для яких гармонiйна мiра вiдносно просто
обчислюється.
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Деякi оцiнки модуля регулярної функцiї та її похiдної.
Зараз ми вiдмiтимо один результат, який дає оцiнку похiдної регуляр-
ної в одиничному крузi функцiї. Доведення його безпосередньо випливає
з теорем 2 та 5.
Теорема 14. Якщо функцiя f(z) регулярна в |z| < 1 та |f(z)| < 1 в
|z| < 1, то в |z| < 1 має мiсце точна оцiнка
|f ′(z)| ≤ 1
1− |z|2 ,
причому знак рiвностi в точцi z = z0, |z0| < 1, буде досягатися тiльки
у випадку функцiй
f(z) = ε
z − z0
1− z0z , |ε| = 1.
Якщо, крiм того,
f(z) = c0 +
∞∑
k=n
ckz
k, n ≥ 1,
то в |z| < 1 має мiсце точна оцiнка
|f ′(z)| ≤ n|z|
n−1
1− |z|2n ,
причому тут знак рiвностi в точцi z = z0, |z0| < 1, буде досягатися
тiльки у випадку функцiй
f(z) = ε
zn − zn0
1− zn0 zn
, |ε| = 1.
Тепер наведемо два результати, якi дають оцiнки для значень регу-
лярної в областi функцiї.
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Теорема 15. Якщо функцiя f(z) регулярна та обмежена в областi
B з межею K i нехай K розбита на двi частини α та β, причому
всi граничнi значення модуля |f(z)| при наближеннi з B до внутрiшнiх
точок дуг, якi складають α та β, не перевищують, вiдповiдно, Mα та
Mβ, тодi в B маємо:
ln |f(z)| ≤ ω(z, α,B) lnMα + ω(z, β, B) lnMβ, (13)
причому, якщо знак рiвностi в (13) буде мати мiсце в однiй точцi z ∈
B, то вiн буде мати мiсце i для всiх точок областi B.
Доведення. Функцiя
u(z) = ln |f(z)| − ω(z, α,B) lnMα − ω(z, β, B) lnMβ,
є гармонiйною в усiх точках областi B, за виключенням нулiв функцiї
f(z). При наближеннi z з B до всiх точок межi K, включаючи кiнцi
дуг, якi складають α та β, всi граничнi значення функцiї u(z) будуть
невiд’ємнi; при наближеннi ж до нулiв f(z), u(z) прямує до ∞. Отже,
всюди в B маємо
u(z) ≤ 0,
тобто справедлива нерiвнiсть (13), причому вказане в теоремi зауважен-
ня про знак рiвностi справедливе. Теорема доведена.
Теорема 16. Якщо функцiя f(z) регулярна та обмежена в областi
B з межею K i нехай K розбита на двi частини α та β, причому
всi граничнi значення модуля |f(z)| при наближеннi з B до внутрiшнiх
точок дуг, якi складають α та β, не перевищують, вiдповiдно, Mα та
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Mβ. Тодi для кожної замкненої множини E, E ⊂ B iснують додатнi
сталi λ1 та λ2
λ1 + λ2 = 1,
якi не залежать вiд вигляду f(z), такi, що на E маємо:
|f(z)| ≤Mλ1α Mλ1β .
Доведення. Нехай Mα та Mβ, такi, що
Mα < Mβ.
Для функцiї f(z) в областi B має мiсце нерiвнiсть (13), яке внаслiдок
(12) запишемо у виглядi:
|f(z)| ≤
(
Mα
Mβ
)ω(z,α,B)
Mβ. (14)
Якщо покласти
λ1 = min
z∈E
ω(z, α,B), λ2 = 1− λ1,
то очевидно, λ1 та λ2 додатнi i з (14) на E отримаємо:
|f(z)| ≤
(
Mα
Mβ
)λ1
Mβ =M
λ1
α M
λ1
β .
Теорема доведена.
Вiдмiтимо тепер доволi цiкавий наслiдок попереднiх результатiв, який
має назву теореми Адамара о трьох кругах.
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Теорема 17. (Теорема Адамара о трьох кругах.) Якщо функцiя
f(z) регулярна та обмежена в кiльцi B = {z : r1 < |z| < r2} , де α =
{z : |z| = r1} , β = {z : |z| = r2} , причому всi граничнi значення модуля
|f(z)| при наближеннi з B до внутрiшнiх точок кiл α та β, не пе-
ревищують, вiдповiдно, Mα та Mβ. Тодi для точок кола {z : |z| = r} ,
r1 < r < r2 справедлива нерiвнiсть:
max
|z|=r
|f(z)| ≤M
ln rr2
ln
r1
r2
α M
ln rr1
ln
r2
r1
β .
Доведення цього наслiдку випливає з нерiвностi (13), при
ω(z, α,B) =
ln r
r2
ln r1
r2
, ω(z, β, B) =
ln r
r1
ln r2
r1
.
Теорема доведена.
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Теореми Шотткi та Ландау.
Зараз ми наведемо два важливих застосувань принципа гiперболiчної
метрики, якi називаються теоремами Шотткi та Ландау.
Теорема 18. (Теорема Ландау.) Якщо функцiя
w = f(z) = c0 + c1z + c2z
2 + ... =
∞∑
n=0
cnz
n
регулярна в крузi |z| < R та не приймає в |z| < R q даних скiнчених
значень
a1, a2, ..., aq, q ≥ 2.
Тодi, якщо c1 6= 0, то R обмежена скiнченою величиною, яка залежить
тiльки вiд a1, a2, ..., aq, c0, c1.
Доведення. Гiперболiчна метрика в крузi |z| < R є диференцiований
елемент
dσz =
R|dz|
R2 − |z|2
та, зокрема, в точцi z = 0 буде
dσz =
|dz|
R
.
З iншої сторони, позначимо через t = ϕ (w, a1, a2, ..., aq) функцiю, яка
вiдображає область G, яка представляє всю площину w з виколотими
точками a1, a2, ..., aq, на круг |t| < 1 так, що точка w = c0 переходить в
точку t = 0. Тодi при w = c0 маємо
dGσw = |ϕ′ (c0, a1, a2, ..., aq)| |dw|.
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За принципом гiперболiчної метрики (теорема 7)
dGσw ≤ dσz.
Це при z = 0 дає
|ϕ′ (c0, a1, a2, ..., aq)| |f ′(0)| ≤ 1
R
,
тобто
R ≤ 1|c1| |ϕ′ (c0, a1, a2, ..., aq)| .
Знак рiвностi має мiсце тут тiльки у випадку, коли
f(z) = ϕ−1
( z
R
, a1, a2, ..., aq
)
.
Теорема доведена.
Теорема 19. (Теорема Шотткi.) Якщо функцiя
w = f(z) = c0 + c1z + c2z
2 + ... =
∞∑
n=0
cnz
n
регулярна в крузi |z| < R та не приймає в |z| < R q даних скiнчених
значень
a1, a2, ..., aq, q ≥ 2.
Тодi, в крузi
|z| ≤ θR, 0 < θ < 1,
модуль f(z) обмежений скiнченою величиною, яка залежить тiльки
вiд a1, a2, ..., aq, c0, c1.
Доведення. Яка б не була точка z0 в крузi
|z| ≤ θR, 0 < θ < 1,
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гiперболiчна вiдстань мiж точками f(0) та f (z0) не перевищує гiпер-
болiчної вiдстанi мiж точками 0 та z0 в крузi |z| < R, тобто величини
L =
θR∫
0
Rdr
R2 − r2 =
1
2
ln
1 + θ
1− θ .
Якщо E є множина всiх точок областi G (тут область G та сама, що
i при доведеннi теоремi Ландау), гiперболiчна вiдстань яких до точки
c0 не перевищує L, то ця множина обмежена, замкнена та визначається
заданням c0, a1, a2, ..., aq. Отже, якщо M є максимум звичайної вiдстанi
точок E до w = 0, то отримаємо
f (z0) ≤M =M (c0, a1, a2, ..., aq) .
Знак рiвностi буде тут мати мiсце для тої ж функцiї, що й в теоремi
Ландау. Теорема доведена.
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Деякi приклади застосування принципа Лiндельофа.
У цьому роздiлi ми приведемо декiлька прикладiв практичного за-
стосування принципу Лiндельофа.
Приклад 1. Нехай B та G вiдповiдно, круги |z| < 1 та |w| < 1.
У цьому випадку нерiвнiсть (11) спiвпадає з нерiвнiстю (1) узагаль-
неної леми Шварца.
Приклад 2. Нехай тепер B є круг |z| < 1, а G – пiвплощина Rew >
0. Крiм того, нехай z0 = 0, а w0 > 0.
У цьому випадку функцiя, яка однолисто вiдображає круг |ζ| < 1 на
область B iз збереженням початку, є z = ζ, а функцiя, яка однолисто
вiдображає круг |ζ| < 1 на область G так, що ζ = 0 переходить в w0 =
f(0), має вигляд
w = w0
1 + ζ
1− ζ .
Отже, функцiя f(z), регулярна в B i така, що
Re f(z) > 0
в |z| < 1 i
f(0) = w0 > 0,
приймає в крузi |z| < r, r < 1, значення, якi мiстяться в крузi∣∣∣∣w − w0w + w0
∣∣∣∣ < r.
Цей круг симетричний вiдносно дiйсної осi та його коло перетинає дiйсну
вiсь у точках
w0
1 + r
1− r та w0
1− r
1 + r
.
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Це означає, що радiус круга ∣∣∣∣w − w0w + w0
∣∣∣∣ < r
дорiвнює
2w0r
1− r2 .
Зокрема, в |z| < r, r < 1, отримаємо нерiвностi:
f(0)
1− r
1 + r
≤ Re f(z) ≤ f(0)1 + r
1− r ,
Im f(z) ≤ f(0) 2r
1− r2 ,
f(0)
1− r
1 + r
≤ |f(z)| ≤ f(0)1 + r
1− r .
Приклад 3. Нехай тепер B є круг |z| < 1, а G – смуга −1 < Rew <
1. Крiм того, нехай z0 = 0, а w0 > 0.
Функцiя, яка однолисто вiдображає одиничний круг |ζ| < 1 в G так,
що ζ = 0 переходить в w = 0, має вигляд:
w =
2
pii
ln
1 + ζ
1− ζ .
Звiдси, для функцiй f(z), регулярних в крузi |z| < 1 та таких, що
−1 < Rew < 1 в |z| < 1
та f(0) = 0, в |z| < r будуть мати мiсце нерiвностi:
Re f(z) ≤ 4
pi
arctg r,
Im f(z) ≤ 2
pi
ln
1 + r
1− r ,
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|f(z)| ≤ 2
pi
ln
1 + r
1− r .
Наведемо ще один приклад застосування принципу Лiндельофа, яким
сам по собi є узагальненням цього принципу для певного часткового ви-
падку.
Приклад 4. Нехай функцiя f(z) регулярна у скiнченнозв’язнiй об-
ластi B, яка обмежена кривими Жордана, за виключенням полюсiв
p1, p2, ..., pν , кожен з яких записан стiльки раз, яка його кратнiсть.
Нехай, також функцiя f(z) має в B нулi n1, n2, ..., nµ (це не обов’язково
всi нулi f(z) в B). Крiм того, нехай при наближеннi до межi областi
B всi граничнi значення модуля |f(z)| не перевищують M.
Тодi зрозумiло, що функцiя
ln
|f(z)|
M
+
µ∑
k=1
gB (z, nk)−
ν∑
k=1
gB (z, pk)
буде гармонiйною в областi B, крiм, можливо, нулiв функцiї f(z), при
наближеннi до яких вона може прямувати до∞. Також, при наближеннi
до межi областi B ця функцiя має невiд’ємнi граничнi значення. Отже,
за принципом максимуму гармонiйної функцiї всюди в B маємо оцiнку
|f(z)| ≤Me−
µ∑
k=1
gB(z,nk)+
ν∑
k=1
gB(z,pk)
.
Зокрема, коли B є круг |z| < 1, ця оцiнка приймає вигляд:
|f(z)| ≤
∣∣∣∣∣
µ∏
k=1
z − nk
1− nkz
∣∣∣∣∣ :
∣∣∣∣∣
ν∏
k=1
z − pk
1− pkz
∣∣∣∣∣ .
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Висновок.
Дана дипломна робота присвячена розгляду принципiв мажорацiї у
геометричний теорiї функцiй комплексного змiнного, зокрема принципу
гiперболiчної метрики, принципу Лiндельофа та принципу розширення.
Також, наведенi деякi практичнi застосування вiдмiчених вище методiв.
Слiд вiдмiтити, що принципи мажорацiї знайшли досить серйозне засто-
сування у практичних питаннях, як теорiї функцiй комплексного змiнно-
го, так й у теоретичний фiзицi та iнших науках практичного характеру.
Над результатами пов’язаними з ними працювали видатнi математики,
такi як, Г.М. Голузин, Альфорс, Р. Неванлинна та iншi.
У представлений роботi розглянуто ряд допомiжних понять та твер-
джень, таких як гiперболiчна вiдстань, гармонiйна мiра, рiзнi види ле-
ми Шварца. Наведено самi принципи мажорацiї: принцип гiперболiчної
метрики, принцип Лiндельофа та принцип розширення. Показана прак-
тична значущiсть цих принципiв, зокрема до отримання оцiнок модуля
регулярної в областi функцiї та її похiдної, до доведення теорем Шотткi
та Ландау, i до отримання деяких оцiнок на модуль функцiї безпосеред-
нiм застосуванням принципу Лiндельофа.
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Анотацiя.
У данiй роботi розглянуто деякi принципи мажорацiї у геометричний
теорiї функцiй комплексного змiнного. Наведено ряд практичних засто-
сувань цих принципiв.
Аннотация.
В представленной работе рассмотрено некоторые принципы мажора-
ции в геометрической теории функций комплексного переменного. При-
ведено ряд практических приложений этих принципов.
Annotation.
In the presented work it is considered some principles of a mazhoration
in geometrical theory of functions of the complex variable. It is provided
number of practical appendices of these principles.
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