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Sumrário
As sociedades humanas são complexas. Essa complexidade tende a âumentar,
sendo a tecnologia um dos motores desse percurso. Não só promotora de certo
progresso, a tecnologia requer a construçã.o e gestão de sistemas cada vez mais so-
fisticados. Numa perspectiva histórica, só recentemente é que se deram avanços
significativos no enquadramento teórico da tecnologia, com a Cibernética (em inglês
cybemetics, «Ciência que estuda os mecanismos de comunica,çã,o e de controlo nas
máquinas e nos seres vivos.» [PRI]) e a Teoria dos Autómatos [RM01].
Na vertente aplicada destes progressos teóricos, encontraÍnos uma varieda.de de
sistemas implementados com vista a:
o geração de código;
o aná,lise sintáctica e lexical;
o construção e validação de sistemas digitais;
r demonstração automáticâ de teoremas;
o pesquisa de soluções-caminhos nos espa,ços de estados de problemas.
Desta variedade resulta que cada implementação particular tende a especializar-se
numa determina.da ta.refa/objectivo. Resulta então que uma aplica4ão que use uma
biblioteca especializada (digamos, de anáIise sintáctica) frca limitada à especialidade
dessa biblioteca. Também arontece que certas aplicações acabam por implementar
as suas próprias ferrament as.
Neste trabalho foi definido um certo tipo de autómato (AR, autómato recursivo)
que acreditamos ter â mesma capacidade computacional dos autómatos de piiha (AP,
em inglês push-down automata, PDA) mas mais simples e intuitivo. Além dessa
definição, associam-se metadados/acções a símbolos terminais e palavras aceites.
Com essa base teórica implementou-se uma biblioteca que procura facilitar o de-
senvolümento de aplicações onde seja necessário ou útil a construção e execução de
autómatos. A título demonstrativo foi construÍda uma aplicaçã.o, um gerador de ana-
lisadores sintácticos e leúcais, atrâvés de especifica4ões FBNA (Forma Backus-Naur
Aumentada, em inglês Augmented Backus Naur Forrn) [Net08].
lll
Recursive Automata (Abstract)
Human societies are complex. This complexity tends to increase, technology being
one of the drivers of this progress. Technology not only promotes a certain progress
but requires the construction and management of highly sophisticated systems. In a
historical perspective, it was only recently that significzlnt a.dvances were made in the
theoretical framework of technology, with Cybernetics (the science of the mechanisms
of communication and control in machines and living things.) and Automata Theory
lRMoll.
In the applied aspects of these theoretical progress, we find a laniety of systems
implemented with the objective of:
r Generation of a code;
o Making slmtactic and lexical analysis;
o Construction and validation of digital systems;
o Automatically proving theorems;
o Searching solutions-paths in problem's state-space.
Fbom this m.riety follows that each pa.rticula.r implementation tends to specialize in
a particular task/objective. It follows then that an application that uses a specialized
libra.ry (say, parsing) is limited to that library expertise. It also happens that somê
applications ultimately implement their own tools.
In this work is defined a certain type of automaton (RA, recursive automaton)
with the computing power of pushdown automata but simpler and more intuitive.
Besides this deflnition, we associate meta-data/actions to the termina,l symbols and
the accepted words.
With this theoretical basis a library was implemented that seeks to facilitate
the development of applications where it is necessary or useful the construction and
implementation of automata. Based on the deflnition a libra.ry is implemented that
allows applications to develop based on the construction and implementation ofauto-
mata. For demonstration purposes, a.n example application was built, through ABNF
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Palavras gato e gatos com associação de metadados s:«singulax» e
P: «plura.1» a estados.
Palavras gato e gatos com associação de metadados s:«singulaÍ» e
p= «plurâl» a estados.
Palavras gato e gatos com associação de metadados s:«singular» e
p:«plural» a relações.
Palavras filhós e filhoses com associação de metadados s:«singular»
e p= «plurâl» a relações.
Conjuntos a: b: {1,2,3} e c: {1,4}
AR"D M/, associação de acções
AR^D N/ de acções associadas a M .
ARD ,9/ de acções associadas a M quando a palavra ab é aceite. .
AR M, associação de acções a máquinas
AR N de acções associado ao AR M
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São descritos brevemente os conceitos e o tema que enquadra,m este trabalho.
Ta.rnbém são delineados os principais objectivos.
L.L Enquadramento e Motivação
As sociedades ocidentais/ocidentalizadas conteÍnporâneas dependem vitalmente da
informática. Essa dependência manifesta-se principalmente na realização de certas
taxefas automáticas de tal forma que, faltando a infra-estrutura computacional, seria
actualmente impossÍvel providerrcia.r, apenas com recurso a mãode-obra huma.na, o
vasto leque de serviços por esta proporcionado-
Resulta desta situação o aumento sistemático da quantidade e complexidade dos
problemas tratados por sisternas informáticos- Quando o número de itens processa-
dos atinge os milhões, já não bastam soluções ingénuas assentes nâ força-bruta do
(ta,rrbém crescente, mas exponencialmente menos) poder computacional dos a,rte-
factos. É necessário etrcotrtÍaxeÍn-se novos meios de produzir programâs e de gerir
eficientemente a complexidade dos problemas.
Já não são novidade os paradigmas firncional, modular, orientado a objectos,
bem como geradores de código ou outras metodologias que procurarn automatizar,
organiza.r e optimizar as vrárias tarefas delegadas no programador-
A teoria dos autómatos sustenta muitas dessas propostas. Rrsumidarnente, um
autómato é um sistema autónomo que processa informa4ão- A ciência da compu-
taçã,o, como sub-disciplina da matemática, estuda modelos formais, abstractos, de
tais âutómatos e ta.mbém dos problemas que estes podem abordar/resolver- Na sua
forma mais simples, um autómato de estados finitos, AEF, (em inglês fiúte state
automathon, FSl) é definido por um conjunto de estados e uma função de tra,nsição
que, dado um estado e um símbolo lido, determina o próximo estado. A computa4ão
destes autómatos é entã.o a iteração desta função a partir de um estado inicial e de
uma sequência de símbolos a serem lidos.
A simplicidade conceptual, bem como um alargado conjunto de propriedadee nã,o
triviais, fazem dos autómatos e da sua teoria uma das mais importantes ferra.men-
tas para a simpliflca.ção de problemas complicados. Apesar da elegância teórica, o
progra,mador praticante, ern geral, preocupa-se com a construção, optimização e exe-
cução de autómatos, mas é tarnbé.m necessiário atender a questões de complexidade,
determina.çã,o, memória, tempo e aplicabilidade.
I
l-2 Objectivos
Procura.mos resolver alguns problemas associados aos autómatos no ra.mo da in-
formática, idmtifica.ndo os problemas existentes, e de uma forma geral, tenta,mos
resolvêlos desenvolvendo meca.nismos que permita,m abranger o maior número pos-
sível de aplica4ões.
Pretendemos ir mais alérn, e permitir a construção de âutómatos deterministas
em a,rnbientes interactivos e adaptativos.
A nossa estratêgiâ pa.ra abordar estas questões passa por propor, e anúsaÍ, um
novo tipo de autómato, que designaÍnos por «Automáto Recursivo» - AR, e, com
essa base teórica implementa,r uma biblioteca de uso geral e flexível, com vista a




2.L Breve História da Teoria de Autómatos
Em 1930 AIan Ttuing apresenta o seu trabalho sobre máquinas abstractas (conhe-
cidas, ern sua homenagem, como máqúnas de Ttrring em inglês; firring Machines).
Estas fornecem uma ferra.menta teórica para lida.r com o conceito de «computação»-
O objectivo de T\rring era explorar as limitações da computação, do que resultou na
classificação dos problemas «algorÍtmicos» como:
o decidÍvel, onde uma máquina dá sempre resposta positiva ou negativa;
o indecidível, onde, em certos casos, a máquina entra numa computa,ção infinita,
sem reE)osta definida-
Entre 1940 e 1950, surgiram máquinas mais simples, conhecidas como AutG
matos Finitos. Nos finais da década de 1950, o linguista Noarn Chomsky inicia o
estudo de gramáticas formais, e a sua relação com os autómatos, vindo mais tarde
a classificá-los de acordo com a capacidade de reconhecer determinadas linguagens.
Em 1969, Stephen Cook aprofundou a classifica4ão decidível/indecidÍvel de T\rring,
distinguindo como problemas que são decidÍveis em tempo praticável daqueles que
não o são. Estes últimos são conhecidos como problemas intratáveis.
2.2 Conceitos Envolvidos
Para melhor entendimento deste trabalho introduzimos alguns conceitos da termi-
nologia utilizada na teoria de autómaios.
SÍmbolo «Figura ou imagem que representa à vista o que é pura.rnente abstracto»
lPRrl;
Alfabeto conjunto finito de sÍmbolos;
Palavra ê uma sucessão finita de símbolos de um alfabeto, A maior orde.rn dessa
sucessão (r,) é o comprimento da palawa, denotado como lral- A palavra de
comprimento zero é denotada por e;
3
Fecho de Kleene é o conjunto de todas as palavras sobre um aJfabeto. Em par-
ticular, se E for um alfabeto, representa.trros por Ee o conjunto de todas as






Concatenação se Í e y forem palavras eÍúãn fiA denota a concatenação com r
e g, que equivale à palavra r seguida de g. Ou seja, se x: : ooa1...ald e
g : bsh...bw., ertáo rg: aoaç.abtbobr...b61, (lxvl: lu | + lgl);
Linguagem conjunto de palavras de algum conjunto E*, onde E é um alfabeto ern
particular, isto é É Ç E* se e só se É é uma linguagem sobre E;
Estado «Modo geral; condição, disposição, situa.ção, posição, circunstâncias em que
se está e se permanece» [PRI]. :
4
2.3 Estado da arte
Existem actualmente várias bibliotecas que produzem ou auíliarn na construção
de autómatos. Para obtermos uma perspectiva geral consultámos a documentação
das L4 principais implementações (indicadas na bibliogra.fia).
Nesta anáüse foram considerados os seguintes aspectos:
o Plata,formas e Linguagens;
o Interacçã.o entre a biblioteca e o utilizador (interface);
o Autómatos suportadosl
. Operações suportadas e principais ca,racterísticas interna§;
o Perfil dos autómatos produzidos;
Baseá,rro-nos tro estüdo de Chomsky (Hierarqúa de Chomsky) [RSE94] para
«)mparaÍ os diferentes autómatos, ordenando-os de acordo com o tipo de linguagem
reconhecida. Na hierarquia de Chomsky sã,o definidas quatro classes encadeadas:
Tabela 2.1: Hierarqúa de Chomsky
A tabela seguinte resume a informação sobre os tipos de lingua6ens suportada§
pelas diferentes bibliotecas. Indica.rnos ta,rnbém se são (ou não) âdmitidas computa-
ções deterministas ou nã,o-deterministas-
Terminamos a anáüse do estado da arte com uma discussão sobre as suas limita-
ções, va,ntagens e desvantagens encontradas.
2.3.1 Plataformas e Linguagens
As bibtiotecas consideradas são, geralmente, independentes do sistema operativo,
porêm na sua maioria suportam apena.s uma linguagem.
Maioritaria,mente sã,o usadas linguagens interpretadas (Oca,ml, Haskel, Prolog,
Lisp, Elan e Súeme), mas ta,rnbém existern algumas implernentações em C, C** e
Java.
2.3.2 Interacção entre a biblioteca e o utilizador
Os serviços de uma bibüoteca podem ser acedidos de formas diferentes, que agrupa-
mos:
5
Classe Tipo de Linguagern Tipo de Computador
tipo 0 recursi\ràÍnente emrmerável Máquinas de T\ring
tipo 1 com contexto MT nãodeterministas Iinearmente delimitadas
tipo 2 livre de contexto Autómato de pilha não-deterrninista
tipo 3 regular Autómato finito
Suporte
"labela 2-2: Bibliotecas estudadas e o tipo de autómatos que suportão
o pelo uso de ficheiros e representa,ções intermédias (tais como expressões regu-
la.res ou sintaxes próprias) [NPC, Kra08];
o pelo acesso a um conjunto de funções (/PI: Aplication Progmmming InterJace)
para as operações básicas na construção de um autómato de forma directal o
progra,rnador define os estados e as transições;
o pelo uso misto de arnbas formas anteriores [Ser02].
2.3.3 Tipos de autómatos suportados
As bibliotecas consideradas são, normalmente, direccionadas pa.ra o reconhecimento
de expressões regula.res. Daqú resulta serem usados, principalmente, os autómatos
de estados finitos deterministas (AFD, em inglês DFA, Detemúnistic Finite State
Automata). Para além dos AFD, algumas bibliotecas ta.rnbêm produzem:
Autômatos Finitos Não-deterministas (AFN, em ing!ês 1VI?l , Non-detenninistic
Finite State Aúomata) Mrâquinas com um uúmero finito de estados, a funqão
transição define, a partir de um estado de pa,rtida e símbolo de entrada, um
conjünto de próximos estados possÍveis, de onde será escolhido um. Uma pa-
lavra é aceite se eiste urn ca.rninho (nos estados) com irúcio no estado inicial
e com fim num estado final;
Autómatos de Árvore (AA, em inglês ?tÁ: llee Automata\ Lidarn com estru-
turas em árvore em vez de palavras. Existem dois tipos; os (a) das folhas
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down) - lsto é importarte pois os autómatos em árvore deterministas do tipo
(b) sã,o menos poderosos do que os do tipo (a). Todos os resta,ntes, ou seja
não-deterrninistas do tipo (a) e (b) sao equivalentes;
llansdutores (AES, Autómatos de entrada e saída. Em in§ês I/O Automata )
Para além de aceitarem ou rejeita.rem palavrâs sobre o alfabeto de entrada
gerarn palavras sobre um alfabeto de saída;
Autómatos de Equipa (AE, em inglês TA: Teorn Automata) Sã,o usados pa.ra mo-
delar sistemas, em que cada autómato é visto como um componente do sistema.
Estes usarn três âIfabetos de sÍmbolos:
l. entrada;
2. saÍda;
3- interno, pa.ra a sincronização de cada componente do sistema;
Autómâtos de Pilha (AP, em inglês PD{, Prshilout Aatomata) Uma e:rtensão
dos Autómatos Finitos. A estes a.diciona-se uma pilha/palavra sobre um al-
fabeto, a que se chama aJfabeto da pilha. A função tra.nsição passa então a
decidir o próximo estado t'endo em conta o estado presente, o sÍmbolo no topo
da pilha e o símbolo de entrada. No caso da pilha estar vazia é considerado
como esta,ndo no topo o símbolo e- Em cada transição pode executax-se uma
de duas operações sobre a pilha: inserir um sÍmbolo no topo ou retirax um
sÍmbolo do topo. Neste caso a palavra é aceite se existir um ca,rninho desde o
estado inicial até um estado terminal, em que a pilha se encontra vaaial
Autómato de Pilha VisÍvel (APV, VPA: Visible P shiloun Automota) São autG
matos de pilha simplificados. As operações da pilha são apenas defiuidas pelos
sÍmbolos de leitura. A pilha aqui tem somente a função de conta,r os sÍmbolos,
resultando daÍ que este tipo de autómatos é menos expressivo do que os AP;
Máquinas de Turing (MT, em inglês TM: Tú.ring Mochines) Constituídas por um
número finito de estados e uma fita potencialmente infnita. O conteúdo da
fita é acedido através de uma cabeça de leitura e escrita de sÍrnbolos. Em cada
transiçâo é opcionalmente possÍvel ler, escrever ou mover a cabeça uma posição
para a direita ou esquerda, A transiçã,o ê efectuada tendo em conta o estado
actual e o símbolo lido da fita;
Cada bibüoteca implementa apenas um tipo de autómato (algumas tfinbân a.s
varia,ntes não deterministas), com a notável excepção da biblioteca ija6ua.r que im-
plementa todos os tipos na escala de Chomsky, a que correspondem os AFN, AFD,
AP e MT.
2.3.4 Operaç6es suportadas e principais características internas
Quase todas estas bibliotecas implementam as opera(ões sobre autómatos mais co-
muns: passagem de um autómato nãadeterminista para o seu equivalente deter-
minista, minimiza4ão, intersecção, união, fecho de kleene, remoção de transições e,
ertre outrâs-
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Algumas das bibliotecas ainda permitem condições de transição, em vez da sim-
ples leitura de sÍmbolos. Nesses casos o cáIculo de predicados ou funçôes sobre certos
objectos podem influenciar as transições de estado.
Por último, os autómatos da biblioteca Autowrite [Dur05] têm a capacidade de
rescrever a{i regras introduzidas.
2.3.5 Aplicações dos autómatos produzidos
Como já vimos, nestas bibliotecas os autómatos são definidos pela leitura de urn
Êcheiro ou por uma sequência de instruções. A forma em que cada biblioteca pro-
porciona esse autómato ta.mbém varia:
o pode ser um fragmento de um progra,ma numâ certa linguagem alvo. O cG
digo produzido destina-se a ser inclúdo num programa maior. Geralmente
a linguagern alvo coincide com a linguagem de implementação da biblioteca
[Kra08, Mao];
o pode ser guardado num ficheiro especial, posteriormente interpretado por um
prograna dedicado [NPC];
o pode ser construído e usado em tempo de execução de um determinado pro-
gra;na cliente da biblioteca [Mao, LAM, eDG03, elS0ll;
o os tipos do alfabeto de leitura podem ser sÍmbolos do tipo carácter, fluxos
[NPC] (de qualquer tipo de dados), objectos (Jav"a pAUl) e termos ou predi-
cados (Prolog [eDG03]).
2-3.6 Conclusão
As bibliotecas arraliadas, na sua maioria, apresenta,[r algumas caracterÍsticas impor-
tantes, de que destacamos as opera4ões mais comuns sobre autómatos. Podemos
ainda considera.r âIguÍrs aspectos interessa,ntes:
o a simplifica4ão automática de gra,rnáticas, usando regras de transformação
[Dur05];
r o uso de condições de transição, em vez de simples símbolos (predicados Prolog
e objectos Java pAU, eDGO3l);
o a representação de fórmulas por autómatos, e a possibilidade de contra-prova
[KM0r, OMV95];
o a representaçã,o de autómatos em forma gráfica, usando o sistema GraphViz;
o a construçã.o do autómato em tempo de execuçã,o;
o o uso de representações intermédias dos autómatos em XML [Ser02].
Por outro lado, não podemos deixa,r de observa.r algumas limitações:
o a linguagem alvo coincide, quase sempre, com a ünguagem de implementa4ão
O uso da biblioteca fica assim limitado a uma linguagem;
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. a interface disponibilizada é, na maioria das vezes, pouco soflsticada. Uma
biblioteca mais avançada permitiria, por exemplo, suportar as especificações
mais comuns de gramáticas, (e.g. FBN, Forma Backus-Naur, em inglês By'Í4
Backus-Naur Fonn);
o os tipos de autómatos produzidos são, quase sempre, autómatos de esta.dos
finitos, demasiado simples para importantes classes de lingrragens, como as
linguagens dependentes do contexto, por exemplo;
o os autómatos são, normalmente, reconhecedores de linguagens. Porém, pa.ra
muitas situações não basta uma resposta booleana. É, frequentemente, con-
veniente associar acções ou sequências de acções rás palavras processadas pelo
autómato;
o os códigos dos âutómatos produzidos não têm nenhuma forma de modula.ri-
dade. Numa situaçâo tÍpica o prograÍnador altera um determinado fragmento
do código do autómato. Se, posteriormente, for necessário corrigir a especifi-
cação do autómato perdem-se as alterações introduzidas.
2.4 Identificação de Problemas
Estas bibliotecas estão limitadas pela linguagem de implementa,ção. A plataforma
.NET vem de alguma forma resolver esse problema, mas o facto de ser uma plata-
forma proprietá,ria retira-lhe viabilidade, pois o estatuto legai e funcionalidade de
ferramentas desenvolvidas paÍa esta plata.forma dependem de terceiros.
Este problema pode ser resolvido através de uma interface que permite a transfor-
ma4ão dos resultados obtidos. Assim, uma única biblioteca define autómatos aptos
a serem em várias linguagens (de programação ou de representação, e.8. pâxa o
GraphViz).
Por outro iado, o código gerado forma uma unidade (quase) indivisÍvel. Esta falta
de modularidade tem grande impacto no desenvolvimento de aplicações. Pa.ra que
um programador possa associar determinadas acções à aceitação de determinadas
palawas, terá de modifica.r fragmentos do código do autómato. Porém, se posteri-
ormente alterar a especifica4ão, as alterações introduzidas serão perdidas. Mas se
o código gera.do for modular, uma alteração local na especificação deste irá apenas
alterar uma pequenâ parte do código.
Uma das principais ntagens dos AFD reside na sua simplicidade. No enta,nto,
sendo basicamente reconhecedores com memória fixa, estão limitados ao reconheci-
mento de linguagens regulares, o que se reflecte nos perfis de grande parte das bibli
otecas ana.lisadas. Se o modelo basico dos ÀFD fosse estendido, de alguma forma,
num compromisso entre simplicidade e expressividade, talvez passasse a ser então
possÍvel implementar uma bibliotecâ bâseada num modelo simples de autómato, sem
que essa simplicidade venha comprometer a aplicabilidade/expressividade.
Concluindo, aúamos que existem poucas (ou nenhumas) bibliotecas práticas
feitas a pensar no desenvolvimento de aplicações sobre autómatos,.de umá forma
geral e não especializada. As interfaces que transformam os dados antes e depois
do processamento interno da biblioteca, não levam em considera,ção os problemas
I
encontrados pelos progra,madores, de forma a que o desenvolvimento de aplicações




As secções que se seguem neste capÍtuio fazem de uma forrna geral a apresentação
do sistema e a descrição dos objectivos.
Nos capÍtulos posteriores é feita uma a,náIise mais detalhada de todos os aspectog
aqui retratados.
S.L Apresentação
A teoria dos autómatos é uma ferra.rnenta poderosa, fortemente ligada à informí
tica e âos seus problemas práticos.
Sabemos, pelo estudo de Chomsky, qüe nem todos os autómatos po§suem o
mesmo poder, sendo estes classificados peJas linguagens que reconhecem.
Foi com base neste estudo e da a,ná.lise a trabalhos relacionados [2.3] que fizemos
uma apreciação do tipo de implementa4ões existentes, o que nos permitiu não só
classifica.r as bibliotecas conforme as suas limitações e capacidades, mas tarnbéÍn
perceber quais os tipos de âutómatos mais requisitados.
DaÍ concluímos de que a classe associada a lingr.ragens liwes de corÉexto é a
mais abrangente [2.3]. As linguagens liwes de contexto deterministas são umas das
mais requisitadas pois, devido às implicações de consumo de recursos, muitas o<igem
características como o determinismo e a minimizaçã,o.
Da tra.nsposição da teoria pâxa a prática, identificá,rros problemas relacionados
com a associação de informa4ão adicional pretendida por cada aplica4ão, com o
objectivo de apresenta.r resultados contextualizados no campo onde a aplicação se
sejarn eles em forma de acções ou dados.
Existe portanto itrteÍesse na conciliação entre a área da teoria dos autómatos
aplicada aos problemas práticos da informática, de forma a encontrar um ponto de
partida comum facilitando assim a transição de uma para a outra. Concluímos que
existe a necessidade de meca,nismos mais simples mas poderosos, direccionados para
os problemas identifi cados.
Assim propomos:
o a definição de um autómato simples do tipo 2 (A.B,, autómato reanrsivo);
o definir a sua versão deterrninista (ARD, autómato recursivo determinista);
o perrnitir a associa4ão de informa4ão adicional (metadados);
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Como este é também um trabalho prático, implementarnos uma biblioteca com
base nas definições, que r@ebe como entrada AR's e os converte internaÍnente sempre
que possível, no seu equivalente determinista (AR.D). Por fim disponibilizarnos uma
interface que permite a sua tra,nsforma,ção para vários formatos de saída.
3.2 O que se pretende?
Pretendemos evitar a fragmentação que existe na transposição da teoria de âutG
matos paxa a sua implementação na informática- A mráxima «reinventar a roda» bem
conhecida na informática, relernbra-nos a nã,o começaÍ algo já disponÍvel. No ca.rnpo
dos autómatos, esta paxece estax esquecida, havendo inúmeras implementa4ões, cada
com âs suâs caxacterÍsticas-
Esta heterogeneidade provoca uma fragmentação neste carnpo, o que se reflecte
na maturidade das implementações disponíveis, obúgando os progra,rnadores a esce
lherem soluções mais maduras fora desta á.rea.
Pretendernos minimizar estes problemas introduzindo uma biblioteca que ofereça
um grande nÍvel de abstracção na camada de definição e maaipulação dos autómatos.
Esta ca,mada oferece ao progra,mador todas as caracterÍsticas da teoria dos âutómatos
e o controlo total sobre a definição dos seus elementos abstractos assim como o acesso
a todo o autómato.
Sendo esta uma biblioteca de uso geral, pode ser utilizada e reutilizada num
grande número de aplica4ões forma,ndo uma comunidade que contribua paxa a sua
evolução e maturação como um único projecto.
F\rtura,rnente gosta.ríamos de ver a sua expa,nsão paxa diferentes á.reas ainda não
abordadas, tais como sistemas adaptativos e interactivos.
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3.3 Autómatos finitos recursivos não-deterministas
Tal como referimos nas secções anteriores um novo tipo de âutómato é proposto neste
trabalho, assim nesta secção iremos apresentar os conceitos e as ideias que de onde
emergem os âutómâtos finitos recursivos. Começamos por alguns conceitos funda-
mentais já existentes, sobre eles iremos construir a nossâ proposta e uma definição
formal. Por fim um estudo/a.nalise sobre a nova definição é efectuado.
3.3.1 Conceitos fundamentais
Definição L Um autómato finito não determinista, AFN, é um í-tuplo:
(Q, », ô, qs, .F)
em que
c Q é o conjunto de estados de controlo de M;
o E é um affabeto, o alfabeto de entrada,'
o 6 é a funçõ,o de transição, corn assinatura
ô:Çx(lu{€}) --2(8);
. qo€Q é o estado inicial;
o F C Q, é o conjunto de estados finais.
Definição 2 Seja M um AFN tal que M = (Q,»,6,qs,F), e w : uo'trt...'tt)n
uma palaara de E* . M aceita u se eristir em, Q uma sequência d,e estad,os c :
qo'qt,...,qn em que
1.m)n
2. qt+t € (6(qt,.;) V ô(ci, e)) , para i:1,...,m
3. ctue F
O conjunto das palaaras aceites por urn autómato, M, representamos por L(M).
Um resultado elementar da teoria d,os autómatos que enunciamos aqui sem demons-
tmção, tliz que a classe das linguagens reconhecidas por AFN coincide cotn a classe
das linguag ens re gulares.
Definição 3 Uma linguagem regular sobre um alfabeto E é d,escrita recursiaamente
pelas seguintes regras :
1. O conjunto uazio 0 é uma linguagem regularl
2. A linguagem {e) é regular;
3. Pam tod,o a e», o, linguagem lal é regular;
l. Se A e B são linguagens regulares então AU B (união), A.B (concatenação),
A" e B* sõ,o linguagens regulares;
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5- Nenhutna outm linguagen sobre E é rcgtlar.
Como eremplos de linguagerc regulares temos as lingtagens fi,nitas. Outro simples
eremplo seria a linguagem regular a*b* sobre o alJabeto {a,b}. E como *emplo ilo
que não ê umc linguagem rcgular temos a linguagem {anbn : n> O} sobrc o tnesrno
a$abeto {a.,b}.
Definição 4 Uma gramdtica é urn conjunto de regms sobre am a$abeto que descre-
lem ou produzem uma linguagem.
Definição 5 Uma gmtndüca regular (GR) é wna forma d,e desazrer rma linguagern
regtlar. Edstem ilois tipos de gmmdticas regularcs, à direita e à esquerda, depen-
ilenilo tlo tipo ile gramdtica cada produção tem que ter a seguinte forrna:
o A e B é um síínbolo nõ,o terminal, e a é wn símbolo terrnánal.
c A--+ a
o A--+ e
o Gramótica reg ar à direita:
A --+ aB
o Gmmdtica rcgvlar à esquerda:
A ---+ Ba
Definição 6 Umo lingtagem liuz. ile mnterto eqaiaale ao conjunto de lingngens
reconhecidas por um AP.
Definição 7 As lingtagens lhnes de conterto podern ser descritas atmrés de gramd-
ticas lüres d,e conte.xto.
O tenno «liare ile contexto» pmaém do Jacto ilos símbolos não tenninais pode-
rem ser tescritos ile modo indepeúente. Estos gromáticas desernpenharn um papel
Junilamental na ilescrição e desenho de linguagens de pmgramação e mmpi.lad,otzs
assim corno na aalidação da sintaxe rk lingtagens natarais.
Seja G: (V,7, P, S) ama GLC, onile
c V, é um conjunto finito de rarióaeis, também conhecidas colno sírnbolos nã,o
tertninais.
o T, o conjunto dos símbolos tenninais.
c TnV:0.
C A:TUV.
. P: {(r,ut):r eV Au e A+}
. S, é o símbola inicial, S eV.
e alguns exemplos:
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Etemplo 1 a: (S|,{a,b,c},P,5)
P:{ S ..- abc ;
Eternplo 2 G : ({S}, {a,b, c, d., el, P,,S)
-_í S --- abc'-ls-- de'




Dtemplo ,l' G: ({S},{a},P,5)
-_í s -.- ,9S'-ls-.- a'
Eaemplo 5 G: ({S},{a,b.,c},P,5)
P:
,S ---+ Sa
g --+ aSc ;
§ --+ abS
3.3.2 Equiwalência entre gramáticas e autómatos
Como a classe das linguagens regula,res coincide com a classe das linguagens geradas
pelas gra,máticas regulares sabemos que a cada AFN M podemos associa,r uma GR,
G tal que L(M): É(G) e üce-versa. Veja.mos alguns exemplos.
Começamos por alguns exemplos de produções regulares P com irrício no símbolo
nã,o terminal S e respectivos autómatos finitos (M):
Exemplo g P: {,S---+ abcS, S -- abc}








Figura 3.1: Autómato finito que reconhece a linguagem abc(abc)*.
Vamos aerificar a compatação de algumas palatras sobrc este AFN:
1. abc é aceite pelo caminho qoq1q2qs;
2. abcabc é aceite pelo uminho qoqlq2qsqreq;
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3- a é re.ieitad,a pois a cornputação termina na sequência d,e estad,os qoqr, corno qr
não é final a palaara é rejeitada.
l. abcab é rejeitad,a pela mesma razão da anterior.
Exemplo 7 P : {S -'+ abc, S --+ abd,)











= {qz}: {ss}: {ss}: {ct}
b
a,
Figura 3.2: Autómato finito que reconhece a linguagem {abc,, abd,}.
Este AFN apenas aceita d,uas palavras, a palaara abc pelo caminho qoq1q2q3 e a
palaura abd, pelo caminho qoqçqbqs.
3.3.3 Os autómatos recursivos
O principal contributo teórico deste trabalho passâ por estender um pouco a defini-
ção de AFN, de forma a permitir que as transições entre estados sejam efectuadas
por «autómatos externos». Mais tarde daremos uma definiçã.o rigorosa desta ideia,
mâs por enquanto ficamos pela explora.ção informal desta ideia, atravês da apresen-
tação de alguns exemplos. O segundo exemplo apresentado mostra um progresso
interessante, em reiação aos AFN. É que a linguagem reconhecida por este autómato
não é regular. A linguagem dos paxênteses é um dos ca6os que são normalmente
usados para exibir uma linguagem de tipo 2 que nâ.o é de tipo 1.
As linguagens de tipo 2 são geradas pelas GLC, o nosso objectivo é reconhecer
linguagens do tipo 2, daqui resulta a proposta de AR, em que adicionamos um
alfabeto (l) de símbolos não terminais livres de contexto à definição de autómato
finito.
Alguns exemplos informais:
Exemplo A P : {S --- abcS, S --+ abc)









F igura 3.3: Autómato recursivo (M) com contexto I : {M} que reconhece a lingua-
geÍn abc(abc)* .
Neste eremplo o autómato M oceita a linguagem obc(abc)*. Iremos agom terift-
car passo d passo o oompt tação de M sobrc algumas palawas:
Começamos pela palarro mais simples abc, usando a ilefiniçõo de computação rk
autómato finito, podemos afirrnar qae a palaara abc é aceite pelo caminho ç6,q1qzq1.
Portanto abc é um eletnento ila linguagem rcmnhecida por M.
Contiwnnd,o, cansideremos a palaara abcabc, começamos pelo prcfixo obc em qte
sabemos que eriste am caminho até ao estailo final q ficanilo assim por saber se
eriste $m caminho a partir ilo estailo qs qte aceita o sufizo abc- No estado ç temos
a seguinte transição õ(qs,, M) : {Ej}, em que a transição é bem sucetlida se um
prcfuo da ytlaara ilaila é aceite por M- No nosso exemplo ternos abc çte é aceite
por M , então o caminho que oceita abcabc é qoqrlnqsqs- Então poilemos afirrnar qte
oknbc é aceite por M , podemos então escreoer a lingaagem aceite por M da segruinte
forma L(M) : abcL(M): abc(abc)*.
. Damos agom algar's exemplos de palaaras reieitailas por M- A platro ab é
rcjeitada por M . Fazenilo a ampataçã,o de ah wrificamos que M pdm na seqtêncio
de estados qsq1, q1 não é um estailo final logo a palaam não é aceite.
Consiilemmos agom a palatra abcab, mmo ió úmos existe um caminho pam o
prcfuo abc que termina no estailo Ez, I,arú Eue ahub seia aceite M tem Eue aeitar
ab e como jtÍ rimos no exempln anterioi'r' isto rião ocontece logo abcoh é rcjeitada.
Exemplo 9 Linsrasem {., [], t[l, ttt...[...111,...) definida pelas ptoituções p : {,S --+
[S],^9 -' e]
M : ({n,sr,n,qs},{a,b,c\,6,qn, {qo, qe})
ó(qo, D : {sr}
6(n,M) : {cz], ;
t(q2,D : {qa}
M
Figura 3.4: Autómato recursivo (M) com contexto I : {M} que reconhece a lingua-
gem {e, [, tu, ttt...[...]11,...].
Neste exemplo M aceita a linguagem {., [, t[], ttt. .J11] do tipo 2.
Começamos pela palautt e que é aceite pelo carninho qo, asshn e e L(M) entõo
| é aceite pelo caminho qoq14tzqs. Portanto temos L(M) : {e,lL(M)l}: {ff }'
Estes oremplos ilustra,m a ideia inspiradora dos autómatos recursivos, que iremos,
explora,r no resto deste capítulo-
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3.3.4 Deffnição de Autómato R ecursivo
Apresenta.rnos agora a definição forma.l de AR, de forma a dar rigor aos exemplos
a.ntedores. Ao contra,rio dos autómatos finitos, a computação dos AR requer um
contexto. No centro da nossa proposta está a possibilidade da computa4ão de um
autómato evocax computações noutros autómatos- Esta capacidade está presente
através dos contextos, que simbolizâm «âutómatos conhecidos»- Vejamos como fica
definida a computa,ção de um AR, contemplando o seu contexto.
Definição 8 LIrn autómato recursivo (AR) é um 6-tuplo:
11a: (Q,,»,6,t,qs,F)
em que
o Q é o mnjtnto de estados de controlo de M;
c E é um altabeto, o alfabeto de entrada;
o I é um alfabeto, o contexto de M I
o 6 é a Íanção de transição, com assinatura
ô:Qx (Eu {,})-P((Q xIu{0}));
. qoeQ á o estado inicial;
c F C Q, é o coryiunto de eetados finais de M.
Definição 9 Seja C ann cnnjanto de at imatos tzcursitos. Paru, caila autómato
M € C supomos definida uma lunção Cya :lqa\{ey} --+ C.
Sejam ut ê 2* uma Tnlaam e
M : (Q,»,6,t,qn,F)
am AR. A computação de ra por M é ma sequência finita de passos
(qs,e,w), . . . ,(qy,uç,ah)




o aceitação: se q"e F,uk:w eak:e entã,o a palawa u é aceite.
o ierminação: se u4: lt) ou qi e F e 6(q;, a"i) : 0 ,Àtao a computação te.7nina;
Caso contnÍrio,




. pasao externo: se o 10, senilo ({,d,d) o ultirno passo ila umputação ila





Com base na definiçã,o formal apresenta,mos alguns exemplos de AR, e a sua compu-
taçao.
Exemplo lO Seja M um AR, tal qte:
r. M = ({qo,q},lal,6,{M,l,qn,lq})
2. M : C(M')
3. ô(q6,a) : {(M',,qi}
(o;M')
Figura 3.5: Autómato reürrsivo (M) que reconhece a linguagem {a}'
Olhanito para a definição de M sabemoi rye L(M) c a* . Pela definição de
amputação de AR rcrificamos que M não aceitd e pois a compttação terrnina no
estailo não final qo. Quanto as re.stantes palawas aa* poilemós ttertftcar 6rc também
são rcjeitailas por M, pois o prcfixo a é ile imeiliato wieitado por M por dtas razões:
c não existe nenhum caminho fi to em M qte aceite ae*, pois a tmnsiçã'o
ó(q6,a): {(M', qr)} é circalar;
. o rr.sso erterno não poile ser exeaiodo Tnis M não reanhece nenhama palourt
ilo linguagem aa* .
Exemplo ll Seja M um AR, tal qae:
1. M : ({qo, qr,, q2},, {a}, 6, {tw'}, qn, {})
2. M : C(M')




Figura 3.6: Autómato recursivo (M) que reconhece a linguagem {a}.
Neste caso M não possui estados finois, reieitarulo qualquer palaom-
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Exemplo a2 Seja M urn AR, tal que:
t. M : ({qo, q,, q2}, {a}, 6, {M,}, qo, {q, u})





Figura 3.7: Autómato recursivo (M) que reconhece a lingua,gem {a}.
Este exemplo é bastante parecklo com o anterior am a diJerença que ilesta tez
q1 ê uÍn estarlo final e assim M aceita a pelo caminho eo% (passo extetno) oa por
qçq2 (passo local).
Exemplo 13 Seja M um AR, tal que:
1. M : ({n, qr,, qr, q}, {a., b, c}, 6, qo, {qo, qs})













Figura 3.8: Àutómato recursivo (M) que reconJrece a linguagem a"b".
Neste caso M reanhece a linguagem oPW.
Começamos pela palatra e qte é aceite pelo caminho qo, assirn e e L(M) entã,o
ab é aceite pelo caminho qoqrq2qt. Por-tanto temos L(M): {e,aL(M)b}: {a"ü1.
3.3.6 Autómatos Recursivos e Gramáticas Liwres de Contexto
Como os exemplos anteriores sugerem, os AR parecem reconhecer linguagens de tipo
2, geradas pelas GLC, ou reconhecidas por autómatos de pilha nãG.deterministas.
Assim pretendernos nesta secção definir um método que nos perrnita a partir de uma
GLC G obter um AR M equivalente (L(G): É(M)). Exploramos alguns enemplos
que, esperarnos, ilustra.rn as ideias principais do método que iremos propor.
20
Considera,rnos alguns exemplos de GLC (G) e algrurs AR (M) equivalentes:
Exemplo 14 G : ({S}, {}, {S "- S}, S)
c C(M'): ttt
. u : ({qo,qr}, {},4 {lw},q0, {sr})
ô(qo,e) : {(q,m)}
De rm modo simples o método Junciona fazerulo cnnesponiler a mila símblo
não terrninal um AR- Neste etemplo o símbolo não tenninal S é rcprcsentado pelo
AR M. O pnidrno passo é simular na Junçõo 6 caminhos em M e1rrtittalentes a mda
proútção de S - No nosso erernplo temos S --+ S reprcsentada peh tmnsiçõo 6(qs, e) :
{(qr,u)} e C(Mt) : M em que o cominho wqt aceita palatt'as de L(M) : Le(S)'
Visto que S não proiluz símbolos terrninais então M não mntém símbolos terminois
à esqairita logo e é usoilo na definição de õ- Cotno poileíras ter o contexto de M
(l) é um mopeamento qtase directo ilos símbolos nõo terminais em G e o affabeto
de entrada d,e M é exoctamente o mesmo çte o coniunto de símbolos terrninais de
G (r).
Por fim o AR eqtioalente ao símbolo iniciol deG rcconhece as mesmas lingaagens
que G, assim L(M): LcG): L(G).
(r;M')
Figura 3.9: AR que reconhece a linguagem 0.
Exemplo 15 G : ({S}, {o}, {S --+ S, S --+ a}' ^9)
o C(M'): 74
. M : ({qo, qr, qz],, {a}, õ, {M }, qs, {q, w})
6(q,,a) : {@r,,M)}
ô(q6,a) : {(cz,e)}
Neste *emplo temos a pmilução S -- a como o símbolo a é terminal ettão
definimos a tmnsição 6(qs, a) : {@, g)} usanilo 0. No exemplo anterior timos
S --- S, em que a tmnsição equhsalente tazia uso ile e porque S não prudtzio qualquer





Figura 3.10: AR que reconhece a linguagem {a}.
Exemplo rO c : ({S},{a,á},{S -* aS,S ---+ Sb,S -.- c},S)
c C(Mt): M
o LI : ({q0., qr, qz,sB, q4, q5}, {a, b, c}, 6, {M }, qs, {q, qz,ss})
ô(q6, a) : {(q,e)}
ô(q1, a) : {(qz,u)}
á(q6,a): {(qs,ttt)}
ô(q3, b) = i(qa, a))
ô(q6, c) : {(qs,e)}
Jd uimos como traduzir os alfabetos da GLC para o AR, e aimos tarnbém como
deaemos fazer gemr uma transiçã,o de uma produção com um símbolo não tenninal
e con1, un1, símbolo terminal. Vamos agora introduzir algumas regras na geraçõ,o d,e
caminhos atraués de prod,uçoes.
Cada produçã,o d,e um símbolo nã,o terminal é gerada corno um caminho único na
rndquina correspondente, esse caminho tem inicio no estad,o inicial e f,m num estad,o
fi,nal. Consid,eramos a produção S --+ w, o caminho gerado por u.J : uout...upl
satisfaz as seguintes regras para todo i,: O...lul - 1:
1. Se w; é tenninal entã.o (qiay 0) e 6(q;,u6)
2. Senão (qr+r, c) e 6(q;, a), em que c e I e corresponde ao símbolo não terminal
Ui,
Aplicando o,s regras ao nosso eternplo iremos obter as transiçôes em cima, uamos
exernplif,car passo a wsso com a prirneira produção S -- aS:
1. w=aS
2. pam i : 0.,L:
3. uts : a é terminal? Sim, entõ.o (q1,0) e 6(qs, a);
1. ut: S é terminal?. Não, então (q2,M) e 6(q,a);
5. Como todos os caminhos terminam num estado final q2 e F .
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Figura 3.11: AR que reconhece a linguagem a*cb*.
Exemplo 17 G : ({5, A}, {0, 1}, {S "'+ A, S ---+ 01, Á --+ 0S1}, S)
c c(,4): A









Maü um eremplo, desta aez temos rnais. qae tm símbolo não terminal o qrc
significa qre temos que criar AR's para oada uma delos. O processo c.ontinua o








(first6 (r) , z)
1
Figura 3.13: AR que reconhece a linguagem 000.1-11.
Vamos agora formalmente definir os passos necessários pa,ra construir um AR M
a partir de uma GLC G.
Definição lO Dada uma gramdtica G : V,f ,P,S), pam cada u e V definimos
.1. prod6 (o) : {p: (u,p) e P};
2. o conjunto d,e todos os primeiros símbolos tenninais que aparecem numa deri-
vaçã,o à esquenla de um símbolo nã,o tenninol, dado por:
s. P = {Pu...,Ptot}
4. A:TuV
5. para cad,a c e A,
f irst6 (r-r) ={a:u+atnAaeT}





6. um NAR Rc @) -- (Q",E".,|", qos,6,., Fo) em que
(a) Q" : {?,0} U Ur6o..6"1,1F;
(b) »,:7,
(") l,: {ut:o eV AC(ut) =u};í\
(d) F, : 
l@pl 
: I e proa6 (u)) U {q"e : e e prod6 (a)};
e a transiçd,o 6u é definida d,a seguinte lorma:
6,: u 6w
p€p.odc (?)





(«e,,"1 , {(a*,,,)}) : (s,c) e pqn*rnt<r<1p1
Seguindo os passos acima, dada uma GLC G definimos um certo AR M que
esperamos que seja equivalente a G.
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3.4 Autómatos recursivos deterministas
A definiçao de autómato recursivo determinista corresponde, intuitiva,rnente, aos
autómatos finitos não-deterministas. Nestes, cada configura4ão (estado, símbolo)
define um conjunto de possíveis estados futuros enqua.nto que, nos autómatos finitos
deterministas uma configuraçã,o define e:ractamente um único estado futuro. No caso
autómatos recursivos seguimos uma abordagem idêntica-
Definição 11 LIm autômato recursivo (ÁÀ)
7,t : (Q,»,õ,t.,q6,F)
é determinista (ARD) se
o õ é a Junção de transição, com assinahtm
á:QxE--+8xIu{d}
Dado que os ARD são um caso particular dos ABN, a noção de computação
antes definida, assim como todas as noções associadas (palawa aceite, passo local,
etc) podem ser re-aplicadas, sem qualquer alteração.
3.4.1 entre Autórnatos Recursivos Deterrninistas e
não-deterministas
Continuando um percurso paralelo, dispomos agora de duas noções de autómato re-
cursivo. A primeira (ARN) permite transições não-deterministas e a segruda (ARD),
mais restrita, especifica que cada configuração (estado, símbolo) define um único
estado seguinte- Thl como acontece no estudo dos AFD e AFN, esta.rrros agora inte-
ressados em explorar a rela4ão entre ARN e ARD. Nomeada,rnente:
1. qualquer linguagem 4 reconhecida por um AR determinista também é recG'
uhecida por algum AR não determinista?
'2. qualquer linguagem 4 rec'onhecida por um AR não deterrninista ta.rnbém é
reconhecida por algum AR determinista?
A primeira pergunta é simples de responder, pois os AR.D 8ão, por definiçao
sub-casos dos ARN.
A segunda questão é um pouco mais complicada e muito mais interessante.
Nas secções seguintes não va,rnos responder a essa questão mas apenas provar que
a classe de linguagens reconhecidas por um ARD:
1. contém todas as linguagens regulares;
2. está mntida na classe das linguagens livres de contexto.
Iremos ta;nrbém propor um algoritmo que em certos casos transforma um ARN
num A,RD de forma a que arnbos reconhecem a mesma linguageÍn. Infelizmente es§e
algoritmo não pode ser aplicado a qualquer ARN, o que deixa em aberto a questão
de saber se estes dois modelos sã.o equivalentes (o que acontece com os âutómatos
finitos) ou se as computa4ões não-deterministas permitem reconhecer mais linguagens
do que as deterministas (como é o caso dos âutómatos de pilha).
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3.4.2 Linguagens regulares
Vamos entã.o provax a seguinte afirmação:
Qualquer linguagem regular é reunhec*la por wn ARD.
Ora, sabendo que a classe das lingua6ens regulares coincide com a classe das lin-
guagens reconhecidas pelos AFD, basta mostrâx que, para cada AFD dado, digarnos
1: (Q.,»,6,qs.,F), existe um AR"D, t]/: (Q,»,ô,r,q0,r') tal que L(A): L(M).
Considerando as duas definiçôes:




Se considera.rmos o sut> conjunto D de máquinas AR-D com l: {} obtemos:
o ARD M: (Q,»,6,{},q6,F);
ó:QxE---(Qx{á});
Facilmente províunos que o conjunto D reconhece todas as linguagens regulares,
prova.ndo que todas as máquinas em D são equivalentes a qualquer ÀFD-
Considerando apenas o conjunto D, f U {d} passa a ser constarte sem qualquer
tipo de funcionalidade podendo ser ignorado, obtendo assim:
o AR"D M : (e,»,6,qs, F) e D;
õ:Qxt---+Q;
Que é a definição de AFD. Como todos os AR^D do conjunto D não possuem
referencias a outras a máqúnas a sua computação é sempre feita usando o passo
local que equivale à computação feita por um AFD, assim podemos concluir que os
ARD reconhecem pelo menos as mesmas linguagens que um AFD.
Já provárnos que a clÍlsse das linguagens reconhecidas por um AFD está contida
na classe das linguagens reconhecida por ARD. Agora lannos ver que esta inclusã.o é
própria, isto é, existe uma linguagem reconhecida por um AR.D que não é reconhecida
por nerrhum AFD. Sabemos que a linguagem anü r,ão é reconhecida por nenhum
AFD. Dernonstrarnos que esta linguagem é reconhecida por pelo menos por um ARD,
constnrindo M q'ae a reconhece:




O ARD M reconhece a linguagem a"á". Veja.rnos porquê. Começa.rnos pela
palavra e que é aceite pelo ca,rninho q6, logo e e L(M) ertão ab é aceite pelo caminho
qoqrq2q\. Portarto temos L(M) : {€) U aL(M)b} : {a"b"}.
Assim demonstrarnos que os AR.D reconhecem mais linguagens que os AFD.
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3.4.3 ARN para AR"D
Sabernos que o conjunto de linguagens regulares está contido nas linguagens que os
ARD reconhecem [3.4.2], contudo, desconhecemos qual o conjunto de linguagens que
este reconhece-
Acredita,rros que a classe das linguagens reconhecidas pelos AR deterministas ê
um subconjunto próprio das linguagens reconhecidas pelos AR não-deterministas.
Isto é, esta,rnos convencidos que existe pelo menos um AR nã,odeterminista que
reconhece uma linguagem que nenhum AR determinista reconhece. Porém, não
conseguimos produzir uma prova desta conjectura. No enta.nto, ternos a seguinte
indicação da sua validade: Se tentarmos simula,r um AR não'detenninista por um
AR determinista, em certos casos não somos capazes,
Ainda assim ternos um mêtodo, que funciona em certoa ci§os, que perrnite con-
verter rlm AR não-determinista num AR determinista eqúvalente. De seguida apre-
senta,mos esse método, precedido de alguns exernplos.








Figura 3.14: ARN que reconhece a linguagem {abc., ac}.
N : ({w,cr,L qz,q},, {a,b,c},6y, {i, qo, {cr})
ár(qo, a) : (qr,q,,O)
órv(qr,a, á) : kz,O)
ôrv(qr,a, ") : (q,o)6v(cz,c) : (qs,o)
c
&
Figura 3.15: AR.D que reconhece a linguagem {ú",*}.
b
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Exemplo 19 M : ({qo,st},, {a}, 6 M, {M' }, qo, {qr})
6u(qo,,") : {k1,e),(q,M')}
Figura 3.16: ARN que reconhece a linguagem {a}.
N : ({q6, q1}, {o}, ôrv, {}, qo, {qr})
6u(qo,a) : {(qr,P)}
Figura 3.17: ARN que reconhece a linguagem {o}.
Os casos em que o não-determinismo pode ocorrer são descritos a seguir, junta-
mente com uma descrição de como esse não-determinisrno pode ser evitado- Assim,
a^ssumindo que temos trarsições com o mesmo sÍmbolo, o mesmo estado de partida
e:
1- vários estados de chegada diferentes em que todas as referencias a máqúnas
são iguais- Este é um simples caso de indeterminismo. Podemos adoptar a
mesma estratégia dos autómatos finitos; juntando todos os estados de chegada
em apenas um, copia,ndo as suas tra.nsições e aplicando as regras aqui descritas,
de modo a cria.r um novo estado apenas com transições deterministas-
Exemplo 2O N : ({qo, qL, q2, %, q4}, {a, ó}, diy, l, q6, {qz, W,st})
ôiv(co, r) : {(q,m),(qs,rn)}
ôrv(qr,á) : {(s2,")}





Figura 3.18: ARN com transições iguais estados de dregada diferentes.
A móquina equiaalente deterrninista é definida por:








Figura 3.19: ARD eqúvalente ao ARN.
2. transições e se.rn referencias a máquinas. Neste caso copia,mos todas as tra.nsi-
. ções do estado de chegada pa.ra o estado de partida e elimina.rros a tra.nsição e.
Como todas as transições e .sem referencias a máquinas são eliminadas deixa.rn
de existir também 11ansições e com referencias a máquinas.
Exemplo 21 N : ({so, q, qz}, {",, b}, ôrv, I, qo, {qz })
ôrv(s0,.) : {(qr,e)}
ôiv(qo, b) : lkr,0)\
ôN(qr,r) : {(qz,e)}
Figura 3.20: ARN com transições e.
A móqina qritalente detenninista é d'efinida por:
N' : ({qo, qr, qz}, {a, b}, ôiy, Il, qo, {q2})
6'yko,") : (q2,,0)
ôiv(qo, á) : (h,o)
õ'*(qr,o) : (q2,,0)
a
Figura 3.21: ARN com transições e.
3. recursiüdade à esquerda (transições recursivas com partida no estado ini-
cial). Os ARD não suportam recursividade à esquerda, porque ao §e auto-
referenciarem no estado inicial terão sempre que definir transições indeterrni-
nistas. Pa.ra simular recursividade à esquerda optaÍnos por juntar o estado de
chegada da transição recursiva a todos os estados finais da máquina.










Figura 3.22: ARN recursividade à esquerda.
A máqtina quiaalette determinísta é definiila por:
N' : ({qo, fi,2}, {o, ó}, dry, l, ge, {q1,2})
c(N'): n'




Figura 3.23: ÀRD resolução de recumividade à esquerda.
4. referencias a máquinas diferentes. Este é um caso específico dos AR, em que a
solução será «estender» todas as máquinas diferentes desta transição até que
o indeterminismo fique resolvido. Neste caso estender significa substituir as
transi@es em conflito por uma porção, a partir do estado inicial, da máquina
referenciada. Como esta operação copia parte da máquina refenenciada é ueces-
sário criar novas máquinas que contenha,m as porções que não fora,m copiadas
de modo a que sejam referenciadas nos eetados apropriados.







Figura 3-24: ARN, transições apenas com símbolos iguais-
Nr : ({qo, sr, sz}, {o, b}, áp1, {}, co, {s:})
ôN1(qo,a) :
áiv1(q1,6) :
Figura 3.25: AR.D que reconhece a linguagern {aó}.
Nz : ({qo, qr, qz}, {a, cl, 6 N2, {}, qs,, {q2})
ô,vr(qo,o): {(q,e)}
ô,vz(qr,") : {(qz,e)}
Figura 3.26: ÀRD que reconhece a linguagem {ac}.
A mdqÁna qufualente detenninista é definida por:
N' : ({co, qr', qz., qs}, {a, b, c}, 6'p, {"\, "L}, q, {q, a})
C(n) : N| e C(nz): Nl
ô'rr(so, o) : (%,e)
ôir(ca,b) : (n,d)
ôi,(qa,,): (qz,ú)
Nr : ({qo, qr,,q2}, {a, b},67y1, {}, q, {qz})








Figura 3.27: ARD N', que reconhece a linguagem {ab, ac}.
Figura 3.28: AB-D, Ní que reconhece a linguagem {ô}.
Figura 3.29: AR^D, Ní que reconhece a linguagem {c}.
5. esta.dos de chegada (retorno) em conflito com estados finais da máquina refe-
renciada.
Um AR determinista apena,s pode percorrer um caminho, caso o caminho
escolhido falhe, toda a computação falha e a palavra é rejeitada. Por outro lado
a computa,çã,o de um AR não-determinista. apenas falha se todos os caminhos
falham, apenas nesse caso uma palavra é rejeita. No caso das cha,rradas a outras
máquinas, nos estados finais da máquina referenciada o ARN pode retorna,r ou
continuar nessa mesma máquina. Ora como o ARD apenas tem a possibilidade
de continuar na máquina úamada o comportamento do ARN nestes câsos terá
que ser simulado. Tenta.remos explicar melhor estes conceitos com um exemplo.
Seja M um AR determinista e N um AR não-determinista. Supondo que M
reconhece a linguagem Ly : {u,aw} e que N reconhece a linguagem definida
poÍ LMut ou seja ,C7y -- {atu, auu:}. Como a computação do ARD apenas
pode toma.r um caminho então assim a única linguagem aceite por N seria
{urlz-,}, isto porque após reconhecermos u estâmos na máquiria M e qualquer
tl é reconhecido na máquina L4. Isto significa que iremos retorna,r pa.ra N,
onde se segue de novo outro tr.r. No caso do ARN em que este pode retornar da
máquina M no primeiro símbolo t-, a máquina N aceitará também a palavra
ot,. Assim fica claro que temos que ter alguma maneira de contornar este
problema. Uma das soluções seria «estender» a máquina M em N até aos









Figura 3.31: ARN/ARD N.
Figura 3.32: ARD M
Depois de termos ocplorado os principais casos de não-deterrninismo, e de terrnos
visto como podem ser simulados numa computação deterrninista, âpresenta,mo§ um
algoritmo paxa cotrverter alguns ARN para o seu eqúvalente determinista (ARD).
Dado um ARN N definimoe o seu equivalente determinista M, onde iremos usa,r
a notação Det(N) : M para exprimir que M foi gerado com base em JV pelos
seguintes passos:
1. jV : (Qr, Eiv,6p,Iiy, g1ye, Fry);
2. M : (Q u,Eu, ôM,lya, q1,as,, FM);
3. lry C Xp;
4. qMo : qNo;
5. Qw c Qu;







7. Definimos r : Qy -'+ P (Qat) qrre v. nos usax para identifrcar cada estado no
algoritmo;
8. Vq(q e Qru n r(q; : 1r1;'
9. Definimos também Cp1:lyl)lyU{0} ---+ l7a
^ .,( Í se fr€.luVr:Ot'a"t(')t D se x€rNAc(r):oet(C(x)) i
10. Os restantes estados e transições de M são definidos pelo método ú. Para cada
tra,nsição (d,C) e ô^r(q, s) invoca.mos t(N, M,q, s, Ca"r(C), q').
O método t(N,M,p,s,C,c) é definido pelos seguintes passos:
L. M : (Q u.,»u, õ7a,1, qyan, Fy)
2. s ÇDy
3. Ses:eAC=0 então
Y s' ((õ y (c, { ) : (é, C' )) --- t(N, M, p, st., C' ; C));
termina.
4. Sep: qMoAM:C(C) eÍrttu
Vq((q e Fya) --+ t(M,q,e,O,c));
termina.
5. Se ôy(p, s) não existe então ôy(p, s) = (c, C),invoca,rnos ret(M,p), ret(M,c)
e íermina.
6. Senão redefinir 6y@,,s): (q,Á) como 6M@,s): (y',á') em que:




Se qe FTaV c€ Fy entáa { < Fva;
Vi(i e r(d) Ai, € Qrv 
^Vs'(ôr(i, 













definimos a máquina Çn : (Q 
'E 
,'1, õ6,' q., F);
Caa(Cn) eÍ7a









O método que iremos descrever, ret(N, M,c) onde N é um ARN, M é um ARD
e c um esta.do de M, verifica e resolve o caso em que existem estados de chegada
(retorno) em conflito com estados finais da máquina referenciada.
O método ret(N, M,c) é definido pelos seguintes passos:
1. Pa,ra cada tra.nsição 6u@,") -- (c,C) em qtrc C l0:
Seja C(C) : C' : (Q c,,»c,, 6ç,,,1, qç,s, Fs,) e pa.ra cada / e Fs, se existe
6c,$,a) : (q,A) e õy(c,a) : (C,B) enrb:
(a) definimos a máquina Cn -- {Q c, ,Ec, ,l s, , õs, ,, f , Fç,);
(b) C*r(Cn) elu
(c) t(N, M, c,, r, Ca"1(Cn), c)., em que c é algum sÍmbolo das transições iniciais
de Cn;
(d) Para cúa q;, qi onde existe um ca,rninho de q;, qi atê Í, definimos dois
novos estados 01, Ç'3 identificados por:
,(d): r(qt)u {d};
r({t): r(q)u {{,};
e aplicamos os seguintes passos a cada transição 6g;(qí,r): (qi,, X):
i. t(N,M,{;,x,x,{);
ii. Se g;: Çs,6 então t(M,c,e,0,{;);
iii. Se qr' : f então t(M,c,e,O,d);
3.4.4 Conclusões
Neste capÍtulo apresentá.mos uma definição formal de autómato recursivo nãodeterminista
e determinista. Exploramos também a relação dos ARN com grâmáticas üvres de
contodo, propusemos um algoritmo paxa converter umâ GLC para o ARN equi\rô-
lente. Deixá.rnos para trabalho futuro a identifica,ção das linguagens reconhecidas por
um ÂRN e a valida4ão do algoritmo da construçã,o de um ARN através de uma de
uma GLC. Propusernos ta.nrbém um método paxa converter um AR indeterminista
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paxa o seu eqúyalente determinista. Acreditamos que nem todos os AR indetermi-
nistas tem um equivalente determinista, mas o contrario é verdade, o que revela que
o primeiro reconhece potencialmente mais linguagens. Vimos ta,mbérn que os AR
deterministas reconhecem pelo menos todas as ünguagens regulares, o que por acrés-




Como referido a.nteriormente, a teoria dos autómatos tern, na informática e nou-
tras iíreas, imensas aplica4ões. Na linha de trabalho que nos motivou a considerar
a possibilidade teórica dos AR, va.rnos agora explorar um meio de associa,r, a cada
computa4ã.o de um AR, informação mais rica de que uma simples «palavra aceite»
ou «palavra rejeitada». O mecanismo que varnos empregar é conhecido como «meta-
dados», de que falaremos de seguida. Depois va.mos ta,rnbém estudar «ac@es» como
um câso particular dos metadados-
4.1 Metadados e Acções
4.1-l Introdução
No inicio deste trabalho referimos várias caracterÍsticas dos autómatos, e como €ates
são usados na pratica. Através da analise de implementações já existentes neste ra.Íro
e das necessidades dos progra.rrras actuais, acredita.rrros que a capacidade de associa,r
e extrair dados independentes ou dependentes de contexto num êutómato aumenta
a sua versatilidade e utilidade. Assim, nesta secção, é sugerido um método pa,ra
alcançar esse objectivo para os autómatos recursivos indetermiuistas e deterministas,
sendo estes ultimos os mais abordados, pois é aqü que se encontra o maior grau de
dificuldade, mas tanrbérn porque são eles a base do trabalho e da implementa4ão.
4.1.2 Metadados
Em teoria da informa4ão, o termo metadados é descrito como «dados sobre outros
dados», com vista a facilita,r o entendimento das rela.ções e a sua utilidade. No
conte:<to deste traba,lho designa^rn qualquer tipo de inforrnaçã,o o.tra associada às
relações ou estados do autómato, e que fornecem um melhor entendimeuto do mesmo,
taJxto seja por um individuo como por um processo automatizado. São por esta razão
de natureza abstracta. Assim, o seu conteúdo não é importante, mas apenas a forrna
de como estes são assôciados e ma,ntidos. Podemos pensaÍ ne§tes como notas no
nosso autómato.
O nosso objectivo na implementa4ão de metadados é que possa,rnos através de
uma palawa aceite er<trair uma lista de metadados que está directa,mente relacionado
com a palavra. A interpretação da lista de metadados extraída e a relação com a
palawa aceite é deixada ao c.rxgo de quem define os metadados.
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Os metadados não fazem parte da definição de AR, portanto a associação de
metâdados a um AR é definida por uma funçã,o, para facilitar a definição desta função
optaÍnos por apenas permitir associar um metadado por estado ou transição. Como
os AR são independentes da função de metadados então todas as opera4ões sobre
um AR continuam validas sem qualquer tipo de altera4ão. Porem ao associarmos
metadados a um AR M e ao aplicarmos uma operação a M, obtemos um novo AR
N que nã.o possui metadados, neste caso podemos definir novos metadados para N
através de um processo de migração dos metadados de M.
Onde propomos o seguinte método de migração de meta.da.dos:
l. Se um estado s de N resulta de vários estâdos el,...e,, de M onde em que
pa.ra cada ei está associado um metadado mi e\táo o metadado rnl representa
a união de todos os ?Í,6 e está associado a s.
2. Se uma transição ú de N resulta de varias transições e1, . . . e* de M onde em que
para cada e, está associâdo um metadado mi errtãa o metadado m/ representa
a uniã.o de todos os rni e está associa.do a ü.
Como associar os metadados? Pa.ra cla,rifica.r esta ideia, imaginemos a lingua-
gem que contém algumas palavras do português. Esta linguagem é reconhecida por
um âutómato mas este não nos diz muito sobre cada palavra, como por exemplo se
estão no <<singular»» ou no «plural». Para tal podemos usa,r os metadados para rotu-
lar cada palavra. De imediato, temos de saber responder à seguinte questão: vamos
considerar duas possibilidades que ocorrem num primeiro pensâmento, os metada-
dos estão associados aos esta.dos do autómato ou em a.lternativa, estão associados às
transições? Para o nosso exempio de aná,lise associamos três metadados «singula,r»,
«plural>>, e <<nenhum»>, primeiro aos estados de um autómato e depois às transições.
Análise do caso «associar metadâdos apenas a estados» Como primeira
abordagem escolhemos associar «singular» e <<plural» a estados finais, e <<nenhum>>
a qualquer outro estado, e a todas as relações. Todas as palavras em plural acabam






Figura 4.1: Pa,lavras gato e gatos, com associação de metadados s: «singuiar» e





O problema com esta abordagem, resulta de termos de ga.rantir que a.s palavras
acaba,m num estado «plural»> ou «singula.r», e como os autómatos não tem qualquer
conhecimerrto sobre os metadados, isto torna-se um problema, pois existem autó-
matos equivalentes onde não nos é possivel usar o estado final pa.ra classificar cada
palawa como «singular» ou «plural», um dos exemplos seria todas as palavras aca-
barern num único estado final. Outra solução seria associar os metâdados a estados
únicos de cada palavra, mas nem todos os autómatos possuem estados exclusivos
para cada palavra que aceita.m, logo esta não é uma solução viável para este tipo de
problema. Por fim, se usaxmos o algoritmo de determinismo de urn AR com o algo-
ritmo de migração de metadados é possível que este a,fecte o significado de metadados
neste tipo de problemas, torna,ndo se assim inútil-
a t
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Figura 4.2: Pa.lawas gato e gatos com associação de metadados s:«§ngulax» e
p:«plural» a estados.
Figura 4-3: Palavras gato e gatos com assopiação de metadados s: «singula.r» e
p: «plural» a estados-
Análise do caso «associar rnetadados apenas as transições» Como segunda
hipótese podemos associar os metadados «plural» e «singulaÍ» apenas às rela4ões de










F igura 4.4: Palavras gato e gatos com associação de metadados s:«Bingulax» e
p:«plural» a relações.
Isto também não é solução. Mais uma vez nada nos ga,rante que cada transição
está associada a palavras apenaa no plural ou singula,r, Por exernplo, todas as pala-
vras terminadas em «s» que podern esta,r no plural ou no singular (como ocemplo:







Figura 4.5: Palavras filhós e filhoses com associa.ção de metadados s:«singular» e
p: «phiral» a rela{ões.
Antes de partirmos para as conclusões veja,mos um dos exemplos de uma das
utiliza4ões de meta.dados.
Exemplo 24 Quercmos ilefinir alguns cnnjuntos ile númercs inteirca, serulo a :
{L,2,3}, b = {1,2,3} e c : {1,4\.
A linguagem qae aceita toilos os sabconjrntos de a, b e c pode ser ilefinida pela
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Figura 4.6: Conjuntos a=b: {1,2,3} e c: {1,4}
Defini,mos o conjunto Çt = {a,b,c}, e os rnetailados trl = b : n c Ct), e S é o
autórnato que reconhece a línguagern {1, 2, 3}- U { 1, 4}* . A totlos os estad,os de S corn
relações de entrod,a corn símbolo s, associan'àos o rnetadado ü e M i e e :r A I € e
Para qualquer subconjunto aceite por S, ocedendo aos rnetadados associados ao
esfudo rtnd que o aceita pod,emos eúrair quais os conjuntos originais a que este per-
tence. Corno este problema esta m,odelado no, forrna de urn autàmato, um conjunto
{oo, ot, . . . , a1} equiuale à palaora (roat , . , ai, por etemplo o mnjunto {1,2,3,3} equi-
uale à palaara 1233. A palaara L233 é aceite pelo o,utómato no estado a: b o que




iftmos ter a rcsposta qae o conjunto {l} ê, srbconju*to ile a, b e c. Por ultimo pola-
oras que nõo tormam subconjuntos ile a, b e c são rcjeitadas, por efremplo {1,,2,3,4}
nã,o éam s bconiunto ilea,b ouc e a palaüm1234 é rejeitoda.
Neste exemplo qualqueÍ manipulação ao autómato não a,fecta o significado dos
metadados, pois estados eqüvalentes e relações eqúvalentes apenas implic".- ele-
mentos e subconj untos iguais.
Concluindo, estados e relações equivalentee devem conter metadados equivalentes.
Tbdos os aspectos de como os metadados são definidos, interpretados, e associados
ou não a estados e relações, assim como propriedades de equivalência, são deixadog
ao cargo do progra.rnador
No caso do nosso primeiro oremplo, fora,rn dadae duas abordagens em que a,nrbas
uão são solução, isto porque tal problema requer um contexto. Uma das solu@es
que nos paxece mais adequada, e que ê usada na secção seguinte para definir um
tipo especifico de metadados, cha,rnado ac@es, baseia-se em definir metadados no
conter.to das palavras aceiteo.
Portanto, paxa que se possa determinar o contexto dos metadados em AR, fica
claro que tem que existir informação adicional. O problema está onde deverá fica^r
essa informação, se associa,r-mos dadoe especíÊcos aos autómatos sobre o seu con-
texto e metadados estaxÍa,mos a ir contra a sua definição teórica, logo eBtá não é e
solução, Se adicionarrroe informação especifica do contexto, fora ou dentro dos me-
tadados, deixa,mos de ter a componente abstracta, que nos dá uma maior capacidade
de adapta.ção as necessidades de cada implementa,ção, pois nem todos oe problernas
necessita,m de metadados, ou de metadados dependentes de contexto.
Na secção seguinte propomos uma solução para este problema. Podem exietir
outras soluções e tal como já dissemos cada caso é um caso, e úrias optimizações
podem ser exploradas.
4.1.3 Acções
São um caso especifico de metadados. Definem-se com um objectivo puramente
pratico, pois é natural esperar de um sisteÍna informático que este, através de valores
de entrada, não apenas os valide (no caso do autómato os aceite), maa os processe e
devolva resultados úteis (Ex. analisadores sintácticos e lexicais).
De um ponto de vista prático, um autómato é implementado ou gerado como um
prograrna. Este é realizado de maaeira a contmlax e interpretar valores de entrada,
a processa-los e a apresentar os valores de saída. É portanto, neate contexto, que
inserimos as ac@es. Estas são meras instruSes contidas uo prcgrarna e que apenas
são orecutadas se deterÍninadas conü@es forem satisfeitae, ou seja, quaado uma
palawa é aceite.
Um autómato aceita ou rejeita Bequências de símbolos (palavras), as palavras aceites
dependendo do contexto podem ser divididas em blocos lógicos, Se considerar-mos a
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Iinguagem natural, uma palawa aceite pode ser dividida em frases, palavras, pontua-
çâo, expressões e etc. Se as acções apenas gua.rda.rn informa,ção relativa a um estado
ou transiçã,o entã,o estes não possuem contexto, e são sempre executadas- Mas se
adiciona,r-mos informação suficiente paxa que se possa determinar em quais os ca-
minhos ou palavras em que as acções podern ser executadas então a acção é apenas
orccutada ne6se contexto.
É por isso que faz sentido fa,larmos em associar acções a símbolos (associa4ão
de acções a transições sern úa,madas a outras máquinas) palavras (associação de
acçõm a s^minh6s) ou linguagens (associação de acções a transições com cha.rradas
a máquinas).
Exemplo 25 o expressão -
«segunda» dia_sernana_segunda «-feira»
/ «segunda» segunda_ classe «classe»
/ «quarta» dia_sema.na-quarta «-feira»
/ «quarta» qua.rta_classe «classe»
Pelo exemplo, qnlquer pessoa de imediato esrym certos mmporlamentos em re-
sultado ilas acções associadas a cada palawa, isto é, que ao aceitar «sqrwla-Jeim» a
acçõo a ser escolhiilo seja anicomerte dia_semana_segand,a, e não segtnda_classe.
Assim, o objectivo, ao definir as acções é manter a integridade das intenções
iniciais, ta,nto em AR indeterministas, como no deterrninista.
Na secção de metadados concluímos que, em cada problema, estm podem ser mais
úteis associados a relações ou a estados. Vimos taÍnbém que os estados não nos
permitern associa.r metadados apenas a uma palavra, e que as relações nos permitem
fazer isso ao nÍvel dos sÍmbolos e das suas posições na palawa/linguagem, o que as
torna de imediato a opção lógica-
É necessá.rio de alguma forrna preserva.r a informação da versão original, e guaxdá-
la nas acções, de modo a determinar em que contexto sê inserem, dada rrrna palawa.
4.1.4
Existem dois tipos de máquinas nesta abordagem, a que charna.remos as máquinas de
sÍmbolos e a máquina de ac@es. A cada máquina de símbolos corresponde uma de
acções. As máquinas de acções, reconhecem linguagens sobre um alfabeto de ac@es.
Às máquinas de sÍmbolos associa,rros a cada transição metadados definidos como
conjuntos de referencias a transições na máquina de ac@es correspondente.
Sempre que uma palawa é aceite na máquina de sÍmbolos gera uma lista de
metada.dos. Esses metadados contêm informação sobre o AR de resultados, ern que
um ca.rninho é apenas válido se terminâx num estado final.
Na prática, o algoritmo funciona da seguinte forrna: seja Á um conjunto de ac@es
eM:(Q,»,õ,l,se,I')umAR,e Mt : (Qt , A,8 ,1, qs,.F) o AR de acções associado
a M- Para cada transição:
43
l. m: (Q,E,Q,|) "+ P((Q, A,Q'l))' ê a função que faz correspondência entre
as transições da máquina de símbolos para a miíqúna de acções.
2- O e A, e.rn que iD corresponde à acção nula.
3. ((d, 0) e ô(s", s)) -- ((@, e) e 6t (qt', o,)) n (m((',s, {' e) : {(qt', a, d, 0)})),
ou seja associa.mos a acção a ao símbolo s, desta transição.
4. (N + d) 
^ 
((q/, N) e ô(q, s)) "- ((s", N') e B(q, c)) n ((q', 0) e 6' (q", a)) n ((' Ç
Q) n (m(q, s,, {, N) : {(q, ó, dt, N' ), (d', ", q', 0)J)
A cada transição do autómato de símbolos associamos os metadados que contêÍn
a informa,ção que faz correspondência a varias transições no autómato de ac@es.
Ambos os autómatos podem ser ma,nipulados normalmente e convertidos pa,ra
deterrninistas, o que implica actualização da inforrna4ão contida nos metadados-
Sempre que uma ou mais tra.nsi@es seja,rn unificadas, também os metadados terão
que ser unificados. Neste algoritmo optá.mos por definir os metadados como conjr.urtos
de referencias a transições do AR de acções e usar a união de conjuntos pa.ra a
opera,ção de unificação de metadados.
Concluindo, dada uma palawa aceite obtemos uma sequência de metadados que
nos permite determinar um AR de ac@es, a linguagem do AR obtido deffne a sequên-
cia de todas as acções a serem executadas.
Exemplo 26 Srpomos que temos a linguagem {ab, abc} e quetzmos associar a acçõo
AB à palaam ab e ABC a abc. Começamos por consfuru,ir o ARN que retonhece
{ab,abc}.

































{(so, o, sr, á)}
{(q1, AB,q2,o)l
{(qo, Õ, qa, d)}







O conhndomínio ile nt74 correspnnde a traruições do aafuSmato de acções associ'
àilas e M qae chamaremos ile N , e estd definido do segainte modo:
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TbaruJormanilo o ARN M wm o sea equiaalente ARD Mt obtemos:
M, : ({qo, qr,t, qz,, q2,a}, {a,b, c},6, {}, qo, {qz, qz,q})
ô(qo,o) : (q3,9)
á(qr,e, à) : (u,n,o)
(w,a,") : @,e)
Figura 4.7: ARD M', associa4ão de acções
e achnlizamos a Jtnção de acções:
mya,(qs, a, q1.3,0) : {(qr, Õ, q1, d) ,(qo,O,qs,O)}
m y, (q1,s, b, q2,a, 0) : {ky AB, w, 0), (q, A, qa, 0)}
mya, (q2,a, c, q2,, o) : {(qa, AaC, q2, o)}
O púúmo passo será conaerter o ARN N de acções pam o set eqai»alente deter-
minista N' :
















Por fim actudizarnos rnais uÍna aez a Junção de acções wm mMn:
mya"(qs,a,q1$,0) : {(qe, O, q1,3, á)}
mya" (qç,b, q2,a, 0) : {(q1,s, AB, q2, 0)., (q;,.3, O, qa, 0)}
m74, (q2,4, c,, ç,0) : {(qa., ABC,, q2, e)}
Pam finalizar este efremplo hemos testar as duas Wlauzs d,a nossa linguagem:
1. Palarm ab, aceite por Mt pelo oaminho qoqriq2,4;
O caminho de acções associados ao caminho anterior é
{(qo, o, qr,a, d)}{ (qr,s, AB, qz,0),(cr,t,,§,qa,0)}
Da seqtência de acções esalhemos apenas os caminkos que terminarn ern
estados finais no ultúno elemento da sequência de acções. Neste caso qa não é
estado final então retimmos o camánho qoq.1.3qq do espaço ile resultados, onde,
ficamos corn qoqt.3q2.
Portanto a sequência de acções a ser ereattada pam a palaua ab é óAB.
Por outro lado podemos obter a solução, prcJeríael se a linguagem ile rc-
stiltados conter urn numero erponencial ile palatms, ern torma de AR





Figura 4.9: AR^D ,S, de ac@es associadas a M quando a palavra ab é aceite.
2. Palatra abc, aceite por Mt pelo caminho qoq11,sh,A{h
O caminho ile acções que resulta desta sequência é o segainte
{(qo, O, qr,s, d)}{ (q$, AB, q2, 0)., (qr,s., ó, qd, 0){(q+, ABC, a, e)}
Retimnilo os caminhos que nã,o terminam no ultimo elemento da seqaência
ile acções obtemos qaqy,gqaq2 então a sequência de acções a ser erecutada pam
a palawa abc é Q@ABC.
Por ortro lado poilemos obter o nosso resultado na forma ile um AR, em
que a solação neste cnso seria o AR
AB
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Exemplo 27 Neste erernplo iremos ikrstrar o Juncionamento tle rnetailoilos associ-
ados a umo tmnsição com reÍerencia a uma máquino- Srpomos We temos o segtinte
AR M defi,nido por:






Figura 4.10: AR M, associação de acções a máquinas
Quercmos associar a t(X) a acção A, então de$nimos o AR ile acções N unes-
Tmndente o M:
N : ({qo, qr,,sz, qe, qa}, {a}, 6, {X,, }, qo, {qs})










o (r;X") A o
Eigura 4.11: AR N de acções associado ao AR M
Por fim a Junçõo de acções é definida por:
mya(qs,a,q1,0): {(q6, Õ, q1, d)}
my (q1,b, q2, X') : {(q1, r, qa, Xt'), (q, A, q2, q}
my (q2,, a, q, 0) : {(q2, O, qs, e)}
Constrtído o autómato detertninista, tamos testa-lo um a lánguagem aL(X)a.
1. Seja rt uma lmlaam da linguagern aL(X)a, então w é aceite por M pelo cami-
nho qo,qr,W,qs;
2. O caminho na mdqúna ile acções N associodo a w é qo,q,qa,qz,q;
3. u : ara, ern q e r é uma palaam aceite por X então edste ama tutçã,o de
metailados qae associa Í & urna lingragem de acções S;
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l. Logo temos qte a linguagem ile acções associada à palaaru u: é @SA@.
4.1.5 Vantagens
Uma das maiores va,ntagens em defrnir todas as relações das acções como um au-
tómato determinista é que herda,mos todas as suas caracteríoticas, sendo a mais
importante o facto de termoe definida toda a linguage.m de resultados de uma ma-
neira estática e frnita. Podemos taÍnbém optimiza.r esse mesmo autómato usando
minimizagão, ou outras técnicâs.
Outra das varrtagens é que todas as acções o<ecutadas produzern reultados úteis,
poryue a sua validação já foi feita. Assim todas elas são intencioualmente o<ecutadas
ao contrário de outros sistemas, que €r(ecutam todas as acções potencialmente úteis
e que posteriormente as a,nulam quando estas Be tornam inválidas.
Como todas as ac@es eetão expostas como um AR determinista, é mais fácil
controla,r a zua o<ecução, sendo possível criar optimizaçõee como manter em memoria
resultados de cáIculoo duplicados ou mesÍno cortar ca,minhos ou frac@es de ca,rninhos
que já foram executados e que produzem resultados duplicados.
Do ponto de ústa da implementação esta,mos a reutiliza,r código, o que é sempre
uma gra,nde va,Dta,gem.
Por último, os resultados, que en alguns casos são de uma magnitude exponencial,
podem ser apresentados na forma de um AR determinista, ao contraxio de serem
apreeentadas todas as soluções uma a uma. Isto ta,nrbérn possibiüta openações nos
resultâdos antee destes serem orecutados, caso seja essa a intenção.
4.1.6
Uma das maioree desvantagens é que estamos restringidoe a uma linguagern de re-
sultados reconhecida pelos AR deterrninistas.
A construção e sincronização do autómato de sÍmbolos com o autómato de ac@es
é mais complena do que em outros sisternas.
É necessário manter uma lista de referências paÍa os metadados fornecidos pelo
autómato de símbolos até que a palavra seja aceite ou rejeitada pelo mesmo e, no
caso de aceitação, extrair quais as acções válidas a serem executadas. Isto pode ter
um gtande impacto na memória.
4.1.7 Conclusões
Apesar de não ser um sistema perfeito, com vrá.rias restrições tentá,mos balancear os
vários prós e coutras. Uma vez que esta secção se relaciona funda,rnentalmente com
a impleurenta.ção prática do algoritmo, levá,mos em conta factores como a complori-
dade, a velocidade e a memória.
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A a memóúa aumenta proporcionalmente em relação ao autómâto de símtrolos a
que as acções estã,o associadas, assim como a lista de metadados usados para validar
acções é proporcional ao ta,rnanho da palavra dada- Todas as operações na aceitação
de uma palavra de comprimento n, e na extracção de acções são aproximada.mente
O(n) pa,ra cada uma delas- Em termos de memória, apenas a lista de metadados
cresce dinarnica,mente. O número de problemas que podem ser resolüdos com este
tipo de estratégia está limitado pelas linguagens que o autómato determinista re-
conhece. No entanto, obtemos outras vaÍrtagens, como, conhecimetrto do espaço de
resultados de uma forma determinista, capacidade de usa,r todas as caxacteÍsticas e





Os capÍtulos anteriores descrevem um modelo teórico de âutómato. Aqui começamos
a descrição da impiementação desse modelo. Esta é constituÍda por duas componen-
tes principais: uma biblioteca de uso geral, que dá forma ao modelo teórico dos
autómatos recursivos e, com base nessa biblioteca, a tÍtulo de ilustra4ão/aplicação,
um gerador de código de analisador sintáctico e lexical através de especifica4ões
FBNA (Forma Backus-Naur Aumentada, em inglês Augmented Backus-Naur Form)
[Net08]. Com esta última aplicação emergiram máquinas tipo, novas implementações
de interfaces de entrada e saÍda, sendo os mais releva.ntes; máquinas com associa.ção
de acções, geradores de gráficos em GraphViz, geradores de código C++ e Run.
Nas secções que se seguem discutimos os vá.rios âspectos da implementação, as
escolhas tomadas, a axquitecturá e finalmente uma anáIise global dos resultados em
compa,raçâ.o com a rea.lidade actua.l.
A biblioteca, desenvolvida com licença de código livre GPL (GPL, GNU public
license [We07l ) é implementada na linguagem C++ e tem como principais ca,racte-
rísticas:
o portabilidade: pode ser compilada e usada nas plataformas que suportem C++
e STL (Starulard Template Library);
. uso em tempo de execução: a biblioteca pode ser ligada a um prograrna que
defina e use autómatos em tempo de execução.
o metadados: os estados e trânsições de um autóma.to podem ser associados a
metadados, o processâÍnento, por um autómato, de uma palavra produz uma
sequência de metadados, que podem ser processados numa fase posterior.
o sÍmbolos e metadados abstractos: os sÍmboios assim como os metadados são
.definidos pelo programador, podendo este escolher o tipo de dados que mais
lhe convém.
o interface para introduzir produções no formato de AR não-determinista (in-
terface de entrada): permite ao progra,mador abstrair-se do sistema que gere €
constrói os autómatos, preocupando-se apenas com o AR que quer definir.
o interface para manipula.r os resultados e acesso à Íepresentação interna do
AR determinista (interface de saída): esta camada permite abstrair o sistema
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mapeardo-o para os conceitos de AR tais como trârsições, sÍmbolos, máquinas,
computação, metadados, alfabetos, estados, estados finais... O progra,mador
pode facilmente aceder a todos estes elementos de uma forma tra.nspâxente e
aleatória-
As caracterÍsticas aqui enunciadas, tais como a defnição de símbolos e metada-
dos, permitem a.os progra,rnadores estenderem a biblioteca de acordo com as sua§
necessidades- À contribuição de novos sÍmbolos e metadados faz com que seja possí-
vel obten varias máquinas tipo e cria,r novas combinâ4ões que podem ser reutilizadas
por outros. O mesmo acontece com as contribuições efectuadas pa.ra as interfaces de
entrada e saída.
É importante considerar que no estudo teórico, não nos foi possÍvel provar, nem
refutar, que qualquer ARN pode ser simulado por urn AR"D. Ainda assim, pâxa certos
ARN conseguimos definir um ARD equivalente. Ora, o funciona,mento desta bibli-
oteca assenta no processaÍtrento de uma palalra por um ARD, embora o autómato
possa ser definido como um ÀRN. Porta,nto, nesta fase, o suporte que a biblioteca
fornece a computações não-deterministas ê, ainda, restrito aos casos que poderr ser
automatica,rnente convertidos em ARD equivalentes. O esclarecimento dos resta.ntes
ARN tern que ficar adiado para traba,lho futuro.
5.1 Plataforma
Tendo em vista a maior portabilidade desta biblioteca, esta está irnplementada ern
C++, com uso da STL- Além disso, a escolha desta linguagem assenta na.s seguintes
razões:
1. farilidade de integração em outras linguagens, pois muitas delas possuem su-
porte paÍa a ligação de bibliotecas em C/C++;
2. eficiência no código gerado;
3. estabilidade; em que o código gerado é executado de ma,neira previsÍvel para
arquitecturas eqúvalentes. O mesmo não acontece paxa linguagens interpreta-
das ou ernuladas (máquinas virtuais) em que os comportâ.mentos dependem da
implementaçã,o, tornando difÍcil ou impossível a correcçã.o de errosl
4. fiabilidade; os erros mais comuns sã.o reportados no processo de compilação e
ligação, ao contrario de linguagens interpretadas que só reconhecem muitos dos
erros qua,ndo estes ocorrem;
5. tem à sua disposiçã.o uma grande escolha de bibliotecas de grande qualidade;
6. documenta4ão de qualidade;
7. possui uma enonne comunidade de utilizadores e suporte, o que nos leva a
acreditar que a biblioteca terá mais utilidade e sucesso.
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5.2 Arquitectura actual
A a,rquitectura é constituÍda por um componente pa,rcialmente definido, este é o
núcleo da biblioteca (librfa, recursfue finite automata libmrg). A librfa gere interna-
mente toda a construção dos AR deterministas, deixa.ndo por definir a representação
de sÍmbolos e metadados. Quando completada a sua definição, a librfa pode ser
acedida por uma interface de entrada e de saÍda.
Apesar da definição de símbolos e metadados ser livre, a librfa impõe algumas
condições necessárias: no caso doe sÍmbolos apenas se impõe que esteo seja,rr orde-
náveis/enumeráveis; os metadados pa,ra além de serem enumerál,eis têm que ter defi-
nida a operação união, em que a união de metadados resulta em um único metadado.
Estee disponibilizam també.rr uma interface de notifica4ões especificas transmitidas
pela librfa, que reflecte as propriedades das tra,nsições ou estados em que estes estão
associados.
Definidos os metadados e os sÍmbolos, obtemos um tipo de máquina AR, podendo
assim criaÍ-se máquinas desse mesmo tipo. Cada máquina dispouibiliza uma inter-
face de eutrada e saÍda, onde podemos decla,rar transiçõee, estados finaie e aseociar
metadados a estes úItimos de uma ma,neira indetersrinista e através da interface de
saída aceder à sua representa,ção determinista.
As duas interfaces de entrada e saÍda possibilitam a tra,nsformação dos dados
antes e depois destes serem processados pela librfa. Isto permitiu-nos adicionar
outros componentes, considerados externos, mas de gra.nde importância, como por
exemplo, as máquinas com associa,ção de acções.
Por fim existe um componente externo que gere um grupo de máquinas. O gestor
de máquinas tem apenas a finalidade de auxilia.r o programador a gerir e identificar
os grupos e máquinas com que está a trabalhax.










5.2.1 Interfaces de entrada
A interface de entrada ê o conjunto de métodos que de alguma maneira modifica,m
a representação interna de um AR determinista. É considerado uma interfare de
entrada qualquer código que define a máquina, que a constrói e que é normalmente
um tradutor entre os valores de entrada para interface base de entrada da librfa.
Ex. TextRfa , é uma inte.rface de entrada que transforma uma especificação de
uma máquina em texto para instruções de entrada da librfa.
Interfaces de saída
A interface de salda é o conjunto de métodos que acedem à representação interna
de um AR determinista. É a ca,ma.da que apresenta ou tra,nsforma os resultados de
uma maneira contextual.
Ex. GraphViz , trad.uz uma ou mais máquinas pa.ra a linguagem dot do Graph-
Viz, gerando um ou mais ficheiros .dot. Os ficheiros podem ser convertidos com a
ferra.rnenta dot paxa a sua representação grráfica nos formatos mais comuns, tal como
svg, png, bmp ...
Ex. CPP , gerâ em código C/C++ o equivalente ao conjunto de máquinas ou
máqúna fornecida. Este pode ser depois compilado e executado. As máquinas com-
piladas são estáticas, retendo apenas as Begúntes funcionúdades mais importantes:
o obtenção de sÍmbolos através de qualquer fonte;
r análise de varias palavras ao mesmo tempo;
. axeitação, rejeição, falha e recuperação;
. acesso de forma indiscriminada a qualquer máquina.
Ex. R,un , esta interface de saída equivale ao anterior (CPP), com a diferença de
que o código não é gerado. A analise das palawas é feita sobre o AR na sua versão




À biblioteca permite construir máquinas de autómatos recursivos deterministas, atra-
vés de definições indeterministas. Existem dois tipos de objectos principais e é por
eles que passam todas as opera.ções. Estes são a máquina rfa (RFÀ) e o gestor de
máquinas (RFAs). Ambos podem ser acedidos pelas interfares de saÍda e entrada.
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6.3.2 dos Àutórnatos R.ecursivos Deterrninistas
thl mmo já foi dito, a librfa constrói interna,rrente urn autómato recursivo deter-
minista a partir de especifica,ções indetemrinistas. Para converter as especifica4ões
indeterministas err deterministas uaârnos o algoritmo apresentado na parte teórica,
mas introduzimos algumas optimizações.
Como na implementação, as transições são inseridas uma a utna. Isto dânos a
oportunidade de ma,nter interna.rrente sêmpre um autómato determinista. Aesim,
qualquer nova traneição pode ou não quebrar o determinismo. No caso de quebra.r o
deterrriniemo, sabemoe que apetraa existe uma tra,nsição já o<istente nessa máquina
que teÍn conflitos corn a nova transição. Deste modo, em comparação com o que
existe ua parte teórica, não necessita.mos de nos pr,eocupa^r com n transições em
conflito mas apenas com duas, reduzindo a sua complexidade.
A reoolução de indeterrninismo implica transforma4õeo que cria,m novm estados
e inutiliza,rr outros, porta,nto, estes necessitaà de ser geridos de fonna eficiente.
Toda a gestão de estados é feita internaÍnente, e estes dividem-ae err duas cate-
gorias:
r os estadoa de utilizador, que são sernpú mantidos, pois eôteo podern vir a sen
utilizados poeteriormente ;
o e os estadog de sistema, que são libertados ou reutilizados sempne que seja,m
considerados inúteis (sem rela4ões de entrada).
Um estado de sietema é único e é definido/identificado por um mnjunto de eotados
de utilizador. Esta gestão visa minimiza,r a sua dupüca4ão, e por consequência obter
um melhor desernpenho.
Sempre que é efectuada ou modificada uma relação seja interna ou através da
API de entrada, é feita a actualização em todos oB estados que unifica,rr o estado de
partida.
Deste modo manteÍnos autóEratos recursivos deterministas pronto a eer utilizâdo
sem comprometer a performa,nce.
5.3.3 Metadados e Acções
Como disseÍnos na secção sobre a a,rqútectura, os metadadoe podem s€r definido§
pelo progra,rrador. Para um melhor desempenho os metadados estão associados a
cada transição ou estado não como uma firnção, mas definidos como um modelo (em
nglrr^ template) na própria classe do objecto transição/estado. Sempre que possÍvel,
tenta,mos optimiza.r o uso de memoria evita,ndo duplicações, fazendo uso de objectos
eetáticos, referencias e reciclagem/reutilização.
Nesta secção referimoe ta,rrbém um tipo de metadados mais eopecifrco a que
úa,rramos acções. Às acções eão metadados que perÍnitem a -execução de código
externo associado ao conterdo da palavra aceite.
Considera,mos que aÁsociar acções ê uma questão importante e, porta,nto, o algo-
ritmo apresentado eÍn outros capÍtulos foi ta.rnbém implementado.
Neste trabalho usa,rnos aa acções paxa cotrstruir aa nmsaa aplicações de demons.





Para demonstrar algumas dae utiüdades da biblioteca, fora,m realizadas dois progra.
mas com base na megma.
Apesar de nos focarmoe nos pnograrnas seguintee como denonetração da aplica.
ção mais directa da biblioteca, esta revelou-se bastante útil na resolução de várioe
problemas internos, taoto da própria biblioteca como das aplicações seguintee.
Podernoe então afirrnar que a própria biblioteca já é Bó por ei uma das dernon*
trações da sua utilidade.




A aplicação Textrfa lê um AR ern forrna de texto e constrói-o usando a biblioteca,
que de seguida gera para o formato C++ e GraphViz.
A sua axqútectua baseia-ee numa máquina com símbolos defnidoe como carac-
teres de texto e acções como metadados.
6.2 Gerador FBNA
FBNA (em ing\ês, Aqmenteil Backtts-Naur Form), surgiu ao longo dos anoa como
uma nece$idâde de eopecificar as questõee têcnicas da Internet. É pratica comum
os seus autoÍes usa,rem a notação que mais lhes convém, dando origern a várias
o<tensões e modificações às graÍnáticas FBN, que se popularizara,n com o nome de
ABNF (Áugmenteil Bac}l.la-Naur Form). Presentemente existeÍn algrrmas tentativas
de a tornax nun modelo a seguir (em inglêe, súcndard), e podenroe coasiderar dois
documentos como oa mais importantes; esta,ndo a,mbos em discussãó, e tendo eles
especificações e objectivos diferentes:
o o grupo WBC(World Wide Web Consortium), que a usa na construção de
linguagens de forrna a se.rem usadoe em reconhecedoree de fala;
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. o RFC 5234 (em'nglêr, request for mmments) [Net08] que ê a base desta apli-
cação. Surge da própria comunidade da Internet, e contém várias contribuições
desta. FBNA pode ser encontmda em larias especificações como o endereço
de correio electrónico, protocolos e endereços de Internet, ...
Por questões técnicas (alguns erros de implementa4ão que ainda não foram solu-
cionados) e de utilidade, modificá,rnos a gra,mática original, acrescentando-lhe acções-
A aplicação permite através de especifica,ções FBNA modificadas construir automa-
ticarnente analisadores lexicais e sintácticos.
Antes de passaxmos aos exernplos fa,remos uma pequena introdução informal aos
elementos de uma gramática FBNA.
o FBNA é uma lista de uma ou mais regrasl
o cada regra ê identificada por um nome;
o o sinal : é usado ra declaxação de uma nova regra;
ex. regra : eleÍnentos;
o o sinal / representa as varias alternativasl
o o sinal :/ é üsado para adicionar alternativas a uma regra já existente;
. os espa4os entre elementos representaÍn a sua concatenação;
r um elemento pode ser uma palawa, grupo, opção, um valor numêrico ou um
intervalo de rralores mrméricos;
palavra : sequência de caracteres visíveis delimitada por «aspas» (ex.
ll ll\-
grupo : '(' elementos ')';
opção : '['elementos']', equivalente ao grupo ((elemento ) / e);
o as repeti@es tem a forma de min*max elemento, em que o min e o ma:< são
valores naturais e representa,m o número min e max de vezes que o elemento
deve aparecer. O min e max são opcionais, e os seus valores por defeito são,
min:0 e max:infnito;
ex. *llatl, 0 ou mais rrar,sl
ex. 2*ttat', 2 ou mais "atl's;
ex. 0*1rrart, eqúvalente a [rarr];
o os elementos são constituídos, por alternativas, concatena.ções e repetições de
e-lementos-
o Introduzimos as acções, em que cada acção é identificada por $
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This file j.s part of Abnf2c.
Abnf2c is free softl.are: you can redistribute it a[d/or modify
it under the têrns of the GIIU Cenera]. Public Licerse as published by
the Free Softrrare Foundation, êithêr vêrsio[ 3 of thê ticensê, or
(at your optiotr) ary later version.
Abnf2c is distributed in the hope that it sil1 be useful,
but UITHoUT AMí ttÂRB.AliTY; without evetr the inplied sarrarty of
UE&CIIÂNTABILITY or FITIIESS FoR Â PARTICITLAR PI,nP0SE. Sêe thê
GNU General Püblic Licenae for nore details.
You ahould have received a copy of tbe GlfU Cêtrera} Public Licensê
aloLg sith Abtrf2c. If not, see <http: //rÍrn . gnu. orgllicensee/>.
tertrfa = [spacesJ rrle ,r(spaces [rule]);
nane = ( 7:41-54$saveChat / l,x6L-7[$saveChar)
*( 7.x41-54$saveChar
/ 7.r61-74$saveChar






7.x2O$space / !(xO9$tab / 7.:0a$nesline
/ "#"$connent * (7.x20-7e$space / Lxo9 ) ZxOa$nerrliae
Zx20$space / ZxOg$tab / 7.x0a$nesline
/ "#,'$coment * (7r(20-7e$space / llx0g$tab ) Tx0a$aenline
)
rule = nane$declareRfa [spacesJ "," [spacesJ
(
trunber$stateFrou [spacesl
,,, " [spaces] condition [spaces]




"f"$beginFinal "inal" spacês nu.nber$stateFinal [spaces] "."
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condition =
rrlf a'r gpacês trane$caIl
/ synbol$ninSynbol ["."$ra!gê "." syobol$na:<SynbolJ
syobol = nunber$beginSynbol
/ t' , 'r $beginsl/robo1 'Àx20-7e0chaÍSymbol rr ' Í
/ "n" $nenlineSynbol " ewline "
/ ut " $tabsynbol uab"
nunber = 7x30-39$digit * (%x30-39$digit) ;
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This file is part of Âbaf2c.
Abtrf2c is free softflale: you ca! rsdistributê it atrd/or nodify
it under the terBs of the Gl{U CêDeral Public Liceaee a.b publiahed by
the Free Softrare Fouadation, êithêr v€rsio! 3 of the Licease, or
(at your optio!) ary latêr vêraioa.
Abtrf2c is distributêd i! thê hope that it rill be usefuJ.,
but IiIT'HoUT lNlí UARRAIÍTY; rrithout evêr thê inpliêd rarlarty of
I{ERCHAI{TABILITY or FIII{ESS FoB A PARTICULAR PITRPoSE. Seê thê
GNU GeDoraI Public Licease for norê details,
You ahould havê r6cêived a copy of the GNU General Public Lic€o8ê
alorg with Abd2c. If trot, 6ee <http: //wnv.gau. orglliceases/>.












I,:r20$epace / ikOg$tab / %xOaSnesliae




%x2O$space / líx09$tab / l[xOa$necline













aun-vaI = '%'$nr.rostart (bia-val$bia / dec-vaI$dec / her-val$hex );




/ " l"$optioaStaÍt e].êuerts$option "l "$optiotEnd






* (/.x20-21$savesynbolChar / 1,x23-7E$EavaSynbotChar)
7.r22$charStriagEnd
prose-val = "<"$cha.rProsestaÍt





















































Ambos os programas AbnI2c e Textrfa são definidos em FBNA moüficada. O
progra,ma Abnf2c gera os AR corresponderrtes em formato de texto, que por fim serão
processados pelo Textrfa.
Os metadados/acções são definidos por um identificador, que cabe às interfaces
de saída resolve.r.
No caso do GraphViz, o identifrcador é utilizado na sua forma original, para se
auto-referenciar.
No backend C++ o identificador refere.se a um método compatÍvel com a lin-
guagem C**.
Pa,ra clarificar todos este conceitos iremos exemplifica,r todo este pÍocesso cons'
truindo uma calculadora infix. Efectuaremos todos os passos necessários paxa cons-
truir e correÍ a nossa ca,lculadora.
Começa.rnos por definir em FBNA modificada a gra,mática de uma simples cal-
culadora infix que respeita a prioridade dos operadores,
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Programa 3 Gra.rnática de calculadora (Íormato Abnf2c)
erp = êxp-2$a [('+' erp$add-b / "-" e:p$sub-b )1;
êxp-2 = €xp-l$a ["/" exp-2$div-b];




" ("$begin exp$exp ") "$end
Ispaces]
spacss = (Zx2O$space / %xO9$tab / Txoa$nentine )
*(Zx20$space / 7.x09$tab / %x0a$nesline )
number = %Í30-39$startDecDigit * (%x30-39$decDigit) ;
Processando a gra,mática da calculadora com o progra.rna Abnf2c obternos o AR
em modo de texto, pronto paxa ser construÍdo pelo progrl'na Textdâ. Este irá gerar
os fiúeiros C*+ correspondentes a,o AR dado.
)
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êxP, 0, rfa exp-2, 1, a
exp, 1, ',+" 2, nop
exP, 2, rfa exp, 3, add-b
exp, 1, '-r, 4, nop
exp, 4, rfa exP, 3, sub-b
exp, final 1.
exp, final 3.
exp-2, 0, rfa exp-1, 1, a
e,.p-2, 1, '/', 2, nop
exp-2, 2, rfa exp-2, 3, div-b
exp-2, final 1.
exp-2, final 3.
exp-1, 0, rfa êxp-vaIue, 1, a
exp-1, 1, '*', 2, noP
eip-l, 2, rfa êxp-1, 3, mul-b
exp-l, final 1.
exp-1, final 3.
exp-value, 0, rfa spaces, 1, nopcall
êxp-va1ue, 0, rfa nurnber, 2, nunber
êxp-vaIue, 1, rfa number, 2, number
exp-value, 0, '(', 3, begin
exp-vaIue, 1, '(', 3, begin
exp-value, 3, rfa êxp, 4, exp
exp-vaIue, 4, ')', 5, end
exp-valuê, 2, rfa spaces, 6, noPCaII




spaces, 0, ' ', 1, space
spaces, 0, tab, 1, tab
spaces, 0, newline, 1, ne!íIinê
spaces, 1, ', 
" 
1, sPace
spacês, 1, tab, 1, tab
spaces, 1, neYline, 1, newlj,De
spaces, final 1.
number, 0, '0'.. '9', 1, startDecDigit
nuobêr, 1, '0'.. '9', 1, decDigit
nu[ber, final 1.
O passo seguinte será escrever o resto do programa, ou seja, as acções e o pro-
grama principal («main»).
Começamos entã.o pelas acções. Cada acção é executada pela ordem da sequência
de caracteres a que corresponde. Apenas acções lálidas são executadas, isto é, apenas
as acções correspondentes a caminhos aceites são executadas.
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bool Calc: : a(uasigned i.nt){
]
void CaIc::pusho{
values. push-front (valuê) ;
)
float Calc::popO{
float ret = values. front O ;
values. pop-front O ;
retut[ ret;
)
bool Calc: : add-b(utrsignêd int){
floar b = popo ;





bool CaIc: : sub-b(unsignea int){
float b = popO ;





bool CaIc: : div-b (utrsigaêd int){
float b = popO ;





bool CaIc: : nuI-b (unsigned int){
floatb=popO;.






















bool Calc: : decDigít (unsignêd int synbol)t
value = synbol _ t0, + value*1o;
return truê;
)
bool Calc: : startDecDigit (unsigned int synbol){
value = synboJ, -'0' ;
return true;
)
bool Calc::nop(unsigned int) {
return true;
)
bool Calc: : nopCall (unsigaed int)t
return true;
)
bool Calc: :bêgin(unsigned int){
rêturn true;
)




bool CaIc: : ênd(utrsigaêd irt){
rêturr true;
)






E por fim, o fidreiro principat ( «main» ) que irá usar todos os outros para construir
o progra,rna final. Não e.ntra,ndo esr porrneoores demasiado técÍticos, o rfa genado cor-
responde na realidade a todoe os estados de cada rfa transformados numa firnção. A
função recebe um objecto a que charna,remos «paÍBer». EBte contém toda a informa'
ção do eetado actual do analisador. O nome de cada estado é criado de uma forma
automática, seudo o estado inicial de cada máquina o próprio nome, como pteúxo,
e «_start» como terminação. Dado o estado inicial e uma palawa, o progra,ma irá
rcjeitax ou aceitar a palavra. No caso de aceita4ão, as acçõeo associadas à palavra
são executadas.
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Programa 6 Calculadora prograrna principal (main, C++)
#ilcIud€ "charrfa.hpp"
#include "calc. hpp"
typedef CharRf a<Calc> CharRf aT;
€rtêrtr void (*êrp-Etart) (ChaiRfaT: : BacktrackParser *pa!sêr);
ilt naitr(int argc, chaÍ 'targv[J ){
if( (argc!=2) ll (argc > 6)){
cout << argv [0J << "erpression\a";
cout << "êx' t' << argv [0J << ''L + 2 * (3+4) t\n"i
retum 0;
)
BtriDt expressioa = argvll];
stri[gatr€am ss;
ss. str(expressiou) ;
ChaÍRf aT charRf a(exp-start) ;
CaIc calc l
CharRf aT : : Error êEor;
eÍror = charRfa. run(&ss, &cúc );
if (error. isError O ){
srritch(error. getRsasou( ) ){




cout << "u!kaosú'' i
)
cout << " at Ii!ê " << êrror.getliaeo
<< " coluEn " << srror. gêtGoluoa ( ) << ".\n";
IeIge{





No final apmas temos que compilar todos os ficheiros C++ num único progra,rra






Neste capitulo farenroe o bala^nço do trabalho realizado. Identificaremos os objectivDg
alcançados, as difenenças significativas a trabalhos relacionados e por fim que aspectoe
que se podem melhora,r,
7.L Pontos Negativos
Dos objectivos a que nos propusemos nem todos fora,m completa,rnente alca,nçados.
ConsideraÍnos que existem ú,rios pontos incompletoo, negativos mas també.m posi-
tivos.
Dos pontos incompletos considera,mos que não fora,m provados:
o as tra,nsformações de um AR não-dêterminista paxa deterrninista [3.4.31;
o os algoritmos relacionados com as acçõee [4.1.31.
Pa^ra alérn destes talÍrbém não foi determinada a linguagem reconhecida por um
AR. Apenas acredita,rroe que se localiza,m entre as linguagens regulares e as lingua-
gens üvres de contorto [3.4.2].
Identifica,rros dois pontoe negativos no trabalho. O primeiro, o sistema de arções
é ainda pouco sofisticado e limitado. O segundo, a implementação, que:
. eucontra,§e preseBtemente num estado instável;
r aceita todos os AR não.deterministas, mesmo aqueles que uão possuem eqú-
valente deterrniuista (consequência da sua base teórica);
Apesar disso considera,rnos o balanço positivo, pois vários objectivos fora,m al-
cançadoe oom auceago.
7.2 Objectivos Alcançados
Dos objectivos alcançados, a que nos propusemos, consideremos como sendo os mais
importantes:
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. â definição de AR, como um modelo de âutómâto simplificado, inserido na
classe das linguagens livres de contexto;
o a construção de AR deterministas em tempo real;
o associação de acções/metadados independentes da base teórica dos AR.
o uma biblioteca facilmente extensÍvel, com interfaces intuitivas e muito flexíveis;
A partir dos pontos acima referidos foi-nos possível criar diversificadas ferramen-
tas de demonstração, tais como abnf2c [6.2], uma calcula.dora {6.2], gerador de código
em C** e um gerador de autómatos na sua forma gráfica [6.1].
7.3 Discussão e comparações com trabalhos relacionados
Em comparação com outras implementa,ções, pensamos que a biblioteca implemen-
tada é muito mais flexlvel e fácil de ser integrada em varias aplicações podendo ser
estendida de acordo com as necessidades de cada uma. PeIo contrario, as analisadas
apenas se centrarn em problemas especÍficos, restringindo o número de aplicações em
que podem ser utilizadas.
Uma das ca,racterÍsticas únicas da biblioteca é que o autómato determiniEta é
construÍdo em tempo real e utilizado em tempo real o que abre a possibilidade de
ser utilizada por aplicações que requerem estas ca,racterísticas.
Nas aplicações analisadas, a gra,nde maioria é especifica apenas para uma lingua-
gem, seja a própria biblioteca ou o código gerado, e para muitas delas é impossÍvel
ou difícil fazerem-se liga4ões pa.ra outras. No caso da biblioteca é mais fácil fazer
1iga4ões para C/C++ e interfaces que gerâm código para outras linguagens.
Dividindo as aplicações em dois grupos em compara4ão com a biblioteca, existem
as que implementam autómatos (in)deterministas mais poderosos e as que não o
fazem. No primeiro caso, a biblioteca está limitada apenas a um subconjunto dos
problemas que essas aplicações podem resolver, sendo por isso mais iimitada. Para
as restaÍrtes, todos os problemas resolvidos por estas são possÍveis de ser resolvidos
pela biblioteca, o que a torna mais poderosa.
Concluindo, cada biblioteca tem os seus prós e contrasl algumas resolvem mais
problemas, outras resolvem um só tipo de problemas de uma maneira mais eficaa ou
são mais simples/disponÍveis para determinada linguagem.
Acreditamos que, para os problemas que a biblioteca resolvel se constitui como
uma boa escolha, uma vez que proporciona mais possibilidades que as restantes.
7.4 Limitações
Os AR's deterministas, reconhecem um conjunto de linguagens. Estas estão asso-
ciadas aos problemas a que podem ser aplicados, logo os AR's deterministas estão
limitados a esse conjunto de problernas.
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Tâl como já foi referido neste trabalho, o algoritmo propooto paxa convext€r um
AR não-determinista para deterrninista é incapaz de recoúecen quais oe AR não-
deterministas que possuem equivalente determinista.
Por fim ainda é desconhecida a veracidade de algoritmo proposto.
7.5 Tbabalho F\rturo
Como principal prioridade considera,mos terrninar o estudo sobre as limitarj€s refe-
ridas. Melhorar o sistesra de acções, de modo a torna.lo mais eficiente e sofisticado.
Os autómatos tem inúmeras aplicações. Acredita^rnos que a biblioteca de AR's
deterministas será uma delas, porta,nto no futum, mais componeates da meema gerão
implernentados sobre eeta, tendo como principal objectivo torna-la mais fiável. Do
ponto de üsta do utilizador é necessário melhora,r e simplifica,r cada vez mais as
interfaces e alargar o número de opera4ões possíveis sobre os Autómatoo, tais como
minimização e produto, criar novos interfaces de entrada, saÍda, novoe sÍmbolos e
metadados. Por fim, a biblioteca deverá ser avaliada e tetada por vários utilizadoreo
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