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1. Introduction and Approach
The problem we would like to approach is the automa-
tion of the camera network design process in order to ob-
tain accurate 3D measurements. We restrict ourselves to
the problem where the camera positions are limited only
by the incidence angle constraint and it is simplified to the
case where the cameras remain at a fixed distance to the
set of target points to be measured. The main question we
would like to answer is: Where should we place the cam-
eras in order to obtain the minimal 3D error? From this
question several subproblems arise; How can we develop a
good criterion to judge our configuration? What conditions
are needed for our system to work? Which are the inter-
related aspects involved in the development of the system?
What would be a good method to optimize the placement
of the camera? From these initial questions the choice of
acriterion combined with anoptimization process will be
the key concepts.
Researchers in the computer vision and photogrammet-
ric communities have recognized the need to automate the
process of camera network design. Tarbox and Gottschlich
[7] have recognised the need formultistation solutionsto
overcome object occlusion problems. They have imple-
mented a solution in the IVIS system for an active trian-
gulation sensor. Fritsch and Crosilla [3] have investigated
the potential of optimizing multi-station configurations us-
ing an analytical first order design (FOD) approach by it-
eratively shifting the sensor stations until the covariance
matrix of the estimated object feature coordinates is better
than a criterion matrix. However their approach is limited to
the optimization of existing configurations. A work called
CONSENS which follows the expert system approach and
uses multiple cameras in combination with optical triangu-
lation, was developed by Mason et al. [5]. It describes an
ideal configuration of four camera stations that can be em-
ployed to provide a strong imaging geometry for the class
of planar network design problems. Complex objects are di-
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vided into planes, each one is evaluated through one of these
networks and then connected with some extra cameras with
the purpose to establish just one common datum. Unlike all
other approaches, our idea is to pose the problem in terms
of a global optimization design which is capable of manag-
ing the problem using an adaptive strategy. It explores the
solution space using both non continous optimization and
combinatorial search.
The approach can be divided into two main components.
Firstly, we will develop an analytic uncertainty analysis
based on error propagation phenomenon. This will allow
us to express an error criterion to be minimized. Secondly,
we will present an evolutionary optimization method simi-
lar to genetic algorithm [4], which optimizes this criterion.
1.1. Uncertainty Analysis
A camera can be considered as a system that performs
a linear projective transformation from the projective space
P
3 into the projective planeP 2.
pij MiPj : (1)
This mapping is represented by a matrixM34
M = K(R j T ) ; (2)
whereK is the matrix of intrinsic parameters,R is a rota-
tion matrix andT a translation vector. Equation (1) can be
rewritten as
A(pi;Mi)P = b(pi;Mi) ; (3)
whereA is a2i3 matrix andb is a2i1 vector. If matrix
AtA is invertible we can find the least squares solution
P = (AtA) 1Atb ; (4)
which minimizeskAP   bk2.
The key of manipulating geometric uncertainty is to be
able to transform the information or probability density
function on a feature available in one form (image point)
into another form of interest (point in space), given by
Equation(4), see Faugeras [1]. This transformation of in-
formation can be grouped into a family of transformations
which we approximate to the exact transformation by a first-
order relation using Taylor series. In this way, a linear ap-
proximation is to be used in which we assume a Gaussian
distribution. Then the meanE[P ] and covarianceP are
sufficient information to completely define the feature den-
sity function. All this is given by the following proposition
(see [1, chapter V]):
Proposition 1 Given a random variablep 2 Rm , of Gaus-
sian distribution, meanE[p],and covariancep, andP 2
R
n , the random vector given byP = f(p), wheref is a
function of classC1, the mean ofP can be approximated










Therefore,P is a symmetric positive definite matrix,
which describes the bounds onP = f(p) in the vicinity
of E[P ] = f(E[p]) given those ofp in the vicinity ofE[p].
1.2. The Criteria
Once we have computed the covariance matrixP , it is
necessary to choose a criterion useful to the optimization
process. In this sense, we need to select a metric to com-
pare symmetric positive definite matrices. Thecomparison
of covariance matrices is interpreted as the required stan-
dard deviation of functionP = f(p) to be better when it is
computed with covariance matrixP1 than withP2. This
comparison can be achieved using: the maximum eigen-
value ofP , the trace ofP or a matrix criterion. However,
we propose to use themaximum element in the diagonalof
P which corresponds to the worst variance of individual
parameters
(P ) = max
j=1:::3
Pjj : (6)
This measure is easy to compute and gives a good unifor-
mity of network precision in each coordinate axis of the er-
ror ellipsoid represented byP .
1.3. The Optimization Process
The problem of camera network design presents discon-
tinuitie aspects mainly due to the unobservability of points
which leads to a combinatorial optimization process which
we have approached using a multicellular genetic algorithm
(MGA) [6]. This algorithm proceeds as follows:
1. an initial random population ofN convergent net-
works represented by(n; n).
2. next, we evaluate each network, and store the corre-
sponding maximum value of the diagonal ofPn for
each tree structure.
3. then, we select a population of “good” networks by
tournament selection.
4. from this population, we recombine the variables
(n; n) for each camera using the following oper-
ations: Crossover, with a probability Pc = 0.7; Muta-
tion, with a probability Pm = 0.005.
These operations yields a new population which we
copy intoP (t).
5. Steps 2,3, and 4 are repeated until the optimization
criterion stabilizes.




((P )) : (7)
Thereby, the camera placementMi relative to the world co-
ordinate frame is optimized. Geometrically, eachPi rep-
resents a hyper-ellipsoid, which changes its orientation and
size as each sensor placementMi does. Thus, an optimal
placement solution is proposed, where the combined uncer-
tainty of all points is minimal.
2. Experiments
We have run a series of experiments to test the validity
of our approach. We present some results in Figure 1 which
shows some cases of configurations designed by EPOCA in
which several cameras are looking at several targets repre-
sented by their error ellipsoids aligned in one, two, or three
planes. These configurations are product of our evolution-
ary system.
As an example the graphs of Figure 1 were produced
with a population of 30 camera-networks which converged
in no more than 150 generations. These graphs show the
maximal, average and best fitness for one run of the algo-
rithm. This experiment took a total of 72 generations to
converge, discovering the best configuration with a fitness
value = .0047 in generation 59. It has required about 7
seconds ofCPU time on an UltraSPARC 200 Mhz. Note
also that evolution is terminated near generation 60. Notice
the behaviour of the angle of camera 1 as illustrated in
Figures 1e. We see that after a random distribution, emer-
gent coherent configurations appear, then this variable con-
verges towards two dominating values below and above 40
degrees. If we analyse how(P ) evolves with these param-
eters, we will observe the local minima of the dominating
configurations. Figure 1c displays the graph of(P ), after
convergence, only with respect of two parameters and for
camera 1. It clearly shows the two minima for the param-
eter of camera 1, see Figure 1d, while the landscape is quite
flat for the parameter. Similar observations can be derived
for all the other parameters.
3. Discussion and Perspectives
The problem presents discontinuities which leads to
combinatorial aspects in the optimization process. These
constraints are naturally incorporated to the genetic algo-
rithm methodology. Our EPOCA system succesfully pro-
duces two and three camera networks designs similar to
those used by photogrammetrists. In the case of four cam-
eras, see Figure 1f, a non-standard design was proposed.
Photogrammetrists usually put the four camera at four cor-
ners of a cube whose center contains the targets to be mea-
sured. In fact our configuration was already pointed out by
Fraser [2]; he noticed that this configuration is not atypical.
Our experiments confirm Fraser statement. Moreover, the
system can design networks for several adjoining planes.
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Landscape graphs
i) A set observing 2 planes. j) A set observing 3 planes.
g) 3 cameras over a plane. h) A set over 3 planes.
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Results of a single MGA run.
Figure 1. The following graphs show the statistics
and convergence time of a single MGA run composed
of 4 convergent cameras.
