In this paper, we study the error behavior of the known fast Fourier transform for nonequispaced data (NFFT). This approximate algorithm is mainly based on the convenient choice of a compactly supported window function. So far, various window functions have been used and new window functions have recently been proposed. We present novel uniform error estimates for NFFT and derive rules for the optimal choice from the parameters involved in NFFT.
Introduction
Since the restriction to equispaced data is an essential drawback in several applications of discrete Fourier transform, one has developed fast algorithms for nonequispaced data, the so-called nonequispaced fast Fourier transform (NFFT), see [8, 4, 24, 21] and [19, Chapter 7] . In this paper we investigate fast realizations for the NFFT, but we restrict us to an approximation by translates of previously selected, compactly supported window function. Other approaches based on the fast multipole method and on the low-rank approximation were presented in [9, 22] . After the seminal paper [24] , the similarities of the window-based algorithms for NFFT became clear. In the following, we give an overview of the window-based NFFT used so far. In the construction of NFFT, the window function was used together with Fourier transform. This connection is very important in order to deduce error estimates for the NFFT. This made it possible to determine an optimal shape parameter of the involved window function. Recently, window functions were proposed for which an analytical Fourier transform is unknown. To develop an NFFT, the necessary Fourier coefficients of the periodized window function can simply be calculated by a convenient quadrature rule. A challenge are error estimations in order to determine the shape parameter involved. For the first time, we provide a uniform approach to error estimates for the NFFT, which is mainly based on uniformly convergent Chebyshev expansions of the window function. The results allows a fair comparison of the different window functions.
In connection with NFFT, B-spline window functions were first investigated in [4] . In the important application of particle simulation (see [5] ), the B-spline window function was also used. Later it became clear that these methods can be interpreted as a special case of the fast summation method, see [20, 17] and the references therein. Based on this unified approach, one can use all the other window functions for this application too. The choice of the shape parameter is of special importance, since one needs error estimates based on the root mean square error.
An efficient calculation method for the Gaussian window function, the fast Gaussian gridding, was proposed in [11] . Numerical comparisons show that, if the shape parameter is selected carefully, the error of NFFT is similar to that of the B-spline window function. In this paper we present new error estimates for the truncated Gaussian window function. The Kaiser-Bessel window function, which is therefore so popular, provides much better error results. The Kaiser-Bessel window function was first used for the reconstruction of MRI data, because the corresponding NFFT produces very small errors, see [10] . Since the numerical calculation of the Kaiser-Bessel window function is expensively, the authors in [15] have changed time and frequency range. The calculation of the Fourier coefficients of the periodized Kaiser-Bessel window function was realized in [14] by means of rational approximation. If we look at compactly supported window functions in the time domain, we get the sinh-type window function for which we present error estimates for the first time here. Very similar window functions, such as the exp-type window function and cosh-type window function, were proposed in [3] . Also for these compactly supported window functions, we succeed in a complete error analysis for the first time. The choice of these window functions is also motivated by a faster computability compared to the Kaiser-Bessel window functions. Further we suggest a new polynomial window function, which is very much related to the B-spline window function, but much simpler to compute. The choice of an optimal window function is still an open problem and cannot be answered straightforward. Here we compare the several window functions with respect to an uniform approximation error for the corresponding NFFT.
The outline of the paper is as follows. In Section 2 we introduce the basic definitions and develop the error estimates for an NFFT with a general compactly supported window function. Important tools for the approximation of the Fourier transforms of window functions are developed in Section 3. The main results of this paper are contained in Section 4. We present uniform error estimates for the the B-spline, Kaiser-Bessel, truncated Gaussian, cosh-type, polynomial, sinh-type, and exp-type window functions and show uniform numerical results so that the error constants of the different window functions can be easily compared.
Convenient window functions for NFFT
Assume that σ > 1, N ∈ 2 N, σN ∈ 2 N, and m ∈ N with 2m ≪ σN are given. In the following, we consider an even window function ϕ : R → [0, ϕ(0)] which is compactly supported on the small interval [− m σN , m σN ], decreasing for x ≥ 0 with ϕ(0) ≥ 1, and piecewise continuously differentiable with only possible jump discontinuities at
we denote the Fourier transform of ϕ. Thenφ is real and even. We assume thatφ is positive on − N 2 , N 2 . We introduce the torus T :
Note that for each x ∈ R the series (2.1) has at most one nonzero term. Then the Fourier coefficients ofφ read as follows
By the convergence theorem of Dirichlet-Jordan we know that the Fourier series ofφ converges pointwise toφ. which coincides with the rectangular rule of the integral Replacing x by x + ℓ σN with ℓ = 0, . . . , σN − 1, we obtain
Summing the above formulas for ℓ = 0, . . . , σN − 1 and using the known relation
we conclude that
Obviously, 1 σN
is the rectangular quadrature formula of the integral (2.3).
The NFFT of type 1 is an approximate, fast algorithm which computes approximately the values f (x j ) of a 1-periodic trigonometric polynomial (2.4) with I N := {−N/2, 1 − N/2, . . . , N/2 − 1} at finitely many nonequispaced nodes x j ∈ [− 1 2 , 1 2 ). Using a window function ϕ, the trigonometric polynomial f is approximated by the 1-periodic function
with conveniently chosen coefficients g ℓ ∈ C. The computation of the values s(x j ) which approximate f (x j ) is very easy. Since ϕ is compactly supported and thusφ is welllocalized, each value s(x j ) is equal to a sum of few nonzero terms. The coefficients g ℓ can be determined by discrete Fourier transform (DFT) as follows.
Since s possesses the Fourier expansion
with the Fourier coefficients
In other words, the vector (ĝ k ) k∈I σN is the DFT of length σN of coefficient vector (g ℓ ) ℓ∈I σN such thatĝ k =ĝ k+σN , k ∈ Z . Note that the constant σ > 1 is called the oversampling factor. In order to approximate f by s, we setĝ
Then it holds for all r ∈ Z
In particular, we see that c n (s) = c n (f ) for all n ∈ I N and c n (s) = 0 for all n ∈ I σN \ I N .
Substituting k = n + rσN with n ∈ I σN and r ∈ Z, we obtain
Let A(T) be the Wiener algebra of all 1-periodic functions g ∈ L 1 (T) with the property k∈Z |c k (g)| < ∞ .
Then
is the norm of A(T). Obviously, we have A(T) ⊂ C(T), where C(T) denotes the Banach space of all 1-periodic, continuous functions with the norm
Since x j ∈ [− 1 2 , 1 2 ) are arbitrary nodes, we have
Therefore we measure the error of NFFT s − f C(T) in the uniform norm. As norm of the 1-periodic trigonometric polynomial (2.4) we use the norm in the Wiener algebra A(T).
We say that the periodized window functionφ is convenient for NFFT, if
for all (sufficiently large) N ∈ 2N and σ > 1. In the following, the term (2.6) is called error constant.
Lemma 2.2
The error constant e σ,N (φ) can be represented in the equivalent form
This completes the proof.
Thus the condition e σ,N (φ) ≪ 1 with (2.7) means that each exponential e 2πi nx , n ∈ I N , x ∈ T , can be approximately reproduced by linear combinations of shifted window functions ϕ(x + ℓ σN ) with ℓ ∈ I σN . In other words, the equispaced shiftsφ(· + ℓ σN ) with ℓ ∈ I σN are approximately exponential reproducing. For each node
has only few nonzero terms, since the support of ϕ is very small for large N . If we replace exp(2πinx j ) for each n ∈ I N by the approximate value (2.8), we compute approximate values of
in the form
mainly by DFT. This is the key of the NFFT of type 1. 
is not convenient for NFFT, since e σ,N (φ r ) is not small. In this case we have This can be seen as follows: For fixed n ∈ I N \ {0}, we consider the Fourier series of the special 1 σN -periodic function g n (x) := e −2πi nx for x ∈ (0, 1 σN ) with
For n = 0 we have g 0 (x) = 1. Then the rth Fourier coefficient of g n reads as follows
for r ∈ Z. By the convergence theorem of Dirichlet-Jordan, the Fourier series of g n is pointwise convergent such that for each x ∈ R and n ∈ I N \ {0}
(2.10)
Thus we obtain that for x ∈ (0, 1 σN ) and
Consequently the rectangular window function is not convenient for NFFT, since
for all N ∈ 2N and σ > 1.
Special window functions which are more convenient for NFFT will be presented Section 4.
Lemma 2.4 Let σ > 1, N ∈ 2N, and σN ∈ 2N. Assume that the periodized window functionφ fulfills the condition (2.6).
Then the error of NFFT of type 1 can be estimated by
Proof. From (2.5) it follows that
Then by Hölder's inequality we obtain that for all x ∈ T
Hence we get (2.11).
The NFFT of type 2 or transposed NFFT evaluates the exponential sums
for arbitrary given coefficients f j ∈ C and knots x j ∈ − 1 2 , 1 2 . Assume that the periodized window functionφ is convenient for NFFT. Introducing the 1-periodic function
the Fourier coefficients of g read as follows
Using the trapezoidal rule, we calculate c k (φ) bŷ
Then the results of this NFFT of type 2 are the valueŝ
It is interesting that the error constant (2.6) appears an error estimate of the NFFT of type 2 too.
Lemma 2.5 Let σ > 1, N, M ∈ 2N, and σN ∈ 2N. Assume that the periodized window functionφ fulfills the condition (2.6).
Then the error of NFFT of type 2 can be estimated by
Proof. For each k ∈ I N we have
From Hölder's inequality and Lemma 2.2 it follows that
Preliminaries

Two useful results
In our study we use later the following results:
Proof. For −1 < u < 1 and µ > 1 we have
Using (3.1), the series can be estimated as follows
Hence it follows that
For n = 0, we have f 0 (x) = 1.
Proof. Since |r + n σN | = sgn(r) r + n σN for all r ∈ Z \ {0} and n ∈ I N and since the sinc-function is even, we have sinc 2πm |r + n σN | = sinc 2πm (r + n σN ) = sin 2πmn σN 1 2πm (r + n σN ) for all r ∈ Z and n ∈ I N . Thus we see immediately by (2.10) that the Fourier series
If for arbitrary m ∈ N the inequality (3.2) is true, then
Using (3.2) and 1 − e −2πi n/(σN ) = 2 sin πn σN ,
Chebyshev expansions of special functions
In the following, we use some known properties of the Chebyshev polynomials T k (t), k = 0, 1, . . ., of first kind.
where U 2k (t) denotes the Chebyshev polynomial of second kind.
For a proof see [18, p. 25] .
The Chebyshev polynomial T k (t) and its derivatives have following values at t = 0 and t = 1, namely
For a proof see [18, p. 48 ].
The Chebyshev coefficients of several special functions can be represented by means of Bessel functions. The mth Bessel function of first kind is defined by
with J m (x) := (−1) m J m (x) for m = −1, −2, . . .. Analogously, the mth modified Bessel function of first kind is defined by
The generating functions of J m (x) and I m (x), respectively, are by [1, p. 361 and p. 376],
4)
Using these Bessel functions, one obtains the following Chebyshev expansions of special functions. In the following, the primed sum means the sum with the first term halved.
Lemma 3.5 For fixed q > 0 and arbitrary t ∈ [−1, 1], we have the uniformly convergent Chebyshev expansions
For a proof see [18, p. 176, p. 182, and p. 194 ]. By the Weierstrass criterion of uniform convergence, each Chebyshev series (3.5)-(3.11) is uniformly convergent on [−1, 1]. In the case (3.5), both conditions of the Weierstrass criterion are fulfilled by
Further the derivatives of above Chebyshev series can be formed term by term. For example, the derivative of (3.5) reads as follows
This function series is uniformly convergent on [−1, 1] by the Weierstrass criterion, since by Markov's inequality it holds
Now we present some sum formulas with modified Bessel functions. Using the Chebyshev expansion (3.8) and its second derivative, for t = 0 we obtain the sum formulas (3.12) by T 2k (0) = (−1) k and T ′′ 2k (0) = (−1) k−1 4k 2 . Applying the Chebyshev expansion (3.5), we obtain the left sum formula of (3.13) for t = 1 by T k (1) = 1. If we differentiate the Chebyshev series (3.5) term by term, we obtain the right sum formula of (3.13) for t = 1 by T ′ k (1) = k 2 . Using the Chebyshev expansion (3.11), we get the left sum formula of (3.14) for t = 0 by T 2k (0) = (−1) k . Forming the second derivative of (3.11) term by term, from T ′′ 2k (0) = 4 (−1) k+1 k 2 it follows the right sum formula of (3.14). The function
and its derivative can be continuously extended to [−1, 1], since
Using the Chebyshev expansion (3.10) and replacing the variable t by √ 1 − t 2 , we obtain by Lemma 3.3
Then for t = 1 it follows the left sum formula of (3.15). Differentiating (3.19) term by term, it follows the right sum formula of (3.15) by T ′ 2k (1) = 4 k 2 . Differentiating the Chebyshev expansion (3.9) term by term, we get the sum formula (3.16) by T ′ 2k+1 (0) = (−1) k (2k + 1).
Lemma 3.7 Let β > 0 and κ ∈ R with |κ| < β be given. Then the uniformly convergent Fourier series of the even, 2π-periodic function e β cos t cos(κ sin t) reads as follows 
Applying the multiplication theorem of the modified Bessel function (see [1, p. 377] )
by Neumann's addition theorem (see [1, p. 363] ) and Lommel's expansion (see [25, p. 140] ) it follows that 
Corollary 3.8 Let β > 0 and κ ∈ R with |κ| < β be given. Then the uniformly convergent Fourier series of the even 2π-periodic function cosh(β cos t) cos(κ sin t) reads as follows
Analogously, the even 2π-periodic function sinh(β cos t) cos(κ sin t) has the uniformly convergent Fourier expansion
P roof. If we replace the variable t by t + π in (3.20), then we see that e −β cos t cos(κ sin t) has the Fourier series
Thus from cosh(β cos t) cos(κ sin t) = 1 2 e β cos t cos(κ sin t) + e −β cos t cos(κ sin t) , sinh(β cos t) cos(κ sin t) = 1 2 e β cos t cos(κ sin t) − e −β cos t cos(κ sin t)
it follows the Fourier expansions (3.21) and (3.22 ). Now we calculate the finite Fourier transform of the Chebyshev polynomial T 2k , i.e.
Obviously, we have by [18, p. 42 ] that
The finite Fourier transform of T 2k can be represented in the form
For a proof see [6] . Then we have p 0 (v) := 0, and for v = 0
Computing the Fourier transform of a window function
In order to compute the Fourier transformφ of window function ϕ, we have to approximate this window function. Even if there is know an analytic expression ofφ, one has often to approximate this function by an efficient method. For example, in [14] rational approximation is applied to the evaluation of the Bessel function. The authors in [2] suggest the use of a Gauss-Legende quadrature.
In our numerical examples we apply the following method. Since the even window function ϕ is supported in [− m σN , m σN ], we havê
We evaluate the last integral using a global adaptive quadrature [23] for c k (φ) =φ(k), k = 0, . . . , N . In general this values can be precomputed. Even in the multivariate case, such a the precalculation is no problem, because one can use the tensor product structure of the corresponding window function.
Special window functions
In this section, we determine upper bounds of the error constant (2.6) for various special window functions by two methods. If the series
then by (2.6) we have that
This technique can be applied for B-spline, modified B-spline, and polynomial window functions, respectively. Note that under condition (4.1) both functionsφ and ϕ are continuous. But for several window functions (with discontinuities at ± m σN ), the assumption (4.1) is not fulfilled. By Hölder's inequality it follows from (2.6) that
Thus we have only to estimate the minimum of all c n (φ) for relatively low frequencies n ∈ I N and to show that the 1 σN -periodic Fourier series
is uniformly bounded for all x ∈ T and n ∈ I N . For this we have to estimate the Fourier coefficients c n (φ) for sufficiently large frequencies |n| ≥ σN − N 2 very carefully. This second method will be used for Kaiser-Bessel, truncated Gaussian, cosh-type, sinh-type, and exp-type window functions, respectively. We start with the popular B-spline window function (see [4, 24] ).
B-spline window function
We consider the B-spline window function
where M 2m denotes the centered cardinal B-spline of even order 2m ∈ 2N. For m = 1, we obtain the triangular window function. Using the three-term recursion
with
Further we assume that N ∈ 2 N and σ ≥ 1 with σN ∈ 2 N are given. Ifφ B is the 1-periodization (2.1) of ϕ B , then the Fourier coefficients ofφ B read as follows
Note that c k (φ B ) > 0 for all k ∈ I N . By (2.5) we see that
Now we estimate the error constants for NFFT. Applying the special structure of the Fourier coefficients c k (φ B ), we obtain a good upper bound (4.2) of the error constant by this method. For a the proof of the following result see [24] . 
i.e., the periodized B-spline window function is convenient for NFFT.
In can be generalized to the modified B-spline window function (see [16] )
where M 2b denotes the centered cardinal B-spline of order 2b ∈ N \ {1, 2}, i.e., b ∈ { 3 2 , 2, 5 2 , . . .}. Let m ∈ N with m < 2b and b = m be given. Using the three-term recursion (4.5), we find Further we assume that N ∈ 2 N and σ ≥ 1 with σN b ∈ 2 N. Ifφ mB is the 1-periodization of ϕ mB , then the Fourier coefficients ofφ mB read as follows
Note that c k (φ) > 0 for all k ∈ I N . Then for one can show that the corresponding error constant can be estimated by
where ζ denotes the Riemann zeta function.
Kaiser-Bessel window function
The Kaiser-Bessel window function was introduced in [13, 10, 12] and is defined as
with b := 2π(1 − 1 2σ ), σ > 1, N ∈ 2 N, and σN ∈ 2 N, where I 0 denotes the modified Bessel function of order 0. Further we assume that 2m < σN . This window function is nonnegative, even, piecewise continuously differentiable with jump discontinuities at x = ± m σN , compactly supported, and decreasing for x ≥ 0. Letφ KB be the 1-periodization of ϕ KB . Then the Fourier coefficients ofφ KB read as follows
(4.7)
Note that we have
by the special choice of b.
For v ∈ R, we compute the Fourier transform
Using the Chebyshev expansion (3.11) with q = bm and replacing the variable t ∈ [−1, 1] by √ 1 − t 2 , we obtain by Lemma 3.3 that
and henceφ
By Lemma 3.9 we receive for sufficiently large |v| ≥ σN − N 2 we have
Applying the sum formulas (3.14) with q = bm, we obtain for sufficiently large |v| ≥
We summarize: 
Hence we obtain: i.e., the periodized Kaiser-Bessel window function is convenient for NFFT.
The following Table 4 .1 presents upper bounds of the error constants (see Theorem 4.4) which are in great agreement with the numerical results in Figure 4 .2. Here we plot the error constants e σ,N (φ), see (2.6), for various parameters σ, m, and N . 1.25 2.8 · 10 −1 2.5 · 10 −2 1.9 · 10 −3 1.5 7.2 · 10 −2 2.7 · 10 −3 9.6 · 10 −5 2 1.7 · 10 −2 2.9 · 10 −4 4.5 · 10 −6 
Truncated Gaussian window function
Using the Gaussian function [24, 8] we consider the truncated Gaussian window function
where ϕ r denotes the rectangular window function (2.9). Thus we have
Then the Fourier transform of ϕ G reads as followŝ
First we compute the Fourier transform
Using the Chebyshev expansion (3.6) of the Gaussian with q = m 2 /b
we obtainφ
Applying Lemma 3.9 and the sum formulas (3.13) with q = m 2 2b , we see that
We summarize:
Lemma 4.5 For all k ∈ Z with |k| ≥ σN − N 2 , the Fourier coefficients c k (φ tG ) of the periodized, truncated Gaussian window function can be estimated by
i.e., the periodized, truncated Gaussian window function is convenient for NFFT. Now we estimate the Fourier coefficients c k (φ tG ) for relatively low frequencies k ∈ I N . 
Proof. By the definitions of the window functions ϕ G and ϕ tG we have for
Using the estimate (see [24] ) for arbitrary positive a and c, we obtain
Since m 2 π > b for σ > 1, this lower bound of c k (φ tG ) =φ tG (k) with k ∈ I N is positive.
Using (4.3), we find an upper bound of the error constant of the truncated Gaussian window function (4.10). For arbitrary n ∈ I N and x ∈ T, we obtain by Lemma 3.2 and Lemma 3.1 that
Applying (4.11), we obtain the following estimate of the error constant of (4.10).
Theorem 4.7 Let N ∈ 2N and σ > 1, where σN ∈ 2N. Further let m ∈ N \ {1} with 2m ≪ σN be given. Assume that the shape parameter b is given by (4.9).
Then the error constant of the periodized, truncated Gaussian window function can be estimated by
In many applications, the shape parameter b is chosen in the form (4.9), see [24, 7, 11] . In Thus the error constant e σ,N (φ tG ) is slightly worse than that of the Kaiser-Bessel window function. However one advantage of the truncated Gaussian window function may be fast Gaussian gridding from the computational point of view, see [11] .
cosh-type window function
For fixed shape parameter β = 4m, we consider the cosh-type window function
(4.12)
This window function was suggested in [3, Remark 13] . Up to now, corresponding error estimates for the NFFT were unknown. Substituting t = σN x/m, we determine the even Fourier transform
Using the Chebyshev expansion (3.8) with q = β and replacing the variable t ∈ [−1, 1] by √ 1 − t 2 , by Lemma 3.3 we obtain the Chebyshev series
Using the above expansion, integration term by term provideŝ
Applying Lemma 3.9, we receive that for sufficiently large |v| ≥ σN − N 2 ,
Using the sum formulas (3.12) with q = β, we obtain for β = 4m and |v| ≥ σN − N 2 that
Using the known estimate (see [1, p. 362] )
it follows that
Hence we have for all k ∈ I N 
We obtain the following 
i.e., the periodized cosh-type window function is convenient for NFFT.
In Figure 4 .4, we plot the error constants e σ,N (φ cosh ) of the cosh-type window function (4.12) for various parameters σ, m, and N . Here the Fourier transformφ cosh is computed as suggested in Subsection 3.3. We notice that in some cases it is more convenient to choose the shape parameter β = 4.4M in the numerical examples. 
Polynomial window function
For fixed shape parameter β = 3m and 1 < σ ≪ mπ, we consider the polynomial window function
(4.15)
Substituting t = σN x/m, we determine the even Fourier transform. For v > 0, we obtainφ
If |v| ≥ σN − N 2 , then we havê
Thus we obtain
Then from (4.2) it follows: 
i.e., the periodized polynomial window function is convenient for NFFT.
In Figure 4 .5, we plot the error constants e σ,N (φ pol ) of the polynomial window function (4.15) with the shape parameter β = 3m for various parameters σ, m, and N . The error constants e σ,N (φ pol ) behave similar to the error constants e σ,N (φ B ) for the Bspline window function (4.4), whereas the polynomial window function (4.15) can be computed much faster. 
sinh-type window function
In order to get a compactly supported window function, we have interchanged the roles of time and frequency domain for the Kaiser-Bessel window function, see [20, Appendix] .
The resulting function is also known as the Bessel window function, cf. [16] . For fixed parameter β > 0, we consider the sinh-type window function
(4.16)
Note that both functions
and ψ ′ can be continuously extended to [−1, 1], see (3.17) - (3.18) . For v ∈ R we compute the Fourier transform of (4.16), i.e.,
Using the Chebyshev expansion (3.10) with q = β and replacing the variable t ∈ [−1, 1] by √ 1 − t 2 , we receive by Lemma 3.3 that ψ possesses the uniformly convergent Chebyshev expansion
Hence integration term by term provideŝ
By Lemma 3.9 we know that for |v| ≥ σN − N
Thus we obtain for
Hence by (3.15) Since the real even 2π-periodic function sinh(β cos t) cos(κ sin t) possesses the uniformly convergent Fourier expansion (3.22) , we see that by termwise integration
Using the inequality (see [1, p. 362 
we obtain that i.e., the periodized sinh-type window function is convenient for NFFT.
In Figure 4 .6, we plot the error constant e σ,N (φ sinh ) of the sinh-type window function with β = 4m for various parameters σ, m, and N . This window function is also used in the NFFT software library, see [14] . An approximate Fourier transform of ϕ sinh can be computed by the Bessel function I 0 , see the Kaiser-Bessel window function of Subsection 4.2. For the efficient evaluation of this function we can also use a rational approximation of I 0 in the software library. Here we compute the Fourier transformφ sinh as suggested in Subsection 3.3.
exp-type window function
For fixed parameter β > 0, we consider the exp-type window function 
see [18, p. 23] , it follows that
and hence by termwise integration
By Lemma 3.9 we know that for sufficiently large |w| ≥ (2σ−1) πm σ 1 −1 T 2k (t) cos(wt) dt = 2 sinc w + p 2k (w) ≈ 2 sinc w + 8k 2 w −2 cos w .
Using the Chebyshev expansion (3.7) with q = w, we calculate the integrals
By the orthogonality of the Chebyshev polynomials, i.e.,
we see that
Using the left sum formula of (3.12) with q = β, we obtain by Lemma 3.9 that Therefore by the right sum formula of (3.12) with q = β, we receive for sufficiently large |w| ≥ (2σ−1) πm Applying the right sum formula of (3.12) with q = β, we conclude that for w ≥ ( 
Using the inequality (see [1, p. 362 i.e., the periodized exp-type window function is convenient for NFFT.
The exp-type window function (4.19) can be computed much simpler as the Kaiser-Bessel window function (4.6) and has a similar error constant. This window function is used in the FINUFFT, see [2] . In Figure 4 .7, we plot the error constant e σ,N (φ exp ) of the exp-type window function for various parameters σ, m, and N . Note that the error constant is very similar than the error constant of the sinh-type window function used in the NFFT [14] and closely related to the error constant of the cosh-type window function. Here the Fourier transformφ exp is computed as suggested in Subsection 3.3. 
