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Abstract
We consider a class of steady solutions of the semi-geostrophic equations on ℝ3 and derive the linearised
dynamics around those solutions. The linear PDE which governs perturbations around those steady states
is a transport equation featuring a pseudo-differential operator of order 0. We study well-posedness of
this equation in 퐿2(ℝ3;ℝ3) introducing a representation formula for the solutions, and extend the result
to the space of tempered distributions onℝ3. We investigate stability of the steady solutions by looking at
plane wave solutions of the linearised problem, and discuss differences in the case of the quasi-geostrophic
equations.
1 Introduction
The aim of this work is to derive and analyse the linearised semi-geostrophic equation (LSG in what follows)
associated to a class of quadratic steady solutions of the semi-geostrophic equations (referred to as SG in
what follows) on the whole space ℝ3. We present a well-posedness theory for this equation, and discuss the
stability of these quadratic steady states. For a given quadratic steady state 푃 of SG, the associated LSG in
the conservative perturbation ∇휓 is the passive transport equation
휕
휕푡
∇휓 + (푢 ⋅ ∇)∇휓 + 푆푇∇휓 = ℱ −1◦ℳ푚◦ℱ [∇휓], (1.1)
where 푢 is a 푃 -dependent Eulerian velocity field, ℱ −1◦ℳ푚◦ℱ is a pseudo-differential operator of order 0
with 푃 -dependent symbol 푚, 푆 is a 푃 -dependent matrix and ℱ is the Fourier transform, defined in (1.18).
Although the well-posedness of the problem in 퐿2(ℝ3,ℝ3) follows from the theory of strongly continuous
semigroups on Banach spaces, we provide a representation formula for the solution, which allows us to
work with the solutions explicitly. We present and extend this result to the space of tempered distributions ′(ℝ3,ℝ3), to allow for the treatment of global plane-wave solutions, which are not integrable functions
on the whole space ℝ3. We also introduce concepts of stability for this family of steady solutions of the
semi-geostrophic equations, by studying the long-term behaviour of wave-like solutions, in analogy with
the results of [CC86] on the Navier–Stokes equations. Finally, we briefly mention how the same methods
can be applied to the quasi-geostrophic equations, and discuss similarities and differences between the two
theories.
1.1 Contributions of this Paper
The main novelty of this paper is the introduction of an analytical framework in which one can analyse the
linearised semi-geostrophic equations for steady solutions that are globally defined in space. We consider
∗Correspoding author: Heriot-Watt University and the Maxwell Institute for Mathematical Sciences, Edinburgh, UK,
s.lisai@sms.ed.ac.uk.
†Department of Mathematics, Nottingham Trent University, Nottingham, UK, mark.wilkinson@ntu.ac.uk.
2020 Mathematics Subject Classification. 35A01, 35B35, 35Q86.
Keywords and phrases. atmospheric/oceanic fluid dynamics; semi-geostrophic equations; quasi-geostrophic equations; linear
stability.
1
ar
X
iv
:2
00
9.
06
31
9v
1 
 [m
ath
.A
P]
  1
4 S
ep
 20
20
quadratic steady solutions, and this choice simplifies the derivation, as we will see in Section 2, and it allows
us to write the linearised equation in a very explicit manner: see (1.1). Our choice of steady solutions allows
us to prove existence of solutions to LSG, and study the stability of the steady solutions, in a sense that we
specify in Definition 1.3. It is important to notice that the derivation of LSG is only formal here: a rigorous
derivation would require a well-posedness theory for the semi-geostrophic equations on the whole spaceℝ3,
which is still an open problem, to the best of the authors’ knowledge.
The authors believe that the framework presented in this paper can be a first step towards the understand-
ing the long-time behaviour of more general steady solutions of the semi-geostrophic equations, and offer
an interesting first comparison between the behaviour of common steady solutions of the semi-geostrophic
and the quasi-geostrophic model. In fact, in Section 5, we discuss how the stability analysis expects differ-
ent behaviour for some of the common steady solutions of the semi-geostrophic and the quasi-geostrophic
equations.
To the best of the authors’ knowledge, this is the first analysis of the stability of globally-defined steady
solutions of the semi-geostrophic equations, although in the physics literature [Ren98] analyses the linear
stability of parallel basic flow in the baroclinic semi-geostrophic equations in geometric coordinates.
1.2 The Semi-Geostrophic Equations in Eulerian Coordinates
The semi-geostrophic equations can be written in various coordinate systems, depending on the analytical
tools that we wish to employ (e.g. optimal transport theory) and the aim of our research (e.g. numerical
simulation, well-posedness theory). The first formulation of SG in Eulerian coordinates was introduced in
the 1950s in [Eli48] and studied by Hoskins in the 1970s. However, the model attracted the interest of the
mathematical community only in the late 1990s when Benamou and Brenier introduced in [BB98] a new
formulation, in a set of coordinates which are now known as geostrophic or dual coordinates, and showed
that tools from the theory of optimal transport could be applied to study the well-posedness of the problem.
Since then, the problem is typically studied in geostrophic coordinates, because of its connection to optimal
transport: see, among the others, [ACDPF12] and [ACDPF14]. We invite the reader to see [LW19] for a
review of the main formulations and results in the semi-geostrophic theory.
For our purposes, we shall consider SG in Eulerian coordinates, which is the original setting in which
the equations were derived and studied by Hoskins [Hos75] in 1975. In Eulerian coordinates, SG takes the
form of an active transport equation given by
⎧⎪⎨⎪⎩
휕
휕푡
∇푃 + (풰[∇푃 ] ⋅ ∇)∇푃 = 퐽 (∇푃 − idΩ),
∇푃 (⋅, 0) = ∇푃0,
(1.2)
in the unknown time-dependent conservative vector field ∇푃 ∶ Ω ×ℝ→ ℝ3, where Ω ⊆ ℝ3. In the above,
the matrix 퐽 ∈ ℝ3×3 is given by
퐽 ∶=
⎛⎜⎜⎝
0 −1 0
1 0 0
0 0 0
⎞⎟⎟⎠ , (1.3)
the function idΩ ∶ 푥 ↦ 푥 denotes the identity function on Ω. The operator 풰 ∶ ∇푃 ↦ 푢 is the formalsolution operator associated to the boundary-value problem for the div-curl system on Ω given by{
∇ ∧ (퐷2푃 푢) = ∇ ∧ 퐽 (∇푃 − idℝ3 ),
∇ ⋅ 푢 = 0.
(1.4)
This boundary value problem is endowed with the usual no-slip condition 푢 ⋅ 푛 = 0 on 휕Ω if Ω is a bounded
domain in ℝ3. To guarantee well-posedness of 풰 in the case when Ω = ℝ3, further conditions must be
imposed on 푢. In this article, we are interested in the linear dynamics of SG around a special family of steady
solutions in the whole space case Ω = ℝ3. This family of steady solutions is realised by globally-supported
quadratic strictly convex functions: for a given symmetric positive definite matrix 퐴 ∈ Sym+3 (ℝ) ⊂ ℝ3×3,
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we consider those steady solutions 푃 of (1.2) of the form
푃 (푥) ∶= 1
2
푥 ⋅ 퐴푥, ∀푥 ∈ ℝ3. (1.5)
Indeed, one can show that ∇푃 is a steady solution of (1.2) with corresponding velocity field 푢 given by
푢(푥) ∶= 푆푥, (1.6)
where the matrix 푆 is given by 푆 ∶= 퐴−1퐽 (퐴 − 퐼) and 퐼 ∈ ℝ3×3 is the identity matrix.
1.3 Cullen’s Stability Principle
The choice of steady solutions (1.5) allows us to derive the linearised semi-geostrophic equation by formally
taking Fréchet derivatives of (1.2) and (1.4) at∇푃 in the direction of a smooth conservative vector field∇휓
(see Section 2). Using the fact that the strictly-convex 푃 has constant Hessian, we will show that LSG can
be written as the abstract Cauchy problem { 푑
푑푡휙 = ℒ휙,
휙(0) = 휙0,
(1.7)
where the linear operatorℒ is given by
ℒ휙 ∶= −(푢 ⋅ ∇)휙 − 푆푇휙 +ℱ −1◦ℳ푚◦ℱ [휙], (1.8)
as in (1.1). In the above, the operatorℳ푚 in (1.7) is the multiplication operatorℳ푚[휙] = 푚휙 with symbol
푚 ∶ ℝ3 ⧵ {0}→ ℝ which depends on the choice of the matrix 퐴 and is given by
푚(푥) ∶= 2푥 ⋅ 퐴
−1퐽푥
푥 ⋅ 퐴−1푥
, (1.9)
for any 푥 ∈ ℝ3 ⧵ {0}. Observe that 푚 ∈ 퐿∞(ℝ3) ∩ ∞(ℝ3 ⧵ {0}).
The primary reason we work with this specific family of steady solutions is due to the well-known
Stability Principle of Cullen, which is adopted bymost authors when analysing SG. Indeed, Cullen’s stability
principle (introduced for the first time in [CS87]) postulates that physically stable solutions of SG are those
for which 푃 (⋅, 푡) is a convex function in its spatial variable for any 푡. For more about the stability principle,
we invite the reader to see [Cul06, Ch. 3] and [CKPW18].
As an interesting consequence of our analysis in this paper, we show that whilst steady solutions of the
shape (1.5) are stable in the sense of Cullen, they are in fact dynamically unstable in many natural topologies.
An additional structural benefit to considering steady states of the form (1.5), we show in Section 2, is that
all those steady solutions with constant Hessian 퐷2푃 result in a linearised equation that involves a pseudo-
differential operator of order 0 on ℝ3. We do not investigate the linearisation of SG around other steady
solutions in this paper, and we leave it for future work. Let us also mention that the corresponding problem
in bounded domains Ω ⊂ ℝ3 is substantially harder, with the existence of non-trivial steady solutions of
(1.2) on bounded domains being an open problem.
1.4 Characterisation of Steady Quadratic Flows
We observed that the velocity field induced by a geopotential of the form (1.5) is given by the linear trans-
formation in (1.6). In particular, different choices for the positive-definite symmetric matrix 퐴 will produce
different steady Eulerian flow fields. To show this, we consider a general symmetric matrix
퐴 ∶=
⎛⎜⎜⎝
푎 푏 푐
푏 푑 푒
푐 푒 푓
⎞⎟⎟⎠ , (1.10)
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with the coefficients 푎, 푏, 푐, 푑, 푒, 푓 ∈ ℝ chosen in such a way that 퐴 is positive definite. Then, the flow
velocity is given by 푢(푥) = 푆푥, with 푆 = 퐴−1퐽 (퐴 − 퐼). In particular, 푆 can be written in terms of the
coefficients of 퐴 and it is easily verified that its spectrum is 휎(푆) = {0, 휆퐴,−휆퐴}, where
휆퐴 ∶=
√
휇퐴
det 퐴
, 휇퐴 ∶= 푎푓 − 푐2 + 푑푓 − 푒2 − 푓 − (푎푑푓 − 푎푒2 − 푏2푓 + 2푏푐푒 − 푐2푑)⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟
=det 퐴
. (1.11)
Hence, the matrix 푆 has real eigenvalues if and only if 휇퐴 ≥ 0, and it has two purely imaginary eigenvaluesotherwise. We define the two sets in the space of positive definite symmetric real matrices
풜+ ∶=
{
퐴 ∈ Sym+(3,ℝ) ∶ 휇퐴 > 0
}
,
풜− ∶=
{
퐴 ∈ Sym+(3,ℝ) ∶ 휇퐴 < 0
}
.
(1.12)
As a result, the set 풜+ corresponds to hyperbolic flows, whereas the set 풜− corresponds to elliptic flows.The set 풜0 ∶= {퐴 ∈ Sym+(3,ℝ) ∶ 휇퐴 = 0} contains those matrices for which 푢 ≡ 0, and moreover thiscase is not mathematically interesting as the corresponding Fourier multiplier 푚 is null. It is readily seen
that the set 풜0 is non-empty as it contains the identity matrix 퐼 .
1.5 Statement of Main Results
For reasons pertaining to planewave perturbations that we outline in the sequel, we aim to construct solutions
of (1.1) in  ′(ℝ3,ℝ3) by duality, thereby considering the adjoint LSG given by the abstract Cauchy problem{ 푑
푑푡휓 =풦휓,
휓(0) = 휓0,
(1.13)
where the operator풦 is the adjoint ofℒ , namely
풦휓 ∶= (푢 ⋅ ∇)휓 − 푆휓 +ℱ ◦ℳ푚◦ℱ −1[휓]. (1.14)
The reader will observe that symbol 푚 defined in (1.9) is even, therefore a change of variable shows that
ℱ ◦ℳ푚◦ℱ
−1 = ℱ −1◦ℳ푚◦ℱ . This means that the analysis of the operator풦 in (1.14) is essentially thesame as that of the operator ℒ defined in (1.8), up to a change of sign in the first term and transposing the
matrix 푆 in the second. In particular, all of the results that we prove forℒ hold for풦 mutatis mutandis.
Remark 1.1. Since the velocity 푢 corresponding the steady solution (1.5) is given by 푢(푥) = 푆푥, the as-
sociated flow map 퐹푢(푥, 푡) = 푒푡푆푥 is a volume-preserving diffeomorphism of ℝ3 for any time 푡, and weexpect LSG in Eulerian coordinates to be equivalent to the formulation in Lagrangian coordinates. We will
not comment further on the Lagrangian formulation, except for mentioning that existence of strong solu-
tions of LSG in Lagrangian coordinates can be proved in 퐿2(ℝ3,ℝ3) by applying the theory of evolution
systems generated by time-dependent operators, as presented in [Paz12, Ch. 5]. In fact, LSG in Lagrangian
coordinates (up to a rescaling) is given by{ 푑
푑푡Φ(푡) = (푡)Φ(푡),
Φ(0) = Φ0,
(1.15)
where the time-depending operator(푡) is defined as
(푡) ∶= ℱ −1◦ℳ푚̃(푡)◦ℱ ,
with 푚̃ defined in (1.19).
As we mentioned above, our purpose is firstly to present the 퐿2 existence theory of LSG and extend it
to tempered distributions. The following is our first main result:
Theorem 1.2. Given an initial tempered distribution 휂0 ∈  ′(ℝ3,ℝ3), there exists a strong solution in ′(ℝ3,ℝ3) of (1.7), in the sense of Definition 1.5 (iv).
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The reason we extend the existence theory of LSG to allow for less regular solutions than those which
take values in 퐿2 is so that our solution theory admits plane-wave solutions of the form
휙(푥, 푡) = ∇푓 (푥, 푡), 푓 (푥, 푡) = 푎(푡)푒2휋푖푘(푡)⋅푥, (1.16)
where 푎 ∶ ℝ → ℝ and 푘 ∶ ℝ → ℝ3 are appropriately chosen functions. These solutions are not integrable
on ℝ3, with 휙(⋅, 푡) ∉ 퐿푝(ℝ3,ℝ3) for any 푝 ∈ [1,∞). Nevertheless, we consider the corresponding regular
distribution 휂(푡) = 휂휙(⋅,푡) and characterise the functions 푎 and 푘 for which 휂 is a strong solution of LSG in ′. Then, for these specific solutions, we look at their stability in the following sense.
Definition 1.3. We say that a steady solution 푃 of (1.2) is stable to plane-wave perturbations if any plane-
wave solution 휙 of the form (1.16) of the associated LSG belongs to 퐿∞(ℝ3 × ℝ,ℝ3). Otherwise, we say
that 푃 is unstable to plane-wave perturbations, i.e. there exists a plane-wave solution 휙 of LSG of the form
(1.16) such that ‖휙(⋅, 푡)‖퐿∞(ℝ3,ℝ3) is unbounded.
With this in place, let us state the main stability result of this work.
Theorem 1.4. The steady solution 푃 defined in (1.5) associated to a matrix 퐴 is stable to plane-wave
perturbations if it corresponds to an elliptic flow, i.e. 퐴 ∈ 풜− as in (1.12), and it is unstable to plane-wave
perturbations if it corresponds to an hyperbolic flow, i.e. 퐴 ∈ 풜+.
1.6 Notation and Main Definitions
For the reader’s convenience, we fix here the notation that will be used throughout. The space (ℝ3,ℝ3) is
the space of Schwartz functions, i.e. the set of all 푓 ∈ ∞(ℝ3,ℝ3) such that
‖푓‖훼,훽 ∶= sup
푥∈ℝ3
|푥훼퐷훽푓 (푥)| < ∞, (1.17)
for any 훼, 훽 ∈ ℕ3multi-indices, where 푥훼 ∶= 푥훼11 푥훼22 푥훼33 and퐷훽 = 휕
|훽|
휕푥훽11 휕푥
훽2
2 휕푥
훽3
3
. The set(ℝ3,ℝ3) endowed
with the weak topology generated by the family of seminorms {‖ ⋅ ‖훼,훽}훼,훽∈ℕ3 is a Fréchet space. One canprove that the topology generated by the family of seminorms is equivalent to the topology generated by
the family of their finite linear combinations. The space  ′(ℝ3,ℝ3) is the space of tempered distributions
endowed with the weak*-topology. We use the notation  and  ′ in place of (ℝ3,ℝ3) and  ′(ℝ3,ℝ3)
respectively, unless it is necessary to specify a different range of the Schwartz functions. ℱ andℱ −1 denote
the Fourier transform and its inverse respectively. To avoid confusion due to the notation, we specify that
we define the Fourier transform and its inverse on 퐿1(ℝ3,ℝ3) as follows:
ℱ [휙](휉) ∶= ∫ℝ3 휙(푥)푒
−2휋푖휉⋅푥 푑푥, ℱ −1[휙](푥) ∶= ∫ℝ3 휙(휉)푒
2휋푖휉⋅푥 푑휉, (1.18)
and extend this definition to 퐿2(ℝ3,ℝ3) by density in the usual way.
In order to construct solutions to LSG, we will need to consider the following Fourier symbols, defined
from 푚 in (1.9):
푚̃(푡; 휉) ∶= 푚(푒−푡푆푇 휉), 푀̃(푡; 휉) ∶= 푒∫ 푡0 푚̃(푟;휉) 푑푟, (1.19)
푚(푡; 휉) ∶= 푚(푒푡푆푇 휉), 푀(푡; 휉) ∶= 푒∫ 푡0 푚(푟;휉) 푑푟. (1.20)
The symbol 푚̃(푡; ⋅) is even, therefore ℱ −1◦ℳ푚̃(푡;⋅)◦ℱ = ℱ ◦ℳ푚̃(푡;⋅)◦ℱ −1, and the same holds for
푚(푡; ⋅), 푀̃(푡; ⋅) and푀(푡; ⋅).
We now introduce the notions of solutions that will be of our interest in what follows.
Definition 1.5. (i) We say that a function 휙 ∶ ℝ → 퐿2(ℝ3,ℝ3) is a strong solution in 퐿2(ℝ3,ℝ3) of
LSG (1.7) if 휙 ∈ 1(ℝ, 퐿2(ℝ3,ℝ3)) and it satisfies (1.7) in 퐿2(ℝ3,ℝ3) for all 푡 ∈ ℝ.
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(ii) We say that a function 휙 is a weak solution in 퐿2(ℝ3,ℝ3) of LSG (1.7) if 휙 ∈ 0(ℝ;퐿2(ℝ3;ℝ3)), it
satisfies the following integral equation
∫ℝ ∫ℝ3 휙(푥, 푡) ⋅
[
휕푡푓 (푥, 푡) + (푢(푥) ⋅ ∇)푓 (푥, 푡) − 푆푓 (푥, 푡) +ℱ ◦ℳ푚◦ℱ −1[푓 (⋅, 푡)](푥)
]
푑푥 푑푡 = 0
for any test function 푓 ∈ ∞퐶 (ℝ3 ×ℝ;ℝ3), and 휙(⋅, 0) = 휙0 in 퐿2(ℝ3,ℝ3).
(iii) We say that a function 휙 ∶ ℝ →  is a strong solution in  of LSG (1.7) if 휙 ∈ 1(ℝ,) and it
satisfies the differential equation and the initial condition in (1.7) in  for all 푡 ∈ ℝ.
(iv) We say that 휂 ∶ ℝ →  ′ is a strong solution in  ′ of LSG (1.7) if 휂 ∈ 1(ℝ, ′) and it satisfies the
differential equation and the initial condition in (1.1) in  ′ for all 푡 ∈ ℝ, i.e.⟨ 푑
푑푡
휂(푡), 휓
⟩
= ⟨ℒ휂(푡), 휓⟩ and ⟨휂(0), 휓⟩ = ⟨휂0, 휓⟩ , 휓 ∈  ,∀푡 ∈ ℝ.
The time derivative in the expression above is to be interpreted in the weak*-sense in  ′.
The operatorℒ defined in (1.8) consists of three additive terms: we will need to refer to them and the groups
of operators that they generate, therefore we list here their definitions for the reader’s convenience.
Definition 1.6. (i) We consider the three additive terms that constitute the operatorℒ = 퐿1 + 퐿2 + 퐿3defined in (1.8):
퐿1[휙] ∶= −(푢 ⋅ ∇)휙,
퐿2[휙] ∶= −푆푇휙,
퐿3[휙] ∶= ℱ −1◦ℳ푚◦ℱ [휙] = ℱ −1[푚휙̂].
(ii) We define the families of operators {푇1(푡)}푡∈ℝ, {푇2(푡)}푡∈ℝ and {푇3(푡)}푡∈ℝ as follows:
푇1(푡)[휙](푥) = 휙(푒−푡푆푥),
푇2(푡)[휙](푥) = 푒−푡푆
푇
휙(푥),
푇3(푡)[휙](푥) = ℱ −1◦ℳ푀̃(푡)◦ℱ [휙] = ℱ
−1[푀̃(푡; ⋅)휙̂].
(iii) For any 푡 ∈ ℝ, we define the operator 퐺(푡) as 퐺(푡)[휙] = 푇1(푡)푇2(푡)푇3(푡)[휙], i.e.
퐺(푡)[휙](푥) = ∫ℝ3 푒
−푡푆푇 휙̂(휉)푀̃(푡; 휉)푒2휋푖휉⋅푒−푡푆푥 푑휉. (1.21)
With an abuse of notation, we use the same symbol to denote an operator defined in different topologies.
For instance, we denote by ℒ both the operator in (1.8) defined on the space of distributions  ′ and its
“restriction” to functions in 퐿2(ℝ3,ℝ3) and  . The topology that we work with will be clear by the context.
By this, we mean that if 휂푓 is a regular distribution corresponding to the function 푓 ∈ 퐿2(ℝ3,ℝ3), then
ℒ휂푓 = 휂ℒ푓 . For the sake of clarity, we mention that by regular distribution we mean a distribution 휂 ∈  ′
such that there exists a function 푓 ∈ 퐿푝(ℝ3,ℝ3) for some 푝 ∈ [1,∞], such that
⟨휂, 휓⟩ = ∫ℝ3 푓 (푥) ⋅ 휓(푥) 푑푥, ∀휓 ∈  .
Some concepts of the theory of semigroups will be employed throughout the paper: the reader can
observe that 퐿1 is the infinitesimal generator of the strongly continuous group {푇1(푡)}푡∈ℝ in 퐿2(ℝ3,ℝ3)The theory of semigroups on Banach spaces is classical (and can be found in [Paz12]), whilst the theory of
semigroups on locally convex topological spaces can be found in [Yos95, Ch. IX] and in [AK02].
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1.7 Structure of the Paper
We present the proofs of the theorems above in the following sections, proceeding as follows: in Section
2, we present the formal derivation of LSG for a conservative vector field, starting from SG as written in
(1.2), and we comment on the degeneracy of the symbol 푚, distinguishing between the matrices 퐴 that give
rise to a trivial pseudo-differential operator and those that do not. In Section 3, we start by presenting the
existence theory for solutions in 퐿2(ℝ3,ℝ3), and then provide the existence result in the space of Schwartz
functions  . We conclude the section with the proof of Theorem 1.2 and discuss the regularity of solutions
with regular initial datum, connecting the statement with the existence in 퐿2(ℝ3,ℝ3). In Section 4, we
focus on plane-wave solutions of LSG and look at their long-term behaviour in the case of both elliptic and
hyperbolic flows, proving Theorem 1.4. In Section 5, we briefly investigate the stability of the same family
of steady solutions in the quasi-geostrophic theory, and draw a comparison of the results in the two cases.
2 Derivation of LSG
We provide a formal derivation of LSG in Eulerian coordinates, as in (1.1), from SG in the form presented
in (1.2). We observe that SG can be written as
휕
휕푡
∇푃 = 풩 [∇푃 ],
where the nonlinear operator 풩 is defined formally as
풩 [∇푃 ] ∶= −(퐷2푃 )푇풰[∇푃 ] + 퐽 (∇푃 − idℝ3 ), (2.1)
so the linearised SG at ∇푃 is obtained by formally taking the Fréchet derivative of the operator 풩 at ∇푃
and it is of the form
휕
휕푡
∇휓 = 푑풩 [∇푃 ; ∇휓], (2.2)
in the unknown conservative perturbation ∇휓 ∈ ∞(ℝ,).
Proposition 2.1. Given the smooth steady solution ∇푃 of SG defined in (1.5), the formal Fréchet derivative
of the operator 풩 defined in (2.1) at ∇푃 acting on a conservative vector field ∇휓 can be written as the
operatorℒ defined in (1.8).
Proof. Formally, the Fréchet derivative of the operator 풩 at ∇푃 in the direction ∇휓 is given by
푑풩 [∇푃 ; ∇휓] = −퐴 푑풰[∇푃 ; ∇휓] −퐷2휓 푢 + 퐽∇휓, (2.3)
where the linear operator 푑풰[∇푃 ; ⋅] is the Fréchet derivative of the nonlinear operator 풰 at the steady
solution ∇푃 in the direction ∇휓 . One can show that 푣 ∶= 푑풰[∇푃 ; ∇휓] coincides with a solution of the
div-curl system {
∇ ∧ (퐴 푣) = −∇ ∧ (퐷2휓 푢) + ∇ ∧ 퐽∇휓,
∇ ⋅ 푣 = 0.
(2.4)
We consider 푑풩 [∇푃 ; ∇휓], defined in (2.3), and observe in (2.4) that it is a curl-free quantity, therefore
there exists a scalar function 퐸 such that
∇퐸 = −퐴 푑풰[∇푃 ; ∇휓] −퐷2휓 푢 + 퐽∇휓.
As the matrix 퐴 is positive definite, and 푑풰[∇푃 ; ∇휓] is divergence-free, we can write an elliptic equation
for 퐸 in divergence form
∇ ⋅ (퐴−1∇퐸) = 퐹1 + 퐹2 ∶= −∇ ⋅ (퐴−1퐷2휓 푢) + ∇ ⋅ (퐴−1퐽∇휓)
By formally taking Fourier transform, we have that
퐸̂ = 퐸̂1 + 퐸̂2, 퐸̂푖(휉) ∶= −
1
4휋2 휉 ⋅ 퐴−1휉
퐹̂푖(휉).
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We start looking at 퐸1: by considering the Fourier transform of 퐹1
퐹̂1(휉) = −∫ℝ3 ∇ ⋅
(
퐴−1퐷2휓(푥)푆푥
)
푒−2휋푖휉⋅푥 푑푥
= 2휋푖푆퐴−1휉 ⋅ ∇̂휓(휉) + 4휋2(휉 ⋅ 퐴−1휉)ℱ [푢 ⋅ ∇휓](휉),
one can write the explicit formula for 퐸1:
퐸1(푥) = −
1
4휋2 ∫ℝ3
퐹̂1(휉)
휉 ⋅ 퐴−1휉
푒2휋푖휉⋅푥 푑휉 (2.5)
= 1
2휋푖 ∫ℝ3
푆퐴−1휉 ⋅ ∇̂휓(휉)
휉 ⋅ 퐴−1휉
푒2휋푖휉⋅푥 푑휉 − 푢(푥) ⋅ ∇휓(푥)
= ∫ℝ3
휉 ⋅ 푆퐴−1휉
휉 ⋅ 퐴−1휉
∇̂휓(휉) 푒2휋푖휉⋅푥 푑휉 − 푆푇∇휓(푥) − (푆푥 ⋅ ∇)∇휓(푥).
Similarly, to find 퐸2, we first write
퐹̂2(휉) = ∫ℝ3 ∇ ⋅
(
퐴−1퐽∇휓(푥)
)
푒−2휋푖휉⋅푥 푑푥
= −2휋푖퐽퐴−1휉 ⋅ ∇̂휓(휉),
and compute the inverse Fourier transform to find the explicit formula for 퐸2
퐸2(푥) = −
1
2휋푖 ∫ℝ3
퐽퐴−1휉 ⋅ ∇̂휓(휉)
휉 ⋅ 퐴−1휉
푒2휋푖휉⋅푥 푑휉
= −∫ℝ3
휉 ⋅ 퐽퐴−1휉
휉 ⋅ 퐴−1휉
∇̂휓(휉) 푒2휋푖휉⋅푥 푑휉.
We have now a representation formula for ∇퐸 by the expression above and (2.5):
∇퐸(푥) = − (푆푥 ⋅ ∇)∇휓(푥) − 푆푇∇휓(푥) + ∫ℝ3
휉 ⋅ (푆 − 퐽 )퐴−1휉
휉 ⋅ 퐴−1휉
∇̂휓(휉) 푒2휋푖휉⋅푥 푑휉.
To obtain (1.1), we just need to observe that
휉 ⋅ (푆 − 퐽 )퐴−1휉 = 2(휉 ⋅ 퐴−1퐽휉).
Remark 2.2 (Degeneracy of the pseudo-differential operator). The flow of LSG is interesting for the presence
of the pseudo-differential operator ℱ −1◦ℳ푚◦ℱ , so we show that the action of this operator is not trivial,i.e. we show that the pseudo-differential operator does not vanish for all choices of the matrix 퐴. In fact,
ℱ −1◦ℳ푚◦ℱ [∇휓] = 0 for a non-trivial ∇휓 if and only if 푚 = 0 a.e. on ℝ3. Therefore, we have that theoperator ℱ −1◦ℳ푚◦ℱ is the zero operator if the matrix 퐴 belongs to the set of matrices
ℬ ∶=
{
퐴 ∈ Sym+3 (ℝ) ∶ 푥 ⋅ (퐴−1퐽 )푥 = 0 ∀푥 ∈ ℝ3
}
. (2.6)
We denote the complement ofℬ by 풢 ∶= Sym+3 (ℝ) ⧵ℬ. An example of a matrix in the setℬ is 퐴 = 훽퐼 ,that describes a non-trivial elliptic flow when 훽 ∈ (0, 1) ∪ (1,∞):
푃 훽(푥) =
훽
2
|푥|2, 푢훽(푥) = 훽 − 1훽 퐽푥.
In particular, we observe that풜0 ⊊ℬ, as any matrix퐴 ∈ 풜0 admits a null steady full velocity 푢 = 0, whichgives a trivial multiplier 푚 = 0. On the other hand, the matrix 퐴 = 훽퐼 with 훽 ∈ (0, 1) ∪ (1,∞) corresponds
to a trivial multiplier 푚 but non-trivial steady full velocity 푢훽 . This implies that matrices in the setℬ cangenerate elliptic and/or hyperbolic flows. We will discuss the definitions and the difference between elliptic
and hyperbolic flows in Section 4.
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3 Existence Theory for LSG
In this section, we present the existence results for LSG in 퐿2(ℝ3,ℝ3), then in  , and finally in  ′, where
we define strong solutions by duality. In fact, as we mentioned before, the operator ℒ defined in (1.8) and
the operator ℒ ′ = 풦 defined in (1.14) are the same up the a sign and the transposition of the matrix 푆,
therefore any result for LSG (1.7) can be proved for the abstract Cauchy problem (1.13).
Although the existence of solutions in 퐿2(ℝ3,ℝ3) can be proved by using the theory of strongly contin-
uous semigroups on Banach spaces, we give a direct proof using the explicit representation formula of the
solution. Formally, given the initial datum 휙0, the solution 휙 can be written as 휙(⋅, 푡) = 퐺(푡)휙0, where theoperator 퐺(푡) is defined in (1.21). We provide here a formal derivation of the formula.
First of all, we derive LSG in Lagrangian coordinates, which we introduced in (1.15). Given 휙 a solution
of LSG (1.7), we define the function
Φ(푥, 푡) ∶= 푒푡푆푇 휙(푒푡푆푥, 푡), (푥, 푡) ∈ ℝ3 ×ℝ, (3.1)
and observe that
휕
휕푡
Φ(푥, 푡) = 휕
휕푡
(
푒푡푆
푇
휙(푒푡푆푥, 푡)
)
= 푆푇 푒푡푆푇 휙(푒푡푆푥, 푡) + 푒푡푆푇 휕
휕푡
휙(푒푡푆푥, 푡) + 푒푡푆푇
( 휕
휕푡
푒푡푆푥 ⋅ ∇
)
휙(푒푡푆푥, 푡)
= 푒푡푆푇
[ 휕
휕푡
휙(푒푡푆푥, 푡) + 푆푇휙(푒푡푆푥, 푡) +
(
푆푒푡푆푥 ⋅ ∇
)
휙(푒푡푆푥, 푡)
]
= 푒푡푆푇
[
ℱ −1◦ℳ푚◦ℱ [휙(⋅, 푡)](푒푡푆푥)
]
= 푒푡푆푇 ∫ℝ3 ∫ℝ3 푚(휉)휙(푦, 푡)푒
−2휋푖푦⋅휉푒2휋푖휉⋅푒
푡푆푥 푑푦 푑휉
= ∫ℝ3 ∫ℝ3 푚(휉)Φ(푒
−푡푆푦, 푡)푒−2휋푖푦⋅휉푒2휋푖휉⋅푒푡푆푥 푑푦 푑휉
= ∫ℝ3 ∫ℝ3 푚̃(푡; 휉)Φ(푦, 푡)푒
−2휋푖푦⋅휉푒2휋푖휉⋅푥 푑푦 푑휉
= ℱ −1◦ℳ푚̃(푡;⋅)◦ℱ [Φ(⋅, 푡)](푥),
which corresponds to the equation (1.15). We can now formally take the Fourier transform to write explicitly
the solution Φ: we have that Φ solves LSG in Lagrangian coordinates (1.15) if and only if Φ̂(⋅, 푡) solves the
abstract Cauchy problem ⎧⎪⎨⎪⎩
휕
휕푡 Φ̂(⋅, 푡) = 푚̃(푡)Φ̂(⋅, 푡),
Φ̂(⋅, 0) = 휙̂0,
If we multiply both the sides by 푀̃(푡; ⋅)−1 = 푒− ∫ 푡0 푚̃(푟;⋅) 푑푟, we see that
휕
휕푡
(
푀̃(푡; ⋅)−1Φ̂(⋅, 푡)
)
= 0,
and therefore Φ(⋅, 푡) = ℱ −1[푀̃(푡; ⋅)휙̂0] is the solution of LSG in Lagrangian coordinates (1.15). By thedefinition of the function Φ in (3.1), we have that
휙(푥, 푡) = 푒−푡푆푇Φ(푒−푡푆푥, 푡)
= ∫ℝ3 푀̃(푡; 휉)푒
−푡푆푇 휙̂0(휉)푒2휋푖휉⋅푒
−푡푆푥 푑휉
= 퐺(푡)휙0(푥).
The derivation above is formal, and we now prove that 퐺(푡)휙0 is indeed a solution of LSG in the appro-priate topologies, starting with 퐿2(ℝ3,ℝ3).
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3.1 Existence of Solutions of LSG in 퐿2(ℝ3,ℝ3)
Theorem 3.1. Given 휙0 ∈ 퐿2(ℝ3,ℝ3), the function 휙(⋅, 푡) ∶= 퐺(푡)휙0, where the operator퐺(푡) is defined in(1.21), is a weak solution in퐿2(ℝ3,ℝ3) of (1.7). Moreover, if휙0 belongs to the domain퐷(ℒ ) ⊂ 퐿2(ℝ3,ℝ3)
of the operator ℒ , then 휙 is a strong solution of LSG in 퐿2(ℝ3,ℝ3). Furthermore, if 휙0 is conservative,
namely 휙0 = ∇푓0 ∈ 퐿2(ℝ3,ℝ3), then 퐺(푡)휙0 is conservative for all times 푡 ∈ ℝ.
Proof. The existence and uniqueness of weak/strong solutions in 퐿2(ℝ3,ℝ3) can be proved in several ways:
for instance, it is easy to show thatℒ is a bounded perturbation of the infinitesimal generator of a strongly
continuous group on 퐿2(ℝ3,ℝ3), and the existence (and uniqueness) of solutions follows from classical
semigroup theory on Banach space. In this work, we make use instead of the representation formula, by
showing that 퐺(푡)휙0 defines a weak/strong solution of LSG in 퐿2(ℝ3,ℝ3), depending on the choice of theinitial data. We start by showing that the operators 푇1(푡), 푇2(푡) and 푇3(푡) satisfy certain properties, namely‖푇푗(푡)휙‖퐿2 ≲푡 ‖휙‖퐿2 , ‖푇푗(푡)휙 − 푇푗(푟)휙‖퐿2 → 0 as 푟→ 푡,
for 푗 = 1, 2, 3.
For the family of operators {푇1(푡)}푡∈ℝ, we notice that ‖푇1(푡)휙‖퐿2(ℝ3,ℝ3) = ‖휙‖퐿2(ℝ3,ℝ3) for any 휙 ∈
퐿2(ℝ3,ℝ3), because 푥↦ 푒−푡푆푥 is a volume-preserving diffeomorphism on ℝ3. We can also prove that
lim
푟→푡
‖푇1(푡)휙 − 푇1(푟)휙‖퐿2 ≤ limℎ→0 ‖푇1(ℎ)휙 − 휙‖퐿2 = 0,
for all 휙 ∈ 퐿2(ℝ3,ℝ3). In fact, by density of ∞0 (ℝ3,ℝ3) in 퐿2(ℝ3,ℝ3), for any 휙 ∈ 퐿2(ℝ3,ℝ3) and forany 휀 > 0 there exists a function 푓 ∈ ∞0 (ℝ3,ℝ3) such that ‖휙 − 푓‖퐿2 < 휀. Therefore, we have that‖푇1(ℎ)휙 − 휙‖퐿2 ≤ ‖푇1(ℎ)(휙 − 푓 )‖퐿2 + ‖푓 − 휙‖퐿2 + ‖푇1(ℎ)푓 − 푓‖퐿2 < 2휀 + ‖푇1(ℎ)푓 − 푓‖퐿2 .
Now, since 푓 is smooth, we can apply the mean value theorem and find a 훿 > 0 such that ‖푇1(ℎ)푓−푓‖퐿2 < 휀if |ℎ| < 훿, proving the convergence of the required limit. Regarding the operators {푇2(푡)}푡∈ℝ, we clearlyhave that ‖푇2(푡)휙‖퐿2(ℝ3,ℝ3) ≤ 푒|푡||푆|‖휙‖퐿2(ℝ3,ℝ3) and, as 푟→ 푡,
‖푇2(푡)휙 − 푇2(푟)휙‖퐿2(ℝ3,ℝ3) = ‖(푒−푡푆푇 − 푒−푟푆푇 )휙‖퐿2(ℝ3,ℝ3) → 0.
Finally, by Plancherel theorem, we have that ‖푇3(푡)휙‖퐿2(ℝ3,ℝ3) ≤ 푒|푡|‖푚‖퐿∞(ℝ3)‖휙‖퐿2(ℝ3,ℝ3). Since the sym-
bol 푀̃ is smooth in 푡, we also have that, as 푟→ 푡,
‖푇3(푡)휙 − 푇3(푟)휙‖퐿2(ℝ3,ℝ3) ≤ ‖푀̃(푡; ⋅) − 푀̃(푟; ⋅)‖퐿∞(ℝ3)‖휙‖퐿2(ℝ3,ℝ3) → 0.
By using the estimates above, we have that the operator 퐺(푡) is defined from 퐿2(ℝ3,ℝ3) to 퐿2(ℝ3,ℝ3)
for any 푡 ∈ ℝ. Moreover, the function 푡 ↦ 퐺(푡)휙0 is sequentially continuous: let 푡푛 → 푡 in ℝ, then‖퐺(푡푛)휙0−퐺(푡)휙0‖퐿2 ≤ ‖(푇1(푡푛) − 푇1(푡))푇2(푡푛)푇3(푡푛)휙0‖퐿2
+ ‖푇1(푡)(푇2(푡푛) − 푇2(푡))푇3(푡푛)휙0‖퐿2 + ‖푇1(푡)푇2(푡)(푇3(푡푛) − 푇3(푡))휙0‖퐿2 → 0.
We need to prove that 휙 is a weak solution of LSG in 퐿2(ℝ3,ℝ3), so we look at the following integral: for
any test function 휓 ∈ ∞퐶 (ℝ3 × [0,∞),ℝ3)
∫ℝ ∫ℝ3퐺(푡)휙0(푥) ⋅
(
휕푡휓(푥, 푡) +풦휓(푥, 푡)
)
푑푥 푑푡 = ∫ℝ3 휙0(푥) ⋅ ∫ℝ퐺(푡)
′ (휕푡휓(푥, 푡) +풦휓(푥, 푡)) 푑푡 푑푥,
where퐺(푡)′ is just the adjoint operator to퐺(푡) in퐿2(ℝ3,ℝ3) for any 푡 ∈ ℝ, and one can prove that it is given
by
퐺(푡)′[휙](푥) = 푒−푡푆 ∫ℝ3푀(푡; 휉)휙̂(휉)푒
2휋푖휉⋅푒푡푆푥 푑휉. (3.2)
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From amanipulation of the pseudo-differential operator퐺(푡)′, it follows that퐺(푡)′ (휕푡휓(푥, 푡) +풦휓(푥, 푡)) =
휕푡
(
퐺(푡)′휓(푥, 푡)
), which shows that 퐺(푡)휙0 is a weak solution of LSG in 퐿2(ℝ3,ℝ3), as in Definition 1.5.We now consider the case of 휙0 ∈ 퐷(ℒ ) and observe that 휙 is a strong solution of LSG. Through acalculation, one can prove that 휕푡휙(⋅, 푡) = ℒ휙(⋅, 푡) for any 푡 ∈ ℝ, and we can prove continuity of 푡 ↦ 휕푡휙(⋅, 푡)in a similar fashion as before.
Finally, we consider a conservative initial datum 휙0 = ∇푓0 ∈ 퐿2(ℝ3,ℝ3) and the corresponding weaksolution 휙(⋅, 푡) = 퐺(푡)∇푓0. Through a standard computation, one can show that
휙(푥, 푡) = ∇∫ℝ3 푀̃(푡; 휉)푓̂0(휉)푒
2휋푖휉⋅푒−푡푆푥 푑휉,
so the weak solution is a gradient for all times 푡 ∈ ℝ.
Remark 3.2. The weak/strong solution constructed in the theorem above is actually unique: this is a straight-
forward consequence of the fact that ℒ is the infinitesimal generator of the strongly continuous group
{퐺(푡)}푡∈ℝ. As we mentioned above, we do not provide a proof of this fact in this work, but we invitethe reader to see [Paz12, Ch. 4] for the relevant theory.
3.2 Existence of Solutions of LSG in (ℝ3,ℝ3)
We now focus on the well-posedness of LSG in the Fréchet space : as we mentioned in the introduction, we
endow  with the weak topology generated by the seminorms (1.17). For the well-posedness in  , one way
would be to directly apply the theory of locally equicontinuous semigroups on locally convex topological
spaces by showing that 퐿1, 퐿2 and 퐿3 are infinitesimal generators of locally equicontinuous 퐶0-groups, andthen apply Trotter formula (see [AK02, Theorem 20]). The problem with this way of proceeding is that
the exponent in (3.4) below depends on the choice of the seminorm ‖ ⋅ ‖훼,훽 . Therefore, we use instead therepresentation formula (1.21) and show that this gives a strong solution in  as by Definition 1.5. In order
to do so, we will need estimates for the families of operators {푇1(푡)}푡∈ℝ, {푇2(푡)}푡∈ℝ and {푇3(푡)}푡∈ℝ, in asimilar fashion as what we did for the 퐿2-theory.
Theorem 3.3. Given 휙0 ∈  , there exists a unique strong solution 휙 in  of LSG, as in Definition 1.5.
Moreover, the solution is given by 휙(푡) = 퐺(푡)[휙0], as defined in (1.21).
Before proving the theorem above, we need the following auxiliary result.
Lemma 3.4. For any 푡 ∈ ℝ, the two operatorsℒ and 퐺(푡) commute on  .
Proof. By Definition 1.6, we have thatℒ = 퐿1 +퐿2 +퐿3, whereas 퐺(푡) = 푇1(푡)푇2(푡)푇3(푡). One can easily
notice that 퐿2 and 푇2(푡) are just given by multiplication by 푆푇 and 푒푡푆푇 respectively, and that they commutewith all the other operators involved. Therefore, it suffices to prove that the operator
푇1(푡)푇3(푡)퐿1 + 푇1(푡)푇3(푡)퐿3 − 퐿1푇1(푡)푇3(푡) − 퐿3푇1(푡)푇3(푡) (3.3)
is the zero operator on  . We start by looking at the first term, which is morally given by the representation
formula for the solution of (1.7) applied to the transport term in LSG (1.7). For any 휙 ∈  and 푥 ∈ ℝ3 we
have the following:
푇1(푡)푇3(푡)퐿1[휙](푥) = ∫ℝ3 ∫ℝ3 푀̃(푡; 휉)푆
푇
푗푘푦푘휕푦푗휙(푦)푒
−2휋푖푦⋅휉푒2휋푖휉⋅푒
−푡푆푥 푑푦 푑휉
= ∫ℝ3 ∫ℝ3 푀̃(푡; 휉)
(
2휋푖푆푇 푦 ⋅ 휉 − Tr 푆
)
휙(푦)푒−2휋푖푦⋅휉푒2휋푖휉⋅푒−푡푆푥 푑푦 푑휉.
The second term in (3.3) is given by the composition of two pseudo-differential operators: by standard
calculations, one can show that for any 휙 ∈  the following holds:
푇1(푡)푇3(푡)퐿3[휙](푥) = ∫(ℝ3)4 푀̃(푡; 휉)푚(휂)휙(푧)푒
2휋푖푧⋅휂푒−2휋푖휂⋅푦푒−2휋푖푦⋅휉푒2휋푖휉⋅푒
−푡푆푥 푑푧 푑휂 푑푦 푑휉
11
= ∫ℝ3 ∫ℝ3 푀̃(푡; 휉)휙(푧)푚(휉)푒
−2휋푖푧⋅휉푒2휋푖휉⋅푒
−푡푆푥 푑푧 푑휉.
For the third term in (3.3), we use the Einstein summation convention and consider the transport term applied
to the representation formula for the solution of (1.13), up to a multiplication by the matrix 푒−푡푆 :
퐿1푇1(푡)푇3(푡)[휙](푥) = (푆푇 푥 ⋅ ∇)∫ℝ3 ∫ℝ3 푀̃(푡; 휉)휙(푦)푒
−2휋푖푦⋅휉푒2휋푖휉⋅푒
−푡푆푥 푑푦 푑휉
= −∫ℝ3 ∫ℝ3 휙(푦)휕휉푘
(
푀̃(푡; 휉)푒−2휋푖푦⋅휉푆푘푗휉푗
)
푒2휋푖휉⋅푒
−푡푆푥 푑푦 푑휉
= ∫ℝ3 ∫ℝ3 푀̃(푡; 휉)
(
2휋푖푆푇 푦 ⋅ 휉 − Tr 푆
)
휙(푦)푒−2휋푖푦⋅휉푒2휋푖휉⋅푒−푡푆푥 푑푦 푑휉
− ∫ℝ3
(
푆휉 ⋅ ∇푀̃(푡; 휉)
)
휙̂(휉)푒2휋푖휉⋅푒−푡푆푥 푑휉.
In the last term in (3.3), we have again the composition of two pseudo-differential operators: by using their
definition, one can easily see that
퐿3푇1(푡)푇3(푡)[휙](푥) = ∫(ℝ3)4 푚(휉)푀̃(푡; 휂)휙(푧)푒
−2휋푖푧⋅휂푒2휋푖휂⋅푒
−푡푆푦푒2휋푖푦⋅휉푒−2휋푖휉⋅푥 푑푧 푑휂 푑푦 푑휉
= ∫ℝ3 ∫ℝ3 푀̃(푡; 휂)휙(푧)푚̃(푡; 휂)푒
−2휋푖푧⋅휂푒2휋푖휂⋅푒
−푡푆푥 푑푧 푑휂.
Therefore, the operator in (3.3) is simply given by the following pseudo-differential operator:(
푇1(푡)푇3(푡)퐿1+푇1(푡)푇3(푡)퐿3 − 퐿1푇1(푡)푇3(푡) − 퐿3푇1(푡)푇3(푡)
)
[휙](푥)
= ∫ℝ3
(
푀̃(푡; 휉)푚(휉) + 푆휉 ⋅ 푀̃(푡; 휉) − 푀̃(푡; 휉)푚̃(푡; 휉)
)
휙̂(휉)푒2휋푖휉⋅푒−푡푆푥 푑휉.
The symbol is in fact null for any 휉 ∈ ℝ3 ⧵ {0} and 푡 ∈ ℝ, because 푆휉 ⋅ 푀̃(푡; 휉) = 푀̃(푡; 휉)푚̃(푡; 휉) −
푀̃(푡; 휉)푚(휉), as one can show by considering the following:
푆휉 ⋅ ∇푀̃(푡; 휉) = 푀̃(푡; 휉)∫
푡
0
푆휉 ⋅ 푒−푟푆∇푚(푒−푟푆푇 휉) 푑푟
= 푀̃(푡; 휉)∫
푡
0
휕푡
(
푚(푒−푟푆푇 휉)
)
푑푟
= 푀̃(푡; 휉)푚̃(푡; 휉) − 푀̃(푡; 휉)푚(휉).
This ends the proof of the lemma.
Proof of Theorem 3.3. By a calculation, one can easily prove that the function 휙(푥, 푡) ∶= 퐺(푡)[휙0](푥) isclassically differentiable in 푥 and 푡 and it solves the PDE for any 푡 ∈ ℝ and 푥 ∈ ℝ3. We establish that the
solution is indeed a strong solution with respect to the weak topology in the Schwartz space: to prove this,
we show that the function 푡 ↦ 퐺(푡)휙0 is continuously differentiable from ℝ to  by showing that its timederivative is sequentially continuous. We first need to show that the operators in the families {푇1(푡)}푡∈ℝ,
{푇2(푡)}푡∈ℝ and {푇3(푡)}푡∈ℝ are bounded and 푇푖(푟)휙 → 푇 (푡)휙 as 푟 → 푡 for any 휙 ∈  , 푖 ∈ {1, 2, 3}. Infact, one could show that the families {푇1(푡)}푡∈ℝ, {푇2(푡)}푡∈ℝ and {푇3(푡)}푡∈ℝ are locally equicontinuous 퐶0-groups on the locally convex topological space  , but this fact is not needed in our proof, and we just make
use of the estimates.
By induction on |훽| ∈ ℕ, one can show that for any 훼, 훽 ∈ ℕ3 there exist constants 퐶(훼) > 0 and
푀(훼, 훽) ∈ ℕ and a finite family of seminorms {‖ ⋅ ‖훼(1),훽(1)… ‖ ⋅ ‖훼(푀(훼,훽)),훽(푀(훼,훽))} such that
‖푇1(푡)휙‖훼,훽 ≤ 푒|푡| |푆|∞(|훼|+|훽|)퐶(훼)푀(훼,훽)∑
푖=1
‖휙‖훼(푖),훽(푖) , (3.4)
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for any 휙 ∈  and for any 푡 ∈ ℝ. Again, by induction on |훽|, one can also show that ‖푇1(푡)휙 − 휙‖훼,훽 → 0as 푡 → 0, for any 휙 ∈  . The operators 푇2(푡) are clearly bounded, as‖푇2(푡)휙‖훼,훽 ≤ 푒|푡| |푆|∞‖휙‖훼,훽 , (3.5)
for any 휙 ∈  and 푡 ∈ ℝ, and the map 푡 ↦ 푇2(푡)휙 is clearly continuous for all 휙 ∈  .In order to show that the family of operators {푇3(푡)}푡∈ℝ also satisfies the wanted properties, the maintool is given by the following estimate for ℱ and ℱ −1: for any 훼, 훽 ∈ ℕ3 we have that
‖ℱ [휙]‖훼,훽 ≤ ∑
푘∈ℕ3
푘≤훼,훽
퐶훼,훽푘
[‖휙‖훽−푘,훼−푘 + 3∑
푖,푗=1
‖휙‖훽−푘+2푒푖+2푒푗 ,훼−푘
]
, (3.6)
where the constant 퐶훼,훽푘 is defined as
퐶훼,훽푘 ∶=
√
2휋2(2휋)|훽−훼|푘!(훼
푘
)(
훽
푘
)
.
In particular, the following bound
‖푇3(푡)휙‖훼,훽 ≤ 퐶푒|푡| ‖푚‖퐿∞(ℝ3) 푁∑
푖=1
‖휙‖훼(푖),훽(푖) , (3.7)
holds for any 휙 ∈  and 푡 ∈ ℝ. The continuity of the map 푡 ↦ 푇3(푡)휙 follows from the fact that the symbol
푀̃ is smooth in 푡.
The estimates (3.4), (3.5) and (3.7) and the fact that the map 푡 ↦ 푇푖(푡)휙0 is continuous from ℝ to  , for
휙0 ∈  and 푖 ∈ {1, 2, 3}, allow us to prove that the map 푡 ↦ 푑푑푡퐺(푡)휙 is continuous for any 휙0 ∈ : as
푟→ 푡 in ℝ, we have that‖‖‖ 푑푑푡퐺(푟)휙0− 푑푑푡퐺(푡)휙0‖‖‖훼,훽 = ‖ℒ퐺(푟)휙0 −ℒ퐺(푡)휙0‖훼,훽 = ‖퐺(푟)[ℒ휙0] − 퐺(푡)[ℒ휙0]‖훼,훽
≤ ‖(푇1(푟) − 푇1(푡))푇2(푟)푇3(푟)[ℒ휙0]‖훼,훽 + ‖푇1(푡)(푇2(푟) − 푇2(푡))푇3(푟)[ℒ휙0]‖훼,훽
+ ‖푇1(푡)푇2(푡)(푇3(푟) − 푇3(푡))[ℒ휙0]‖훼,훽
converges to 0 as 푟 → 푡, for any 훼, 훽 ∈ ℕ3. This proves that the function 푡 ↦ 푑푑푡퐺(푡)휙0 is continuous andtherefore (1.21) is a strong solution of LSG in  .
The last part that we need to prove to conclude the proof is the uniqueness of such solution in the space1(ℝ,). Since the operatorℒ is linear, it suffices to prove that the only solution of (1.7) with 휙0 = 0 is thetrivial solution 휙 = 0. Denote by 휙(0) a strong solution of LSG in  corresponding to 휙(0) = 0, then 휙(0)(푡)
is square-integrable for any 푡 ∈ ℝ: by an energy estimate, it is easily shown that ‖휙(0)(푡)‖퐿2(ℝ3,ℝ3) = 0 for
any 푡 ∈ ℝ. Therefore 휙(0) = 0, proving uniqueness of strong solutions in  .
As we mentioned above, the adjoint LSG problem (1.13) is mathematically equivalent to LSG (1.7),
therefore the proof of Theorem 3.3 can be adapted to show the following result.
Corollary 3.5. Given 휓0 ∈  , there exists a unique strong solution 휓 ∈ 1(ℝ,) to the abstract Cauchy
problem (1.13). Moreover, the solution is given by 휓(푡) = 퐹 (푡)휓0, where the operator 퐹 (푡) is defined as
퐹 (푡)휓(푥) = 푒−푡푆 ∫ℝ3푀(푡; 휉)휓̂(휉)푒
2휋푖휉⋅푒푡푆푥 푑휉, (3.8)
for any 휓 ∈  .
The reader can compare the expressions (3.8) and (3.2) and observe that 퐹 (푡) = 퐺(푡)′, namely 퐹 (푡) is
the adjoint operator of 퐺(푡).
13
3.3 Existence of Solutions of LSG in  ′(ℝ3,ℝ3)
The existence of strong solutions of (1.7) in  allows us to construct strong solutions to LSG in  ′.
Proof of Theorem 1.2. For any 푡 ∈ ℝ, we consider the operator 퐹 (푡) defined in Corollary 3.5, and we prove
that 푡 ↦ 퐹 (푡)′푇0 is a strong solution of LSG in  ′, in the sense of the Definition 1.5. With 퐹 (푡)′ we denotethe operator on  ′ defined by duality as⟨
퐹 (푡)′휂, 휓
⟩
= ⟨휂, 퐹 (푡)휓⟩ , ∀휓 ∈  ,
for a distribution 휂 ∈  ′. In fact, the operator 퐹 (푡)′ can be seen as an “extension” of the operator 퐺(푡) to the
space of tempered distributions. In order to prove that 퐹 (푡)′휂0 is a strong solution of LSG, we apply Lemma3.4: in fact, for any 휂 ∈  ′ and 푡 ∈ ℝ, the following sequence of identities⟨ 푑
푑푡
퐹 (푡)′휂, 휓
⟩
=
⟨
휂, 푑
푑푡
퐹 (푡)휓
⟩
= ⟨휂,풦퐹 (푡)휓⟩ = ⟨휂, 퐹 (푡)풦휓⟩ = ⟨ℒ퐹 (푡)′휂, 휓⟩
holds for any test function 휓 ∈  . Continuous differentiability of the function 푡 ↦ 퐹 (푡)′휂0 from ℝ to  ′ isa consequence of the continuous differentiability of 푡 ↦ 퐹 (푡)휓0 from ℝ to  for any 휓0 ∈  , as proved inTheorem 3.3.
As wementioned, 퐹 (푡)′ is formally an extension of퐺(푡) to ′. This is clarified by the following corollary,
that connects the 퐿2 theory of Theorem 3.1 and the  ′ theory of Theorem 1.2.
Corollary 3.6. Let 휂0 be a regular distribution corresponding to the function 휙0 ∈ 퐿2(ℝ3,ℝ3). Then the
solution 휂 constructed in the proof of Theorem 1.2 is regular for all times 푡 ≥ 0, i.e. 휂(푡) = 휂휙(푡). The
function 휙 is given by the representation formula 휙(푡) = 퐺(푡)휙0, as defined in (1.21) and it is the unique
weak solution of LSG in 퐿2. If 휙0 ∈ 퐷(ℒ ) ⊂ 퐿2(ℝ3,ℝ3), then 휙 is the unique strong solution of LSG in
퐿2.
Proof. The definition of the solution 휂 that was constructed in the proof of Theorem 1.2 and a standard
calculation allow us to write for any test function 휓 ∈  and for any 푡 ∈ ℝ
⟨휂(푡), 휓⟩ = ⟨퐹 (푡)′휂0, 휓⟩ = ⟨휂0, 퐹 (푡)휓⟩ = ∫ℝ3 휙0 ⋅ 퐹 (푡)휓 = ∫ℝ3 퐺(푡)휙0 ⋅ 휓 =
⟨
휂퐺(푡)휙0 , 휓
⟩
.
By Theorem 3.1, we have that 퐺(푡)휙0 is a weak (strong) solution of LSG in 퐿2(ℝ3,ℝ3) if 휙0 ∈ 퐿2(ℝ3,ℝ3)(휙0 ∈ 퐷(ℒ )), and if 휙0 is conservative so is 퐺(푡)휙0 for all times 푡 ∈ ℝ by Theorem 3.1.
4 Stability
As we now have an existence theory of solutions of LSG, we can study the long-time behaviour of its
solutions and comment on stability of the steady solutions introduced in (1.5). A comprehensive theory of
stability of such solutions is not the purpose of this work, and we instead consider the particular case of
plane-wave perturbations. We begin by characterising the specific forms of the amplitude 푎 and frequency
푘 that give rise to solutions of LSG of the form (1.16), writing their form explicitly in terms of their initial
values 푎(0) and 푘(0). We then look at their stability, presenting a proof of Theorem 1.4.
4.1 Plane-wave Solutions
We now consider a specific type of solutions to LSG: we are interested in solutions 휙 of the form (1.16).
When we say that 휙 is a solution, we mean that the corresponding regular distribution 휂휙 is a strong solutionof LSG in  ′ with initial datum 휂휙(⋅,0). We first characterise the functions 푎 and 푘 that generate a strongsolution 휂휙.
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Proposition 4.1. The function 휙 of the form in (1.16) corresponds to a strong solution 휂휙 in  ′ if and only
if the functions 푎 and 푘 are of the form
푎(푡) = 푎0푀̃(푡; 푘0), 푘(푡) = 푒−푡푆
푇
푘0, (4.1)
for 푎0 ∈ ℝ ⧵ {0} and 푘0 ∈ ℝ3 ⧵ {0}, and 푀̃ defined in (1.19).
Proof. If 휂휙 is the regular distribution corresponding to a plane-wave solution 휙, then 휂휙 is a strong solutionof LSG if and only if for any test function 휓 ∈  and 푡 ∈ ℝ we have that
0 =
⟨ 푑
푑푡
휂휙(⋅,푡), 휓
⟩
−
⟨
휂휙(⋅,푡),풦휓
⟩
= ∫ℝ3
[
휕푡휙(푥, 푡) −ℒ휙(푥, 푡)
]
⋅ 휓(푥) 푑푥,
which holds if and only if 휕푡휙−ℒ휙 = 0. From a direct computation and separating the real and imaginaryparts of the quantity 휕푡휙−ℒ휙, one proves that 휙 can generate a strong regular solution of LSG in  ′ if andonly if 푎 and 푘 solve the following initial value problems:{
푎′(푡) = 푚(푘(푡))푎(푡),
푎(0) = 푎0,
{
푘′(푡) = −푆푇 푘(푡),
푘(0) = 푘0.
The functions in (4.1) are the unique solutions to the Cauchy problems above.
Using the definition of 푎 and 푘 in (4.1), we notice that we can write the solution 휙 as
휙(푥, 푡) = 푎0푀̃(푡; 푘0)푒−푡푆
푡
푘0푒
2휋푖푘0⋅푒−푡푆푥 ,
which formally coincides with 퐺(푡)[푎0푘0푒2휋푖푘0⋅푥], the representation formula that we found for solutions in
퐿2 and in  .
4.2 Stability of the Plane-wave Solutions
We proceed now to prove Theorem 1.4, distinguishing between elliptic and hyperbolic flows, as we defined
them in (1.12).
Proof of Theorem 1.4. We use different arguments for the two types of flows, so we look at one case at the
time.
I. Hyperbolic flows. For a matrix 퐴 ∈ 풜+ ∩ 풢 , the spectrum of 푆 is {0, 휆,−휆}, with 휆 > 0. We denotewith 푘±0 an eigenvector of 푆푇 corresponding to the eigenvalue ±휆, and observe that 푚̃(푡; 푘±0 ) = ±2휆: in fact,
±휆 =
푆푇 푘±0 ⋅ 퐴
−1푘±0
푘±0 ⋅ 퐴
−1푘±0
=
푘±0 ⋅ (퐴
−1퐽 − 퐴−1퐽퐴−1)푘±0
푘±0 ⋅ 퐴
−1푘±0
=
푒∓푡휆푘±0 ⋅ 퐴
−1퐽푒∓푡휆푘±0
푒∓푡휆푘±0 ⋅ 퐴
−1푒∓푡휆푘±0
=
푒−푡푆푇 푘±0 ⋅ 퐴
−1퐽푒−푡푆푇 푘±0
푒−푡푆푇 푘±0 ⋅ 퐴
−1푒−푡푆푇 푘±0
= 1
2
푚(푒−푡푆푇 푘±0 ) =
1
2
푚̃(푡; 푘±0 ).
This allows us to write 푀̃(푡; 푘±0 ) = 푒±2푡휆 and to estimate the 퐿∞-norm of the solution 휙 at all times:‖휙(⋅, 푡)‖퐿∞(ℝ3,ℝ3) = sup
푥∈ℝ3
|휙(푥, 푡)| = |푎0|푒±2푡휆푒∓푡휆|푘±0 | = |푎0||푘±0 |푒±푡휆.
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Hence, if we choose the solution 휙 corresponding to an initial datum with 푘0 eigenvector corresponding tothe positive eigenvalue, the solution grows exponentially in time. Likewise, if 푘0 is chosen in the eigenspacecorresponding to the negative eigenvalue, the solution decays exponentially in time.
If instead 퐴 ∈ 풜+ ∩ℬ, then 푎 is constant as 푚 = 0, and the solution 휙 is given by
휙(푥, 푡) = 푎0푒−푡푆
푇
푘0.
If 푘±0 is eigenvector of 푆푇 with eigenvalue ±휆, then |휙(푥, 푡)| = |푎0|푒∓푡휆|푘0|. Therefore the solution withinitial datum 휙0(푥) = 푎0푘0푒2휋푖푘0⋅푥, with 푘0 eigenvector of 푆푇 corresponding to the negative eigenvalue,grows exponentially in 퐿∞-norm.
II. Elliptic flows. For a general 퐴 ∈ 풜− ∩ 풢 , the spectrum of the matrix 푆 is {0, 푖휆,−푖휆}, with 휆 > 0.
The trajectories 푘(푡) are bounded and periodic with period 휏 = 2휋휆 , hence the long-term behaviour of 휙
depends on 푀̃(푡; 푘0), as |휙(푥, 푡)| = |푘(푡)||푎0|푀̃(푡; 푘0) = |푘(푡)||푎0|푒∫ 푡0 푚(푘(푟)) 푑푟.
Since 푘(푡) is 휏-periodic, the integral of 푚(푘(푡)) can be partitioned as below
∫
푡
0
푚(푘(푟)) 푑푟 = 푁 ∫
휏
0
푚(푘(푟)) 푑푟 + ∫
푡−푁휏
0
푚(푘(푟)) 푑푟,
where푁 =
⌊
푡
휏
⌋
. The behaviour of the solution depends on the sign of the integral of푚(푘(푡)) over the period
[0, 휏]: we show that
∫
휏
0
푚(푘(푟)) 푑푟 = 0, (4.2)
therefore the integral of 푚(푘(푟)) over [0, 푡] oscillates around 0, proving that 휙 is bounded for any initial data
푎0 and 푘0: ‖휙‖퐿∞(ℝ3×ℝ,ℝ3) ≤ max[0,휏] |푘||푎0|푒휏‖푚‖퐿∞ .
We need to prove that (4.2) holds for any initial data 푎0 and 푘0. First of all, we observe that we can focuson the numerator: if 푘0 ≠ 0, then 푘(푡) ≠ 0 for all 푡, and there exists a constant 퐶 > 1 such that for all 푡 ∈ ℝ
0 < 1
퐶
≤ 푘(푡) ⋅ 퐴−1푘(푡) ≤ 퐶 <∞.
We use the notation 푝(푥) ∶= 푥 ⋅ 퐴−1퐽푥 for the numerator of 푚, and we show that there exists a function
푓 ∶ ℝ → ℝ such that 푝(푘(푡)) = 푓 ′(푡). Since 휎(푆푇 ) = {0, 푖휆,−푖휆}, there exists an invertible matrix
푉 ∈ ℝ3×3 such that 푆푇 = −휇푉 퐽푉 −1, where 퐽 is defined in (1.3), and therefore
푝(푘(푡)) = 푘0 ⋅ 푒−푡푆퐴−1퐽푒−푡푆
푇
푘0 = 푘0 ⋅ (푉 푒휇푡퐽푉 −1)푇퐴−1퐽푉 푒휇푡퐽푉 −1푘0
= 푘0 ⋅ 푉 −푇 푒−휇푡퐽푉 푇퐴−1퐽푉 푒휇푡퐽푉 −1푘0,
where
푒휇푡퐽 =
⎛⎜⎜⎝
cos(휇푡) − sin(휇푡) 0
sin(휇푡) cos(휇푡) 0
0 1
⎞⎟⎟⎠ .
Hence, 푝(푘(푡)) = 푐1 cos2(휇푡)+ 푐2 cos(휇푡) sin(휇푡)+ 푐3 cos(휇푡)+ 푐4 sin(휇푡)+ 푐5, with 푐1,… , 푐5 ∈ ℝ constantsdepending on 푘0 and 퐴. This expression admits a primitive 푓 (푡) given by
푓 (푡) = 푐1
2휇푡 + sin(2휇푡)
2휇
− 푐2
cos2(휇푡)
2휇
+ 푐3
sin(휇푡)
휇
− 푐4
cos(휇푡)
휇
+ 푐5푡 + 푐6,
and (4.2) holds if and only if 푓 (휏) = 푓 (0), namely if and only if 푐1 + 2푐5 = 0. This works for any choice ofthe matrix 퐴 ∈ 풜− ∩ 풢 .Finally, if 퐴 ∈ 풜− ∩ℬ, then 푎 is constant and |휙(푥, 푡)| = |푎0||푘(푡)| is bounded, concluding the proof.
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5 Comparison with the Quasi-geostrophic Approximation
We now present a brief comparison between the stability of the family of steady solutions (1.5) which are
solutions of both SG and the quasi-geostrophic equations (QG). The two models are obtained as asymptotic
limits of the 3-D Euler equations for small Rossby number, and the theory presented in this paper can be
proved for QG following exactly the same steps. In fact, rather than writing QG in terms of both full and
geostrophic velocities (as presented, for instance, in [Val17]), one can show that the equations can be written
in terms of the full velocity 풰[∇휙] and the gradient ∇휙 as follows:
휕
휕푡
∇휙 + (퐽∇휙 ⋅ ∇)∇휙 + 퐵풰[∇휙] = 퐽∇휙, (5.1)
where 퐵 = diag(1, 1, 푁2), 푁 is the Brunt–Väisälä frequency and the operator 풰 ∶ ∇휙 ↦ 푢 is the solution
operator associated to the div-curl system{
∇ × (퐵푢) = ∇ × 퐽∇휙 − ∇ ×퐷2휙퐽∇휙,
∇ ⋅ 푢 = 0,
endowed with decay conditions on the velocity field. The streamfunction 휙 is related to the geopotential 푃
in the semi-geostrophic equation (1.2) through the identity
푃 (푥, 푡) = 휙(푥, 푡) + 1
2
푥 ⋅ 퐵푥.
Therefore, the steady solutions for QG corresponding to (1.5) are given by
휙(푥, 푡) = 1
2
푥 ⋅ 퐴̃푥, (5.2)
with 퐴̃ = 퐴−퐵 and 퐴 a positive definite symmetric matrix. We mention that 휙 is not the physical pressure
푝, which is instead given by 푝(푥, 푡) = 휙(푥, 푡) + 푁22 푥23, for any 푥 = (푥1, 푥2, 푥3) ∈ ℝ3 and 푡 ∈ ℝ.
5.1 Linearisation of QG
In a similar fashion as we did in Section 2, the quasi-geostrophic equation (5.1) can be linearised at a steady
solution 휙 in (5.2) and written as the following linear problem in the unknown vector field 휓{ 휕
휕푡휓 + (푢푔 ⋅ ∇)휓(푥) +푀
푇휓(푥) = ℱ −1ℳ푚푄퐺ℱ [휓](푥),
휓(⋅, 0) = 휓0,
(5.3)
where the steady geostrophic velocity 푢푔 is given by 푢푔(푥) = 푀푥, with the matrix 푀 defined as 푀 ∶=
퐽 (퐴 − 퐵). The symbol 푚푄퐺 has a similar structure as the symbol 푚 defined in (1.9) for LSG:
푚푄퐺(푥) ∶= 2
푥 ⋅푀퐵−1푥
푥 ⋅ 퐵−1푥
. (5.4)
We refer to the initial value problem (5.3) as the linearised quasi-geostrophic equation, or LQG.
By studying the spectrum of the matrix푀 , the reader can show that we can again identify three possible
behaviours: we have that 휎(푀) = {0,√휇푄퐺,−√휇푄퐺}, with 휇푄퐺 = 푏2−(푎−1)(푑−1), where 푎, 푏, 푐, 푑, 푒, 푓are the coefficients of the matrix 퐴 as in (1.10), and therefore the set of positive definite symmetric matrices
can be partitioned into the three disjoint sets:
풜푄퐺+ ∶=
{
퐴 ∈ Sym+(3) ∶ 휇(퐴) > 0
}
, (5.5)
풜푄퐺− ∶=
{
퐴 ∈ Sym+(3) ∶ 휇(퐴) < 0
}
, (5.6)
풜푄퐺0 ∶=
{
퐴 ∈ Sym+(3) ∶ 휇(퐴) = 0
}
. (5.7)
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We call hyperbolic and elliptic, respectively, the flows associated to the first and second sets, as we do in the
SG theory. As we observed for SG, the set 풜푄퐺0 corresponds to 푢푔 = 0 and it is not interesting, therefore
we focus on the two open sets 풜푄퐺+ and 풜푄퐺− .It is a straight-forward exercise to prove that the results that we prove for LSG in Section 3 and Section
4 hold also for LQG. In particular, we define the operator
ℒ푄퐺휓 ∶= −(푢푔 ⋅ ∇)휓(푥) −푀푇휓(푥) +ℱ −1ℳ푚푄퐺ℱ [휓](푥), (5.8)
and we can derive the representation formula for the solution associated to the initial data 휓0 as
휓(푥, 푡) = ∫ℝ3 푒
−푡푀푇 휓̂0(휉)푀̃푄퐺(푡; 휉)푒2휋푖휉⋅푒
−푡푀푥 푑휉,
where 푀̃푄퐺 is defined depending on 푚푄퐺 in (5.4):
푚̃푄퐺(푡; 휉) = 푚푄퐺(푒−푡푀
푇
휉), 푀̃푄퐺(푡; 휉) = 푒∫
푡
0 푚̃푄퐺(푟;휉) 푑푟.
Theorem 5.1. Given an initial tempered distribution 휂0 ∈  ′(ℝ3,ℝ3), there exists a strong solution in ′(ℝ3,ℝ3) of (5.3), i.e. there exists a 휂 ∈ 1(ℝ; ′(ℝ3,ℝ3)) such that for all 푡 ∈ ℝ we have⟨ 푑
푑푡
휂(푡), 휓
⟩
=
⟨
ℒ푄퐺휂(푡), 휓
⟩
, ∀휓 ∈ (ℝ3,ℝ3),
and 휂(0) = 휂0 in  ′(ℝ3,ℝ3).
We consider plane-wave solutions of LQG (5.3) of the form (1.16), and consider the corresponding
concepts of stability to plane-wave perturbations, as we did in Definition 1.3.
Theorem 5.2. The steady solution 휙 of QG (5.1) defined in (5.2) associated to a matrix퐴 is stable to plane-
wave perturbations if it corresponds to an elliptic flow, i.e. 퐴 ∈ 풜푄퐺− as in (5.5), and it is unstable to
plane-wave perturbations if it corresponds to an hyperbolic flow, i.e. 퐴 ∈ 풜푄퐺+ .
5.2 Stability in SG and QG
We showed that the matrix-parameterised family of common steady solutions for SG and QG defined in (1.5)
and (5.2) exhibit different behaviours depending on the choice of the positive definite symmetric matrix 퐴,
and in either approximations we partitioned the set of such matrices into two open subsets (as we already
mentioned that the sets 풜0 and 풜푄퐺0 are not interesting). In fact, the two partitions do not coincide, andtherefore they allow four different possibilities: referring to the sets defined in (1.12) and (5.5), we have that
either
(i) 퐴 ∈ 풜+ ∩풜푄퐺+ , or
(ii) 퐴 ∈ 풜+ ∩풜푄퐺− , or
(iii) 퐴 ∈ 풜− ∩풜푄퐺+ , or
(iv) 퐴 ∈ 풜− ∩풜푄퐺− .
Each of the interections above is non-empty and contains at least one matrix that generates a non-trivial
flow. The following matrices are examples of elements in the intersections above, respectively:
퐴1 =
⎛⎜⎜⎝
1
2 −1 −1
−1 4 1
−1 1 3
⎞⎟⎟⎠ , 퐴2 =
⎛⎜⎜⎝
2 0 −1
0 2 0
−1 0 34
⎞⎟⎟⎠ , 퐴3 =
⎛⎜⎜⎝
1
2 −1 −1
−1 3 3
−1 3 72
⎞⎟⎟⎠ , 퐴4 =
⎛⎜⎜⎜⎝
1
2 0 −1
0 12 0
−1 0 3
⎞⎟⎟⎟⎠ .
The fact that the intersections (ii) and (iii) are non-empty suggests that, although SG and QG are heuristically
derived to model the same phenomena, they in fact exhibit different behaviours.
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6 Final Remarks
We introduced the linearisation of the semi-geostrophic equation (1.2) for globally-defined strictly convex
quadratic steady solutions and presented existence results on 퐿2(ℝ3,ℝ3), (ℝ3,ℝ3) and  ′(ℝ3,ℝ3). We
discussed the stability of such steady solutions, by introducing the concept of stability to plane-wave pertur-
bations, following the approach in [CC86]. We also notice that the same techniques can be applied to the
well-known quasi-geostrophic equations, and drew a comparison between the long-term behaviour of the
same solutions in the two models, LSG (1.1) and LQG (5.3).
The authors believe that this work is a first step in analysing the dynamical stability of steady solutions
to SG (1.2). In particular, it would be interesting to consider more general steady solutions: in Section 2,
the reader can observe that the derivation makes use of the fact that the Hessian 퐷2푃 = 퐴 of the steady
geopotential is constant, and lifting this assumption would lead to a different and less explicit form for the
operator ℒ defined in (5.8). Another issue is to construct non-trivial steady solutions of SG (1.2) both on
the whole space ℝ3 and on a domain with boundary: quadratic steady solutions can be constructed if the
domain is a ball, but more interesting domains require more complicated solutions, which make it harder to
keep calculations as explicit as they are in this paper.
Another point on which the authors would like to draw attention is the concept of stability: our definition
of stability to plane-wave perturbations arises from the idea of perturbing the steady solution and studying the
long-term behaviour of the perturbation in order to infer something about the behaviour of solutions which
are “close” to the steady state. Firstly, we want to remind the reader that a rigorous stability analysis requires
a well-posedness theory for the nonlinear equation (1.2) that is not available at the moment. Secondly, the
concept of stability can be extended to more general perturbations. Again, this can require a more abstract
approach, whereas the plane-wave solutions considered in this paper allow for a more explicit investigation
of stability.
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