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Gradient iterations with p-norm constrains have been studied recently both in the context
of inverse problem and of compressed sensing. Use of p-norm constrains, p < 2, is often
advocated when a sparse solution is expected. A constrained gradient iteration is usually
implemented via a shrinkage operator. In this note, we establish the 2-norm convergence
of such a constrained gradient iteration when p ∈ (1,2].
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
Let Z be the set of integers and p(Z) the Banach space of sequences x = (xi)i∈Z of real numbers, equipped with a norm
‖x‖p =
(∑
i∈Z
|xi |p
)1/p
, 1 p < ∞,
and ‖x‖∞ = sup{|xi | | i ∈ Z}. For R > 0, denote BR,p = {x | ‖x‖p  R}.
Suppose that H is a Hilbert space and that K is a bounded linear operator from 2(Z) to H . Such an operator appears
naturally as the composition of a frame synthesis map and a linear operator, see, e.g., [6]. Assume we are given (observa-
tions) data y = K x¯+ noise. Our goal is to reconstruct the (unknown) element x¯ ∈ 2(Z).
A classical method to reconstruct x¯ is to minimize the objective function (x) := ‖Kx − y‖2H . It is of particular interest
when x¯ is sparse, i.e., ‖x¯‖0 is small, where ‖x‖0 denotes the number of nonzero components of x. Therefore, one may
recovery x¯ approximately via the optimization problem
min(x) subject to ‖x‖0  R. (1)
Since solving (1) is known to be NP-hard in general, one relaxes the ‖x‖0 constrain by p-norm constrain, p  1. Indeed,
use of p-norm constrains, p < 2, is also advocated when one expects sparse solution. This leads to the convex optimization
problem
x∗ = arg min
x∈BR,p
(x). (2)
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xˆ = argmin(x) + λ‖x‖pp, (3)
where λ is a certain positive constant determined by R .
Several iterative methods for solving the minimization problem (2) or (3) have been proposed in the literature [1–3,5–8].
Most of them concentrate on ﬁnite dimensional spaces H . For inﬁnite dimensional spaces H , very few results about norm
convergence have been known. In this regard, it is worth to mention that strong convergence of an iterative algorithm for
solving (3) is established in [5] for p ∈ [1,2], and that strong convergence of the projected gradient iteration algorithm
(see (4) below) for solving (2) is established in [6] for p = 1. In [4], the authors establish linear convergence as soon as
the underlying operator satisﬁes the so-called ﬁnite basis injectivity property or the minimizer possesses a so-called strict
sparsity pattern.
We now introduce the gradient iteration with p-norm constrain proposed in [6]. For any x ∈ 2(Z), we deﬁne PR,p(x) to
be the nearest point, in 2-distance, in BR,p to x. Since BR,p , 1 p  2, is a closed and convex subset of 2(Z), the nearest
point PR,p(x) is unique. The projected Landweber iteration is the algorithm
xn+1 = PR,p
(
xn + K ∗(y − Kx(n))), x0 ∈ 2(Z).
To accelerate the slow convergence, a descent parameter α(n) in each iteration is introduced and the modiﬁed iteration,
with step length α(n) , n ∈ N, is deﬁned by
xn+1 = PR,p
(
xn + α(n)K ∗(y − Kx(n))), x0 ∈ 2(Z). (4)
This is refereed to as the projected gradient iteration.
Step length selection rules in gradient methods have recently received an increase interest from both the theoretical and
practical point of view. We refer to [7] and some references therein.
For p = 1, assuming that the global minimizer of (x) is not in B1,R , the authors of [6] establish the 2-norm conver-
gence of the iteration sequence (x(n))n∈N , under the condition on the step length sequence as following.
(i) α(n)‖K (x(n+1) − x(n))‖2H  r‖x(n+1) − x(n)‖22, ∀n n0, where n0 and r ∈ (0,1) are some constants,
(ii) 1 α := inf{α(n) | n ∈ N}, α := sup{α(n) | n ∈ N} < ∞.
Clearly, a suﬃcient condition for condition (i) is α < ‖K‖−2.
The purpose of this note is to establish the convergence of the iteration sequence (xn)n∈N constructed by (4) for p ∈ (1,2].
For a linear operator L from 2(Z) into H , we denote by ‖L‖ its norm. The main result of this note is the following.
Theorem 1. Let p ∈ (1,2]. Suppose that Bp,R contains no global minimizer of (x) and that the step length sequence (α(n))n∈N
satisﬁes
(a) α < 2‖K‖−2 ,
(b) 0 < α.
Then for any x0 ∈ 2(Z), the iterative sequence (x(n))n∈N deﬁned by (4) converges, in 2(Z) norm, to a minimizer of  in BR,p .
The proof will be given in the next section. Although we prove Theorem 1 in a way similar to [6], some of our arguments
are simpler. Indeed, we establish some preliminary results, Lemma 3 and Corollary 1, by methods different from [6]. The
methods also apply to the case p = 1. Moreover, our condition (a) is weaker than condition α < ‖K‖−2.
2. Proof
For any μ 0, p > 1, we deﬁne a function
Fμ,p(s) = s + pμ
2
|s|p−1 sign(s), s ∈ R.
Fμ,p is a one-to-one map from R to itself. Its inverse map (Fμ,p)−1 is denoted by Sμ,p . For example, Sμ,2(s) = s/(1 + μ).
Moreover, let Sμ,1(x) = sign(x)max{0, |x| − μ} be the soft-thresholding.
The shrinkage operator Sμ,p , μ 0, p  1, is given by
Sμ,p(x) =
(
Sμ,p(xi)
)
i∈Z.
When p = 1, Sμ,p is refereed to as the soft-thresholding operator. Clearly, for any nonzero x, Sμ,p(x) = x if and only if
μ = 0.
As in the case p = 1 considered in [6], the projection PR,p(x) of x may be obtained by the shrinkage operator Sμ,p for
p > 1.
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(c) There exists a unique constant μ 0 such that PR,p(x) = Sμ,p(x).
(d) The constant μ in the above condition (c) is nonzero if and only if ‖x‖p > R. Moreover, in this case, ‖Sμ,p(x)‖p = R.
Proof. The proof is elementary and is given in [6] for p = 1. Assume now 1 < p  2. Denote PR,p(x) by a = (ai)i∈Z . It is a
critical point of the Lagrange functional
L(t) = ‖x− t‖22 − μ
(
Rp − ‖t‖pp
)
,
where μ 0 is a Lagrange multiplier. This means that a satisﬁes grad L(a) = 0. It is easily seen that grad L(t) = −2x+ 2t +
pμt˜ , where t˜ = (˜ti)i∈Z , associated with t = (ti)i∈Z , is deﬁned by t˜i = |ti |p−1 sign ti . Therefore, grad L(a) = 0 is equivalent to
a = Sμ,p(x), i.e., PR,p(x) = Sμ,p(x), which proves (c).
To establish (d), we ﬁrst assume that the nonnegative constant μ in (c) is positive. Then ‖a‖p − R = 0 by KKT condition.
Moreover, by Fμ,p(ai) = xi , we have |ai | < |xi | whenever xi = 0. Consequently, R = ‖a‖p < ‖x‖p .
Conversely, if R < ‖x‖p , then a = PR,p(x) must be on the sphere ∂BR,p , i.e., ‖a‖p = R . If μ = 0, we have x = a, which is
a contradiction. The proof is complete. 
In the simplest case, p = 2, if ‖x‖2 > R , it is easily seen that, for μ = ‖x‖2R − 1,
PR,p(x) = Sμ,p(x) = x
1+ μ.
Recall that a point x∗ ∈ 2(Z) is a minimizer of (x) in 2(Z) if and only if it satisﬁes K ∗(y − Kx∗) = 0. The following
lemma gives characterizations for a point x∗ to be a minimizer of (x) in BR,p .
Lemma 2. A point x∗ with K ∗(y − Kx∗) = 0 is a minimizer of (x) in BR,p if and only if one of the following conditions is true.
(e) K ∗(y − Kx∗) = pμ2 x˜∗ for some μ > 0, where x˜∗ = (x˜∗i )i∈Z ,
(f) PR,p(x∗ + αK ∗(y − Kx∗)) = x∗ , ∀α > 0.
Proof. Associated with the minimization problem is the Lagrange functional
L(x) = ‖Kx− y‖2H − μ
(
Rp − ‖x‖pp
)
, μ 0.
We have grad L(x) = 2K ∗Kx − 2K ∗ y + pμx˜, where x˜ = (x˜i)i∈Z is given as in the proof of Lemma 1. Since grad L(x) has
only one zero, it is easily seen that a point x∗ is a minimizer of (x) in BR,p if and only if grad L(x∗) = 0, which is just
K ∗(y− Kx∗) = pμ2 x˜∗ for some μ 0, and moreover, μ = 0 by assumption K ∗(y− Kx∗) = 0. This proves that a point x∗ with
K ∗(y − Kx∗) = 0 is a minimizer of (x) in BR,p if and only if condition (e) holds.
We now prove that condition (e) implies condition (f). Suppose that condition (e) holds for some x∗ and μ. Since
μ > 0, by KKT condition, we have ‖x∗‖p = R . Moreover, for any α > 0, x∗ + αK ∗(y − Kx∗) = x∗ + αpμ2 x˜∗ . In other words,
Sαμ,p(x∗ + αK ∗(y − Kx∗)) = x∗ . Therefore, condition (f) follows from Lemma 1.
Finally, suppose that a point x∗ ∈ BR,p with K ∗(y − Kx∗) = 0 satisﬁes condition (f). An application of Lemma 1 to
x = x∗ + K ∗(y − Kx∗) yields x∗ = Sμ,p(x∗ + K ∗(y − Kx∗)) for some μ  0. Condition (e) now follows from the deﬁnition
of Sμ,p . The proof is complete. 
We now establish some properties of the iteration sequence (x(n))n∈N .
Lemma 3. Let x(n) be deﬁned by (4) and p ∈ (1,2]. Then, under the conditions in Theorem 1, the sequence ((x(n)))n∈N is decreasing,
and limn→∞ ‖x(n) − x(n+1)‖2 = 0.
Proof. Let r(n) = α(n)K ∗(y − Kx(n)). By (4), x(n+1) minimizes the functional ‖x− (x(n) + r(n))‖2 in BR,p . It is well known that〈
x(n) + r(n) − x(n+1), x− x(n+1)〉 0, ∀x ∈ BR,p .
In particular, specializing to x = x(n) , we have 〈r(n), x(n) − x(n+1)〉−‖x(n) − x(n+1)‖22. This together with

(
x(n+1)
)= (x(n))+ 2
α(n)
〈
r(n), x(n) − x(n+1)〉+ ∥∥K (x(n) − Kx(n+1))∥∥2
gives
∥∥x(n) − x(n+1)∥∥22  α(n)(n) 2 ((x(n))− (x(n+1))).2− α ‖K‖
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n∈N
α(n)
2− α(n)‖K‖2
(

(
x(n)
)− (x(n+1))) α
2− α‖K‖2
∑
n∈N
(

(
x(n)
)− (x(n+1)))< ∞. 
As a bounded subset of 2(Z), (x(n))n∈N has at least a weak accumulation point, which is also in BR,p . By Lemma 2 and
an argument similar to that in [6] we have the following result.
Lemma 4. Assume that conditions in Theorem 1 hold. Suppose that x∗ is a weak accumulation point of (x(n))n∈N . Then x∗ is a minimizer
of functional  in BR,p .
By Lemma 4, any weak accumulation point x∗ of (x(n))n∈N satisﬁes conditions (e) and (f) in Lemma 2. We will prove that
the sequence (‖x(n) − x∗‖2)n∈N is decreasing. To this end we need the following result.
Lemma 5. Assume that α > 0 satisﬁes α‖K‖2  2. Then for any x, x′ ∈ 2(Z), we have∥∥PR,p(x+ αK ∗(y − Kx))− PR,p(x′ + αK ∗(y − Kx′))∥∥2  ∥∥x− x′∥∥2. (5)
Proof. We ﬁrst note that PR,p is non-expansive, i.e.,∥∥PR,p(x) − PR,p(x′)∥∥2  ∥∥x− x′∥∥2, x, x′ ∈ 2(Z). (6)
On the other hand, since I − αK ∗K : 2(Z) → 2(Z) is self-adjoint, its norm∥∥I − αK ∗K∥∥2 = ∣∣sup{〈x, (I − αK ∗K )x〉 ∣∣ ‖x‖2 = 1}∣∣ 1
by assumption α‖K‖2  2. Therefore, by
x+ αK ∗(y − Kx) − (x′ + αK ∗(y − Kx′))= (I − αK ∗K )(x− x′)
we have∥∥x+ αK ∗(y − Kx) − (x′ + αK ∗(y − Kx′))∥∥2  ∥∥(I − αK ∗K )(x− x′)∥∥2

∥∥x− x′∥∥2.
Combining this with (6) proves the lemma. 
By setting x = x(n) , x′ = x∗ and α = α(n) respectively in Lemma 5, we obtain the following corollary.
Corollary 1. Suppose that x∗ ∈ 2(Z) satisﬁes x∗ = PR,p(x∗ +αK ∗(y− Kx∗)) for any α > 0. Then, under the conditions of Theorem 1,
we have∥∥x(n+1) − x∗∥∥2  ∥∥x(n) − x∗∥∥2, n = 1,2, . . . . (7)
Inequality (7) is refereed to as the crucial result by the authors of [6].
Remark 1. In [6] Lemma 3 and Corollary 1 are proved, under condition (i) in Section 1, by means of minimizing the surrogate
functional Fα(w, x) = (w) − ‖K (w − x)‖2H + 1α ‖w − x‖22, where x ∈ BR,p ﬁxed. This functional is also used in [1–3,5].
We are now in a position to prove Theorem 1.
Proof of Theorem 1. Let x∗ be a weak accumulation point of (x(n))n∈N . It is a minimizer of  in Bp,R by Lemma 3. We are
going to establish
lim
n→∞
∥∥x(n) − x∗∥∥2 = 0.
It is well known that there is a subsequence (x(n j)) j∈N converging weakly to x∗ . For the proof of the theorem, it suﬃces
by Corollary 1 to establish
lim
j→∞
∥∥x(n j) − x∗∥∥2 = 0. (8)
To this end, we ﬁrst point out that, similar to [6, Lemma 11], it holds
lim
∥∥Kx(n j) − Kx∗∥∥2 = 0.j→∞
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where ξ (n j) = α(n j)K ∗(y − Kx∗). Denoting t( j) = PR,p(x(n j) + ξ (n j)), we obtain by the above convergence and Lemma 3
lim
j→∞
∥∥t( j) − x(n j)∥∥2 = 0. (9)
By Lemma 1, t( j) = Sμ j ,p(x(n j) + ξ (n j)) for some constant μ j  0, i.e.,
x(n j) + ξ (n j) = t( j) + pμ j
2
t˜( j),
where t˜ , for a sequence t , is deﬁned as in the proof of Lemma 1. It follows from Lemma 4 and Lemma 2 that there is a
constant μ > 0 such that condition (e) holds for x∗ . Substituting ξ (n j) = α(n j)pμx˜∗/2 into the above equality, we then have
x(n j) + α
(n j)pμ
2
x˜∗ = t( j) + pμ j
2
t˜( j). (10)
Without loss of generality we assume that the sequence (α(n j)) j∈N converges. Otherwise we turn to a suitable subse-
quence. Clearly, α := lim j→∞ α(n j) > 0 by assumption α > 0.
We claim that, for some integer J , ‖t( j)‖p = R , ∀ j  J . Indeed, it follows from (9) and (10) that
lim
j→∞
∥∥∥∥ pμ j2 t˜( j) − αpμ2 x˜∗
∥∥∥∥
2
= 0. (11)
Consequently, for q := p/(p − 1) 2,
lim
j→∞
∥∥μ j t˜( j) − αμx˜∗∥∥q = 0. (12)
It together with ‖t˜( j)‖q = ‖t( j)‖p−1p  Rp−1 and ‖x˜∗‖q = Rp−1 yields
lim inf
j→∞
μ j  αμ > 0.
This in turn implies by Lemma 1, for some integer J , ‖t( j)‖p = R , ∀ j  J , as claimed.
By ‖t˜( j)‖q = ‖t( j)‖p−1p we have ‖t˜( j)‖q = Rp−1, ∀ j  J . Appealing to (12) again we have lim j→∞ μ j = αμ. Now we
conclude by (11) that
lim
j→∞
∥∥t˜( j) − x˜∗∥∥2 = 0.
On the other hand, it is easily seen that
|s − t| C ∣∣|s|p−1 sign s − |t|p−1 sign t∣∣, ∀s, t ∈ [−R, R],
where the constant C depends on R and p.
Therefore ‖t( j) − x∗‖2  C‖t˜( j) − x˜∗‖2 → 0 when j → ∞. Now (8) follows from (9). The proof is complete. 
The arguments after equality (9) do not work in the case p = 1.
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