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a b s t r a c t
The Hales numbered n-dimensional hypercube exhibits interesting recursive structures
in n. These structures lead to a very simple proof of the well-known bandwidth formula
for hypercubes proposed by Harper, whose proof was thought to be surprisingly difficult.
Harper also proposed an optimal numbering for a related problemcalled the antibandwidth
of hypercubes. In a recent publication, Raspaud et al. approximated the hypercube
antibandwidth up to the third-order term. In this paper, we find the exact value in light
of the above recursive structures.
© 2008 Elsevier B.V. All rights reserved.
1. Introduction
In the field of graph labeling [4,11], the problem of graph bandwidth has been extensively studied [2,3,7] and has found
many applications such as parallel computations, VLSI circuit design, etc. In this paper we are particularly interested in the
bandwidth and antibandwidth of hypercubes. The study of their values can guide the design of communication codes for
error resilient transmission of signals over lossy networks such as the Internet [12].
First, we restate the definitions of vertex numbering and graph bandwidth, most of which are adopted from Harper’s
book [5]. A numbering of a vertex set V is any function η : V → {1, 2, . . . , |V |}, which is one-to-one (and therefore onto).
A numbering η uniquely determines a total order,≤η , on V as follows: u≤η v if η(u) < η(v) or η(u) = η(v). Conversely, a
total order defined on V uniquely determines a numbering of the graph.
The bandwidth of a numbering η of a graph G = (V , E) is the maximum difference
bw(η) = max
{u, v} ∈ E
|η(u)− η(v)|. (1)
The bandwidth of a graph G is the minimum bandwidth over all numberings, η, of G, i.e.
bw(G) = min
η
bw(η). (2)
Another vertex numbering problem related to graph bandwidth iswhatwe call the antibandwidth problem. It is posed by
reversing the objective of vertex numbering in that we nowwant tomaximize theminimum distance between any adjacent
pair of vertices. The antibandwidth problem of a graph G = (V , E) is defined as
abw(G) = max
η
min{u,v}∈E |η(u)− η(v)|. (3)
The antibandwidth problem was previously studied by Leung et al. in [8]. In [9], the graph antibandwidth problem was
investigated by Miller and Pritikin under the name of separation number. Some antibandwidth related problems were also
studied, such as the edge-bandwidth [1] and the cyclic antibandwidth [10].
For hypercubes, the bandwidth and antibandwidth problems are also well studied. In [6], Harper proposes a class of
bandwidth achieving numberings for the hypercube and presents the exact bandwidth value without a proof. One such
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bandwidth achieving numbering is the Hales numbering defined in [5]. In Section 2, wewill highlight the recursive structure
of the Hales numbering, and propose a simple proof of the bandwidth formula in Section 3 based on this property.
In [1], a tight bound of the antibandwidth of the hypercube is given. Raspaud et al. further approximate the antibandwidth
value of the hypercube up to the third-order term in [10]. However, in his classical 1966 paper [6], Harper has presented
the antibandwidth achieving numbering for the hypercube, which is a variation of the Hales numbering. With the recursive
structure of the Hales numbering, we determine in Section 4 the exact value of the antibandwidth for the hypercube, which
is a new result in the literature.
2. Recursive structure of the Hales numbering
The graph of the n-dimensional cube, Qn, has vertex set {0, 1}n, the n-fold Cartesian product of {0, 1}. Thus |VQn | = 2n.
Qn has an edge between two vertices (n-tuples of 0s and 1s) if they differ in exactly one entry.
The Hales order [5],≤H , on VQn , is defined by u≤H v if
(1) w(u) < w(v), or
(2) w(u) = w(v) and u is greater than or equal to v in lexicographic order relative to the right-to-left order of the
coordinates,
where w(·) is the Hamming weight of a vertex of Qn. This total order determines a numbering, Hn : VQn → {1, 2, . . . , 2n},
which is called Hales numbering. For n = 4, for instance, the Hales order is 0000 < 0001 < 0010 < 0100 < 1000 <
0011 < 0101 < 1001 < 0110 < 1010 < 1100 < 0111 < 1011 < 1101 < 1110 < 1111.
The Hales numbering has a nice recursive structure as follows:
Theorem 1. We define a 2n × n(0, 1)-matrix Sn as
Sn =

A(n)0
A(n)1
...
A(n)n
 , (4)
where A(n)k , 0 ≤ k ≤ n, is an
( n
k
)× n(0, 1)-matrix satisfying the following recursive formula
A(n)k =
[
A(n−1)k−1 1
A(n−1)k 0
]
, 1 ≤ k ≤ n− 1, (5)
where 0 and 1 are column vectors containing only 0s and 1s respectively. As the base case, we have A(n)0 = 0T and A(n)n = 1T . Then
the row vectors of Sn, from top to bottom, are all vertices of Qn in the increasing Hales order.
Proof. By definition, it is sufficient to show that the row vectors of A(n)k , 0 ≤ k ≤ n, are all distinct vectors with Hamming
weight k, which are sorted, from top to bottom, in the decreasing lexicographic order relative to the right-to-left order of
the coordinates.
We prove by induction on n. The above assertion is trivially true for n = 1. Assume the assertion holds for n − 1 ≥ 1.
Now for n, A(n)0 is a vector of Hamming weight 0 and A
(n)
n a vector of Hamming weight n, so the assertion trivially holds. For
1 ≤ k ≤ n − 1, the first
(
n−1
k−1
)
vectors of A(n)k are all distinct and have Hamming weight k by the induction assumption
that all row vectors in A(n−1)k−1 are distinct and have Hamming weight k − 1. Further, these vectors are in the decreasing
lexicographic order because they share the same rightmost bit and all vectors in A(n−1)k are sorted. By the same argument
the next
(
n−1
k
)
vectors of A(n)k are distinct, of Hamming weight k, and sorted in the decreasing lexicographic order as well.
Combining the above facts and (5) concludes that the row vectors of A(n)k are distinct, of Hamming weight k, and in the
decreasing lexicographic order. 
3. Proof of the bandwidth formula for hypercubes
In [6] and [5, Corollary 4.3], Harper shows that the Hales numbering minimizes the bandwidth of the n-cube, i.e.
bw(Hn) = bw(Qn). (6)
He also gives the exact bandwidth value of the hypercube as follows.
Theorem 2 (Harper, [5], Corollary 4.4). For the n-cube Qn, we have
bw(Qn) =
n−1∑
m=0
(
m
bm2 c
)
. (7)
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Although the above result has been known for forty years, no proof seemed to appear in the literature. In his recent book [5],
Harper noted that the proof of the bandwidth formula of hypercube (Theorem 2) ‘‘is surprisingly difficult’’. In the following
we present a quite simple proof, which is based on the recursive structure of Hales numbering as given in Theorem 1.
Proof. For any two vertices u, v ∈ VQn , the condition {u, v} ∈ EQn implies that |w(u)−w(v)| = 1.Without loss of generality,
let w(v) = w(u)+ 1. If u is a row vector of A(n)k , denoted by u ∈ A(n)k , 0 ≤ k ≤ n− 1, then v must be a row vector of A(n)k+1,
i.e. v ∈ A(n)k+1. If we define
d(n)k = max
{u,v}∈EQn ,u∈A(n)k ,v∈A(n)k+1
|Hn(u)− Hn(v)| , (8)
for 0 ≤ k ≤ n− 1, then the bandwidth of the Hales numbering becomes
bw(Hn) = max
0≤k≤n−1
d(n)k . (9)
It is trivial that d(n)0 = d(n)n−1 = n. For 1 ≤ k ≤ n− 2, according to (5), u ∈ A(n)k indicates two possibilities: u ∈ [A(n−1)k−1 1] and
u ∈ [A(n−1)k 0]. We define
d(n)k,b = max
{u,v}∈EQn ,u∈[A(n−1)k−b b],v∈A(n)k+1
|Hn(u)− Hn(v)| , (10)
for 1 ≤ k ≤ n− 2 and b ∈ {0, 1}, then it is obvious
d(n)k = max
{
d(n)k,0, d
(n)
k,1
}
. (11)
Now we derive a recursive formula for d(n)k,1, 1 ≤ k ≤ n − 2. Consider {u, v} ∈ EQn with u ∈ [A(n−1)k−1 1] and v ∈ A(n)k+1. Using
the recursive formula of (5), we can expand A(n)k+1 as follows
A(n)k+1 =
[
A(n−1)k 1
A(n−1)k+1 0
]
. (12)
It is easy to see that v must be a row vector of [A(n−1)k 1]. Moreover, u1:n−1 ∈ A(n−1)k−1 , v1:n−1 ∈ A(n−1)k and {u1:n−1, v1:n−1} is an
edge in the (n − 1)-dimensional hypercube, where u1:n−1 denotes the vector formed by the leftmost n − 1 bits of u. Since
by Theorem 1, the rows of Sn, respectively Sn−1, from top to bottom, are the vertices of Qn, respectively, Qn−1, in increasing
Hales order and because the number of rows in [A(n−1)k 0] is
(
n−1
k
)
, we obtain
|Hn(u)− Hn(v)| =
(
n− 1
k
)
+ |Hn−1(u1:n−1)− Hn−1(v1:n−1)| . (13)
Since there is a one-to-one correspondence between the edges {u, v} ∈ EQn with u ∈ [A(n−1)k−1 1], v ∈ [A(n−1)k 1] and the edges
{u1:n−1, v1:n−1} ∈ EQn−1 with u1:n−1 ∈ A(n−1)k−1 , v1:n−1 ∈ A(n−1)k , it follows further that
d(n)k,1 =
(
n− 1
k
)
+ d(n−1)k−1 , 1 ≤ k ≤ n− 2. (14)
In order to derive a recursion for d(n)k,0, 1 ≤ k ≤ n − 2, consider now {u, v} ∈ EQn with u ∈ [A(n−1)k 0] and v ∈ A(n)k+1. Then
v could be either in [A(n−1)k 1] or in [A(n−1)k+1 0]. But since the rows of Sn are in increasing Hales order, from top to bottom, it
suffices to consider only v ∈ [A(n−1)k+1 0] in the maximization of (10) for d(n)k,0. Further, similarly to the discussion for d(n)k,1, we
obtain
d(n)k,0 =
(
n− 1
k
)
+ d(n−1)k , 1 ≤ k ≤ n− 2. (15)
Making further the convention that d(n)−1 = 0 and d(n)n = 0 for any n ≥ 1, relations (11), (14), (15) and the fact d(n)0 = d(n)n−1 = n
imply that
d(n)k =
(
n− 1
k
)
+max
{
d(n−1)k−1 , d
(n−1)
k
}
, 0 ≤ k ≤ n− 1. (16)
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In order to complete the proof of the theorem we next prove the following assertion.
Assertion. For any n ≥ 1, we have
d(n)k ≤
n−1∑
m=0
(
m
bm2 c
)
, 0 ≤ k ≤ n− 1. (17)
Moreover, (17) holds with equality if k = b n2c.
Proof of Assertion. We prove the assertion by induction on n. The base case n = 1 follows immediately since d(1)0 = 1 =(
0
0
)
and 0 = b 1−12 c. Assume now that the assertion is true for n− 1 ≥ 1. Hence,
d(n−1)k ≤
n−2∑
m=0
(
m
bm2 c
)
, 0 ≤ k ≤ n− 2, (18)
with equality when k = b n−12 c. Consider k, 1 ≤ k ≤ n − 1. Using (16) together with the induction hypothesis we obtain
that
d(n)k =
(
n− 1
k
)
+max
{
d(n−1)k−1 , d
(n−1)
k
}
≤
(
n− 1
b n2c
)
+
n−2∑
m=0
(
m
bm2 c
)
=
n−1∑
m=0
(
m
bm2 c
)
, (19)
which proves inequality (17). Assume now that k = b n2c. Thenwhen n is even, k−1 = b n2c−1 = b n−12 c, and d(n−1)k−1 achieves
equality in (18). When n is odd, k = b n2c = b n−12 c, hence d(n−1)k also achieves equality in (18). Both cases lead to equality in
(19), thus completing the proof of the assertion. Now the conclusion of Theorem 2 follows immediately. 
4. The antibandwidth formula of hypercubes
According to Harper [6], an antibandwidth achieving numbering for the hypercube can be obtained as follows. First
number the vertices with even Hamming weights in increasing Hales order, and then number the vertices with odd
Hammingweights, also in the increasingHales order. Let us denote this numbering by H˜n(·). An example of such a numbering
for n = 4 is 0000 < 0011 < 0101 < 1001 < 0110 < 1010 < 1100 < 1111 < 0001 < 0010 < 0100 < 1000 < 0111 <
1011 < 1101 < 1110. In this section, we provide a closed-form formula for the solution of the antibandwidth problem on
n-cubes, which is a new result.
Theorem 3. For the numbering H˜n, we have
abw(H˜n) = 2n−1 −
n−2∑
m=0
(
m
bm2 c
)
. (20)
Proof. Let S˜n be the 2n × n(0, 1)-matrix whose rows from top to bottom are the vertices of Qn in increasing order of H˜n.
Using the recursive structure in (5), we obtain
S˜n =

A(n)0
A(n)2
...
A(n)2b n2 c
A(n)1
A(n)3
...
A(n)
2b n−12 c+1

=

A(n−1)0 0
A(n−1)1 1
A(n−1)2 0
...
A(n−1)n−1 b
A(n−1)0 1
A(n−1)1 0
A(n−1)2 1
...
A(n−1)n−1 b¯

=
[
Sn−1 B
Sn−1 B¯
]
, (21)
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where b = 0 if n is odd and b = 1 if n is even. We also use the relations A(n)0 = 0T = [A(n−1)0 0] and A(n)n = 1T = [A(n−1)n−1 1].
Note that B is a column vector of 2n−1 elements whose definition is straightforward and omitted here. Two observations
regarding S˜n are crucial for the further development, namely:
(O1) the leftmost n − 1 bits of the top (bottom) 2n−1 vertices form a Hales numbered hypercube in n − 1 dimensions, i.e.
Sn−1 (see (4));
(O2) if u is the vertex on some row i, i ≤ 2n−1, then the vertex on row i+ 2n−1 is u′ obtained by flipping the last bit of u.
Consider now an edge {u, v} ∈ EQn . Clearly the Hamming weights w(u) and w(v) have different parities. Assume without
restricting the generality thatw(u) is odd andw(v) is even, hence u is in the top half and v is in the bottom half of S˜n. Then
according to observation O2, if v = u′ we have
H˜n(v)− H˜n(u) = 2n−1 = 2n−1 + Hn−1(v1:n−1)− Hn−1(u1:n−1), (22)
where the last equality is due to the fact that v1:n−1 = u1:n−1. On the other hand, if v 6= u′, then
H˜n(v)− H˜n(u) = H˜n(u′)− H˜n(u)+ H˜n(v)− H˜n(u′)
= 2n−1 + Hn−1(v1:n−1)− Hn−1(u′1:n−1)
= 2n−1 + Hn−1(v1:n−1)− Hn−1(u1:n−1), (23)
where the second equality is due to O2 and O1 noting that both v and u′ are in the bottom half of S˜n. Moreover, the last
equality in (23) follows from u′1:n−1 = u1:n−1. Finally, by combining (22) and (23), we obtain
abw(Qn) = min{u,v}∈EQn
∣∣∣H˜n(v)− H˜n(u)∣∣∣
= min{u,v}∈EQn
∣∣2n−1 + Hn−1(u1:n−1)− Hn−1(v1:n−1)∣∣
(a)= min{u1:n−1,v1:n−1}∈EQn−1
{
2n−1, 2n−1 + Hn−1(u1:n−1)− Hn−1(v1:n−1)
}
(b)= 2n−1 − max
{u1:n−1,v1:n−1}∈EQn−1
{|Hn−1(v1:n−1)− Hn−1(u1:n−1)|}
= 2n−1 − bw(Qn−1)
= 2n−1 −
n−2∑
m=0
(
m
bm2 c
)
, (24)
where (a) is due to the fact that 2n−1 + Hn−1(u1:n−1) − Hn−1(v1:n−1) > 0 and when {u, v} varies over EQn , {u1:n−1, v1:n−1}
varies over EQn−1 ∪ {{ν, ν}|ν ∈ Qn−1}. Finally, (b) follows from the fact that the set of values Hn−1(v1:n−1)− Hn−1(u1:n−1) is
symmetric relative to 0. 
Then based on Harper’s result that H˜n is the antibandwidth achieving numbering, we have the following corollary.
Corollary 4.
abw(Qn) = 2n−1 −
n−2∑
m=0
(
m
bm2 c
)
. (25)
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