We derive representations of local risk-minimization of call and put options for Barndorff-Nielsen and Shephard models: jump type stochastic volatility models whose squared volatility process is given by a non-Gaussian Ornstein-Uhlenbeck process. The general form of Barndorff-Nielsen and Shephard models includes two parameters: volatility risk premium β and leverage effect ρ. Arai and Suzuki [1] dealt with the same problem under constraint β = − 1 2 . In this paper, we relax the restriction on β; and restrict ρ to 0 instead. We introduce a Malliavin calculus under the minimal martingale measure to solve the problem.
Introduction
Local risk-minimization (LRM, for short) for Barndorff-Nielsen and Shephard models (BNS model, for short) is discussed. Here LRM is a very well-known quadratic hedging method of contingent claims for incomplete financial markets. On the other hand, BNS models are stochastic volatility models suggested by Barndorff-Nielsen and Shephard [2] , [3] . It is known that some stylized facts of financial time series are captured by BNS models. The square volatility process σ 2 of a BNS model is given as an Ornstein-Uhlenbeck process driven by a subordinator without drift, that is, a nondecreasing pure jump Lévy process. Thus, σ 2 is a jump process given as a solution to the following stochastic differential equation (SDE, for short):
where λ > 0, H is a subordinator without drift. Now, we denote by S the underlying asset price process. The general form of S is given by
where S 0 > 0, µ, β ∈ R, ρ ≤ 0, W is a 1-dimensional Brownian motion. The last term ρH λt accounts for the leverage effect; and βσ 2 s is called the volatility risk premium, which is considered as the compensation required by investors holding volatile assets. From the view of (2.1) below, the volatility risk premium is vanished when β = − 1 2 . So that, β would take a value greater than or equal to − 1 2 . For more details on BNS models, see Cont and Tankov [4] and Schoutens [9] .
Our purpose is to obtain representations of LRM of call and put options for BNS models under constraint ρ = 0 and no constraint on β. On the other hand, Arai and Suzuki [1] studied the same problem under constraint β = − 1 2 and no constraint on ρ. That is, they dealt with the case where volatility risk premium is not taken into account. To the contrary, we will treat BNS models with volatility risk premium. In other words, we relax the restriction on β. Instead, we restrict ρ to 0, which induces the continuity of S. Then, S is written as
Actually, the continuity of S makes the problem easy to deal with. To calculate LRM, we need to consider the minimal martingale measure (MMM, for short). When S is continuous, the subordinator H remains a Lévy process even under the MMM. On the other hand, the generalization of β makes the problem complicated. When β = − 1 2 , the density process Z of the MMM is given as a solution to an SDE with the Lipschitz continuity. Thus, as shown in [1] , Z has the Malliavin differentiability, which played a vital role in [1] . However, this property is not generalized to the case of β = − 1 2 . Hence, we need to take a different approach from [1] . In order to overcome this difficulty, making the best of the fact that the Lévy property of H is preserved, we innovate a Malliavin calculus under the MMM. As a result, we can calculate LRM without attention to the property of Z.
To our best knowledge, except for [1] , there is only one preceding research on LRM for BNS models: Wang, Qian and Wang [13] . Besides they treated the problem under the same parameter restrictions as ours, although they did not use Malliavin calculus. However, their discussion seems to be inaccurate mathematically.
Outline of this paper is as follows. A precise model description and standing assumptions are given in Section 2. In Subsections 2.1 -2.3, we define LRM, the MMM and a Malliavin derivative, respectively. Our main results are provided in Section 3; and conclusions will be given in Section 4.
Preliminaries
We consider a financial market model in which only one risky asset and one riskless asset are tradable. For simplicity, we assume that the interest rate is given by 0. Let T > 0 be the finite time horizon. The fluctuation of the risky asset is described as a process S given by (1.1). We consider a complete probability space (Ω, F , P) with a filtration F = {F t } t∈[0,T] as the underlying space. Suppose that F is generated by W t and H λt ; and satisfies the usual condition, that is, F is right continuous, and F 0 contains all null sets of P. The asset price process S given in (1.1) is a solution to the following SDE:
Defining J t := H λt , we denote by N the Poisson random measure of J, that is, we have J t = 
We need to impose the following standing assumptions on ν as in [1] . As stated in Remark 2.2 below, the standing assumptions do not exclude representative examples of BNS models, although parameters are restricted.
Assumption 2.1 (A1) The Lévy measure ν is absolutely continuous with respect to
the Lebesgue measure on (0, ∞).
(A2) There exists a κ > 0 such that
In [1] dealing with the case of β = − 1 2 , ∞ 0 e 2B(T)x ν(dx) < ∞ is assumed in their Assumption 2.2, which is almost same as the above (A2) for β = − 1 2 . 2. We do not need to assume conditions corresponding to the second condition of Assumption 2.2 in [1] , which ensures the positivity of the density of the MMM defined below, since the MMM becomes a probability measure automatically in our setting.
Condition (A2) ensures
In addition, we have E[e 2κ J T ] < ∞ by Proposition 3.14 of [4] . [6] , which we need in the proof of Lemma 2.9 below.
Condition (A1) guarantees Assumption Z1 in Nocolato and Venardos

Assumption 2.1 does not exclude two representative examples of σ 2 , "IG-OU"
and "Gamma-OU". "IG-OU" is the case where ν H is given as
where a > 0 and b > 0. The invariant distribution of σ 2 follows an inverse-Gaussian distribution with a > 0 and b > 0. Then σ 2 is called an IG-OU process. If
then Assumption 2.1 is satisfied. Next, "Gamma-OU" is the case where the invariant distribution of σ 2 is given by a Gamma distribution with a > 0 and b > 0. In this case, ν H is described as
As well as the IG-OU case,
For more details on this topic, see also [6] and [9] .
Local risk-minimization
In this subsection, we define LRM. To this end, we define the SC condition firstly; and show that S satisfies it under Assumption 2.1. S is said to satisfy the SC condition, if the following three conditions hold:
Proposition 2.3 S satisfies the SC condition under Assumption 2.1.
Proof. It suffices to show item (a) only. Note that we have
If sup 0≤s≤T S s ∈ L 2a (P) holds for a sufficiently small a > 1, item (a) holds by the Hölder inequality and Lemma 2.4 below. Now, we take an a > 1 such that
Note that we can find such an a > 1 from the view of (A2) in Assumption 2.1.
We shall see sup 0≤s≤T S s ∈ L 2a (P). Since we have
for any t ∈ [0, T], we obtain
Taking into account of (2.3) and (A2) in Assumption 2.1, Lemma 2.5 below yields that Y a,b is a square integrable martingale. Thus, Doob's inequality yields
From the view of (2.4), it suffices to show J T ∈ L n (P) for any n ≥ 1. By Remark 2.2, we have E[exp{2κ J T }] < ∞, from which J T ∈ L n (P) follows for any n ≥ 1.
If a and b satisfy
∞ 1 exp 2b + a 2 2 B(T) x ν(dx) < ∞,(2.
5)
then the process Y a,b is a martingale.
When we strengthen (2.5) to
Proof. 1. From the view of Theorem 1.4 of Ishikawa [5] , we need only to show that
2) and (2.5), conditions (1) and (2) are satisfied. Next, (2.5) and Proposition 3.14 in [4] 
Under (2.6), we have ∞ 1 exp{2γx}ν(dx) < ∞. Thus, we can see that Y 2a,γ is a martingale by the same sort argument as item 1. Moreover, we have ∞ 0 1 − 2e bx + e γx ν(dx) < ∞, from which the square integrability of Y a,b T follows.
Next, we give a definition of LRM based on Theorem 1.6 of Schweizer [11] .
Definition 2.6
1. Θ S denotes the space of all R-valued predictable processes ξ
2. An L 2 -strategy is given by a pair ϕ = (ξ, η), where ξ ∈ Θ S and η is an adapted process such that V(ϕ) := ξS + η is a right continuous process with
Note that ξ t (resp. η t ) represents the amount of units of the risky asset (resp. the risk-free asset) an investor holds at time t.
For claim F
5. An F ∈ L 2 (P) admits a Föllmer-Schweizer decomposition (FS decomposition, for short) if it can be described by
7)
where F 0 ∈ R, ξ F ∈ Θ S and L F is a square-integrable martingale orthogonal to M with L F 0 = 0. For more details on LRM, see Schweizer [10] , [11] . Now, we introduce a relationship between LRM and FS decomposition.
Proposition 2.7 Under Assumption 2.1, LRM ϕ = (ξ, η) for F exists if and only if F admits an FS decomposition; and its relationship is given by
Proof. This is from Proposition 5.2 of [11] , together with Proposition 2.3.
Thus, it suffices to get a representation of ξ F in (2.7) in order to obtain LRM for claim F. Henceforth, we identify ξ F with LRM for F.
Minimal martingale measure
We need to study upon the MMM in order to discuss FS decomposition. A probability measure P * ∼ P is called the minimal martingale measure (MMM), if S is a P * -martingale; and any square-integrable P-martingale orthogonal to M remains a martingale under P * . Now, we consider the following SDE:
The solution to (2.8) is a stochastic exponential of − · 0 Λ t dM t . More precisely, denoting
for t ∈ [0, T], we have Λ t dM t = u t dW t ; and
To see that Z T becomes the density of the MMM, it is enough to show the square integrability of Z T .
Proposition 2.8 Z T ∈ L 2 (P).
Proof. First of all, there is a constant C u > 0 such that
by (2.9). Thus, (2.10) implies
Hence, we can see that Z 2 T is integrable by the same manner as the proof of item 1 in Lemma 2.5.
Henceforth, we denote the MMM by P * , that is, we have Z T = dP * dP . Note that dW P * t := dW t + u t dt is a Brownian motion under P * ; and N remains a martingale under P * . Remark that we can rewrite (2.1) and L T as dS t = S t− σ t dW P * t and L T = Proof. This is given from Theorem 3.2 in [6] . Remark that Assumptions Z1 -Z3 in [6] are their standing assumptions. Assumptions Z1 and Z2 are satisfied in our setting from Assumption 2.1. On the other hand, Assumption Z3 does not necessarily hold, but it is not needed for Theorem 3.2 in [6] .
Remark 2.10
The filtration F coincides with the augmented filtration generated by W P * and N.
Malliavin calculus under P *
Here, regarding (Ω, F , P * ) as the underlying probability space, we formulate a Malliavin calculus for X * under P * based on Petrou [7] and Chapter 5 of Renauld [8] . Although [1] adopted the canonical Lévy space framework undertaken by Solé et al. [12] , we need to take a different way to define a Malliavin derivative, since the property of the canonical Lévy space is not preserved under change of measure.
First of all, we need to prepare some notation; and define iterated integrals with respect to W P * and N. Denoting U 0 := [0, T] and U 1 :
where m is the Lebesgue measure on U 0 . We denote
for n ∈ N and (j 1 , . . . , j n ) ∈ {0, 1} n , where u j k k := t k if j k = 0; and := (t k , x) if j k = 1 for k = 1, . . . , n. We define an n-fold iterated integral as follows:
where g (j 1 ,...,j n ) n is a deterministic function in L 2 G (j 1 ,...,j n ) , n k=1 Q j k . Then, Theorem 1 in [7] ensures that every L 2 (P * ) random variable F is represented as a sum of iterated integrals, that is, we can find deterministic functions g (j 1 ,...,j n ) n ∈ L 2 G (j 1 ,...,j n ) , n k=1 Q j k for n ∈ N and (j 1 , . . . , j n ) ∈ {0, 1} n such that F has the following chaos expansion:
).
(2.11)
Note that the infinite series in (2.11) converges in L 2 (P * ). Now, we define D 0 the space of Malliavin differentiable random variables; and a Malliavin derivative operator D 0 . Denoting, for 1 ≤ k ≤ n and t ∈ (0, T),
Moreover, for F ∈ D 0 and t ∈ [0, T], we define
..,jn) (t) .
Main results
We give explicit representations of LRM for call and put options as our main results. As in [1] , we consider firstly put options, since a Malliavin derivative for put options is given owing to its boundedness. LRM for call options will be given as a corollary. If we dealt with call options firstly, then we would need to impose additional assumptions. Before stating our main theorem, we prepare two propositions, one is a Malliavin derivative for put options; and the other is a Clark-Ocone type representation result for random variables in D 0 .
Proof. The same result has been given in Proposition 4.1 of [1] . However, their framework of Malliavin calculus is different from ours as said at the beginning of Subsection 2.3. Thus, we give a proof anew by the same way as [1] . First of all, by the same argument as Lemma A.1 in [1] , we have D 0 t σ 2 s = 0. Theorem 2 in [7] implies D 0 t σ s = 0 by the same manner as Lemma A.2 of [1] . In addition, by the same way as Lemmas A.3 and A.4 in [1] , we can see that = σ t by using Proposition 6 in [7] . As a result, we obtain L T ∈ D 0 and D 0 t L T = σ t . Next, denoting
we have that f K ∈ C 1 (R) and 0 < f ′ K (r) ≤ K for any r ∈ R. Thus, Theorem 2 of [7] implies that f K (L T ) ∈ D 0 and
To this end, we take a mollifier func-
we have g ′ n (x) = − ∞ −n(K−x) ϕ(y)dy, so that g n ∈ C 1 and |g ′ n | ≤ 1. Thus, Theorem 2 in [7] again implies that, for any n ≥ 1, g n ( f K (L T )) ∈ D 0 and
by (3.1). We have then
In addition, noting that
As a result, Lemma 3.2 below implies that (K − f K (L T )) + ∈ D 0 . Furthermore, Lemma 2 of [7] ensures the existence of a subsequence n k such that D 0 g n k ( f K (L T )) converges to D 0 (K − f K (L T )) + in the sense of L 2 (m × P * ). On the other hand, we have lim n→∞ g ′ n (x) = −1 {x<K} − 1 {x=K} 
Proof. This is given from the proof of Lemma 5.5.5 of [8] .
for some predictable process ψ ∈ L 2 (m × ν × P * ).
Proof. Denoting by (2.11) the chaos expansion of F, we have
..,j n−1 ) n−1 g (j 1 ,...,j n−1 ,1) n (. . . , (t, x))1 G n (j 1 ,...,jn ) (t) N(dt, dx)
..,j n−1 )∈{0,1} n−1 J (j 1 ,...,j n−1 ) n−1 g (j 1 ,...,j n−1 ,0) n (. . . , t)1 G n (j 1 ,...,jn ) (t)
..,j n−1 )∈{0,1} n−1 J (j 1 ,...,j n−1 ) n−1 g (j 1 ,...,j n−1 ,1) n (. . . , (t, x))1 G n (j 1 ,...,jn ) (t) N(dt, dx)
The above third equality (3.3) is proved in Lemma 3.4 below. On the other hand, noting that F ∈ D 0 , we have 
As a result, φ belongs to L 2 (m × P * ). Thus, T 0 ∞ 0 ψ t,x N(dt, dx) is square integrable, that is, ψ ∈ L 2 (m × ν × P * ). This completes the proof of Proposition 3.3. Lemma 3.4 (3.3) in the proof of Proposition 3.3 holds true. In other words, we have, for l = 0, 1, ∞ ∑ n=2 ∑ (j 1 ,...,j n−1 )∈{0,1} n−1 U l J (j 1 ,...,j n−1 ) n−1 g (j 1 ,...,j n−1 ,l) n (. . . , u l )1 G n (j 1 ,...,jn) (t) Q l (d u l ) = U l ∞ ∑ n=2 ∑ (j 1 ,...,j n−1 )∈{0,1} n−1 J (j 1 ,...,j n−1 ) n−1 g (j 1 ,...,j n−1 ,l) n (. . . , u l )1 G n (j 1 ,...,jn) (t) Q l (d u l ),
where u 0 = t ∈ U 0 and u 1 = (t, x) ∈ U 1 .
Proof. Recall that the infinite series in a chaos expansion converges in the L 2 (P * )-sense. Now, for l = 0, 1, we denote for N ≥ 2, and Φ l ( u l ) := ∞ ∑ n=2 ∑ (j 1 ,...,j n−1 )∈{0,1} n−1 J (j 1 ,...,j n−1 ) n−1 g (j 1 ,...,j n−1 ,l) n (. . . , u l )1 G n (j 1 ,...,jn) (t) .
We have then that, for l = 0, 1, (Φ l,N ) N≥2 is a sequence of L 2 ( Q l × P * ) converging to Φ l in the L 2 ( Q l × P * )-sense. Thus, we have
The following theorem is our main result. 
Conclusions
We give representations of LRM of call and put options for BNS models with constraint ρ = 0. Compared with [1] , we relax the restriction on β; and restrict ρ to 0 instead. The representation (3.4) in Theorem 3.5 coincides with (3.1) in Theorem 3.1 of [1] by substituting 0 for ρ. Note that β does not appear in representations of LRM, although the density of the MMM is depending on β. Some important problems related to LRM for BNS models still remains to future research: development of numerical scheme, comparison with delta hedge, extensions to the fully general case of BNS models, and so forth.
