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Abstrat
We onsider a nonlinear area preserving Anosov map M on the torus phase spae,
whih is the simplest example of a fully haoti dynamis. We are interested in the
quantum dynamis for long time, generated by the unitary quantum propagator Mˆ .
The usual semi-lassial Trae formula expresses Tr
(
Mˆ t
)
for nite time t, in the limit
~→ 0, in terms of periodi orbits of M of period t. Reent work reah time t≪ tE/6
where tE = log (1/~) /λ is the Ehrenfest time, and λ is the Lyapounov oeient.
Using a semi-lassial normal form desription of the dynamis uniformly over phase
spae, we show how to extend the trae formula for longer time of the form t ∼ C.tE
where C is any onstant, with an error O (~∞).
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1 Introdution
Semi-lassial analysis is a fruitful approah to understand wave equations in the regime
where the wave length is small in omparison with the size of the domain, or with the size
of the typial variation of the potential, where the wave evolves. In that regime, one shows
that the evolution of a wave an be desribed in terms of Hamiltonian lassial dynamis
in the same domain (or with the same potential). For example, the Van-Vlek formula
(1928) expresses the evolved wave as a sum of the initial wave transported along several
lassial trajetories. Beause the wave formalism enters in many area of physis (aousti
waves, seismi waves, eletromagneti waves, quantum waves ...), semi-lassial analysis is
an important mathematial tool to understand physial phenomena. Wave equations, and
more generally Partial Dierential Equations is an important domain of mathematis, so
semi-lassial analysis has also been extremely studied and developed in mathematis.
1.1 Problematis of quantum haos
A ommon way to express the semi-lassial limit or short wave-length limit, is to introdue
a dimensionless parameter ~ in the wave equation, alled the Plank onstant, whih
orresponds to ~ ≃ l/L where l is the wave length and L the typial size of the domain.
The semi-lassial limit is then ~→ 0.
One possible way to understand semi-lassial orrespondenes is through wave pakets
(or oherent states), whih are waves loalized as muh as possible in phase spae, so that
to mimi the motion of a lassial partile. Beause of the unertainty priniple∆q∆p ≥ ~,
in the phase spae of position q and momentum p, a wave paket an not be loalized better
than a small domain of surfae ~, alled the Plank ell. This dispersion of the wave paket
in phase spae is responsible for its spreading during time evolution (in a similar way as
the spreading of a lassial disk of surfae ~). After a nite time (ompared to ~→ 0), the
spreading is nite, the wave is still loalized. For that reason, one an derive the Van-Vlek
formula giving the matrix elements of the propagator or the semi-lassial trae formula
[13, 14℄[34℄, and obtain the Weyl formula giving the averaged density of states.
If the lassial dynamis takes plae in a ompat energy surfae, and has exponential
instabilities (e.g. hyperboli dynamial systems), the evolution of a wave paket is muh
harder to understand for longer times. This is one of the goals of quantum haos studies. If
λ denotes the lassial Lyapounov exponent of instabilities, an heuristi approah suggests
that the wave paket whih has initial length ∆q,∆p ≥ ~ should spreads into a long and
thin distribution of length Lt ≥ ~eλt, whih rolls up in the energy surfae, as soon as Lt ≫
constant ⇔ t ≫ 1
λ
log (1/~). This introdues the Ehrenfest time tE =
1
λ
log (1/~) whih
is an important harateristi time sale in quantum haos. For longer times, t≫ tE , the
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distribution may interset all the other elementary ells of surfae ~ (Plank ells) in many
distint omponents, whose number grows exponentially fast with t. Eah omponent is
identied with a lassial trajetory. As this desription suggests (and as been suggested by
many works in the physial literature [56℄), the matrix elements of the propagator operator
Mˆt between loalized wave pakets, for t ≫ tE , ould be expressed as a (exponentially
large) sum over these distint trajetories. In partiular the trae of the propagator ould
be expressed as a sum over Nt ∝ eλt periodi orbits. This is the ontent of the Gutzwiller
trae formula [33℄[34℄. Although there are numerial alulations that suggest its validity,
suh a semi-lassial formula has not yet been proved to be valid for time greater than
1
6
tE .
The diulty relies in the ontrol of the errors of individual terms whih add together.
A major goal of quantum haos would be to desribe the long time dynamis of wave
pakets up to time tH ≃ 1/~ (or more), alled the Heisenberg time2, whih would allow
semi-lassial formula to resolve individual energy levels. But at time t ≃ tH the number
of lassial trajetories entering in a semi-lassial formula is of order NtH ≃ exp (λ/~),
extremely large (!), ompared to the dimension of the eetive Hilbert spae whih is 1/~.
One famous observation and onjeture in quantum haos is that orrelations between
losed energy levels behave as eigenvalues of random matrix ensembles [6℄[5℄. Many works
in physial literature assume that semi-lassial expressions suh as the Gutzwiller formula
are valid up to time of order tH ≃ 1/~, and dedue some heuristi explanations for the
random matrix theory, or other important quantum haos phenomena [22℄[35℄. For reent
reviews on the mathematial aspets of quantum haos, see [17℄,[18℄,[59℄[62℄.
In this paper we onsider a simple model of quantum haoti dynamis, namely a
non linear uniform hyperboli map on the torus, and we show that semi-lassial formula
extends to time sales t = C.tE, where C > 0 is any onstant. We do not reah the
Heisenberg time. The model is partiular, but we believe that the methods presented here
ould be extended to more general uniform hyperboli dynamial systems. In this paper,
the objetive is to disuss the Gutzwiller trae formula, and in a seond paper we will
disuss a seond appliation, the Van-Vlek formula whih expresses matrix elements of
the propagator, also for times t = CtE .
1.2 Charateristi time in quantum evolution of wave pakets dis-
ussed with a numerial example
In this Setion, in order to motivate the importane of the Ehrenfest time, as a qualitative
frontier in semi-lassial evolution problems in quantum haos, we present and disuss some
reent results onerning the evolution of quantum states in a hyperboli ow. One of the
main hallenges in quantum haos is to deal with both the long time limit t→∞, and the
semi-lassial limit ~ → 0. Usual semi-lassial results, suh as the Ehrenfest or Egorov
theorem, onerns ~ → 0 rst, and t → ∞ after. The hallenge is to try to reverse this
order (in order to get information on individual eigenfuntions and eigenvalues), or more
2
For a time independent dynamis with d degrees of freedom, tH ≃ 1/~d. For the model developed in
this paper, tH ≃ 1/~.
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modestly, make t depending on ~.
The present disussion is made around the observation of the evolution of a wave paket
with a numerial example. We refer to Setion 2 for a omplete denition of the model.
Let M denotes a non linear hyperboli map on the torus phase spae T2, and Mˆ the
orresponding quantized map . A wave paket (a oherent state ψx0) is launhed at time
t = 0, at a generi position x0 = (q0, p0) ∈ T2. Figure 1 shows the Husimi distribution (i.e.
phase spae representation) of the evolved state ψ (t) = Mˆ tψx0 at dierent time t ∈ N. We
remind that the Husimi distribution of the initial state ψx0 has typial width ∆0 ≃
√
~,
(due to the unertainty priniple∆q∆p ≃ ~, and the spei hoie ∆q = ∆p = ∆0 ≃
√
~).
During time evolution, the wave paket enter is moving, and its distribution spreads due
to instabilities of the trajetories. Figure 2 summarizes the main eets we disuss below.
p
q0.4
0.4
0
0
−0.4
−0.4
t = 0, t/tE = 0. t = 1, t/tE = 0.14 t = 2, t/tE = 0.28 t = 3, t/tE = 0.42
t = 4, t/tE = 0.56 t = 5, t/tE = 0.70 t = 6, t = 7,t/tE = 0.84 t/tE = 0.98
t = 8, t = 9, t = 10,t/tE = 1.1 t/tE = 1.3 t/tE = 1.4 t = 15, t/tE = 2.2
Figure 1: Phase spae (Husimi) distribution of the evolution of a (generi) oherent state
at initial position x0 = (0.4, 0.2), for dierent times t = 0, 1, 2, . . . and 2π~ = 10
−3
.
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Figure 2: Charateristi times whih appear in the semi-lassial limit ~ → 0, for the
evolution of an initial oherent state. tE =
1
λ
log (1/~)is the Ehrenfest time, (very small in
pratie) ompared to the Heisenberg time tH = 1/~.
Finite time regime with no dispersion: We rst onsider a xed value of t = Cste,
and ~ → 0 (of ourse t an be arbitrary large in priniple). The evolved state ψ (t) is
loalized at the lassial position x (t) = M tx0. In more preise terms, the semi-lassial
measure of ψ (t) is a Dira measure at x (t) = M tx0. The evolved state ψ (t) spreads but
its width is ∆t ≃ eλt∆0 ≃
√
~, still of order ~1/2 [39℄[38℄[48℄. Beause t an be hosen
arbitrary large a priori, the ergodi nature of the dynamis may have importane if x (t)
follows a dense trajetory for example. Some well known semi-lassial results suh as
the semi-lassial Egorov theorem [23℄, or the Shnirelman quantum ergodiity theorem
[16℄[58℄ use these nite range of time.
Linear dispersion regime: Some reent and very general results [13℄[4℄[36℄[9℄ desribe
the evolved quantum state ψ (t), in the linear dispersion regime, whih means that non
linear eets on the dispersion of the oherent state are supposed to be negligible with
respet to the linear eets. Beause the rst non linear eets orrespond to ubi terms
in the Hamiltonian, this imposes that ∆3t ≪ ~, equivalently eλt~1/2 ≪ ~1/3, or t≪ 16tE . In
our numerial example
1
6
tE = 1.2.
Loalized regime: After that time, the oherent state spreads more and more. But
its width is still of mirosopi size if ∆t ≪ 1, i.e. t ≪ 12tE . In more preise terms, the
semi-lassial measure of ψ (t) is still a Dira measure at x (t) in that range of time. In our
example
1
2
tE = 3.6. At a time around t ≃ 12tE , the quantum state has size of order 1, and
an be desribed as a Lagrangian W.K.B state [50℄.
Equidistribution regime: For time t larger than 1
2
tE , the wave paket spreads and
wraps around the torus phase spae, along unstable manifolds, like a lassial probability
measure. Thanks to lassial mixing, a smooth lassial probability distribution is known
to onverge towards the uniform Liouville measure for large time. The Husimi distribution
is expeted to behave like a lassial measure, and equidistributes, if the dierent branhes
6
do not interfere with eah other on phase spae. After the time
1
2
tE , we evaluate that the
distane between onseutive branhes get smaller and smaller like d ∼ e−λ(t−tE/2)until the
ritial value ~ is obtained at time t = 1
2
tE + tE =
3
2
tE (This is indeed the ultimate value,
beause if d≫ ~, one an still insert a (squeezed) loalized wave paket between two on-
seutive branhes, whih means that the branhes do not yet interfere). Correspondingly
to this desription, in [7℄, the authors show that for the linear map, the semi-lassial mea-
sure ψ (t) onverges towards the Liouville measure, in the range of time 1
2
tE ≪ t ≪ 32tE .
J.M. Boulet and S. De Bièvre in [8℄ obtain a similar result for a non linear hyperboli
map, but for t ≪ 2
3
tE. S. Nonnenmaher in [50℄ reahes the time t ≪ 32tE . In [53℄, R.
Shubert has desribed evolution of an initial Lagrangian state under a hyperboli ow.
He has obtained similar results, namely equidistribution up to time t≪ tE . This is indeed
similar, beause an initial oherent state beomes a Lagrangian state at time
1
2
tE . This
range of time is also onsidered and ontrolled in [2, 1℄.
Longer time and interferene eets: For longer time very little is known. Some
arguments and numerial observations in [56℄ suggest that semi-lassial formula applies for
longer time. This is the subjet of the present work and the seond paper to ome [24℄. We
show that in the range of time t ∈ [0, C.tE], where C is any onstant, the evolved state ψ (t)
desribed by its Husimi distributionHus (x) = |〈x|ψ (t)〉|2, or by its Bargmann distribution
〈x|ψ (t)〉, an be expressed in general as a (nite) sum over dierent lassial trajetories
starting from the viinity of the initial state x0, and ending at time t in the viinity of
the point x (similarly to the semi-lassial Van-Vlek formula). These trajetories give
unavoidable interferenes eets for time t ≥ 3
2
tE , beause one an estimate that the sum
involves more than one trajetory. Similarly the trae formula expresses Tr
(
Mˆ t
)
as a
sum over periodi trajetories of period t. It is known that in spei ases, revival may
our
3
at time t ≃ 2tE [27℄, however it is expeted that at least generially, these dierent
ontributions are somehow unorrelated, and as a result, the state ψ (t) is generially
equidistributed over phase spae as an be observed on gure 1.
An important harateristi time whih is not onsidered here, beause far muh larger
than the atual semi-lassial approah ould reah, is the Heisenberg time tH = 1/h
(= 1000 in our example). This time is related with the mean separation between eigenvalues
of Mˆ . Some important eet of quantum haos are numerially observed at this range of
time, and explained by a Random Matrix Theory approah [5℄. It allows to desribe
statistial properties of individual eigenfuntions and eigenvalues. Note that ontrary to
the mathematial works whih are stopped by the Ehrenfest time, the Heisenberg time is
extremely disussed in the physial literature, essentially with the random matrix theory.
3
For a linear map, these interferenes eets are responsible for exat revival of quantum states at time
t = 2tE, and existene of non ergodi invariant semi-lassial measure (strong sars), as shown in [27, 26℄.
Reahing the time 2tE for the semi-lassial desription of a non linear hyperboli map, was the main
motivation of this work, although we have not yet any preise idea if strong sarring eet may exist for
general non linear hyperboli systems.
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1.3 Results and organisation of the paper
The main result of this paper is Theorem 12 page 33, whih shows that Gutzwiller semi-
lassial trae formula is valid for long time t ≃ C log (1/~), with any C > 0. This formula
expresses Tr
(
Mˆ t
)
in terms of semi-lassial invariants assoiated to periodi orbits of
period t, up to an arbitrary small error: for any K, there exists DC,k > 0, suh that∣∣∣Tr(Mˆ t)− Tsemi,t,J ∣∣∣ ≤ DC,K~K
with
Tsemi,t,J =
∑
x=M tx
∣∣
Det
(
DxM
t − 1)∣∣−1/2 exp (iAx,t/~) (1 + ~E1,x,t + ~2E2,x,t + . . .~JEJ,x,t)
with J > 2 (K + C), and where Ax,t ≡
∮
pdq−Hdt is the ation of the periodi orbit, and
Ej,x,t depends on semi-lassial Normal forms oeients of the periodi orbit.
This formula has already been derived in a similar form (i.e. with Normal form invari-
ants) many time [32℄[61℄[43℄[55℄, but for nite time t (with respet to ~) giving:∣∣∣Tr(Mˆ t)− Tsemi,t,K∣∣∣ ≤ Ct,K~K .
The main diulty to extend this last formula for larger time was twie: how to ontrol
that neither the error term Ct,K , nor the normal form oeients Ej,x,t do diverge, when
t ≃ C log (1/~) is so large. Suh divergenes ould a priori be expeted, due to exponential
inrease of the omplexity of the dynamis with t. For a linear hyperboli map, there
are no semilassial orretions, the trae formula is exat, and has been derived by J.P.
Keating [47℄.
In Setion 2, we dene the dynamis and reall important properties of uniform hyper-
boliity. In Setion 3, we desribe the periodi points and prepare the Trae Formula. In
Setion 4, we show how to ontrol the semi-lassial dynamis over large time, whih will
give us a ontrol of the above error term Ct,K . In Setion 5, we give a global semi-lassial
Normal form desription of the hyperboli dynamis, derived from a work of David DeLatte
[19℄ in the lassial ase, and as a result, this gives us a ontrol of the above oeients
Ej,x,t uniformly over x and t. Considering the results together, we dedue the semi-lassial
Trae Formula in Setion 6. The appendies, that an be skipped in a rst reading, give
proofs of the Propositions used in this paper. The results are illustrated with numerial
examples in Setion 6.2. It is observed there that our bounds on the errors are not sharp
at all, and that the validity of semi-lassial Gutzwiller formula seems to be muh better,
as already suggested in [56℄. We disuss again this fat in the onlusion, where we suggest
an alternative approah with prequantum dynamis, and some perspetives.
Aknowledgement 1. The author gratefully aknowledges Yves Colin de Verdière, Patrik
Gérard, San VuNgo for numerous disussions, and in partiular Stéphane Nonnenmaher
for helpful remarks and suggestions. We a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la Reherhe under the grant ANR-05-JCJC-0107-01.
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2 Quantum non linear Anosov map on the torus
In this setion we desribe the dynamial system onsidered in this paper, a non linear
area preserving map M on the torus T2. This map is onstruted as a perturbation of a
linear hyperboli map M0, and is supposed to be uniformly hyperboli (whih is true for
small enough perturbations beause of strutural stability theorem). In order to quantize
the map M in a natural way, we onstrut it from a Hamiltonian ow. This setion realls
some well known results about this onstrution.
2.1 Classial Dynamis
2.1.1 The linear map M0
Consider a quadrati Hamiltonian on phase spae x = (q, p) ∈ R2 with sympleti two
form ω = dq ∧ dp:
H0 (q, p) =
1
2
αq2 +
1
2
βp2 + γqp, (1)
with oeients α, β, γ ∈ R. The Hamilton equation of motion for the trajetory x (t)
are dq(t)/dt = ∂H0/∂p = γq + βp and dp(t)/dt = −∂H0/∂q = −αq − γp. We dedue that
the ow after time 1 is x(1) = M0x(0) with the matrix
M0
def
=
(
A B
C D
)
= exp
(
γ β
−α −γ
)
∈ SL (2,R) , (2)
i.e. det (M0) = AD − BC = 1. We assume that γ2 > αβ (equivalently Tr (M0) =
A+D > 2), so that M0 is a hyperboli map with two real eigenvalues e
±λ0
where λ0 =√
γ2 − αβ > 0 is alled the Lyapounov exponent. The two assoiated real eigenvetors
denoted by u0, s0 ∈ R2, orrespond to an unstable and a stable diretion for the dynamis.
Suppose moreover that A,B,C,D ∈ Z, i.e. M0 ∈ SL (2,Z). Then for any x ∈ R2, n ∈ Z2,
M0 (x+ n) = M0 (x) +M0 (n) ≡M0 (x) mod1
soM0 indues a map on the torus phase spae T
2 = R2/Z2, see gure 3. This map is Anosov
(uniformly hyperboli), with strong haoti properties, suh as ergodiity and mixing, see
[45℄ p. 154.
2.1.2 Hamiltonian perturbation
We introdue a non linear perturbation of the previous map. Consider a C∞ funtion on
the torus H1 : T
2 → R (i.e. H1 is a periodi funtion on R2). Let M1 be the map on R2
given by the Hamiltonian ow generated from H1 after time 1. We ompose the two maps
and dene
M
def
= M1.M0 (3)
Whih indues a map on T2 also denoted by M .
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pe−λ0 < 1 eλ0 > 1
M0 on T
2
Figure 3: Dynamis of M0 =
(
2 1
1 1
)
∈ SL (2,Z) on R2 and on T2.
Remarks:
1. The nal dynamis M t : R2 → R2, t ∈ Z, might be seen as generated by a time
dependant Hamiltonian H (x, t) (periodi in time t ∈ R but disontinuous).
2. There is a useful relation:
M (x+ n) = M (x) +M0 (n) , ∀x ∈ R2, n ∈ Z2. (4)
Proof. From M0 (x+ n) = M0 (x) + M0 (n), and M1 (x+ n) = M1 (x) + n, one dedues
M (x+ n) = M1M0 (x+ n) = M1 (M0 (x) +M0 (n)) = M (x) +M0 (n), beause M0 (n) ∈
Z2.
2.1.3 Hyperboli dynamis and strutural stability
Strutural stability theorem: The strutural stability theorem states that if the per-
turbation H1 is small enough with respet to the C
2
norm, then M is an hyperboli map
on T
2
onjugated to M0 by a Hölder ontinuous map H ([3℄,[45℄ p. 89):
10
Theorem 2. There exists ε > 0, suh that if ‖H1‖C2 < ε, then
M = H.M0.H
−1
(5)
with H : T2 → T2 Hölder ontinuous, and M is uniformly hyperboli in the following
sense.
Let DMx : TxT
2 → TM(x)T2 be the tangential map at x ∈ T2. For any x ∈ T2, there exists
a frame of tangent vetors (ux, sx) ∈ (TxT2), alled respetively unstable and stable
diretions, (hosen suh that
ux ∧ sx = 1 (6)
i.e. they form a sympleti basis. We an also impose that ‖ux‖ = ‖sx‖, in order to x
the hoie) and an expansion rate λx suh that:
DMx (ux) = e
λxuM(x), DMx (sx) = e
−λxsM(x), (7)
and more important: ux, sx, λx are Hölder ontinuous funtions of x ∈ T2. For any
x ∈ T2,
0 < λmin ≤ λx ≤ λmax, with λmin def= min
x∈T2
λx, λmax
def
= max
x∈T2
λx. (8)
In all the paper, we will suppose the perturbation to be weak enough so that the
previous theorem holds. See Figure 4.
Remarks
• Of ourse, for a null perturbation H1 = 0, M = M0, then λx = λ0 for every x.
• The onjugation Eq.(5) between M and M0 is very useful for topologial purpose.
For example, it implies that the periodi trajetories of M (and more generally all
the symboli dynamis) are in one-to-one orrespondene with those of M0. As
a onsequene, M has also strong haoti properties suh as topologial mixing.
However some more rened harateristi quantities of the dynamial systemsM0 and
M are dierent. For example the Lyapounov oeients of orresponding trajetories
of M and M0 are dierent, and this is related to the fat that the transformation
map H is not C1, and does not onserve area. To understand the quantum (or semi-
lassial) dynamis of M , the equivalene Eq.(5) is not strong enough, beause in
semilassial analysis, we need sympleti onjugations (here, H does not onserve
area and an not be quantized).
• In [40℄, it is shown that ux, sx, λx are C2−δ funtions of x, but we will not use it.
• For pratial purpose, we introdue Qx ∈ SL (2,R), x ∈ R2, the sympleti matrix
11
whih transforms the anonial basis (eq, ep) of R
2
to the basis (ux, sx):
Qx =
(
(ux)q (sx)q
(ux)p (sx)p
)
. (9)
Qx depends ontinuously on x ∈ T2. We an write:
DMx = QMx
(
exp (λx) 0
0 exp (−λx)
)
Q−1x (10)
• Expliit expression of ux and sx: Let u0 ∈ R2 be any given vetor, and denote
[u0] ∈ P (R2) its diretion in the projetive spae and [DMx] the ation of DMx in
the projetive spae. Then the diretion of ux is given by
[ux] = lim
t→−∞
[
DM tM−t(x)
]
[u0]
whih onverges for almost every u0. Similarly the stable diretion is given by
[sx] = lim
t→+∞
[
DM−tM t(x)
]
[s0]
where s0 is a given vetor.
2.1.4 Example for numerial illustrations
In this paper we will illustrate the results by numerial alulations in a spei example.
The linear non perturbed map is:
M0 =
(
2 1
1 1
)
(11)
with Lyapounov oeient λ0, given by e
λ0 = 3+
√
5
2
= 2, 62 . . .. The perturbation M1
is generated by the Hamiltonian
H1 (q, p) = a cos (2πq) , a = 0.01
giving a hyperboli map on T2
M
def
= M1M0 (12)
Figure 4 shows the torus phase spae foliated by stable and unstable manifolds.
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sx
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x
Figure 4: Part of Stable and unstable manifolds of the Anosov map M , Eq.(12), passing
through the origin (0, 0). At every point x ∈ T2, ux, sx are vetors tangent to the foliation.
2.2 Quantum mehanis
2.2.1 Quantum mehanis on the plane
The Hilbert spae assoiated to the plane phase spae R2 is Hplane def= L2 (R). The Hamil-
tonian operator Hˆ0 is obtained by Weyl quantization of H0, Eq.(1):
Hˆ0 = OpWeyl (H0) =
α
2
qˆ2 +
β
2
pˆ2 +
γ
2
(qˆpˆ+ pˆqˆ) ,
Where the operators are dened by (qˆϕ) (q)
def
= qϕ (q) and (pˆϕ) (q)
def
= −i~
(
dϕ
dq
)
(q),
with ϕ ∈ L2 (R) in suitable domains, and where the Plank onstant ~ > 0 has been
introdued. The Shrödinger equation denes the evolution of ϕ (t) ∈ Hplane = L2 (R):
dϕ (t)
dt
= − i
~
Hˆ0ϕ (t) ,
and generates a unitary evolution operator between time t = 0→ 1, written Mˆ0:
ϕ(1) = Mˆ0ϕ (0) , Mˆ0 = exp
(
− i
~
Hˆ0
)
. (13)
Similarly, we dene Hˆ1 = OpWeyl (H1) to be the Weyl quantization
4
of H1, and Mˆ1 =
exp
(
− i
~
Hˆ1
)
the evolution operator after time 1. Finally the quantum map is
Mˆ = Mˆ1.Mˆ0 : Hplane →Hplane (15)
4
Expliitely, if H1 is expanded in Fourier series:
H1 (q, p) =
∑
n=(n1,n2)∈Z2
cne
i2pi(n1q+n2p)
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also written Mˆplane in the following, and not to be onfused with the quantum map Mˆtorus
for the torus phase spae introdued below.
Unitary translation operators: For v = (v1, v2) ∈ R2, let
Tv :
{
R2 → R2
x 7→ Tv (x) = x+ v
(16)
be the translation on lassial phase spae. This translation an be expressed as the ow of
the Hamiltonian funtion f (q, p) = (v1p− v2q) after time 1. The orresponding quantum
translation operator is dened by:
Tˆv
def
= exp
(
− i
~
(v1pˆ− v2qˆ)
)
. (17)
These quantum translations satisfy the algebrai relation of the Weyl-Heisenberg group[28℄[51℄:
Tˆv Tˆv′ = e
iS/~ Tˆv+v′ , (18)
with S = 1
2
(v2v
′
1 − v1v′2) = −12v ∧ v′. For any matrix M0 ∈ SL(2,R), one trivially has
M0 (x+ v) = M0 (x) +M0 (v) whih rewrites M0Tv = TM0vM0. This intertwining persists
at the quantum level:
Mˆ0Tˆv = TˆM0vMˆ0. (19)
We dedue a relation for the non linear quantum map Mˆ analogous to the lassial
relation Eq.(4) :
MˆTˆn = TˆM0(n)Mˆ, ∀n ∈ Z2 (20)
Proof. From Eq.(14) and Eq.(16), we an write Hˆ1 =
∑
n=(n1,n2)∈Z2 cnTˆ−2π~n. From Eq.(18),
one has
[
Tˆ−2π~n, Tˆn′
]
= 0. We dedue that
[
Tˆn′, Hˆ1
]
= 0,
[
Tˆn′ , Mˆ1
]
= 0, for any n′ ∈ Z2,
whih reets the periodiity of the funtion H1 at the quantum level. Then using Eq.(19),
MˆTˆn = Mˆ1Mˆ0Tˆn = Mˆ1TˆM0(n)Mˆ0 = TˆM0(n)Mˆ .
2.2.2 Quantum mehanis on the torus
At the lassial level, the torus phase spae was obtained by introduing periodiity on R2
with respet to the Z2 lattie, generated by translations T(1,0) and T(0,1). The same on-
strution an be done in quantum mehanis. The dierene is that we have to hek that
(with c−n = cn, so that H1 is real valued), then
Hˆ1 = OpWeyl (H1) =
∑
n=(n1,n2)∈Z2
cne
i2pi(n1qˆ+n2pˆ)
(14)
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the quantum translation operators Tˆ(1,0) and Tˆ(0,1) ommute before we onsider their om-
mon eigenspaes. From Eq.(18), we have Tˆ(1,0)Tˆ(0,1) = e
−i/~Tˆ(0,1)Tˆ(1,0), so
[
Tˆ(1,0), Tˆ(0,1)
]
= 0
if and only if ~ is suh that
N
def
=
1
2π~
∈ N∗ (21)
We will suppose ondition Eq.(21) from now on . We dene
Htorus def=
{
ϕ ∈ S ′ (R) / Tˆ (1,0)ϕ = ϕ, Tˆ (0,1)ϕ = ϕ
}
In order to have a onrete expression of a wave funtion ϕ ∈ Htorus5, remark that
using ~-Fourier-Transform dened by ϕ˜ (p)
def
= 1√
2π~
∫
dq ϕ (q) e−ipq/~, then ϕ ∈ Htorus is
haraterized by the periodiity onditions ϕ˜ (p+ 1) = ϕ˜ (p) and ϕ (q + 1) = ϕ (q). The
periodiity of ϕ˜ implies that ϕ (q) =
∑
n∈Z anδ
(
q − n
N
)
, with an ∈ C. The periodiity of
ϕ (q) implies that an+N = an for any n. So ϕ ∈ Htorus is speied by (an)n=1→N ∈ CN . We
dedue that:
dimHtorus = N = 1
2π~
.
For simpliity we also assume, that N is even, so that, using Eq.(18), Tˆn=(n1,n2) =
Tˆ n1(1,0)Tˆ
n2
(0,1) for any n ∈ Z2. We dene a onto projetor Pˆ : Hplane → Htorus (with a dense
domain whih ontains S (R)), whih makes a quantum state periodi with respet to the
lattie Z
2
in phase spae:
Pˆ def=
∑
(n1,n2)∈Z2
Tˆ n1(1,0) Tˆ
n2
(0,1) =
∑
n∈Z2
Tˆn. (22)
From Eq.(19), we dedue:
MˆPˆ = PˆMˆ (23)
In other words we have a ommutative diagram:
Hplane Mˆ−−→ Hplane
↓ Pˆ ↓ Pˆ
Htorus Mˆ−−→ Htorus
Whih means that Mˆ indues an endomorphism:
Mˆtorus = Mˆ1.Mˆ0 : Htorus →Htorus (24)
When no onfusing is possible, we will write Mˆ for this operator Mˆtorus.
5Htorus is the well known spae for Finite Fourier Transform.
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2.2.3 Standard oherent states
We will use in many instanes some partiular quantum states, the standard oherent
states [51℄[57℄, whih are semi-lassially loalized on phase spae. For x = (q, p) ∈ R2, the
oherent state ϕx ∈ Hplane is ϕx (q′) def= 1(π~)1/4 exp
(−i pq
2~
)
exp
(
ipq
′
~
)
exp
(
− (q′−q)2
2(
√
~)
2
)
. Semi-
lassial loalization of ϕx at x ∈ R2 in phase spae omes from the fat that its modulus
is a Gaussian loalized around q with width ∆q ≃ √~ (whih vanishes for ~ → 0). Its
~-Fourier Transform is ϕ˜x (p
′) = 1
(π~)1/4
exp
(−i pq
2~
)
exp
(
−i qp′
~
)
exp
(
− (p′−p)2
2(
√
~)
2
)
, similarly
loalized around p. More algebraially, ϕ0 ∈ Hplane (with x = 0), is the ground state of
the Harmoni Osillator and is dened by aϕ0 = 0, with a = (qˆ + ipˆ) /
√
2~. The oherent
state ϕx is then obtained by translation
ϕx
def
= Tˆxϕ0, x = (q, p) ∈ R2. (25)
For short, we will also write |x〉 def= ϕx for a oherent state. The Husimi distribution of
a quantum state ψ ∈ Hplane is the positive measure on phase spae:
Husψ (x)
def
=
1
2π~
|〈x|ψ〉|2
The losure relation is ([51℄ p. 15)
Iˆd/Hplane =
∫
R2
dx
2π~
|x〉〈x| (26)
A oherent state on the torus is dened by periodiity, using Eq. (22):
|x〉torus def= Pˆ|x〉 ∈ Htorus
They provide the losure relation:
Iˆd/Htorus =
∫
[0,1]2
dx
2π~
|x〉torus〈x| (27)
3 The map as a sum over periodi points
In the rst part of this setion we haraterize and ount the number of periodi points of
the map M with a given period t ∈ Z. These points are shown to play an important role
in the seond part, where we will express Mˆ ttorus, dened in Eq.(24), and its trae in terms
of them. Some parts of this setion an be found in [46℄ or [52℄.
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3.1 Periodi points of M
Consider a disrete time t ∈ Z\ {0}. A point x ∈ R2 gives a periodi point [x] ∈ T2 of M
with period t if
M t [x] = [x]
⇔ ∃n ∈ Z2 /M tx = x+ n
⇔ ∃n ∈ Z2 / Tt (x) = n
with the map
Tt def=
{
R2 → R2
x → Tt (x) = M t (x)− x
Periodiity of Tt: From Eq.(4), we get
Tt (x+m) = Tt (x) + T0,(t) (m) , ∀x ∈ R2, ∀m ∈ Z2
Where T0,(t) (x) def= M t0 (x)− x. In partiular T0,(t) (m) ∈ Z2 for any m ∈ Z2. We introdue
the sub-lattie of Z2:
Λt
def
= T0,(t)
(
Z
2
) ⊂ Z2 (28)
generated by e1 = T0,(t) (1, 0) ∈ Z2 and e2 = T0,(t) (0, 1) ∈ Z2. We denote by Ct ⊂ Z2 the
elements whih belong to the origin ell of Λt:
Ct def=
{
n ∈ Z2 / T −10,(t) (n) ∈ [0, 1[2
}
Of ourse Ct ≡ Z2/Λt.
Proposition 3. For a small enough perturbation, Tt is a dieomorphism, for every t.
Periodi points with period t an be labeled by n ∈ Z2:
xn,t
def
= T −1t (n) , n ∈ Z2 (29)
Dierent values n, n′ may give the same point [xn,t] = [xn′,t]. The periodi points [xn,t] ∈
T2 on the torus are in one to one orrespondene with n ∈ Ct. The number of periodi
points with period t is
Nt def= ♯ (Ct) =
∣∣det (T0,(t))∣∣ = ∣∣det (M t0 − I)∣∣ (30)
= eλ0t − 2 + e−λ0t (≃ eλ0t for t≫ 1)
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Proof. Using Eq.(10), the matrix of (DTt)xis
(DTt)x =
(
DM t
)
x
− Id = QM tx
(
exp (Λx,t) 0
0 exp (−Λx,t)
)
Q−1x − Id
with Λx,t =
∑t−1
t′=0 λM t′x , so λmint ≤ Λx,t ≤ λmaxt. We have supposed that λmin > 0. Then
det ((DTt)x) = det
((
exp (Λx,t) 0
0 exp (−Λx,t)
)
−Q−1M txQx
)
The matrix Q−1x′ Qx goes to identity (uniformly in x, x
′ ∈ T2) when the perturbation van-
ishes. Therefore, we an write Q−1x′ Qx = Id + εAx,x′, where Ax,x′ has matrix elements
bounded by 1 in absolute value, and ε goes to zero when the perturbation vanishes. One
omputes
det ((DTt)x) = 2 (1− cosh Λx,t) + εA11
(
e−Λx,t − 1)+ εA22 (eΛx,t − 1)+ ε2det (A)
and dedues
|det ((DTt)x)| > 2 (1− ε) (cosh (λmint)− 1)− 3ε > 0
for small enough ε. We dedue that Tt is a dieomorphism on R2.
Remarks:
• Note that two periodi points xn′,t, xn,t may belong to the same periodi orbit of
Mtorus. Expliitely:
xn′,t = M (xn,t)⇔ n′ = M0 (n)
so periodi orbits of M on T2 with period t, are in one to one orrespondene with
periodi orbits of M0 ating on the nite set Ct ≡ Z2/Λt.
• Here is the number of periodi points with period t, for the example Eq. (11), see
gure 5:
t 1 2 3 4 5 6 7 8 9 10 11 . . .
Nt 1 5 16 45 121 320 841 2205 5776 15125 39601 . . .
3.2 Expression of the quantum map Mˆ ttorus, using periodi points
For a given t ∈ Z, we onsider (
PˆMˆ tplane
)
: Hplane → Htorus
dened on a suitable dense domain (whih ontains the Shwartz spae S (R)), where Pˆ is
dened in Eq.(22), and Mˆplane is dened in Eq.(15) . This operator
(
PˆMˆ tplane
)
is important
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Figure 5: Periodi points of map M , Eq. (12), with period t = 7. There are Nt = 841
periodi points.
to look at, beause if one wants any matrix element of the quantum map 〈ψ˜2|Mˆ ttorus|ψ˜1〉,
with |ψ˜1〉, |ψ˜2〉 ∈ Htorus, then one just has to onsider lifted states on the plane |ψ1〉,
|ψ2〉 ∈ Hplane, suh that |ψ˜i〉 = Pˆ|ψi〉, i = 1, 2, and then
〈ψ˜2|Mˆ ttorus|ψ˜1〉 = 〈ψ2|PˆMˆ tplane|ψ1〉 (31)
We will now write Mˆ instead of Mˆplane. One writes:(
PˆMˆ t
)
=
∑
n∈Z2
Tˆ−nMˆ t =
∑
n∈Z2
Mˆn,t (32)
with
Mˆn,t
def
= Tˆ−nMˆ t : Hplane →Hplane (33)
where n ∈ Z2, and t ∈ Z. The orresponding lassial map is of ourse
Mn,t :
{
R2 → R2
x → Mn,t (x) = M t (x)− n (34)
The map Mn,t will be used many times in this paper. It is an hyperboli map (translation
of M t), whose unique xed point is the periodi point xn,t, given by Eq.(29), beause:
Mn,t (xn,t) = M
t (xn,t)− n = xn,t.
3.2.1 Periodiity of the deomposition
We deompose now the sum over n ∈ Z2 in Eq. (32), with respet to the lattie Λt dened
by Eq. (28). First, any n′ ∈ Z2 an be deomposed in the unique way:
n′ = n+ T0 (m) , n ∈ Ct, m ∈ Z2
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Observe that for n,m ∈ Z2 (we use Eq.(20)),
Mˆn+T0(m),t = Tˆ−n−T0(m)Mˆ
t = Tˆ−n−M0(m)+mMˆ
t
= eiF(n,m)/~TˆmTˆ−nTˆ−M0(m)Mˆ
t = eiF(n,m)/~TˆmTˆ−nMˆ t Tˆ−m
= eiF(n,m)/~TˆmMˆn,tTˆ−m
The phase F omes from Eq.(18) and is given by:
F (n,m) = 1
2
(n ∧M0 (m)−m ∧ (n+M0 (m)))
But 2F is an integer so eiF(n,m)/~ = ei2πNF(n,m) = +1 beause we have supposed N even.
Therefore (
PˆMˆ t
)
=
∑
n∈Z2
Mˆn,t =
∑
m∈Z2
TˆmMˆCt Tˆ−m (35)
with
MˆCt
def
=
∑
n∈Ct
Mˆn,t
From Proposition 3, this last expression of MˆCt is a nite sum over periodi points, with
Nt terms.
3.2.2 Trae of Mˆ ttorus
Remark that Tr
(
Mˆ ttorus
)
is well dened beause Mˆ ttorus ats in Htorus whih is a nite
dimensional spae. On the opposite Mˆn,t = Tˆ−nMˆ t is a unitary operator in Hplane = L2 (R)
and is not of Trae lass. Nevertheless we will dene a linear funtional whih an be
thought as a trae.
Proposition 4. For any t ∈ Z, and any n ∈ Z2, the following integral is absolutely
onvergent:
T
(
Mˆn,t
)
def
=
∫
R2
dx
2π~
〈x|Mˆn,t|x〉 (36)
where |x〉 is a standard oherent state at x ∈ R2 dened in Eq.(25). We have the relation
Tr
(
Mˆ ttorus
)
=
∑
n∈Ct
T
(
Mˆn,t
)
(37)
Eq.(37) is an exat formula (not semi-lassial). It is a sum over Nt terms. This formula
does not use the assumption that M is hyperboli.
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Proof. A oherent state |x〉 belongs to S (R). Using losure relations Eq.(26) and Eq.(27),
together with Eq.(31) and Eq.(35), we ompute:
Tr
(
Mˆ ttorus
)
=
∫
[0,1]2
dx
2π~
〈x|Mˆ ttorus|x〉torus =
∫
[0,1]2
dx
2π~
〈x|PˆMˆ tplane|x〉
=
∫
[0,1]2
dx
2π~
∑
n∈Ct
∑
m∈Z2
〈x|TˆmMˆn,tTˆ−m|x〉
=
∑
n∈Ct
∫
[0,1]2
∑
m∈Z2
dx
2π~
〈x−m|Mˆn,t|x−m〉
The sums are absolutely onvergent. In partiular:∫
[0,1]2
∑
m∈Z2
dx
2π~
〈x−m|Mˆn,t|x−m〉 =
∫
R2
dx
2π~
〈x|Mˆn,t|x〉 = T
(
Mˆn,t
)
,
and we obtain Tr
(
Mˆ ttorus
)
=
∑
n∈Ct T
(
Mˆn,t
)
.
4 Semi-lassial desription of the dynamis
We do not have yet onsidered the semi-lassial limit ~→ 0. In this setion, we give the
essential Theorem (Theorem 6 below) whih shows that in the semi-lassial limit, long
time quantum dynamis an be expressed in terms of individual lassial trajetories.
4.1 Neighborhood of a point in phase spae and loalized states
We rst introdue the notion of a semi-lassial neighborhood of a point in phase spae.
Let x ∈ R2 be a point in phase spae, and 0 < α < 1/2. Let
Dx,α
def
=
{
y ∈ R2 / |y − x| < ~1/2−α} (38)
be the disk of enter x and radius ~1/2−α, whih shrinks to zero as ~ → 0. We dene the
trunation operator:
Pˆx,α
def
=
∫
y∈Dx,α
dy
2π~
|y〉〈y| = OpAW
(
χDx,α
)
(39)
being the Anti-Wik quantization of the harateristi funtion of the disk Dx,α [51℄. We
will often drop the index α, and write Pˆx
def
= Pˆx,α. In the ase x = 0, we will drop the
index x, and write: Pˆα
def
= Pˆx=0,α. Notie that in omparison with Eq.(26), the integral is
restrited to the disk Dx,α. The meaning of the operator Pˆx is that it trunates a quantum
states in the viinity of the point x. A quantum state is said to be loalized at point x, if
this trunation has no eet on it in the semi-lassial limit. More preisely:
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Dénition 5. A sequene of normalized quantum state ψ~ ∈ Hplane (sequene whih
depends on ~→ 0) is said to be α−loalized at point x ∈ R2, if∥∥∥ψ − Pˆx,αψ∥∥∥
L2
= O (~∞) (40)
Examples: a oherent state |x〉 is α−loalized at x, for any 0 < α < 1/2. For any xed
n ∈ N, let |n〉 be the eigenstate of the harmoni osillator: 1
2
(pˆ2 + qˆ2) |n〉 = ~ (n + 1
2
) |n〉,
and let |x, n〉 = Tˆx|n〉. Then |x, n〉 is α−loalized at x, for any 0 < α < 1/2.
4.2 Semi-lassial evolution in a neighborhood of a lassial tra-
jetory
Let x ∈ R2, and onsider the lassial trajetory x (t) = M tx ∈ R2, for t ∈ N. The following
Theorem will be useful in order to ompute matrix elements of the quantum evolution
operator, of the form 〈ψ2|Mˆ t|ψ1〉, where ψ1 is loalized at x (0), and ψ2 is loalized at x (t).
From Eq.(40), 〈ψ2|Mˆ t|ψ1〉 = 〈ψ2|Pˆx(t)Mˆ tPˆx(0)|ψ1〉 + O (~∞), so the omputation involves
the operator Pˆx(t)Mˆ
tPˆx(0).
Theorem 6. For any C > 0, any t, suh that 1 ≤ t < C log (1/~), any 0 < α < 1/2, any
K > 0, there exists CK > 0, suh that for any x = x (0) ∈ R2, then in L2 operator norm:∥∥∥Pˆx(t)Mˆ tPˆx(0) − Pˆx(t)MˆPˆx(t−1)MˆPˆx(t−2) . . . Mˆ Pˆx(0)∥∥∥
L2
≤ CK~K (41)
The proof is given in appendix A page 37, but we give the main idea below.
Remarks:
• To shorten we write that the error is O (~∞) uniformly with respet to x ∈ R2.
• This relation means that in order to ompute Pˆx(t)Mˆ tPˆx(0), we an introdue trun-
ation operators all along the trajetory, without hanging the result signiantly in
the semi-lassial limit. In other words the operator Pˆx(t)Mˆ
tPˆx(0) depends only on the
dynamis in the viinity of the trajetory x (0) → x (t). This result will allow us to
use normal forms in the next Setion, whih give a nie desription of the dynamis
in the viinity of any trajetory.
• Idea of the proof: Let us explain here the main idea of the proof but at the level
of lassial dynamis. The proof follows the same idea. From denition Eq.(39), the
operator Pˆx(t) =
∫
x∈Dt
dx
2π~
|x〉〈x| trunates quantum states on the disk Dt of small
radius ~1/2−α, and enter x (t). The transription of Eq.(41) in lassial dynamis is
Dt ∩M t (D0) = Dt ∩M (Dt−1 . . .M (D1 ∩M (D0))) (42)
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To show this, let G1 = M (D0) \D1. Let F1 suh that R2 = D1∪F1∪G1 is a disjoint
union. So F1 ∩M (D0) = ∅. Then
Dt ∩M t (D0) = Dt ∩M t−1
(
R
2 ∩M (D0)
)
(43)
= Dt ∩M t−1 ((D1 ∪ F1 ∪G1) ∩M (D0))
=
(
Dt ∩M t−1 (D1 ∩M (D0))
) ∪ (Dt ∩M t−1 (G1))
Now observe that G1 is the set of points oming from D0 but who leave the set D1 in
the unstable diretion. Due to uniform hyperboliity and the fat that we onsider
the dynamis on the over R2, the set G1 goes away from the trajetory x (t) in
the unstable diretion. This gives: Dt ∩ M t−1 (G1) = ∅. Then Eq.(43) simplies
to Dt ∩M t (D0) = Dt ∩M t−1 (D1 ∩M (D0)). Repeating this argument, we get Eq.
(42). (For illustration, see Figure 9 page 41).
• From the idea of the proof given above, it is lear that Eq.(41) holds beause it
onerns the phase spae over R2. Points who leave the trajetory in the unstable
diretion never ome bak. At the semi-lassial level, there is no interferene eets.
The interferene eets ome when passing to the torus whih is ompat, and are
due to the sum Eq.(32).
Consequene for the trae There is a onsequene of Theorem 6, whih shows that
the integral Eq.(36) up to a negligible error, an be restrited to a neighborhood of the
xed point xn,t of the map Mn,t , Eq.(34). This Lemma will be useful in order to obtain
the semilassial Trae formula.
Lemma 1. For any C > 0, any t, suh that 1 ≤ t < C log (1/~), any 0 < α < 1/2:
T
(
Mˆn,t
)
=
∫
x∈Dxn,t
dx
2π~
〈x|Mˆn,t|x〉+O (~∞) (44)
= Tr
(
Mˆn,tPˆxn,t
)
+O (~∞) = Tr
(
Pˆxn,tMˆn,tPˆxn,t
)
+O (~∞)
The error is uniform with respet to the point xn,t (i.e. with respet to t and n ∈ Z2).
Note that Pˆx is a trae lass operator, Mˆn,t is bounded, so
(
Mˆn,tPˆxn,t
)
is also trae
lass. Although intuitive, our proof of Lemma 1 is quite long and is given in Appendix B.
5 Semi-lassial non-stationary Normal Form
In the previous Setion, we have explained that long time quantum dynamis an be ex-
pressed with the operator Pˆx(t)Mˆ
tPˆx(0), where x (t) = M
tx (0) is a given lassial trajetory.
Using trunation operators all along the trajetory, we have shown in Theorem 6, that the
operator Pˆx(t)Mˆ
tPˆx(0) depends in fat only of the viinity of the trajetory x (t
′), t′ ∈ [0, t].
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There appeared operators like PˆM(x)MˆPˆx, with x ∈ R2. This suggests to use a loal de-
sription of the dynamis along the trajetory, in terms of a Taylor expansion up to a
given order J . Using onvenient anonial oordinates, we an make this desription in its
simplest form, alled a normal form expansion. This is Theorem 8 below. A normal form
expression of the dynamis is partiularly interesting for large time, beause along a given
trajetory we will obtain a produt of normal forms operators whih is quite easy to alu-
late (beause they ommute together). In partiular, for a periodi orbit the omputation
of the trae will be expliit.
For lassial hyperboli map on the torus, David DeLatte in [19℄, has shown that there
exists a global and uniform normal form expression, alled non-stationary normal form,
whih is unique up to o-boundary terms. In this setion we develop the semi-lassial
version of his result, and use it to ontrol long time evolution. Semi-lassial normal
form for individual unstable trajetories is already a well known and very useful tool in
semilassial analysis, see [11, 15, 12℄, [60, 61℄,[54℄,[42, 41℄. Our approah of semi-lassial
non stationary normal forms follows losely the exposition of J. Sjöstrand in [54℄, but will
be adapted to the normal form approah of David DeLatte [19℄, whih is uniform over
phase spae and not individual for periodi orbits. Therefore it will give a satisfatory
ontrol of the normal form expressions for long (periodi) orbits.
In this Setion we give the main result useful for our purpose, and in appendix D,
we give the proofs and more details, in partiular we present there the semi-lassial non
stationary normal form theory in terms of Hamiltonian ows. This ould be useful in order
to extend the present results to more general hyperboli Hamiltonian ows.
5.1 Semi-lassial non-stationary normal form
We give here the semi-lassial version of a Theorem of David DeLatte [19℄ about non
stationary normal forms.
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Theorem 7. Let J ≥ 2 even, be the order of the normal form alulation. Let 0 <
α < 1/2. The evolution operator Mˆ in the neighborhood of any point x ∈ R2 is well
approximated by a normal form operator Nˆx:∥∥∥PˆM(x)MˆPˆx − PˆM(x) (TˆM(x)NˆxTˆ −1x ) Pˆx∥∥∥
L2
≤ C~A (45)
with A =
(
1
2
− α′) (J + 1)− 1, any α < α′ < 1/2, and C independent of x. The operator
Nˆx = exp
(
− i
~
Kˆx
)
(46)
is generated by a Hamiltonian with a total Weyl symbol Kx (q, p) whih is a normal form
up to order J :
Kx (q, p) =
∑
0≤l+j≤J/2
λl,j,(x)~
l (qp)j (47)
λ0,1,(x) = λx is the loal expansion rate already introdued in Eq.(7), and the meaning of
the other λl,j,(x) is disussed below. Tˆx is a produt of unitary operators:
Tˆx = TˆxQˆxUˆG1,xUˆG2,x . . . UˆGnmax,x (48)
where Tˆx is the translation operator Eq.(17), Qˆx is the Weyl quantization of the linear
sympleti map Qx, Eq.(9). The next operators give non linear orretions: the operator
UˆGn,x = exp
(
− i
~
Gˆn,x
)
is generated by Gˆn,x whose Weyl symbol is equal to
Gn,x (q, p) = gl,a,b,(x)~
lqapb, with 3 ≤ 2l + a+ b ≤ J
in a neighborhood of the origin (the index n enumerates all the indies (l, a, b) in the range
3 ≤ 2l+ a+ b ≤ J , and with inreasing order of (2l + a+ b)). The funtions gl,a,b,(x) and
λl,j,(x) for (l, j) 6= (0, 0), are ontinuous with respet to x ∈ T2. The funtion λ0,0,(x) is
ontinuous with respet to x ∈ R2 (but not periodi).
The proof is given in appendix D.
Remarks:
• Eq.(45) is interesting if the error vanishes in the semi-lassial limit ~ → 0, so if
(J + 1)
(
1
2
− α)− 1 > 0⇔ J ≥ 1+2α
1−2α , for example if J = 2 and 0 < α < 1/6.
• If J = 2, the normal form desription is just at the level of linear approximation. It
is the quantum version of Eq.(10) and relies on uniform hyperboliity. In the proof,
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it will be lear that the next order terms are obtained iteratively from this linear
approximation, as usual in normal form alulations.
• Eq.(45) has a lassial version, with maps Nx, Tx instead of operators Nˆx, Tˆx re-
spetively, and with similar Taylor expansions, but without the semilassial terms
~l, l ≥ 1. The lassial normal form is expressed in Figure 6, and orresponds to the
theorem 1.1, p. 238 given in [19℄ by David DeLatte (the formal version). In [19℄[20℄,
David DeLatte proved a more stronger result: if M is analyti, then normal form
series of Kx and Tx are onvergent in a neighborhood of (q, p) = (0, 0), for J → ∞.
Thanks to trunation operators, we will not need this result.
p
sx
x
ux
q
M(x)
M
sMx
uMx
q′
p′
Tx
TMx Nx
0
Figure 6: This piture tradues the onjugation relation Eq.(45) of the non stationary
normal form. Here, in a neighborhood of a point x, the lassial map M ≡ TM(x)NxT −1x
is onjugated to a map Nx whih is a normal form up to order J , and has 0 as hyperboli
xed point.
• The main non trivial result in Theorem 7 is the ontinuity and periodiity of Nx and
Tx with respet to x. This is a global onstraint over the torus, and relies on the
uniform hyperboliity of the dynamis. This ontinuity is already given in Theorem
2 for the expansion rate λx. In the proof, this appears in Lemma 12.
• λ0,0,(x) is alled the Ation of the path x → M (x). It is given by the integral
λ0,0,(x) = −
∫
1
2
(pdq − qdp)−Hdt along the trajetory, as explained in Eq.(105) page
60. λ0,0,(x) is a onstant term in the funtion Eq.(47) and does not appear in the
lassial version of the Theorem, but is fundamental to explain the interferene eets
in quantum mehanis. For a geometri interpretation of λ0,0 (x) in terms of parallel
transport on a Complex line bundle over the phase spae (alled the prequantum
bundle), see [25℄ and referenes therein.
• We will use later on, the fat that for (j, l) 6= (0, 0), λj,l,(x) is a ontinuous funtion
of x ∈ T2, and is therefore bounded:
λj,l,min
def
= minx∈T2
(
λj,l,(x)
) ≤ λj,l,(x) ≤ λj,l,max def= maxx∈T2 (λj,l,(x)) (49)
26
• The funtion λ1,0,(x) = λx is equal to the expansion rate introdued in Eq.(7), and
is alled the Lyapounov oyle. The funtion λ2,0,(x) of x, is alled the Anosov
oyle and is an obstrution to C2 regularity of the unstable/stable foliation, see
[40℄, or [37℄ p. 289. These two oyles are the rst terms of the series λj,l of
(semi-lassial) oyles.
5.2 Semi-lassial normal form for a long orbit
We will now ombine Eq.(41) and Eq.(45) along a given trajetory x (t) = M tx starting
from x ∈ R2. Let us rst dene
Nˆx,t
def
= NˆM t−1(x)NˆM t−2(x) . . . Nˆx
to be the produt of Normal forms Nˆx = exp
(
− i
~
Kˆx
)
along the trajetory. Quantum
normal forms Hamiltonian Kˆx at dierent point x ommute together (this is proved in
Eq.(67) page 31). So the produt Nˆx,t an be written
Nˆx,t = exp
(
− i
~
tKˆx,t
)
(50)
where Kˆx,t = OpWeyl (Kx,t) has total Weyl symbol:
Kx,t (q, p)
def
=
1
t
t−1∑
s=0
KMsx (q, p)
whih is just a time average along the trajetory. Using Eq.(47) we an write
Kx,t (q, p) =
∑
0≤l+j≤J/2
µl,j,(x),t~
l (qp)j (51)
with oeients
µj,l,(x),t
def
=
1
t
t−1∑
s=0
λj,l,(Msx) (52)
From Eq.(49), we dedue that µj,l,(x),t is bounded uniformly with respet to x ∈ T2 and
t ∈ Z (i.e. for any orbit):
λj,l,min ≤ µj,l,(x),t ≤ λj,l,max (53)
We an now state:
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Theorem 8. For any J ≥ 2, any C > 0, any 0 < α < 1/2, there exists C1 > 0, suh that
for any 0 < t ≤ C log (1/~), and any initial point x ∈ R2, any 1/2 > α′ > α,∥∥∥PˆM t(x)Mˆ tPˆx − PˆM t(x) (TˆM t(x)Nˆx,tTˆ −1x ) Pˆx∥∥∥
L2
≤ t C1 ~(J+1)( 12−α′)−1 (54)
As a orollary, for a periodi orbit, i.e. any xed point xn,t of M
t
torus given by Eq.(29):∣∣∣T(Mˆn,t)− eiAn/~Tr(PˆαNˆ(xn,t),tPˆα)∣∣∣ ≤ tC1 ~(J+1)( 12−α′)−1−α′ (55)
where Mˆn,t is dened in Eq.(33), T
(
Mˆn,t
)
is dened in Eq.(36), and
An,t
def
=
1
2
n ∧ xn,t (56)
Remarks:
• The onstant An,t and µ0,0,(xn,t),t = −1t
∫
1
2
(pdq − qdp) − Hdt dened in Eq.(52),
ontribute to the total ation of the periodi orbit dened by:
An,t def= An,t − tµ0,0,(xn,t),t (57)
Proof. The proof of Eq.(54) ombines Theorem 6 and Theorem 7 in three steps. First from
Eq.(45), we dedue that ∥∥∥Pˆx(t)MˆPˆx(t−1)MˆPˆx(t−2) . . . MˆPˆx(0)
−Pˆx(t)
(
Tˆx(t)Nˆx(t−1)Tˆ −1x(t−1)
)
Pˆx(t−1)
(
Tˆx(t−1)Nˆx(t−2)Tˆ −1x(t−2)
)
Pˆx(t−2) . . . Pˆx(0)
∥∥∥
L2
= Ct~A
We an now apply Theorem 6 to the sequene of hyperboli maps
(TM(x)NxT −1x ) in order
to take o the intermediate operators Pˆx(s). We obtain:∥∥∥Pˆx(t) (TˆM t(x)Nˆx,tTˆ −1x ) Pˆx(0)
−Pˆx(t)
(
Tˆx(t)Nˆx(t−1)Tˆ −1x(t−1)
)
Pˆx(t−1)
(
Tˆx(t−1)Nˆx(t−2)Tˆ −1x(t−2)
)
Pˆx(t−2) . . . Pˆx(0)
∥∥∥L2 = O (~∞)
Combining the last two equations with Eq.(41), we obtain nally Eq.(54). Now we will
prove Eq.(55). First Eq.(54) for x = xn,t gives∥∥∥PˆM t(xn,t)Mˆ tPˆxn,t − PˆM t(xn,t) (TˆM t(xn,t)Nˆxn,t,tTˆ −1xn,t) Pˆxn,t∥∥∥
L2
≤ t C1 ~(J+1)( 12−α′)−1
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ButM txn,t = xn,t+n, so PˆM t(xn,t) = TˆnPˆxn,tTˆ−n. From Eq.(48), and QˆM txn,t = Qˆxnt (due to
periodiity), we have TˆM t(xn,t) = TˆM(xn,t)Tˆ−xn,t Tˆxn,t = eiAn,t/~TˆnTˆxn,t , with An,t def= 12n∧ xn,t.
The last equality omes from Eq.(18). We obtain:∥∥∥Pˆxn,tMˆn,tPˆxn,t − eiAn,t/~Pˆxn,t (Tˆxn,tNˆxn,t,tTˆ −1xn,t) Pˆxn,t∥∥∥
L2
≤ t C1 ~(J+1)( 12−α′)−1
Lemma 10 page 48 allows us to pass from operator norm to Trae norm estimates. It gives:∣∣∣Tr(Pˆxn,tMˆn,tPˆxn,t)− eiAn,t/~Tr(Pˆxn,t (Tˆxn,tNˆxn,t,tTˆ −1xn,t) Pˆxn,t)∣∣∣ ≤ t C1 ~(J+1)( 12−α′)−1−α′
(58)
We want now to take o the operator Tˆxn,t . Remind that Tx is a smooth anonial
transformation whih send point 0 to x. If 0 < β < α, we have in operator norm
Pˆx,βTˆxPˆ0,α = Pˆx,βTˆx+O (~∞), Pˆ0,αTˆxPˆx,β = TˆxPˆ0,β+O (~∞), and Pˆx,βPˆ0,α = Pˆx,β+O (~∞).
So, with β > γ > α,
Tr
(
Pˆxn,t,α
(
Tˆxn,tNˆxn,t,tTˆ −1xn,t
)
Pˆxn,t,α
)
= Tr
(
Pˆxn,t,α
(
Tˆxn,tPˆ0,γNˆxn,t,tPˆ0,γTˆ −1xn,t
)
Pˆxn,t,α
)
+O (~∞)
(59)
= Tr
(
Pˆxn,t,β
(
Tˆxn,tPˆ0,γNˆxn,t,tPˆ0,γ Tˆ −1xn,t
)
Pˆxn,t,β
)
+O (~∞)
= Tr
(
Tˆxn,tPˆ0,γNˆxn,t,tPˆ0,γTˆ −1xn,t
)
+O (~∞)
= Tr
(
Pˆ0,γNˆxn,t,tPˆ0,γ
)
+O (~∞)
For the seond line, we have used the property that the trae does not depend on the hoie
of β, up to O (~∞). Finally, Eq.(58,59,44) together give Eq.(55).
5.3 Post-Normalization
5.3.1 Post Normalization orretions
The Weyl symbol Kx,t (q, p) given in Eq.(51) is a funtion of the produt (qp) only. Let
us write it Kx,t (qp). The quantized operator we have to onsider in Eq.(50) is Kˆx,t =
OpWeyl (Kx,t (qp)). First remark that, in order to ompute the trae of the propagator, or
its matrix elements, it is easier to deal with a funtion of the single operator OpWeyl (qp),
and seond, OpWeyl (Kx,t (qp)) 6= Kx,t (OpWeyl (qp)) in general (see e.g. Eq.(65) below). So
we have to nd a funtion K˜x,t of a single variable, suh that
Kˆx,t = OpWeyl (Kx,t (qp)) = K˜x,t (OpWeyl (qp)) (60)
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Proposition 9. If Kx,t (qp) =
∑
0≤l+j≤J/2 µl,j,x,t~
l (qp)j is expressed as a power series in
(qp) and ~, (as we get in Eq.(51)), then K˜x,t is given by:
K˜x,t (qp) =
∑
l,j≥0
µ˜l,j,x,t~
l (qp)j (61)
where the oeients µ˜l,j,x,t are given expliitely from µl,j,x,t by:
µ˜l,j,x,t
def
=
∑
0≤m≤[l/2]
Ej′,mµl′,j′,x,t, l
′ = l − 2m, j′ = j + 2m (62)
where Ej′,m is a numerial fator determined by reursive formula:
Ej+1,m = Ej,m − j
2
4
E(j−1),(m−1), if j,m ≥ 1
Ej,0 = 1, E0,m = 0, E1,m = 0, for m ≥ 1 (63)
Remarks:
• In partiular, at the prinipal and sub-prinipal level (i.e. order l = 0, 1 in ~l), there
is no hange: i.e. µ˜l,j,x,t = µl,j,x,t, if l = 0 or l = 1.
• In [31℄, paragraph 6, Alfonso Garia-Saz gives suh expressions as a speial ase of a
more general problem. See also appendix I in [10℄.
Proof. We use the Moyal start produt ♯ dened in Eq.(88), whih is equivalent to the
produt of operators. In other words, we want to express (qp)j in terms of produt of
monomial terms (qp)♯j
def
= (qp) ♯ (qp) ♯ . . . ♯ (qp). We just apply Moyal produt formula
Eq.(89), with operators A = qp, B = (qp)j , and observe that (ADnB) = 0, for n = 1 and
n ≥ 3, and (AD2B) = −2j2 (qp)j−1. This gives
(qp) ♯ (qp)j = (qp)j+1 + ~2
j2
4
(qp)j−1 (64)
Or equivalently
OpWeyl (qp)
j+1 = (OpWeyl (qp))
(
OpWeyl (qp)
j
)
− ~2 j
2
4
(
OpWeyl (qp)
j−1
)
(65)
We dedue that
(qp)j =
[j/2]∑
m=0
Ej,m~
2m (qp)♯(j−2m) (66)
30
This last formula says that eah resonant term of OpWeyl (Kx,t) an be written
µl,j,(x),t~
lOpWeyl
(
(qp)j
)
= µl,j,(x),t
[j/2]∑
m=0
Ej,m~
l+2m (OpWeyl (qp))
j−2m
as desired.
Proposition 10. (qp)n and (qp)m ommute with respet to the star produt:
[(qp)n , (qp)m]♯ = (qp)
n ♯ (qp)m − (qp)m ♯ (qp)n = 0
therefore if F,G ∈ C∞ (R),
[OpWeyl (F (qp)) , OpWeyl (G (qp))] = 0 (67)
Proof. By indution on the power: suppose that [(qp)n , (qp)m]♯ = 0, for n,m ≤ N . Using
Eq.(64), we ompute[
(qp)N+1 , (qp)n
]
♯
= (qp)N+1 ♯ (qp)n − (qp)n ♯ (qp)N+1
= (qp) ♯ (qp)N ♯ (qp)n − ~2N
2
4
(qp)N−1 ♯ (qp)n
− (qp)n ♯ (qp) ♯ (qp)N + ~2N
2
4
(qp)n ♯ (qp)N−1
= 0
from assoiativity of the star produt. There is a more diret proof, using the post-
normalization transformation F → F˜ desribed above:
[OpWeyl (F (qp)) , OpWeyl (G (qp))] =
[
F˜ (OpWeyl (qp)) , G˜ (OpWeyl (qp))
]
= 0.
5.3.2 Semi-lassial Trae formula for a periodi orbit
Semi-lassial expansions for the trae of hyperboli normal forms is expliitly done in
[43℄. It an be used to give Tr
(
PˆαNˆxn,tPˆα
)
in terms of the semi-lassial post-normalized
oyles µ˜l,j,xn,t dened in Eq.(62). We do this in appendix E, Proposition 24, page 62.
We an dedue the following proposition:
Proposition 11. Let J ≥ 2. For any C > 0, any 0 < α < 1/2, there exists C1 > 0 suh
that, for any time 0 < t ≤ C log (1/~), any n ∈ Ct, one has a semi-lassial expression:∣∣∣Tr(PˆαNˆxn,t,tPˆα)− Tsemi,J (xn,t)∣∣∣ ≤ C1~[J/2] (68)
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where xn,t is the xed point of the map Mn,t, Eq.(34), and
Tsemi,J (xn,t)
def
= exp
(
−itµ0,0,xn,t
~
)
exp (−itµ1,0,xn,t)
1
2 sinh
(µ0,1,xn,tt
2
)Exn,t
with a semi-lassial expansion
Exn,t = 1 + ~E1 + ~2E2 + . . .+ ~[J/2]−1E([J/2]−1)
where Es depends on t and µ˜l,j,xn,t , with (l + j) ≤ s+ 1. We have the bound
|Es| ≤ tsEmax,s
where Emax,s does not depend on t nor on n. With Eq.(55) we dedue that∣∣∣T(Mˆn,t)− eiAn/~Tsemi,J (xn,t)∣∣∣ ≤ C1~[J/2] (69)
Remark: Expliit expressions of Es, s ≥ 1 are quite ompliated for large s, and are
given in Eq.(115) page 63, and Eq.(123) page 65. It appears in appendix E that with Weyl
quantization then µ1,0,xn,t = 0 (and µl,j = 0 for l odd). We will use this simpliation
below.
Proof. Proposition 24, page 62, gives
∣∣∣Tr(PˆαNˆxn,t,tPˆα)− Tsemi,J (xn,t)∣∣∣ ≤ C1B, where C1
does not depend on t and n, and with B = maxn,t
((
2 sinh
(
µ˜0,1t
2
))−1
E[J/2]~
[J/2]
)
given
by the maximum over periodi orbits of the next order term in the series of Tsemi,J (xn,t).
The uniform ontrol of the semi-lassial oyles, over the periodi orbits, Eq.(27) gives
µ˜0,1 ≥ λ0,1,min = λmin, where λmin > 0 is dened in Eq.(8). Thus
(
2 sinh
(
µ˜0,1t
2
))−1
≤
C2e
−λmint/2 ≤ C2~
“
tλmin
2tE
”
, beause we an write e−λmint/2 = e−λ0tE
“
tλmin
2tE
”
= ~
“
tλmin
2tE
”
. The
uniform ontrol of the semi-lassial oyles together with the bound Eq.(110) also gives
that
∣∣E[J/2]∣∣ ≤ tsEmax,s where Emax,s does not depend on n, t. Now if |t| ≤ O (log (1/~))
then |ts| < ~−ε for any ε > 0, so at nal C1B ≤ C3~
“
tλmin
2tE
”
~−ε~[J/2] ≤ C4~[J/2], if we take
ε = 1
2
(
λmin
2tE
)
. This gives Eq.(68).
From Eq.(68) and Eq.(55), we dedue that
∣∣∣T(Mˆn,t)− eiAn/~Tsemi,J (xn,t)∣∣∣ ≤ C1~[J/2]+
C ′1 ~
(J+1)( 12−α′)−1−α′
. We observe that for large J , this gives a bound O (~∞). So we de-
due that the atual bound is given by the next order term in the series of Tsemi,J (xn,t),
namely B = O (~[J/2]) already omputed above: in more preise terms, this is beause∣∣∣T(Mˆn,t)− eiAn/~Tsemi,J∞ (xn,t)∣∣∣ = O (~∞), and |Tsemi,J∞ (xn,t)− Tsemi,J (xn,t)| = O (~[J/2]).
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6 Trae of the quantum map
6.1 Semi-lassial trae formula
The following Theorem is one of the main result of this paper. It gives a semi-lassial
expression for the trae Tr
(
Mˆ ttorus
)
, as a nite sum over the xed points xn,t of the lassial
map M ttorus.
Theorem 12. For any K > 0 , any C > 0, any J ≥ 2 (K + C), there exists C1 > 0, suh
that for any time |t| < CtE, with tE = 1λ0 log 1~, any admissible value of ~ (see Eq.(21)),
the trae of Mˆ ttorus is given by the semi-lassial formula:∣∣∣Tr(Mˆ ttorus)− Tsemi,t,J∣∣∣ ≤ C1~K (70)
Tsemi,t,J =
∑
n∈Ct
exp
(
i
An,t
~
)
1
2 sinh
(µ0,1,xn,tt
2
) Exn,t (71)
where eah term of the nite sum is assoiated with a xed point xn,t of M
t
torus given in
Eq.(29). An,t = An−µ0,0,xn,tt is the ation of the periodi orbit, dened in Eq.(57). µl,j,xn,t
and µ˜l,j,xn,t are the semi-lassial normal form oeients (oyles) of the periodi orbit
omputed up to a given order J ≥ 2 (i.e. with 2 (j + l) ≤ J). Exn,t is a semi-lassial
series:
Exn,t = 1 +
∑
1≤s≤[J/2]−1
~
sEs = 1 + ~E1 + ~
2E2 + . . .+ ~
[J/2]−1E[J/2]−1
where Es depends on t and µ˜l,j,xn,t (with (l + j) ≤ s+ 1), and in partiular is bounded by
|Es| ≤ tsEmax,s
where Emax,s does not depend on t nor on xn,t.
Proof. We use Eq.(37), whih is a sum with Nt = eλ0t − 2 + e−λ0t terms (from Eq.(30)).
We write Nt ≤ eλ0t = e−λ0tE(−t/tE) = ~(−t/tE) ≤ ~−C . Eah term T
(
Mˆn,t
)
is approximated
by a semilassial expression given in Eq.(69), with an uniform error C1~
[J/2]
. By a simple
triangular inequality (i.e. we sum the magnitudes of the error bounds) we dedue that∣∣∣Tr(Mˆ ttorus)− Tsemi,t,J ∣∣∣ ≤ NtC1~[J/2] ≤ C1~[J/2]−C
This is O (~K) if J > 2 (K + C) (for J even).
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Remarks:
• If we look at the whole proof, the limitation to these logarithmi time (any multiple
of the Ehrenfest time tE =
1
λ0
log 1
~
) is present many times. But the main limitation is
due to exponential proliferation of periodi orbits in the hyperboli system, Nt ≃ eλ0t.
• The bound on the errors ould be improved at many plaes in the proof, so the
ondition J > 2 (K + C) is not sharp. But the main limitation in our proof is that
we simply estimate the total error as the sum of the absolute values of the error from
eah periodi orbit. However its seems that all these errors ompensate eah other,
as observed in the next Setion. However, a rigorous analysis of these ompensations
is out of reah for the moment.
• Let us omment again on the estimation used in the proof. We have (2 sinh (µ0,1,xn,tt
2
))−1 ≃
e−λ0t/2 for large t, so, if we write Eq.(71) as Tsemi,t,J =
∑
n∈Ct Tn,t, eah term assoi-
ated to an individual periodi orbit |Tn,t| ≤ e−λ0t/2 dereases, but Nt = ♯ (Ct) ≃ eλ0t
inreases faster. We get the bound |Tsemi,t,J | ≤ eλ0t/2 whih is greater than dim (H) =
N = 1/ (2π~) for t ≥ 2
λ0
log (1/~) = 2tE . This shows that for t ≥ 2tE , there are ne-
essarily some anellations among the omplex amplitudes involved in Eq.(71), so
that |Tsemi,t,J | ≤ dim (H) = N is always satised. These anellations are due to the
leading omplex terms exp
(
−iAn,t
~
)
.
• In some spei examples, namely the linear map M0, Eq.(2), with partiular values
of 2π~, we observed in [27℄ that at t ≃ 2tE, all the ations exp
(
−iAn,t
~
)
= 1 are equal
and add together. This implies that the upper bound Tr
(
Mˆ t=2tEtorus
)
= dim (H) = N
is reahed, and therefore that Mˆ t≃2tEtorus ∝ Iˆd whih implies revivals of quantum states
and existene of sarred eigenstates, i.e. non equidistributed invariant semilassial
measures.
• Let us give now a philosophial remark whih shows again that t = 2tE seems to
be a ritial value of time. If we dene the omplexity of the trae formula to be
equal to the number of periodi orbits, it grows like eλ0t. This omplexity is larger
than the omplexity of the linear quantum problem (equal to the size of the matrix
Mˆ : N2 ≃ e2λ0tE ), for t ≥ 2tE . Again this shows that for t ≥ 2tE, periodi orbits
manifest themselves in the semilassial trae formula through olletive averaging
eets (see Berry in [29℄, or [25℄ where this open problem is also disussed).
6.2 Numerial results and observation of self-averaging eets
We illustrate the semi-lassial formula for the trae Eq.(70), with the example dened by
Eq.(12). We have omputed Tr
(
Mˆ t
)
numerially for t = 0 → 11 (this is easy beause
the Hilbert spae is nite dimensional, and we expet the numerial result to have a good
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auray). We ompare it with the semi-lassial approximation Tsemi,t,J , Eq.(71), where
every normal forms has been omputed numerially
6
up to a given order J ≥ 2. We hoose
suessively N = 1/ (2π~) = 10, N = 1/ (2π~) = 100 with J = 2 and J = 4. The
observed error is denoted by ErrorJ (t)
def
=
∣∣∣Tr(Mˆ t)− Tsemi,t,J∣∣∣. The pratial limitation
in this numerial alulation is the inreasing number Nt ≃ eλ0t of periodi orbits; already
Nt=11 = 39601. In Theorem 12, we have estimated that
ErrorJ (t) < C1εJ (t) , with εJ (t) = ~
K = ~
J
2
−C = ~J/2−t/tE
with tE =
1
λ0
log (1/~).
On Figure 7, we plot three funtions of (t/tE) on a logarithmi sale:
∣∣∣Tr(Mˆ t)∣∣∣, the
observed error ErrorJ (t) and the upper bound of the error εJ (t). We also draw the line
TrMax = 1/ (2π~) (beause obviously
∣∣∣Tr(Mˆ t)∣∣∣ ≤ dimHtorus = 1/ (2π~) ), and the line of
the partiular value ε~,J = ~
J/2
whih is expeted to be an upper bound of the error from
heuristi arguments given below. The unexpeted observed fat is that ErrorJ (t) < ε~,J ,
although ErrorJ (t) < εJ (t) = ε~,J~
−t/tE
has only been proved.
Remarks and observations:
• Mˆ is an unitary operator, so
∣∣∣Tr(Mˆ t)∣∣∣ ≤ dimHtorus = 1/ (2π~). However our error
estimate gives εJ (t) = ~
J/2−t/tE ≥ 1/ (2π~) for t ≥ (J
2
+ 1
)
tE . So our estimates is
not interesting for t ≥ (J
2
+ 1
)
tE .
• Aording to Eq.(69), the error term ErrorJ (t) is a sum of Nt ≃ eλ0t omplex num-
bers, eah being bounded in magnitude by B ≃ e−λ0t/2~J/2 (This appeared in the
proof of Proposition 11). With an heuristi point of view, if we think that these num-
bers behave as independent random variables, then the total error is estimated (by
the entral limit theorem) to be of order
√NtB ≃ ~J/2 as the numerial alulations
shows. It would a nie result to explain suh a behaviour.
7 Conlusion
The main result of this paper is the use of semilassial non stationary normal form de-
sription of the hyperboli dynamis rst introdued by David DeLatte [19℄, and whih
gives some invariant semi-lassial oyles of the hyperboli dynamis. With them, we
obtain semi-lassial expressions for long time of order t ≃ C log (1/~), with any C > 0.
These oyles are a generalisation to all order in non linearities and in power of ~ of the
Lyapounov oyle whih ontrols the linear instability of the dynamis. These oyles
allow us to have a ontrol on the error term of the trae formula (or other semi-lassial
6
The algorithm to ompute the normal forms is explained in Setion E.
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t/tE
t/tEt/tE
1/h
Error(t)
εJ(t)
t/tEh = 0.1, J = 4
h = 0.01, J = 2 h = 0.01, J = 4
h = 0.1, J = 2
1/h εJ(t)
Tr(Mˆ t)
Error(t)
1/h
Tr(Mˆ t)
εJ(t)
Error(t)
Tr(Mˆ t)
Error(t)
εJ(t)
1/h
Tr(Mˆ t)
ε~,J
ε~,J
ε~,J
ε~,J
Figure 7: Numerial results for
∣∣∣Tr(Mˆ t)∣∣∣ and its semilassial approximation Tsemi,t,J .
We have plotted ErrorJ (t)
def
=
∣∣∣Tr(Mˆ t)− Tsemi,t,J ∣∣∣ in log. sale.
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formula) for long time. We ould ask the question if this Non-stationary Normal desrip-
tion presented in Setion 5 is really neessary? the author believes that it is, beause it
gives Eq.(45) where Tx depends on the point x and not on the trajetory x (t) = M tx.
Without this result, we ould expet that the Normal Form onstrution would depend
on the trajetory x (t) as a whole, and ould diverge with t in an unontrollable way. We
would be then bloked.
There are many perspetives suggested by this work. Numerial alulations presented
in Setion 6.2 seem to show that our bounds are not sharp, and that the atual errors
are muh smaller. In partiular, Gutzwiller trae formula at the leading order J = 2, i.e.
without semi-lassial normal forms orretions, ould be orret for these long time, with
an errorO (~) uniform in time. To understand this surprising fat we should understand the
way all the omplex semi-lassial ontributions add and ompensate together. We think
that the Ruelle-Polliott thermodynamial formalism of transfer operators in the ontext
of prequantum dynamis, ould help us in that diretion. Some preliminary results in this
diretion are obtained in [25℄, in the ase of a linear hyperboli map, and we hope to be
able to extend these results to non linear maps.
An other perspetive is a generalization of this approah to a uniform hyperboli ow,
like the geodesi ow on a negative urvature manifold. We think that the approah of
semi-lassial non stationary normal forms developed in appendix D ould be generalized
for suh models. A similar but less obvious generalization ould be done for maximal
hyperboli sets, situations whih are met in general mixed haoti systems, with homolini
intersetions of stable/unstable manifolds giving horseshoes [45℄.
A Proof of Theorem 6 page 22 on semi-lassial evolu-
tion in a neighborhood of a lassial trajetory for
long time
We rst introdue some notations spei to this appendix.
A.1 Some notations
Let D ⊂ R2 (a measurable set). We dene:
PˆD
def
=
∫
x∈D
d2x
2π~
|x〉〈x|
where |x〉 is a oherent state dened by Eq. (25). One has the losure relation:
PˆD + PˆR2\D = Iˆd (72)
Proof. Iˆd =
∫
R2
d2x
2π~
|x〉〈x| = ∫
D
d2x
2π~
|x〉〈x|+ ∫
R2\D
d2x
2π~
|x〉〈x|.
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Let 0 < β < 1/2 (The sharper results will orrespond to β lose to 0). Let D ⊂ R2 a
measurable set, or a sequene of sets D~ whih depend on ~, with ~→ 0. In partiular D
may be a point D = {x}, x ∈ R2.
Dénition 13. Let's dene the exterior domain E (D), by:
E (D) =
{
x ∈ R2 suh that dist (x,D) > ~1/2−β} (73)
and its omplementary, the interior I (D)
I (D) = R2\E (D)
Remarks: I (D) is just the domain D whih has been thikened by ~1/2−β . In partiular
D ⊂ I (D). In Eq.(39), we have dened Pˆx,β, whih in the present notation is PˆI{x}.
In this appendix, the lassial dynamis is the map M : R2 → R2 dened in Setion 2,
and the quantum map Mˆ has been dened in Eq.(15).
A.2 Semi-lassial evolution after nite time
The results of this appendix will rely on the following lemma whih is a quite standard
result on semi-lassial evolution of wave pakets after nite time (with respet to ~→ 0).
Lemma 2. For any K ∈ N, and ~ small enough, there exists C > 0, suh that for any
x ∈ R2, and any domain D ⊂ R2 suh that D ⊂ E (Mx),∣∣∣PˆDMˆ |x〉∣∣∣
L2
< C~K (74)
where |x〉 is a oherent state dened in Eq.(25).
Remarks
• In all this appendix, we will use this result, and write: ε = C~K . At the end, K will be
hosen large enough. In ommon notations, we an write that
∣∣∣PˆDMˆ |x〉∣∣∣
L2
= O (~∞)
uniformly over x ∈ R2 and D ⊂ E (Mx). Lemma 2 means that the evolved state
Mˆ |x〉 is loalized at point Mx at order O (~∞). In our ase, the uniformity in x is
due to the fat that the dynamis is dened on a torus (ompat spae).
• Lemma 2 follows diretly from more preise results obtained by A. Joye and G.
Hagedorn in ref. [36℄ (theorem 3.2), or M. Combesure and D. Robert [13℄, theorem
3.1, or A. Ianthenko [41℄, Lemma 5.
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Corollary 14. Suppose that the domain D ⊂ R2 has nite measure S (D) def= ∫
x∈D dx.
Then for any domain D′ ⊂ E (M (D))
∥∥∥PˆD′MˆPˆD∥∥∥
L2
<
(
S (D)
2π~
)1/2
ε (75)
(We don't think that the dependene on D of the right hand side is sharp).
Proof. Let ψ ∈ L2 (R) normalized, then
∥∥∥PˆD′MˆPˆDψ∥∥∥
L2
=
∥∥∥∥PˆD′Mˆ
∫
x∈D
d2x
2π~
|x〉〈x|ψ〉
∥∥∥∥
L2
≤
∫
D
d2x
2π~
|〈x|ψ〉|
∥∥∥PˆD′Mˆ |x〉∥∥∥
L2
≤ ε
∫
D
d2x
2π~
|〈x|ψ〉| ≤
(
S (D)
2π~
)1/2
ε
In the last line we have used Eq.(74) beause D′ ⊂ E (M (D)) ⊂ E (Mx) if x ∈ D. We
have also used Cauhy-Shwarz inequality.
A.3 Long time Semi-lassial evolution
Let D ⊂ R2 be a set at time t = 0, with nite measure. Let
I0 (D)
def
= D
And for any t ≥ 1,
Et (D)
def
= E (MIt−1) , It (D)
def
= R2\Et (D)
It (D) is just obtained from D, by evolution and thikening at eah step, see gure 8.
etc...
M
M
I0(D) = D I1(D)
I2(D)
E2(D)
E1(D)
Figure 8: Desription of the sets Et (D) and It (D), onstruted indutively from D, by
evolution and thikening.
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Lemma 3. For any time t ≥ 1:
∥∥∥PˆEt(D)Mˆ tPˆD∥∥∥
L2
< ε
(
t−1∑
s=0
(
S (Is (D))
2π~
)1/2)
(76)
Proof. From Eq.(72), we get Iˆd = PˆEt(D) + PˆIt(D) , and Et (D) = E1 (It−1 (D)). Eq.(75)
gives for any t: ∥∥∥PˆE1(D)MˆPˆD∥∥∥
L2
<
(
S (D)
2π~
)1/2
ε
where ε does not depend on t ∈ R, and D. By indution on time t we get:∥∥∥PˆEt(D)Mˆ tPˆD∥∥∥
L2
=
∥∥∥PˆEt(D)Mˆ (PˆEt−1(D) + PˆIt−1(D)) Mˆ t−1PˆD∥∥∥
L2
≤
∥∥∥PˆEt(D)Mˆ (PˆEt−1(D)Mˆ t−1PˆD)∥∥∥
L2
+
∥∥∥(PˆEt(D)MˆPˆIt−1(D)) Mˆ t−1PˆD∥∥∥
L2
≤ ε
(
t−2∑
s=0
(
S (Is (D))
2π~
)1/2)
+ ε
(
S (It−1 (D))
2π~
)1/2
where we have used: |A +B|L2 ≤ |A|L2 + |B|L2 , |AB|L2 ≤ |A|L2 |B|L2 , and
∣∣∣PˆD∣∣∣
L2
≤ 1,∣∣∣Mˆ ∣∣∣
L2
= 1.
A.3.1 A partiular appliation
We onsider now a partiular appliation of the previous results, whih will be useful for
hyperboli dynamis. Let t ≥ 1, and suppose that D0, D1, . . . , Dt is a sequene of sets. For
any s ∈ [1, t− 1], let
Gs
def
= I1 (Ds−1) \Ds
whih orresponds to points oming from Ds−1 but not belonging to Ds.
Lemma 4. Suppose that for every s ∈ [1, t− 1],
It−s (Gs) ∩Dt = ∅
whih means that points whih leave the domain Ds do not ome bak to the domain Dt
(despite the thikening proedure), see Figure 9. Then∥∥∥PˆDtMˆ tPˆD0 − PˆDtMˆPˆDt−1 . . . Mˆ PˆD1MˆPˆD0∥∥∥
L2
≤ ε√
2π~
t−1∑
s=1
(
(S (Ds))
1/2 +
t−s−1∑
k=0
(S (Ik (Gs)))
1/2
)
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Figure 9: Desription of the sets It−s (Gs) used in Lemma 4.
Proof. For any s ∈ [1, t− 1], let
Fs
def
= E1 (Ds−1) \Ds, Gs def= I1 (Ds−1) \Ds
So that R2 = Ds ∪ Fs ∪ Gs as a disjoint union. The hypothesis It−s (Gs) ∩Dt = ∅ means
that Dt ⊂ Et−s (Gs). Then Eq.(76) gives,∣∣∣PˆDtMˆ t−sPˆGs∣∣∣
L2
< ε
(
t−s−1∑
k=0
(
S (Ik (Gs))
2π~
)1/2)
Also, Fs ⊂ E1 (Ds−1), so Eq.(75) gives:∣∣∣PˆFsMˆPˆDs−1∣∣∣
L2
<
(
S (Ds)
2π~
)1/2
ε
Now we proeed by indution on s. We use Iˆd = PˆD1 + PˆF1 + PˆG1 (from the disjoint union
R2 = Ds ∪ Fs ∪Gs), and write
PˆDtMˆ
tPˆD0 = PˆDtMˆ
t−1
(
PˆD1 + PˆF1 + PˆG1
)
MˆPˆD0
so∥∥∥PˆDtMˆ tPˆD0 − PˆDtMˆ t−1PˆD1MˆPˆD0∥∥∥
L2
≤
∥∥∥PˆDtMˆ t−1 (PˆF1MˆPˆD0)∥∥∥
L2
+
∥∥∥(PˆDtMˆ t−1PˆG1) MˆPˆD0∥∥∥
L2
≤ ε
(
S (D1)
2π~
)1/2
+ ε
(
t−2∑
k=0
(
S (Ik (G1))
2π~
)1/2)
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Similarly,
∥∥∥PˆDtMˆ t−1PˆD1MˆPˆD0 − PˆDtMˆ t−2PˆD2MˆPˆD1MˆPˆD0∥∥∥
L2
≤ ε
(
S (D2)
2π~
)1/2
+ε
(
t−3∑
k=0
(
S (Ik (G2))
2π~
)1/2)
and therefore after few similar steps
∥∥∥PˆDtMˆ tPˆD0 − PˆDtMˆPˆDt−1 . . . PˆD1MˆPˆD0∥∥∥
L2
≤ ε
t−1∑
s=1
(
S (Ds)
2π~
)1/2
+ε
(
t−1∑
s=1
t−s−1∑
k=0
(
S (Ik (Gs))
2π~
)1/2)
A.4 Appliation to hyperboli dynamis
A.4.1 Proof of theorem 6
The preeding results were rather general. We will apply them to the hyperboli dynamis
onsidered in this paper. In order to prove theorem 6, we onsider a trajetory x (s) =
Ms (x (0)), s = 1 . . . t, and disks Ds of radius ~
1/2−α
at eah point x (s). Using denitions
introdued with Lemma 4 page 40, we remark that the hypothesis It−s (Gs) ∩ Dt = ∅ is
satised, beause if β < α, and due to hyperboli instability of the trajetory x (s), the
dynamis sends the domain Gs away from the domain Dt, in spite of the thikening (see
gure 9). We have S (Ds) ≃ O
(
~1/2−α
)2
but the surfae S (Ik (Gs)) grows exponentially
fast with k (in the unstable diretion) beause of the thikening at eah time step. A rough
estimate gives:
S (Ik (G)) = O
((
eλmaxk~1/2−α
) (
~
1/2−α))
Suppose that 0 < t < C log (1/~) ⇔ eλmaxt < ~−Cλmax . Then Lemma 4, and ε = C~K ,
gives ∥∥∥PˆDtMˆ tPˆD0 − PˆDtMˆPˆDt−1 . . . Mˆ PˆD1MˆPˆD0∥∥∥
L2
≤ C~
K
√
2π~
~
1/2−α
t−1∑
s=1
(
1 +
t−s−1∑
k=0
eλmaxk/2
)
≤
(
C
eλmax/2 − 1
)
~
K
~
−α
~
−Cλmax/2t
For any K ′ ≥ 1, the bound is O (~K ′) if K is hosen large enough. So we get Eq.(41).
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A.4.2 An other onsequene
Lemma 5. Let 0 < α < 1/2. For any C > 0, any t, suh that |t| < C log (1/~), for any
n ∈ Z2, any x ∈ R2, suh that |x− xn,t| > ~1/2−α (whih means that x is at some distane
of the hyperboli xed point xn,t of the hyperboli map Mn,t, Eq.(34)) then
〈x|Mˆn,t|x〉 = O (~∞) (77)
(uniformly other x ∈ R2, n, t), where Mˆn,t = Tˆ−nMˆ t has been dened in Eq.(33). A light
generalization is
〈x′|Mˆn,t|x〉 = O (~∞) (78)
if |x− xn,t| > ~1/2−α and |x− x′| < ~1/2−α′, with 0 < α′ < α. This implies:
Tr
(
Pˆxn,t,αMˆn,tPˆxn,t,α
)
= Tr
(
Mˆn,tPˆxn,t,α
)
+O (~∞) (79)
where Pˆxn,t,α is dened in Eq.(39).
Proof. Let 0 < γ < α′, and let D′x be the disk of radius ~
1/2−γ
with enter x. With the
hypothesis |x− xn,t| > ~1/2−α, and |x− x′| < ~1/2−α′ , one heks that for 0 < β < γ, then
D′x′ ⊂ Et (D′x). Then from Lemma 3, and similar estimates as in Setion A.4.1, one gets∣∣∣PˆD′
x′
Mˆn,tPˆD′x
∣∣∣ = O (~∞). This implies that 〈x′|Mˆn,t|x〉 = O (~∞). To show Eq.(79), write
Tr
(
Mˆn,tPˆxn,t,α
)
= Tr
(
Pˆxn,t,αMˆn,tPˆxn,t,α
)
+ Tr
((
1− Pˆxn,t,α
)
Mˆn,tPˆxn,t,α
)
. But
I def= Tr
((
1− Pˆxn,t,α
)
Mˆn,tPˆxn,t,α
)
=
∫
|x|<~1/2−α
∫
|x′|>~1/2−α
dx dx′
(2π~)2
〈x|x′〉〈x′|Mˆn,t|x〉
Using the exponential derease of |〈x|x′〉| = C exp (− |x− x′|2 /~), and ∣∣∣〈x′|Mˆn,t|x〉∣∣∣ ≤ 1,
one rst obtains:
I =
∫
~1/2−α1<|x|<~1/2−α
∫
|x′−x|<~1/2−α′
dx dx′
(2π~)2
〈x|x′〉〈x′|Mˆn,t|x〉+O (~∞)
with 0 < α1, α
′ < α, and using Eq.(78), one nally obtains I = O (~∞), and dedues
Eq.(79).
B Proof of Lemma 1 page 23 for the trae of an indi-
vidual orbit for long time
B.1 General results to ontrol loalization of wave pakets
We rst give some results whih will allow us to ontrol the esape towards innity in
R2 of the phase-spae distribution of wave pakets after long time, under a hyperboli
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dynamis. The usual semilassial Egorov Theorem whih desribes the propagation of
quantum observables does not work after a xed onstant times the Ehrenfest time (
1
2
tE
in our ase, see Setion 1.2). The aim of the Setion is to develop a weaker desription
whih will be able to reah t = C log (1/~), with any C > 0. Remind that the lassial
phase spae is x = (q, p) ∈ R2. The quantum Hilbert spae is Hplane = L2 (R) with Plank
onstant ~.
Let m be an order funtion whih possibly dereases at innity ([21℄ p. 81, [49℄ p. 12,
[23℄ p. 52).
Dénition 15. A weight funtion is a semi-lassial symbol W : R2 → R+,∗ , W ∈
S (m), suh that |W |∞ = maxx (W (x)) = 1, and W is ellipti.
Remark: W Ellipti means |W | ≥ 1
C
m, with C > 0, then W−1 ∈ S (m−1), see [21℄
p.100, [49℄ p. 13.
Example: W (x) = m (x) = 1/ 〈x〉k with 〈x〉 =
√
1 + q2 + p2, k ≥ 1, or W (x) =
m (x) = exp (−〈x〉).
We write Wˆ = OpWeyl (W ). We hek that these operators have dense domain on
L2 (R).
Dénition 16. If W is a weight funtion, a sequene of states ψ~, with ~ → 0, is W-
loalized if ‖ψ~‖ = 1 and if there exists C > 0 (independent of ~) suh that∥∥∥Wˆ−1ψ~∥∥∥
L2
≤ C
The intuitive idea of this denition, is that a W-loalized quantum state has a distribu-
tion in phase spae whih is bounded by the funtion W (x). This denition is very similar
with weight funtions used to treat tunnelling eet.
Remind that the dynamis onsidered in this paper is the mapM : R2 → R2, dened in
Eq.(3) as a produt M = M1M0, with M0 ∈ SL(2,R) linear hyperboli and M1 bounded.
We also dened Mˆ in Eq.(15).
Proposition 17. Suppose that W0 ∈ S (m0), W1 ∈ S (m1) are weight funtions suh that
W1 (x) ≥W0
(
M−1 (x)
)
, ∀x ∈ R2
and m1 (x) ≥ m0
(
M−10 (x)
)
, ∀x. Suppose that ψ0 is W0-loalized. Then
ψ1 = Mˆψ0
is W1-loalized.
Proof. Write ∥∥∥Wˆ−11 ψ1∥∥∥ = ∥∥∥Wˆ−11 Mˆψ0∥∥∥ = ∥∥∥Wˆ−11 MˆWˆ0Wˆ−10 ψ0∥∥∥
From Egorov theorem ([21℄ p.125., [49℄ page 138, [23℄ p.139)
MˆWˆ0Mˆ
−1 = Wˆ ′ + ~Rˆ
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where Wˆ ′ = Op (W ′) and W ′ has Weyl symbol W ′ (x) = W0 (M−1 (x)), and belongs to
S (m′), with order funtion m′ = m◦M−10 . The remainder Rˆ has Weyl symbol R ∈ S (m′).
Then ∥∥∥Wˆ−11 Mˆ1Wˆ0Wˆ−10 ψ0∥∥∥ = ∥∥∥Wˆ−11 (Wˆ ′ + ~Rˆ) MˆWˆ−10 ψ0∥∥∥
≤
∥∥∥Wˆ−11 (Wˆ ′ + ~Rˆ)∥∥∥ ∥∥∥Mˆ∥∥∥ ∥∥∥Wˆ−10 ψ0∥∥∥
By hypothesis, W1 ≥ W ′ ⇔
∣∣W−11 W ′∣∣∞ ≤ 1, and W−11 (W ′ + ~R) ∈ S (m−11 m′) = S (1).
By Calderon-Vaillanourt Theorem ([21℄ p.85, [49℄ page 43, [23℄ p.69),
∥∥∥Wˆ−11 (Wˆ ′ + ~Rˆ)∥∥∥ ≤
1 +O (~). Also
∥∥∥Mˆ∥∥∥ = 1, and ∥∥∥Wˆ−10 ψ0∥∥∥ ≤ C. We get:∥∥∥Wˆ−11 ψ1∥∥∥ ≤ C. (1 +O (~))
Proposition 18. Suppose that W0 , W1 are weight funtions, and that ψ0 is W0-loalized,
and ψ1 is W1-loalized. Then there exists C > 0 and ~0 > 0 suh that for any ~ < ~0:
|〈ψ0|ψ1〉| ≤ C. |W0W1|∞
Proof. We suppose
∥∥∥Wˆ−10 ψ0∥∥∥ ≤ C0 and ∥∥∥Wˆ−11 ψ1∥∥∥ ≤ C1. Then
|〈ψ0|ψ1〉| =
∣∣∣〈ψ0|Wˆ−10 Wˆ0Wˆ1Wˆ−11 |ψ1〉∣∣∣
≤
∥∥∥Wˆ−10 ψ0∥∥∥ ∥∥∥Wˆ−11 ψ1∥∥∥ ∥∥∥Wˆ0Wˆ1∥∥∥
From Calderon-Vaillanourt Theorem,
∥∥∥Wˆ0Wˆ1∥∥∥ ≤ |W0W1|∞ +O (~). We get:
|〈ψ0|ψ1〉| ≤ C0C1 |W0W1|∞ +O (~)
But |W0W1|∞ ≤ 1, so
|〈ψ0|ψ1〉| ≤ C. |W0W1|∞
with C > 0.
B.2 Appliation
The previous paragraph will allow us to obtain the following Lemma:
Lemma 6. There exists R > 0, suh that for any C > 0, 0 < α < 1/2, there exists ~0, C1,
suh that for any t ≤ C/~, ~ < ~0, |x0| > R, one has∣∣∣〈x0|Mˆ t|x0〉∣∣∣ ≤ C1e− (|x0|−R)~1/2−α
where |x0〉 is a oherent state at position x0 = (q0, p0) ∈ R2.
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This last results means that the auto-orrelation funtion
∣∣∣〈x0|Mˆ t|x0〉∣∣∣ dereases expo-
nentially fast as x0 goes to innity. This is due to the hyperboliity of the lassial map
M on R2. The proof is given below. We dedue:
Corollary 19. There exists R > 0, C > 0, suh that for any 1 ≤ t ≤ C/~, ~ < ~0, one
has ∫
|x0|>R
〈x0|Mˆ t|x0〉 dx0
2π~
= O (~∞)
∫
|x−xn,t|>R
〈x|Mˆn,t|x〉 dx
2π~
= O (~∞) (80)
The seond equation is a easy generalisation of the rst one, where we onsidered the
map Eq.(33). This last result improves the result of onvergene Eq.(36), beause it shows
that the integral is semilassially negligible outside a disk of xed radius R.
B.2.1 Proof of Lemma 6
In all the paragraph, let us denote by x = (q, p) ∈ R2 the unstable/stable oordinates in
whih the matrix M0 , Eq.(2), is diagonal. M0 : (q, p)→
(
eλ0q, e−λ0p
)
.
A rst result on the lassial map M : Remind that the perturbationM1 is bounded:
|M1 (x)− x| ≤ C, for any x ∈ R2. Without further assumption on M1 (we don't assume
here that M = M1M0 is hyperboli), we have the following simple result Lemma on the
map M = M1M0:
Lemma 7. For any ε, suh that 0 < ε < λ0, let λ = λ0− ε > 0, R = Ce−λ0(1−e−ε) > 0. For any
point x = (q, p), let x′ = (q′, p′) = M (x). If q > R, then q′ > eλq.
This result guaranties that under the map M , points esape exponentially fast towards
innity if q is large enough.
Proof. We have x′ = M1M0 (x), so
∣∣q′ − eλ0q∣∣ ≤ C, so q′ ≥ eλ0q − C. And eλ0q − C >
eλq ⇔ q > R.
Choie of Weight funtions Wt: In order to apply later on Proposition 17, let x0 =
(q0, p0) ∈ R2, with q0 > R. Let 0 < α < 1/2 (by resaling, we use semilassial alulus
at the sale ~1/2−α, [21℄ p.82, [23℄ p.52). For any t ∈ N, let us hoose a weight funtion
Wt (q) (independent of p and inreasing in q), dened byWt (q) = 1, for q ≥ q0eλt,Wt (q) =
exp
((
qe−λt − q0
)
/~1/2−α
)
for eλtR < q < q0e
λt
, and Wt (q) = W−∞
def
= e−(q0−R)/~
1/2−α
for
q < eλtR. We smooth Wt (q) in the viinity of R and q0 and let it be still inreasing but
C∞. For any t, the funtion Wt is a weight funtion aording to denition 15, but at the
semilassial sale x˜ = x/
(
~1/2−α
)
. From Lemma 7, we hek that it satises:
Lemma 8. For any x = (q, p) ∈ R2, any t ≥ 1, then
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Wt (x) ≥Wt−1
(
M−1 (x)
)
Lemma 9. Let ψ0 = |x0〉 be a oherent state at position x0 ∈ R2, with q0 > R. Then
ψ0 is W0-loalized (aording to denition 16), and for any 0 ≤ t ≤ C/~, ψt def= Mˆ tψ0 is
Wt-loalized.
Proof. ψ0 is W0-loalized beause as explained in Setion 2.2.3, a Gaussian wave paket
ψ0 (q) is exponentially loalized in q, around q0. Then with Lemma 8 and Lemma 17, we
dedue iteratively that ψt isWt-loalized for any t. We have to be areful, and observe that
in the proof of Lemma 17, there appears
∥∥∥Wˆ−1t ψt∥∥∥ ≤ Ct−1. (1 +O (~)). Under iterations,
this gives C0 (1 +O (~))t, whih is still O (1) if t ≤ C/~.
Last step of the proof: Now let us onsider another weight funtion W ′ (q) (again
independent of p) dened by W ′ (q) = 1 for q < q0, W ′ (q) = exp
(− (q − q0) /~1/2−α) if
q > q0. We modify W
′
in the viinity of q0, so that it is C
∞
. As above, it is lear that
the oherent state ψ0 = |x0〉 is W ′-loalized. Then we apply Proposition 18 to dedue that
|〈ψ0|ψt〉| ≤ C. |W ′Wt|∞. Observe that |W ′Wt|∞ = W−∞ = e−(q0−R)/~
1/2−α
so this gives∣∣∣〈x0|Mˆ t|x0〉∣∣∣ ≤ Ce−(q0−R)/~1/2−α (81)
The same analysis an be done for q0 < R, and similarly for |p0| > R (in that last ase,
this is the stable diretion, we have to work in the past, writing 〈x0|Mˆ t|x0〉 = 〈ψ−t|ψ0〉).
Finally we dedue Lemma 6.
B.3 A more rened estimate
Corollary 19 is not preise enough to give Lemma 1 we are looking for. Indeed, instead of
a disk of nite radius R, we have to redue the integral Eq.(36) to a disk of smaller radius
~1/2−α. Let 0 < α < 1/2, and t < C log (1/~), with C > 0. Deompose Eq.(36) in three
parts:
T
(
Mˆn,t
)
=
∫
|x−xn,t|<~1/2−α
〈x|Mˆn,t|x〉 dx
2π~
+
∫
~1/2−α<|x−xn,t|<R
〈x|Mˆn,t|x〉 dx
2π~
+
∫
R<|x−xn,t|
〈x|Mˆn,t|x〉 dx
2π~
From Eq.(80) and Eq.(77), the last two integrals are O (~∞). One obtains
T
(
Mˆn,t
)
=
∫
x∈Dxn,t
dx
2π~
〈x|Mˆn,t|x〉+O (~∞) = Tr
(
Mˆn,tPˆxn,t
)
+O (~∞)
where Pˆxn,t is dened in Eq.(39). Eq.(79) gives Tr
(
Mˆn,tPˆxn,t
)
= Tr
(
Pˆxn,tMˆn,tPˆxn,t
)
+
O (~∞). Finally Lemma 1 is proved.
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B.3.1 Estimates of Trae norm in terms of Operator norm
We onsider operators Pˆx,α dened in Eq.(39), with x = 0.
Lemma 10. Suppose that Aˆ is bounded:
∥∥∥Aˆ∥∥∥
L2
= O (1), and
∥∥∥PˆαAˆ∥∥∥
L2
= O (~K) with
K ≥ 0. Let α′ > α. Then in Trae norm:∥∥∥Pˆα′Aˆ∥∥∥
1
= O
(
~
K−α′
)
,
∥∥∥Pˆα′AˆPˆα′∥∥∥
1
= O
(
~
K−α′
)
Similarly if
∥∥∥Bˆ∥∥∥
L2
= O (1), and
∥∥∥PˆαBˆPˆα∥∥∥
L2
= O (~K) then
∥∥∥Pˆα′BˆPˆα′∥∥∥
1
= O
(
~
K−α′
)
(82)
Proof. We rst give basi estimates:∥∥∥Pˆα∥∥∥
1
=
∫
|x|<~1/2−α
1
2π~
= O (~−2α) (83)
If α′ > α, ∥∥∥Pˆα (1− Pˆα′)∥∥∥
L2
= O (~∞)
and ∥∥∥Pˆα∥∥∥
L2
< 1
One has
∥∥∥Pˆα′PˆαAˆ∥∥∥
1
≤
∥∥∥Pˆα′∥∥∥
1
∥∥∥PˆαAˆ1∥∥∥
L2
= O (~K−α′) (see [30℄, prop 5.4 page 62). Write
1 = 1− Pˆα + Pˆα, and ∥∥∥Pˆα′Aˆ∥∥∥
1
≤
∥∥∥Pˆα′PˆαAˆ∥∥∥
1
+
∥∥∥Pˆα′ (1− Pˆα) Aˆ∥∥∥
1
where∥∥∥Pˆα′ (1− Pˆα) Aˆ∥∥∥
1
≤
∥∥∥Pˆα′ (1− Pˆα)∥∥∥
1
∥∥∥Aˆ∥∥∥
L2
≤
∥∥∥Pˆα′ (1− Pˆα)∥∥∥
L2
∥∥∥Aˆ∥∥∥
L2
= O (~∞)
Therefore
∥∥∥Pˆα′Aˆ∥∥∥
1
= O (~K−α′) and ∥∥∥Pˆα′AˆPˆα′∥∥∥
1
≤
∥∥∥Pˆα′Aˆ∥∥∥
1
∥∥∥Pˆα′∥∥∥
L2
= O (~K−α′). For
the seond estimate, let Aˆ = BˆPˆα. This gives
∥∥∥Pˆα′BˆPˆα∥∥∥
1
=
∥∥∥Pˆα′Aˆ∥∥∥
1
= O (~K−α′). As
above, one an show that
∥∥∥Pˆα′BˆPˆα′∥∥∥
1
≤
∥∥∥Pˆα′BˆPˆα∥∥∥
1
+O (~∞).
C Useful results for nite time evolution
In this appendix we ollet well known results on semilassial nite time evolution. We
state them in the ontext of the present paper. They are used in other parts of the paper.
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C.1 Trunation of Taylor series of the Hamiltonian
Theorem 20. Let H1 (x, t) and H2 (x, t) be two symbols on x = (q, p) ∈ R2, suh that 0
is a xed point (i.e. (DH1)x=0 = 0), and suppose that they have idential Taylor series in
(x, ~) at the origin (0, 0, 0), up to order J :
H1 (x, t) = H2 (x, t) +O
(
(x, ~)J+1
)
(i.e. Taylor terms ~lqapb are idential if l + a + b ≤ J). Let Uˆ1 = exp
(
−iHˆ1/~
)
and
Uˆ2 = exp
(
−iHˆ2/~
)
, with Hˆj = OpWeyl (Hj), j = 1, 2. Let 0 < α < 1/2, and Pˆα be
dened by Eq.(39). Then ∥∥∥(Uˆ1 − Uˆ2) Pˆα∥∥∥
L2
≤ C~A (84)
with A =
(
1
2
− α′) (J + 1)− 1, for any α′ > α.
This result is interesting in the semilassial limit if A > 0⇔ J > 1+2α
1−2α , for example if
J = 2 and 0 < α < 1/6. This theorem will be used page 61 for the proof of Theorem 7.
C.2 Proof of Theorem 20
We will use the Duhamel formula [44℄(whih is not semilassial):
Proposition 21. Suppose that Hˆ (t) is a self-adjoint operator in a Hilbert spae H, and
ψ (t) ∈ H is solution of
i~
dψ
dt
= Hˆ (t)ψ + ξ (t)
where ξ (t) ∈ H, ‖ξ (t)‖ ≤ µ (t), and ‖ψ (0)‖ = 1. Suppose that ϕ (t) is solution of
i~
dϕ
dt
= Hˆ (t)ϕ
with ϕ (0) = ψ (0). Then
‖ψ (t)− ϕ (0)‖ ≤ 1
~
∫ t
0
µ (s) ds (85)
We an dedue a semilassial version of the Duhamel formula:
Corollary 22. If H1, H2 ∈ S (1) are real bounded semilassial symbols (f [21℄, p.81),
and if K = H1 − H2 ∈ S−k (1) (i.e. K ∈ ~kS (1)) , and Uˆ1 = exp
(
−iHˆ1/~
)
, Uˆ2 =
exp
(
−iHˆ2/~
)
, with Hˆj = OpWeyl (Hj), j = 1, 2, then∥∥∥Uˆ1 − Uˆ2∥∥∥
L2
≤ O (~k−1)
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Proof. K ∈ S−k (1), thus
∥∥∥Kˆ∥∥∥
L2
= O (~k), from Calderon-Vaillanourt Theorem. Let
ψ ∈ H, be normalized: ‖ψ‖ = 1, and ψ1 (t), ψ2 (t), solutions of i~dψjdt = Hˆjψj , j = 1, 2,
with ψ1 (0) = ψ2 (0) = ψ . This gives i~dψ2/dt =
(
Hˆ1 − Kˆ
)
ψ2 = Hˆ1ψ2 + ξ (t), with
‖ξ (t)‖ ≤
∥∥∥Kˆ∥∥∥
L2
= O (~k). From Eq.(85), we dedue ∥∥∥Uˆ2ψ − Uˆ1ψ∥∥∥
L2
≤ 1
~
O (~k).
Miro-Loalization Lemma:
Lemma 11. Let 0 < α < α′ < 1/2, and H (x, t) a real symbol, with xed point 0:
DH/x=0 = 0. Let Hˆ (t) = OpWeyl (H (t)), and Hˆ
′ (t) = Hˆ (t) Pˆα′ be the trunated Hamilto-
nian, where Pˆα′is dened in Eq.(39). Let Uˆ (t) and Uˆ
′ (t) be the evolution operators dened
by i~dUˆ (t)
dt
= Hˆ (t) Uˆ (t), i~dUˆ
′(t)
dt
= Hˆ ′ (t) Uˆ ′ (t), and Uˆ (0) = Uˆ ′ (0) = Iˆd. Then for any
nite time t, ∥∥∥(Uˆ (t)− Uˆ ′ (t)) Pˆα∥∥∥
L2
= O (~∞)
Remarks: Remind that Pˆα trunates on a disk of radius ~
1/2−α
, and notie that ~1/2 ≪
~1/2−α ≪ ~1/2−α′ in the semilassial limit. Proposition 11 means that the evolution of a
quantum states in the viinity of a xed point (or more generally of a trajetory) after nite
time, depends only of H (x) in the viinity of this xed point. The proof of Proposition 11
relies on Egorov Theorem, and an be found for example in [41℄, Lemma 3, Lemma 4.
Proof of Theorem 20:
Proof. We use notations of Lemma 11 and Corollary 22, and ombine them. Let H ′j =
Hjχ
′
, j = 1, 2, where χ′ (x) trunates at radius r′ = ~1/2−α
′
(i.e. χ′ (x) = 1, if |x| < r′,
χ′ (x) = 0, if |x| > 2r′). Similarly, let χ (x) whih trunates at radius r = ~1/2−α. Let Uˆj =
exp
(
−iHˆj/~
)
, Uˆ ′j = exp
(
−iHˆ ′j/~
)
. By hypothesis, we have K = (H ′2 −H ′1) ∈ S−kα′ (1),
with ~k = ~(1/2−α
′)J
i.e. k = (1/2− α′) J . From Corollary 22,
∥∥∥Uˆ ′1 − Uˆ ′2∥∥∥
L2
= O (~k−1).
Let χˆ = OpWeyl (χ). One has∥∥∥(Uˆ1 − Uˆ2) χˆ∥∥∥
L2
=
∥∥∥(Uˆ1 − Uˆ ′1 + Uˆ ′1 − Uˆ ′2 + Uˆ ′2 − Uˆ2) χˆ∥∥∥
≤
∥∥∥(Uˆ1 − Uˆ ′1) χˆ∥∥∥+ ∥∥∥(Uˆ ′1 − Uˆ ′2) χˆ∥∥∥+ ∥∥∥(Uˆ ′2 − Uˆ2) χˆ∥∥∥
≤ O (~∞) +O (~k−1)+O (~∞)
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D Proof of Theorem 7 on Semilassial Non Stationary
Normal Forms
In this appendix we develop the Theory of Semi-lassial Non-Stationary Normal form for
hyperboli map on the torus, whih extends the results of David DeLatte [19℄ from the
lassial to the semi-lassial ase.
D.1 Desription of the dynamis:
Let us write x = (q, p) ∈ R2. Remind that the lassial map M = M1M0 : R2 → R2 was
dened in Eq.(3) as the result of a rst owM0 generated by the quadrati HamiltonianH0
for time interval t ∈ [0, 1], followed by the perturbation M1 generated by the Hamiltonian
H1 on time interval t ∈ [1, 2]. H1 (x) is periodi with respet to Z2 ⊂ R2. So the dynamis
is dened by a time dependant Hamiltonian funtion written H (x, t) with period 2 in t.
For any t, t′ ∈ R, we denote Mt,t′ : R2 → R2 the ow generated by the Hamiltonian
H (x, t), in the time interval [t, t′]. In partiular M = M0,2.
Using the Weyl quantization proedure, we have dened the orresponding quantum
Hamiltonian Hˆ (t) = OpWeyl (H (x, t)), in Setion 2.2. Conversely H (x, t) is alled the
total semilassial symbol of Hˆ (t). The unitary evolution operator Mˆt,t′ is dened by
dMˆt,t′
dt′
= − i
~
Hˆ (t′) Mˆt,t′ , and Mˆt,t = Iˆd.
Stable and unstable tangent vetors for intermediate time t: In Setion 2.1.3, we
explained that for every point x ∈ T2 , there is a basis of tangent vetors (ux, sx) ∈ TxT2,
ontinuous with respet to x ∈ T2, and tangent to the unstable/stable foliation. We an
dene this basis for intermediate time t ∈ [0, 2] (and then for any time t ∈ R by requiring
periodiity), giving vetors ux,t, sx,t as follows: the diretion of ux,t (respet. sx,t) is the
diretion (DM0,t)x′ ux′ with x = M0,t (x
′) (respet. for sx′), and we x the hoie of ux,t
(respet. sx,t) by requiring that
ux,t ∧ sx,t = 1 (86)
i.e. they form a sympleti basis, and we also impose that ‖ux,t‖ = ‖sx,t‖.
Let us dene the latties Γ0 = Z
2
, Γt = M0,t (Γ0) for t ∈ [0, 1], and Γt = Γ0 for t ∈ [1, 2].
Let us dene Tt
def
= R2/Γt. If we onsider t ∈ S1 = R/ (2Z), then the phase spae and
time ontaining points (x, t) forms a non trivial bundle of tori B → S1 over S1, whose ber
over t ∈ S1 is the torus T2t = R2/Γt. ux,t and sx,t are ontinuous in x ∈ R2 and periodi
with respet to Γt, and also ontinuous and periodi in t ∈ R. In other words they are
ontinuous funtions of (x, t) ∈ B. In this setion periodiity in x and t will always refer
to the lattie Γt and to S
1 = R/ (2Z) respetively.
Dene the expansion rate λ (x, t, t′) by
(DMt,t′)x (ux,t) = e
λ(x,t,t′)uMt,t′(x),t′
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and the loal expansion rate η (x, t) by
η (x, t) =
(
dλ
dt′
)
t′=t
. (87)
η (x, t) is a piee-wise ontinuous funtion and periodi. In partiular
λx =
∫ 2
0
η (x (t) , t) dt = λ (x, 0, 2)
gives the expansion rate already dened in Eq.(7).
D.2 Preliminaries on Time-dependant anonial transformations
In order to simplify the desription of the dynamis, and obtain the non-stationary normal
form, we will perform time dependant anonial transformations at the semi-lassial level
([49℄, [23℄, [21℄). In this paragraph, we prepare some results and x the notations.
D.2.1 Moyal formula
We remind that if A,B are two symbols and Aˆ = OpWeyl (A) and Bˆ = OpWeyl (B), then
the Moyal produt ♯ between symbols orrespond to produt of operators and is dened
by ([49℄ p. 41)
A♯B = σWeyl
(
AˆBˆ
)
(88)
Where σWeyl gives the symbol of an operator. The Moyal formula gives the symbol of a
produt of operators:
A♯B =
∑
n≥0
(i~)n
1
2nn!
(ADnB) = AB + i~1
2
{A,B}+ . . . (89)
where D = ←−∂
∂p
~∂
∂q
− ←−∂
∂q
~∂
∂p
, and {A,B} = (ADB) = ∂A
∂p
∂B
∂q
− ∂A
∂q
∂B
∂p
is the Poisson Braket.
As a onsequene the symbol of the ommutator is given by
XA (B)
def
= σWeyl
(
1
i~
[
Aˆ, Bˆ
])
=
∑
n≥0
(i~)2n
2
22n+1 (2n + 1)!
(
AD2n+1B) (90)
= {A,B}+ i~
2
6
(
AD3B)+ . . .
The rst term, whih is the lassial Poisson Braket will also be written:
Xclass,A (B)
def
= {A,B}
These formula exist in a more general framework of star-produt, and all what follows
an be applied to any star-produt, in partiular to any hoie of quantization proedure.
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D.2.2 Time dependant semilassial anonial transformation
Let Gt (x) be a semilassial symbol whih depends on t, Gˆt = OpWeyl (Gt (x)) and Uˆt =
exp
(
−iGˆt/~
)
the unitary transformation in L2 (R) generated by Gˆt for any xed value of
t.
Proposition 23. For any (t, t′), the transformed evolution operator:
Mˆ ′t,t′ = Uˆ
−1
t′ Mˆt,t′Uˆt (91)
is generated by a transformed Hamiltonian symbol H ′, (i.e. dMˆ ′t,t′/dt
′ = − i
~
Hˆ ′ (t′) Mˆ ′t,t′ ,
and Mˆ ′t,t = Iˆd, with Hˆ
′ = OpWeyl (H
′)), given by
H ′ = exp (−XGt)H +R (92)
with:
R =
∑
k≥0
(−1)k
(k + 1)!
X
k
Gt
(
∂Gt
∂t
)
=
(
∂Gt
∂t
)
− 1
2
XG
(
∂Gt
∂t
)
+ . . .
Notie that the term R is due to the time dependene of the anonial transformation,
and that exp (−Xclass,G)H = H ◦ U−1t is the funtion H after the lassial anonial
transformation generated by Gt.
Proof. For the proof, we onsider the enlarged phase spae (t, τ, q, p) ∈ R4 with the sym-
pleti two form ω = dq ∧ dp+ dt∧ dτ , where t is onsidered here as a dynamial variable,
and τ is its onjugated variable. This is a well known and useful trik both in lassial and
quantum mehanis whih allows to map a time dependant dynamis onto a time indepen-
dent dynamis, so that we an use well known tools. With τˆ
def
= −i~∂/∂t, and Hˆ def= τˆ + Hˆ ,
the time-dependant Shrödinger equation i~∂ψ
∂t
= Hˆψ an be written
Hˆψ =
(
τˆ + Hˆ
)
ψ = 0 (93)
i.e. as the time-independent Shrödinger equation for ψ (q, t). We will use bold fonts
when dealing with the enlarged phase spae or enlarged Hilbert spae L2 (R2). Let Gˆ =
OpWeyl (G), where G (q, p, t, τ) = Gt (q, p) is independent of τ , let Uˆ = exp
(
−iGˆ/~
)
, and
onsider the transformed Hamiltonian
Hˆ
′ def= Uˆ−1HˆUˆ (94)
whose total symbol is:
H
′ def= exp (−XG)H = H− XG (H) + 1
2!
X
2
G
(H) + . . .
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where XG (H) =
2
~
(∑
k≥0 (−1)k 1(2k+1)!G
(
~D
2
)2k+1
H
)
, withD =
(←−
∂
∂τ
~∂
∂t
− ←−∂
∂t
~∂
∂τ
)
+
(←−
∂
∂p
~∂
∂q
− ←−∂
∂p
~∂
∂p
)
=
Dt + Dq. Beause G does not depend on τ , we have GDH =
(−∂G
∂t
)
+ GDqH =(−∂Gt
∂t
)
+ GtDqH and for k ≥ 2, GDkH = G (Dt +Dq)kH = GtDkqH . Then XG (H) =(−∂Gt
∂t
)
+ XGt (H), and X
k
G
(H) = −Xk−1Gt
(
∂Gt
∂t
)
+ XkGt (H), for k ≥ 1. Therefore we get
H
′ = exp (−XG)H = τ +H ′
with
H ′ = exp (−XGt)H +R
with R = −∑k≥1 (−1)kk! Xk−1Gt (∂Gt∂t ).
Now, for any u ∈ R, let Mˆu = exp
(
−iuHˆ/~
)
and Mˆ
′
u = exp
(
−iuHˆ′/~
)
. From
Eq.(94), we have the onjugation relation Mˆ
′
u = Uˆ
−1
MˆuUˆ. But
(
Uˆψ
)
(q, t) =
(
Uˆtψ
)
(q, t)
and
(
Mˆuψ
)
(q, t) =
(
Mˆt−u,tψ
)
(q, t− u). So the onjugation relation an be written:
Mˆ ′t−u,t = Uˆ
−1
t Mˆt−u,tUˆt−u, or Mˆ
′
t,t′ = Uˆ
−1
t′ Mˆt,t′Uˆt, for any t, t
′
.
D.2.3 Translations
If x = (q, p) ∈ R2, and x′ = (q′, p′) ∈ R2, we write x ∧ x′ = qp′ − pq′. Let A (t) =
(a (t) , b (t)) ∈ R2, t ∈ R, be any path, and as a speial ase of Proposition 23, suppose
that Gt is a linear funtion of x = (q, p):
Gt (q, p) = a (t) p− b (t) q = A (t) ∧ x (95)
We get:
H ′ (x, t) =
dA
dt
∧
(
x− 1
2
A
)
+H (x− A (t) , t) (96)
Proof. We have
(
∂Gt
∂t
)
= da
dt
p− db
dt
q = dA
dt
∧x, and sine Gt is linear, XG = Xclass,G = {Gt, .}.
Then XGt
(
∂Gt
∂t
)
=
{
Gt,
∂Gt
∂t
}
= da
dt
b − adb
dt
= dA
dt
∧ A, so R = dA
dt
∧ (x− 1
2
A
)
. Also we have
exp (−XGt)H = exp (−Xclass,Gt)H = H (q − a (t) , p− b (t)), i.e. the translated funtion,
as transformed by the lassial anonial transformation.
D.2.4 Sympleti linear transformations
Suppose that Gt (q, p) is quadrati in q, p variables, with time-dependant oeients. Then
exept from the quadrati terms who may hange, the transformed Hamiltonian H ′ given
in Proposition 23 is just the lassial transform of H :
H ′ = exp (−Xclass,Gt)H + quadrati terms (97)
Proof. Again XGt = Xclass,Gt = {Gt, .}. Also, for any quadrati homogeneous funtions
A,B, then {A,B} is also quadrati. We dedue that Xkclass.Gt
(
∂Gt
∂t
)
and R are quadrati
homogeneous funtion of (q, p). Then Eq.(92) gives Eq.(97).
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D.2.5 Time-dependant transformations of a speial kind
When dealing with next order terms, we will only need symbols Gt of the simple fatorized
form:
Gt (x) = g (t) G˜ (x)
Then
H ′ =
(
∂Gt
∂t
)
+ exp (−XGt)H (98)
sine XGt
(
∂Gt
∂t
)
= g (t) g′ (t)XG˜
(
G˜
)
= 0.
D.3 Pre-Normalization
Consider a given point x0 = (q0, p0) ∈ R2 at time t = 0, and x (t) = (q (t) , p (t)) = M0,tx0
the trajetory passing through it. See gure 10. We will sometimes use the ondensed
notation x = (x (t) , t) ∈ R3.
2
0
q
t
M(x0)
p
x(t)
M(x0)
x0
Figure 10: Trajetory x (t).
During Pre-normalization, we will perform suessively two anonial transformations
(a translation and a linear sympleti transformation) in order to simplify the Taylor
expansion of H (q, p, t) along the trajetory x (t), up to degree two in (q, p). Higher degrees
will be treated in a seond stage alled the normalization proess. We will use the notation
x′ = (q′, p′) for the new oordinates and H ′
x
(q′, p′) for the transformed Hamiltonian, whih
depends on time through x = (x (t) , t).
Notie that if F (x) = F (x, t) is a periodi funtion with respet to t, then it fullls
the obvious relation:
F (x (t) , t)t=2 = F ((Mx) (t) , t)t=0 (99)
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D.3.1 Translation
We deide to map the trajetory x (t) = (q (t) , p (t)) onto the origin x′ = (q′, p′) = 0, using
a time-dependant translation, generated by Eq.(95), with A (t) = −x (t). From Eq.(96),
the value of the transformed Hamiltonian H ′ at the origin is then
H ′
x
(x′ = 0) = −Ax
with
Ax = 1
2
dx
dt
∧ x−H (x) = 1
2
(
p
dq
dt
− qdp
dt
)
−H (x) . (100)
We reognize the time derivative of the lassial ation along the trajetory x (t) (see [25℄
for a geometri interpretation). From Eq.(96) and using lassial Hamilton equations for
x (t), one obtains that the derivative of H ′
x
at the origin is zero: (∂x′H
′) (x′ = 0) = 0, as
expeted beause the origin is now a xed point. Higher derivatives are equal to derivatives
of H at x (t): (
∂kx′H
′)
x′=0
=
(
∂kxH
)
x=x(t)
, ∀k ≥ 2
D.3.2 Linear Sympleti transformation
Similarly to Eq.(12), let Qx ∈ SL (2,R) be the sympleti matrix whih transforms the
anonial basis of R2 to the basis (ux, sx) at point x (t) and time t dened above. We use this
anonial transformation in order to simplify the quadrati terms of the Hamiltonian. This
transformation is generated by a quadrati funtion G, and from Eq.(97), the transformed
HamiltonianH ′ diers fromH only by dierent quadrati terms. From Eq.(7) and Eq.(87),
the new quadrati terms are
(H ′
x
(q′, p′))degree 2 = ηxq
′p′
D.3.3 Result of the pre-normalization proess
Up to now, we have hosen an initial point x0 ∈ R2, and have performed suessively a
translation and a linear sympleti transform:
T pre,x def= Tx(t)Qx
so that the trajetory x (t) is mapped onto the origin, and the new Hamiltonian H ′
x
(q′, p′)
has a Taylor expansion in variables x′ = (q′, p′) at the origin of the form:
(H ′
x
)deg≤2 (q
′, p′) = −Ax + ηxq′p′
(H ′
x
)deg≥3 (q
′, p′) = (H ◦ Tpre,x) (q′, p′)
Terms of degree lower or equal to two are now in normal form, whih means that the stable
and unstable manifold are tangential to the prinipal axis, see gure 11.
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Figure 11: The Pre-normalization transformation T −1pre,x translates the trajetory to the
origin, and transforms the unstable/stable diretions onto the prinipal axis (q′, p′).
Eq.(91) with t = 0, t′ = 2, gives
Mˆ = Tˆpre,Mx0Mˆ ′x0Tˆ −1pre,x0
where Tpre,x0 = Tpre,(x0,t=0). This relation gives Theorem 45 page 25 at the linear order
J = 2 (we will explain below how to transform the time dependent term ηxq
′p′ into the
time independent λ0,1,x0q
′p′, when treating resonant terms).
Notie that the Hamiltonian H ′
x
(q′, p′) in pre-normal form we have obtained, is ontin-
uous with respet to x = (x, t), and periodi in t, as explained in Eq.(99). The ation Ax
is not periodi in x with respet to the lattie Γt, but the terms of higher degrees are.
D.4 Normalization
We go on with the normalization proess, starting now from the Hamiltonian Hx (q
′, p′)
given by the pre-normalization above, and whih has a Taylor series in x′ = (q′, p′) at the
origin of the form:
Hx (q
′, p′) = −Ax + ηxq′p′ +
∑
l≥0
∑
α+β≥0
vα,β,l,x~
lq′αp′β (101)
In this expansion, every term is a periodi and ontinuous funtion of x = (x, t) ∈ R3,
(exept for Ax whih is not periodi in x), and vα,β,l,x = 0, if l = 0 and α + β ≤ 2. We
will transform Eq.(101) into a normal form, by suessive iterations. At the rst stage, we
have no quantum terms, i.e. vα,β,l,x = 0 if l ≥ 1. But during the normalization proess
suh terms will possibly appear. We will hek that due to the speial form of the Moyal
formula Eq.(90), only terms with even value of l will appear.
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Notations: To simplify the notations, we will write η (t)
def
= η(x(t),t), vα,β,l (t)
def
= vα,β,l,(x(t),t)
et.. in order to show the time dependene along the trajetory x (t), and keep in mind
that they also depend ontinuously and periodially on x and t. Let
n
def
= α + β + 2l ∈ N (102)
be the degree of the monomial ~lq′αp′β. We will use the notation O (n) def= O ((~, q′, p′)n)
whih means higher degree terms with respet to this graduation.
D.4.1 Homologial equation
Suppose that we want to suppress the monomial term vα,β,l (t) ~
lq′αp′β with degree n =
α+β+2l, from the Hamiltonian Eq.(101). For that purpose, we onsider a time dependant
anonial transformation generated by the symbol Gx (t, q
′, p′) = gx (t) ~lq′αp′βχ (q′, p′),
where gx (t) is a still unknown funtion, but supposed to be ontinuous and periodi with
x = (q, p, t). The funtion χ (q′, p′) is a C∞0 ut-o funtion
7
with ompat support suh
that χ (q′, p′) = 1 for (q′, p′) ∈ D1 =
{
(q′, p′) / |q′|2 + |p′|2 < 1}. From Eq.(98), the new
Hamiltonian will be
H ′ =
(
∂G
∂t
)
+ exp (−XG)H
Consider (q′, p′) ∈ D1. We have
XG (H) (q
′, p′) = XG (η (t) q′p′) +O (n+ 1)
= η (t) {G, q′p′}+O (n+ 1)
= η (t) (β − α) g (t) ~lq′αp′β +O (n+ 1)
So H ′ ontains the monomial
K (q′, p′) =
(
vα,β,l (t) +
dg
dt
+ η (t) (α− β) g (t)
)
~
lq′αp′β
and diers from H by this term and terms of higher orders only. We wish to suppress this
term, by solving K = 0. This gives
gx (t) =
(
C (x0)−
∫ t
0
vx (s) e
(α−β) R s
0
ηxds′ds
)
e−(α−β)
R t
0
ηxds
(103)
where C (x0) is a onstant whih depends only on x0 = M−t (x) ∈ R2 (i.e. the point of the
trajetory at t = 0). The ontinuity in x is obvious, but we have to impose the periodiity
relation Eq.(99), whih writes:
gx0(2) (2) = g(Mx0) (0)
7
The ut-o funtion χ is neessary otherwise the anonial transformation generated by G is not
dened other all (q′, p′) ∈ R2. Think for example of G = C p′q′2.
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This gives a relation for the funtion C (x0), alled the homologial equation (this
is usual in normal form alulations (see [3℄ hap 5, [45℄ p.100):
C (Mx0) = (C (x0)− P (x0)) e−(α−β)λx0 (104)
with
λx0 =
∫ 2
0
ηx(t)dt,
whih is the expanding rate along a piee of trajetory, and with
P (x0) =
∫ 2
0
vx (s) e
(α−β) R s
0
ηxds′ds.
We have to hek now that the above homologial equation has a solution C (x0) on-
tinuous with respet to x0 ∈ R2. We have to onsider two ases.
The non resonant ase α 6= β: If α > β, we an express C (x0) from the past image
M−tx0 and iterate:
C (x0) =
(
C
(
M−1x0
)− P (M−1x0)) e−(α−β)λM−1x0
=
(
C
(
M−2x0
)− P (M−2x0)) e−(α−β)(λM−2x0+λM−1x0) − P (M−1x0) e−(α−β)λM−1x0
et...
Similarly, if α < β, we use images of x0 in the future:
C (x0) = P (x0) + C (Mx0) e
−(β−α)λx0
= P (x0) + e
−(β−α)λx0
(
P (Mx0) + C
(
M2x0
)
e−(β−α)λMx0
)
et... The following Lemma shows that these iterations onverge niely.
Lemma 12. (David DeLatte [19℄). For α > β, the solution of the homologial equation
Eq.(104) is
C (x0) = −
∞∑
t=1
P
(
M−tx0
)
e−(α−β)Λ−t(x0)
whih is a ontinuous funtion of x0, and with
Λ−t (x0) =
∑
−t≤k≤−1
λMkx0 , for t ≥ 1
is the expanding rate along a piee of trajetory of length t.
For α < β, the solution
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C (x0) =
+∞∑
t=0
P
(
M tx0
)
e−(β−α)Λt(x0)
is ontinuous in x0, with
Λt (x0) =
∑
0≤k≤t−1
λMkx0, for t ≥ 1
= 0, for t = 0
Proof. From uniform hyperboliity assumption, there exist λmin > 0, tmin > 0 suh that
∀x0 ∈ T2, t > tmin Λt (x0) > |t|λmin. P (x) is a ontinuous funtion of x ∈ T2, so bounded
by |P (x)| < Pmax. Now if C(N) (x) = −
∑N
t=1 (. . .) is the partial sum of C (x) as given
above, with N ∈ N, then ∀x ∈ T2, ∣∣C(N+1) (x)− C(N) (x)∣∣ < e−λminNPmax . This implies
that C(N) (x) onverges uniformly for N →∞, and that C (x0) is ontinuous in x0.
The resonant ase α = β: In that ase we annot solve the Homologial equation,
so we keep the monomial term of H . We an however make a small simpliation of the
Hamiltonian. Let us suppose that H has a resonant term ηl,j,x~
l (q′p′)j, where ηl,j,x is time
dependant beause of x = (x (t) , t). Let us dene:
λl,j,(x0)
def
=
∫ 2
0
ηl,j,xdt
We deompose the resonant term into ηl,j,x = η˜l,j,x +
1
2
λl,j,(x0). From Eq.(103), the rst
time-dependent term η˜l,j,x~
l (q′p′)j an be eliminated after a time dependant anonial
transformation given by gx (t) = −
∫ t
0
η˜l,j,xdt. There remains a time-independent term
1
2
λl,j,(x0)~
l (q′p′)j. In partiular the resonant term (l, j) = (0, 0) is the ation term Eq.(100),
and gives
λ0,0,(x) = −
∫ 2
0
Axdt = −
∫ 2
0
(
1
2
(
p
dq
dt
− qdp
dt
)
−H (x)
)
dt (105)
D.4.2 Result of the normalization proess, and nal proof of Theorem 7
By suessive iterations of the normalization proess desribed above, we an disard every
non resonant term of the Hamiltonian Eq.(57), up to a given degree. We have performed
a sequene of time-dependant anonial transformations in a given order indexed by n =
1, 2, . . . nmax, and x:
Tˆx = Tx(t)QxUˆG1,xUˆG2,x . . . UˆGnmax,x
In this produt, eah term UˆGn,x is generated by a bounded symbol Gn,x (q
′, p′, t) with
ompat support, equal to Gn,x (t, q
′, p′) = gl,a,b,x (t) ~lq′αp′β inside the disk D1 of radius
1. The resulting time-dependant Hamiltonian Hx (q
′, p′) is a total symbol whih grows
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quadratially at innity and has a Taylor expansion in x′ = (q′, p′) at the origin of the
form:
Hx (q
′, p′) =
1
2
∑
2(l+j)≤J
λl,j,(x)~
l (q′p′)j +O (J + 1)
i.e. the Taylor terms of degree less or equal to J are in normal form, with time-
independent oeients λl,j,(x). We an apply Eq.(91), with time t = 0, t
′ = 2, and dedue
that
Mˆ = TˆM(x0)MˆJ,x0Tˆ −1x0
where MˆJ,x0 is generated by Hˆx0(t) = OpWeyl
(
Hx0(t)
)
on time two, i.e. MˆJ,x0 = MˆJ,x0,t=2,
solution of dMˆJ,x0,t/dt = − (i/~) Hˆx0(t)MˆJ,x0,t, and MˆJ,x0,t=0 = Iˆd. Also Tˆx means Tˆx=(x,t=0),
and involves gl,a,b,(x)
def
= gl,a,b,x (t = 0).
In order to simplify the notations, we resale time by a fator 1/2, so that t ∈ [0, 1],
and orrespondingly we multiply Hx0(t) by a fator two. We obtain nally:
Hx (q
′, p′) = Kx (q′, p′) +O (J + 1) (106)
Kx (q
′, p′) =
∑
l+j≤J/2
λl,j,(x)~
l (q′p′)j
The funtions λl,j,(x), and gl,a,b,(x) are ontinuous with respet to x ∈ R2. They are
also periodi in x with respet to the lattie Z2, exept for the ation λ0,0,(x) . To dedue
Eq.(25) of Theorem 7, we still have to ompare Mˆ with the unitary map generated by the
normal form part Kx only, dropping out the terms of degree higher than J , and estimate
the error. This is exatly what gives Theorem 20, page 49. Thus, we have nally proved
Theorem 7.
E Trae of a semi-lassial hyperboli normal form
In this appendix, we give expliit semi-lassial expressions for the trae and matrix ele-
ments of a hyperboli normal form. They are already obtained in [43℄, but we adapt them
to the present ontext. Consider the Hilbert spae Hplane = L2 (R), and the quadrati
normal form Hamiltonian:
Kˆ0 = OpWeyl (qp) =
1
2
(pˆqˆ + qˆpˆ) = ~Iˆ
with
Iˆ ≡ −i1
2
(
∂
∂q
q + q
∂
∂q
)
Let
Kˆ
def
=
∑
l,j≥0
µ˜l,j~
lKˆj0 (107)
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where µ˜l,j ∈ R, but µ˜0,1 > 0. In this paper, the operator Kˆ appears in Eq.(60) and Eq.(61),
as a result of the (post) normalization proedure along a lassial trajetory. Remind that
µ˜l,j = µl,j, if l ≤ 1. The operator Kˆ generates a unitary propagator operator after time t:
Nˆ (t)
def
= exp
(
−itKˆ/~
)
(108)
The trunation operators Pˆα has been dened in Eq.(21).
Proposition 24. For any 0 < α < 1/2, one has a semi-lassial expression:
Tr
(
PˆαNˆ (t) Pˆα
)
= Tsemi +O (~∞) (109)
Tsemi
def
= exp
(
−itµ0,0
~
)
exp (−itµ1,0) 1
2 sinh
(µ0,1t
2
)E
with a semi-lassial series
E = 1 +
∑
s≥1
~
sEs = 1 + ~E1 + ~
2E2 + . . .
where Es depends on t and µ˜l,j , with (l + j) ≤ s+1, and are given expliitly in the proof.
We have the ontrol:
|Es| ≤ tsEmax,s (110)
where Emax,s does not depend on t.
We prove this Proposition below. The idea and tehniques of the proof are taken from
[43℄ and related work ited in this paper. In this Proposition, the time t is xed with
respet to ~, but the result remains valid for |t| = O (log (1/~)), beause the semilassial
expansion remains unhanged.
E.1 A rst useful formal asymptoti formula
Dene µ (X)
def
=
∑
l,j≥0 µ˜l,j~
lXj . From Eq.(107) and Eq.(108), one an write Nˆt = exp
(
− i
~
tµ
(
~Iˆ
))
.
Dene:
r (X)
def
= µ (X)− (µ0,0 + ~µ1,0 + µ0,1X) =
∑
l+j≥2
µ˜l,j~
lXj
This deomposition is natural beause for a given I ∈ R, the expression:
S = −it
~
r (~I) = −it
∑
l+j≥2
µ˜l,j~
l+j−1Ij = O (~) (111)
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is an asymptoti series in ~:
S =
∑
s≥1
~
sSs (112)
with
Ss =
(
−it
s+1∑
j=0
µ˜(l=s−j+1),jI
j
)
, s ≥ 1
The rst terms are expliitely:
S1 = −it
(
µ˜2,0 + µ˜1,1I + µ˜0,2I
2
)
S2 = −it
(
µ˜3,0 + µ˜2,1I + µ˜1,2I
2 + µ˜0,3I
3
)
,
Then
exp
(
− i
~
tµ (~I)
)
= exp
(
− i
~
tµ0,0
)
exp (−itµ1,0I) exp (−tµ0,1) E (I) (113)
with the series in ~ and I:
E (I) def= exp (S) = 1 +
∑
s≥1
~
sEs (I) (114)
where Es (I) is a polynomial of degree 2s in I:
Es (I) =
2s∑
j=0
Es,jI
j
The rst two terms Es (I) are:
E1 (I) = S1 = −it
(
µ˜2,0 + µ˜1,1I + µ˜0,2I
2
)
(115)
E2 (I) = S2 +
1
2
S21 = −
(
itµ˜3,0 +
1
2
t2µ˜22,0
)
− I (itµ˜2,1 + t2µ˜2,0µ˜1,1) (116)
− I2
(
itµ˜1,2 +
1
2
t2µ˜21,1 + t
2µ˜2,0µ˜0,2
)
− I3 (itµ˜0,3 + t2µ˜1,1µ˜0,2) (117)
− I4
(
1
2
t2µ˜20,2
)
. (118)
et.. (119)
However, in this paper, due to the speial hoie of Weyl quantization, we have µ˜l,j = 0
if l is odd. This simplies:
E1 (I) = −it
(
µ˜2,0 + µ˜0,2I
2
)
E2 (I) = −
(
1
2
t2µ˜22,0
)
− I (itµ˜2,1)− I2
(
t2µ˜2,0µ˜0,2
)− I3 (itµ˜0,3)− I4
(
1
2
t2µ˜20,2
)
.
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We get:
Nˆ (t) = exp
(
−it µ˜0,0
~
)
exp (−itµ˜1,0) exp
(
−it
~
r
(
~Iˆ
))
Nˆ0 (t)
with
Nˆ0 (t)
def
= exp
(
−it µ˜0,1
~
Kˆ0
)
= exp
(
−iµIˆ
)
(120)
and
µ
def
= µ˜0,1t
We have for any k ∈ N,
(
i
∂
∂µ
)k
Nˆ0 (t) =
(
Iˆ
)k
Nˆ0 (t)
so for any formal series E (I) in I, this gives:
E
(
i
∂
∂µ
)
Nˆ0 (t) = E
(
Iˆ
)
Nˆ0 (t)
It means that we may substitute Iˆ ⇔
(
i ∂
∂µ
)
in the formal series. We dedue the formal
result
Nˆ (t) = exp
(
−it µ˜0,0
~
)
exp (−itµ˜1,0) E
(
i
∂
∂µ
)
Nˆ0 (t) (121)
Remark: In the right hand side of Eq.(121), only Nˆ0 (t) is an operator.
E.2 Semi-lassial expression of the Trae
We rst ompute the Trae of Eq.(120) in the linear ase. From Eq.(36), the funtional
T
(
Nˆ0
)
is well dened. It's value is
Tµ
def
= T
(
Nˆ0 (t)
)
=
1
2 sinh
(
µ
2
) , µ = λ0,1t (122)
Remark: it an also be written Tµ = 1/
√|det (N0 (t)− I)| where N0 (t) ∈ SL (2,R) is the
lassial map.
Proof. From its Shwartz kernel 〈x′|Nˆ0 (t) |x〉 = eµ/2δ (x′ − eµx), and a suitable regulariza-
tion, one has T
(
Nˆ0 (t)
)
= eµ/2
∫
dxδ (x− eµx) = eµ/2 1|1−eµ| = 12 sinh(µ2 ) .
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In Lemma 1 page 23, we showed that the value Tµ omes miro-loally from the origin:
Tr
(
PˆαNˆ0 (t) Pˆα
)
= Tµ +O (~∞)
From Eq.(114), E
(
i ∂
∂µ
)
Tµ = 1 +
∑
s,j ~
sEs,j
(
i ∂
∂µ
)j
Tµ = TµE with
E = 1 +
∑
s
~
sEs, Es =
2s∑
j=0
Es,jI
(j)
and
I(j)
def
=
(i)j
Tµ
djTµ
dµj
In other words, we have substituted Ij by I(j) in the series Eq.(114). Finally, we dedue
from Eq.(121) that:
Tr
(
PˆαNˆ (t) Pˆα
)
= exp
(
−it µ˜0,0
~
)
exp (−itµ˜1,0) E
(
i
∂
∂µ
)
Tµ +O (~∞)
= exp
(
−it µ˜0,0
~
)
exp (−itµ˜1,0) E Tµ +O (~∞)
We have obtained Eq.(109). We an alulate the rst terms I(j). With s
def
= sinh
(
µ
2
)
and c
def
= cosh
(
µ
2
)
, we obtain:
I(1) = −i c
2s
, I(2) = − 1
4s2
(
2c2 − s2) (123)
I(3) = − i
8s3
(−6c3 + 5cs2) , I(4) = 1
16s4
(
24c4 − 28s2c2 + 5s4) .
Expressions for large values of t: If t≫ 1, then µ = λ0,1t≫ 1, and
Tµ = e
−µ/2 (1− e−µ)−1 =∑
k≥0
exp
(
−µ
(
k +
1
2
))
thus
I(j) = (i)j 1
Tµ
∂jµTµ = (−i)j
1
Tµ
∑
k≥0
(
k +
1
2
)j
exp
(
−µ
(
k +
1
2
))
=
(−i
2
)j
+
∑
k≥1
((
k +
1
2
)j
−
(
k − 1
2
)j)
e−kµ
=
(−i
2
)j
+O (e−µ˜0,1t)
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and we dedue in partiular that I(j) is uniformly bounded for t ∈ [1,+∞[. From Eq.(114),
we dedue that
|Es| ≤ tsEmax,s
where Emax,s does not depend on t.
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