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Introduction
Dans le cadre de la radiothe´rapie externe, un des proble`mes majeurs est la mise au
point du plan de traitement. Cette e´tape consiste a` de´finir de manie`re optimale l’ensemble
des irradiations qu’il va falloir appliquer au patient dans le but de de´truire comple`tement
sa tumeur, constitue´e de cellules cance´reuses. Il faut donc calculer le nombre d’irradia-
tions ainsi que leur orientation, leur puissance et leur forme. Dans ce contexte, il existe
une contrainte forte qui est de pre´server les zones saines autour de la tumeur cance´reuse.
Ce qui revient a` minimiser la dose d’irradiation dans ces zones tout en maximisant la dose
dans les cellules a` de´truire.
La technique actuelle pour re´aliser les planifications de traitement fait appel a` des
suites logicielles (TPS 1). Ces suites ont pour principal inte´reˆt de fournir aux radiothe´ra-
peutes une solution dans des temps acceptables pour eˆtre utilise´e en routine clinique. Le
proble`me est que pour obtenir ces re´sultats dans les temps impartis, ces logiciels, en fai-
sant appel a` des moteurs physiques, ont optimise´ la vitesse au de´triment de la pre´cision.
De ce fait, plusieurs cas particuliers, comme il est montre´ dans ce document, peuvent
apporter des impre´cisions sur les re´sultats obtenus. Le domaine applicatif e´tant me´dical,
ces impre´cisions peuvent avoir de graves conse´quences.
Paralle`lement aux solutions utilise´es dans les TPS, il existe d’autres me´thodes per-
mettant de connaˆıtre de manie`re tre`s pre´cise le re´sultat d’une irradiation. Ces solutions,
faisant appel aux techniques de Monte Carlo, demandent tant de temps de calcul pour
obtenir des re´sultats suffisamment pre´cis qu’il est impossible actuellement de les utiliser
en routine clinique.
Notre objectif est de mettre au point une me´thode informatique permettant de calcu-
ler une planification de traitement optimale ou proche de l’optimal, et ce, en un temps
suffisamment raisonnable pour eˆtre exploitable dans un milieu hospitalier.
Pour re´soudre ce proble`me, nous proposons l’utilisation d’une me´thode inverse en
calculant dans un premier temps, l’ensemble optimal des irradiations ne´cessaires au trai-
tement, puis ensuite, en de´duisant pour chaque irradiation les re´glages d’acce´le´rateur qui
sont ne´cessaires. Ainsi, pour pouvoir remonter dans le processus, il est d’abord ne´cessaire





















Fig. 1 – Utilisation des re´seaux de neurones pour la dosime´trie
spe´cifique d’acce´le´rateur. La complexite´ du proble`me est conside´rablement augmente´e
par le fait que le milieu irradie´ est souvent he´te´roge`ne, ce qui modifie le comportement
du de´poˆt de doses dans le milieu.
Pour pouvoir re´aliser ces calculs, il est ne´cessaire de se baser soit sur des re´sultats
expe´rimentaux, soit sur les calculs statistiques de type Monte Carlo. Les expe´rimenta-
tions e´tant lourdes et longues, si ce n’est parfois impossibles a` mettre en œuvre, il est
nettement pre´fe´rable d’utiliser les codes de Monte Carlo qui sont actuellement conside´re´s
comme la re´fe´rence lors de l’e´tude d’irradiations. Cependant, ils ne´cessitent des temps de
calcul tre`s longs.
Ainsi, pour contourner ce proble`me, nous proposons d’utiliser les re´seaux neuronaux
pour e´valuer les doses d’irradiations dans une configuration donne´e a` partir de quelques
valeurs connues (calcule´es par la me´thode de Monte Carlo). Pour re´aliser une telle inter-
polation non-line´aire, un re´seau de neurones multicouches est ne´cessaire.
Comme l’illustre la figure 1, le but de notre travail consiste donc :
– a` construire un algorithme d’apprentissage de re´seaux de neurones pre´cis et efficace
dans le contexte de la radiothe´rapie externe.
– a` de´velopper des algorithmes d’e´valuation de doses permettant la prise en charge
des milieux he´te´roge`nes.
INTRODUCTION 3
En ce qui concerne le premier point de notre strate´gie, nous proposons sa re´alisation en
deux e´tapes. La premie`re e´tape porte sur la mise au point d’un algorithme d’apprentissage
adapte´ a` nos conditions applicatives. La seconde partie du travail porte, quant a` elle, sur
les re´seaux de neurones et consiste en la re´alisation de la paralle´lisation du pre´ce´dent
algorithme afin de supporter le passage a` l’e´chelle, c’est a` dire la conception de re´seaux
de neurones supportant l’ensemble des parame`tres utilise´s pour la configuration.
Pour le second point de nos travaux, nous avons travaille´ a` mettre au point des
algorithmes en reproduisant le phe´nome`ne physique observe´ dans les diffe´rentes condi-
tions pouvant eˆtre rencontre´es lors de l’irradiation d’un milieu. Ces algorithmes ont e´te´
construits en respectant les principes physiques re´gissant le de´poˆt de dose mais, sans avoir
recours a` des techniques couˆteuses tentant de reproduire le comportement physique par
le calcul analytique.
Plan du document
Ce document est compose´ de deux parties, la premie`re pre´sente un e´tat de l’art des
techniques utilise´es en radiothe´rapie et des re´seaux de neurones. Dans la seconde par-
tie, nous pre´sentons notre contribution concernant la mise en place d’un nouvel algo-
rithme d’apprentissage pour les re´seaux neuronaux ainsi que la conception de l’algorithme
d’e´valuation des de´poˆts de doses dans des milieux quelconques.
Ce me´moire de´bute donc par la pre´sentation, dans le chapitre 1, de la radiothe´rapie
externe. Pour cela, nous de´crivons dans un premier temps les notions de physique di-
rectement lie´es a` ce domaine. Ensuite, nous pre´sentons les principaux outils permettant
d’estimer le de´poˆt de dose dans un environnement soumis a` une irradiation ainsi que les
crite`res de qualite´ le re´gissant.
Le chapitre 2 de ce me´moire permet une description ge´ne´rale des re´seaux de neu-
rones informatiques. L’objectif de ce chapitre est de de´tailler l’ensemble de techniques qui
nous ont e´te´ utiles pour construire notre nouvel algorithme d’apprentissage incre´mental.
Il de´crit donc les re´seaux de neurones de type perceptron multicouches ainsi que les
diffe´rentes optimisations qui lui ont e´te´ apporte´es.
La seconde partie de nos travaux, de´butant par le chapitre 3, de´crit les algorithmes
que nous avons mis au point pour l’apprentissage des re´seaux de neurones. La premie`re
partie de ce chapitre de´taille la construction de l’algorithme d’apprentissage puis pre´sente
les techniques qui ont e´te´ mises en place pour le de´ployer sur une grappe de calcul. Dans le
chapitre 4, nous de´taillons les re´sultats de nos recherches sur les algorithmes d’e´valuation
de doses. Ce chapitre de´bute par une pre´sentation du phe´nome`ne physique apparaissant
dans le contexte des milieux he´te´roge`nes et pre´sente ensuite les diffe´rents algorithmes que
nous avons mis en place pour les reproduire.
4 INTRODUCTION
Dans le chapitre 5, nous de´crivons les principaux re´sultats que nous avons obtenus
suite a` nos travaux. Les premiers tests permettent de montrer les avantages de notre
algorithme d’apprentissage par rapport a` l’existant tandis que les suivants de´taillent les
influences des diffe´rents parame`tres lie´s a` la paralle´lisation. La fin de ce chapitre pre´sente
les re´sultats de nos algorithmes d’e´valuation de de´poˆts de doses dans diffe´rents milieux,
homoge`nes comme he´te´roge`nes.
Finalement, nous dressons une conclusion et nous pre´sentons diffe´rentes perspectives







Fig. 1.1 – Acce´le´rateur line´aire de particules, SIEMENS PRIMUS
La radiothe´rapie externe repre´sente l’une des utilisations the´rapeutiques des rayon-
nements ionisants. Ses origines remontent au de´but du sie`cle, apre`s la de´couverte des
rayons X par W. Ro¨ntgen (1895), de la radioactivite´ par H. Becquerel (1896) et du ra-
dium 226 par P. et M. Curie (1898). Plus de la moitie´ des cas de cancers nouvellement
diagnostique´s sont traite´s par cette technique et presque 50 % des gue´risons le doivent
en partie ou en totalite´ a` la radiothe´rapie. La radiothe´rapie est principalement utilise´e en
cance´rologie, pour traiter en combinaison ou non avec la chirurgie et/ou la chimiothe´rapie,
la tumeur primitive, les ade´nopathies satellites et souvent certaines me´tastases (osseuses
et ce´re´brales surtout). La radiothe´rapie moderne s’est de´veloppe´e a` partir de 1950 avec
l’ave`nement des appareils de haute e´nergie (te´le´cobalts, acce´le´rateurs line´aires) et le rem-
placement du radium 226 par des radio-e´le´ments artificiels (iridium 192 et ce´sium 137). La
radiothe´rapie du cancer s’accompagne souvent d’effets inde´sirables. Certains de ces effets
sont ine´vitables et disparaissent souvent spontane´ment ou avec un traitement. Des effets
secondaires peuvent survenir en raison de la re´action des tissus normaux sensibles situe´s
a` proximite´ de la zone traite´e ou, plus rarement, en raison d’une sensibilite´ individuelle
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particulie`rement e´leve´e aux rayonnements ionisants.
L’e´tat de l’art de´taille´ dans cette section ne pre´sente que les points essentiels a` une
bonne compre´hension du travail effectue´. De nombreux travaux donnent une information
plus exhaustive des techniques de dosime´trie et de planification de traitement, il est pos-
sible par exemple, de se re´fe´rer aux travaux de Anders Ahnesjo et al [3] ou encore de
Frelin Anne-Marie [4].
Les traitements radiothe´rapeutiques ont pour but d’endommager les cellules tumorales
afin de les empeˆcher de se reproduire ou afin de les de´truire. L’objectif est de de´terminer
quel est le meilleur re´gime de traitement pour obtenir les effets de´sire´s, c’est a` dire la
destruction des cellules tumorales tout en limitant au maximum les effets secondaires lie´s
au traitement (protection des cellules saines pe´riphe´riques a` la tumeur).
L’application de l’irradiation, en re`gle ge´ne´rale, peut se faire de plusieurs manie`res
telles que :
– la te´le´radiothe´rapie ou radiothe´rapie transcutane´e ou radiothe´rapie externe qui uti-
lise des faisceaux de radiations pe´ne´trant les tissus a` travers la peau. C’est cette
me´thode qui est utilise´e dans le cadre de cette e´tude,
– la curiethe´rapie, qui consiste a` implanter des sources radioactives scelle´es dans la
tumeur (endocuriethe´rapie ou curiethe´rapie interstitielle), ou a` son contact, dans
une cavite´ naturelle (ple´siocuriethe´rapie ou curiethe´rapie endocavitaire), ou encore
dans un conduit naturel (curiethe´rapie endoluminale),
– la radiothe´rapie me´tabolique, qui utilise des radioe´le´ments administre´s sous forme
liquide.
Dans le cadre de la radiothe´rapie externe, les irradiations sont produites par un acce´le´-
rateur line´aire (voir les figures 1.1 et 1.2). Les radiations, en fonction de leur type, peuvent
eˆtre directement (e´lectrons) ou indirectement (photons) ionisantes. Dans les deux cas, le
principe vise´ est la destruction de la cellule cance´reuse.
1.1 De´poˆt d’e´nergie, la dose
L’effet d’un traitement par le biais de rayons ionisants est mesure´ en fonction de la dose
absorbe´e par le milieu traite´. La dose absorbe´e correspond a` l’e´nergie moyenne de´pose´e




Unite´ : Gray(Gy = J/kg) (1.1)
L’inte´reˆt pratique d’utiliser la dose absorbe´e comme unite´ de mesure pour l’e´valuation
d’un traitement est qu’il s’agit d’une mesure purement physique et donc, mesurable a`
l’aide d’un dosime`tre.










Cible : Zone de production des
rayons X.
Collimateur primaire/secondaire :
Accessoire de la teˆte qui
de´termine la taille du champ.
Filtre e´galisateur : Filtre permet-
tant d’e´galiser le faisceau sur la
grandeur du champ.
Compensateur : Accessoire per-
mettant de moduler l’intensite´
du faisceau.
Cache : Accessoire de plomb per-
mettant de prote´ger certaines
zones du patient.
Fig. 1.2 – Acce´le´rateur line´aire de particules
Dans le contexte d’un photon arrivant a` un point donne´ avec une certaine e´nergie, une
partie de l’e´nergie du photon incident est transmise aux e´lectrons du milieu. Cet e´lectron
est mis en mouvement et diffuse ensuite son e´nergie lors de son parcours du milieu. La
distance parcourue par cet e´lectron de´pend de son e´nergie initiale et de la composition
du milieu. La dose absorbe´e est directement lie´e a` cette e´nergie transmise localement par
l’e´lectron. Ce dernier peut aussi perdre son e´nergie par le rayonnement de freinage. Dans
ce cas, l’e´nergie perdue par l’e´lectron ne participe pas a` l’e´nergie absorbe´e. Le rayonnement
de freinage est compose´e de photons qui interagiront ailleurs dans le milieu. Cela implique
que l’e´nergie transfe´re´e a` un endroit dans le milieu est absorbe´e ailleurs.
La figure 1.3 pre´sente une se´rie de rendements en profondeur dans un milieu ho-
moge`ne compose´ soit d’eau, d’os ou de TA6V4 (matie`re entrant dans la composition
de certaines prothe`ses de hanche). On peut constater que la forme globale est similaire
pour les diffe´rents milieux et que seule la phase de de´croissance de la courbe diffe`re. La
premie`re phase d’une courbe de rendement en profondeur est la phase de recouvrement
e´lectronique. Cette phase dure jusqu’a` ce que l’e´quilibre e´lectronique soit fait, ce qui cor-
respond au point maximum de la courbe de rendement.
Lors d’un traitement en photons, la valeur de dose en un point donne´ de´pend :
– des photons primaires provenant directement de la cible de la machine
– des photons diffuse´s provenant de la teˆte de la machine
– des photons diffuse´s par le patient
– de la contamination en e´lectrons qui proviennent de la teˆte de l’acce´le´rateur line´aire.





























Fig. 1.3 – Rendements en profondeur
Cela implique que le rendement en profondeur varie en fonction :
– des tissus composant le milieu parcouru
– de la distance source-peau
– du spectre en e´nergie initiale
– de la taille du champ
– de la profondeur
1.2 Crite`res de qualite´ en radiothe´rapie
L’objectif de la radiothe´rapie est depuis toujours de de´livrer la valeur de dose pre´scrite
dans la tumeur et le minimum de dose dans les zones connexes. L’e´valuation de la qua-
lite´ du plan de traitement peut se faire de plusieurs manie`res en fonction du type de
repre´sentation utilise´.
Le premier moyen utilise´ pour repre´senter une distribution de doses est l’utilisation
d’une repre´sentation plane des courbes isodoses. Une courbe isodose, illustre´e dans la
figure 1.4, repre´sente un ensemble de points du milieu irradie´ ou` la valeur de la dose
de´pose´e pre´sente la meˆme valeur. Ce moyen de controˆle peut se faire rapidement de
manie`re visuelle, coupe par coupe. Mais il a comme de´savantage de rendre la comparaison
fine entre plusieurs plans de traitement difficile et impre´cise. Pour permettre une meilleure
visualisation et e´tude de ces rendements, une autre quantification de la dose de´pose´e
est mise en place sous forme d’histogramme dose-volume1. Cette repre´sentation, ou` les
volumes sont sche´matise´s en fonction de leurs caracte´ristiques, tel qu’il est montre´ dans
la figure 1.5, permet de connaˆıtre le de´tail sur les doses de´pose´es dans chaque volume
1HDV ou VDH
1.2. CRITE`RES DE QUALITE´ EN RADIOTHE´RAPIE 11
Fig. 1.4 – Courbe isodose pour une irradiation a` incidence normale (a) et oblique (b)
d’inte´reˆt. Cette quantification est e´value´e en effectuant le rapport entre le volume tumoral
et le volume de´limite´ par une isodose. Cette mode´lisation de la re´partition des doses est
interpre´table plus facilement et permet une meilleure comparaison entre les diffe´rents
choix de traitement disponibles. L’ensemble de ces comparaisons repose sur l’analyse
des rapports entre les diffe´rents parame`tres caracte´risant le traitement. Plusieurs index,
e´tudie´s dans les travaux de L. Feuvret et al[18], sont mis en place en utilisant le contexte
de rapport entre la dose et le volume. Mais, meˆme si cette technique permet de de´limiter
certains organes a` risques, elle pre´sente malgre´ tout l’inconve´nient de ne pas permettre













par l’isodose de référence
VOC Volume de l’organe












Fig. 1.5 – Sche´matisation des volumes d’inte´reˆt
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1.3 Dosime´trie et planification de traitement
L’utilisation de la radiothe´rapie comme moyen de traitement est arrive´e dans les cli-
niques sans que les radiophysiciens posse`dent des moyens puissants de calcul. De ce fait,
les premiers plans de traitement2 ont e´te´ re´alise´s a` l’aide de solutions reposant sur des
me´thodes empiriques en utilisant une description limite´e de l’anatomie du patient.
De grandes innovations ont ensuite permis d’affiner les techniques de re´alisation des
TPS. La description anatomique des patients a e´te´ de´veloppe´e graˆce a` l’apparition de
nouveaux outils pour l’imagerie me´dicale, tels les scanners CT3 au de´but des anne´es 1970
, et plus re´cemment, la MRI4, et les scanners SPECT et PET5.
D’autre part, l’augmentation des puissances de calcul des ordinateurs a permis de
de´velopper les planifications de traitement calcule´es nume´riquement a` partir des anne´es
1970, limite´es a` des ge´ome´tries simples sans prise en compte des he´te´roge´ne´ite´s. Par la
suite, des ame´liorations ont e´te´ apporte´es comme le calcul des zones d’he´te´roge´ne´ite´s en
1983, en utilisant une discre´tisation fine. Paralle`lement, ces innovations techniques ont
permis un affinement des techniques de simulation.
1.3.1 La Radiothe´rapie Conformationnelle
La radiothe´rapie conformationnelle a pour objectif de rechercher la meilleure adapta-
tion de la forme d’une enveloppe isodose de valeur e´leve´e a` la forme exacte du volume
cible. En utilisant des caches, il est possible d’utiliser des faisceaux ayant une forme cor-
respondant a` la tumeur. Meˆme s’il reste encore quelques centres en activite´ utilisant des
caches amovibles de plomb qu’il faut fac¸onner a` la main, les appareils de radiothe´rapie
moderne utilisent des appareils posse´dant des caches multilames pilote´s par un ordinateur
conforme´ment a` la description de la tumeur.
1.3.2 La Radiothe´rapie Conformationnelle par Modulation d’In-
tensite´
Bien que notre e´tude porte sur la radiothe´rapie conformationnelle, il est important de
pre´senter la radiothe´rapie conformationnelle par modulation d’intensite´ 6 qui peut eˆtre
conside´re´e comme l’e´tape suivante. Toute la diffe´rence entre ces deux me´thodes porte
sur l’intensite´ des faisceaux d’irradiation. Alors qu’en radiothe´rapie conformationnelle, la
fluence7 est identique sur l’ensemble du faisceau, la RCMI utilise des faisceaux de fluence
2TPS
3Computer Tomography
4Nuclear magnetic resonance Imaging
5Single photon and positron emission tomography
6Commune´ment appele´e RCMI
7La fluence (note´e φ) est le rapport de dN par da ou` dN est le nombre de particules incidentes
traversant une sphe`re de section principale da φ = dN
da
(unite´ le m−2)
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Fig. 1.6 – Le collimateur multilame, MillenniumMLC-120, VARIAN
non-homoge`ne. L’e´mission d’un tel faisceau irradiant est possible par la mise au point des
collimateurs multilames (illustre´ a` la figure 1.6).
L’avantage d’utiliser ces faisceaux a` fluence modulable est de permettre de traiter
les tumeurs a` contour irre´gulier avec un plus grand degre´ de conformation, ce qui offre
la possibilite´ de re´aliser des planifications de traitement avec une meilleure pre´cision.
L’apport de ces nouveaux degre´s de liberte´ dans le choix du type de formes des faisceaux
a rendu les proce´de´s classiques de planification de traitement inope´rants, c’est pourquoi
la dosime´trie inverse a e´te´ mise en place.
La dosime´trie inverse
La dosime´trie inverse est une proce´dure de dosime´trie pre´visionnelle dont le point de
de´part est fonde´ sur des objectifs cliniques impose´s par le radiothe´rapeute. Suite a` l’e´ta-
blissement d’une description fine de l’anatomie du patient, il est possible de de´terminer
avec pre´cision les volumes a` irradier et ceux a` prote´ger. Ensuite, il est possible, a` l’aide
de routines informatiques, de tester diffe´rentes configurations d’irradiation pour obtenir
les conditions voulues. Cette phase de la pre´paration du traitement est la phase d’optimi-
sation. Cette me´thodologie permet de calculer les parame`tres de l’irradiation ne´cessaires
pour parvenir aux objectifs fixe´s pre´alablement, d’ou` son appellation de dosime´trie in-
verse [8]. En effet, pour la dosime´trie pre´visionnelle classique, la valeur de la dose dans la
zone tumorale correspond a` l’objectif final de la conception du plan de traitement, et non
pas au point de de´part comme pour la dosime´trie inverse.
1.3.3 La planification de traitement
La planification de traitement par radiothe´rapie externe commence par la repre´senta-
tion comple`te de la tumeur cance´reuse dans son environnement proche. La mise au point
du plan de traitement consiste a` choisir le meilleur positionnement du ou des irradiation(s)
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en vue de maximiser la dose rec¸ue par la tumeur cance´reuse (voir l’illustration de la
figure 1.7) et de minimiser l’impact de cette irradiation dans les zones entourant la tumeur.
Fig. 1.7 – Coupe repre´sentant une planification de traitement pour un cancer de la pros-
tate
Une e´tape majeure dans la planification de traitement est la de´termination de l’inten-
site´ et du temps d’irradiation ne´cessaires a` l’application de la dose donne´e par le me´decin.
Cette e´tape est tre`s importante sachant qu’une sur-irradiation peut eˆtre la cause de can-
cers secondaires dans les tissus sains, et qu’une sous-irradiation risque de ne pas de´truire
la tumeur. La complexite´ dans le calcul du de´poˆt de dose est augmente´e par le fait que
le corps humain est un environnement he´te´roge`ne. De plus, comme il a e´te´ montre´ par J.
J. DeMarco dans [27], les moyens existants d’e´valuation de la dose ne sont pas exempts
d’erreurs dans les milieux classiques (se re´fe´rer aux travaux de R. Mohan [38]) et peuvent
meˆme eˆtre errone´s dans certains cas exceptionnels comme indique´, par exemple, dans les
travaux de E. Buffard [9] lors d’une e´tude sur les effets des implants artificiels lors d’une
irradiation me´dicale. C’est pourquoi, e´tant donne´e la position centrale des planificateurs
de traitement dans la chaˆıne dosime´trique (illustre´e par le sche´ma 1.8 issu des travaux de
J.C Rosenwald [41]), il est important de faire une analyse critique des re´sultats donne´s
par les syste`mes de planification de traitement.






































Fig. 1.8 – Position des syste`mes de planification de traitement dans l’environnement
dosime´trique
1.4 Code de calcul
Comme nous l’avons mentionne´ pre´ce´demment, l’e´valuation du re´sultat d’une irradia-
tion est une e´tape cruciale lors de la re´alisation de la planification de traitement. Trois
grandes familles de me´thodes sont disponibles pour calculer le re´sultat d’une irradiation :
– les me´thodes empiriques,
– les me´thodes analytiques,
– les me´thodes statistiques faisant appel aux techniques de Monte Carlo.
Il est aujourd’hui convenu que les solutions ne faisant appel qu’a` des techniques tradi-
tionnelles, c’est a` dire les techniques ne reposant que sur les me´thodes empiriques et analy-
tiques ne font pas toujours preuve d’une grande pre´cision lors de pre´sence d’he´te´roge´ne´ite´s.
Par exemple, R. Mohan [38] montre qu’il peut y avoir des erreurs jusqu’a` 150 % dans le
cas de l’irradiation d’un fantoˆme8 de lie`ge place´ dans de l’air par un faisceau de 15-MV
de dimension 4 × 4 cm ; ceci en comparant les re´sultats donne´s par les me´thodes tradi-
tionnelles et ceux donne´s par des me´thodes de Monte Carlo. Les limitations des me´thodes
conventionnelles doivent donc eˆtre comble´es en utilisant les me´thodes de Monte Carlo.
8En radiothe´rapie, un fantoˆme est un objet qui a des proprie´te´s semblables a` un corps humain de
ge´ome´trie et de composition connue et qui est donc utilise´ pour re´aliser des tests d’irradiation
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Cependant, en paralle`le de leur tre`s grande pre´cision, les me´thodes de Monte Carlo
ne sont pas utilisables pour la re´alisation d’un plan de traitement en raison du temps de
calcul, de l’ordre de la journe´e, ne´cessaire pour produire un re´sultat avec une pre´cision
suffisante. De ce fait, leur utilisation a longtemps e´te´ limite´e au domaine de la recherche,
a` un roˆle de controˆle ou de validation.
Aujourd’hui, les me´thodes de Monte Carlo commencent a` eˆtre inte´gre´es au sein des
solutions de planification de traitement. Le tableau de N. Reynaert [39] (voir le tableau 1.1)
de´taille pour les diffe´rents constructeurs, le type d’algorithme faisant appel a` Monte Carlo,
et pre´sente aussi les capacite´s d’optimisation mises en place. Les techniques de Monte
Carlo sont de´taille´es pour chaque traitement possible, que ce soit un traitement a` base
de photons (γ) ou a` base d’e´lectrons (ǫ−). Des travaux de recherche (Projet Maestro [33])
portent sur une utilisation comple`te de ces me´thodes en les de´ployant sur des grappes de
calcul.
Les techniques de Monte Carlo sont utilise´es pour la re´alisation de deux cate´gories de
codes de calcul pour la radiothe´rapie externe. Ces moteurs sont classe´s en fonction de leur
objectif, des moteurs de recherche ou des moteurs spe´cifiquement e´tablis a` la re´alisation
de logiciel de planification de traitement.
Les moteurs spe´cifiques a` la recherche sont pour la plupart gratuitement utilisables
pour des applications de recherche ou d’enseignement et offrent la particularite´ de posse´der
de grandes capacite´s dans la description de la ge´ome´trie ainsi que dans la simulation du
transport des radiations. Ces codes ont par contre l’inconve´nient d’eˆtre relativement lents
et d’eˆtre plutoˆt d’un usage difficile.
Parmi les principaux moteurs spe´cifiques a` la recherche, on peut citer :
– GEANT4 [26]
– EGSnrc [7], EGS, EGS4 [35]
– MCNP [13]
– PENELOPE [15]
Les principaux moteurs pour les usages commerciaux ont comme principales caracte´-
ristiques d’eˆtre beaucoup plus rapides. Mais, pour be´ne´ficier de cette caracte´ristique, ces
moteurs ont duˆ se re´soudre a` beaucoup de compromis, et de ce fait, se sont spe´cialise´s ex-
clusivement dans l’e´valuation du de´poˆt de doses dans des situations caracte´ristiques. Ces
compromis portent ge´ne´ralement sur la qualite´ finale du rendu. La pre´cision atteignable
est moins e´leve´e que pour les moteurs de recherche, ceci est duˆ a` une limitation dans le
nombre de suivis de particules ou dans la re´duction de la variance. De meˆme, un autre
compromis permettant d’augmenter la vitesse d’exe´cution concerne le choix du type de
particules suivies, en ne permettant la simulation que du calcul des e´lectrons, ces moteurs
privile´gient les particules de´posant leur e´nergie le plus localement possible.
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Parmi ces moteurs de calcul spe´cialement de´veloppe´s pour les syste`mes de planification
de traitement, on peut citer :
– XVMC (CMS,Elekta,Brainlab)
– Peregrine [14] (North American Scientific)
– VMC++ [29] (Nucletron, Varian)
– MMC (Varian)
Constructeur Produit Parution Version MC γ MC ǫ− Optimisation
inverse
Brainlan iPLan RT Dose Automne 2006 4.0 XVMC XVMC Oui
CMS XiO Juin 2005 4.3.0 XVMC XVMC Oui
Monaco Juin 2005 4.3.0 XVMC Hyperion
Elekta Elekta-Plan 2005 1.1 XVMC
2006 1.2 XVMC XVMC
2007 1.3 XVMC XVMC Hyperion
Nucletron DCM Mars 2002 2.0 VMC++
OTP 2003 VMC++






Eclipse e´te´ 2004 7.2.X (1) Macro-MC
Siemens Konrad Juillet 2003 v2.1




Corvus, Peacok 2004 Peregrine Oui
(1) Convolution / Superposition
Tab. 1.1 – TPS commerciaux mettant en œuvre les me´thodes de Monte Carlo
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Les techniques de Monte Carlo sont donc la re´fe´rence pour le calcul dosime´trique.
Cependant, le temps de calcul ne´cessaire a` leur mise en œuvre empeˆche leur utilisation en
tant que me´thode principale pour la mise au point des planifications de traitements sans
utilisation de grappe de calcul de taille conse´quente ou sans re´aliser des compromis impor-
tants sur la pre´cision des re´sultats obtenus. Notre proposition est d’utiliser les me´thodes
de Monte Carlo classiques pour construire une re´fe´rence de courbes de rendement, qui
est ensuite utilise´e pour construire un interpolateur de fonctions base´ sur des re´seaux de
neurones. Cet outil couple´ a` des algorithmes spe´cifiques permettra de reconstruire rapide-
ment et avec une bonne pre´cision des courbes de rendement dans tout milieu, homoge`ne
ou he´te´roge`ne.
Chapitre 2
Les re´seaux de neurones
Les re´seaux de neurones informatiques sont base´s sur une mode´lisation des neurones
biologiques [36]. Le but initial de cette mode´lisation est de reproduire les capacite´s du
cerveau humain a` interpoler ou a` classifier des informations. Les principales voies de
recherche des re´seaux de neurones sont donc la classification ou l’interpolation : deux
points tre`s importants pour la mode´lisation de syste`mes complexes dont le comportement
ne peut eˆtre de´fini de manie`re mathe´matique. Le neurone et plus particulie`rement le
re´seau de neurones sont aujourd’hui conside´re´s comme des simples outils informatiques.
L’e´tat de l’art pre´sente´ dans ce manuscrit est un inventaire non-exaustif de l’ensemble des
solutions possibles. Pour consulter une e´tude plus comple`te, se re´fe´rer, par exemple, au

















Fig. 2.1 – Le neurone formel
E´lement de base d’un re´seau de neurones, le neurone est compose´ d’une se´rie d’entre´es
et d’une sortie. Toutes les entre´es (xj) sont ponde´re´es de manie`re inde´pendante (ωij)
avant que leur somme, ainsi qu’une valeur de seuillage (θi) soient utilise´es pour calculer
la valeur de sortie par le biais de la fonction d’activation (F ). La formulation de la sortie
est donne´e par :
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Il existe plusieurs types de fonctions d’activations possibles. La figure 2.2 pre´sente les
fonctions donnant ge´ne´ralement les meilleurs re´sultats possibles. Il est toutefois possible,
dans certains cas particuliers, d’utiliser des fonctions plus spe´cifiques, lie´es a` leur contexte
d’utilisation afin d’obtenir de meilleures performances. Le choix de celle-ci se fait en fonc-
tion de la position du neurone dans le re´seau et aussi en fonction du domaine d’application
du re´seau de neurones.
Linéaire Seuil SinusoidaleGaussienne
Fig. 2.2 – Les fonctions d’activation usuelles
2.2 Les diffe´rents types de re´seaux neuronaux
Les re´seaux de neurones artificiels tentent de reproduire les meˆmes comportements que
leurs mode`les biologiques. La complexite´ d’un cerveau humain ne peut pas eˆtre reproduite,
mais des approximations permettent d’obtenir des re´sultats utiles pour un grand nombre
d’applications comme la reconnaissance de formes ou de donne´es, la prise de de´cision,
les me´moires associatives ou encore l’interpolation de fonctions. C’est l’interconnexion de
diffe´rents types de neurones qui permet, entre autres, de spe´cifier le domaine d’application
du re´seau. Les re´seaux de neurones sont classifie´s selon leur architecture en deux grands
types :
– Les re´seaux re´currents qui ont la particularite´ d’avoir un graphe de connexion avec
boucle (re´seau de Hopfield, re´seau de Elman).
– Les re´seaux a` propagation (“feed-forward”), n’ayant pas de boucle dans leur graphe
de connexion (Perceptron, re´seau line´aire, perceptron multicouches).
Le comportement du re´seau de neurones souhaite´ dans cette e´tude est l’interpolation
de fonctions. Seule la branche “feed-forward” de ce domaine de recherche sera conside´re´e
dans la suite de ce manuscrit.
Interpolateur universel Les capacite´s d’interpolation pour les re´seaux de neurones
ont e´te´ e´tablies de`s 1943 par McCulloch et Pitts [34] pour les fonctions boole´ennes. Ce
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premier re´sultat montre qu’un re´seau de neurones discret sans contrainte de topologie
peut repre´senter n’importe quelle fonction boole´enne. Un nouvel algorithme d’apprentis-
sage des re´seaux de neurones est mis au point en 1986 par Rumelhart, Hinton et Williams.
Cet algorithme, nomme´ re´tropropagation du gradient [42, 31], permet l’optimisation d’un
re´seau de neurones a` plusieurs couches. Ce nouveau re´sultat favorise une relance de la
recherche sur les re´seaux de neurones et, en 1989, les travaux de Cybenko [11] et K. Hor-
nik [24] montrent qu’un re´seau de neurones utilisant une architecture de type perceptron
multicouches peut eˆtre un interpolateur universel pour toutes fonctions borne´es et conti-
nues dans R. Mais, en contrepartie, il n’existe aucun re´sultat permettant de connaˆıtre au
pre´alable la topologie la plus efficace pour un proble`me donne´. De plus, pour obtenir un
re´seau de neurones permettant une bonne pre´cision pour des fonctions complexes, il est
ne´cessaire de multiplier le nombre de neurones composant le re´seau.
2.3 Les diffe´rentes topologies de re´seaux
2.3.1 Le perceptron multicouches
Pre´sente´ une premie`re fois par Y. Le Cun [10], le perceptron multicouches est une
topologie de re´seau de neurones de type feed-forward. Ce type de re´seau est pre´sente´ a`
la figure 2.3. Il est constitue´ d’une couche d’entre´es, d’un nombre quelconque de couches
cache´es (nul compris) et d’une couche de sorties. La premie`re couche est relie´e aux entre´es
puis chaque couche est relie´e a` la pre´ce´dente. Les re´sultats du perceptron sont disponibles
en sortie de la dernie`re couche du re´seau.
Couches cachées
SortiesEntrées
Couche d’entrées Couche de sorties
Fig. 2.3 – Le perceptron multicouches
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2.3.2 Les re´seaux du second ordre
Les re´seaux de neurones du second ordre permettent une ame´lioration des perfor-
mances du perceptron multicouches en e´vitant un nombre trop important de neurones
sur les couches cache´es du re´seau. Cet ajout de performance est re´alise´ en multipliant les
entre´es du re´seau de neurones de manie`re artificielle, cela en utilisant des combinaisons
des entre´es initiales.
SQUARE-MLP
Cette premie`re e´volution du perceptron multicouches a e´te´ pre´sente´e par Gary William
Flake [19] et consiste a` modifier le vecteur d’entre´es du perceptron. A` partir d’un vec-
teur de type (xi, . . . , xn), on utilise comme entre´e du perceptron le vecteur suivant :
(xi, . . . , xn, x
2
i , . . . , x
2
n). De par cette construction, le re´seau ame´liore sa capacite´ a` inter-




















Fig. 2.4 – Re´seau HPU d’ordre 3 pour deux entre´es initiales
HPU
Les re´seaux de neurones de type HPU (Higher-order Processing Unit, [21]) utilisent
une autre me´thode de combinaison de leurs entre´es initiales. Ces nouvelles entre´es sont ob-
tenues en effectuant des combinaisons polynomiales des entre´es initiales xi, i ∈ {1, . . . , n}
jusqu’au degre´ maximum (en re´fe´rence a` l’ordre du re´seau HPU). Par exemple, la liste
des entre´es d’un re´seau de neurones de ce type, a` l’ordre trois, pour un re´seau ayant












2) comme indique´ a` la
figure 2.4.
Un autre inte´reˆt de ces deux optimisations est leur rapidite´ de mise en œuvre. Puisque
ces optimisations ne portent que sur le nombre d’entre´es du re´seau, il est possible d’utiliser
les meˆmes algorithmes d’apprentissage que pour le perceptron multicouches classique.
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2.4 Les algorithmes d’apprentissage
Les algorithmes d’apprentissage des re´seaux de neurones, tout comme la description
de leur topologie, peuvent eˆtre classe´s en deux grandes familles : les algorithmes non-
supervise´s et les algorithmes supervise´s. Les algorithmes non supervise´s sont utilise´s pour
des re´seaux de neurones dont le re´sultat attendu n’est pas connu au pre´alable. Cette classe
n’e´tant pas utile dans notre e´tude, ses algorithmes ne seront pas pre´sente´s.
La seconde classe d’algorithmes d’apprentissage, les supervise´s, consiste a` entraˆıner
un re´seau de neurones pour qu’il reproduise un comportement de´termine´. Les grands
domaines d’applications des re´seaux de neurones utilisant un apprentissage supervise´ sont
la classification (reconnaissance de formes), et l’interpolation de fonctions. Il s’agit de
pre´senter un ensemble de donne´es au re´seau de neurones et de comparer le re´sultat donne´
par le re´seau de neurones avec le re´sultat souhaite´. Il s’agit ensuite de modifier le re´seau,
les poids des connexions et les seuils des neurones, pour minimiser l’erreur obtenue.
2.4.1 Re´tropropagation du gradient
Cette technique d’apprentissage classique a e´te´ mise au point par Rumelhart et est
de´taille´e dans l’article [42].
Cette technique calcule l’erreur entre la sortie the´orique du re´seau et la valeur de sortie
du re´seau de neurones. La principale caracte´ristique de cette me´thode d’apprentissage est
que la valeur de l’erreur est ensuite directement utilise´e pour modifier les diffe´rents poids
intervenant dans le re´seau de neurones. Cette modification est effectue´e de la couche de
sorties vers la couche d’entre´es. L’objectif de cette re´tropropagation est de minimiser
l’erreur globale du re´seau.
On re´ite`re cette suite d’ope´rations sur un ensemble d’apprentissage tant que l’erreur
de sortie reste supe´rieure a` un certain seuil, et tant que l’apprentissage reste efficace. En
paralle`le de cet apprentissage, il faut ve´rifier que le re´seau ne rentre pas dans une phase
de sur-apprentissage, c’est a` dire que l’erreur calcule´e avec des donne´es hors de l’ensemble
d’apprentissage reste comparable a` celle obtenue a` l’aide de donne´es issues de cet ensemble.
Un re´seau se trouvant en sur-apprentissage perd sa capacite´ de ge´ne´ralisation et ne pourra
pas remplir correctement son roˆle d’interpolateur.
Le principe de cet algorithme est de suivre la pente de l’erreur dans le but d’atteindre
un minimum. La grande difficulte´ lors de l’exe´cution de cet algorithme est de savoir si
l’on se trouve dans un minimum global de´tectant la fin de l’apprentissage ou dans un
minimum local (voir figure 2.5).
L’autre inconve´nient de cet algorithme est sa relative lenteur de convergence a` partir
du moment ou` le nombre de neurones sur les diffe´rentes couches composant le re´seau
est important. Il existe plusieurs optimisations de cet algorithme, certaines agissent sur la
pre´sentation des donne´es d’apprentissage, d’autres sur la prise en compte et la re´percussion
de l’erreur sur le re´seau (QuickProp [16], Rprop [40]).






Fig. 2.5 – Courbe de descente du gradient
Re´tropropagation du gradient “re´sistante” : Rprop
La re´tropropagation du gradient “re´sistante” est un algorithme d’apprentissage pour
les perceptrons multicouches [40]. Cet algorithme est un des plus rapides et pre´cis, de
plus, il a pour qualite´ d’eˆtre relativement robuste. Cet algorithme reste un algorithme
d’apprentissage du premier ordre et donc sa complexite´ augmente line´airement en fonction
de la topologie du re´seau.
Contrairement a` l’algorithme classique de re´tropropagation du gradient, l’algorithme
Rprop n’utilise pas directement la de´rive´e de l’erreur (δE(t)) pour mettre a` jour les poids
du re´seau (wij). Dans l’algorithme Rprop, seul le signe de la de´rive´e de l’erreur est utilise´
pour de´terminer si les poids sont diminue´s ou augmente´s. De plus, la modification des
poids est re´alise´e en utilisant une valeur inde´pendante de l’erreur (∆
(t)
ij ) qui e´volue au
cours du processus d’apprentissage a` l’aide d’un facteur constant (strictement infe´rieur
(η−) a` 1 pour la diminution et strictement supe´rieur (η+) dans le cas contraire). Cette
valeur de modification est borne´e (∆min, ∆max).
Christian Igel et Michael Hu¨sken ont publie´ une e´volution de cet algorithme [25]. Cette
e´volution permet d’annuler une modification de poids si l’effet de celle-ci est ne´gatif. L’al-
gorithme Rprop ainsi modifie´ est nomme´ iRprop+ et est de´taille´ dans l’algorithme 2.1.
Comme dans le cas de l’algorithme classique Rprop, seul le signe de la de´rive´e de l’erreur
est utilise´ pour effectuer la mise a` jour des poids. Dans le cas ou` la de´rive´e est strictement
ne´gative, c’est a` dire que l’erreur se re´duit, la valeur de modification des poids est aug-
mente´e et les poids du re´seau sont modifie´s afin de minimiser l’erreur restante. Dans le
cas ou` l’erreur est augmente´e, la constante de modification des poids est diminue´e et les
diffe´rents poids du re´seau sont remis a` leur valeur pre´ce´dente. Enfin, si l’ame´lioration est
constante, la constante de modification reste inchange´e et les poids sont mis a` jour afin
de minimiser l’erreur restante.
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Algorithme 2.1 L’algorithme iRprop+












































































2.4.2 Les algorithmes de construction incre´mentale
Depuis les premiers de´veloppements des re´seaux de neurones [36], les proble`mes se
portent sur leur construction et leur apprentissage. Plusieurs algorithmes ont eu de ve´-
ritables succe`s tel que l’algorithme d’apprentissage utilisant la re´tropropagation du gra-
dient [31, 43]. Pourtant, il existe un inconve´nient majeur a` cet algorithme, il n’y a pas de
re´sultat permettant de connaˆıtre le nombre optimal de neurones a` utiliser sur la couche
cache´e. Pour re´soudre ce proble`me, de nouvelles techniques d’apprentissage sont mises en
place telles que la construction incre´mentale [37, 12, 30, 20, 17]. L’ide´e principale de ces
algorithmes est de commencer l’apprentissage avec un nombre minimal de neurones sur la
couche cache´e (ge´ne´ralement un), puis, d’ajouter un nouveau neurone quand le processus
d’apprentissage stagne a` un meˆme niveau d’erreur. Ces me´thodes tendent a` produire des
re´seaux de neurones avec un nombre limite´ de neurones ainsi qu’avec un temps d’appren-
tissage diminue´. Ne´anmoins, la plupart de ces algorithmes sont de´veloppe´s pour re´soudre
des proble`mes de classification.
Nous allons pre´senter dans les paragraphes suivants les principaux algorithmes de´ve-
loppe´s pour l’interpolation de fonction.
Algorithme de construction en cascade
Un des algorithmes d’apprentissage de re´seau de neurones avec construction incre´men-
tale est l’algorithme de construction en cascade. Cet algorithme a e´te´ pre´sente´ par S. E.
Fahlman et C. Lebiere [17] et combine deux concepts. Le premier mis en place concerne
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l’architecture du re´seau. Les neurones de la couche cache´e ne sont pas connecte´s tradi-
tionnellement mais, comme ils sont ajoute´s au cours de l’apprentissage, ils posse`dent, en
plus des connexions avec les neurones de la couche d’entre´e, des connexions avec tous les
neurones de leur propre couche ajoute´s pre´ce´demment. Le second principe de cet algo-
rithme d’apprentissage est d’essayer lors de l’ajout d’un nouveau neurone de maximiser
la correspondance entre sa valeur de sortie et l’erreur re´siduelle du re´seau. L’architecture













Fig. 2.6 – L’architecture d’un re´seau utilisant l’algorithme en cascade
Algorithme de construction incre´mentale propose´ par Dunkin et al
Comme l’algorithme de construction incre´mentale en cascade, l’algorithme de construc-
tion incre´mentale propose´ par Dunkin et al [12] tente de minimiser le nombre de nœuds
a` entraˆıner a` chaque e´tape du processus d’apprentissage. La premie`re e´tape de cet algo-
rithme consiste a` entraˆıner un re´seau minimal constitue´ d’un seul neurone sur sa couche
cache´e. A` partir du moment ou` le processus d’apprentissage se stabilise, c’est a` dire que
l’ame´lioration de l’erreur par rapport au pas pre´ce´dent est infe´rieure a` un seuil donne´, le
re´seau est fige´ et un nouveau neurone est ajoute´ a` la couche cache´e. Le processus d’ap-
prentissage recommence alors mais seuls les poids du dernier neurone ajoute´ sont corrige´s.
Ensuite, le processus enchaˆıne les ajouts de neurones sur la couche cache´e a` chaque fois
que les ame´liorations du re´seau ne sont plus significatives. Le processus d’apprentissage
s’arreˆte a` partir du moment ou` l’erreur globale du re´seau a atteint le seuil souhaite´ ou
alors, lorsque l’ajout d’un nouveau neurone n’a pas ame´liore´ l’erreur pre´ce´demment obte-
nue. Le principe de construction du re´seau est de´taille´ dans la figure 2.7.





Lien en cours d’apprentissage
Nouveau neurone
Fig. 2.7 – L’algorithme de construction incre´mentale propose´ par Dunkin et al
Les algorithmes d’e´lagage
Cette cate´gorie d’algorithmes d’apprentissage de re´seau de neurones fonctionne sur
le principe inverse des pre´ce´dents. Les algorithmes majeurs de cette cate´gorie sont l’al-
gorithme “Optimal Brain Damage” de Yann LeCun et al [32], ou encore l’algorithme
“Optimal Brain Surgeon” de Babak Hassibi et al[23]. L’objectif de ces algorithmes est
de limiter le sur-apprentissage en limitant la complexite´ du re´seau final. L’apprentissage
commence donc avec une architecture comple`te posse´dant un grand nombre de neurones
entie`rement connecte´s. Ensuite, au fur et a` mesure des se´quences d’apprentissage, les
connexions et les neurones dont le roˆle n’est pas significatif sont supprime´s.
2.4.3 Paralle´lisation des apprentissages
Toujours dans le but de contourner la lenteur de l’apprentissage d’un perceptron
multi-couches, une voie de recherche est de paralle´liser cet apprentissage. Jim Torresen et
Shinji Tomita de´taillent l’ensemble de ces techniques de paralle´lisation dans les contextes
de re´seaux de neurones utilise´s dans le cadre de la classification sur des machines pa-
ralle`les [46]. Cette pre´sentation passe en revue les diffe´rentes techniques disponibles et
leurs imple´mentations dans les codes commerciaux.
E´galement dans un contexte d’utilisation des re´seaux de neurones en classification,
Sheng-Uei Guan et al ont montre´ qu’une technique de paralle´lisation d’un apprentis-
sage d’un re´seau de neurones peut eˆtre de partitionner l’ensemble des sorties du do-
maine d’apprentissage et de construire ainsi plusieurs sous re´seaux qui, une fois regroupe´s,
contiennent l’information globale [44].
Au cours de notre e´tude et afin de nous permettre un passage a` l’e´chelle, nous avons duˆ
e´tudier la possibilite´ de re´aliser une version paralle`le de notre algorithme d’apprentissage.
Dans la suite de ce chapitre, nous donnons donc un bref aperc¸u des outils de calcul
paralle`le qui nous ont e´te´ ne´cessaires au cours de notre e´tude.
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2.5 Les environnements de programmation paralle`le
Les travaux que j’ai re´alise´ au cours de ma the`se ont un but pratique qui est la mise
au point d’une solution d’e´valuation des doses d’irradiation de´pose´es dans un contexte
me´dical. Notre application se compose de deux modules : un module d’apprentissage
du re´seau et un module d’exploitation. Le premier e´tant utilise´ hors ligne, il n’y a pas
de contrainte forte sur ses temps d’exe´cution, bien que ceux-ci doivent tout de meˆme
rester raisonnables. Le second module est pre´vu pour eˆtre utilise´ intensivement pendant
le calcul de la planification de traitement, ses temps d’exe´cution doivent eˆtre les plus
re´duits possibles.
Meˆme si le temps d’apprentissage n’est pas un crite`re de´terminant pour la finalite´
de notre application, le nombre de parame`tres devant eˆtre pris en compte par le re´seau
de neurones fait augmenter le temps d’apprentissage jusqu’a` rendre le temps de cette
phase trop important pour eˆtre utilisable. De fait, cette phase d’apprentissage ne´cessite
la mise en place d’une version paralle`le en vue de diminuer le temps ne´cessaire a` son
accomplissement. Nous avons choisi de re´aliser un algorithme pouvant eˆtre de´ploye´ sur une
grappe de calcul. De cette manie`re, notre application est utilisable de manie`re performante
sans pour autant ne´cessiter une architecture mate´rielle spe´cifique.
2.5.1 De´finitions des besoins
Les besoins ne´cessaires a` la mise en place de notre application suivent les crite`res
standards des applications paralle`les. Comme il sera de´fini lors de la pre´sentation de notre
algorithme paralle`le dans la section 3.2, l’application paralle`le est construite sur un mode`le
de type maˆıtre-esclave. La partie maˆıtre a pour roˆle la gestion des phases de calcul alors
que chacun des esclaves re´alise une phase de calcul distinct. L’environnement de calcul
doit permettre une communication simple entre les diffe´rents acteurs de l’application.
Celle-ci ayant comme contrainte d’eˆtre de´ployable sur des grappes non-totalement fiables,
il est ne´cessaire d’utiliser un environnement de calcul sur grappes supportant la perte
d’un de ses e´le´ments de calcul.
Le sche´ma 2.8 de´taille cette strate´gie pour une application utilisant un maˆıtre et
trois esclaves (ou noeuds). Dans un premier temps, l’ensemble des machines, sous l’im-
pulsion du maˆıtre, se synchronise. Cette synchronisation effectue´e, le maˆıtre peut en-
voyer les diffe´rentes taˆches de calcul aux nœuds. Pour cette application, les taˆches sont
inde´pendantes, il n’y a donc pas de communication entre les diffe´rents nœuds. Quand
un esclave a termine´ son calcul, il retourne le re´sultat au maˆıtre qui peut, si besoin, lui
re´-attribuer une nouvelle taˆche. Une fois que toutes les taˆches de calcul sont attribue´es, le
maˆıtre peut libe´rer les diffe´rents nœuds. Ce mode de fonctionnement reste relativement ba-
sique au vu des possibilite´s des environnements de programmation paralle`le. L’ensemble
de ces besoins est largement couverts par l’environnement standard de programmation
paralle`le qu’est MPI.
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Fig. 2.8 – Mode`le maˆıtre-esclave
2.5.2 Un environnement de calcul de´die´ a` la grappe de calcul :
MPI
MPI1 est une norme d’interface de communication et d’environnement paralle`le is-
sue des discussions d’un comite´, le “MPI Forum”, regroupant des membres d’horizons
divers : constructeurs (Convex, Cray, IBM, Meiko, nCube, NEC, TMC), de´veloppeurs
de bibliothe`ques existantes (PVM, P4, Chameleon, Zipcode, ... ), et utilisateurs. Les
premie`res re´unions de ce comite´ ont eu lieu en mars 1993.
Les objectifs du comite´ e´taient :
– de´finir un standard portable de bibliothe`que de communication par passage de mes-
sages ;
– fonctionner de manie`re totalement ouverte (groupe de nouvelles, courriel, pages
Toile) ;
– produire un re´sultat en un an.
Ce comite´ a produit en juin 1994, dans les de´lais impartis, la norme MPI-1, qui a e´te´
suivie en 1997 de la norme MPI-2, dont les travaux ont de´marre´ de`s 1995. Il en existe plu-
sieurs mises en œuvre, comme par exemple MPICH [22], MPICH-2 [28] , LAM/MPI [1],
ou encore OpenMPI [2]. Meˆme si chacune de ces imple´mentations suit la norme MPI, des
diffe´rences existent tant au niveau du nombre de fonctions disponibles (surtout pour les
fonctions faisant partie de MPI-2), qu’au niveau des architectures supporte´es ou encore
de la licence utilise´e pour leur publication.
MPI-1 de´finit l’interface d’une bibliothe`que de communication ; ce n’est pas un langage,
1Message Passing Interface
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ni un environnement de programmation paralle`le. En particulier :
– il n’y a pas dans MPI-1 de fonctions de gestion de processus ni de processeurs, qui
font en revanche partie de MPI-2 ;
– il n’y a pas (ou peu) de fonctionnalite´s de de´bogage, qui sont laisse´es a` la libre
appre´ciation du programmeur.
En revanche, MPI-1 :
– est une bibliothe`que (Application Programmer Interface, ou API) ;
– a e´te´ conc¸u pour que ses mises en œuvre puissent eˆtre “thread-safe”, bien que peu
le soient a` l’heure actuelle ;
– ge`re les groupes de processus ;
– ge`re les communications collectives ;
– dispose de nombreux modes d’e´mission et re´ception ;
– fonctionne en environnement he´te´roge`ne ;
– permet l’e´criture de bibliothe`ques de communication, sans risque de conflits ou
confusions sur les types de messages, graˆce a` des objets appele´s “communicateurs”.
MPI-2, en se basant sur l’expe´rience acquise et les demandes des utilisateurs, propose
de nouvelles fonctionnalite´s. En particulier, MPI-2 :
– autorise la cre´ation dynamique de processus ;
– de´finit un me´canisme de communications unilate´rales (dans un seule sens) ;
– e´tend les communications collectives ;
– pre´cise le fonctionnement de MPI en multi-taˆches ;
– offre des fonctionnalite´s de gestion paralle`le de fichiers.
Une application MPI est un ensemble de processus autonomes exe´cutant chacun leur
propre code et communiquant via des appels a` des fonctions de la bibliothe`que MPI.
La communication peut se faire, soit point a` point entre deux processeurs, soit d’une
manie`re collective en faisant plusieurs communications a` partir d’une seule requeˆte. MPI
offre a` l’utilisateur un ensemble de fonctions pour communiquer qui peuvent eˆtre soit
bloquantes, soit non bloquantes. Cette bibliothe`que est particulie`rement riche au niveau
des communications de groupe, par e´change collectif d’un ensemble de donne´es ou se´lectif
parmi un ensemble de donne´es
L’ensemble de ces fonctionnalite´s comble donc nos besoins pour construire notre ap-
plication paralle`le. Le seul point nous faisant de´faut pour notre e´tude concerne la mise en
place de me´canisme de la tole´rance aux pannes au sein de MPI. Mais, si ce point n’est pas
directement de´fini au sein de la norme, certaines imple´mentations ge`rent cette fonction-
nalite´ directement, et il possible d’imple´menter des me´canismes la mettant en place pour
les autres imple´mentations. Les parties suivantes a` cet e´tat de l’art pre´sentent l’ensemble






Contributions pour les re´seaux de
neurones
Nos travaux s’inscrivent dans l’axe de recherche des re´seaux de neurones utilise´s en
tant qu’approximateurs universels de fonctions. Dans ce chapitre, nous allons pre´senter
les objectifs mais aussi le cheminement qui nous a permis de construire un algorithme
d’apprentissage incre´mental particulie`rement adapte´ a` notre domaine applicatif qu’est la
radiothe´rapie externe.
3.1 Algorithme de construction incre´mentale du re´-
seau de neurones
L’un des points de de´part de nos travaux a consiste´ en la re´alisation d’un e´tat de l’art
des diffe´rentes techniques d’apprentissage des re´seaux neuronaux. Ce travail a eu pour
but d’identifier l’algorithme d’apprentissage le plus efficace dans le cadre de notre e´tude
lie´e a` la radiothe´rapie externe.
La solution que nous avons retenue consiste a` associer un algorithme d’apprentissage
de type RPROP (voir 2.4.1) avec une architecture de re´seau du second ordre de type
HPU (voir 2.3.2). Cette association d’optimisation nous a permis de mettre au point un
algorithme d’apprentissage efficace et rapide mais qui ne nous permet pas de garantir que
le re´seau final obtenu posse`de un nombre minimal de neurones. Comme on peut le voir
sur les diffe´rentes repre´sentations des courbes de de´poˆt de doses, les caracte´ristiques des
courbes servant de re´fe´rence a` l’apprentissage sont de posse´der des zones relativement
constantes encadre´es par des zones a` fortes pentes.
Nous nous sommes attache´s a` mettre au point un algorithme de construction incre´-
mentale. Cet algorithme a pour objectif de conserver les optimisations pre´ce´dentes tout
en limitant le nombre de neurones sur la couche cache´e du re´seau.
Le principe de notre algorithme, sche´matise´ a` la figure 3.1 et de´taille´ de manie`re
comple`te dans l’algorithme 3.1, est de re´aliser un apprentissage de type RPROP sur une
architecture de re´seau de type HPU. Le nombre d’entre´es, comme de sorties, est de´fini en
fonction des donne´es d’apprentissage. Le nombre de neurones sur la couche cache´e (NCC)
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Algorithme 3.1 Algorithme d’apprentissage incre´mental
Entre´es:
Re´seau Res // re´seau a` entraˆıner
Re´el Ecourant, Pre´cision // erreur du re´seau et pre´cision souhaite´e
Variables:
Re´seau Resprec // re´seau interme´diaire
Re´el Eprec // erreur du re´seau interme´diaire
Boole´en Continue // indique si le processus continue
Re´sultats:
Re´seau Res // le re´seau entraˆıne´
Re´el Ecourant // l’erreur finale apre`s entraˆınement
// boucle ge´ne´rale du processus d’apprentissage
Re´pe´ter
// copie du re´seau courant
Resprec ← Res
Eprec ← Ecourant
// apprentissage du re´seau courant
Ecourant ← ApprentissageRPROP(Res)
// de´termination de l’ajout d’un nouveau neurone ou d’arreˆt du processus
Continue ← Faux
Si Ecourant > Pre´cision Alors
Si Ecourant < Eprec Alors








Tant que Continue = Vrai














Fig. 3.1 – Principe de notre algorithme d’apprentissage incre´mental
est, quant a` lui, choisi en fonction de l’expe´rience mais toujours le plus petit possible. Ce
nombre de neurones sur la couche cache´e e´voluera au cours de l’apprentissage. Une fois le
re´seau construit, l’apprentissage proprement dit est lance´. Il s’agit de pre´senter au re´seau
les diffe´rents ensembles du domaine d’apprentissage et de corriger les diffe´rents poids re-
liant les neurones entre eux de manie`re a` minimiser l’erreur sur le neurone de sortie. A`
partir du moment ou` la diminution de l’erreur de sortie stagne et dans le cas ou` l’erreur
finale obtenue (Ecourant) est supe´rieure a` celle de´cide´e (Pre´cision), un nouveau neurone
est ajoute´ sur la couche cache´e. Ce nouveau neurone est inse´re´ dans le re´seau avec des
poids nuls afin de ne pas apporter d’erreur supple´mentaire, comme il est illustre´ dans la
figure 3.2.
Ensuite, l’apprentissage est de nouveau lance´ jusqu’a` la prochaine pe´riode de stagna-
tion. Ce processus d’apprentissage (ApprentissageRprop()) et d’ajouts de neurones sur
la couche cache´e (ajoutNeuroneCC()) alterne tant que l’erreur voulue n’est pas atteinte
ou qu’un ajout de neurones sur la couche cache´e n’ame´liore plus le re´sultat du re´seau de
neurones.
Comme les autres algorithmes d’apprentissage de re´seaux de neurones, celui-ci incor-
pore un me´canisme permettant de controˆler que le re´seau n’entre pas dans un e´tat de
sur-apprentissage. De meˆme, une limite maximum (NCCmax) pour le nombre de neu-
rones possible sur la couche cache´e a e´te´ incluse dans le processus d’apprentissage afin de
limiter la taille du re´seau de neurones, et ainsi de limiter le temps d’apprentissage dans
les cas ou` la convergence est tre`s lente.




Couche de sortieCouche cachéeCouche d’entrée
Nouveau neurone
Fig. 3.2 – Ajout d’un nouveau neurone sur la couche cache´e du re´seau.
Comme il est montre´ dans le chapitre 5, les performances atteintes par cet algorithme
d’apprentissage sont tre`s bonnes pour un intervalle d’apprentissage expe´rimental mais
restent insuffisantes dans le cadre d’une mise a` l’e´chelle. Afin de permettre la prise en
charge des domaines d’apprentissage complets, il est ne´cessaire de mettre en place des
techniques de paralle´lisation de l’apprentissage.
3.2 La paralle´lisation
Le principe utilise´ pour re´aliser la paralle´lisation de l’algorithme d’apprentissage est
le suivant : puisque l’apprentissage d’un domaine de donne´es restreint est pleinement
satisfaisant et puisque l’apprentissage d’un domaine complet ne´cessite un temps trop
important, il peut eˆtre inte´ressant de de´composer le domaine d’apprentissage en sous-
domaines.
Le principe est ensuite de construire un re´seau de neurones pour chacun des sous-
domaines composant l’ensemble d’apprentissage. Il faut ensuite concevoir un me´canisme
permettant d’utiliser cet ensemble de sous-re´seaux de neurones de manie`re a` obtenir un
me´ta-re´seau pour le domaine complet.
3.2.1 Principe de de´composition du domaine
Le principe de de´composition du domaine d’apprentissage est e´le´mentaire. Dans cette
premie`re version de l’algorithme d’apprentissage paralle`le, il est possible de construire
des ensembles d’apprentissage en de´composant de manie`re e´quivalente les diffe´rentes
entre´es choisies. Ce choix de de´coupage, s’il s’ave`re simpliste a` premie`re vue, a e´te´ ef-
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Fig. 3.3 – De´composition d’un domaine d’apprentissage en 3x3 sous-ensembles
fectue´ en rapport a` notre application. La plupart des parame`tres de notre application
ont un domaine assez restreint et seuls les parame`tres lie´s a` la description de l’environ-
nement recouvrent un domaine suffisamment e´tendu pour eˆtre de´coupe´s. De plus, comme
la grille de discre´tisation de notre environnement est construite de manie`re uniforme,
un de´coupage re´gulier permet de construire des ensembles de donne´es d’apprentissage
de tailles e´quivalentes. La figure 3.3 pre´sente neuf sous-ensembles d’apprentissage qui,
regroupe´s, repre´sentent la courbe de de´poˆt de doses dans un volume homoge`ne compose´
d’eau. Le premier inte´reˆt de la de´composition de domaine est de re´aliser des apprentissages
avec des ensembles de taille relativement restreinte. Un autre inte´reˆt, non ne´gligeable, est
que la complexite´ de chaque sous-domaine est tre`s infe´rieure a` celle du domaine complet,
ce qui rend leur apprentissage beaucoup moins complexe.
3.2.2 Roˆle et importance du recouvrement
L’inconve´nient apporte´ par ce principe de construire n sous-re´seaux de neurones a` la
place d’un re´seau unique vient de la gestion des interfaces entre chaque sous-re´seau. Si
les re´seaux de neurones ont la capacite´ de ge´ne´ralisation sur un domaine d’apprentissage
fini, ils n’ont pas la meˆme pre´cision sur l’ensemble du domaine. Pre´cise´ment, les zones se
trouvant en limite de domaine pre´sentent une erreur supe´rieure a` la moyenne du re´seau.
Le fait de multiplier le nombre de re´seaux augmente les zones de fortes erreurs lors de la
ge´ne´ralisation, et donc, nuit a` la pre´cision ge´ne´rale.
Le principe mis en place pour diminuer ce nouvel apport d’erreur est d’augmenter la
taille du domaine d’apprentissage lie´ a` chaque sous-re´seau. Ainsi, chaque sous-re´seau a un
domaine d’apprentissage supe´rieur a` son domaine d’application et les zones a` fort pourcen-
tage d’erreur ne sont pas utilise´es dans le calcul du re´seau global. La figure 3.4 pre´sente la
mise en place du recouvrement pour le sous-domaine central de la de´composition pre´sente´e
a` la figure 3.3. Le taux de recouvrement doit eˆtre choisi a` bon escient afin de minimiser
l’erreur aux jointures des sous-re´seaux tout en limitant au maximum la zone de recouvre-








































































Fig. 3.4 – Mise en place du recouvrement
ment. Cela est important de minimiser l’augmentation du temps d’apprentissage due a`
l’augmentation de la taille du domaine d’apprentissage.
3.2.3 L’algorithme paralle`le d’apprentissage incre´mental
L’algorithme paralle`le d’apprentissage incre´mental est mis au point pour eˆtre uti-
lise´ sur une grappe de calcul. Il est donc conc¸u pour prendre en compte les caracte`res
spe´cifiques a` cette architecture. Le premier de ces caracte`res est qu’une grappe de calcul
peut eˆtre compose´e de machines he´te´roge`nes et non fiables. Il a donc fallu mettre en place
un algorithme ne´cessitant peu de points de synchronisation et pre´voir des me´canismes
permettant la reprise d’un apprentissage dans le cas ou` le nœud le re´alisant subirait une
de´faillance.
L’algorithme mis en place est base´ sur un mode`le maˆıtre-esclave. L’algorithme 3.2
de´crit la partie maˆıtre et l’algorithme 3.3, la partie esclave. La premie`re phase active de ces
algorithmes est re´alise´e par le maˆıtre. Dans un premier temps il met en place les structures
lui permettant d’enregistrer les sous-re´seaux de neurones (Reseau) ainsi que la structure
lui permettant de controˆler le bon de´roulement de l’apprentissage (EtatG). EtatG liste
pour chacun des nœuds : son e´tat (ATTENTE,APPENCOURS, PANNE), l’indice
du sous-re´seau en cours d’apprentissage, ainsi que la date du dernier message rec¸u. Ces
diffe´rentes informations sont stocke´es dans une structure de´taille´e dans la section 3.2.4.
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Algorithme 3.2 Algorithme paralle`le d’apprentissage incre´mental (Maˆıtre)
Entre´es:
Re´seau [ ] TReseau // Meta-re´seau a` entraˆıner
Entier nbSr,nbProc // Nombre de sous-re´seaux, de nœuds disponibles
Variables:
EtatG eProc // Structure de´crivant l’e´tat des diffe´rents noeuds
EnsApp [ ] ensApp // Tableau de´crivant les diffe´rents ensembles d’apprentissage
Entier [ ] listeApp // Tableau contenant la liste des apprentissages non effectue´s
Entier taille // Nombre d’apprentissages restant
Entier sd // Indice du sous-re´seau en cours de traitement
Boole´en appEncours // E´tat de l’apprentissage
Re´sultats:
Re´seau [ ] TReseau // Meta-re´seau entraˆıne´
// Initialisation des structures globales
eProc ← new [nbProc] EtatG
// Boucle ge´ne´rale du processus d’apprentissage
Tantque appEncours = Vrai Faire
Pour i de 0 a` nbProc−1 Faire
Si messageRecu(i,msg) Alors
Si msg = ATTENTE Alors
taille ← evalueApprentissageRestant(listeApp)









Sinon Si msg = FINAPP Alors
TRe´seau[i] ← receptionReseau(i)
envoiMsgAttente(i)
Sinon Si msg = ENCOURS Alors
misAJourTemoinVivant(i, EtatG)






appEncours ← verificationFinApp(EtatG, listeApp)
Fin tantque
sauvegarde(Re´seau)
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Une fois que ces structures sont initialise´es, le maˆıtre entre dans la phase de distribu-
tion/sauvegarde des diffe´rents re´seaux composant le domaine complet d’apprentissage.
Lors d’une boucle d’apprentissage, le maˆıtre e´coute chacun des diffe´rents nœuds et
re´agit en fonction du message rec¸u. Dans le cas ou` le maˆıtre rec¸oit un message indiquant
que le nœud est dans une phase inactive, phase d’ATTENTE, le maˆıtre controˆle s’il lui
reste des apprentissages non effectue´s ; dans ce cas, il envoie au nœud un sous-domaine
d’apprentissage et le sous-re´seau correspondant. Il est important de noter que le sous-
re´seau envoye´ par le maˆıtre n’est pas obligatoirement un nouveau re´seau non appris mais
peut eˆtre un re´seau temporaire issu d’un nœud ayant subi une de´faillance. Dans ce cas, le
nœud reprend un apprentissage en utilisant le dernier point de sauvegarde re´cupe´re´ avant
la panne. Ainsi, la perte de temps due a` la de´faillance d’un nœud est limite´e.
L’algorithme “esclave” re´alise les ope´rations comple´mentaires au maˆıtre : suite a` l’an-
nonce de l’envoi d’un apprentissage, le nœud re´ceptionne les donne´es d’apprentissage
(donApp) puis le re´seau de neurones associe´. Ensuite, le nœud effectue l’apprentissage
proprement dit du re´seau en utilisant l’algorithme d’apprentissage incre´mental de´crit
pre´ce´demment (voir la section 3.1). Durant cette e´tape d’apprentissage, le nœud signifie
son e´tat au maˆıtre en envoyant a` intervalles re´guliers l’e´valuation de son erreur d’appren-
tissage ainsi que, a` intervalles un peu moins fre´quents, une copie de sauvegarde de son
re´seau de neurones re´sultat.
Durant cet apprentissage, le maˆıtre continue de lancer sur l’ensemble des nœuds dis-
ponibles la suite des sous-re´seaux. Une fois qu’il n’y a plus de nœud disponible, le maˆıtre
attend qu’un nœud ait fini son apprentissage pour lui en redonner un nouveau. Le maˆıtre
et les nœuds bouclent ainsi tant que l’ensemble des sous-re´seaux n’a pas e´te´ comple`tement
entraˆıne´. Une fois ceci fait, le maˆıtre envoie un message aux diffe´rents nœuds leur indi-
quant la fin du processus global, puis sauvegarde la structure comple`te des diffe´rents
sous-re´seaux.
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Algorithme 3.3 Algorithme paralle`le d’apprentissage incre´mental (Esclave)
Entre´es:
Re´seau Res // Re´seau a` entraˆıner
EnsApp donApp // Domaine d’apprentissage a` utiliser pour l’apprentissage
Variables:
Msg msg // Message indiquant le type d’action a` re´aliser par le noeud
Boole´en appEncours // E´tat de l’apprentissage
Re´sultats:
Re´seau Res // Re´seau entraˆıne´
// Boucle d’e´coute du maˆıtre
Tantque appEncours = Vrai Faire
Si msgRecu(msg) Alors
Si msg = APP Alors







Sinon Si msg = ATTENTE Alors
// Cas ou` le maˆıtre n’a pas de taˆche a` re´aliser
attente(cstT)
envoitVivant()
Sinon Si msg = FINAPP Alors
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3.2.4 Tole´rance aux pannes
L’algorithme e´tant destine´ a` eˆtre mis en place sur une grappe de calcul utilisant des
machines non fiables, il est ne´cessaire de construire un me´canisme assurant que meˆme
en cas de perte d’un nœud, l’apprentissage n’est pas perdu. Le principe utilise´ consiste
a` ce que chaque nœud envoie re´gulie`rement un message d’activite´ au maˆıtre pendant les
phases d’apprentissage.
class Etat{
int proc; // Rang du processus (sert aussi de d’indice pour MPI).
int indSD; // Indice du sous-domaine en cours d’apprentissage;
TypeEtat etat; // Definit l’e´tat du processus.
double erreur; // Erreur de l’apprentissage (si TypeEtat == APP).
time_t dApp; // Date de de´but d’apprentissage
time_t dSauv; // Date dernie`re sauvegarde
time_t dViva; // Date de message de vivacite´
}
Fig. 3.5 – Structure permettant la description de l’e´tat d’un nœud
Sur le maˆıtre, il est mis en place, comme mentionne´ pre´ce´demment, une structure,
de´crite dans la figure 3.5 permettant de connaˆıtre l’e´tat de chacun des nœuds. Au cours
de la re´alisation d’un apprentissage, le nœud envoie au maˆıtre a` intervalles re´guliers une
sauvegarde de son re´seau en cours d’apprentissage. Ces envois sont re´alise´s a` plusieurs mo-
ments de l’apprentissage ; a` chaque fois qu’un nouveau neurone est ajoute´ sur la couche
cache´e, et aussi toutes les n ite´rations durant la phase d’apprentissage Rprop. La valeur
de n est un parame`tre modifiable dans la configuration de l’apprentissage. A` chaque envoi,
le maˆıtre modifie la valeur du parame`tre dSauv. De plus, le nœud envoie a` chaque boucle
d’apprentissage un message indiquant sa vitalite´. La date de re´ception de ce message est
ensuite enregitre´e a` l’aide du parame`tre dV iva dans la structure associe´e au nœud sur
le maˆıtre. Pour de´tecter la de´faillance d’un nœud, il suffit de ve´rifier que la dure´e entre
la date du dernier message et le moment de ve´rification ne de´passe pas un certain seuil.
Pour ce faire, il suffit de comparer la valeur du parame`tre dV iva avec la date courante. Si
le seuil est de´passe´, le nœud est indique´ comme de´faillant en modifiant la valeur du pa-
rame`tre etat, et le maˆıtre ne cherchera plus a` lui envoyer de message. Si un apprentissage
e´tait en cours sur ce nœud, celui-ci est replace´ dans la liste des apprentissages restant a`
accomplir. Le nœud qui reprendra cet apprentissage utilisera comme base le dernier point
de sauvegarde enregistre´.
Si un nœud indique´ comme de´faillant reprend contact avec le maˆıtre et que le sous-
domaine dont il avait la charge a de´ja` e´te´ redistribue´ a` un autre nœud, les deux nœuds
sont en concurrence tant qu’aucun ne termine son apprentissage. La raison pour laquelle
les deux nœuds sont garde´s en concurrence vient du fait que si un nœud a de´ja` e´te´ signale´
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comme de´faillant, il peut eˆtre classe´ dans les e´le´ments non-fiables. Il est donc risque´,
dans un premier temps, de redonner une charge de calcul a` un tel e´le´ment. Un fois la
convergence de l’apprentissage atteinte sur l’un des deux nœuds, un message est envoye´
a` l’autre pour lui indiquer qu’il peut stopper son apprentissage et se remettre en position
d’attente.
3.2.5 Activation du re´seau paralle`le
L’utilisation de plusieurs re´seaux de neurones a` la place d’un re´seau unique modifie
la fonction d’activation classique. L’algorithme 3.4 de´crit le me´canisme mis en place pour
prendre en charge cette architecture particulie`re. L’ensemble des sous-re´seaux repre´sentant
le re´seau paralle`le est contenu dans un tableau (TReseau).
Algorithme 3.4 Activation du re´seau de neurones paralle`le
Entre´es:
Re´seau [ ] TReseau // Meta-re´seau entraˆıne´
Variables:
Entier taille // Indique le nombre de re´seaux contenus dans le meta-re´seau
Re´sultats:
Boole´en trouve // Indique la validite´ de l’activation
Re´el sortie // Valeur de l’activation du me´ta-re´seau
trouve ← Faux
taille ← nbreSousReseau(TReseau)
// Boucle sur les sous-re´seaux tant qu’aucun n’a pu re´pondre aux entre´es passe´es en
parame`tres
Tantque ((i < taille) et (trouve = Faux)) Faire
trouve ← activeReseau(TReseau[i],Entrees)
i = i + 1
Fin tantque
// Un sous-re´seau correspond au domaine des entre´es
Si trouve = Vrai Alors
sortie ← valSortie(TReseau[i])
Finsi
La fonction d’activation consiste a` appeler ite´rativement sur chacun des sous-re´seaux
leur propre fonction d’activation (activeReseau(re´seau[i],Entrees)). La boucle s’arreˆte de`s
qu’un sous-re´seau a pu s’activer sur les entre´es (Entrees) passe´es en parame`tre a` sa propre
fonction d’activation. Une fois qu’un sous-re´seau a pu s’activer, ses re´sultats sont recopie´s
dans le vecteur de sortie (Sortie). La fonction retourne ensuite un boole´en permettant de
savoir si les entre´es pre´sente´es au re´seau de neurones correspondaient bien a` son domaine
d’apprentissage.
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Au niveau des sous-re´seaux de neurones, l’activation du re´seau reste classique, comme
on peut le constater dans l’algorithme 3.5. La premie`re phase effectue´e par cet algorithme
est de ve´rifier son mode de fonctionnement. Dans le cas ou` le re´seau de neurones serait en
cours d’apprentissage, la fonction controˆlerait la conformite´ des entre´es (Entrees) en se
basant sur la de´finition du domaine d’apprentissage comprenant le recouvrement (absolu)
alors que dans le cas d’une activation du re´seau en mode UTILISATION , le domaine de
re´fe´rence est le domaine applicatif . La seconde e´tape consiste a` calculer les corre´lations
des entre´es pour satisfaire l’architecture HPU. Il ne reste plus qu’a` propager les valeurs
d’entre´es sur la couche cache´e puis sur la couche de sortie pour obtenir le re´sultat. La
fonction d’activation retourne un boole´en permettant de savoir si les donne´es passe´es en
parame`tre appartiennent ou non au domaine de de´finition du re´seau.
Algorithme 3.5 Activation du re´seau de neurones
Entre´es:
Re´seau reseau // Re´seau entraˆıne´
Re´el [ ] Entre´es // Entre´es devant eˆtre active´es
DomaineDef absolu // Domaine de de´finition pour l’apprentissage
DomaineDef applicatif // Domaine de de´finition pour l’utilisation
TypeMessage mode // Type d’activation souhaite´
Variables:
Boole´en appartient // Permet de ve´rifier l’appartenance a` un domaine de de´finition
Re´el [ ] Entre´esC // Entre´es artificielles + Entre´es initiales
Re´sultats:
Re´el [ ] Sorties // Valeur de sortie du re´seau apre`s activation
Boole´en appartient // indique la validite´ de l’activation
Si mode = APPRENTISSAGE Alors
appartient ← appartientDomaine(re´seau, Entre´es, absolu)
Sinon Si mode = UTILISATION Alors
appartient ← appartientDomaine(re´seau, Entre´es, applicatif)
Finsi
Si appartient = Vrai Alors
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Comme il a de´ja` e´te´ mentionne´, le re´seau de neurones a e´te´ pre´alablement entraˆıne´
avec des donne´es provenant uniquement de milieux homoge`nes. Le re´seau ne peut donc
pas directement ge´rer les comportements particuliers apparaissant aux changements de
mate´riaux dans le cas d’une e´valuation dans un milieu he´te´roge`ne. C’est pourquoi nous
avons duˆ mettre en place un algorithme spe´cifique, permettant de calculer les courbes de
doses dans des milieux he´te´roge`nes en utilisant le re´seau pre´ce´demment entraˆıne´.
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Chapitre 4
Algorithme d’e´valuation de doses
Lorsqu’un faisceau irradiant entre dans une cellule, seule une partie de l’e´nergie conte-
nue dans le faisceau est de´pose´e dans la cellule traverse´e. Une seconde partie du faisceau
est de´vie´e a` l’ensemble des cellules environnantes (phe´nome`ne de diffusion de la dose).
Enfin, la dernie`re partie du faisceau traverse la cellule sans re´aliser d’interaction. Les
deux principaux parame`tres qui influencent la courbe du de´poˆt de doses sont le spectre
en e´nergie du faisceau incident, et la densite´ de la matie`re composant la cellule irradie´e.
Actuellement, la majorite´ des traitements radio-the´rapeutiques re´alise´s est effectue´e a`
l’aide d’un ensemble d’irradiations utilisant toutes le meˆme faisceau. Nous avons donc fo-
calise´ notre e´tude sur le parame`tre e´volutif pouvant eˆtre rencontre´, a` savoir la densite´ des
milieux traverse´s. Nous avons toutefois garde´ la possibilite´ d’incorporer dans notre syste`me
la fonctionnalite´ permettant d’utiliser plusieurs e´nergies de faisceau irradiant. Cette prise
en charge de parame´trages diffe´rents de la source irradiante se limite a` ajouter a` notre
re´seau de neurones une nouvelle entre´e caracte´risant cette information comple´mentaire.
Ces algorithmes sont e´labore´es en s’appuyant sur le principe que la valeur de la dose
de´pose´e est un phe´nome`ne continu. De plus, nous avons comme seconde hypothe`se que
l’e´le´ment pre´ponde´rant pour le de´poˆt de dose se caracte´rise par la ou les densite´s de
l’environnement e´tudie´. En effet, la densite´ des mate´riaux a une influence importante
sur la courbe de distribution de doses, comme il est possible de le voir dans la figure
4.1 (gauche) pre´sentant deux courbes de doses dans deux milieux homoge`nes diffe´rents
en fonction de la profondeur. En effet, plus la densite´ d’une matie`re est importante, plus
la dose absorbe´e est importante, et donc, plus la de´croissance de la courbe de de´poˆt de
dose est rapide. Quant a` la continuite´ des courbes de distribution de doses, elle est garan-
tie dans tous les cas d’irradiation, meˆme lorsqu’il y a pre´sence d’he´te´roge´ne´ite´ des milieux.
Afin de faciliter les comparaisons entre nos fichiers re´fe´rences et nos fichiers calcule´s,
le format de fichier utilise´ lors de notre e´tude pour la description des milieux est le format
egsphant. Ce format de fichier a e´te´ mis au point pour le logiciel EgsNrc [7], il permet de
mettre en place une discre´tisation uniforme du milieu e´tudie´. Notre travail a tout d’abord
porte´ sur l’e´valuation des milieux en deux dimensions pour eˆtre ensuite ge´ne´ralise´ aux
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milieux tridimensionnels. Seuls les voisins directs (selon les axes −→x , −→y et −→z ) du voxel
en cours d’e´valuation sont pris en compte lors de l’e´valuation de la dose de´pose´e, c’est
pourquoi toutes les interfaces entre milieux peuvent eˆtre conside´re´es comme des interfaces
soit longitudinales, soit perpendiculaires au faisceau irradiant.
4.1 Phe´nome`ne physique aux interfaces entre mate´-
riaux
Une interface perpendiculaire se produit lorsqu’il existe une suite de matie`res perpen-
diculaires a` l’axe du faisceau irradiant. Du fait de la continuite´ de la valeur de la dose
de´pose´e, la valeur de dose est la meˆme de part et d’autre de l’interface. En ge´ne´ral, il y a
un petit artefact duˆ soit a` un exce`s, soit a` un de´faut de contamination e´lectronique, mais,
au vu de son peu d’importance, il sera ignore´ au cours de cette e´tude. Algorithmiquement,
une interface perpendiculaire peut eˆtre vue comme une simple juxtaposition de courbes
de rendement en effectuant les de´calages ne´cessaires au maintien du crite`re de continuite´
de la courbe. Les figures 4.1 illustrent ce phe´nome`ne. La partie de gauche pre´sente deux
courbes de rendement en fonction de la profondeur dans le milieu, une dans l’eau et l’autre
dans le titane. La figure de droite pre´sente, quant a` elle, une unique courbe de rendement
dans un milieu he´te´roge`ne compose´ d’eau puis de titane. On peut voir que cette courbe
peut eˆtre construite en utilisant dans une premie`re partie, la courbe de rendement dans
un milieu homoge`ne compose´ d’eau, puis dans la seconde partie, celle calcule´e dans un
milieu de titane en effectuant le de´calage en profondeur indique´ dans la figure de gauche.
Notre travail consistera a` construire un algorithme permettant d’effectuer ce traitement
de manie`re automatique quels que soient les deux milieux concerne´s.


































Fig. 4.1 – Rendements en profondeur dans des milieux homoge`nes compose´s d’eau ou de
titane (figure de gauche). Rendement en profondeur dans un milieu he´te´roge`ne compose´
d’eau puis de titane (interface a` 8.7 cm) (figure de droite)
Les modifications apporte´es par les interfaces entre matie`res ne sont pas uniquement
pre´sentes dans le cas des interfaces en profondeur, mais e´galement dans le cas des interfaces
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late´rales. La figure 4.2 (gauche), pre´sentant sur une meˆme figure deux profils pour des
milieux compose´s respectivement d’eau et de titane, permet de mettre en e´vidence le
comportement de ce type d’interfaces. Le profil de rendement d’un milieu pre´sentant
une interface late´rale est pre´sente´ a` la figure 4.2 (droite). Dans ce contexte, l’influence
de l’interface est due au phe´nome`ne de diffusion de la dose dans l’environnement irradie´.
Cette influence se traduit dans une premie`re approximation par un lissage sur la largeur du
milieu. Comme pour les interfaces en profondeur, si les diffe´rences de milieux sont vraiment
importantes, il apparaˆıt des artefacts sur l’interface ; mais, pour les meˆmes raisons que
dans le cadre des interfaces en profondeur, ces comportements ne sont pas pris en compte
















































Fig. 4.2 – Profils pour une distribution de doses dans des milieux homoge`nes compose´s
d’eau et de titane (figure de gauche). Profil pour une distribution de doses dans un milieu
he´te´roge`ne compose´ d’eau puis de titane (figure de droite)
4.2 Algorithme d’e´valuation de doses
L’algorithme d’e´valuation a pour objectif de calculer la distribution de dose pour un
milieu en trois dimensions. La caracte´ristique innovante de cet algorithme est de se baser
sur un re´seau de neurones pour e´valuer les doses de´pose´es dans les milieux he´te´roge`nes.
Le but est donc de mettre en place des me´canismes permettant l’utilisation de ce re´seau
de neurones malgre´ l’he´te´roge´ne´ite´ des environnements e´tudie´s. Cette utilisation est per-
mise en calculant pour chaque voxel e´tudie´, sa position corrige´e. Cette correction est
e´tablie en prenant en compte le parcours du faisceau irradiant entre la sortie de la teˆte de
l’acce´le´rateur et le voxel e´tudie´. Cet algorithme est compose´ de la prise en charge de plu-
sieurs points particuliers que sont : la gestion des diffe´rentes interfaces rencontre´es ainsi
que le type d’irradiation du voxel e´tudie´ (cas d’un voxel appartenant ou non au faisceau
irradiant comme il est de´crit dans la figure 4.3).




Point en irradiation directe
Point hors champ d’irradiation
−−−→


















Fig. 4.3 – Construction des chemins d’irradiation
La spe´cificite´ de la me´thode propose´e vient de ce qu’elle est base´e sur le mixage d’un
re´seau neuronal avec un algorithme de calcul mis au point en utilisant l’expe´rience et
la validation, sans faire appel a` des algorithmes couˆteux reproduisant le comportement
physique des e´le´ments e´tudie´s.
4.2.1 De´tection du type d’irradiation principale
Lors de l’e´valuation de la dose de´pose´e dans un voxel par un faisceau irradiant, le fait
que le voxel soit sous influence directe ou non du faisceau est un crite`re fondamental pour
le calcul de celle-ci ; c’est pourquoi nous avons mis en place deux algorithmes spe´cifiques
qui peuvent prendre en charge chacune de ces situations. Pour de´terminer si un point
appartient au coˆne d’irradiation, il faut ve´rifier que l’angle forme´ entre le vecteur cible-
source et le vecteur directeur de la source est inscrit ou non dans l’angle de´finissant la
divergence du faisceau irradiant.
Point dans le champ d’irradiation
Lorsqu’un voxel appartient a` la zone directe d’irradiation, le processus d’e´valuation
suit le cheminement de´taille´ dans l’algorithme 4.1. La premie`re e´tape de cet algorithme
est de calculer les coordonne´es du point en cours d’e´valuation, en fonction du repe`re lie´
a` la position de la source d’irradiation. Le fait d’utiliser les coordonne´es lie´es a` la source
et non pas lie´es au milieu permet d’utiliser directement le re´seau de neurones quelle que
soit la position de la source par rapport au milieu. En effet, de cette manie`re, le point
e´tudie´ se retrouve toujours dans des conditions similaires a` celles qui ont e´te´ utilise´es pour
re´aliser l’entraˆınement du re´seau. Une fois le point positionne´, il faut calculer le vecteur
entre la source et le point en cours d’e´valuation (V ecDir). Ce vecteur est ensuite pris pour
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calculer le chemin parcouru par le faisceau irradiant pour atteindre la cible. Le chemin
(che) est une structure sous forme de liste re´pertoriant l’ensemble des milieux traverse´s,
elle est de´crite dans la figure 4.4.
class Position {
Point posA; // Position du point repere absolu.
Point posS; // Position du point repere source.
double dens; // Densite du milieu
}
class Chemin {
Position [ ] chemin; // Liste des positions du chemin.
double dist; // Distance entre la source et milieu.
bool dansRayon; // Pre´cise si l’entre´e du chemin appartient
// au faisceau irradiant.
}
Fig. 4.4 – Structures Chemin et Position
Cette structure permet de de´tailler pour chaque milieu traverse´, la position d’entre´e
(dans les deux repe`res en utilisant les champs posA et posS), la densite´ du milieu traverse´
(a` l’aide du champ dens), ainsi que la distance parcouru dans le milieu (dans le champ
dist). Le champ dansRayon permet d’enregistrer si le chemin appartient ou non au champ
irradiant. Le chemin est construit a` partir du point cible, il faut donc l’inverser avant de
passer a` la dernie`re e´tape du processus qui consiste a` e´valuer la dose dans la zone cible.
La premie`re position du chemin, associe´e au vecteur cible-source, permet de de´terminer
le point d’entre´e du faisceau dans le milieu. La position de ce point permet de calculer la
distance ge´ne´rale entre le milieu e´tudie´ et la source, ce qui correspond au vecteur d1 sur
la figure 4.7. Le processus ite`re ensuite sur chacune des diffe´rentes positions enregistre´es
dans la structure che. Toujours en se re´fe´rant a` la meˆme figure, la structure che contient






d3. A chaque position, le processus
e´value la valeur de dose avant le passage d’interface en utilisant le re´seau de neurones.
Puis, a` l’aide de l’algorithme de passage d’interfaces longitudinales et de la densite´ du
milieu suivant (contenu dans la structure chemin che), l’algorithme calcule la position
e´quivalente a` la valeur de dose suivant l’interface. Ce processus ite`re jusqu’a` la dernie`re
position du chemin qui correspond a` la zone cible.
Point hors champ
L’algorithme mis en place pour l’e´valuation d’une zone cible hors du champ d’irra-
diation est plus simple. Pour rappel, si le processus diffe`re de celui utilise´ pour e´valuer
la valeur de dose d’un voxel dans le champ d’irradiation, c’est que la dose de´pose´e dans
un tel contexte ne provient pas directement de la source, mais de l’e´nergie diffuse´e par
les autres zones du milieu. La valeur de dose dans ces zones hors champ reste souvent
ne´gligeable. Pouvoir la quantifier avec une relative pre´cision est inte´ressant uniquement
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Algorithme 4.1 Algorithme d’e´valuation en irradiation directe
Entre´es:
Vecteur VecDir // Vecteur unitaire entre la source et la zone cible
Re´seau Res // Re´seau de neurones entraˆıne´
Re´el [ ] Position // Position de la zone cible
Variables:
Chemin che // Chemin entre la source et la zone cible
Entier rang // Position dans le chemin
Re´sultats:
Re´el valDose // Valeur de dose dans la zone cible
// Construction du chemin entre la cible et la source jusqu’a` l’entre´e dans le milieu
che ← calculChemin(vecDir, Position)
rang ← 0
// E´valuation de l’e´volution du de´poˆt de dose au cours du chemin
PositionCourante ← dernierePositionChemin(che)
Tantque PositionCourante 6= Position Faire
rang ← rang + 1
// Recherche de la nouvelle position en utilisant l’algorithme 4.4
PositionCourante ← recherchePositionInterfaceLong(che, rang, dosePrec)
// Recherche de la distance parcourue dans la section de chemin
distance ← distanceRang(che, rang)
PositionCourante ← avancePosition(PositionCourante, VecDir, distance)
valDose ← activeReseau(Res, positionCourante)
Fin tantque
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dans le cas d’un enchaˆınement d’irradiations. Puisque la dose est un e´le´ment cumulatif,
une somme de quantite´s ne´gligeables peut devenir une information substantielle a` terme.
Le processus mis au point pour e´valuer cette dose est de´crit de manie`re pre´cise dans
l’algorithme 4.2. Comme pour le cas pre´ce´dent, la premie`re e´tape de ce processus est de
calculer les coordonne´es de la cible dans le repe`re lie´ a` la source d’irradiation. Ensuite,
le processus e´value la valeur de dose dans le milieu homoge`ne correspondant, a` l’aide de
ses nouvelles coordonne´es. Finalement, pour prendre en compte la diffusion de l’irradia-
tion, nous ponde´rons cette valeur en utilisant la valeur de la premie`re zone du champ
d’irradiation rencontre´e. Cette e´valuation est sche´matise´e dans la figure 4.7 et concerne
l’e´valuation du point P2. Le chemin pour atteindre ce point depuis la source d’irradiation
est compose´ uniquement du vecteur
−→
d4. Cette e´valuation passe donc par le calcul a` l’aide
du re´seau de neurones pour le point P2 dans un milieu homoge`ne, qui pour l’exemple,
est compose´ d’eau. Ensuite, on recherche la premie`re valeur de dose appartenant au coˆne
d’irradiation, en utilisant le vecteur
−→
d5. Une fois cette valeur de dose e´value´e, il suffit de
l’utiliser pour ponde´rer la valeur en P2.
Algorithme 4.2 Algorithme d’e´valuation de la dose d’une cible hors champ
Entre´es:
Re´el [ ] VecDir // Vecteur entre la source et la zone cible
Re´seau Res // Re´seau de neurones entraˆıne´
Re´el [ ] Position // Position de la zone cible
Variables:
Re´el [ ] Vec // Vecteur perpendiculaire dirige´ vers le coˆne d’irradiation
Re´el [ ] positionCourante // Position lors de la recherche du coˆne d’irradiation
Boole´en appartient // Indique si le voxel e´tudie´ appartient au coˆne d’irradiation
Re´sultats:
Re´el valDose // Valeur de dose dans la zone cible
valDose ← activeReseau(Res, Position)
Vec ← calculVecteurOrtho(Position, VecDir)
// Ponde´ration de la valeur de dose avec la premie`re valeur de dose rencontre´e du coˆne
irradie´
Tantque appartient =Faux Faire
PositionCourante ← avancePosition(PositionCourante, Vec)
appartient ← appartientConeIrradiation(Position)
Fin tantque
doseCourante ← activeReseau(Res, positionCourante)
dist ← distance(Position, PositionCourante)
valDose ← pondereDose(valDose, doseCourante, distance)
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Fig. 4.5 – Positionnement de la source d’irradiation par rapport au milieu irradie´
4.2.2 L’algorithme ge´ne´ral d’e´valuation des doses
Le premier roˆle de cet algorithme est de replacer chacun des diffe´rents points com-
posant le volume soumis a` l’irradiation dans un contexte similaire a` celui utilise´ lors de
l’apprentissage du re´seau de neurones. Comme le montre la figure 4.5, lors de la re´alisation
d’une irradiation, la source peut se trouver de part et d’autre du volume irradie´. L’inte´reˆt
est de pouvoir irradier un volume relativement fixe avec la plus grande liberte´ possible.
Il est aise´ment compre´hensible que le volume en question, a` savoir un patient, a des pos-
sibilite´s de positionnement restreintes. Pour positionner la source avec pre´cision, il est
possible de jouer sur trois angles et sur une distance. Ces mesures sont prises en fonction
d’un point de re´fe´rence, le point Iso de coordonne´es (xiso, yiso, ziso) du volume cible a`
irradier, et d’un repe`re orthogonal (x, y, z) lie´ a` ce point. Les angles φ et θ permettent de
fixer la position de la source alors que la distance dsource donne la distance entre la zone
cible et la teˆte de l’acce´le´rateur. L’angle φcol permet d’orienter la teˆte de l’acce´le´rateur
sur son axe d’irradiation.






Fig. 4.6 – Calcul d’un point pour une incidence de rayon non verticale a` partir d’une
position quelconque
Afin de limiter le nombre de conditions a` faire apprendre au re´seau de neurones, nous
avons de´cide´ que tous les apprentissages se feraient dans des conditions identiques ou` la
teˆte de l’acce´le´rateur se trouverait a` la verticale du volume irradie´ (contexte droit), c’est a`
dire pour une valeur de φ a` 0˚ , θ a` 180˚ et φcol a` 0˚ et ou` la cible se situerait au centre de la






, ziso = 0). Le seul parame`tre
variable concernant la localisation de la source porte donc sur la distance entre la source
et le milieu irradie´.
La technique permettant de calculer la position virtuelle d’un point dans un contexte
non droit, afin de pouvoir calculer sa dose a` l’aide d’un re´seau de neurones, est de´taille´e
dans la figure 4.6. La me´thode consiste a` replacer le vecteur cible-source (d sur la figure)
dans un contexte d’irradiation perpendiculaire au volume. Pour permettre ce replacement
dans un contexte connu, deux informations sont importantes : le vecteur d, qui indique
le chemin parcouru depuis la source par le rayon irradiant pour atteindre le point cible,
ainsi que la distance Dglobal, indiquant, quant a` elle, la distance entre la source et le milieu
a` irradier. A` partir de ces deux informations, il est possible de replacer chacun des points
inde´pendamment.
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Une fois cette e´tape re´alise´e, et a` partir des deux algorithmes pre´ce´dents, l’algorithme
ge´ne´ral d’e´valuation des doses a pour unique roˆle de de´terminer les conditions d’irradia-
tion de la zone e´tudie´e afin d’exe´cuter l’algorithme correspondant qui, lui, e´value la dose
de´pose´e.
Algorithme 4.3 Algorithme ge´ne´ral d’e´valuation des doses
Entre´es:
Params params // Structure contenant les parame`tres de calcul
Re´seau Res // Re´seau de neurones entraˆıne´
Milieu milieu // Structure de´crivant le milieu (ensemble de voxels)
Source source // Structure de´crivant la source d’irradiation
Variables:
Matrice mat // Matrice de changement de repe`re lie´e a` la source
Boole´en appartient // Indique si le voxel e´tudie´ appartient au coˆne d’irradiation
Re´sultats:
Voxcube doseDepose // Structure permettant d’enregistrer les doses de´pose´es
Pour tout voxel du milieu Faire
// E´valuation de la position du voxel dans le repe`re source
Position ← positionnement(voxel, mat)
appartient ← appartientConeIrradiation(Position)
Si appartient = Vrai Alors
doseDeposeevoxel ← doseIrradtiationDirect(Res, Position)
Sinon
doseDeposeevoxel ← doseHorsChamp(Res, Position)
Finsi
Fin pour
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4.2.3 Gestion des interfaces perpendiculaires
L’interface perpendiculaire est l’interface la plus influente lors du parcours d’un milieu
par un faisceau irradiant. Comme il est pre´cise´ dans la section 4.1, ce type d’interface
apparaˆıt lorsque l’environnement e´tudie´ comporte une suite de mate´riaux perpendiculaires
au faisceau irradiant. Pour re´soudre ce proble`me, il faut trouver la profondeur e´quivalente
dans le milieu homoge`ne correspondant a` la valeur de dose pre´ce´dent l’interface dans le
milieu. Cette recherche de profondeur e´quivalente revient a` e´valuer le de´calage de´crit dans
la figure 4.1(gauche). L’hypothe`se mise en place lors de la re´alisation de cet algorithme
est que seules les interfaces longitudinales situe´es apre`s le point maximum de la courbe de
rendement sont prises en charge. En utilisant cette hypothe`se, il est garanti que les courbes
de rendement en profondeur sont exclusivement en phase de´croissante, ce qui facilite la





Point en irradiation directe
Point hors champ d’irradiation
−−−→


















Fig. 4.7 – Milieu en cours d’irradiation
Deux cas peuvent eˆtre rencontre´s en fonction de la densite´ des deux milieux entourant
l’interface : soit le faisceau irradiant passe d’un milieu plus dense a` un milieu moins dense,
soit dans le cas contraire, il passe d’un milieu moins dense a` un milieu plus dense. Dans
les deux cas, le traitement est similaire, il suffit de parcourir le vecteur entre la source
d’irradiation et la position e´tudie´e pour trouver la profondeur correspondant a` la valeur
de dose pre´ce´dente dans le nouveau milieu homoge`ne virtuel. La figure 4.7 pre´sente le
de´tail de l’e´valuation de deux zones (Z1 et Z2). Pour l’e´valuation de la zone Z1, nous






d3. Avant d’arriver en P1,
le faisceau irradiant doit traverser deux interfaces perpendiculaires, apparaissant de part
et d’autre de la pie`ce de titane qui est plonge´e dans le volume d’eau. Pour calculer, par
exemple, la valeur de dose se trouvant directement apre`s la premie`re interface, il faut
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connaˆıtre la valeur de dose pre´ce´dent l’interface, c’est a` dire a` la fin du vecteur
−→
d1, pour
ensuite, retrouver ce niveau de dose dans un milieu compose´e exclusivement de titane.
Cette nouvelle valeur sera la premie`re valeur du vecteur
−→
d2. La diffe´rence de densite´
permet d’indiquer le sens de parcours du vecteur dans le nouveau milieu afin de retrouver
la position recherche´e. Une fois cette nouvelle position trouve´e, il est possible d’utiliser
le re´seau de neurones pour obtenir les valeurs de dose de´pose´es sur la suite des positions
du milieu, dans notre cas, le long du vecteur
−→
d2, et ce, jusqu’a` la prochaine interface
rencontre´e. Ces proce´de´s sont de´crits de manie`re de´taille´e dans l’algorithme 4.4.
4.2.4 Gestion des interfaces late´rales
Comme il a e´te´ mentionne´ dans la section 4.1, le phe´nome`ne pre´sent aux interfaces
late´rales peut eˆtre mode´lise´ en premie`re approche comme un simple lissage entre les mi-
lieux. Nous avons donc mis en place dans un premier temps un me´canisme simple de
lissage entre les diffe´rentes valeurs de doses. Pour ne pas perturber le me´canisme global
d’e´valuation de dose, cet algorithme devait eˆtre applique´ seulement apre`s l’e´valuation









































Fig. 4.8 – Forme de la brusque variation du de´poˆt de dose pre´sente a` l’interface late´ral a`
1 cm , 5 cm puis 10 cm de profondeur (de gauche a` droite)
Toutefois, il apparaˆıt que l’apport d’erreur duˆ aux artefacts suite aux diffe´rences de
densite´s est plus important que dans le cas longitudinal. De plus, les effets du lissage
ont un effet ne´gatif sur l’erreur globale de la courbe d’irradiation. Dans un second temps,
nous avons mis en place un me´canisme faisant appel a` un re´seau de neurones spe´cialement
entraˆıne´ pour la gestion de ce type d’interface. Le principe de ce me´canisme a e´te´ teste´
sur un milieu en deux dimensions, et laisse pre´sager d’un bon comportement ge´ne´ral.
Mais, suite au passage a` l’e´valuation des doses directement en milieux tridimensionnels,
le temps nous a manque´ pour explorer plus pre´cise´ment cette piste.
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Algorithme 4.4 Algorithme de gestion des interfaces perpendiculaires
Entre´es:
Re´seau Res // Re´seau de neurones entraˆıne´
Re´el [ ] Position // Position de l’interface
Re´el valDoseR // Valeur de la dose pre´ce´dent l’interface
Re´el [ ] vecDir // Vecteur unitaire entre la source et le point en cours d’e´valuation
Re´el densPrec, densSuiv // Densite´ pre´ce´dent et suivant l’interface
Variables:
Re´el [ ] posPrec // Position interme´diaire
Re´el tolDens, tolDose // Tole´rance de densite´ et de valeur de dose
Re´el valSortie, valPrec // Valeurs re´sultats (courante et pre´ce´dente)
// du re´seau de neurones
Re´el coefRech // Coefficient de recherche d’une position
Boole´en active // Validite´ de l’activation
Re´sultats:
Re´el [ ] Position // Position modifie´e prenant en compte l’interface
Si active = Faux Alors
Position ← positionBorneDomaine(Res, Position)
Sinon
posPrec ← Position
Si densSuiv > densPrec Alors
Tantque coefRech ≥ tolDose et valPrec ≤ valSortie et active = Vrai Faire
posPrec ← Position
valPrec ← valSortie
Position ← delacementPostion(coefRech, -vecDir, Position)
active ← activeReseau(Res, Position, valSortie)






Tantque coefRech ≥ tolDose Faire
posPrec ← Position
valPrec ← valSortie
Position ← delacementPostion(coefRech, vecDir, Position)
active ← activeReseau(Res, Position, valSortie)
Si valSortie ≤ valDoseR et active = Vrai Alors
Position ← posPrec
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Le principe est de mettre au point un re´seau de neurones sachant de´crire l’artefact
pre´sent a` un changement de milieu en se basant sur le rapport des deux densite´s encadrant
l’interface entre les milieux. L’artefact pre´sent de part et d’autre d’une interface de´pend
principalement de deux parame`tres, la valeur de dose au niveau de l’interface et le rapport
entre les densite´s des deux matie`res la composant. De plus, la forme de cet artefact n’est
pas constante sur l’ensemble du rendement en profondeur, tel qu’on peut le constater sur
la figure 4.8. L’ide´e est donc de re´aliser une se´rie d’apprentissages sur des milieux com-
pose´s d’une he´te´roge´ne´ite´ centrale, correspondant a` une interface late´rale. Cet ensemble
est compose´, pour une e´nergie de faisceau donne´e, d’une se´rie de matie`res diffe´rentes dans
l’objectif de recouvrir la plus grande plage de rapports de densite´s possible. Ensuite, il ne
reste plus qu’a` construire un re´seau de neurones ayant pour domaine d’apprentissage la
zone d’influence de l’interface, c’est-a`-dire le centre du milieu irradie´.









Fig. 4.9 – Rapport entre les valeurs de doses soumises ou non a` une interface late´rale
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Comme pour notre premie`re ide´e, l’application de cet algorithme est effectue´e en post-
traitement. La premie`re e´tape consiste a` repe´rer, sur l’ensemble du milieu irradie´, les
diffe´rentes zones sous l’influence d’une interface late´rale. Ensuite, pour chaque zone, il
faut calculer le rapport des densite´s composant l’interface. En utilisant le rapport de
doses, et le niveau de dose de la zone e´tudie´e, il est possible de retrouver le rapport de
dose entre la dose du milieu homoge`ne et celle pre´sente dans le milieu sous l’influence
de l’interface. La figure 4.9 pre´sente un exemple de profils regroupant trois courbes de
distribution de doses. Chacune de ces diffe´rentes courbes a e´te´ e´value´e dans des milieux
diffe´rents mais avec une e´nergie de faisceau identique. Il y a deux courbes issues de mi-
lieux homoge`nes (eau puis titane) et une courbe issue d’un milieu posse´dant une interface
late´rale entre deux mate´riaux (eau et titane). On peut clairement voir sur cette figure l’in-
fluence de l’interface sur le niveau des doses, comme le quantifie la mesure De. L’inte´reˆt
de notre algorithme est donc de retrouver cette mesure De correspondant au milieu en
cours d’e´valuation.
Cette recherche se fait en plusieurs e´tapes :
– Calcul du quotient entre les densite´s composant l’interface ;
– Recherche du re´seau de neurones correspondant a` ce rapport ;
– Recherche de la position correspondant a` la position courante dans le milieu de
re´fe´rence (utilisation de la distance a` l’interface d) ;
– Calcul du rapport correspondant a` l’influence de l’interface ;
– Application de ce rapport a` la zone e´tudie´e.
Le temps nous ayant manque´ pour la mise en œuvre de cet algorithme, il n’est pas
pre´sent dans la version tridimensionnelle de notre solution logicielle Neurad [5], et n’est
donc pas encore e´value´. Cependant, il devrait eˆtre mis en place lors de travaux ulte´rieurs.
Les diffe´rents algorithmes pre´sente´s dans cette section ont pour roˆle de reconstruire
des courbes de de´poˆt de doses suite a` une irradiation. Comme indique´ pre´ce´demment,
l’e´le´ment de base de ces algorithmes repose sur l’utilisation des re´seaux de neurones. De
ce fait, la pre´cision globale de la courbe de rendement repose sur la combinaison de ces
modules. L’enjeu est donc d’avoir une pre´cision maximale de chacun des e´le´ments afin
que leur assemblage ne construise pas une courbe pre´sentant des incertitudes supe´rieurs
au standard impose´ dans le monde me´dical. Le chapitre suivant pre´sente les diffe´rents
re´sultats obtenus au cours de ces travaux.
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Chapitre 5
Mise en œuvre et expe´rimentations
Dans ce chapitre, nous pre´sentons les diffe´rents tests que nous avons mis en place pour
e´valuer la performance et la pre´cision de :
– notre algorithme d’apprentissage incre´mental paralle`le ;
– nos algorithmes d’e´valuation de de´poˆt de dose.
La premie`re partie de ce chapitre a pour roˆle de pre´senter nos re´sultats pour les
re´seaux de neurones. Nous de´butons par l’illustration des performances de notre algo-
rithme incre´mental en re´alisant un comparatif avec d’autres algorithmes d’apprentissage.
La suite de cette section pre´sente l’influence des diffe´rents parame`tres lie´s a` l’apprentissage
incre´mental paralle`le.
La deuxie`me partie de ce chapitre pre´sente quant a` elle, les performances de notre
algorithme d’e´valuation de de´poˆt de dose. Afin de montrer la pre´cision ge´ne´rale de nos
travaux, nous mettons en valeur, par un test spe´cifique, chacune des solutions apporte´es.
5.1 E´valuation de l’algorithme d’apprentissage
L’objectif de cette partie est de de´tailler les caracte´ristiques de notre algorithme d’ap-
prentissage. Dans une premie`re partie nous e´tablissons une comparaison entre deux al-
gorithmes classiques d’apprentissage pour la re´alisation de perceptrons multicouches :
l’algorithme d’apprentissage en cascade et l’algorithme de construction incre´mentale pro-
pose´ par Dunkin et al. La seconde partie porte sur une e´tude des performances de ces
algorithmes dans le domaine applicatif de la radiothe´rapie externe. Enfin la dernie`re par-
tie de cette section de´taille l’influence des diffe´rents parame`tres sur le de´roulement et les
performances de l’apprentissage incre´mental en paralle`le.
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5.1.1 E´tude de l’algorithme d’apprentissage incre´mental
Test sur une fonction classique
La premie`re fonction utilise´e pour comparer notre algorithme d’apprentissage est
une fonction classique qui est re´gulie`rement utilise´e dans la litte´rature. Cette fonction,
pre´sente´e a` la figure 5.1, est de la forme suivante :
f(x, y) = (exp(cos(4 ∗ (x+ y)))/2) (5.1)
Pour e´valuer la qualite´ de l’apprentissage, nous avons pre´sente´ au re´seau de neurones
diffe´rents ensembles de tailles diffe´rentes. L’objectif est de voir l’influence de la taille
de l’ensemble des donne´es sur la qualite´ de l’apprentissage. Nous avons donc re´alise´ dix
apprentissages a` l’aide d’ensembles contenant respectivement 20, 30, 40, 50, 60, 70, 80,
90, 100 et 125 points distribue´s sur l’intervalle [0, 1]2. Ces points sont pour la majorite´
d’entre eux uniforme´ment distribue´s sur le domaine d’apprentissage (en utilisant la racine
carre´e du nombre de points), le reste e´tant place´ ale´atoirement. Pour chaque test, le seuil





















Fig. 5.1 – Pre´sentation de la fonction classique utilise´e pour l’apprentissage
Ensuite, sur tous les re´seaux entraˆıne´s, nous avons calcule´ la racine carre´e de l’erreur
(TSE 1) sur un ensemble de 25 points choisis ale´atoirement sur le domaine de la fonction
approche´e. L’objectif de ce test est de ve´rifier la proprie´te´ de ge´ne´ralisation du re´seau
de neurones. Les re´sultats sont donne´s dans la figure 5.2 dans laquelle la TSE est trace´e
en fonction de la taille de l’ensemble de donne´es pour chaque me´thode d’apprentissage.
Ces re´sultats repre´sentent une moyenne de 10 apprentissages successifs pour chaque algo-
rithme. Il est possible de voir que l’algorithme de Dunkin ainsi que celui que nous avons
propose´ pre´sentent le meˆme comportement. Les deux sont nettement plus performants
que l’algorithme d’apprentissage en cascade. Toutefois, le comportement de notre algo-
rithme est le´ge`rement plus oscillant que celui propose´ par Dunkin, tout en conservant la
1Total Squared Error
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meˆme de´croissance ge´ne´rale, ce qui est le plus important, puisque notre algorithme doit















Fig. 5.2 – TSE en fonction de la taille d’apprentissage
Application a` la radiothe´rapie
Toujours dans le but de pre´senter les avantages de notre algorithme, cette section
pre´sente une comparaison entre l’algorithme de Dunkin et le noˆtre en se basant sur un
apprentissage lie´ a` notre domaine d’application : la radiothe´rapie externe.
Ce comparatif est construit en se basant sur un ensemble d’apprentissage provenant du
re´sultat d’une irradiation d’un volume se situant dans l’alignement de la teˆte d’irradiation,
sche´matise´ dans la figure 5.3 (gauche). La structure de donne´es utilise´e pour repre´senter
le domaine d’apprentissage est une grille de discre´tisation a` deux dimensions, permettant
d’enregistrer la valeur de la dose de´pose´e a` chaque position discre`te. Un exemple de courbe
de distribution de dose est donne´ a` la figure 5.3 (droite) pour une irradiation d’un volume
entie`rement compose´ d’eau. De tels re´sultats peuvent eˆtre obtenus soit directement par
des mesures physiques, soit a` l’aide d’un simulateur. Ceux-ci ont e´te´ e´tablis a` l’aide du
simulateur BeamNrc [7] base´ sur les techniques de Monte Carlo.
L’ensemble d’apprentissage utilise´ pour re´aliser notre comparaison est donc compose´
de deux courbes distinctes de de´poˆt de doses ; la premie`re e´tant le re´sultat d’une irradiation
d’un volume d’eau, la seconde e´tant le re´sultat de la meˆme irradiation mais cette fois-ci
pour un volume compose´ de titane2. Cet ensemble d’apprentissage est repre´sente´ a` la
figure 5.4. On peut voir que les principales diffe´rences entre ces deux courbes se situent
sur l’inclinaison de la pente de la courbe en profondeur et e´galement sur la valeur du point
maximum pris par chacune des courbes. Cet ensemble est constitue´ de 40 000 points au
total (20 000 points par courbes) uniforme´ment distribue´s sur le domaine d’apprentissage.
2le choix du titane a e´te´ fait car cette matie`re est couramment utilise´e lors de la re´alisation de prothe`ses
de hanche
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Fig. 5.4 – L’ensemble d’apprentissage compose´ de deux courbes de distributions de doses.
Les re´sultats de l’algorithme de Dunkin et ceux de notre algorithme sont pre´sente´s dans
le tableau 5.1. Les re´sultats de l’algorithme en cascade ne sont pas pre´sente´s car celui-ci
ne´cessite un temps avant convergence beaucoup plus important que les deux autres. De
plus, au vu de son comportement lors du test pre´ce´dent, il ne semble pas qu’il puisse
obtenir de bons re´sultats. C’est pourquoi nous ne re´alisons une comparaison qu’entre les
deux autres algorithmes d’apprentissage.
Il peut eˆtre remarque´ que le temps d’apprentissage ainsi que la taille finale de notre ar-
chitecture est plus important que pour l’algorithme de Dunkin. L’augmentation du temps
d’apprentissage vient en re´alite´ du fait que dans notre algorithme, tous les poids des
diffe´rents neurones peuvent eˆtre modifie´s a` chaque pas d’apprentissage. Cette me´thode
implique un nombre plus important de calculs par pas d’apprentissage, et donc, un temps
d’apprentissage plus important. Concernant la taille du re´seau de neurones, notre algo-
rithme ne semble pas eˆtre optimal. Toutefois, il est relativement difficile d’interpre´ter de
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Dunkin et al notre algorithme Comparatif
Temps d’apprentissage 17h54s 19h13 +1h19
Neurones cache´es 37 50 +13
De´viation (%) 0,66 0,032 ne´gligeable
E´cart min (%) 2, 7e− 4 1, 3e− 5 / 20
E´cart max (%) 429,9 179,9 / 2,4
E´cart moyen(%) 4,03 1,38 / 2,92
Tab. 5.1 – Comparatif sur les re´sultats des deux algorithmes d’apprentissage applique´s a`
la radiothe´rapie
tels re´sultats alors que l’architecture du re´seau est directement en lien avec la pre´cision
globale du re´seau. Ainsi, si l’algorithme de Dunkin atteignait la meˆme pre´cision finale que
le noˆtre, il est suˆr que son architecture serait un avantage par rapport a` notre algorithme,
mais dans ce cas, notre de´faut d’architecture est comble´ par notre performance concernant
la pre´cision d’apprentissage.
En analysant les re´sultats, on peut voir que notre algorithme a une plus grande per-
formance sur l’ensemble des crite`res. Meˆme si l’erreur moyenne est le crite`re le plus avan-
tageux pour notre algorithme, il est aussi inte´ressant de remarquer que la valeur de biais,
ainsi que les valeurs minimales et maximales des erreurs sont a` notre avantage. Ceci est
tre`s important car le crite`re seul de l’erreur moyenne n’est pas suffisant pour garantir une
bonne approximation de fonction. C’est pourquoi, nous pouvons dire que notre algorithme
produit actuellement un tre`s bon re´seau pour l’approximation de fonctions. Ce point est
confirme´ par l’aspect global des courbes obtenues avec chacun des re´seaux re´sultants. Ces
courbes sont pre´sente´es dans la figure 5.5 et on peut voir que la courbe issue du re´seau
“Dunkin” pre´sente des oscillations non de´sire´es a` sa surface et que celles-ci ne sont pas














































Valeur de dose (Gy)
Fig. 5.5 – Approximation a` l’aide du re´seau “Dunkin” (gauche). Approximation a` l’aide
de notre algorithme (droite).
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5.1.2 E´tude de la version paralle´lise´e
Influence du taux de recouvrement
Ce premier test porte sur l’e´tude de l’impact du recouvrement sur la pre´cision d’ap-
prentissage. Pour valider ce test nous avons utilise´ un domaine d’apprentissage ne conte-
nant qu’une seule courbe de de´poˆt de doses. Tout l’inte´reˆt est de montrer l’influence
de ce parame`tre sur la gestion des zones limites entre les sous-re´seaux de neurones. Nous
avons donc utilise´ une configuration de de´composition en trois parties pour les dimensions
propres au positionnement late´ral et en profondeur.
Taux recouvrement (%) 0 5 7 10 50
E´cart (%) 2,86 2,38 2,37 2,37 2,45
De´viation (%) 2,28 1,86 1,82 1,83 1,85
Tab. 5.2 – Influence du taux de recouvrement sur la pre´cision d’apprentissage
Les re´sultats de ce premier test sont pre´sente´s dans le tableau 5.2. Ce tableau repre´sente
l’e´cart obtenu sur l’e´tude d’un milieu homoge`ne compose´ d’eau entre les donne´es de
re´fe´rence et celle calcule´es a` l’aide du re´seau de neurones. Comme il est possible de le
voir, l’augmentation du taux de recouvrement permet d’ame´liorer dans un premier temps
l’e´cart du re´seau de neurones. Mais, cette ame´lioration de la gestion des interfaces entre
milieux est ensuite atte´nue´e par l’augmentation importante des domaines d’apprentis-
sage. Le fait d’augmenter la taille du domaine d’apprentissage, augmente en proportion
e´quivalente le degre´ de complexite´ de ce domaine. Ce premier test permet donc de montrer
que la mise en place du recouvrement est indispensable afin de garantir les performances
de notre algorithme d’apprentissage. Il est toutefois important de noter que le choix du
taux de recouvrement ne peut eˆtre fait sans une e´tude de performance pre´alable.
Influence de la de´composition du domaine d’apprentissage
Pour re´aliser cette se´rie d’apprentissages, nous avons utilise´ un ensemble de donne´es
obtenu a` l’aide du simulateur BeamNrc s’appuyant sur les techniques de Monte Carlo.
Le jeu de donne´es repre´sente les re´sultats d’irradiation d’une cuve d’eau en utilisant trois
valeurs diffe´rentes (98, 100 et 102 cm) pour la distance entre la source et la surface d’entre´e
dans le milieu. Cet ensemble est donc compose´ de cinq parame`tres d’entre´e (trois pour
le positionnement du point, la densite´, et la distance de la cuve a` la source) et d’un
parame`tre de sortie, la valeur de l’e´nergie de´pose´e. Il est compose´ de 1 500 000 points.
Tout l’inte´reˆt de ce test est de montrer que la paralle´lisation de l’apprentissage ne
re´duit pas la pre´cision globale, et que, de plus, elle apporte un gain important sur la
dure´e d’apprentissage. Les re´sultats de ce test sont disponibles dans le tableau 5.3. Ce
tableau montre l’e´volution des performances de notre algorithme paralle`le d’apprentissage
en fonction de la de´composition du domaine d’apprentissage. Cette de´composition porte
uniquement sur les parame`tres d’entre´e correspondant au positionnement spatial.
La configuration de l’apprentissage utilise´e pour re´aliser cette se´rie de test privile´gie
la vitesse d’apprentissage a` la pre´cision finale. Cette configuration se traduit en favorisant
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Discre´tisation 1×1×1 2×1×2 2×2×2 3×1×3 3×2×3 3×3×3
Erreur moy (×10−4) 6,20 1,57 1,0 1,63 1,0 1,01
Erreur min (×10−5) 62 9,99 9,99 9,99 9,99 9,99
Erreur Max (×10−4) 6,20 2,3 1,01 4,97 1,01 1,23
Temps min 4h34 4h06 0h54 1h11 0h04 0h03
Temps max 4h34 8h10 3h25 5h59 3h47 1h42
Taux Convergence(%) 0 25 33 62 66 92
Tab. 5.3 – Influence de la de´composition de domaine sur l’apprentissage
l’ajout de nouveaux neurones sur la couche cache´e en diminuant la pe´riode sur laquelle la
performance de l’apprentissage est e´tudie´e. Le taux de recouvrement choisi pour ce test
correspond a` celui pre´sentant les meilleurs re´sultats au test pre´ce´dent, c’est a` dire 7 %.
La premie`re se´rie d’indicateurs e´tudie´s porte sur l’erreur finale obtenue par les diffe´rents
sous-re´seaux. Il est possible de voir que la de´composition de l’ensemble des diffe´rentes
entre´es permet de faciliter la convergence globale du processus d’apprentissage, et que
de`s que le domaine d’apprentissage est de´coupe´ sur l’ensemble de ses dimensions, l’ap-
prentissage converge au niveau global, c’est a` dire que l’erreur obtenue correspond a`
l’erreur souhaite´e. Le taux de convergence sur chacun des sous-re´seaux s’ame´liore aussi en
conse´quence pour atteindre un taux supe´rieur a` 90% lorsque chacune des dimensions est
de´compose´e en 3. Le taux de convergence correspond au nombre de sous-re´seaux ayant
converge´ par rapport au nombre total de sous-re´seaux composant le re´seau global.
La seconde partie des parame`tres e´tudie´s porte sur le temps ne´cessaire a` l’apprentissage
d’un sous-re´seau. Du fait de la grande taille de l’ensemble d’apprentissage, les premiers
essais utilisant des ensembles de grande taille ont des taux de convergence faibles. De
fait le premier test ayant un temps relativement faible ne correspond pas a` l’obtention
d’un re´seau correctement entraˆıne´. Il est a` noter que comme les diffe´rents apprentissages
sont re´alise´s en paralle`le, le temps maximum ne´cessaire pour re´aliser un entraˆınement
correspond au temps global d’apprentissage. Ces re´sultats montrent donc bien que la
discre´tisation permet de re´duire de manie`re importante le temps d’apprentissage.
Influence de la de´composition sur la re´activite´ du re´seau
Le dernier test de cette version paralle´lise´e est de montrer l’influence de la paralle´lisation
sur le temps de re´ponse du re´seau de neurones. Pour montrer cette influence nous avons
teste´ la diffe´rence de temps de re´ponse des re´seaux sur le meˆme domaine d’apprentissage.
Les points teste´s sont uniforme´ment re´partis sur l’ensemble du domaine applicatif.
Pour e´valuer cette influence, nous avons construit une se´rie de re´seaux de neurones
couvrant un important intervalle de paralle´lisation, de 1 a` 5 de´coupages sur les dimensions
−→x et −→z . A` l’aide de ces re´seaux, nous avons effectue´ trente e´valuations successives dans un
milieu homoge`ne d’eau de dimension 100×1×200. La seule diffe´rence entre ces diffe´rentes
exe´cutions porte sur le niveau de de´composition du domaine d’apprentissage, c’est a` dire
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sur le nombre de sous-re´seaux composant le me´ta-re´seau complet. Ce nombre de sous-
re´seaux varie de 1, lorsqu’il n’y a aucune de´composition du domaine, a` 25, quand les axes,
−→x et −→z sont de´coupe´s en 5 parties.
y : x 1 2 3 4 5
1 2,53 2,5 2,53 2,53 2,53
2 2,53 2,5 2,53 2,53 2,53
3 2,53 2,53 2,53 2,53 2,53
4 2,53 2,57 2,53 2,57 2,57
5 2,53 2,57 2,53 2,53 2,6
Tab. 5.4 – Influence de la de´composition du domaine d’apprentissage sur la vitesse
d’e´valuation (temps en secondes)
Comme il est possible de le voir dans le tableau 5.4 pre´sentant le temps d’e´valuation
d’un milieu homoge`ne en fonction du nombre de sous-re´seaux, ce parame`tre n’est pas
re´ellement influant sur le temps de re´action du re´seau de neurones. Quel que soit le nombre
de sous-re´seaux, le temps d’e´valuation reste constant aux alentours de 2,5 secondes. Ce
peu d’influence s’explique par la grande efficacite´ du me´canisme mis en place pour le
choix du re´seau, et aussi, par le fait que le temps ne´cessaire a` l’e´valuation du choix du
sous-re´seau et ne´gligeable devant le calcul du re´sultat du sous-re´seau.
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5.2 E´valuation des algorithmes de reconstruction de
doses
Cette partie a pour objectif de montrer les performances de notre algorithme d’e´va-
luation des doses. La premie`re partie de cette e´valuation a e´te´ re´alise´e dans la section
pre´ce´dente quand nous avons montre´ les capacite´s d’apprentissage de notre re´seau de
neurones applique´ a` la radiothe´rapie externe. Pour re´aliser cette e´valuation, nous avons
utilise´ notre algorithme d’e´valuation des doses. Vu que le milieu e´tudie´ est homoge`ne,
seule la partie concernant le positionnement des diffe´rents voxels a e´te´ valide´e, il reste
donc dans cette partie a` pre´senter les re´sultats concernant l’e´valuation de chacune des
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Fig. 5.6 – E´tude de l’algorithme de gestion des interfaces en profondeur
Trois cas pre´sentant l’ensemble des he´te´roge´ne´ite´s existantes sont teste´s. Ces trois
diffe´rents milieux sont compose´s d’eau et de titane. L’eau, posse´dant une densite´ de 1,
est choisie car c’est l’e´le´ment majoritaire entrant dans la composition du corps humain.
Le titane est choisi, comme il a de´ja` e´te´ mentionne´, car il entre dans la composition de
prothe`ses humaines. De plus, l’inte´reˆt de choisir ces deux matie`res et qu’elles pre´sentent
une grande diffe´rence de densite´ ce qui amplifie les changements de valeur de doses aux
interfaces, et repre´sente un cas des lus complexe dans la mise au point de notre algorithme
d’e´valuation de doses.
72 CHAPITRE 5. MISE EN ŒUVRE ET EXPE´RIMENTATIONS
Environnement teste´ de´viation (%) Ecart (%)
Milieu homoge`ne d’eau 0,02 0,76
Interface en profondeur -1,46 1,85
Interface late´rale -0,15 1,48
Milieu complexe 1,32 2,87
Tab. 5.5 – De´viation et e´cart de notre algorithme en pourcent par rapport aux courbes
de re´fe´rence
Le premier environnement contient uniquement une interface longitudinale comme il est
pre´sente´ dans la figure 5.6. Le milieu est donc compose´ d’une premie`re partie en eau,
suivie pour le reste du milieu de titane. Dans une voie analogue, le second environnement
e´tudie´ est compose´ de deux matie`res juxtapose´es dans l’axe du faisceau irradiant. Ce
second milieu permet d’e´valuer notre algorithme dans une situation d’interface late´rale.
Finalement, le troisie`me milieu e´tudie´ est plus complexe que les deux pre´ce´dents car il a
pour objectif de nous permettre l’e´valuation de la combinaison des deux types d’interfaces.
Ce dernier milieu, pre´sente´ a` la figure 5.7, correspond a` l’e´valuation d’une irradiation d’une














Fig. 5.7 – E´tude d’un milieu complexe, un cylindre de titane, plonge´ dans une cuve d’eau
Les re´sultats qualitatifs de nos tests sont pre´sente´s dans le tableau 5.5. Pour chacun
des tests, nous avons e´value´ la valeur de biais, cette valeur correspond a` la moyenne de
la de´viation entre les valeurs donne´es par notre algorithme et celles issues de simulation
Monte Carlo. Pour la seconde valeur, nous avons utilise´ les meˆmes valeurs de re´fe´rence pour
calculer l’e´cart. Cette valeur d’e´cart renseigne sur la pre´cision globale de notre algorithme.
Ces valeurs d’erreur sont calcule´es sur la zone repre´sentative du faisceau, correspondant
aux zones se trouvant sous l’influence directe du rayon.
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Fig. 5.8 – Re´sultat de l’irradiation du cylindre
Il peut eˆtre remarque´ que les re´seaux utilise´s pour cette e´valuation ont une tre`s grande
pre´cision et une valeur de biais ne´gligeable. L’e´cart moyen sur le milieu homoge`ne d’eau est
infe´rieur a` un pourcent. Les re´sultats pour les e´valuations des autres milieux montrent que
nous obtenons une e´cart toujours infe´rieure a` trois pourcents. Nous rappelons que l’e´cart
maximum tole´re´e dans le domaine me´dical pour ce type d’application est de l’ordre de
cinq pourcents.
5.2.2 E´valuation quantitative
Environnement teste´ Temps (en s)
Milieu homoge`ne d’eau 2,0 s
Interface en profondeur 12 s
Interface late´rale 1,8 s
Milieu complexe 47 s
Tab. 5.6 – E´valuation quantitative de l’algorithme d’e´valuation des doses sur diffe´rents
milieux.
Comme il a de´ja` e´te´ mentionne´, le calcul des courbes de doses a` l’aide des me´thodes
de Monte Carlo prend un temps tre`s important, ge´ne´ralement de l’ordre de la journe´e.
L’algorithme d’e´valuation de dose est de´veloppe´ en C++ standard. L’e´valuation de cet
algorithme est re´alise´ sur une simple machine de travail de type Pentium IV 3.6 GZ avec
1Go de Ram utilisant le syste`me d’exploitation Linux. Le temps moyen pour calculer une
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courbe de rendement en deux dimensions est de l’ordre de 2s pour les milieux homoge`nes
et de 47s maximum pour le milieu complexe.
L’ensemble des re´sultats est disponible dans le tableau pre´ce´dent. On peut voir dans
ce tableau que le temps ne´cessaire a` re´aliser l’e´valuation d’un milieu ne pre´sentant qu’une
interface late´rale est tre`s infe´rieur a` l’e´valuation d’un milieu posse´dant une interface en
profondeur. Ceci s’explique par le fait que les interfaces late´rales ne sont pas encore ge´re´es
par notre algorithme. Enfin, on peut dire que meˆme pour le type de milieu le plus complexe





Les travaux pre´sente´s dans ce me´moire concernent les re´alisations que j’ai effectue´es
au cours de ma the`se. Ce travail a porte´ dans un premier temps sur la mise au point
d’algorithmes d’apprentissage de re´seaux de neurones utilise´s en tant qu’interpolateurs de
fonction dans le domaine applicatif qu’est la radiothe´rapie externe. L’objectif de cet algo-
rithme est de pouvoir apprendre l’ensemble des courbes de rendement issues d’irradiations
de milieux homoge`nes, obtenues a` l’aide d’un simulateur base´ sur la technique de Monte
Carlo. Dans un second temps, l’objectif applicatif de ma the`se portant sur l’e´laboration
d’un code de calcul permettant l’e´valuation des doses de´pose´es, nous avons mis au point
des algorithmes permettant cette e´valuation dans tous les milieux, he´te´roge`nes comme ho-
moge`nes, en se basant sur les re´sultats fournis par les re´seaux de neurones pre´ce´demment
entraˆıne´s.
Dans la premie`re partie de ce me´moire, nous avons re´alise´ un e´tat de l’art sur les
techniques utilise´es en radiothe´rapie externe puis sur les diffe´rents algorithmes utilise´s
dans le domaine des re´seaux de neurones.
La radiothe´rapie externe permet le traitement de cancer par le biais d’irradiations
successives. Un des grands enjeux de ce domaine de recherche est d’optimiser la re´alisation
de la planification de traitement. Le but est d’ame´liorer ainsi la qualite´ des soins fournis
aux patients. Une part importante de ces recherches concerne la mise au point de codes
de calcul permettant l’e´valuation de la dose de´pose´e lors d’une irradiation avec la plus
grande pre´cision possible. Il existe actuellement plusieurs me´thodes permettant d’e´valuer
ce de´poˆt de doses. Ces me´thodes peuvent soit reposer sur des mesures a posteriori, soit
sur des solutions analytiques ou encore sur des calculs statistiques tels que les me´thodes
de Monte Carlo. Ces dernie`res me´thodes sont celles qui offrent la meilleure pre´cision.
Toutefois, leur important temps de calcul les rend inutilisables pour un emploi en clinique
quotidien. C’est pourquoi, les syste`mes de planification de traitement font appel a` des
me´thodes analytiques en incorporant dans certains cas, des codes pre´-e´value´s de Monte
Carlo de´die´s a` la gestion de cas spe´cifiques. Les re´sultats de ces solutions restent souvent
perfectibles, et peuvent meˆme parfois eˆtre errone´s pour des cas tre`s particuliers tels que
la pre´sence de prothe`ses.
Dans la seconde partie de cet e´tat de l’art, nous avons pre´sente´ les diffe´rentes tech-
niques mises en œuvre pour les re´seaux de neurones. Ceux-ci peuvent eˆtre utilise´s de
manie`re performante en tant qu’interpolateurs de fonctions. La plupart de ces interpo-
lateurs base´s sur les re´seaux de neurones utilisent une architecture de type perceptron
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multicouches ainsi qu’un algorithme d’apprentissage de type re´tropropagation du gra-
dient. Plusieurs optimisations de ces techniques classiques existent. Suite a` une se´rie de
tests permettant la comparaison de ces optimisations, nous avons se´lectionne´ les deux plus
performantes pour notre domaine applicatif ; il s’agit de l’architecture HPU et de l’algo-
rithme d’apprentissage RPROP. Le dernier the`me aborde´ de cet e´tat de l’art porte sur
une analyse de nos besoins en paralle´lisation en vue de choisir une plate-forme spe´cialise´e
dans la programmation paralle`le. Apre`s une e´tude des besoins lie´s a` notre application, le
choix de la plate-forme s’est oriente´ vers la mise en œuvre LAM/MPI. Cette plate-forme
supporte nos demandes en fonctionnalite´ de communication et de tole´rances aux pannes.
La seconde partie de ce me´moire porte sur les contributions que nous avons apporte´es
a` ces domaines de recherche. La premie`re part de notre travail a consiste´ en la re´alisation
d’un nouvel algorithme d’apprentissage incre´mental, alors que la seconde, a porte´ sur
la re´alisation d’algorithmes performants permettant l’e´valuation des doses de´pose´es lors
d’une irradiation. L’objectif de ce travail est de mettre au point un nouveau code de
calcul permettant, a` l’aide de re´seaux de neurones entraˆıne´s sur des donne´es repre´sentant
le re´sultat d’irradiations de milieux homoge`nes, d’atteindre la pre´cision des me´thodes de
Monte Carlo avec de bonnes performances sans ne´cessiter une forte puissance de calcul.
L’algorithme d’apprentissage incre´mental, que nous proposons, est construit sur une
architecture de type HPU en utilisant l’algorithme d’apprentissage RPROP. En utilisant
la combinaison de ces optimisations et en ajoutant a` l’algorithme ainsi obtenu la possibi-
lite´ d’optimiser le nombre de neurones disponibles sur la couche cache´e en l’augmentant
progressivement au cours de l’apprentissage, nous obtenons un algorithme d’apprentis-
sage d’une grande performance pour les re´seaux de neurones utilise´s en interpolateur de
fonction. Mais, meˆme avec un tel algorithme, le passage a` l’e´chelle semble difficile. C’est
pourquoi nous avons mis en place une version paralle`le de ce pre´ce´dent algorithme. Cette
paralle´lisation est re´alise´e en effectuant une de´composition du domaine d’apprentissage et
en de´veloppant une application sur le mode`le maˆıtre-esclave. Ensuite, pour re´pondre aux
difficulte´s rencontre´es lors du de´ploiement de cet algorithme, nous avons mis en œuvre
une se´rie de me´canismes permettant de re´pondre aux pannes des machines exe´cutantes,
ou meˆme, du processus ge´ne´ral d’apprentissage.
Nos contributions portent ensuite sur les algorithmes d’e´valuation des doses. L’objectif
est de construire un algorithme en se basant sur les re´seaux de neurones pre´ce´demment
entraˆıne´s sur des re´sultats d’irradiation en milieux homoge`nes. Pour les concevoir, nous
nous sommes base´s sur le principe de continuite´ de la dose en tout point du milieu ainsi
que sur une fine observation du comportement de la courbe de de´poˆt de dose aux interfaces
entre milieux. L’algorithme global est en fait construit a` base de plusieurs algorithmes
spe´cifiquement de´veloppe´s pour re´soudre chaque proble`me inde´pendamment. Le premier
algorithme re´alise´ permet de prendre en charge l’he´te´roge´ne´ite´ du milieu. Il s’agit donc
de pouvoir retrouver lors de l’e´valuation de dose d’un milieu, la position virtuelle cor-
respondant a` un niveau de dose dans un milieu de densite´ diffe´rente, en ayant pour seul
repe`re de positionnement, la direction entre la source d’irradiation et le point recherche´.
Le second algorithme propose´ permet quand a` lui d’estimer la valeur de dose de´pose´e dans
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un volume alors que celui-ci n’est pas directement sous le champ du faisceau irradiant.
Malgre´ nos recherches, nous n’avons pas e´te´ a` meˆme d’imple´menter un algorithme pour
la gestion des interfaces late´rales. Nous avons toutefois propose´ un ensemble de solutions
permettant d’e´valuer l’irradiation d’un milieu avec une grande pre´cision, quel que soit le
type d’he´te´roge´ne´ite´ qui le compose [6].
Finalement, nous pre´sentons une e´valuation comple`te de l’ensemble de nos solutions.
La premie`re partie de cette e´valuation pre´sente donc les avantages de notre algorithme
d’apprentissage en re´alisant une comparaison avec d’autres algorithmes mettant en place
une construction incre´mentale. Suite a` cette e´valuation, nous pre´sentons une se´rie de tests
permettant de voir l’influence de chacun des parame`tres mis en place pour la gestion de
la paralle´lisation de notre algorithme.
Ce chapitre ce cloˆt par le de´tail des performances de notre algorithme d’e´valuation
de la dose de´pose´e lors d’une irradiation. Les tests re´alise´s permettent d’estimer la per-
formance de nos algorithmes sur chacune des conditions caracte´ristiques qui peuvent eˆtre
rencontre´es lors de l’e´valuation d’un milieu d’une irradiation dans un milieu donne´.
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Perspectives
Les travaux re´alise´s au cours de cette the`se ouvrent plusieurs perspectives de recherche.
En effet, meˆme si ces travaux se concluent par l’obtention d’une application permettant
pleinement d’e´valuer les doses de´pose´es lors d’une irradiation dans tous milieux, et ce, avec
une pre´cision suffisante, il reste encore plusieurs points d’e´tude inte´ressants. Certains sont
facultatifs mais permettraient d’ame´liorer encore les parties de´ja` de´veloppe´es et d’autres
sont essentiels a` l’aboutissement du projet global actuel d’optimisation de la planification
du traitement des cellules cance´reuses.
Algorithme d’apprentissage incre´mental
Un point important que je n’ai pas encore pu mettre en place est l’ajout de connais-
sances a` un re´seau neuronal de´ja` entraˆıne´. Dans mon contexte de travail et meˆme avec
paralle´lisation, il est fre´quent qu’un apprentissage dure plusieurs jours. Les re´seaux de-
vant eˆtre utilise´s dans des conditions e´voluant au cours du temps, il est tre`s inte´ressant de
pouvoir leur ajouter des connaissances comple´mentaires, comme des doses d’irradiation
obtenues dans un contexte (distance, densite´ du milieu homoge`ne,...) encore non appris.
Cet axe de recherche qui est la suite logique de mes travaux, rejoint une des grandes
proble´matiques actuelles dans le domaine des re´seaux neuronaux.
Utilisation des re´seaux de neurones pour la gestion des interfaces
entre milieux
L’utilisation des re´seaux de neurones a e´te´ limite´e dans notre approche actuelle a`
l’e´valuation des doses dans les sous-parties homoge`nes d’un milieu he´te´roge`ne. Cependant,
la gestion des interfaces entre milieux, c’est-a`-dire le comportement des de´poˆts de doses
au voisinage des changements de matie`res du milieu irradie´, pourrait eˆtre ame´liore´e par la
mise au point de re´seaux spe´cifiquement entraˆıne´s. En effet, le comportement physique du
de´poˆt de doses autour des changements de matie`res est encore mal mode´lise´ aujourd’hui. Il
est donc actuellement retranscrit de manie`re approche´e dans l’algorithmique de calcul des
doses. Par rapport a` notre objectif d’e´valuation des doses, il serait donc tre`s inte´ressant de
s’abstraire de la connaissance pre´cise du phe´nome`ne physique en utilisant une approche
comple`tement neuronale faisant intervenir un second re´seau spe´cifiquement entraˆıne´ sur
ces changements de matie`res.
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Extension de l’algorithme paralle`le d’apprentissage aux grilles
distribue´es
L’algorithme paralle`le de construction et d’apprentissage du re´seau neuronal, utilise´
pour l’e´valuation des doses, est actuellement ope´rationnel sur des grappes locales de calcul.
E´tant donne´ les grands volumes de donne´es a` traiter et de calculs a` effectuer pour re´aliser
cet apprentissage, les temps d’apprentissage restent relativement e´leve´s meˆme en utilisant
des grilles locales assez importantes. Il paraˆıt donc utile a` terme d’e´tendre l’algorithme
existant pour qu’il puisse fonctionner efficacement sur de grandes grilles re´parties sur
diffe´rents sites ge´ographiques.
Optimisation de la de´composition du domaine d’apprentissage
Actuellement la de´composition du domaine d’apprentissage est uniquement re´alise´e
en prenant en compte la taille du domaine d’apprentissage affecte´ a` chaque sous-re´seau.
Hors, comme il est possible de voir dans nos diffe´rents re´sultats, les temps d’apprentissage
que nous pouvons obtenir pour chacun des diffe´rents sous-re´seaux n’est pas homoge`ne.
En vue d’harmoniser le temps d’apprentissage pour chacun des sous-re´seaux, il peut eˆtre
inte´ressant de ne plus re´aliser la de´composition du domaine uniquement en fonction de la
taille des donne´es d’apprentissage mais plutoˆt en fonction de leur complexite´.
Conception et de´veloppement du processus d’optimisation de la
planification de traitement
Enfin, la dernie`re pierre a` apporter a` l’e´difice est, bien entendu, le processus d’optimi-
sation de la planification du traitement des tumeurs cance´reuses. Cette e´tape est re´alise´e
en maximisant la dose prescrite a` la tumeur tout en minimisant l’irradiation des zones
sensibles. Actuellement, les syste`mes existants privile´gient le temps de calcul total par
rapport a` la pre´cision finale en minimisant le nombre de simulations effectue´es. En utili-
sant les solutions que nous avons propose´es pour e´valuer les courbes de doses de´pose´es, il
est possible d’accroˆıtre de manie`re significative le nombre de simulations permettant une
ve´rification plus pre´cise des choix de traitements propose´s et ainsi, d’ame´liorer de manie`re
importante la planification de traitement.
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Les travaux pre´sente´s dans cette the`se s’inscrivent dans un projet lie´ a` la radiothe´rapie externe. L’objectif de
ceux-ci est de mettre au point un moteur de calcul permettant une e´valuation pre´cise et concise d’un de´poˆt
de dose lors d’une irradiation. Pour remplir cet objectif, nous avons construit un moteur de calcul reposant
sur l’utilisation des re´seaux de neurones. Dans un premier temps, nous avons de´veloppe´ un algorithme
d’apprentissage pour les re´seaux de neurones spe´cifiquement conc¸u pour la prise en charge des donne´es lie´es
a` la radiothe´rapie externe. Dans un second temps, nos travaux ont consiste´ en la re´alisation d’algorithmes
permettant l’e´valuation des doses.
La premie`re partie a donc porte´ sur la mise au point de l’algorithme d’apprentissage des re´seaux de neurones.
Un des proble`mes majeurs lors de la pre´paration de l’apprentissage concerne la de´termination de la structure
optimale permettant l’apprentissage le plus efficace possible. Pour construire un re´seau proche de l’optimal,
nous nous sommes base´s sur une construction incre´mentale du re´seau. Ensuite, pour permettre une prise en
charge des nombreux parame`tres lie´s a` notre domaine d’application, et du volume des donne´es ne´cessaires a`
un apprentissage rigoureux, nous nous sommes attache´s a` paralle´liser notre algorithme. Nous avons obtenu, a`
la fin de cette premie`re phase de nos travaux, un algorithme d’apprentissage incre´mental et paralle`le pouvant
eˆtre de´ploye´ de manie`re efficace sur une grappe de calcul non-fiable. Ce de´ploiement est possible graˆce a`
l’ajout d’un me´canisme de tole´rance aux pannes. La deuxie`me partie, quant a` elle, a consiste´ en la mise
au point d’algorithmes permettant l’e´valuation des doses de´pose´es lors d’une irradiation. Ces algorithmes
utilisent les re´seaux de neurones comme re´fe´rence pour la valeur des doses ainsi que le principe de continuite´
de la dose en tout point du milieu. Ils ont e´te´ construits a` partir d’une fine observation du comportement
de la courbe de de´poˆt de dose a` chaque changement de milieu.
En aboutissement, nous pre´sentons des expe´rimentations montrant les performances de notre algorithme
d’apprentissage, ainsi que de nos algorithmes d’e´valuation de doses dans diffe´rentes configurations.
Mots clefs : Re´seaux de neurones, interpolateur de fonctions, construction incre´mentale, paralle´lisation,
e´valuation de dose, radiothe´rapie, Monte Carlo.
Abstract
This research is about the application of neural networks used in the external radiotherapy domain. The goal
is to elaborate a new evaluating system for the radiation dose distributions in heterogeneous environments.
The final objective of this work is to build a complete toolkit to evaluate the optimal treatment planning.
My first research point is about the conception of an incremental learning algorithm. The interest of my
work is to combine different optimisations specialised in the function interpolation and to propose a new
algorithm allowing to change the neural network architecture during the learning phase. This algorithm
allows to minimise the final size of the neural network while keeping a good accuracy. The second part of my
research is to parallelise the previous incremental learning algorithm. The goal of that work is to increase
the speed of the learning step as well as the size of the learned dataset needed in a clinical case. For that,
our incremental learning algorithm presents an original data decomposition with overlapping, together with
a fault tolerance mechanism. My last research point is about a fast and accurate algorithm computing the
radiation dose deposit in any heterogeneous environment. At the present time, the existing solutions used
are not optimal. The fast solution are not accurate and do not give an optimal treatment planning. On the
other hand, the accurate solutions are far too slow to be used in a clinical context. Our algorithm answers to
this problem by bringing rapidity and accuracy. The concept is to use a neural network adequaltely learned
together with a mechanism taking into account the environment changes. The advantages of this algorithm
is to avoid the use of a complex physical code while keeping a good accuracy and reasonable computation
times.
Keywords : Neural network, interpolation, incremental learning algorithm, parallelism, dose evaluation,
radiotherapy, Monte Carlo.
