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Abstract
We consider the closeness testing problem in the Poisson vector model — which
is known to be asymptotically equivalent to the model of multinomial distributions.
The goal is to distinguish whether two samples are drawn from the same unspecified
distribution, or whether their respective distributions are separated in L1-norm. In
this paper, we focus on adapting the rate to the shape of the underlying distributions,
i.e. we consider a local minimax setting. We provide, to the best of our knowledge, the
first local minimax rate for the separation distance up to logarithmic factors, together
with a test that achieves it. In view of the rate, closeness testing turns out to be
substantially harder than the related one-sample testing problem over a wide range of
cases.
MSC classes: 62F03, 62G10, 62F35.
Key words: Local minimax, Closeness testing, Two-sample, Instance optimal, Discrete
distributions, Hypothesis testing.
1 Introduction
Closeness testing, also known as two-sample testing or equivalence testing, amounts to
testing whether two samples are drawn from the same unknown distribution. The null
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hypothesis of this statistical testing problem is true when both distributions are the same.
In the alternative hypothesis, they are different and separated in L1-norm by some con-
stant. In particular, we would like to know how close both distributions can get under a
constant risk of error. In the following, we provide a formal setting of the question along
with required notations.
1.1 Setting
For d > 0, define the set of probability vectors of size d: P = {π ∈ (R+)d,∑i≤d πi =
1}. Let ‖ · ‖1 denote the L1-norm. Let p, q be vectors in (R+)d, and k ∈ N \ {0}.
The samples (X,Y ) = (X1, . . . , Xd, Y1, . . . , Yd) are obtained from the Poisson vector
setting:
Xi ∼ P(kpi), Yi ∼ P(kqi), (1)
where P is the Poisson distribution.
The Poisson vector setting was considered in [24] in the context of identity testing be-
tween two discrete distributions p and q, where one of them is partially observed through k
samples. They remark that the distribution of a k-sized sample set coming from a multi-
nomial distribution with probabilities p, and the distribution of the sample (Xi)i from
Equation (1), are asymptotically equivalent—see Section 4.1 for more details. Keeping
this in mind, p, q can be interpreted as the probabilities corresponding to the two multino-
mial distributions of interest in two-sample testing, d can be interpreted as the number of
categories of the multinomial distributions, and k as the sample size.
Given π ∈ P, we define Upi as the discrete uniform distribution such that Upi({πi}) =
1/d for each i ∈ {1, . . . , d}. Then, for a fixed ρ > 0 and fixed unknown π ∈ P, the
closeness testing problem that we consider in this paper is given by:
H0(π) : p = q, q ∼ U⊗dpi , versus H1(π, ρ) : ‖p− q‖1 ≥ ρ, q ∼ U⊗dpi , p ∈ (R+)d.
(2)
Remark 1 In Equation (2), p, q belong to (R+)d and not necessarily to P. Indeed a
typical realisation of U⊗dpi is close to P but not necessarily in it. The uniform distribution
U⊗dpi is intended to output vectors p that have a global structure similar to that of π, that
is, approximately as many large and small probabilities in p as in π. But an additional
uncertainty is introduced regarding the exact position of the large and small probabilities.
The relation with closeness testing for multinomial distributions is further discussed in
Section 4.1.
It is clear from Equation (2) that the vectors that are too close to q are removed from the
alternative hypothesis. We want to find the smallest ρ such that a test with non-trivial
error exists, dependent on π. Intuitively, if π is, for example, the uniform distribution,
the testing problem is more difficult than if π has just a few elements with non-zero
probability. We want to capture this dependence on the distribution, as it is done in [24]
and [2] for one-sample testing.
Before describing our problem as well as the related literature in more detail, we
define the generic notion of separation distance. Given a test ϕ based on a sample set
(X,Y ), the generic risk for a testing problem with hypotheses H0, H1 is defined as the
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sum of type I and type II error probabilities:
R(H0, H1, ϕ; ρ, k) = sup
p,q∈H0
Pp,q(ϕ(X,Y ) = 1) + sup
p,q∈H1(ρ)
Pp,q(ϕ(X,Y ) = 0),
where X ∼ P(kp) and Y ∼ P(kq). Then, fixing some γ ∈ (0, 1), we say that a
testing problem can be solved with error smaller than γ, if we can construct a uniformly
γ-consistent test, that is, if there exists ϕ such that:
R(H0, H1, ϕ; ρ, k) ≤ γ.
Clearly, ρ 7→ R(H0, H1, ϕ; ρ, k) is non-increasing, and greater or equal to one when
ρ = 0. Define the separation distance for some fixed γ ∈ (0, 1) as:
ργ(H0, H1, ϕ; k) = inf{ρ > 0 : R(H0, H1, ϕ; ρ, k) ≤ γ}.
A good test ϕ is characterized by a small separation distance. So we define the minimax
separation distance, also known as local critical radius, as
ρ∗γ(H0, H1; k) = infϕ ργ(H0, H1, ϕ; k).
Besides, it is possible to consider either local minimax rates or global minimax rates. The
local minimax separation distance would be written as ρ∗γ(H0(π), H1(π, ρ
∗
γ); k) in our
context. On the other hand, the global minimax separation distance could be written as
suppi ρ
∗
γ(H0(π), H1(π, ρ
∗
γ); k) in our context. Taking the sup over every vector π conveys
the idea that a global minimax rate is a weaker result, as it only provides a worst-case
analysis.
While we focus on the separation distance, lot of results in the literature (particularly
from property testing in Computer Science) are formulated in terms of sample complexity,
i.e., howmany samples are required to achieve a certain testing error for a fixed separation
radius. Formally, for a fixed ρ, since k 7→ R(H0, H1, ϕ; ρ, k) is non-increasing, the
sample complexity for some fixed γ ∈ (0, 1) is defined as:
kγ(H0, H1, ϕ; ρ) = inf{k : R(H0, H1, ϕ; ρ, k) ≤ γ}.
Then the minimax sample complexity is
k∗γ(H0, H1; ρ) = inf
ϕ
kγ(H0, H1, ϕ; ρ).
So the local minimax sample complexity is written as k∗γ(H0(π), H1(π, ρ); ρ). And the
global minimax sample complexity is suppi k
∗
γ(H0(π), H1(π, ρ); ρ). If ρ
∗
γ or k
∗
γ are in-
vertible, then it is possible to obtain one from the other. Indeed let us define the in-
verses ρ 7→ (ρ∗γ)−1(H0, H1; ρ) and k 7→ (k∗γ)−1(H0, H1; k). Then (ρ∗γ)−1(H0, H1; ρ) =
k∗γ(H0, H1; ρ) and reciprocally.
Additional notations. In what follows, we also establish the following notations. For a
vector u ∈ Rd, let s be a permutation of {1, . . . , d} be such that us(1) ≥ us(2) ≥ . . . ≥
us(d). We write u(.) := us(.). Set also Ju = minj≤d
{
j : u(j) ≤ 1k
}
.
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1.2 Literature review
Hypothesis testing is a classical statistical problem and its study can be traced back to [21]
and [20]. This topic has also been tackled by the theoretical computer science community
under the framework of property testing, with seminal papers like [23], [14].
In earlier studies, tests were built based on good asymptotic properties like having
asymptotically normal limits, but this criterion often fails to produce tests which are effi-
cient in high-dimensional cases notably, as stated in [3]. An alternative and popular take
on hypothesis testing is minimax optimality, which is popularized by the seminal work of
[15].
The problem of goodness-of-fit testing, also known as identity testing, or one-sample
testing, consists in distinguishing whether the samples are drawn from a specified distri-
bution π ∈ P, versus a composite alternative separated from the null in L1-distance:
H
(Id)
0 (π) : p = π, versus H
(Id)
1 (π) : ‖p− π‖1 ≥ ρ, p ∈ P. (3)
We will consider local and global minimax rates for both the separation distance and
sample complexity. Indeed, if either the number of sample points or the L1-separation
between the distributions is reduced, then the problem becomes more difficult. Thus, it
is possible to parametrize the difficulty of the problem using either the number of sample
points or the L1-separation and the rate can refer to any interchangeably. The follow-
ing tables capture the existing results in the literature on the global and local minimax
separation distance and sample complexity for the goodness-of-fit test.
Table 1: Global minimax separation distance and sample complexity obtained
for identity testing defined in Equation (3): suppi ρ
∗
γ(H
(Id)
0 (π), H
(Id)
1 (π); k) and
suppi k
∗
γ(H
(Id)
0 (π), H
(Id)
1 (π); ρ). The rates are worst-case considerations only, presented
up to some constant depending on γ only. [P’08] refers to [22].
Separation distance Sample complexity
[P’08] d1/4/
√
k
√
d/ρ2
Table 2: Local minimax separation distance and sample complexity obtained for identity
testing defined in Equation (3): ρ∗γ(H
(Id)
0 (π), H
(Id)
1 (π); k) and k
∗
γ(H
(Id)
0 (π), H
(Id)
1 (π); ρ).
The rates depend on the distribution in the null hypothesis and are up to some constant
depending on γ only. (.)+ denotes the positive part function. [VV’17] refers to [24].
[VV’17]
Separation distance minm
[ ‖(pi2/3
(i)
1{2≤i<m})i‖3/41√
k
∨ 1k ∨ ‖(π(i)1{i ≥ m})i‖1
]
Sample complexity minm
[
1
ρ ∨
‖(pi2/3
(i)
1{2≤i<m})i‖3/21
(ρ−‖(pi(i)1{i≥m})i‖1)2+
]
Similarly, for the two-sample or closeness testing, Tables 3 and 4 capture the existing
results in the literature on the global and local minimax separation distance and sample
complexity.
First, let us consider the results obtained for identity testing, which is the classical
problem presented in Equation (3). The global minimax rate is given in [22] and tightened
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Table 3: Upper bounds on the global minimax separation distance and sample complex-
ity obtained for closeness testing defined in Equation (2): suppi ρ
∗
γ(H0(π), H1(π, ρ
∗
γ); k)
and suppi k
∗
γ(H0(π), H1(π, ρ); ρ), up to some constant depending on γ only. The actual
minimax rate is in red. [BFRSW’00] refers to [6] and [CDVV’14] to [9].
Separation distance Sample complexity
[BFRSW’00] d1/6 log(d)1/4/k1/4 d2/3 log(d)/ρ4
[CDVV’14] d
1/2
k3/4
∨ d1/4
k1/2
d2/3
ρ4/3
∨ d1/2ρ2
Table 4: Upper bounds on the local minimax separation distance and sample complex-
ity obtained for closeness testing defined in Equation (2): ρ∗γ(H0(π), H1(π, ρ
∗
γ); k) and
k∗γ(H0(π), H1(π, ρ); ρ). The rate is problem-dependent, even though both distributions
are unknown. It is presented up to some polylog(dk) for the separation distance and up
to a polylog(d/ρ) for the sample complexity. [DK’16] refers to [10].
[DK’16]
Separation distance
‖1{pi<1/k}‖1/21 ‖pi21{pi<1/k}‖1/41√
k
∨ ‖pi2/3‖
3/4
1√
k
Sample complexity minm(m ∨ ‖1{pi<1/m})‖1‖pi
2
1{pi<1/m}‖1/21
ρ2 ∨
‖pi2/3‖3/21
ρ2 )
in [24] for the class of multinomial distributions over a support of size d. The meaning
of the global minimax sample complexity listed in Table 1 is that an optimal algorithm
will be able to test with fixed non-trivial probability, using
√
d/ρ2 samples, up to some
explicit constant. This sample complexity can be translated into the separation distance
presented in the same table, as justified in Section 1.1. The minimax rate is a worst-case
analysis, that is, it corresponds to the rate obtained for the hardest problem. Now, in the
case of identity testing, the testing problem is characterized by the distribution specified
in the null hypothesis. Hence, the distribution for which the minimax rate is reached
corresponds to the hardest distribution to test. It turns out that the uniform distribution
represents the hardest problem in identity testing.
From the observation that the rates might take values substantially different from that
of the worst case, the concept of minimaxity has been refined in recent lines of research.
One such refinement corresponds to local minimaxity, also known as instance-optimality,
where the rate depends on π. Local minimax rates for identity testing are presented in
Table 2. [24] obtains the local minimax sample complexity for Problem (3) with Poisson
distributions. [2] makes their test more practical and expresses the rate in terms of local
minimax separation distance. The formulation of their bounds presented in Table 2 comes
from our Proposition 11. Note that the dependence in d in the local minimax rate is
contained in the vector norm. Finally, [2] also obtains the local minimax rate for the same
testing problem with Lipschitz densities, but we do not focus on this part of their results.
Let us now consider the results obtained for closeness testing, that we defined in
our setting in Equation (2). The global minimax rates are summarized in Table 3, and
upper bounds on the local minimax rates are given in Table 4. In the case of closeness
testing, [6] proposes a test and obtains a loose upper bound on the global minimax sample
complexity. The actual global minimax rate has been identified in [9], using the tools
developed in [25]. A very interesting message from [9] is that there exists a substantial
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difference between identity testing and closeness testing, and that the latter is harder. It
is interesting to note that while the uniform distribution is the most difficult π to test in
identity testing, π can be chosen in a different appropriate way which worsens the rate in
closeness testing.
Again, distribution-dependent rates might differ greatly from global minimax rates.
That is the reason why studies have been made in order to obtain minimax rates over
smaller classes of distributions. Let an h-histogram be a discrete probability distribution
that is piecewise constant, with at most h changes. In [13], the focus is on closeness test-
ing over the class of h-histograms, over which they obtain minimax near-optimal testers.
In the same way, in [11], they display optimal closeness testers for various families of
structured distributions, with an emphasis on continuous distributions.
Now, as explained in the review of [3], the definition of local minimaxity in closeness
testing is more involved than in identity testing, and in fact, is an interesting open problem
that we focus on in this paper. The difficulty arises from the fact that both distributions
are unknown, although we would like the rates to depend on them. Indeed, Problem (2) is
composite-composite. Now, the existence and the size of the gap for every π due to this
adaptivity constraint are open questions. We remind that [9] sheds light on such a gap,
but only in the worst case of π.
[10] constructs a test which gives an upper bound on the local minimax sample com-
plexity that we present in Table 4. Their bound matches the global minimax rate obtained
in [9] for some choice of π andm. However no matching lower bound is provided in the
local case.
A different approach was taken in [1], where they compare their closeness tester
against an oracle tester which is given more information (the underlying distribution q).
When the oracle tester needs k samples, their closeness tester needs k3/2 samples. Other-
wise, some studies have been made in closeness testing when the number of sample points
for both distributions is not constrained to be the same in [7], [10] and [18]. What is more,
[12] works on identity testing in the high probability case, instead of a fixed probability as
it is done usually. That is to say, they introduce a global minimax optimal identity tester
which discriminates both hypotheses with probability converging to 1.
1.3 Contributions
The following are the major contributions of this work:
• We provide a lower bound on the local minimax separation distance for Problem (2)
— see Equation (4) for u = 2.001.
• We propose a test that nearly reaches the obtained lower bound, for u = 1. So it
is local minimax near-optimal for Problem (2) which is related to closeness testing.
An important feature of this test is that it does not need π as a parameter even
though it adapts to it.
• We point out the similarities and differences in regimes with local minimax identity
testing.
More precisely we prove in Theorems 8 and 10 that the local minimax separation distance
ρ∗γ(H0(π), H1(π, ρ
∗
γ); k) up to some polylog(dk) is
min
I≥Jpi
[√
I
k
∨
(√ I
k
‖π2 exp(−ukπ)‖1/41
)
∨ ‖(π(i)1{i ≥ I})i‖1
]
∨
∥∥∥(π2/3(i) 1{i ≤ Jpi})i∥∥∥3/4
1√
k
∨
√
1
k
,
(4)
where Jpi and π(.) are defined in Section 1.1, u = 2.001 for the lower bound and u = 1
for the upper bound. The exponential is applied element-wise. Let I∗ denote an I where
the minimum is reached.
Equation (4) can be compared with the rate ρ∗γ(H
(Id)
0 (π), H
(Id)
1 (π, ρ
∗
γ); k) obtained
in[24, 2]: minm
[‖(pi2/3
(i)
1{2≤i<m})i‖3/41√
k
∨ 1k ∨ ‖(π(i)1{i ≥ m})i‖1]. Indeed, as ex-
plained in Proposition 11, ρ∗γ(H
(Id)
0 (π), H
(Id)
1 (π, ρ
∗
γ); k) also represents a lower bound
on ρ∗γ(H0(π), H1(π, ρ
∗
γ); k). Letm
∗ denote anm where the minimum is reached.
Table 5 references our local optimal rate for our closeness testing problem in compari-
son with the upper bound from [10] and the local optimal rate for identity testing found in
[24]. The rates are not presented, as is. Instead, we classify the coefficients of π depend-
ing on their size and the corresponding contribution to the rate. Our local minimax rate
fleshes out three main regimes. Looking at the coefficients of π, for the indices smaller
than Jpi , the term with L2/3-norm dominates. As for the indices greater than I
∗, the term
with L1-norm dominates. For the indices smaller than Jpi or greater thanm
∗, the regimes
are the same in the local minimax separation distance ρ∗γ(H
(Id)
0 (π), H
(Id)
1 (π, ρ
∗
γ); k) for
identity testing from [24]. Our final regime corresponds to the indices between Jpi and I
∗
which finds no equivalent in identity testing. The gap between identity testing [24, 2] and
closeness testing then lies in the indices between Jpi andm
∗. A similar gap was analysed
by [9] in the global minimax regime and we have refined this investigation in the context
of local minimaxity. Although [10] also obtains rates adaptive to π for two-sample test-
ing, and matching those from [9] in the worst case, they are not local minimax optimal.
In fact, they manage to capture two of the three phases we display in the rate. But their
regime corresponding to the very small coefficients (those with indices greater than I∗)
can be made tighter, matching the one in identity testing.
The paper is organized as follows. In Section 2, an upper bound on the local minimax
separation distance for Problems (2) and (7) is presented. This will entail the construction
of a test based on multiple subtests. In Section 3, a lower bound that matches the upper
bound up to logarithmic factors is proposed. Finally, the SupplementaryMaterial contains
the proofs of all the results presented in this paper.
2 Upper bound
In this section, we build a test for Problem (2), which is composed of several tests. One
of them is related to the test which was introduced in the context of one-sample testing
in [24, 2]. The others complement this test, in particular regarding what happens for
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Table 5: Note that Jpi ≤ I∗ ≤ m∗, by definition of these quantities. Each index i belongs
to some index range U and π(i) contributes to the separation distance rate differently
depending on which index range i belongs to. The notation |U | refers to the number of
elements in U . Current paper corresponds to the minimax rate that we prove for closeness
testing as defined in Equation (2) with u = 2.001 for the lower bound and u = 1 for
the upper bound, [VV’17] corresponds to the local minimax rates that [24, 2] prove for
identity testing defined in Equation (3) and [DK’16] is the upper bound from [10] for
Problem (2). The rates are presented up to log-terms.
Index range U = {1, . . . , Jpi} U = {Jpi, . . . , I∗}
Contribution of the terms
Current paper
∥∥∥pi2/3(.) 1{U}∥∥∥3/4
1√
k
√
|U|
k
[
‖π2 exp(−ukπ)‖1/41 ∨ 1√k
]
[VV’17]
∥∥∥pi2/3(.) 1{U}∥∥∥3/4
1√
k
∥∥∥pi2/3(.) 1{U}∥∥∥3/4
1√
k
[DK’16]
∥∥∥pi2/3(.) 1{U}∥∥∥3/4
1√
k
√
|U|
k ‖π2(.)1{U}‖
1/4
1
Index range U = {I∗, . . . ,m∗} U = {m∗, . . . , d}
Contribution of the terms
Current paper
∥∥∥π(.)1{U}∥∥∥
1
∥∥∥π(.)1{U}∥∥∥
1
[VV’17]
∥∥∥pi2/3(.) 1{U}∥∥∥3/4
1√
k
∥∥∥π(.)1{U}∥∥∥
1
[DK’16]
√
|U|
k ‖π2(.)1{U}‖
1/4
1
√
|U|
k ‖π2(.)1{U}‖
1/4
1
smaller masses. Our construction will not use the knowledge of π. In other words, the
upper bounds on ρ∗γ(H0(π), H1(π, ρ
∗
γ); k) will be achieved adaptively to π.
Here, let us assume that we observe 4 sample sets. That is, for any j ≤ 4 and i ≤ d,
X
(j)
i ∼ P(kpi), Y (j)i ∼ P(kqi).
Such a trick is called sample splitting. It allows for simpler derivations for the guarantees
of the tests and it can be done without loss of generality in our setting — two-sample
testing in a Poisson model, which is asymptotically equivalent to the multinomial model
[9, 24]. In what follows, we write for all i ≤ d,∆i = pi−qi. Note that the presentation of
results pertaining to the tests composing our final test will treat p and q as fixed. However,
in order for the test to be adaptive to the problem, the guarantees will have to be expressed
using π, instead. The transition from fixed (p, q) to π is not difficult and we provide the
final result using π in Theorem 8 and Corollary 9. Sections 2.1–2.4 introduce the individ-
ual tests that will be exploited together as well as their guarantees. Section 2.5 combines
all the tests into one and produces problem-dependent guarantees for our setting. The
proof of the results for the upper bound are compiled in Appendix A.
The general strategy behind our construction is to readjust the test presented in [24]
to make it fit to our setting. This will induce a gap with the local minimax rates presented
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in identity testing. Using other tests, we offset this gap partially. However, as shown in
the lower bound, the gap highlighted in the upper bound is actually fundamental to the
problem of closeness testing, making it harder than identity testing in some regimes.
2.1 Pre-test: Detection of divergences coordinate-wise
We first define a pre-test. It is designed to detect cases where some coordinates of p and
q are very different from each other. It is basically a test on the L∞-distance between the
observations.
Let c > 0, qˆ = (Y (3) ∨ 1)/k and pˆ = (X(3) ∨ 1)/k, where the maximum is taken
pointwise. The pre-test is defined as follows. It rejects the null whenever there exists i ≤ d
such that |qˆi−pˆi| ≥ c
√
qˆi log(qˆ
−1
i ∧k)
k +c
log(k)
k , i.e., ϕ4(c) := ϕ4(X
(3), Y (3), c, k, d) takes
value 1 in this case and 0 otherwise.
Proposition 2 Let π ∈ P and δ < 1. There exist cδ,4 > 0, c˜δ,4 > 0 large enough
depending only on δ such that the following holds.
Under H0(π), with probability larger than 1 − δ on the third sub-sample only, the
pre-test accepts the null, i.e. ϕ4(cδ,4) = 0.
With probability larger than 1− δ − k−1 on the third sub-sample only, if there exists
i ≤ d such that |∆i| ≥ c˜δ,4
√
qi
log(q−1i ∧k)
k + c˜δ,4
log(k)
k , then the pre-test rejects the null,
i.e. ϕ4(cδ,4) = 1.
As stated in Proposition 2, the pre-test detects large coordinate-wise deviations for couples
(p, q).
2.2 Definition of the 2/3-test on large coefficients
We now consider a test that is related to the one in [24, 2] based on a weighted L2-norm.
But here the weights are constructed empirically. Such an empirical twist on an existing
test in order to obtain adaptive results was also explored in [10]. The objective is to detect
differences in the coefficients that are larger than 1/k in an efficient way.
Let c > 0, c2 ≥ 0. Set
T1 =
∑
i≤d
qˆ
−2/3
i (X
(1)
i − Y (1)i )(X(2)i − Y (2)i ). (5)
We also define tˆ1 =
√
k−2/3‖(Y (1))2/3‖1 + c2, and
ϕ1(c) := ϕ1(X
(1), Y (1), X(2), Y (2), qˆ, c, k, d) = 1{T1 ≥ ctˆ1}.
Proposition 3 Let π ∈ P and δ > 0. There exist cδ,1 > 0, c˜δ,1 > 0 large enough
depending only on δ such that the following holds.
Under H0(π), with probability larger than 1 − δ on the first, second and third sub-
sample only, the test ϕ1 accepts the null, i.e. ϕ1(cδ,1) = 0.
With probability larger than 1 − δ on the first, second and third sub-sample only, if∥∥∥∆1{kq ≥ 1}∥∥∥2
1
≥ c˜δ,1k
(∥∥∥q2 1(q∨k−1)4/3
∥∥∥3/2
1
∨
∥∥∥q2 1(q∨k−1)4/3
∥∥∥
1
)
, then the test ϕ1 rejects
the null, i.e. ϕ1(cδ,1) = 1.
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This proposition is related to Proposition 2.14 in [10] and it is to note that they also capture
the term in L2/3-norm in their rate. They apply a standard L1-test to each element of a
specific partition of the distribution into pseudo-distributions, whereas we apply one test
with the appropriate weights. This is analog with comparing the max test to the 2/3 test
both depicted in [2]. In [10], the empirical component is the partition in the test, whereas
it is in the weights in our modified 2/3-test.
Remark 4 Let us compare T1 defined in Equation (5) with the test statistic presented in
[24]: ∑
i
(Xi − kqi)2 −Xi
q
2/3
i
.
We start by explaining their construction. They modified the chi-squared statistic in order
to build a local minimax optimal test for identity testing in their setting. Now, in closeness
testing as depicted in our setting, there is no prior knowledge of q. That is the reason why
we estimate q using qˆ and ensure its value cannot be 0 in the denominator. This constraint
leads to a great difference in performance with their test. So we will have to cover for the
case when Y (3) = 0 using the other tests we present.
2.3 Definition of the L2-test for intermediate coefficients
We now construct a test for intermediate coefficients, i.e., those that are too small to
have weights computed in a meaningful way using the method in Section 2.2. For these
coefficients, we simply do an L2-test that is related to the one carried out in [9, 10]. And
we apply this test only on coordinates that we empirically find as being small.
Set
T2 =
∑
i≤d
(X
(1)
i − Y (1)i )(X(2)i − Y (2)i )1{Y (3)i = 0}, (6)
and
tˆ2 =
√
‖Y (1)Y (2)1{Y (3) = 0}‖1 + log(k)2.
Write ϕ2(c) := ϕ2(X
(1), Y (1), X(2), Y (2), Y (3), c, k, d) = 1{T2 ≥ ctˆ2}.
Proposition 5 Let π ∈ P and δ > 0. We write s(.) such that qs(.) = q(.). There exist
cδ,2 > 0, c˜δ,2 > 0 large enough depending only on δ such that the following holds.
Under H0(π), with probability larger than 1 − δ on the first, second and third sub-
sample only, the test ϕ2 accepts the null, i.e. ϕ2(cδ,2) = 0.
With probability larger than 1 − δ on the first, second and third sub-sample only,
if there exists I ≥ Jq such that ‖(∆s(i)1{I ≥ i ≥ Jq})i‖21 ≥ c˜δ,2 I−Jqk
[
log2(k)
k ∨(√‖q2 exp(−kq)‖1)], then the test ϕ2 rejects the null, i.e. ϕ2(cδ,2) = 1.
This test based on the L2 statistic tackles a particular regime where the coefficients of the
distribution q are neither too small nor too large. Such an application of an L2 statistic
to an L1-closeness testing problem is reminiscent of [9, 10]. In particular, like in [10],
we restrict the application of this test to a section of the distribution that is constructed
empirically.
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Remark 6 Note that T2 defined in Equation (6) is based on an L2-statistic in the same
way as T1 defined in Equation (5). However, it is not reweighted since it focuses on the
case when Y (3) = 0. This is comparable to the test statistic presented in [10]. Indeed,
they use an L2-statistic which is not rescaled depending on q, but partition it depending
on the size of q instead. Our statistic amounts to doing just that, except that we focus on
smaller coefficients only and we partition q empirically.
2.4 Definition of the L1 test for small coefficients
Finally we define another test to exclude situations where the L1 norm of the small coef-
ficients in p and q are very different.
Set
T3 =
∑
i≤d
(X
(1)
i − Y (1)i )1{Y (3)i = 0}.
Write ϕ3(c) := ϕ3(X
(1), Y (1), Y (3), c, k, d) = 1{T3 ≥ ctˆ3} where tˆ3 =
√
k.
Proposition 7 Let π ∈ P and δ > 0. We write s such that qs(.) = q(.). There exist
cδ,3 > 0, c˜δ,3 > 0 large enough depending only on δ such that the following holds.
Under H0(π), with probability larger than 1 − δ on the first and third sub-sample
only, the test ϕ3 accepts the null, i.e. ϕ3(cδ,3) = 0.
With probability larger than 1−δ on the first, and third sub-sample only, if there exists
I ≥ Jq such that
‖(∆s(i)1{i ≥ I})i‖1
≥
[
c˜δ,3
[
‖(qs(i)1{i ≥ I})i‖1 ∨
√
log(k)
k
]]
∨
[
2‖(∆s(i)1{i ≤ I)i‖1
]
;
or
‖(∆s(i)1{i ≥ Jq})i‖1
≥
[
c˜δ,3
[
‖(qs(i)1{i ≥ Jq})i‖1 ∨
√
log(k)
k
]]
∨
[
2‖(∆s(i)1{i ≤ Jq})i‖1
]
,
then the test ϕ3 rejects the null, i.e. ϕ3(cδ,3) = 1.
As stated in Proposition 7, this test captures the case of large L1 deviation at places where
p and q have small coefficients. This is mainly interesting for cases where there are
extremely many small coefficients, making a very crude test the most meaningful thing to
do. The pathological cases addressed here contribute to the differences in rates with [10].
2.5 Combination of the four tests
Finally, we combine all four tests. Let ϕ(c1, c2, c3, c4) = T1(c1) ∨ T2(c2) ∨ T3(c3) ∨
T4(c4), where c1, c2, c3, c4 > 0.
11
Theorem 8 Let π ∈ P and δ > 0. There exist cδ,1, cδ,2, cδ,3, cδ,4, c˜δ > 0 that depend
only on δ such that the following holds. Under H0(π), i.e., whenever ∆ = 0, the test
accepts the null, i.e. ϕ(cδ,1, cδ,2, cδ,3, cδ,4) = 0 with probability larger than 1− 4δ−k−1.
UnderH1(π, ρ) with
ρ ≥ c˜δ
{
min
I≥Jpi
[(√
I
log(k)
k
)
∨
(√I√
k
‖π2 exp(−kπ)‖1/41
)
∨ ‖(π(i)1{i ≥ I})i‖1
]}
∨
[∥∥∥π2 1(pi∨k−1)4/3
∥∥∥3/4
1√
k
]
∨
[√ log(k)
k
]
,
i.e., whenever ‖∆‖1 ≥ ρ, the test rejects the null, i.e. ϕ(cδ,1, cδ,2, cδ,3, cδ,4) = 1 with
probability larger than 1− 4δ − k−1.
Then the theorem can be formulated as the following upper bound:
Corollary 9 Let γ > 0. There exists a constant cγ > 0 that depends only on γ such that
ρ∗γ(H0(π), H1(π, ρ
∗
γ); k)
≤ cδ
{
min
I≥Jpi
[(√
I
log(k)
k
)
∨
(√I√
k
‖π2 exp(−kπ)‖1/41
)
∨ ‖(π(i)1{i ≥ I})i‖1
]}
∨


∥∥∥(π2/3(i) 1{i ≤ Jpi})i∥∥∥3/4
1√
k

 ∨ [
√
log(k)
k
]
.
Thus, once we have aggregated all four tests, we end up with an upper bound on the local
minimax separation rate for closeness testing defined in Equation (2). Most importantly,
the knowledge of π is not exploited by the test. So our method reaches the displayed rate
adaptively to π. That is, the rate does not just consider the worst π. Instead, it depends
on π although it is not an input parameter in the test. In Table 5, the contributions of
the different coefficients from π are summarized into different regimes, along with the
regimes obtained in [24] and [10]. Our upper bound slightly improves upon that of [10] as
emphasized in Section 1.3. We manage to obtain rates comparable to one-sample testing.
In particular, the terms ‖(π(i)1{i ≥ I})i‖1 and
∥∥∥(pi2/3(i) 1{i≤Jpi})i∥∥∥3/4
1√
k
can also be found in
one-sample testing. However, the differences that we point out in the upper bound turn
out to be fundamental to two-sample testing. Indeed, we present a matching lower bound
in the following section, which represents our greatest contribution.
3 Lower bound
This section will focus on the presentation of a lower bound on the local minimax separa-
tion rate for closeness testing defined in Equation (2). Since the lower bound will match
the upper bound previously presented, our test will turn out to be local minimax optimal.
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Theorem 10 Let π ∈ P and γ, v > 0. There exists a constant cγ,v > 0 that depends
only on γ, v such that the following holds.
ρ∗γ(H0(π), H1(π, ρ
∗
γ); k) ≥ cγ,v
{
min
I≥Jpi
[√
I
k
∨
(√ I
k
‖π2 exp(−(2 + v)kπ)‖1/41
)
∨ ‖(π(i)1{i ≥ I})i‖1
]}
∨
∥∥∥(π2/3(i) 1{i ≤ Jpi})i∥∥∥3/4
1√
k
∨
√
1
k
.
The details of the proof can be found in Section B of the Appendix. But we provide the
intuition through the following sketch of the proof.
Sketch of the proof of Theorem 10. The construction of the lower bound can be de-
composed into three propositions. We first state Proposition 11, which is a corollary from
[24, 2] and it will provide an initial rate that we will refine thanks to the two other proposi-
tions. But our main contribution is in the construction of Propositions 12 and 13. The idea
is to reduce the testing problem to a smaller one that is difficult enough and which is not
yet covered by Proposition 11. The general strategy is the same for both Propositions 12
and 13. That is, hide the discrepancies between distributions in the smaller coefficients,
which is justified by the thresholding effect already witnessed in the upper bound. For
small coefficients, there is a great chance to observe a 0, so this makes it hard to observe
a difference.
Proposition 11 relies on the fact that two-sample testing is at least as hard as its one-
sample counterpart. It is also the most convenient formulation of the rates from [24, 2] in
order to compare it with ours.
Proposition 11 Let π ∈ P and γ > 0. There exists a constant cγ > 0 that depends only
on γ such that
ρ∗γ(H0(π), H1(π, ρ
∗
γ); k)
≥ cγ min
m

‖(π2/3(i) 1{2 ≤ i < m})i‖3/41√
k
∨ 1
k
∨ ‖(π(i)1{i ≥ m})i‖1

 .
The next proposition is a novel construction, which settles the case for small coefficients.
Proposition 12 Set for v ≥ 0 and, for some I ≥ Jpi, with the conventionminj≤d ∅ = d,
Iv,pi = minJpi≤j≤d
{
{j : π(j) ≤
√
Cpi/I} ∩ {j :
∑
i≥j exp(−2kπ(i))π2(i) ≤ Cpi} ∩ {j :∑
i≥j π(i) ≤
∑
Jpi≤i<j π(i)}
}
, where Cpi =
√∑
i pi
2
i exp(−2(1+v)kpii)
k . Consider some
π ∈ P and γ, v > 0. There exist constants cγ,v, c′γ,v > 0 that depend only on γ, v such
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that the following holds:
ρ∗γ(H0(π), H1(π, ρ
∗
γ); k)
≥ cγ,v
[[
‖(π(i)1{i ≥ Iv,pi})i‖1 ∨ Iv,pi − Jpi√
Iv,pik
‖π2 exp(−2(1 + v)π)‖1/41
]
∧ ‖(π(i)1{i ≥ Jpi})i‖1
]
− c
′
γ,v√
k
,
where Jpi is defined in Section 1.1.
The proof of this proposition and the following one is based on a classical Bayesian
approach for minimax lower bounds. It heavily relies on explicit choices of prior distribu-
tions over the couples (p, q) either corresponding to hypothesis H0(π) or H1(π, ρ). The
goal is then to show that the chosen priors are so close that the risk R(H0, H1, ϕ; ρ, k)
is at least as great as γ for a fixed k. Details on the general approach are provided in
Appendix B.2.
Let us present the prior on the distributions of the parameters (p, q) which are defined
for the proof of Proposition 12. π and k are fixed. Under the null hypothesis, we set
q ∼ U⊗dpi and p = π. On the other hand, the prior related to the alternative hypothesis is
such that q ∼ U⊗dpi and p is a stochastic vector that depends on q. Let us define s(.) as the
permutation of {1, . . . , d} such that q(.) = qs(.). Let us define p:
• Set all coordinates larger than 1/k equal to those of q, i.e. ps(.)(1{i ≤ Jq})i =
qs(.)(1{i ≤ Jq})i.
• For some fixed 1 > u > 0 and some v > 0, define the quantity ǫ∗i qi =
√
u
[
(1/k)∧√
Cq/(2Iv,pi) ∧ (qi/2)
]
, where Cq =
√∑
i q
2
i exp(−2(1+v)kqi)
k for some v > 0.
Finally, we set (ps(i)1{i ≥ Jq})i = (qs(i)1{i ≥ Jq})i(1 + Rǫ∗), where R is an
independent Rademacher vector of dimension d.
And so, under the alternative hypothesis, p comes from a mixture of distributions based
on slight deviations around q. The small coefficients deviate either proportionally to their
value in q, or up to a fixed value
√
Cq/(2Iv,pi). The idea is that deviations for smaller
coefficients are difficult to detect because of the permutation on q. And by definition of
Iv,pi, the result holds.
Finally, the following proposition complements Proposition 12 in the case where the
tail coefficients are very small.
Proposition 13 Let π ∈ P and γ, v > 0. Assume that ‖π2 exp(−2(1 + v)π)‖1 ≤
c˜γ,v/k
2. There exist constants c˜γ,v, cγ,v, c
′
γ,v > 0 that depend only on γ, v such that
ρ∗γ(H0(π), H1(π, ρ
∗
γ); k) ≥ cγ,v
[
‖(π(i)1{i ≥ Jpi)i}‖1
]
− c′γ,v
√
‖(π2(i)1{i ≥ Jpi})i‖1,
where Jpi is defined in Section 1.1.
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This proposition refines Proposition 12 in the specific case where ‖π2 exp(−2(1+v)π)‖1
is very small, and the construction of the priors is related, but simpler. Combining Propo-
sitions 11, 12 and 13 lead to the lower bound in Theorem 10.
Thus a lower bound is constructed for the local minimax separation distance, which char-
acterizes the difficulty of closeness testing defined in Equation (2). In fact, the lower
bound matches the upper bound up to log terms. Thus, we have a good envelope of the
local minimax rate. Besides making explicit the fact that ρ∗γ(H0(π), H1(π, ρ
∗
γ); k) ≥
ρ∗γ(H
(Id)
0 (π), H
(Id)
1 (π); k), that is, two-sample testing is harder than one-sample testing,
the result also highlights the location of the gap in further details than the worst-case study
of [9]. We make this comparison in Section 1.3 using Table 5.
4 Conclusion & Discussion
In this paper, we established the local minimax near-optimal separation distance for the
closeness testing problem defined in Equation (2), which represents the first near-tight
lower bound for local minimax closeness testing, and the first test that matches it up to
log terms. In fact, the test does not use the knowledge of π and the resultant bounds
are adaptive to π. Comparing our rate with the one achievable in local minimax identity
testing, a gap can be noted. Indeed, closeness testing turns out to be more difficult, in
particular when there are terms which are rather small without being negligible (corre-
sponding to the indices between Jpi and m
∗). But it is also noteworthy that both rates
match otherwise.
On the horizon, the rate could still be expressed in terms of sample complexity. Be-
sides, the upper bound could be made tighter in order to bridge the gap caused by the log
factors. Moreover, a lower bound for Problem (7) still remains to be found. Finally, the
extension of our study to densities still remains a major direction to be explored.
In the following, we discuss few technical subtleties that was not considered in detail
in the paper.
4.1 Poisson distribution
We justify the use of the Poisson model in order to tackle discrete distributions as we
make the link with the multinomial model. Consider p and q in P. Generate samples
from multinomial distributions with a number of trials that follows a Poisson distribu-
tion, and p and q which are the respective probability vectors. Then the samples from
both distributions will be Poisson distributed as explained in [9, 24]. More precisely, as-
sume p ∈ P. Let kˆ ∼ P(k). Given kˆ, let ξ ∼ M(kˆ, p), where M is the multinomial
distribution. Then for any i ≤ d, we have independent
Xi =
kˆ∑
j=1
1{ξj = i} ∼ P(kpi),
which corresponds to the count of the samples falling into the class i associated with the
probability pi. Note that k is a parameter for the effective sample size kˆ. If the sample
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size was deterministic, that is kˆ = k, there would be a dependence between Xi’s. Thus
assuming that the sample size is random simplifies the reasoning, as it makes independent
Xi’s and Yi’s. Besides, the Poisson distribution is tightly concentrated around its mean.
Indeed, k/2 ≤ kˆ ≤ 3k/2 with large probability. So, averaging the minimax risk over the
random sample size only affects constant factors. To sum it up, a multinomial distribution
with a Poisson-distributed number of trials produces Poisson samples. Besides, having
a Poisson-distributed number of trials does not affect the minimax rate in comparison
with having a deterministic number of trials. Hence our setting defined in Section 1.1 is
equivalent to working with multinomials with a deterministic number of trials, making
our results relevant for discrete distributions.
4.2 Related testing problem
Let Σ be the set of permutations of {1, . . . , d}. Then, consider the following testing
problem dependent on π:
H
(2)
0 (π) : p = q, q ∈ P, ∃s ∈ Σ, (qs(i))i = π,
versus H
(2)
1 (π, ρ) : ‖p− q‖1 ≥ ρ, p ∈ P, ∃s ∈ Σ, (qs(i))i = π.
(7)
We argue that Problems (2) and (7) are linked. Indeed, q is sampled with replacement in
(2), whereas considering the permutations of π amounts to sampling q without replace-
ment. The resulting q will be the same up to some permutation with non-trivial probabil-
ity. Now, we focused on Problem (2) for technical reasons. Note that we obtain the same
upper bound for Problem (7) using the same test and following the proof of Theorem 8.
Theorem 14 Let π ∈ P and δ > 0. There exist cδ,1, cδ,2, cδ,3, cδ,4, c˜δ > 0 that depend
only on δ such that the following holds. Under H
(2)
0 (π), i.e. whenever ∆ = 0, the test
accepts the null, i.e. ϕ(cδ,1, cδ,2, cδ,3, cδ,4) = 0 with probability larger than 1− 4δ−k−1.
Now underH
(2)
1 (π, ρ) with
ρ ≥ c˜δ
{
min
I≥Jpi
[(√
I
log(k)
k
)
∨
(√I√
k
‖π2 exp(−kπ)‖1/41
)
∨ ‖(π(i)1{i ≥ I})i‖1
]}
∨


∥∥∥π2 1(pi∨k−1)4/3
∥∥∥3/4
1√
k

 ∨ [
√
log(k)
k
]
,
i.e. whenever ‖∆‖1 ≥ ρ, the test rejects the null, i.e. ϕ(cδ,1, cδ,2, cδ,3, cδ,4) = 1 with
probability larger than 1− 4δ − k−1.
Then the theorem can be formulated as the following upper bound:
Corollary 15 Let γ > 0. There exists a constant cγ > 0 that depends only on δ and such
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that
ρ∗γ(H
(2)
0 (π), H
(2)
1 (π); k)
≤ cδ
{
min
I≥Jpi
[(√
I
log(k)
k
)
∨
(√I√
k
‖π2 exp(−kπ)‖1/41
)
∨ ‖(π(i)1{i ≥ I})i‖1
]}
∨
[∥∥∥(π2/3(i) 1{i ≤ Jpi})i∥∥∥3/4
1√
k
]
∨
[√ log(k)
k
]
.
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A Proof of the upper bounds: Propositions 2, 3, 5, 7 and
Theorem 8
For any i ∈ {1, 2, 3, 4}, we write E(i),V(i) for the expectation and variance with respect
to (X(i), Y (i)). E and V denote the expectation and variance with respect to all sample
sets. Let ∆ = p − q. Assume without loss of generality that q is ordered such that
q1 ≥ q2 ≥ . . . ≥ qd. We remind the reader about the following notation: π(1) ≥ π(2) ≥
. . . ≥ π(d). Throughout this appendix, we write J := Jq and we write I for some I ≥ Jq .
We also assume throughout the proof that
∑
i qi ≤ 2δ−1, which happens with probability
larger than 1− δ on q by Markov’s inequality since∑i πi = 1.
A.1 Proof of Proposition 2
In order to derive the guarantees on the pre-test stated in Proposition 2, we first provide
the following lemma.
Lemma 16 Let X ∼ P(kq) and q¯ = X/k. Let δ ∈ (0, 1) and a := 16 log(2k/δ)k . With
probability larger than 1− δ3/2 − k−1 and for all i ≤ d we have
|q¯i − qi| ≤ 2
√
6(q¯i ∨ a) log(96 log(2k/δ)(q¯−1i ∧ a−1)/δ)
k
+ 2
log(96 log(2k/δ)(q¯−1i ∧ a−1)/δ)
k
,
and
2
√
6(q¯i ∨ a) log(96 log(2k/δ)(q¯−1i ∧ a−1)/δ)
k
+ 2
log(96 log(2k/δ)(q¯−1i ∧ a−1)/δ)
k
≤ 2
√√√√6((3qi/2) ∨ (3a)) log(192 log(2k/δ)(q−1i ∧ a−1)/δ)
k
+ 2
log
(
192 log(2k/δ)
(
q−1i ∧ a−1
)
/δ
)
k
.
An immediate corollary to this lemma is the following:
Corollary 17 With probability larger than 1− δ3/2 − k−1, the pre-test rejects the null if
there exists i ≤ d such that
• if qi ≥ 16 log(2k/δ)k :
|∆i| ≥ 6
√√√√qi log(192 log(2k/δ)q−1i /δ)
k
+ 2
log
(
192 log(2k/δ)q−1i /δ
)
k
.
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• if qi ≤ 16 log(2k/δ)k :
|∆i| ≥ 12
√√√√a log(192 log(2k/δ)a−1/δ)
k
+ 2
log
(
192 log(2k/δ)a−1/δ
)
k
.
This corollary implies that the preliminary test rejects the null on an event of probability
larger than 1− δ3/2 − k−1, when∆i is such that
|∆i| ≥ c
√
qi
log((q−1i ∧ k)/δ)
k
+ c
log((q−1i ∧ k)/δ)
k
,
where c > 0 is an universal constant. If ∆ = 0, the pre-test accepts the null with proba-
bility larger than 1− δ3/2 − k−1. This leads to the result stated in Proposition 2.
Proof [of Lemma 16]
Analysis of the small qi’s. We consider every i such that qi ≤ k−3. Then for any such
i,
P(q¯i > 1/k) = 1− (1 + kqi)e−kqi ≤ 1− (1 + kqi)(1 − kqi) = (kqi)2.
So
P(∪j:qj≤k−3{q¯j > 1/k}) ≤
∑
j
(kqj)
2 ≤ k
2
k3
∑
j
qj = 1/k.
So with probability larger than 1− 1/k, we have for all qi ≤ 1/k3 at the same time that
q¯i ≤ 1/k.
Let a = 16 log(2k/δ)k . Then with probability larger than 1 − 1/k, for every qi ≤ 1/k3 at
the same time,
|q¯i − qi| ≤ 1/k
≤ 2
√
6(q¯i ∨ a) log(96 log(2k/δ)(q¯−1i ∧ a−1)/δ)
k
+ 2
log(96 log(2k/δ)(q¯−1i ∧ a−1)/δ)
k
.
Analysis of the large qi’s. We consider every i such that qi > k
−3.
If Z ∼ P(λ), where λ ∈ R, we have, by concentration of the Poisson random vari-
ables, that for any t ≥ 0,
P(|Z − λ| ≥ t) ≤ 2 exp
(
− t
2
2(λ+ t)
)
.
Having defined q¯ as X/k, we set δ˜i as 2 exp
(
− t22(λ+t)
)
, the inequality implies that with
probability larger than 1− δ˜i,
|q¯i − qi| ≤ 2
√
qi log(2/δ˜i)
k
+ 2
log(2/δ˜i)
k
. (8)
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So, conditionally to q, we write δ˜i = qiδ. Then with probability larger than 1 − δ
∑
i qi
and for all i we have
|q¯i − qi| ≤ 2
√
qi log(2/(qiδ))
k
+ 2
log(2/(qiδ))
k
≤ 2
√
qi log(2/[(qi ∨ k−3)δ])
k
+ 2
log(2/[(qi ∨ k−3)δ])
k
. (9)
By considering two subcases, let us prove the following inequality on an event of
probability larger than 1− δ∑i qi, for all i
(qi/2) ∨ a ≤ q¯i ∨ a ≤ (3qi/2) ∨ (3a). (10)
Subcase qi ≥ a. By Equation (9), we have on an event of probability larger than 1 −
δ
∑
i qi, that for all i such that qi ≥ 16 log(2k/δ)k = a,
|q¯i − qi| ≤ 2
√
qi log(2k/δ)
k
+ 2
log(2k/δ)
k
≤ qi/2.
Subcase k−3 < qi < a. By Equation (9), we have on the same event of probability
larger than 1− δ∑i qi, that for all i such that k−3 < qi < 16 log(2k/δ)k = a,
|q¯i − qi| ≤ 14 log(2k/δ)
k
+ 6
log(2k/δ)
k
≤ 20 log(2k/δ)
k
≤ 2a.
Conclusion. Let us first reformulate Equation (9). We have with probability larger than
1− δ∑i qi that for all i,
|q¯i − qi| ≤ 2
√
3qi log(32 log(2k/δ)/[(qi ∨ a)δ])
k
+ 6
log(32 log(2k/δ)/[(qi ∨ a)δ])
k
.
So by application of Equation (10), we get that with probability larger than 1−δ∑i qi
and for all i we have
|q¯i − qi| ≤ 2
√
6(q¯i ∨ a) log(96 log(2k/δ)(q¯−1i ∧ a−1)/δ)
k
+ 2
log(96 log(2k/δ)(q¯−1i ∧ a−1)/δ)
k
,
and
2
√
6(q¯i ∨ a) log(96 log(2k/δ)(q¯−1i ∧ a−1)/δ)
k
+ 2
log(96 log(2k/δ)(q¯−1i ∧ a−1)/δ)
k
≤ 2
√√√√6((3qi/2) ∨ (3a)) log(192 log(2k/δ)(q−1i ∧ a−1)/δ)
k
+ 2
log
(
192 log(2k/δ)
(
q−1i ∧ a−1
)
/δ
)
k
.
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This concludes the proof since by Hoeffding’s inequality, we have with probability larger
than 1−√δ that∑ qi ≤ 1/√δ.
A.2 Proof of Proposition 3
Proposition 3 provides guarantees on the test ϕ1. In order to prove it, let us first consider
the associated statistic T1.
Expression of the test statistic. We have
T1 =
∑
i≤d
qˆ
−2/3
i (X
(1)
i − Y (1)i )(X(2)i − Y (2)i ).
So taking the expectation highlights different terms associated with different independent
sub-samples.
ET1 =
∑
i≤d
E
(3)(qˆ
−2/3
i )E
(1)(X
(1)
i − Y (1)i )E(2)(X(2)i − Y (2)i ),
and
VT1 =
∑
i≤d
V
[
qˆ
−2/3
i (X
(1)
i − Y (1)i )(X(2)i − Y (2)i )
]
≤
∑
i≤d
E
(3)(qˆ
−4/3
i )E
(1)(X
(1)
i − Y (1)i )2E(2)(X(2)i − Y (2)i )2.
Terms that depend on the first and second sub-samples. We have
E
(1)(X
(1)
i − Y (1)i )E(2)(X(2)i − Y (2)i ) = k2∆2i .
and
E
(1)[(X
(1)
i − Y (1)i )2]E(2)[(X(2)i − Y (2)i )2] =
[
E
(1)[(X
(1)
i − Y (1)i )2]
]2
=
[
E
(1)[(X
(1)
i − Y (1)i − k∆i)2] + k2∆2i
]2
= [k(pi + qi) + k
2∆2i ]
2.
Terms that depend on the third sub-sample. Now, the following lemma will help us
control the terms associated with qˆ.
Lemma 18 Assume that Z ∼ P(λ). Then for r ∈ {2/3, 4/3}
1
2
( 1
(e2λ) ∨ 1
)r
≤ E[(Z ∨ 1)−r] ≤ 6
( e2
λ ∨ 1
)r
.
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The proof of the lemma is at the end of the section. By direct application Lemma 18, we
have
E
(3)
[
qˆ
−2/3
i
]
≥ k2/3
( 1
(kqi) ∨ 1
)2/3
,
and
E
(3)
[
qˆ
−4/3
i
]
≤ 6e4k4/3
( 1
(kqi) ∨ 1
)4/3
.
Bound on the expectation and variance for T1. We obtain
ET1 ≥
∑
i≤d
k2/3
( 1
(kqi) ∨ 1
)2/3[
k2∆2i
]
= k2
∥∥∥∆2( 1
q ∨ k−1
)2/3∥∥∥
1
. (11)
and
VT1 ≤
∑
i≤d
6e4k4/3
( 1
(kqi) ∨ 1
)4/3
[k(pi + qi) + k
2∆2i ]
2
≤ 12e4k4/3
[∥∥∥( 1
(kq) ∨ 1
)4/3
k2(p+ q)2
∥∥∥
1
+ k4
∥∥∥( 1
(kq) ∨ 1
)4/3
∆4
∥∥∥
1
]
≤ 100e4k4/3k2
[∥∥∥( 1
(kq) ∨ 1
)4/3
q2
∥∥∥
1
+
∥∥∥( 1
(kq) ∨ 1
)4/3
∆2
∥∥∥
1
+ k2
∥∥∥( 1
(kq) ∨ 1
)4/3
∆4
∥∥∥
1
]
.
This implies
√
VT1 ≤ 10e2k
[√∥∥∥( 1
q ∨ k−1
)4/3
q2
∥∥∥
1
+
√∥∥∥( 1
q ∨ k−1
)4/3
∆2
∥∥∥
1
+ k
√∥∥∥( 1
q ∨ k−1
)4/3
∆4
∥∥∥
1
]
.
(12)
Analysis of T1 under H0(π) and H1(π, ρ). Let us inspect the behaviour of statistic
T1 under the null and the alternative hypotheses. The overlap for outcomes coming from
both hypotheses should be limited in order for the error risk of the test to be under control.
UnderH0(π). We have
ET1 = 0, and
√
VT1 ≤ 20e2k
√∥∥∥( 1
q ∨ k−1
)4/3
q2
∥∥∥
1
,
and so by Chebyshev’s inequality with probability larger than 1− α
T1 ≤ α−1/220e2k
√∥∥∥( 1
q ∨ k−1
)4/3
q2
∥∥∥
1
.
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UnderH1(π, ρ). We assume that for a large C > 0∥∥∥∆(1{i ≤ J})i∥∥∥2
1
=
∥∥∥∆1{kq ≥ 1}∥∥∥2
1
≥ C


∥∥∥( 1q∨k−1)4/3q2∥∥∥3/2
1
k
∨
∥∥∥( 1q∨k−1 )4/3q2∥∥∥
1
k

 ,
which implies since ‖q‖1 = 1
∥∥∥ ∆2
q2/3
1{kq ≥ 1}
∥∥∥
1
≥ C


√∥∥∥( 1q∨k−1 )4/3q2∥∥∥
1
k
∨ 1
k

 ,
and in particular that ∥∥∥∥ ∆2(q ∨ 1/k)2/3
∥∥∥∥
1
≥ C/k. (13)
Moreover if the pre-test does not reject the null, we have that there exists 0 < c˜ < +∞
universal constant and 0 < c˜δ < +∞ that depends only on δ with
∆2i
( 1
qi ∨ k−1
)2/3
≤ c˜2 (qi ∨ k
−1)1/3 log(q−1i /δ)
k
≤ c˜2δ
1
k
,
So ∥∥∥∥ ∆4(q ∨ 1/k)4/3
∥∥∥∥
1
≤ c˜
2
δ
k
∥∥∥∥ ∆2(q ∨ 1/k)2/3
∥∥∥∥
1
,
i.e., by Equation (13),
√∥∥∥∥ ∆4(q ∨ 1/k)4/3
∥∥∥∥
1
≤
√
c˜2δ
k
∥∥∥∥ ∆2(q ∨ 1/k)2/3
∥∥∥∥
1
≤
√
c˜2δ
C
∥∥∥∥ ∆2(q ∨ 1/k)2/3
∥∥∥∥
1
. (14)
We have from Equation (11):
ET1/k
2 ≥
∥∥∥∆2( 1
q ∨ k−1
)2/3∥∥∥
1
.
And from Equation (12),
√
VT1/k
2 ≤ 10e2
[√∥∥∥( 1q∨k−1)4/3q2∥∥∥1
k
+
√∥∥∥( 1q∨k−1)4/3∆2∥∥∥1
k
+
√∥∥∥( 1
q ∨ k−1
)4/3
∆4
∥∥∥
1
]
.
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Let us compare the terms involved in the upper bound on
√
VT1/k
2 with the lower bound
on ET1/k
2.
For the first term, we have by Equation (13):
10e2
√∥∥∥( 1q∨k−1)4/3q2∥∥∥
1
k
≤ 10e
2
C
ET1/k
2.
We have for the second term:
10e2
√∥∥∥( 1q∨k−1)4/3∆2
∥∥∥
1
k
≤ 10e2k−2/3
√∥∥∥( 1
q ∨ k−1
)2/3
∆2
∥∥∥
1
.
Since a2 + b2 ≥ 2ab for any a, b,
10e2
√∥∥∥( 1q∨k−1)4/3∆2
∥∥∥
1
k
≤ 10e
2
2
(1/k + k−1/3ET1/k2).
which, from Equation (13), yields
10e2
√∥∥∥( 1q∨k−1)4/3∆2∥∥∥
1
k
≤ 10e
2
2
(1/C + k−1/3)ET1/k2.
Then for the third term, we have shown in Equation (14) that:
10e2
√∥∥∥( 1
q ∨ k−1
)4/3
∆4
∥∥∥
1
≤ 10e2
√
c˜2δ
C
ET1/k
2.
And so we have by Chebyshev’s inequality, with probability larger than 1− α:
|T1 − ET1| ≤ 10e
2
√
α
(1/(2C) + k−1/3/2 +
√
c˜2δ/C + 1/C)ET1.
Now, if k ≥ (8√α/(20e2))3, and C ≥ (8√α/(20e2)) ∨ (82c2δα/(100e4)):
|T1 − ET1| ≤ ET1/2.
Finally, if k ≥ (8√α/(20e2))3, and C ≥ (8√α/(20e2)) ∨ (82c2δα/(100e4)), with prob-
ability greater than 1− α:
T1 ≥ ET1/2
≥ Ck
2
(√∥∥∥∥( 1q ∨ k−1
)4/3
q2
∥∥∥∥
1
+ 1
)
, (15)
where the last inequality comes from Equations (11) and (13).
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Analysis of tˆ1. Test ϕ1 compares statistic T1 with threshold tˆ1, which is empirical.
So let us study the variations of tˆ1. Applying Corollary 20 below gives guarantees on
the empirical threshold tˆ1. These can be used in conjunction with the guarantees on the
statistic T1 in order to conclude the proof of Proposition 3.
Theorem 19 Let C1 =
√
(e8/3 − 3e−4/3(1 − 2e−1)) + 1 +
√
(21/3 + e).
With probability greater than 1− δ:
(e−2/3(1− 2e−1) + 1)
∥∥∥( 1
q ∨ k−1
)4/3
q2
∥∥∥
1
≤ k−2/3‖(Y (1))2/3‖1 + C1/
√
δ
≤
∥∥∥( 1
q ∨ k−1
)4/3
q2
∥∥∥
1
+ 2C1/δ + 2δ
−1.
The proof of this theorem is in Section A.6.1. And the following corollary is obtained
immediately from the theorem.
Corollary 20 We define
tˆ1 = α
−1/220ek
√
k−2/3‖(Y (1))2/3‖1 + C1/
√
δ.
If C ≥ (8e6/20e−1√α) ∨ (82e10c2δα/100) ∨ (α−1/240e7
√
2δ−1(C1 + 1)) and k ≥
(8
√
αe5/20)3, we have with probability greater than 1− δ:
α−1/220ek
√∥∥∥( 1
q ∨ k−1
)4/3
q2
∥∥∥
1
≤ tˆ1 ≤e−6C
2
k
(√∥∥∥( 1
q ∨ k−1
)4/3
q2
∥∥∥
1
+ 1
)
.
Let us now sum up the results leading to Proposition 3. Under H0(π), with probability
larger than 1− δ/2,
T1 ≤ (δ/2)−1/220ek
√∥∥∥( 1
q ∨ k−1
)4/3
q2
∥∥∥
1
.
And if C ≥ (8e6/20e−1√δ/2) ∨ (82e10c2δδ/200) ∨ ((δ/2)−1/240e7√2δ−1(C1 + 1))),
and k ≥ (8√δ/2e5/20)3, we have with probability greater than 1− δ/2:
(δ/2)−1/220ek
√∥∥∥( 1
q ∨ k−1
)4/3
q2
∥∥∥
1
≤ tˆ1.
So, underH0(π), with probability larger than 1− δ,
T1 ≤ tˆ1.
UnderH1(π, ρ), if k ≥ (8
√
δ/2e5/20)3, andC ≥ (8e6/20e−1√δ/2)∨(82e10c2δδ/200),
we have with probability larger than 1− δ/2,
e−6
Ck
2
(√∥∥∥∥( 1q ∨ k−1
)4/3
q2
∥∥∥∥
1
+ 1
)
≤ T1.
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If C ≥ (8e6/20e−1√δ/2) ∨ (82e10c2δδ/200) ∨ ((δ/2)−1/240e7), k ≥ (8√δ/2e5/20)3,
then with probability larger than 1− δ/2,
tˆ1 ≤ e−6Ck
2
(√∥∥∥∥( 1q ∨ k−1
)4/3
q2
∥∥∥∥
1
+ 1
)
.
So, underH1(π, ρ), with probability larger than 1− δ,
tˆ1 ≤ T1.
Proof [of Lemma 18] We have by definition of the Poisson distribution that
E[(Z ∨ 1)−r] = exp(−λ) + exp(−λ)
∑
i≥1
λi
i!
i−r
= exp(−λ) + exp(−λ)
∑
1≤i≤λ/e2
λi
i!
i−r + exp(−λ)
∑
1∨(λ/e2)≤i
λi
i!
i−r.
And so we have
E[(Z ∨ 1)−r] ≤ exp(−λ) + exp(−λ)
∑
1≤i≤λ/e2
λi
i!
i−r +
(e2
λ
∧ 1
)r
≤ exp(−λ) + exp(−λ)
∑
1≤i≤λ/e2
λiei
ii
+
(e2
λ
∧ 1
)r
,
since i! ≥ ii/ei and i ≥ 1. Then
E[(Z ∨ 1)−r] ≤ exp(−λ) + exp(−λ)
∑
1≤i≤λ/e2
exp(i log(λ) + i− i log(i))
+
(
1
1 ∨ (λ/e2)
)r
≤ exp(−λ) + λ exp
(
−λ+ λ
e2
log(λ) +
λ
e2
− λ
e2
log
(
λ
e2
))
+
(
1
1 ∨ (λ/e2)
)r
≤ exp(−λ) + λ exp(−λ/2) +
(
1
1 ∨ (λ/e2)
)r
≤ 5 exp(−λ/4) +
(
1
1 ∨ (λ/e2)
)r
≤ 6
(
e2
1 ∨ λ
)r
.
Now let us prove the other inequality.
E[(Z ∨ 1)−r] ≥ exp(−λ) + exp(−λ)
∑
i<e2λ
λi
i!
i−r
≥ exp(−λ) + (e2λ)−r exp(−λ)
∑
i<e2λ
λi
i!
.
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So, since i! ≥ ii/ei,
E[(Z ∨ 1)−r] ≥ exp(−λ) +
( 1
(e2λ) ∨ 1
)r[
1− exp(−λ)
∑
i≥e2λ
λiei
ii
]
= exp(−λ)
+
( 1
(e2λ) ∨ 1
)r[
1− exp(−λ)
∑
i≥e2λ
exp(i log(λ) + i− i log(i)
]
≥ exp(−λ)
+
( 1
(e2λ) ∨ 1
)r[
1− exp(−λ)
∑
i≥e2λ
exp(i log(λ) + i− i log(e2λ))
]
= exp(−λ) +
( 1
(e2λ) ∨ 1
)r[
1− exp(−λ)
∑
i≥e2λ
exp(−i)
]
≥ exp(−λ) +
( 1
(e2λ) ∨ 1
)r[
1− 2 exp(−λ− e2λ)
]
.
If λ ≥ log(4)1+e2 , then
E[(Z ∨ 1)−r] ≥
( 1
(e2λ) ∨ 1
)r[
1− 2 exp(−λ− e2λ)
]
≥ 1
2
( 1
(e2λ) ∨ 1
)r
.
If λ < log(4)1+e2 , then
E[(Z ∨ 1)−r] ≥ exp(−λ) ≥ exp
(
− log(4)
1 + e2
)
≥ 1/2 ≥ 1
2
( 1
(e2λ) ∨ 1
)r
.
So in any case,
E[(Z ∨ 1)−r] ≥ 1
2
( 1
(e2λ) ∨ 1
)r
.
A.3 Proof of Proposition 5
Proposition 5 provides guarantees on the test ϕ2. The structure of its proof will be identi-
cal to that of Proposition 3. We first study T2.
Expression of the test statistic. We have
T2 =
∑
i≤d
(X
(1)
i − Y (1)i )(X(2)i − Y (2)i )1{Y (4)i = 0}.
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And so
ET2 =
∑
i≤d
E
(1)(X
(1)
i − Y (1)i )E(2)(X(2)i − Y (2)i )E(4)1{Y (4)i = 0},
and
VT2 ≤
∑
i≤d
V
[
(X
(1)
i − Y (1)i )(X(2)i − Y (2)i )1{Y (4)i = 0}
]
≤
∑
i≤d
E
(1)[(X
(1)
i − Y (1)i )2]E(2)[(X(2)i − Y (2)i )2]E(4)1{Y (4)i = 0}.
We will bound every term separately.
Terms that depend on the first and second sub-sample. We have
E
(1)(X
(1)
i − Y (1)i )E(2)(X(2)i − Y (2)i ) = k2∆2i .
and
E
(1)[(X
(1)
i − Y (1)i )2]E(2)[(X(2)i − Y (2)i )2] =
[
E
(1)[(X
(1)
i − Y (1)i )2]
]2
=
[
E
(1)[(X
(1)
i − Y (1)i − k∆i)2] + k2∆2i
]2
= [k(pi + qi) + k
2∆2i ]
2.
Terms that depend on the fourth sub-sample. We have
Ri := E
(4)
1{Y (4)i = 0}, and so Ri = exp(−kqi).
Bound on the expectation and variance for T2. We have
ET2 =
∑
i≤d
[
k2∆2iRi
]
= k2‖∆2R‖1 = k2‖∆2 exp(−kq)‖1. (16)
and
VT2 ≤
∑
i≤d
[
k(pi + qi) + k
2∆2i
]2
Ri
≤ 4
∑
i≤d
[
k2q2i + k
2∆2i + k
4∆4i
]
Ri
≤ 4
[
k2‖q2R‖1 + k2‖∆2R‖1 + k4‖R∆4‖1
]
,
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and so√
VT2 ≤ 2k
[√
‖q2R‖1 +
√
‖∆2R‖1 +
√
k‖∆3R‖1 +
√
k‖∆2qR‖1
+ k
√
‖∆4R(1−R)‖1
]
≤ 2k
[√
‖q2R‖1 +
√
‖∆2R‖1 + k
√
‖R∆4‖1
]
≤ 2
[√
k2‖q2 exp(−kq)‖1 +
√
k2‖∆2 exp(−kq)‖1 + k2
√
‖∆4 exp(−kq)‖1
]
.
(17)
Analysis of T2 under H0(π) andH1(π, ρ). Let us inspect the behaviour of statistic T2
under both hypotheses.
UnderH0(π). We have then
ET2 = 0,
√
V(1,2)T2 ≤ 2k
√
‖q2 exp(−kq)‖1.
And so by Chebyshev’s inequality, with probability larger than 1 − α (conditional on the
third and fourth sample)
T2 ≤ 2α−1/2
√
‖(kq)2 exp(−kq)‖1.
UnderH1(π, ρ). Assume that for C > 0 large we have
‖∆(1{I ≥ i ≥ J})i‖21 ≥ Ce2
I − J
k
[ log2(k)
k
∨
(√
‖q2 exp(−kq)‖1
)]
,
which implies
k2‖∆2 exp(−kq)‖1 ≥ C
[
log2(k) ∨
(
k
√
‖q2 exp(−kq)‖1
)]
. (18)
If the pre-test accepts the null, then there exists c˜δ that depends only on δ such that for all
31
i ≤ d we have |∆i| ≤ c˜δ
[√
qi log(k)
k ∨ log(k)k
]
and so
k2
√
‖∆4 exp(−2kq)‖1
≤ c˜δk2
√√√√√√√
‖ exp(−kq)
[q log(k)2
k2
1{kq ≥ 2 log(k)}
+
∆2 log(k)2
k2
1{kq ≤ 2 log(k)}
]
‖1
≤ c˜δk2
[√
‖ exp(−kq)q log(k)
2
k2
1{kq ≥ 2 log(k)}‖2
+
√
‖ exp(−kq)∆
2 log(k)2
k2
1{kq ≤ 2 log(k)}‖1
]
≤ c˜δk2
[√
‖k−4 log(k)
4
k4
1{kq ≥ 2 log(k)}‖2 + log(k)
k
√
‖ exp(−kq)∆2‖1
]
≤ c˜δ
[
k−2 log2(k)
√
‖1{kq ≥ 2 log(k)}‖2 + k log(k)
√
‖ exp(−kq)∆2‖1
]
≤ c˜δ
√
2δ−1
[
k−3/2 log2(k) + k log(k)
√
‖ exp(−kq)∆2‖1
]
≤ c˜δ
√
2δ−1
[
1 + log(k)
√
k2‖ exp(−kq)∆2‖1
]
, (19)
since
∑
i qi ≤ 2δ−1.
We have from Equation (16):
ET2/k
2 = ‖∆2 exp(−kq)‖1.
And from Equation (17),√
VT2/k
2 ≤ 2
[√
‖q2 exp(−kq)‖1/k +
√
‖∆2 exp(−kq)‖1/k +
√
‖∆4 exp(−kq)‖1
]
.
Let us compare the terms of
√
VT2/k
2 with ET2/k
2.
For the first term, we use Equation (18), and we get:
√
‖q2 exp(−kq)‖1/k ≤ ‖∆2 exp(−kq)‖1/C = 1
C
ET2/k
2.
For the second term, we have:√
‖∆2 exp(−kq)‖1/k ≤
√
‖∆2 exp(−kq)‖1 log(k)/k.
So using Equation (18), we have:
√
‖∆2 exp(−kq)‖1/k ≤ 1√
C
ET2/k
2.
For the third term, using Equation (19), we have:
√
‖∆4 exp(−2kq)‖1 ≤ c˜δ
√
2δ−1
[
1/k2 +
log(k)
k
√
‖ exp(−kq)∆2‖1
]
.
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So by Equation (18), we have:
√
‖∆4 exp(−2kq)‖1 ≤ c˜δ
√
2δ−1
[
1/k2 +
1√
C
ET2/k
2
]
≤ c˜δ
√
2δ−1(1/C + 1/
√
C)ET2/k
2.
And so we have by Chebyshev’s inequality, with probability larger than 1− α:
|T2 − ET2| ≤ 2/
√
α(1/C + 1/
√
C + c˜δ
√
2δ−1(1/C + 1/
√
C))ET2.
So if C ≥ 1, with probability larger than 1− α:
|T2 − ET2| ≤ 4√
Cα
(1 + c˜δ
√
2δ−1)ET2.
So if C ≥
[
8α−1/2(1 + c˜δ
√
2δ−1)
]2
, we have with probability larger than 1− α:
|T2 − ET2| ≤ ET2/2.
Finally, if C ≥
[
8α−1/2(1 + c˜δ
√
2δ−1)
]2
, we have with probability larger than 1− α:
T2 ≥ ET2/2 ≥ C
2
[
log2(k) ∨
(
k
√
‖q2 exp(−kq)‖1
)]
.
Analysis of tˆ2. Test ϕ2 compares statistic T2 with empirical threshold tˆ2. So let us
study the variations of tˆ2. Applying Corollary 22 below gives guarantees on the empirical
threshold tˆ2. These can be used in conjunction with the guarantees on the statistic T2 in
order to conclude the proof of Proposition 5.
Theorem 21 We have with probability greater than 1− δ:
|‖Y (1)Y (2)1{Y (3) = 0}‖1 − ‖(kq)2e−kq‖1| ≤ 1√
δ
(‖(kq)2e−kq‖1/2 + 1005 log(k)4).
The proof of this theorem is in Section A.6.2.
Corollary 22 We define
tˆ2 = 2α
−1/2(1− 1/(2
√
δ))−1/2
√
‖Y (1)Y (2)1{Y (3) = 0}‖1 + 1005√
δ
log(k)4.
If C ≥
[
8α−1/2(1 + c˜δ
√
2δ−1)
]2
∨ 8·45α−1/2
(
√
δ−1/2)1/2 , we have with probability greater than
1− δ:
2α−1/2
√
‖(kq)2 exp(−kq)‖1 ≤ tˆ2 ≤ C
2
[
log2(k) ∨
(
k
√
‖q2 exp(−kq)‖1
)]
.
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Proof [of Corollary 22]
By application of Theorem 21, we have with probability greater than 1− δ:
2α−1/2
√
‖(kq)2 exp(−kq)‖1 ≤ tˆ2 ≤ 2α−1/2
√√√√√√
2
√
δ + 1
2
√
δ − 1‖(kq)
2e−kq‖1
+ 2010(
√
δ − 1/2)−1 log(k)4.
So,
tˆ2 ≤ 2α−1/2


√
2
√
δ + 1
2
√
δ − 1‖(kq)
2e−kq‖1 +
√
2010(
√
δ − 1/2)−1 log(k)4

 .
Finally,
tˆ2 ≤ 4 · 45α
−1/2
(
√
δ − 1/2)1/2
(√
‖(kq)2e−kq‖1 ∨ log(k)2
)
.
Let us now sum up the results leading to Proposition 5. UnderH0(π), with probability
larger than 1− δ/2,
T2 ≤ 2(δ/2)−1/2
√
‖(kq)2 exp(−kq)‖1.
And if C ≥
[
8(δ/2)−1/2(1 + c˜δ
√
2δ−1)
]2
∨ 8·45α−1/2
(
√
δ−1/2)1/2 , we have with probability
greater than 1− δ:
2(δ/2)−1/2
√
‖(kq)2 exp(−kq)‖1 ≤ tˆ2
So, underH0(π), with probability larger than 1− δ,
T2 ≤ tˆ2.
Under H1(π, ρ), if C ≥
[
8(δ/2)−1/2(1 + c˜δ
√
2δ−1)
]2
, we have with probability larger
than 1− δ/2:
T2 ≥ C/2
[
log2(k) ∨
(
k
√
‖q2 exp(−kq)‖1
)]
.
If C ≥
[
8(δ/2)−1/2(1 + c˜δ
√
2δ−1)
]2
∨ 8·45(δ/2)−1/2
(
√
δ−1/2)1/2 , we have with probability greater
than 1− δ/2:
tˆ2 ≤ C
2
[
log2(k) ∨
(
k
√
‖q2 exp(−kq)‖1
)]
.
So, underH1(π, ρ), with probability larger than 1− δ,
tˆ2 ≤ T2.
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A.4 Proof of Proposition 7
Proposition 7 gives guarantees on test ϕ3. This time, the proof will only focus on the
variations of T3 since the threshold is not empirical.
Analysis of the moments of T3. We have
T3 =
∑
i
(X(1) − Y (1))1{Y (4)i = 0}.
So
ET3 = k
∑
i
∆i exp(−kqi). (20)
And
VT3 ≤
∑
i
E
(1)(X(1) − Y (1))2E(4)1{Y (4)i = 0}
≤
∑
i
[k(pi + qi) + k
2∆2i ] exp(−kqi)
≤ k‖q exp(−kq)‖1 +
∣∣k∑
i
∆i exp(−kqi)
∣∣+ k2‖ exp(−kq)∆2‖1,
which implies
√
VT3 ≤
√
k‖q exp(−kq)‖1 +
√√√√k
∣∣∣∣∣
∑
i
∆i exp(−kqi)
∣∣∣∣∣+ k
√
‖ exp(−kq)∆2‖1.
(21)
Analysis of T3 under H0(π) andH1(π, ρ). Let us inspect the behaviour of statistic T3
under both hypotheses.
Under H0(π). We have ET3 = 0 and
√
VT3 ≤
√
k‖q exp(−kq)‖1, and so by Cheby-
shev’s inequality with probability larger than 1− α
T3 ≤
√
k‖q exp(−kq)‖1
α
.
Then since ‖q‖1 ≤ 2δ−1, we have:
T3 ≤
√
2δ−1k/α.
Note that the result of Proposition 7 is based on the reunion of two conditions. That
is the reason why we will divide the study ofH1(π, ρ) into two.
UnderH1(π, ρ), analysis 1. Assume first that
‖∆(1{i ≥ I})i‖1 ≥ C
[
‖q(1{i ≥ I})i‖1 ∨
√
log(k)
k
]
, (22)
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and
‖∆(1{i ≥ I})i‖1 ≥ 2‖∆(1{i < I})i‖1. (23)
Equation (22) gives: ∑
i≥I
∆i ≥ (C − 2)
∑
i≥I
qi.
Then since for any i ≥ I , qi ≤ 1/k, we have:∑
i
∆ie
−kqi ≥
∑
i≥I
∆ie
−kqi ≥
∑
i≥I
∆ie
−1 ≥ (C − 2)e−1
∑
i≥I
qi.
And again Equation (22) gives:
∑
i≥I
∆i + 2
∑
i≥I
qi ≥ C
√
log(k)
k
.
So ∑
i≥I
∆iC/(C − 2) ≥ C
√
log(k)
k
.
So for C large enough, we end up with:
∑
i
∆i exp(−kqi) ≥ C
2
[
‖q(1{i ≥ I})i‖1 ∨
√
log(k)
k
]
.
We then have by Equation (20):
ET3 = k
∑
i
∆i exp(−kqi) ≥ C
2
[(
k‖q(1{i ≥ I})i‖1
) ∨ √k]. (24)
Now considering Equations (23) and (24), we have:
3
∑
i≥I
∆i ≥ 2
∑
i<I
|∆i|.
So
9
∑
i≥I
∆i ≥ 2
∑
i
|∆i|,
that is,
9
2
ET3/k ≥ ‖ exp(−kq)∆‖1. (25)
And if the pre-test did not reject the null, then there exists +∞ > cδ > 0 that only
depends on δ and such that
|∆i| < cδ
(√
qi
log(k)
k
∨ log(k)
k
)
.
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If qi ≥ log(k)/k, then |∆i| < cδ
√
qi log(k)/k. So
k
√
‖ exp(−kq)∆2‖1 ≤ cδ
√
log(k)‖q‖1 ≤ cδ
√
log(k)2δ−1,
since ‖q‖1 ≤ 2δ−1.
If qi < log(k)/k, then |∆i| < cδ log(k)/k. So
k
√
‖ exp(−kq)∆2‖1 ≤
√
cδk log(k)‖ exp(−kq)∆‖1.
We end up with:
√
VT3 ≤ (
√
k‖q exp(−kq)‖1 + cδ
√
log k) +
√
k|
∑
i
∆i exp(−kqi)|
+ cδ
√
k log(k)
√
‖ exp(−kq)∆‖1.
Now let us compare the terms from the standard deviation
√
VT3 with ET3.
For the first term, since ‖q‖1 ≤ 2δ−1, we have
(
√
k‖q exp(−kq)‖1 + cδ
√
2δ−1 log k) ≤ (1 + cδ)
√
2δ−1k ≤ 2(1 + cδ)
√
2δ−1
C
ET3.
For the second term, √
k|
∑
i
∆i exp(−kqi)| =
√
ET3k
−1/4k1/4.
So, since 2ab ≤ a2 + b2 for any a, b, we have:
√
k|
∑
i
∆i exp(−kqi)| ≤ (k−1/2ET3 +
√
k)/2 ≤ (k−1/2 + 2/C)ET3/2.
For the third term, in the same way,
cδ
√
k log(k)
√
‖ exp(−kq)∆‖1 ≤ cδ(
√
k‖ exp(−kq)∆‖1 log(k) +
√
k)/2.
So we have by Equation (25):
cδ
√
k log(k)
√
‖ exp(−kq)∆‖1 ≤ cδ(9/2 log(k)/
√
k + 2/C)ET3/2.
And so by Chebyshev’s inequality, with probability larger than 1− α, we have
|T3−ET3| ≤ ET3α−1/2(2(1+cδ)
√
2δ−1/C+(k−1/2+2/C)/2+cδ(
9
2
log(k)√
k
+2/C)/2).
So if C ≥ 4/√α(3+ cδ(1+2
√
2δ−1)), and 2k−1/2α−1/2(1+9cδ log(k)/2) ≤ 1 (which
is satisfied for k large enough), we have with probability larger than 1− α:
T3 ≥ ET3/2 ≥ C
4
[(
k‖q(1{i ≥ I})i‖1
) ∨ √k].
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So we have
T3 ≥ C
4
√
k.
UnderH1(π, ρ), analysis 2. The analysis remains the same as analysis 1, with I replaced
by J .
So the assumptions become:
‖∆(1{i ≥ J})i‖1 ≥ C
[
‖q(1{i ≥ J})i‖1 ∨
√
log(k)
k
]
,
and
‖∆(1{i ≥ J})i‖1 ≥ 2‖∆(1{i < J})i‖1.
We then obtain, ifC ≥ 4α−1/2(3+cδ(1+2
√
2δ−1)), and 2k−1/2α−1/2(1+9/2cδ log k) ≤
1 (which is satisfied for k large enough), we have with probability larger than 1− α:
T3 ≥ C
4
[(
k‖q(1{i ≥ J})i‖1
) ∨ √k].
So we have
T3 ≥ C
4
√
k.
Finally, the guarantees on the statistic T3 allow us to conclude the proof.
A.5 Proof of Theorem 8 and Corollary 9
Let us prove Theorem 8 by combining all the guarantees on the ensemble of tests. From
Propositions 3, 5, 7 we know that whenever∆ = 0 all tests accept the null with probability
larger than 1− 4δ − k−1. Besides, for C large enough depending only on δ, α, whenever
there exists I ≥ Jq such that
‖∆‖1
≥ C
{[(√
I − Jq log(k)
k
)
∨
(√I − Jq√
k
‖q2 exp(−2kq)‖1/41
)
∨ ‖q(1{i ≥ I})i‖1
]
∧ ‖q(1{i ≥ Jq})i‖1
}
∨
[∥∥∥q2 1(q∨k−1)4/3
∥∥∥3/4
1√
k
]
∨
[√ log(k)
k
]
,
at least one test (and so the final test) rejects the null with probability larger than 1− 4δ−
k−1. The guarantee that we presented is expressed using q. Let us conclude the proof of
Theorem 8 as we write the rate using π instead.
By definition of Im as the minimum over {I : I ≥ Jpi}, we have[(√
Im − Jpi log(k)
k
)
∨
(√Im − Jpi√
k
‖π2 exp(−kπ)‖1/41
)
∨ ‖π(.)(1{i ≥ Im})i‖1
]
≤ ‖π(.)(1{i ≥ Jpi})i‖1,
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since
[(√
Jpi
log(k)
k
)
∨
(√Jpi√
k
‖π2 exp(−kπ)‖1/41
)
≤
[∥∥∥π2 1(pi∨k−1)4/3
∥∥∥3/4
1√
k
]
∨
√
1
k
,
and since∥∥∥π2(.)k4/31{i ≥ Jpi}∥∥∥3/4
1√
k
≤
(√I − Jpi√
k
‖π2 exp(−kπ)‖1/41
)
∨ ‖π(.)(1{i ≥ I})i‖1.
Let us write
Im = arg min
I≥Jq
[(√
I
log(k)
k
)
∨
(√I√
k
‖π2 exp(−kπ)‖1/41
)
∨ ‖π(1{i ≥ I})i‖1
]
.
We have that q ∼ U⊗dpi . That is, qi = πui , where the ui are i.i.d. random variables taking
value uniformly over the set {1, . . . , d}.
Then, for any function f , we have for any i, E(f(qi)) =
1
d
∑
j f(πj). Thus, once f
is applied element-wise, we get E(‖f(q)‖1) = ‖f(π)‖1.
It holds by Markov’s inequality that with probability larger than 1− δ,
‖q2 exp(−kq)‖1 ≤ δ−1‖π2 exp(−kπ)‖1.
Similarly, by application of Markov’s inequality every time, we obtain the following re-
sults. With probability larger than 1− δ,
‖q(1{i ≥ Jq})i‖1 = ‖q1{kq ≤ 1}‖1
≤ δ−1‖π1{kπ ≤ 1}‖1 = δ−1‖π(·)(1{i ≥ Jpi})i‖1.
With probability larger than 1− δ, there exists I˜m ≥ Jq such that
‖q(1{i ≥ I˜m})i‖1 = ‖q(1{ui ≥ Im})i‖1 ≤ δ−1‖π(·)1{i ≥ Im}‖1.
With probability larger than 1− δ,
∥∥∥q2 1
(q ∨ k−1)4/3
∥∥∥3/4
1
≤ δ−1
∥∥∥π2 1
(π ∨ k−1)4/3
∥∥∥3/4
1
,
With probability larger than 1− δ,
I˜m =
∑
i
1{ui ≥ Im} ≤ δ−1Im.
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All these inequalities imply that with probability larger than 1− 5δ − k−1 on q
{[(√
I˜m − Jq log(k)
k
)
∨
(√I˜m − Jq√
k
‖q2 exp(−kq)‖1/41
)
∨ ‖q(1{i ≥ I˜m})i‖1
]
∧ ‖q(1{i ≥ Jq})i‖1
}
∨
[∥∥∥q2 1(q∨k−1)4/3
∥∥∥3/4
1√
k
]
∨
[√ log(k)
k
]
≤ 2δ−3/2
{[(√
Im
log(k)
k
)
∨
(√Im√
k
‖π2 exp(−kπ)‖1/41
)
∨ ‖π(.)(1{i ≥ Im})i‖1
]
∧ ‖π(.)(1{i ≥ Jpi})i‖1
}
∨
[∥∥∥π2 1(pi∨k−1)4/3
∥∥∥3/4
1√
k
]
∨
[√ log(k)
k
]
.
This concludes the proof of Corollary 9.
A.6 Proof for the thresholds: Theorems 19 and 21
A.6.1 Proof of Theorem 19 for threshold tˆ1
Lemma 23 Let Z ∼ P(λ), where λ ≥ 0. It holds that[
e−2/3λ2/3
(
1− 2e−λ)] ∧ (λe−λ) ≤ E(Z2/3) ≤ λ2/3 ∧ λ.
Proof [of Lemma 23]
Upper bound on the expectation. The function t→ t2/3 is concave. So by application
of Jensen’s inequality, we have: λ2/3 ≥ E(Z2/3). Also we have by definition of the
Poisson distribution
E(Z2/3) =
∞∑
i=1
λi
(i − 1)!e
−λi−1/3
= λe−λ
∑
0≤j
λj
j!
(j + 1)−1/3 ≤ λ.
This concludes the proof of the upper bound.
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Lower bound on the expectation in the case λ ≥ e−2. We have by definition of the
Poisson distribution
E(Z2/3) =
∞∑
i=1
λi
(i− 1)!e
−λi−1/3
≥ λe−λ
∑
0≤j≤e2λ−1
λj
j!
(j + 1)−1/3
≥ e−2/3λ2/3e−λ
∑
0≤j≤e2λ−1
λj
j!
,
because e2λ− 1 ≥ 0 here. Then
E(Z2/3) ≥ e−2/3λ2/3

1− e−λ ∑
j≥⌊e2λ⌋
λjej
jj


≥ e−2/3λ2/3

1− e−λ ∑
j≥⌊e2λ⌋
λjej
(c⌊⌋e2λ)j


≥ e−2/3λ2/3

1− e−λ ∑
j≥⌊e2λ⌋
(c⌊⌋e)−j

 ,
where 1/2 ≤ c⌊⌋ ≤ 1 such that c⌊⌋e2λ = ⌊e2λ⌋ because e2λ ≥ 1.
Finally
E(Z2/3) ≥ e−2/3λ2/3
(
1− e−λ(c⌊⌋e)−⌊e
2λ⌋ 1
1− (c⌊⌋e)−1
)
.
Lower bound in all cases. Without any assumption on λ it holds that E(Z2/3) ≥ λe−λ.
Conclusion on the lower bound. So E(Z2/3) ≥ [e−2/3λ2/3 (1− 2e−λ)] ∧ (λe−λ).
Lemma 24 Let Z ∼ P(λ), where λ ≥ 0. It holds if λ ≥ e−2 that
E(Z4/3) ≤ λ4/3e8/3 + e−λc,
and if λ ≤ e−2 that
E(Z4/3) ≤ ce−λλ,
where c is a universal constant.
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Proof [of Lemma 24] Assume that λ ≥ e−2. We have by definition of the Poisson
distribution
E(Z4/3) =
∑
i≥1
λi
i!
e−λi4/3
=
∑
1≤i≤e2λ
λi
i!
e−λi4/3 +
∑
i>e2λ
λi
i!
e−λi4/3
≤ λ4/3e8/3 + e−λ
∑
i≥e2λ
λiei
ii
i4/3,
using the inequality: i! ≥ ii/ei. Then,
E(Z4/3) ≤ λ4/3e8/3 + e−λ
∑
i≥e2λ
λiei
(e2λ)i
i4/3
= λ4/3e8/3 + e−λ
∑
i≥e2λ
i4/3e−i
≤ λ4/3e8/3 + e−λ
∑
i≥e2λ
e−i/2
≤ λ4/3e8/3 + e−λ 1
1− e−1/2 .
Now assume that e2λ < 1. Then
E(Z4/3) =
∑
i≥1
λi
i!
e−λi4/3
= e−λλ

1 +∑
j≥0
(p+ 2)1/3
p+ 1
1
p!


≤ e−λλ

1 + 21/3 +∑
j≥1
1
p!


≤ e−λλ(21/3 + e)
Proof [of Theorem 19] By application of Lemma 23, we have the following bounds on
the expectation of the empirical threshold:∥∥∥e−2/3q2/3 (1− 2e−kq)1{q ≥ 1/k}∥∥∥
1
+
∥∥∥k1/3qe−kq1{q ≤ 1/k}∥∥∥
1
≤ k−2/3E‖(Y (1))2/3‖1 ≤
∥∥∥q2/31{q ≥ 1/k}∥∥∥
1
+ ‖q1{q ≥ 1/k}‖1 .
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Now let us consider the standard deviation of the empirical threshold. By application of
Lemma 24, we have
k−2/3
√
V‖(Y (1))2/3‖1
≤
√
‖[q4/3(e8/3 − 3e−4/3(1− 2e−kq)) + 1
1− e−1/2 k
−4/3e−kq]1{q ≥ 1/k}‖1
+
√
‖k−1/3(21/3 + e)qe−kq1{q ≤ 1/k}‖1
≤
√
‖q4/3(e8/3 − 3e−4/3(1− 2e−kq))1{q ≥ 1/k}‖1 + 1
+
√
‖k−1/3(21/3 + e)qe−kq1{q ≤ 1/k}‖1
≤
√
‖q4/3(e8/3 − 3e−4/3(1− 2e−kq))1{q ≥ 1/k}‖1 + 1 +
√
(21/3 + e)
≤
√
(e8/3 − 3e−4/3(1− 2e−1)) + 1 +
√
(21/3 + e) = C1.
Then by application of Chebyshev’s inequality, we have with probability greater than
1− δ:∥∥∥e−2/3q2/3 (1− 2e−kq)1{q ≥ 1/k}∥∥∥
1
+
∥∥∥k1/3qe−kq1{q ≤ 1/k}∥∥∥
1
− C1√
δ
≤ k−2/3‖(Y (1))2/3‖1
≤
∥∥∥q2/31{q ≥ 1/k}∥∥∥
1
+ ‖q1{q ≥ 1/k}‖1 +
C1√
δ
.
Now, on the one hand, we have that
k4/3q21{q ≤ 1/k} ≤ k1/3q1{q ≤ 1/k},
so∥∥∥( 1
q ∨ k−1
)4/3
q21{q ≤ 1/k}
∥∥∥
1
≤ ‖k4/3q21{q ≤ 1/k}‖1 ≤ ‖k1/3q1{q ≤ 1/k}‖1.
And on the other hand,
∥∥∥( 1
q ∨ k−1
)4/3
q21{q ≥ 1/k}
∥∥∥
1
≤ ‖q2/31{q ≥ 1/k}‖1.
So since
‖q‖1 ≤ 2δ−1
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with probability greater than 1− δ:
(e−2/3(1 − 2e−1) + 1)
∥∥∥( 1
q ∨ k−1
)4/3
q2
∥∥∥
1
≤ k−2/3‖(Y (1))2/3‖1 + C1/
√
δ
≤
∥∥∥q2/31{q ≥ 1/k}∥∥∥
1
+ 2δ−1 + 2C1/
√
δ.
A.6.2 Proof of Theorem 21 for threshold tˆ2
Lemma 25 Consider three independent random vectors Y (1), Y (2) and Y (3) distributed
according to P(kq). We obtain the following expectation:
E(‖Y (1)Y (2)1{Y (3) = 0}‖1) = ‖(kq)2e−kq‖1.
Proof Firstly,
E(‖Y (1)Y (2)1{Y (3) = 0}‖1) = ‖E(Y (1)Y (2)1{Y (3) = 0})‖1.
Now
E(Y (1)Y (2)1{Y (3) = 0}) = E(Y (1))E(Y (2))P(Y (3) = 0) = (kq)2e−kq.
So
E(‖Y (1)Y (2)1{Y (3) = 0}‖1) = ‖(kq)2e−kq‖1.
Lemma 26 Consider three independent random vectors Y (1), Y (2) and Y (3) distributed
according to P(kq) and whose elements are independent, too. We obtain the following
variance:
V(‖Y (1)Y (2)1{Y (3) = 0}‖1) = ‖((kq)2 + kq)2e−kq − (kq)4e−2kq‖1.
Proof Each sample Y (i) consists in a vector of independent elements. So
V(‖Y (1)Y (2)1{Y (3) = 0}‖1) = ‖V(Y (1)Y (2)1{Y (3) = 0})‖1.
Now
E(Y (1)Y (2)1{Y (3) = 0}) = E((Y (1))2)E((Y (2))2)P(Y (3) = 0)
by independence between Y (1), Y (2) and Y (3).
And
E((Y (1))2) = E((Y (2))2) = (kq)2 + kq.
So
V(‖Y (1)Y (2)1{Y (3) = 0}‖1) = ‖((kq)2 + kq)2e−kq − (kq)4e−2kq‖1.
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Proof [of Theorem 21] By application of lemma 25, we have the expectation of the em-
pirical threshold:
E(‖Y (1)Y (2)1{Y (3) = 0}‖1) = ‖(kq)2e−kq‖1.
Then by application of lemma 26, we have the standard deviation of the empirical thresh-
old: √
V(‖Y (1)Y (2)1{Y (3) = 0}‖1) ≤
√
2(
√
‖(kq)4e−kq‖1 +
√
‖(kq)2e−kq‖1).
In particular,
E(‖Y (1)Y (2)1{Y (3) = 0}‖1/k2) = ‖q2e−kq‖1,
and √
V(‖Y (1)Y (2)1{Y (3) = 0}‖1/k2) ≤
√
2(
√
‖q4e−kq‖1 +
√
‖q2e−kq‖1/k).
Let us compare both terms of the standard deviation with the expectation.
Firstly, √
‖q2e−kq‖1/k ≤ 1/2(‖q2e−kq‖1
√
δ/4 + 4/(
√
δk2))
≤ 1/2(‖q2e−kq‖1
√
δ/4 + 4 log(k)4/(
√
δk2)).
Secondly, for an upper bound on
√
‖q4e−kq‖1, we consider two regimes.
Study of the large qi’s. We consider qi ≥ 5 log(k)/k.
Then we have the following upper bound on the number of such qi’s
#{i|qi ≥ 5 log(k)/k} ≤ 1/(5 log(k)/k).
So √
‖q4e−kq1{q ≥ 5 log(k)/k}‖1 ≤ k−2/
√
5 log k ≤ 3 log(k)4/k2.
Study of the small qi’s. We consider qi < 5 log(k)/k.√
‖q4e−kq1{q < 5 log(k)/k}‖1 ≤ 5 log(k)/k
√
‖q2e−kq‖1
≤ 1/2(‖q2e−kq‖1
√
δ/4 + 100 log(k)2/(
√
δk2))
≤ 1/2(‖q2e−kq‖1
√
δ/4 + 2000 log(k)4/(
√
δk2)).
Finally, √
V(‖Y (1)Y (2)1{Y (3) = 0}‖1/k2)
≤
√
δ
2
E(‖Y (1)Y (2)1{Y (3) = 0}‖1/k2) + 1005 log(k)4/(
√
δk2).
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So by application of Chebyshev’s inequality, we have with probability greater than 1− δ:
|‖Y (1)Y (2)1{Y (3) = 0}‖1 − ‖(kq)2e−kq‖1| ≤ 1/2‖(kq)2e−kq‖1 + 1005
δ
log(k)4.
B Proof of the lower bounds: Propositions 11, 12, 13 and
Theorem 10
B.1 Corollary from [24, 2]
The lower bound obtained in [24, 2] for identity testing will also be useful to us as a lower
bound for closeness testing.
Proof [of Proposition 11]
As a corollary from Theorem 1 in [2], we have that there exists a constant c′′γ > 0 that
depends only on γ and such that
ρ∗γ ≥ c′′γ min
I
[‖q2/3(.) (1{2 ≤ i < I})i‖3/41√
k
∨ 1
k
+ ‖q(.)(1{i ≥ I})i‖1
]
.
Then using a reasoning similar to the one at the end of Section A.5, we connect the
expression in q with that in π.
We have that
q ∼ U⊗dpi and in particular qi = πui ,
where the ui are i.i.d. uniform random variables on {1, . . . , d}.
Then, for any function f , we have for any i, E(f(qi)) =
1
d
∑
j f(πj). Thus, once f
is applied element-wise, we get E(‖f(q)‖1) = ‖f(π)‖1.
It holds by Markov’s inequality that with probability larger than 1− δ,
‖q2/3(.) (1{2 ≤ i < I})i‖1 ≤ δ−1‖π
2/3
(.) (1{2 ≤ i < I})i‖1.
Again, by Markov’s inequality, we have with probability larger than 1− δ:
‖q(.)(1{i ≥ I})i‖1 ≤ δ−1‖π(.)(1{i ≥ I})i‖1.
So there exists a constant c′γ > 0 that depends only on γ and such that
ρ∗γ ≥ c′γ min
I
[‖π2/3(.) (1{2 ≤ i < I})i‖3/41√
k
∨ 1
k
+ ‖π(.)(1{i ≥ I})i‖1
]
.
We then adapt Proposition 11 to the purpose of obtaining Theorem 10.
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Proposition 27 Let π ∈ P and γ > 0. There exists a constant cγ > 0 that depends only
on γ such that ρ∗γ(H
(1)
0 (π), H
(1)
1 (π); k) ≥ cγ√k
[∥∥∥π2/3 1(pi∨k−1)4/3
∥∥∥3/4
1
∨ 1
]
.
Proof [of Proposition 27]
From Proposition 11, there exists a constant c′γ > 0 that depends only on γ and such
that
ρ∗γ ≥ c′γ min
I
[‖π2/3(.) (1{2 ≤ i < I})i‖3/41√
k
∨ 1
k
∨ ‖π(.)(1{i ≥ I})i‖1
]
.
Let I∗ denote one of the I’s where the minimum is attained.
Case 1: ‖π(.)(1{i > I∗})i‖1 > 1/2. The result follows immediately.
Case 2: ‖π(.)(1{i > I∗})i‖1 ≤ 1/2. Note then ‖π2/3(.) (1{i ≤ I})i‖1 ≥ 1/2 since
‖π‖1 = 1, implying that ρ∗γ ≥ c′γ(1/2)3/4/
√
k.
Subcase 1: I∗ ≥ Jpi. We have ‖π(.)(1{i > I∗})i‖1 ≥ ‖π2(1{i > I∗})i‖1
√
k.
Subcase 2: I∗ < Jpi. Having for all Jpi ≥ i > I∗, π(i) ≥ 1/k implies that we have
‖π2/3(.) (1{Jpi ≥ i > I∗})i‖1 ≤ k1/3‖π(.)(1{Jpi ≥ i > I∗})i‖1.
And so
‖π2/3(.) (1{Jpi ≥ i > I∗})i‖
3/4
1 ≤ k1/2‖π(.)(1{Jpi ≥ i > I∗})i‖1
since ‖π(.)(1{Jpi ≥ i > I∗})i‖1 ≤ 1.
Finally
‖π2/3(.) (1{Jpi ≥ i > I∗})i‖3/41 /
√
k ≤ ‖π(.)(1{Jpi ≥ i > I∗})i‖1,
which implies that I∗ must be larger than Jpi. This concludes the proof in any case.
B.2 Classical method for proving lower bounds: the Bayesian ap-
proach
As a reminder of Equation (2), we had the following testing problem. For a fixed ρ > 0
and fixed unknown π ∈ P, we had the following hypotheses:
H0(π) : p = q, q ∼ U⊗dpi , versus H1(π, ρ) : ‖p− q‖1 ≥ ρ, q ∼ U⊗dpi , p ∈ (R+)d.
Let us fix some γ ∈ (0, 1). Finding a lower bound on ρ∗γ(H0(π), H1(π); k) amounts to
finding a real number ρ such that R(H0, H1, ϕ; ρ, k) > γ for any test ϕ.
Let us now apply the Bayesian approach. Let 0 ≤ α < 1. Let ν0 be a distribution
over (X,Y ) when (p, q) ∈ H0 and ν1 such that:
Pν1((p, q) ∈ H1) ≥ 1− α.
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Then forX ∼ P(kp) and Y ∼ P(kq),
R(H0, H1, ϕ; ρ, k) = sup
(p,q)∈H0
Pp,q(ϕ(X,Y ) = 1) + sup
(p,q)∈H1
Pp,q(ϕ(X,Y ) = 0)
≥ Pν0(ϕ(X,Y ) = 1) + Pν1(ϕ(X,Y ) = 0, (p, q) ∈ H1)
≥ Pν0(ϕ(X,Y ) = 1) + Pν1(ϕ(X,Y ) = 0)− α.
Let us define the total variation distance as in [4], dTV : (ν0, ν1) → 2 supA |ν0(A) −
ν1(A)|. So
R(H0, H1, ϕ; ρ, k) ≥ 1− dTV (Pν0 ,Pν1)/2− α = 1− dTV (ν0, ν1)/2− α. (26)
Thus, the lower bound that is obtained heavily relies on the choice of ν0 and ν1.
B.3 Proof of Proposition 12
Let us prove the lower bound stated in Proposition 12. It heavily relies on the Bayesian
approach presented in Section B.2.
Let us recall the definition of Iv,pi. Set for v ≥ 0 and, for some I ≥ Jpi, with the
conventionminj≤d ∅ = d,
Iv,pi = min
Jpi≤j≤d
{
{j : π(j) ≤
√
Cpi/I} ∩ {j :
∑
i≥j
exp(−2kπ(i))π2(i) ≤ Cpi}
∩ {j :
∑
i≥j
π(i) ≤
∑
Jpi≤i<j
π(i)}
}
,
(27)
where
Cpi =
√∑
i π
2
i exp(−2(1 + v)kπi)
k
(28)
We set C := Cpi in what follows.
We first state the following lemma. Its proof will come at the end of the subsection.
Lemma 28 Let π ∈ P such that it is ordered in decreasing order, i.e. ∀i ≤ j ≤ d,
πi ≥ πj . Let 1 > u > 0, v ≥ 0. There exists ε∗ ∈ Rd such that ∀i ≤ d
• ε∗i ∈ [0, 1] and ε∗i = 0 for any i such that πi ≥ 1/k.
• ∑i π2i ε∗2i exp(−2kπi) ≤ u
√∑
i pi
2
i exp(−2(1+v)kpii)
k := uC.
• we have πiε∗i ≤
√
u
[
(1/k) ∧ (√C/(2I)) ∧ πi/2].
• and also such that for J := Jp and I := Iv,p we have
∑
i
πiε
∗
i ≥
[[∑
i≥I
√
uπi√
2
]
∨
√
uC(I − J)√
2I
]
∧
[√u
8
∑
i≥J
πi
]
.
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Definition of twomeasures. We assume that π ∈ P is fixed such that for any i ≤ j ≤ d,
we have πi ≥ πj and λ = kπ. Define the discrete uniform distribution Uλ such that
Uλ({λi}) = 1/d. We will now work on the definition of appropriate measures for (p, q).
Let θ ∼ Uλ and ξ taking value ε∗i when θ takes value λi.
We take ε∗ as in Lemma 28 for some u > 0, v > 0. We set for ε∗ ∈ [0, 1]d, condi-
tionally on θ:
ν0|θ = P(θ)⊗2,
and
ν1|θ = P(θ)⊗
[
P(θ(1 + ξ)) + P(θ(1 − ξ))
]
2
.
Now, ν0 and ν1 respectively correspond to ν0|θ and ν1|θ without conditioning on θ. ν0
and ν1 correspond to the data generated when the parameter is sampled according to two
priors on respectivelyH0 andH1. We also reparametrize ε
∗ by λ, and we set
ξθ =
1∣∣∣{i : kπi = θ}∣∣∣
∑
{i:kpii=θ}
ε∗i ,
with the convention 0/0 = 0. Note that by definition of ε∗ we have in Lemma 28
• ξθ ∈ [0, 1] and ξθ = 0 for any θ ≥ 1.
• ξθθ ≤
√
u
[
k
√
C/I ∧ 1
]
.
• By definition of Uλ and Lemma 28
∫
θ2ξ2θe
−2θdUλ(θ) = k
2
d
∑
i
π2i ε
∗2
i e
−2kpii ≤ k
2
d
u
√∑
i π
2
i e
−2(1+v)kpii
k
= u
√∫
θ2e−2(1+v)θdUλ(θ)
d
. (29)
Bound on the total variation. Let us dominate the total variation distance with the
chi-squared distance χ2.
If ν1 is absolutely continuous with respect to ν0, then
dTV (ν0, ν1) =
∫ ∣∣∣∣dν1dν0 − 1
∣∣∣∣ dν0 = Eν0
[∣∣∣∣dν1dν0 (X)− 1
∣∣∣∣
]
≤
(
Eν0
[
dν1
dν0
(X)2
]
− 1
)1/2
=
√
χ2(ν0, ν1).
So, by the tensorization property of the chi-squared distance:
dTV (ν
⊗d
0 , ν
⊗d
1 ) ≤
√
χ2(ν
⊗d
0 , ν
⊗d
1 ) =
√
(1 + χ2(ν0, ν1))d − 1. (30)
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Now, we have by the law of total probability for anym,m′ ≥ 0
ν0(m,m
′) =
∫
e−2θθm+m
′
m!m′!
dUλ(θ),
and
ν1(m,m
′) =
∫
1/2
e−2θθm+m
′
m!m′!
(eξθθ(1− ξθ)m
′
+ e−ξθθ(1 + ξθ)m
′
)dUλ(θ).
So
χ2(ν0, ν1)
=
∑
m,m′
(
∫
θm+m
′
e−2θ[−eξθθ(1− ξθ)m′/2− e−ξθθ(1 + ξθ)m′/2 + 1]dUλ(θ))2
m!m′!
∫
θm+m′e−2θdUλ(θ)
=
∑
m,m′
∫ ∫
(θθ′)m+m
′
e−2(θ+θ
′)Dθ(m)Dθ′(m)dUλ(θ)dUλ(θ′)
m!m′!
∫
θm+m′e−2θdUλ(θ) , (31)
where
Dθ(m) = −e
ξθθ(1 − ξθ)m
2
− e
−ξθθ(1 + ξθ)m
2
+ 1.
We will analyse the terms of this sum depending on the value ofm+m′.
Analysis of the terms in Equation (31). Term form+m′ = 0. We have
Dθ(0) = − cosh(ξθθ) + 1 and Dθ(0)Dθ′(0) ≤ (θθ′ξθξθ′)2,
since ξθθ ≤ 1.
And so
∫ ∫
e−2(θ+θ
′)Dθ(0)Dθ′(0)dUλ(θ)dUλ(θ′)∫
e−2θdUλ(θ) ≤
( ∫
e−2θ(θξθ)2dUλ(θ)
)2
∫
e−2θdUλ(θ)
≤ u
∫
θ2e−2(1+v)θdUλ(θ)
d
∫
e−2θdUλ(θ) ≤
cvu
d
,
where we obtained the second inequality by Equation (29) and for cv < +∞ that depends
only on v > 0 and such that
cv = sup
θ>0
[
e−2vθ(1 ∨ θ2)
]
. (32)
Term form+m′ = 1. We have then
Dθ(1) = − cosh(ξθθ) + 1 + ξθ sinh(θξθ)
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and so since ξθ ∈ [0, 1] and θξθ ∈ [0, ξθ], we have
Dθ(1)Dθ′(1) ≤ θθ′(ξθξθ′)2.
So the term form+m′ = 1 can be bounded as∫ ∫
θθ′e−2(θ+θ
′)(Dθ(0)Dθ′(0) +Dθ(1)Dθ′(1))dUλ(θ)dUλ(θ′)∫
θe−2θdUλ(θ)
≤ 1∫
θe−2θdUλ(θ)
(∫
e−2θ2(θξθ)2dUλ(θ)
)2
≤ 4u
∫
θ2e−2(1+v)θdUλ(θ)
d
∫
θe−2θdUλ(θ) ≤ 4cv
u
d
,
where we obtained the second inequality by Equation (29) and the last by Definition of
cv in Equation (32).
Term form+m′ = 2. We have then
Dθ(2) = − cosh(ξθθ) + 1 + 2ξθ sinh(θξθ)− ξ2θ cosh(θξθ)
and again since ξθ ∈ [0, 1] and θξθ ∈ [0, ξθ], we have
Dθ(2)Dθ′(2) = 4(ξθξθ′)
2.
So the term form+m′ = 2 can be bounded as∫ ∫
(θθ′)2e−2(θ+θ
′)(Dθ(0)Dθ′(0)/2 +Dθ(1)Dθ′(1) +Dθ(2)Dθ′(2)/2)dUλ(θ)dUλ(θ′)∫
θ2e−2θdUλ(θ)
≤ 1∫
θ2e−2θdUλ(θ)
(∫
e−2θ4(θξθ)2dUλ(θ)
)2
≤ 16u
d
cv,
where we obtain the second inequality by Equation (29).
Term form+m′ ≥ 3. We have
Dθ(m) ≤ 2m+2ξ2θ . (33)
Subcase 1: m+m′ = 3. We have by Equation (33)
∫ ∫
(θθ′)3e−2θDθ(m)Dθ′(m)dUλ(θ)dUλ(θ′)
m!m′!
∫
θ3e−2θdUλ(θ) ≤
( ∫
e−2θθ3(2m+2ξ2θ)dUλ(θ)
)2
m!m′!
∫
θ3e−2θdUλ(θ)
≤ 22m+4
( ∫
e−2θθ(θξθ)2dUλ(θ)
)2
∫
θ3e−2θdUλ(θ)
= 22m+4
k3
[∑
i≥J πi(πiε
∗
i )
2
]2
d
∑
i π
3
i e
−2piik .
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Finally, by definition of ξθ and ε
∗
i and since in any case ε
∗
i πi ≤
√
uC/I (see Lemma 28),
we have
∫ ∫
(θθ′)3e−2θDθ(m)Dθ′(m)dUλ(θ)dUλ(θ′)
m!m′!
∫
θ3e−2θdUλ(θ) ≤ 2
2m+4
k3
[∑
i≥J πi
uC
2I
]2
d
∑
i π
3
i e
−2piik .
This implies, since
∑
J≤i<I πi ≥
∑
I≤i πi in the definition of I (see Lemma 28),
∫ ∫
(θθ′)3e−2θDθ(m)Dθ′(m)dUλ(θ)dUλ(θ′)
m!m′!
∫
θ3e−2θdUλ(θ) ≤ 2
2m+2u
2C2
I2
k3
[∑
J≤i<I πi
]2
n
∑
i π
3
i e
−2piik
≤ 22m+2u
2C2
I
k3
[∑
J≤i<I π
2
i
]
n
∑
i π
3
i e
−2piik ,
by Cauchy-Schwarz inequality. Then∫ ∫
(θθ′)3e−2θDθ(m)Dθ′(m)dUλ(θ)dUλ(θ′)
m!m′!
∫
θ3e−2θdUλ(θ)
≤ 22m+2u
2
I
k
[∑
i π
2
i exp(−2(1 + v)kπi)
][∑
J≤i<I π
2
i
]
n
∑
i π
3
i e
−2piik ,
by Definition of C in Equation (28). In particular,∑
i
π2i exp(−2(1 + v)kπi) =
∑
i<I
π2i exp(−2(1 + v)kπi) +
∑
I≤i
π2i exp(−2(1 + v)kπi)
≤ 2e2(1+v)
∑
i<I
π2i exp(−2(1 + v)kπi),
since
∑
I≤i πi ≤
∑
J≤i<I πi and for all i ≥ J we have kπi ≤ 1. So, once we plug the
last inequality in, we obtain:∫ ∫
(θθ′)3e−2θDθ(m)Dθ′(m)dUλ(θ)dUλ(θ′)
m!m′!
∫
θ3e−2θdUλ(θ)
≤ 22m+3e2(1+v)u
2
I
k
[∑
i<I π
2
i exp(−2(1 + v)kπi)
][∑
J≤i<I π
2
i
]
d
∑
i π
3
i e
−2piik
≤ 22m+3e2(1+v)u
2
I
k
[∑
i<I π
2
i exp(−2(1 + v)kπi)
][∑
J≤i<I π
2
i
]
d
∑
i≤I π
3
i e
−2piik
≤ 22m+3e2(1+v)u2
k
[∑
i≤I π
4
i exp(−2(1 + v)kπi)
]
d
∑
i π
3
i e
−2piik ,
because for any a1 ≥ . . . ≥ aI ≥ 0, b1 ≥ . . . ≥ bI ≥ 0, we have
∑
ai
∑
bj ≤ I
∑
aibi.
Then kπie
−2vkpii ≤ cv by Equation (32) and for any i, this implies∫ ∫
(θθ′)3e−2θDθ(m)Dθ′(m)dUλ(θ)dUλ(θ′)
m!m′!
∫
θ3e−2θdUλ(θ) ≤ 2
2m+3e2(1+v)cv
u2
d
≤ 29e2(1+v)cv u
2
d
.
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Subcase 2: m+m′ ≥ 4. We have by Equation (33)∫ ∫
(θθ′)m+m
′
e−2(θ+θ
′)Dθ(m)Dθ′(m)dUλ(θ)dUλ(θ′)
m!m′!
∫
θm+m′e−2θdUλ(θ)
≤
( ∫
e−2θθm+m
′
(2m+2ξ2θ )dUλ(θ)
)2
m!m′!
∫
θm+m′e−2θdUλ(θ)
=
22m+4
m!m′!
( ∫
e−2θθm+m
′
ξ2θdUλ(θ)
)2
∫
θm+m′e−2θdUλ(θ)
≤ 2
2m+4
m!m′!
∫
e−2θθm+m
′
ξ4θdUλ(θ),
where the last inequality comes by application of Cauchy-Schwarz inequality. And so
since εθ = 0 for any θ ≥ 1, we have∫ ∫
(θθ′)m+m
′
e−2(θ+θ
′)Dθ(m)Dθ′(m)dUλ(θ)dUλ(θ′)
m!m′!
∫
θm+m′e−2θdUλ(θ)
≤ 2
2m+4
m!m′!
∫
e−2θθm+m
′−4(θξθ)41{θ ≤ 1}dUλ(θ).
Then, sincem+m′ ≥ 4,∫ ∫
(θθ′)m+m
′
e−2(θ+θ
′)Dθ(m)Dθ′(m)dUλ(θ)dUλ(θ′)
m!m′!
∫
θm+m′e−2θdUλ(θ)
≤ 2
2m+4
m!m′!
∫
(θξθ)
4
1{θ ≤ 1}dUλ(θ)
=
22m+4
m!m′!
k4
d
[∑
i
(πiε
∗
i )
4
]
≤ 2
2m+4e2
m!m′!
k4
d
u2C2
I
,
since, by definition of ε∗i in Lemma 28, πiε
∗
i ≤
√
uC/I and
∑
i(πiε
∗
i )
2 ≤ uCe2 using
the fact that ε∗i = 0 for πi ≥ 1/k. By Equation (34), this implies∫ ∫
(θθ′)m+m
′
e−2(θ+θ
′)Dθ(m)Dθ′(m)dUλ(θ)dUλ(θ′)
m!m′!
∫
θm+m′e−2θdUλ(θ) ≤
22m+4e2
m!m′!
2u2
d
.
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Conclusion on the distance between the two distributions. Now, we plug the bounds
we found for each term back in Equation (31) and we obtain
χ2(ν0, ν1) ≤
∑
m,m′
∫ ∫
(θθ′)m+m
′
e−2(θ+θ
′)Dθ(m)Dθ′(m)dUλ(θ)dUλ(θ′)
m!m′!
∫
θm+m′e−2θdUλ(θ)
≤ cvu
d
+ 4
cvu
d
+
16u
d
cv + 2
9e2(1+v)
u
d
cv +
∑
m,m′:m+m′≥4
22m+4e2
m!m′!
2u2
d
≤ (5 + 16 + 29e2(1+v))u
d
cv +
∑
m,m′
22m+4e2
m!m′!
2u
d
= (5 + 16 + 29e2(1+v))
u
d
cv +
25e7u
d
≤ (5cv + 16cv + 29e2(1+v)cv + 25e7)u
d
≤ Cv u
d
,
for u ≤ 1 and where Cv is a constant that depends only on v and Cv is bounded away
from 0 for v > 0. And so by Equation (30) we have
dTV (ν
⊗d
0 , ν
⊗d
1 ) ≤
√(
1 + Cv
u
d
)d
− 1 ≤
√
exp(Cvu)− 1 ≤
√
Cvu,
for u ≤ C−1v , i.e. for u smaller than a constant that depends only on v.
Now by construction, we have the separation distance:
ρ =
∑
i
qiε
∗
i ,
and we aim at lower bounding ρ in terms of π with great probability. Such a lower bound
ρ˜ will ensure that Pν1(H1(π, ρ˜)) is great.
Identification of the separation distance. Let q ∼ U⊗dpi . We write εi = ξkqi for all i.
Note that
Eq∼U⊗dpi
[∑
i≤d
εiqi
]
=
∑
i≤d
ε∗i πi,
and
Vq∼U⊗dpi
[∑
i≤d
εiqi
]
=
∑
i≤d
Vq1∼Upi(ε1q1) ≤
∑
i
(ε∗i πi)
2.
We set for α > 0
Θ =
{∑
i≤d
εiqi ≥
∑
i≤d
ε∗i πi −
√∑
i ε
∗2
i π
2
i
α
}
.
By Chebyshev’s inequality, we know that Pq∼U⊗dpi (Θ) ≥ 1 − α. So for c > 0 small
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enough constant that depends only on u, we have with probability larger than 1− α,
ρ = ‖ε∗q‖1 ≥
[[∑
i≥I
√
uπi√
2
]
∨
√
u(I − J)√
2I
√√∑
i π
2
i exp(−2(1 + v)kπi)
k
]
∧
[√u
8
∑
i≥J
πi
]
− eu
√
2√
kα
≥ c
[
‖π(1{i ≥ I})‖1 ∨
(I − J√
I
‖π2 exp(−2(1 + v)kπ)‖1/41√
k
)]
∧ ‖π(1{i ≥ J})‖1 − eu
√
2√
kα
:= ρ˜.
Let γ ∈ (0, 1). Then plugging the upper bound on the total variation in Equation (26), we
have:
R(H0, H1, ϕ; ρ˜, k) ≥ 1− 1/2
√
Cvu− α > γ,
where α = 1/2 and u is taken stricly smaller than (1− 2γ)2C−1v . So there does not exist
any uniformly γ−consistent test for such a choice of (ν⊗d0 , ν⊗d1 ), when the separation
distance is ρ˜.
Proof [of Lemma 28] We prove this lemma by defining suitable ε∗i ’s.
Step 1: Proof that
√
C/I ≤
√
2
k . We have
C2k2 ≤
∑
i
π2i exp(−2(1 + v)kπi)
=
∑
i≤I
π2i exp(−2(1 + v)kπi) +
∑
i≥I
π2i exp(−2(1 + v)kπi)
≤ I
k2
+ uC,
as π2i exp(−2kπi) ≤ 1k2 . So we have that C ≤ 2uk2 , or C ≤
√
2I
k2 , and so in any case
C ≤
√
2I
k2
∨ 2u
k2
,
which implies
√
C
I1/4
≤ 2
1/4
k
∨
√
2u
kI1/4
≤
√
2
k
, (34)
since 0 < u < 1.
Step 2: Definition of ε∗i for i ≥ I or i < J . Take for all i < J that ε∗i = 0. Take for all
i ≥ I
ε∗i =
√
u/2.
We have for any i ≥ I
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• ε∗i ∈ [0, 1], and ε∗i πi ≤
√
u ·
[
(1/k)∧√C/(2I)], since by definition of I we know
that πi ≤ (1/k) ∧
√
C/I if i ≥ I
• by definition of I we have
∑
i≥I
π2i ε
∗2
i exp(−2kπi) ≤
uC
2
• and also
∑
i≥I
ε∗i πi =
√
u
2
∑
i≥I
πi. (35)
Step 3: Definition of ε∗i for i < I in three different cases. If I ≤ J , the ε∗i are already
defined for all i ≥ J , and by definition of ε∗i ,
∑
i
ε∗i πi ≥
∑
i≥J
√
uπi√
2
=
[∑
i≥J
√
uπi√
2
]
∨
[ (I − J)√uC√
2I
]
This concludes the proof in that case. We assume from now on that I > J , then by
definition of I , at least one of the constraints in Equation (27) must be saturated.
Case 1: third constraint saturated but not the first one:
∑
i≥I−1 πi >
∑
J≤i<I−1 πi
and πI−1 ≤
√
C/I ∧ 1/k. We set ε∗I−1 =
√
u
2 and for any i < I − 1, we set ε∗i = 0.
Note that ε∗I−1 ≤ 1 and ε∗I−1πI−1 ≤
√
u
[
(1/k)∧√C/I]. We also have by definition of
ε∗i for i ≥ I and by Equation (27)
∑
i≥I
π2i ε
∗2
i exp(−2kπi) ≤
uC
2
,
and so ∑
i
π2i ε
∗2
i exp(−2kπi) =
∑
i≥I−1
π2i ε
∗2
i exp(−2kπi) ≤ uC.
Moreover by saturation of the third constraint
∑
i≥I−1
πiε
∗
i =
√
u
2
∑
i≥I−1
πi ≥
√
u
2
∑
J≤i<I−1
πi,
and so
∑
i
πiε
∗
i =
∑
i≥I−1
πiε
∗
i ≥
√
u
8
∑
J≤i
πi.
This concludes the proof in this case.
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Case 2: second constraint saturated but not the first one:
∑
i≥I−1 π
2
i exp(−2kπi) >
C and πI−1 ≤
√
C/I . We have∑
i≥I−1
π2i ≥
∑
i≥I−1
π2i exp(−2kπi) ≥ C. (36)
Moreover by definition of ε∗i for i ≥ I and by Equation (27) we have∑
i≥I
ε∗2i π
2
i exp(−2kπi) ≤
uC
2
.
Set ε∗I−1 =
√
u/2 and for all i < I − 1, we set ε∗i = 0. Note that ε∗I−1 ≤ 1 and
ε∗I−1πI−1 ≤
√
u
[√
C/(2I) ∧ (1/k)
]
. So from the last displayed equation and the defi-
nition of ε∗i ∑
i≥I−1
ε∗2i π
2
i exp(−2kπi) ≤ uC,
and by Equation (36)
∑
i
ε∗2i π
2
i =
∑
i≥I−1
ε∗2i π
2
i =
u
2
∑
i≥I−1
π2i ≥
uC
2
.
Since for all i ≥ I − 1 we have πi ≤ πI−1 ≤
√
C/I and ε∗i ≤ 1, we have thus
∑
i
ε∗i πi =
∑
i≥I−1
ε∗i πi ≥
√
u
2
C
πI−1
≥
√
uCI
2
≥
√
uC
2
I − J√
I
.
This concludes the proof in this case with Equation (35).
Case 3: first constraint saturated, i.e. πI−1 >
√
C/I. We set for any i < J , ε∗i = 0
and for any J ≤ i < I ,
ε∗i =
√
uC√
2Iπi
.
Note that for any i
ε∗i ∈ [0, 1], and, ε∗i πi ≤
√
uC√
2I
≤ √u
[√
C/(2I) ∧ (1/k)
]
,
by Equation (34). Moreover we have
∑
J≤i<I
ε∗2i π
2
i exp(−2kπi) ≤
uC
2
,
and so by definition of I in Equation (27) and of the ε∗i we have∑
i
ε∗2i π
2
i exp(−2kπi) ≤ uC.
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Moreover
∑
J≤i<I
ε∗i πi ≥
√
uC
2
I − J√
I
.
This concludes the proof in this case with Equation (35).
B.4 Proof of Proposition 13
We will make a reasoning similar to the proof of Proposition 12.
Assume that ‖π2 exp(−2(1 + v)kπ)‖1 ≤ h/k2 for some small h > 0. This implies
in particular that
‖π21{πk ≤ 1}‖1 ≤ e2(1+v)h/k2.
Then note that
κ :=
∫
θ21{θ ≤ 1}dUλ(θ) ≤ e2(1+v)h/n. (37)
Definition of two measures for (p, q). Write
ζ :=
∫
1{θ ≤ 1}dUλ(θ) ≤ 1, and M := 1
ζ
∫
θ1{θ ≤ 1}dUλ(θ) ≤ 1.
Set for any θ ∈ [0, k], the probability distribution
Vθ = 1{θ > 1}δθ + 1{θ ≤ 1}1
2
[δ2M + δ0].
We now consider
ν′0 = ν0 =
∫
P(θ)⊗2dUλ(θ),
and
ν′1 =
∫ ∫
P(θ)⊗ P(θ′)dVθ(θ′)dUλ(θ).
Now, we have by definition for anym,m′ ≥ 0
ν′0(m,m
′) =
∫
e−2θθm+m
′
m!m′!
dUλ(θ),
and
ν′1(m,m
′) =
∫
e−2θθm+m
′
m!m′!
1{θ > 1}dUλ(θ)
+
∫
e−θθm
m!
1{θ ≤ 1}dUλ(θ) · 1
2
[e−2M (2M)m′
m′!
+ 1{m′ = 0}
]
.
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Bound on the total variation. We have
dTV (ν
′⊗d
0 , ν
′⊗d
1 ) ≤ d · dTV (ν′0, ν′1)
≤ d
∑
k,k′
∣∣∣[A+ ∫ 1{θ ≤ 1}e−2θθm+m′
m!m′!
dUλ(θ)
]
− [A+ ∫ e−θθm
m!
1{θ ≤ 1}dUλ(θ) · 1
2
(e−2M (2M)m′
m′!
+ 1{m′ = 0})]∣∣∣
= d
∑
m,m′
∣∣∣ ∫ 1{θ ≤ 1}e−2θθm+m′
m!m′!
dUλ(θ)
−
∫
e−θθm
m!
1{θ ≤ 1}dUλ(θ) · 1
2
(e−2M (2M)m′
m′!
+ 1{m′ = 0})∣∣∣,
where A =
∫
e−2θθm+m
′
m!m′! 1{θ > 1}dUλ(θ).
And so
dTV (ν
′⊗d
0 , ν
′⊗d
1 )
≤ d
[∣∣∣ ∫ 1{θ ≤ 1}e−2θdUλ(θ)−
∫
e−θ1{θ ≤ 1}dUλ(θ) · 1
2
(
e−2M + 1
)∣∣∣
+
∣∣∣ ∫ 1{θ ≤ 1}e−2θθdUλ(θ) −
∫
e−θθ1{θ ≤ 1}dUλ(θ) · 1
2
(
e−2M + 1
)∣∣∣
+
∣∣∣ ∫ 1{θ ≤ 1}e−2θθdUλ(θ) −
∫
e−θ1{θ ≤ 1}dUλ(θ) · 1
2
e−2M (2M)
∣∣∣
+
∑
m,m′:m+m′≥2
∣∣∣ ∫ 1{θ ≤ 1}e−2θθm+m′
m!m′!
dUλ(θ)
−
∫
e−θθm
m!
1{θ ≤ 1}dUλ(θ) · 1
2
(e−2M (2M)m′
m′!
+ 1{m′ = 0})∣∣∣
]
.
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Since for any 0 ≤ x ≤ 2 we have |e−x − 1 + x| ≤ x2/2 and |e−x − 1| ≤ x, we have
dTV (ν
′⊗d
0 , ν
′⊗d
1 ) ≤
d
[∣∣∣ ∫ 1{θ ≤ 1}(1− 2θ)dUλ(θ)−
∫
(1− θ)1{θ ≤ 1}dUλ(θ) · 1
2
(
(1− 2M) + 1)∣∣∣
+ 2M2ζ + 3κ
+
∣∣∣ ∫ 1{θ ≤ 1}θdUλ(θ)−
∫
θ1{θ ≤ 1}dUλ(θ) · 1
2
(
(1 − 2M) + 1)∣∣∣+ 3κ+M2ζ
+
∣∣∣ ∫ 1{θ ≤ 1}θdUλ(θ)−
∫
(1− θ)1{θ ≤ 1}dUλ(θ) ·M
∣∣∣+ 2M2ζ + 4κ
+
∑
m,m′:m+m′≥2
1
m!m′!
∣∣∣ ∫ 1{θ ≤ 1}θm+m′dUλ(θ)
+
∫
θm1{θ ≤ 1}dUλ(θ) · 1
2
(
(2M)m
′
+ 1{m′ = 0})∣∣∣
]
.
Since by Cauchy-Schwarz inequality we have
(Mζ)2 =
[ ∫
θ1{θ ≤ 1}dUλ(θ)
]2
≤
[ ∫
θ21{θ ≤ 1}dUλ(θ)
][ ∫
1{θ ≤ 1}dUλ(θ)
]
= ζκ,
then we have
dTV (ν
′⊗d
0 , ν
′⊗d
1 )
≤ d
[
18κ+
∑
m,m′:m+m′≥2
1
m!m′!
(∫
1{θ ≤ 1}θm+m′dUλ(θ)
+
∫
θm1{θ ≤ 1}dUλ(θ) · 1
2
(
(2M)m
′
+ 1{m′ = 0}))
]
.
Then, considering the cases (m = 0,m′ ≥ 2), (m = 1,m′ ≥ 2) and (m ≥ 2,m′ = 0),
we have
dTV (ν
′⊗d
0 , ν
′⊗d
1 )
≤ d
[
18κ+
∑
m,m′:m+m′≥2
2m
′
m!m′!
(∫
1{θ ≤ 1}θ2dUλ(θ) +
∫
θ21{θ ≤ 1}dUλ(θ)
)
+ e2ζM2 + e1κ
]
≤ d[18κ+ 2e3κ+ e2κ+ e1κ] ≤ 69dκ.
And so finally
dTV (ν
′⊗d
0 , ν
′⊗d
1 ) ≤ 69e2(1+v)h,
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by Equation (37).
Now we aim at lower bounding the separation distance ρ in terms of π with great
probability. Such a lower bound ρ˜ will ensure that Pν1((p, q) ∈ H1(π, ρ˜)) is great.
Identification of the corresponding separation distance. Let q ∼ U⊗dpi , and kp ∼
V ⊗d(kq). Note that
E(q,p)
∑
i≤d
|qi− pi| = 1
d
∑
i
∑
j
1
2
[
πi+ |πi− 2M |
]
1{πi ≤ 1/k} ≥ 1
2
‖π1{π ≤ 1/k}‖1,
and
V(q,p)
∑
i≤d
|qi − pi| = d · V(q1,p1)|q1 − p1| ≤ 4‖π21{π ≤ 1/k}‖1.
We set for α > 0
Θ =
{∑
i≤d
|qi − pi| ≥ 1
2
‖π1{π ≤ 1/k}‖1 − 2
√
‖π21{π ≤ 1/k}‖1
α
}
.
By Chebyshev’s inequality, we know that P(q,p)(Θ) ≥ 1 − α. So for c > 0 which is
a constant small enough that depends only on ε, v, we have with probability larger than
1− α,
ρ ≤ 1
2
‖π1{i ≥ J}‖1 − 2
√
‖π21{i ≥ J}‖1
α
:= ρ˜.
Let γ ∈ (0, 1). Then plugging the upper bound on the total variation in Equation (26), we
have:
R(H0, H1, ϕ; ρ˜, k) ≥ 1− 69e2(1+v)ε/2− α > γ,
where α = 1/2 and ε is taken stricly smaller than (1 − 2γ)e−2(1+v)/69. So there does
not exist any uniformly γ−consistent test for such a choice of (ν⊗d0 , ν⊗d1 ), when the
separation distance is ρ˜.
B.5 Proof of Theorem 10
Combining Propositions 27, 12, and 13, we obtain that no test exists for the testing prob-
lem (2) with type I plus type II error smaller than 1− α− 4Cvu− 34e2(1+v)ε whenever
ρ ≤ c′′
{[
‖π(1{i ≥ I})‖1 ∨
(I − J√
I
(
‖π2 exp(−2(1 + v)kπ)‖1 ∨ k−2
)1/4
√
k
)]
∧ ‖π(1{i ≥ J})‖1
}
∨
‖π2 1
(pi∨k−1)4/3 ‖
3/4
1√
k
∨ 1√
k
,
where c′′ > 0 is some small enough constant that depends only on u, α, v, ε.
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And so since in the last equation we have I = Iv,pi, there exists constants cγ,v > 0
that depend only on γ, v such that there is no test ϕ which is uniformly γ-consistent, for
the problem (2) with
ρ ≤ cγ,v
{
min
I′≥Jpi
[√
I ′
k
∨
(√I ′
k
‖π2 exp(−2kπ)‖1/41
)
∨ ‖π(.)(1{i ≥ I ′)i‖1
]
∧ ‖π(.)(1{i ≥ Jpi)i‖1
}
∨
∥∥∥π2 1(pi∨k−1)4/3
∥∥∥3/4
1√
k
∨
√
1
k
,
since for any I ≥ Jpi we have
Jpi√
I
1
k
≤ k−1/2,
and
Jpi√
Ik
‖π2 exp(−2kπ)‖1/41 ≤
[∥∥∥π2 1(pi∨k−1)4/3
∥∥∥3/4
1√
k
]
∨
√
1
k
.
The final result follows if we take Im as the minimum as in the theorem, since[(√
Im − Jpi log(k)
k
)
∨
(√Im − Jpi√
k
‖π2 exp(−kπ)‖1/41
)
∨ ‖π(.)(1{i ≥ Im})i‖1
]
≤ ‖π(.)(1{i ≥ Jpi})i‖1,
and since ∥∥∥π2 1
(π ∨ k−1)4/3
∥∥∥
1
≥ ‖π2/3(.) (1{i ≥ Jpi})i‖1.
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