Relatively little attention has been given to the impact of discretization error on twin experiments in the stochastic form of the Lorenz-96 equations when the dynamics are fully resolved but random. We study a simple form of the stochastically forced Lorenz-96 equations that is amenable to higher order time-discretization schemes in order to investigate these effects.
Introduction

Twin experiments with geophysical models
Data assimilation and ensemble-based forecasting have together become the prevailing modes of prediction and uncertainty quantification in geophysical modeling. Data assimilation (DA) broadly refers to techniques used to combine numerical model simulations and real-world observations in order to produce an estimate of a posterior probability density for the modeled 15 state, or some statistic of it. In this Bayesian framework, an ensemble-based forecast represents a sampling procedure for the forecast-prior probability density. The process of sequentially and recursively estimating the distribution for the system's state by combining model forecasts and streaming observations is known as filtering. Due to the large dimensionality and complexity of operational geophysical models, an accurate representation of the true Bayesian posterior is infeasible. Therefore, DA cycles typically estimate the first two moments of the posterior, or its mode -see, e.g, the recent review of DA by Carrassi et al. Mathematically rigorous reductions generally provide an implicit form for the reduced model equations as a mix of deterministic terms, stochastic noise terms and non-Markovian memory terms, all present in the reduced model's equations. This exact, implicit reduction is derived in, e.g., Mori-Zwanzig formalism. In the asymptotic separation of scales, this formulation reduces to a mean field ODE system with additive noise, eliminating the memory terms, describing the system consistently with homogenization theory. Additionally, empirically based techniques, such as auto-regressive methods, have successfully param-95 eterized model reduction errors (Wilks, 2005; Crommelin and Vanden-Eijnden, 2008) . At the state-of-the-art, novel learning techniques are furthermore being developed to construct empirically derived stochastic models that are consistent with mathematical theory for stochastic model reduction, with the goal preserving the underlying model physics (Chorin and Lu, 2015; Vissio and Lucarini, 2018; Cotter et al., 2019) .
In this work, we will make a simplifying assumption for the form of the stochasticity: we take the classical filtering frame-100 work in which noise is additive, Gaussian, white-in-time and distributed according to a known, scalar covariance matrix.
Within the SDE literature, this is sometimes referred to as scalar additive noise, which is a term we will use hereafter. Both the truth-twin and the model-twin will be evolved with respect to the same form for the governing equations, but with respect to (almost-surely) different noise realizations. Conceptually, this represents a perfect-random model; this corresponds physically to an idealized model for the asymptotic separation of time-scales between the fast and slow layers in the two layer Lorenz-96 105 model.
The single layer Lorenz-96 model with scalar additive noise
The Lorenz-96 model (Lorenz, 1996) is commonly used in DA literature as a toy model for twin experiments see, e.g., Carrassi et al. (2018) [and references therein] . This is particularly due to the fact that: (i) it is extremely scalable, with the potential to exhibit spatially extended chaos in high dimensions (Herrera et al., 2011) ; (ii) it mimics fundamental features of geophysical 110 fluid dynamics, including conservative convection, external forcing and linear dissipation (Lorenz and Emanuel, 1998) ; and (iii) it can be used in its two-layer form to describe multi-scale dynamics, with a layer of fast variables corresponding to atmospheric dynamics, coupled to a slow layer corresponding to oceanic dynamics (Lorenz, 2005) . The two layer form of the Lorenz-96 equations has been of particular interest for developing stochastic parametrizations of sub-grid scale dynamics, see, e.g., Wilks (2005) ; Arnold et al. (2013) ; Chorin and Lu (2015) ; Lu et al. (2017) ; Vissio and Lucarini (2018) . Likewise, the 115 stochastic reduction of the two layer model to a one layer model has been used to demonstrate techniques for adaptive DA designs in the presence of model uncertainty (Pulido et al., 2018) .
In the present study, we consider the single layer form of the Lorenz-96 equations perturbed by additive noise, for which the matrix of diffusion coefficients is a scalar matrix. The classical form for the Lorenz-96 equations (Lorenz, 1996) 
such that the components of the vector x are given by the variables x i with periodic boundary conditions, x 0 = x n , x −1 = x n−1 and x n+1 = x 1 . The term F in the Lorenz-96 system, Eq. (1), is the forcing parameter that injects energy to the model. With
where E denotes the expectation over all possible realizations of the stochastic process, and C is a constant independent of ∆.
Then x(t) is said to converge strongly to x SP (t) on the order γ > 0.
We note that in the above definition, x and x SP are both subject to the same outcomes of the random process, and the expectation is taken over all possible outcomes.
Strong convergence is the analogue of the discretization of a non-stochastic trajectory and is used to judge the accuracy 165 (on average) of reconstructing a specific sample path based upon a known realization of a Brownian motion. We may also consider, however, whether a discretization rule is able to accurately represent a statistic of the forward evolved distribution when estimated over many sample paths with respect to different realizations of Brownian a motion -this is the motivation for weak convergence.
Definition 2. Let x SP (t) be a sample path of an SDE and x(t) be an approximation of x SP (t) based upon a discretization with 170 a maximum time-step of ∆. Suppose there exists a ∆ 0 > 0 such that for any fixed time horizon T , any 2(γ + 1) continuously differentiable function g of at most polynomial growth and any 0 < ∆ < ∆ 0 ,
Then x(t) is said to converge weakly to x SP (t) on the order γ > 0.
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The distinction between strong and weak convergence can be thought of as: (i) strong convergence measures the mean of the path-discretization errors over all sample paths; whereas (ii) weak convergence can measure the error when representing the mean of all sample paths from an empirical distribution. When studying the empirical statistics of a stochastic dynamical system or of an ensemble-based forecast, weak convergence is an appropriate criterion for the discretization error. However, when we study the RMSE of a filter in a twin experiment, we assume that we have realizations of an observation process depending on a specific sample path of the governing equations. Therefore, while the accuracy of the ensemble-based forecast may be benchmarked with weak convergence, strong convergence is the appropriate criterion to determine the consistency of the truth-twin with the governing equations (Hansen and Penland, 2006) .
We will now introduce several commonly studied methods of simulation of stochastic dynamics and discuss their strengths and their weaknesses. To limit the scope of the current work, we will focus only on strong discretization schemes; while a strong discretization scheme will converge in both a strong and weak sense, weak discretizations do not always guarantee convergence in the strong sense. We note here, however, that it may be of interest to study weak discretization schemes solely for the purpose of the efficient generation of ensemble-based forecasts -this may be the subject of a future work, and will be discussed further in section 4. We will introduce the discretization rules in a general form whenever appropriate. In this section, however, we will only discuss the strong order 2.0 Taylor scheme in a reduced form derived specifically for the Lorenz-96 system with 190 scalar additive noise (L96-s). A more general formulation for additive noise, and its reduction to our model, is the content of appendix A.
A general form of stochastic differential equations
Consider a generic stochastic differential equation (SDE) of the form
where f is a vector valued map in C 2 (R n × R, R n ), W (t) is an n-dimensional Wiener process, and S is a matrix valued map of diffusion coefficients in C 2 (R n × R, R n×n ), equal to a square root of the covariance function of the Gaussian stochastic process S(x, t)W (t). In general, the diffusion coefficients S(x, t) can depend on both the state of the random process and time. We note, however, that in the case of additive noise when S(x, t) ≡ S(t) the derivative of the diffusion coefficients with respect to x is zero and the Itô and Stratonovich drift coefficients are equal, due to the zero adjustment term (Kloeden and 200 Platen, 2013)[see page 109]. In the following discussions we will denote x k x(t k ) and assume that uniform time-steps are taken such that t k+1 t k + ∆.
Euler-Maruyama and Milstein schemes
The Euler-Maruyama scheme is among the simplest extensions of deterministic integration rules to discretize systems of SDEs such as Eq. (5). Like the standard deterministic order 1.0 Euler scheme, the Euler-Maruyama scheme approximates the 205 evolution of a sample path by a functional relationship expressed by Eq. (5) Euler-Maruyama:
where the term (6.a) is the deterministic Euler scheme and the term (6.b) is the matrix of diffusion coefficients S multiplied by the noise W ∆ , a mean zero, Gaussian random vector of covariance ∆I n .
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The Euler-Maruyama scheme benefits from its simple functional form, adaptability to different types of noise and its intuitive representation of the SDE. However, with the Definitions 1 and 2 in mind, it is important to note that Euler-Maruyama generally has a weak order of convergence of 1.0, but a strong order of convergence only of 0.5 (discussed by, e.g., Kloeden and Platen (2013) in Theorem 10.2.2). The loss of one half order of convergence from the deterministic Euler scheme arises from the differences of deterministic calculus and Itô calculus.
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The Milstein scheme includes a correction to the rule in Eq. (6), adjusting the discretization of the stochastic terms to match the first order Itô-Taylor expansion. In the case that the matrix of diffusion coefficients S(x, t) is diagonal, let us denote the i-th diagonal element as S i (x, t); then the Milstein scheme takes the component-wise form, Milstein scheme for diagonal noise:
for the i-th state component, where the partial derivative is evaluated at (x k , t k ). This and the general multi-dimensional form for the Milstein scheme can be found in pages 345 -348 of Kloeden and Platen (2013) . We note that, in the case of additive noise, the partial derivatives ∂S i ∂x i vanish and the Euler-Maruyama and Milstein scheme are equivalent; thus in our example the Euler-Maruyama scheme achieves a strong order of convergence at 1.0.
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Although the Euler-Maruyama scheme is simple to implement, we shall see in the following that the cost of achieving mathematically consistent simulations quickly becomes prohibitive. Despite the fact that it achieves both a strong and weak convergence on the order 1.0 in the L96-s model, the overall discretization error is significantly higher than even other order 1.0 strong convergence methods -the difference between the Euler-Maruyama scheme and other methods lies in the constant C in the bounds in definitions 1 and 2. 
Runge-Kutta Methods
The convergence issues for the Euler-Maruyama scheme are well understood and there are many rigorous methods to overcome its limitations (Kloeden and Platen, 2013) [see pages xxiii -xxxvi and references therein]. However, general higher order methods can become quite complex due to: (i) the presence of higher order Itô-Taylor expansions in Itô forms of SDEs; and/or (ii) the approximation of multiple Itô or Stratonovich integrals necessary to resolve higher order schemes. Stochastic Runge-
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Kutta methods can at least eliminate the higher order Itô-Taylor expansions, though do not automatically deal with the issues around multiple stochastic integrals; for a discussion on the limits of higher order Runge-Kutta schemes see, e.g., Burrage (1996, 1998) .
Given a system of SDEs as in Eq. (5), the straightforward extension of the classical four-stage Runge-Kutta method, proven by Rüemelin (1982) , is given as
The straightforward extension of the four-stage Runge-Kutta scheme to stochastic systems in Eq. (8) has the benefits that: (i) 250 it is an intuitive extension of the commonly used four-stage deterministic rule, making the implementation simple; (ii) it makes few assumptions on the structure of the governing equations; (iii) and in the small noise limit, the rule will be compatible with the deterministic order 4.0 implementation. However, in trade-off with generality, by not exploiting the dynamical system structure, the discretization in Eq. (8) has strong order of convergence 1.0 (Hansen and Penland, 2006) . Alternatively, we may consider using, e.g., the strong order 2.0 Runge-Kutta method for scalar additive noise (Kloeden and Platen, 2013) [page 411];
255 the form of the L96-s equations indeed satisfies this condition. However, this is an implicit method, coming with the additional cost of, e.g., Newton-Raphson iterations to solve each step forward. While this is a necessary measure for stiff equations, the L96-s equations do not demand this type of precision.
Strong order 2.0 Taylor scheme
As a generic "out-of-the-box" method for numerical simulation, the four-stage Runge-Kutta method in Eq. (8) has many ad-260 vantages over Euler-Maruyama, and is a good choice when the noise is non-additive or the deterministic part of the system lacks structure that leads to simplification. On the other hand, the combination of: (i) constant and vanishing second derivatives of the Lorenz-96 model; (ii) the rotational symmetry of the system in its spatial index; and (iii) the condition of scalar additive noise; together allow us to present the strong order 2.0 Taylor rule as follows.
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Strong order 2.0 Taylor:
Define the constants ρ and α as
For each step of size ∆:
1. Draw 5 random vectors, ξ, ζ, η, φ, µ ∼ N (0, I n ), independently and identically distributed (iid).
Compute the random vectors
3. For ξ, a and b defined as above, and for each entry of the random vectors indexed by l, j, define the coefficients
which are used to define the random vectors,
and
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Then, in matrix form, the integration rule from time t k to t k+1 is given as
where the term (14a) is the deterministic order 2.0 Taylor scheme, the term (14b) is the stochastic component of the rule and s k s(t k ). Deriving this relatively simple form for the strong order 2.0 Taylor rule for the L96-s system is non-trivial and this 285 is explained in detail in appendix A.
In the following section we will illustrate several numerical benchmarks of each of the methods, describing explicitly their rates of strong and weak convergence. We note here that the order 2.0 Taylor scheme above takes a very different practical form in the following where we perform these benchmarks, versus the case of a twin experiment. If simulating a sample path for a twin experiment, one can simply use the functional relationships described above to define the linear combinations 290 of Karhunen-Loève Fourier coefficients for the Brownian bridge process between the discretization points, see Eq. (A33).
Particularly, the simulation of a sample path by the above converges to some sample path, consistent with the governing equations.
On the other hand, when we numerically benchmark the Taylor scheme discretization of a known sample path, the dependence of the scheme on the Fourier coefficients for the Brownian bridge in between discretization times excludes the possibility 295 of the direct implementation above. Particularly, we must use the known realization of the Brownian motion rather than simulating the Brownian bridge in between discretization times. The random vector b above is defined functionally in Eq. (A9) as an infinite sum of vectors of random Fourier coefficients, such that there is a dependence on the order of truncation p of the term b in our benchmarks. This again differs substantially from the case in which we wish to simulate some arbitrary path with the Taylor scheme; in this case, the relationship between b and the Fourier coefficients is defined by an analytical, functional 300 relationship (so this term is exact) while it is sufficient to make a truncation order p = 1 to other terms to maintain order 2.0 strong convergence. For general purposes in twin experiments and ensemble forecasting, the form in Eq. (14) is the one of interest and is simple to implement. We will detail the experimental difference for the numerical discretization benchmarks in the following section.
3 Numerical benchmarks 305
Benchmarks for strong and weak convergence
We begin with benchmarks of each method's strong and weak convergence. Subsequently, we will evaluate the differences in the ensemble-based forecast statistics of each method, as well as biases introduced in DA twin experiments. Using these numerical benchmarks, we will formulate a computationally efficient framework for controlling the discretization errors in twin experiments.
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In each of the strong and weak convergence benchmarks we use the same experimental setup. As a matter of computational convenience, we set the system dimension at n = 10. This allows us to study the asymptotic filtering statistics, both in number of samples in ensemble-based forecasts as well as in the temporal limit and the number of analyses. We begin by generating a long, climatological trajectory of the L96-s model, using the order 2.0 Taylor scheme with a time-step of ∆ = 10 −3 . This solution is spun onto the climatological statistics, using 5 × 10 6 integration steps, and subsequently evenly sampled at an 315 interval of δ t = 2, generating M = 500 unique initial conditions. We denote this collection of initial conditions {v m (s)} M m=1 . The parameter s is a fixed diffusion coefficient for Eq. (2), fixed for each experiment with s ∈ {0.1, 0.25, 0.5, 0.75, 1.0}.
For each initial condition v m (s) above, we generate a unique batch of N = 10 2 realizations of a 10-dimensional Brownian motion process; each Brownian motion realization, indexed by b = 1, · · · , N , is defined by a matrix W b m (s) ∈ R n×10 6 . Each component of the matrix W b m (s) is drawn iid from N 0, 10 −7 representing the realized Brownian motion over the interval 320 [0, 0.1], discretized at an interval of ∆ SP = 10 −7 . With respect to this discretized Brownian motion realization, we generate a reference trajectory which we denote as x SP ; this sample path is generated with the Euler-Maruyama scheme as a simple and transparent approximation of the "true" path corresponding to the realized Brownian motion W b m (s), converging to the true sample path strongly at an order of 10 −7 .
For each initial condition v m (s), and each unique choice of W b m (s) as above, we subsequently generate coarsely discretized approximations of the reference trajectory x SP , using each of the: (i) Euler-Maruyama; (ii) Runge-Kutta; and (iii) Taylor schemes as in section 2, however, only with a discretization of size {∆ q = 10 −q } 3 q=1 . Each coarse approximation utilizes the identical realization of the Brownian motion used to generate the reference path, but discretized according to the time-step ∆ q .
To obtain the appropriate Brownian motion realization at the coarse time-steps, we take the component-wise sum of all finely discretized Brownian increments in between the coarse steps to define the realized motion discretized at these points.
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Note that the L96-s model is spatially homogeneous and the Euclidean norm of its state depends on the dimension of the system n. Therefore, we estimate the strong and weak convergence of the discretization schemes componentwise, independently of the state dimension of the model. Let x i and x j denote the i-th and j-th component of the vector x ∈ R n respectively. For each initial condition v m (s), we approximate the following expected values for an arbitrary component j:
where T = 0.1 It is to be understood in the above, despite the suppressed indices, that the difference of the reference solution
x SP and the coarsely discretized solution x depend on the same value s for the diffusion, the same initial condition m and the same realized Brownian motion b. Thus the above equations make an approximation of: Eq. (15) -strong convergence with the batch average root mean square error (RMSE) of the coarsely discretized solution versus the reference; and Eq. (16) -weak 340 convergence with the RMSE of the batch mean of the coarsely discretized solutions versus the batch mean of the reference solutions.
It is known that the batch average error on the right-hand-side of Eqs. (15 -16) is Gaussian distributed around the true expected value, on the left-hand-side, for batches of Brownian motions with N > 15; computing these batch average errors over the M = 500 different initial conditions, we can compute the sample-based estimate of the expected value (the mean over 345 all batches) and the standard deviation of the batch average to compute confidence intervals for the expectation (Kloeden and Platen, 2013) [see section 9.3].
For each coarse discretization, with step size {∆ q = 10 −q } 3 q=1 , we compute the point estimate for each expected value on the left-hand-side of Eqs. (15-16) with the average of the right-hand-side of Eqs. (15-16) taken over the M = 500 initial conditions. The average of the right-hand-side of of Eqs. (15-16) over all batches will be denoted as the point estimate ∆q .
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Then, within log-log scale, base-10, we compute the best-fit line between the points ∆ q , ∆q 3 q=1 using weighted-leastsquares, with weights proportionate to the inverse of the batch-average, sample standard deviation of the Eqs. (15 -16). The slope of the line estimated as above is our approximation of the order of convergence γ and the intercept is the constant C.
Given a known realization of a Brownian motion, generating the finely discretized sample path between the coarse discretization times ∆ q , the direct implementation of the Taylor rule in Eq. (14) is no longer appropriate. In particular, this rule assumes 355 that there is an unknown Brownian Bridge process (Kloeden and Platen, 2013) [see pages 42 -43] between the discretization times for which we can generate the random Fourier coefficients independently of the Brownian motion at discretization points.
As a modification of the Taylor scheme, utilizing the known realization of the Brownian Bridge process between the discretiza-tion steps ∆ q , we compute the Fourier coefficients of the Brownian Bridge, up to p-th order, directly by the right-Reimann sums as in Eq. (A6 -A7). Because the term b j in Eq. (A9) is defined by an infinite sum of the random Fourier coefficients, 360 computed in Eq. (A7), this modification necessarily leads to an approximation not present in the rule in Eq. (14). In particular, the rule in Eq. (14) utilizes the analytical, functional relationships in Eq. (A33) to compute the term b j for some unknown Brownian Bridge. However, with respect to all following benchmarks, we found no significant difference in performance when directly computing only the order p = 1 and the order p = 25 Fourier coefficients as described above, so we present only the p = 1 case for simplicity.
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In Fig. 1 , we plot the point estimates for the discretization error, measured in strong convergence, for each of the discretization methods: (i) Euler-Maruyama; (ii) Runge-Kutta; and (iii) Taylor, as compared with the finely discretized reference solution.
It is immediately notable in this plot that while each order of strong convergence is empirically verified, the lines for Runge-Kutta and Taylor schemes actually cross. Indeed, the estimated slope γ matches the theoretical value within a 10 −2 decimal approximation for each scheme (γ = 1.0 for each Euler-Maruyama and Runge-Kutta, γ = 2.0 for Taylor), but the constants in 370 the order analysis play a major role in the overall discretization error in this system: the Taylor rule has convergence on order 2.0 in the size of the discretization steps but the constant C associated with the Taylor rule penalizes this scheme much more heavily than in the case of the Runge-Kutta scheme. The constant C for the Runge-Kutta scheme reduces the overall order of discretization error by about an order of magnitude for each diffusion level (see Table 1 ).
The effect of this constant C is even more prominent for the case of weak convergence, pictured in Fig. 2 . In particular, for 375 the weaker diffusion levels of s = 0.1 and 0.25, although the order of weak convergence is 1.0 in the size of discretization step, the order 2.0 Taylor rule fails to achieve a superior discretization error than the Runge-Kutta scheme in this regime. Here, the constant C for the Runge-Kutta scheme is extremely small, lowering the overall order of discretization error by two orders of magnitude, despite the order 1.0 weak convergence (see Table 1 ).
Most interestingly, as the diffusion level s approaches zero, it appears that the behavior of the Runge-Kutta scheme converges 380 in some sense to the four-stage (order 4.0) deterministic Runge-Kutta scheme, but the difference in their orders is reflected in the constant C. Analytically the stochastic Runge-Kutta rule coincides with the deterministic rule in the zero-noise limit. This analytical convergence is also true for the Taylor scheme, where the zero noise limit is the deterministic Taylor scheme, but the order of convergence for both the stochastic and deterministic Taylor schemes are 2.0 and the overall error does not change so dramatically.
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It should be noted that the standard deviation of the batch discretization error of the Runge-Kutta scheme is much higher with a time-step of 0.1 than with smaller steps sizes for both strong and weak convergence metrics. Particularly, this leads to the point estimate for ∆ q = 0.1 receiving much less weight in the line fitting, resulting in the disconnected line and point estimates for the Runge-Kutta scheme. The theoretical order of convergence estimates rely on an assumption that the step size is taken sufficiently small, and therefore, the weighted fitting of the slope and the intercept for these lines is more accurate in estimating the asymptotic discretization errors. 
Ensemble forecast statistics
Given the consistent performance of the order 2.0 Taylor scheme using a maximal step size of ∆ = 10 −3 , with both strong and weak discretization error on the order of O 10 −4 , we will use this configuration as a benchmark setting to evaluate the other methods. While the Runge-Kutta scheme often has better performance than the Taylor scheme in the overall weak-395 discretization error, the level of discretization error also varies on one order of magnitude between different diffusion settings.
Therefore, in the following experiments we will consider how the different levels of discretization error and diffusion affect the empirically generated, ensemble-based forecast statistics in the L96-s model with respect to a consistent reference point.
We sample once again the initial conditions {v m (s)} M m=1 as described in section 3.1. For each initial condition, we generate a unique batch of N = 10 2 realizations of a 10-dimensional Brownian motion process. Once again, the Brownian motion real-400 izations are indexed by b = 1, · · · , N , where each realization is defined by a matrix, W b q (s) ∈ R n×2 * 10 5 . Each component of the matrix W b m (s) is drawn iid from N 0, 10 −3 ; this represents a Brownian motion realized over the interval [0, 20] , discretized at an interval of ∆ = 10 −3 . For g ∈ {e, r, t} let the matrix X g (t) ∈ R n×N be defined as the ensemble matrix. Let the vector , where the ensemble is generated by the Euler-Maruyama (g = e), Runge-Kutta (g = r) or Taylor (g = t) scheme respectively.
Then, for an arbitrary ensemble g ∈ {e, r, t}, we define the spread at time t to be
i.e., defined by the unbiased, sample-based estimate of the standard deviation of the mean-square-deviation of the anomalies (Whitaker and Loughe, 1998) .
For each the Euler-Maruyama and Runge-Kutta schemes (g ∈ {e, r}), we measure: (i) the root-mean-square deviation of the 410 ensemble mean from the benchmark
and (ii) the ratio of the ensemble spread with that of the benchmark (spread g (t)/spread t (t)); each at an interval of δ t = 0.01 In Fig. 3 we note immediately that there are no major differences between the ensemble mean or spread of the finely discretized Runge-Kutta scheme and the benchmark Taylor scheme for forecasts up to length T ∈ [0, 3]. Indeed, in all diffusion regimes, the RMSD of the ensemble means is bounded by 0.11 for forecasts up to length T = 3, and below 0.1 for forecasts up to length T = 2.8. In the higher diffusion regimes, in which the weak-discretization error of the Runge-Kutta scheme becomes slightly higher than the benchmark system, we notice a slight change in the performance in which the ensemble means begin 425 to deviate earlier; however, the difference occurs well beyond what would be considered a practical upper limit of a forecast length, around T = 2. Asymptotically as the forecast length T → ∞, the RMSD of the means settles to small variations around the median value of 0.5, indicating that by T = 10 the Runge-Kutta and benchmark Taylor ensembles have become close to their climatological distributions. This is indicated likewise in the ratio of the ensemble spreads where, beyond T = 10, the width of the percentiles around the median ratio, at 1.0, becomes steady. patterns and some differences. With the large step size the divergence of the ensemble means has a faster onset. However, particularly for the Euler-Maruyama scheme we see the presence of a bias, indicated by the large short-time-scale deviation, substantially greater than the climatological deviation of means. For both the Euler-Maruyama and the Runge-Kutta scheme, increased diffusion shortens the initial period of the divergence of the ensemble means, bringing each ensemble closer to the its ensemble spread, but remains unbiased with the median ratio of spreads centered at one. For the Euler-Maruyama scheme, however, we see the artificial increase in the ensemble spread even more pronounced, with the climatological ratio almost always greater than 1.0, with the minimum value for the ratio of spreads often exceeding this.
Given the above results, we can surmise that the Runge-Kutta scheme will be largely unbiased in producing ensemble-based forecast statistics, with maximum time discretization of ∆ ∈ (0, 0.01]. At the upper endpoint of this interval, divergence of the 450 means occurs more rapidly and there is more variation in the ensemble spread versus a finer step size. However, the result is to settle more quickly onto the climatological statistics, close to the benchmark Taylor system. The short term and climatological statistics of the Euler-Maruyama scheme, however, suffer from biases especially in low-diffusion regimes or for a maximal time discretization on the order of O 10 −2 . In the following section, we will explore how these observed differences in ensemble-based statistics of these schemes affects the asymptotic filtering statistics.
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Data assimilation twin experiments
Here we study the RMSE and the spread of the analysis ensemble of a simple, stochastic (perturbed observation) ensemble
Kalman filter (EnKF) (Evensen, 2003) . We fix the number of ensemble members at N = 100 and set the L96-s system state to be fully observed (with Gaussian noise) for all experiments such that no additional techniques are necessary to ensure filter stability for the benchmark system. Particularly, in this configuration, neither inflation nor localization are necessary to ensure 460 stability -this is preferable because inflation and localization techniques typically require some form of tuning of parameters to overcome the usual rank deficiency, the associated spurious correlations and over-confidence in the ensemble-based covariance estimates ). The benchmark system uses the order 2.0 Taylor scheme with a time discretization of:
(i) the truth-twin with ∆ t = 10 −3 ; and (ii) the ensemble with ∆ e = 10 −3 .
In Fig. 5 , we plot the asymptotic-average EnKF analysis RMSE and ensemble spread for our benchmark system over a range 465 of diffusion levels s and a range of observational error variance r, where s, r ∈ {0.1, 0.25, 0.5, 0.75, 1.0}. The filter's analysis RMSE is evaluated in terms of the analysis ensemble mean estimate versus the truth-twin, with observations given at length T = 0.1 between analyses. The average RMSE and spread are calculated over 2.5 × 10 4 analysis cycles, with an initial 5 × 10 3 analysis cycles pre-computed, not contributing to the average, as a spin-up for the filter to reach its stable statistics. We see, in all combinations of the model and observational error parameters, that the filter is performing well when compared with the 470 standard deviation of the observation errors. The spread is also consistently at comparable values to the RMSE, indicating that the performance of the EnKF is stable in this regime (Whitaker and Loughe, 1998) .
Varying the ensemble integration method for data assimilation
In this section, we will compare several different DA twin experiment configurations with the benchmark system, in which the Taylor scheme generates the truth-twin and model forecast with a fine time step. The configuration which is compared to the 475 benchmark system will be referred to as the "test" system. We fix the truth-twin to be generated in all cases by the order 2.0
Taylor scheme, with time-step ∆ t = 10 −3 . We will vary, on the other hand, the method of generating the forecast ensemble for the test system with different choices of discretization schemes and the associated time-step. For each choice of ensemble integration scheme, we once again compute the asymptotic-average analysis RMSE and spread over 2.5 × 10 4 analyses, with a 5 × 10 3 analysis spin-up such as to reach stable statistics. 480 We drop the phrase "asymptotic-average analysis" in the remaining portions of section 3 and instead refer to these simply as the RMSE and spread. In each of the following figures, we plot (i) the RMSE of the EnKF generated in the test system, minus the RMSE of the benchmark system; and (ii) the ratio of the spread of the EnKF generated with the test system compared with that of the benchmark configuration. All filters are supplied identical Brownian motion realizations for the model errors,
which are used to propagate the ensemble members with their associated integration schemes. Likewise, identical observations 485 (including randomly generated errors) and observation perturbations in the stochastic EnKF analysis are used for each filter at corresponding analysis times.
As was suggested by the results in section 3.2, the difference between the RMSE and the ratio of the spreads for the configuration in which the ensemble is generated by the Runge-Kutta scheme with step size ∆ e = 10 −3 and the benchmark DA configuration is nominal: the RMSE difference is at the order O 10 −6 , with a mean value and standard deviation on the next question is whether increasing the time-step of the Runge-Kutta scheme to ∆ e = 10 −2 will impact the filter performance, especially in terms of causing bias in the filter's results.
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In Fig. 6 , the test system uses the Runge-Kutta scheme with coarse time-step ∆ e = 10 −2 . We find what appears to be small, random variation in the difference, where in some cases the coarse time-step scheme slightly out-performs the benchmark system in terms of the RMSE. These RSME differences, however, appear to be effectively unstructured in sign or magnitude with regards to the diffusion level s and the observational error variance r, indicating that this amounts to random numerical fluctuation and is mostly unbiased; this is likewise the case for the ratio of the spread. The average of these RMSE differences 500 is approximately −8 × 10 −5 , with a standard deviation of approximately 10 −3 ; the ratio of spreads differs from 1.0 on average by about 4 × 10 −5 with a standard deviation of approximately 8 × 10 −4 . With these differences being very slight, we expect that increasing the integration time-step for the Runge-Kutta scheme to ∆ e = 10 −2 will not introduce any structural biases to twin experiments based on the discretization error.
We are secondly interested in seeing how the Euler-Maruyama scheme generating the ensemble compares with the bench-505 mark system when using a maximal time-step of ∆ e ∈ {10 −2 , 10 −3 }. In Fig. 7 , the test system uses the Euler-Maruyama scheme with time-step ∆ e = 10 −3 . Note, the scale for the RMSE difference in Fig. 7 matches the scale of the positive differences in Fig. 6 . However, the scale for the spread ratio in Fig. 7 differs from the scale in Fig. 6 by about an order of magnitude.
We find that in contrast to the coarse grained Runge-Kutta scheme, there is indeed structure in this plot, similar to the results in section 3.2. For low levels of diffusion, there is a clear bias introduced by the Euler-Maruyama scheme in which the ensemble 510 is artificially inflated, and as well has a lower overall accuracy (though by a small measure). However, it is also of interest that the performance of the Euler-Maruyama scheme and the benchmark system are almost indistinguishable for higher levels of diffusion. With a time-step of ∆ = 10 −3 , the Euler-Maruyama scheme achieves comparable performance with the benchmark approach for high levels of diffusion; however, there is clearly a bias introduced that systematically affects the filters' accuracy in a low-diffusion regime, in contrast with the last example.
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Next we turn our attention to Fig. 8 , where the test system uses the Euler-Maruyama scheme with a time-step of ∆ e = 10 −2 .
Here, a log scale is introduced in the measure of the RMSE difference, and a new linear scale for the spread ratio. We see the same structure of the bias introduced to the filter, where for low-diffusion levels there is a strong bias, sufficient to cause filter divergence in this configuration. However, for high-diffusion levels, this bias is less significant and the filter performance is roughly comparable to the benchmark system, with the difference being on the order of 10 −2 for s ≥ 0.5. We again see 520 the artificial effect of the inflation due to the Euler-Maruyama scheme in the spread of the ensemble, with the same structure present as in the last example. In Fig. 8 , the scale for the spread is also about an order of magnitude larger than in Fig. 7 .
Varying the truth-twin accuracy for data assimilation
Finally, we examine the effect of lowering the accuracy of the truth-twin on the test system's filter performance relative to the benchmark configuration. In each of the following figures, we again compare the RMSE and spread of the benchmark 525 configuration in Fig. 5 -in all cases the test system will generate the truth-twin using the order 2.0 Taylor scheme, with a coarser time step of ∆ t = 5 × 10 −3 . In this case, based on the estimate from Table 1 , the discretization error for the truth-twin is approximately equal to 8 × 10 −4 . In Fig. 9 , the Runge-Kutta scheme generates the ensemble with a step size of ∆ e = 10 −2 . The figure uses identical scales for both RMSE and spread as in Fig. 6 . The filtering statistics, with reduced accuracy of the truth-twin in conjunction with the 530 reduced accuracy Runge-Kutta scheme for the ensemble, are largely the same as in the case of the more accurate truth-twin.
The discretization error in the generation of the ensemble forecast is on the order of at most 8 × 10 −4 , but is usually lower for the smaller diffusion levels (see Table 1 ). The main distinction lies in that there is a clear separation of the spread ratio into the low-diffusion regime in which the spread of the coarse system is higher while the spread of the coarse system is lower for high-diffusion regime. The mean of the RMSE differences in Fig. 9 is approximately −5×10 −5 , while the standard deviation is 535 approximately 3×10 −3 . The difference of the spread from 1.0 is approximately 3×10 −4 on average, with a standard deviation of approximately 2 × 10 −3 .
As a final comparison with the benchmark system, in Fig. 10 the test system generates the ensemble by the Euler-Maruyama scheme with time-step ∆ e = 10 −3 . The scale for the RMSE differences is the same as in Fig. 6 , while the scale for the ratio of the spread is the same as in Fig. 7 . We note that the qualitative structure of the differences is close to that in Fig.7 , with a notable 540 difference. Here, the difference from the benchmark system at high-diffusion levels is relaxed, and the EnKF generated by the fine grained evolution under Euler-Maruyama at times performs better than the benchmark system, when there is the additional discretization error of the truth-twin. This may correspond to the fact that the discretization error for the truth-twin under the Taylor scheme is slightly higher with the higher diffusion levels. However, the overall bias introduced by the Euler-Maruyama scheme into the twin experiment seems to remain largely the same. We neglect a plot comparing the system in which the 545 ensemble is generated by the Euler-Maruyama scheme with step ∆ e = 10 −2 -this case is largely the same as results in Fig.   8 , with a similar pattern of filter divergence at low diffusion and relaxation at higher diffusion.
An efficient framework for twin experiments
We briefly consider the computational complexity of the Euler-Maruyama scheme in Eq. (6), the strong order 1.0 stochastic Runge-Kutta scheme in Eq. (8) and the strong order 2.0 Taylor scheme in Eq. (A39). We note that every one of these methods 550 applied in the L96-s system has a per-iteration complexity that grows linearly in the system dimension n. This is easy to see for the Euler-Maruyama scheme and is verified by, e.g., Hansen and Penland (2006) for the stochastic Runge-Kutta scheme.
On the other hand, it may appear that the numerical complexity of one iteration of the Taylor scheme is O(n 2 ) due to the multiplication of the vectors f and J p ∆ with the Jacobian ∇f . However, for any n ≥ 4, there are only four nonzero elements in each row of ∇f ; the sparsity of the Jacobian means that an efficient implementation of the matrix multiplication will only 555 grow in complexity at O(n).
However, there are significant differences in the number of iterations necessary to maintain a target discretization error over an interval [0, T ]. A typical forecast length for a twin experiment in the L96-s system of T ∈ [0.1, 0.5], corresponding to weakly and strongly nonlinear behavior respectively at the endpoints of this interval. The necessary number of iterations to produce a truth-twin with discretization error on O 10 −6 as in the usual Lorenz-96 system is around O 10 2 to O 10 3 integration 560 steps with the strong order 2.0 Taylor scheme. This is because, even with the order 2.0 strong convergence, the Taylor scheme has to compensate for the large constant term by dropping to a maximal step size of O 10 −4 . As a practical compromise, we suggest a higher target discretization error bounded by 10 −3 .
The order 2.0 Taylor scheme, with a maximal step size of ∆ t = 5 × 10 −3 , achieves a strong discretization error bounded by 10 −3 across all diffusion regimes. This level of strong discretization error is not possible with either the Euler-Maruyama or 565 Runge-Kutta schemes without dropping the maximal step size to at most 10 −3 , making the order 2.0 Taylor scheme a suitable choice for generating the truth-twin. On the other hand, in ensemble-based DA, the greatest numerical cost in a twin experiment lies in the generation of the ensemble forecast. Across the diffusion regimes, from weak s = 0.1 to strong s = 1.0, we have seen that the stochastic Runge-Kutta scheme achieves a weak discretization error bounded by 10 −3 when the maximal step size is ∆ e = 10 −2 . This suggests the use of a hybrid approach to simulation in which the Taylor and Runge-Kutta schemes are 570 used simultaneously for different scopes.
The combination of: (i) Truth-twin -Taylor, ∆ t = 5 × 10 −3 ; (ii) model-twin -Runge-Kutta ∆ e = 10 −2 maintains the target discretization error bounded by 10 −3 with relatively few computations. Moreover, using the Runge-Kutta scheme to generate the ensemble has the benefit that it is easy to formulate in vectorized code over the ensemble. In sections 3.2 and 3.3, we demonstrated that this configuration does not fundamentally bias the ensemble forecast or the DA cycle as compared with 575 more accurate numerical discretizations. While there were noted small differences in some of the short term forecast statistics, the climatological statistics remain largely the same. Likewise, the difference in the asymptotic filtering statistics appear to be tantamount to numerical noise when compared with a more accurate configuration. Given the results in section 3.2 on the differences for the short-range ensemble forecast statistics with the coarsely resolved Runge-Kutta scheme, we expect the conclusions to hold for standard DA twin experiments with forecasts of length T ∈ [0.1, 0.5].
4 Conclusion
In this work, we have examined the efficacy of several commonly used numerical integration schemes for systems of SDEs when applied to a standard benchmark toy model. This toy model, which we denote L96-s, has been contextualized in this study as an ideal representation of a multiscale geophysical model; this represents a system in which the scale separation between the evolution of fast and slow variables is taken to its asymptotic limit. This toy model, which is commonly used in benchmark 585 studies, represents a perfect-random model configuration for twin experiments. In this context, we have examined specifically:
(i) the modes and respective rates of convergence for each discretization scheme; and (ii) the biases introduced into ensemblebased forecasting and DA due to discretization errors. In order to examine the efficacy of higher order integration methods, we have furthermore provided a novel derivation of the strong order 2.0 Taylor scheme for systems with additive noise.
In the L96-s system, our numerical results have corroborated both the studies of Hatfield et al. (2018) and Frank and Gottwald 590 (2018) . We find that the Euler-Maruyama scheme actually introduces a systematic bias in the ensemble forecasting in the L96-s system. However, the effect of this bias on the DA cycle also strongly depends on the observation, and to a larger extent, model uncertainty. When the intensity of the model uncertainty, governed by the strength of the diffusion coefficient, is increased, we often see low-precision numerics performing comparably to higher-precision discretizations in the RMSE of filter twin experiments. However, in lower model uncertainty regimes and with low precision numerics, the bias of the Euler-Maruyama 595 scheme is sufficient to produce filter divergence.
Weighing out the overall numerical complexity of each of the methods, and their respective accuracies in terms of mode of convergence, it appears that a statistically robust configuration for twin experiments can be achieved by mixing integration methods targeted for strong or weak convergence respectively. Specifically, the order 2.0 strong Taylor scheme provides good performance in terms of strong convergence when the time-step is taken ∆ ∈ 10 −3 , 5 × 10 −3 . This guarantees a bound on the 600 path-discretization error below 10 −3 . On the other hand, the extremely generous coefficient in the bound for weak discretization error for the Runge-Kutta scheme makes this method attractive for ensemble-based forecasting and deriving sample-based statistics. While the performance depends strongly on the overall level of diffusion, a time-step of ∆ ∈ 10 −3 , 10 −2 bounds the weak convergence discretization error by 10 −3 for all of the studied diffusion levels.
Generally, it appears preferable to generate the ensemble forecast with the Runge-Kutta scheme and step size ∆ = 10 −3 .
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However, we find that the slight increase of error in the ensemble forecast by increasing the step size of the stochastic Runge-Kutta scheme to ∆ = 10 −2 does not add any systematic bias. This is observed in terms of the short-time-scale forecast statistics, the long-time-scale climatological statistics and in the filtering benchmarks. In all cases, it appears that additional variability is introduced in the form of noise, yet this appears to be largely unbiased, random numerical error. In contrast, with the Euler-Maruyama scheme we observe structural bias in the low-diffusion regimes which is enough to cause filter divergence when the stringent benchmark for filters in systems with less overall noise, especially due to the diffusion in the state evolution. There appears to be some relaxing of the RMSE benchmark when diffusion is high and the accuracy of truth-twin is low -in these cases we see lower RMSE overall for the coarsely evolved filters than in the benchmark system.
Therefore, we suggest a consistent and numerically efficient framework for twin experiments in which one produces the truth-twin with the order strong 2.0 Taylor scheme and a time-step of ∆ = 5 × 10 −3 and the stochastic Runge-Kutta scheme 620 with a time-step of ∆ = 10 −2 . In all diffusion regimes, this guarantees that the discretization error is bounded by 10 −3 , and most importantly, does not bias the filter results versus the more accurate benchmark system presented in this work. As the greatest computational expense for a twin experiment in the L96-s system is the ensemble generation, even as the system dimension n grows, this allows for statistically robust and computationally cheap filter benchmarks to be performed.
As possible future work, we have not addressed the efficacy of weak schemes that are not guaranteed to converge to any 625 path whatsoever. Particularly, of interest to the DA community and geophysical communities in general may be the following question: can generating ensemble forecasts with weak schemes reduce the overall cost of the ensemble forecasting step by neglecting the accuracy of any individual forecast, while maintaining a better accuracy and consistency of the ensemble-based statistics themselves. Weak schemes often offer many reductions in the numerical complexity due to reducing the goal to producing an accurate forecast in distribution alone. Some methods that will be of interest for future study include, e.g., the 630 order 3.0 weak Taylor scheme with additive noise (Kloeden and Platen, 2013) [see page 369] or the order 3.0 weak Runge-Kutta scheme page (Kloeden and Platen, 2013) [see page 488]. Additionally, it may be of interest to study other efficient, higher order strong Runge-Kutta schemes as discussed by Rößler (2010) .
Code Availability
The current version of model is available from the project website: https://zenodo.org/badge/latestdoi/200740302 under the 635 MIT License. The exact version of the model used to produce the results used in this paper is archived on Zenodo (Grudzien, 2019) , as are scripts to run the model and produce the plots for all the simulations presented in this paper (Grudzien, 2019) .
Appendix A: Deriving the order 2.0 strong Taylor rule for L96-s
A1 The abstract integration rule
We consider the SDE in Eq. (5), in the case where the noise covariance is scalar, though possibly of time dependent intensity:
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S will be assumed equal to s(t)I n for some scalar function s : R + → R + . Suppose the state of the i-th component of the model at time t k is given by x i (t k ) x i k and ∆ t k+1 −t k . From page 359 of Kloeden and Platen (2013) , the order 2.0 strong Taylor integration rule for x k in Eq. (5) is written componentwise as
where the right-hand side of Eq. (A1) is evaluated at (x k , t k ) and the terms are defined as follows:
1. term (A1a) is the deterministic second order Taylor method. The differential operator L 0 , defined on page 339 of Kloeden and Platen (2013) , in the case of autonomous dynamics (f (x, t) = f (x)) with additive noise (S(x, t) = S(t)), reduces
is a one dimensional Wiener process. By definition, W i (0) = 0 with probability one and W i ∆ is a mean zero, Gaussian distributed random variable with variance equal to ∆;
3. for each l, j, the differential operators L l , L j are defined on page 339 of Kloeden and Platen (2013) . In the case of additive noise with scalar covariance (S(x, t) = s(t)I n ), these operators reduce to 655 L m s∂ x m for any 1 ≤ m ≤ n;
4. for each l, j the terms J (j,0) , J (l,j,0) , defined in pages 200 -201 of Kloeden and Platen (2013) , describe a recursive formulation of multiple Stratonovich integrals of the component random variables of W (t), over an interval of [0, ∆].
These are given as
We write the expansion of B(t) component-wise as
The random Fourier coefficients a j,r , b j,r are defined for each r ∈ N + ,
as pairwise independent, Gaussian distributed random variables,
The convergence of the right-hand side of Eq. (A5) to the left-hand side is in the mean-square sense (L 2 norm) and uniform in t. From the Fourier coefficients, for each j, we define a j , b j ,
and the auxiliary coefficients as,
r r 2 − q 2 (ra l,r a j,q + qb l,r b j,q ) .
(A12)
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Expanding Eq. (A1) in the above defined terms gives an explicit integration rule that has strong convergence on order 2.0 in the maximum step size. The subject of the next section is utilizing the symmetry and the constant/ vanishing derivatives of the Lorenz-96 model to derive significant reductions to the above general rule.
A2 Deriving reductions to the rule for L96-s
We note that
from which we derive
The constancy of the second derivatives in Eq. (A14) will allow us to simplify the expressions in term (A1b). Specifically, notice that
such that the sum n l,j=1 L l L j f i J (l,j,0) reduces to n l,j=1
We are thus interested in reducing the terms of Eq. (A16) via anti-symmetry within J(l, j, 0) with respect to the arguments l, j.
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and combining these relationships with the definition in Eq. (A4b), we find J (l,j,0) + J (j,l,0) =∆W l ∆ W j ∆ − J (l,0,j) + J (0,l,j) + J (j,0,l) + J (0,j,l) .
Notice that from Eqs. (A4c) and (A4d), the sum J (l,0,j) + J (0,l,j) contains the terms on the left-hand side of Eq. (A20),
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Combining terms as in the left-hand side of Eq. (A20), and substituting the right-hand side of the terms in Eq. (A20) we derive that
Note then, from Eq. (A19), we need to combine the terms of the symmetric sum in l, j, J (l,0,j) + J (0,l,j) + J (j,0,l) + J (0,j,l) .
We thus use the anti-symmetry in the terms in Eq. (A21) to make further reductions. Note that from Eq. (A4e) we have 1 2 a l J (0,j) = ∆ 4 a l W j ∆ − a l a j .
Therefore, the symmetric sum in l, j of 1 2 a l J (0,j) is given by 1 2 a l J (0,j) + 1 2 a j J (0,l) = ∆ 4 a l W j ∆ − a l a j + a j W l ∆ − a j a l = ∆ 4
Thus using Eq. (A24), the symmetric sum of term (A21b) in l, j equals
Likewise, taking the sum of term (A21c) symmetrically in l, j equals
J (j,0,l) + J (0,j,l) to derive J (l,0,j) + J (0,l,j) + J (j,0,l) + J (0,j,l)
Finally, using Eq. (A27), let us define the symmetric function in (l, j), Ψ (l,j) =∆W l ∆ W j ∆ − J (l,0,j) + J (0,l,j) + J (j,0,l) + J (0,j,l)
from the above definition and Eq. (A16), we recover the expression n l,j=1
L l L j f i J (l,j,0) =s 2 Ψ (i−1,i+1) − Ψ (i−2,i−1) . 
Using the above definitions, we can write the integration rule in a matrix form as
Once again, the term (A31a) is the standard deterministic order 2.0 Taylor rule but written in matrix form. On the other hand, 745 the additional term (A31b) resolves at second order the SDE form of L96 with additive noise of scalar covariance (L96-s).
It is important to note that while µ j,p , φ j,p are defined as an infinite linear combination of the random Fourier coefficients, we take µ j,p and φ j,p as drawn iid from the standard Gaussian distribution and use their functional relationship to the Fourier coefficients to approximate the Stratonovich integral. The coefficients ρ p and α p normalize the variance of the remainder term in the truncation of the Brownian bridge process to the finite sum W j,p t . Using the above defined random variables in Eq. (A33), and auxiliary, deterministic variables in Eq. (A34), we will define the p-th approximation of the multiple Stratonovich 765 integrals in Eqs. (A4e) -(A4c). For any p ∈ N + , and for each j = 1, · · · n, we can recover the term b j directly from the functional relationships in Eq. (A33), and a j by the relationship on page 203 of Kloeden and Platen (2013) , 
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The auxiliary function C l,j is truncated at the p-th order, defined on page 203 of Kloeden and Platen (2013) , as C p l,j −1 2π 2 p r,q=1 & r =q r r 2 − q 2 1 q ζ l,r ζ j,q + 1 r η l,r η j,q .
While the choice of p modulates the order of approximation of the Stratonovich integrals, it is important to note, in our case the choice of p > 1 is unnecessary. Actually, all terms in the Stratonovich integrals in the integration rule we have derived are exact except for the terms of C p l,j . Up to a particular realization of the random variables, a j and b j are constructed identically 775 from the full Fourier series. It is thus only the terms of C p i,j that are truncated, and this approximation appears at order 2.0 in the integration step. Therefore, up to a constant that depends on p, the approximation error of the Stratonovich integrals is also at order 2.0. Note that, by definition, when p = 1 C p l,j ≡ 0 for all l, j = 1, · · · , n. Therefore, we may eliminate this term in our finite approximation without loss of the order of convergence.
For simplicity, at each integration step for each j = 1, · · · n, r = p = 1, we may draw n × (2p + 3) = n × 5 iid standard 780 Gaussian random variables, ξ j , ζ j,r , η j,r , µ j,p and φ j,p , to obtain an approximation of the recursive Stratonovich integrals in Eq. (A4). For each j we will make substitutions as described in Eq. (A34) -(A35) to obtain the final integration rule. Using the simplifications made to the rule in section A.A2, and the above discussion, we define
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Finally, we define the following random vectors . . .
Ψ p
(n−2,n−1) 
such that we obtain the integration rule in matrix form,
The constants ρ p and α p can be computed once for all steps with truncation can be taken at p = 1 such that ρ p = 1 12 − 1 2π 2 ; α p = π 2 180 − 1 2π 2 .
Then, for each step of size ∆, we can follow the rule outlined in Eq. (14).
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