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Abstract. Next-basket recommendation considers the problem of rec-
ommending a set of items into the next basket that users will purchase
as a whole. In this paper, we develop a new mixed model with prefer-
ences and hybrid transitions for the next-basket recommendation prob-
lem. This method explicitly models three important factors: 1) users’
general preferences; 2) transition patterns among items and 3) transi-
tion patterns among baskets. We compared this method with 5 state-
of-the-art next-basket recommendation methods on 4 public benchmark
datasets. Our experimental results demonstrate that our method signifi-
cantly outperforms the state-of-the-art methods on all the datasets. We
also conducted a comprehensive ablation study to verify the effectiveness
of the different factors.
1 Introduction
Next-basket recommendation [8,13,16] considers the problem of recommending
a set of items into the next basket that users will purchase as a whole, based on
the baskets of items that users have purchased. It is different from the conven-
tional top-N recommendation problem in recommender systems, in which users
will purchase a single item at each time. Next-basket recommendation has been
drawing increasing attention from research community due to its wide appli-
cations in grocery retails [8,16], fashion industry [5] and tourism industry [11],
etc., where multiple products or services are typically compounded. Traditional
methods [1] developed for top-N recommendation do not necessarily work for
the next-basket recommendation problem, because they typically cannot model
the synergies among items within a same set/as a whole, and they do not model
transitions among sets of items. Existing next-basket recommendation meth-
ods [8,16] often focus on modeling the dynamics between different baskets, but
are not always comprehensive or effective to incorporate or model various im-
portant factors that may determine next baskets.
In this paper, we develop a new mixed model with preferences and hybrid
transitions (M2pht) for the next-basket recommendation problem. M2pht 1 mod-
els three important factors in order to generate next-basket recommendations
1Source code will be publicly available upon the acceptance of this paper.
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for each user. The first factor is users’ general preferences, which will measure
personal user preferences that tend to remain consistent across multiple baskets
during a certain period of time. The second factor is the transition patterns
among items across baskets, which will capture the nonlinear transition dy-
namics on single items over different baskets. The third factor is the transition
patterns among baskets, which will represent the recurrent transition dynam-
ics along a sequence of baskets. These three factors will be combined together
using weights that are determined by the two types of transition patterns in
order to recomemnd items into the next basket. We compare M2pht with 5 most
recent, state-of-the-art methods on 4 public benchmark datasets. Our experimen-
tal results demonstrate that M2pht significantly outperforms the state-of-the-art
methods on all the datasets. We also conduct a comprehensive ablation study to
verify the effectiveness of the different factors. The major contributions in this
paper are as follows:
– To the best of our knowledge, M2pht is the first method that explicitly mod-
els user general preferences and transition patterns both among items across
baskets and among baskets for the next-basket recommendation problem.
– M2pht achieves superior recommendation results, and the ablation study en-
ables important insights on the three factors.
– We discuss the experimental protocols that are typically used in next-basket
recommendation, and argue and use the more appropriate protocol in our
experiments.
– We identify and discuss the relations between M2pht and group-based recom-
mendation, and its relation with federated learning. We show its potential to
be implemented in a large, distributed system.
2 Related Work
2.1 Next-basket Recommendation
Numerous next-basket recommendation methods have been developed, partic-
ularly using Markov Chains (MCs), Recurrent Neural Networks (RNNs) and
popularity of items etc. Specifically, MCs-based methods, such as factorized per-
sonalized markov chains (FPMC) [13], uses MCs to model the pairwise item-item
transition patterns to recommend the next item or the next basket of items
for each user. Recently, RNN-based methods have been developed for the next-
basket recommendation. For instance, Yu et al. [16] used RNNs to model users’
dynamic short-term preference at different timestamps. Hu et al. [8] developed
an encoder-decoder RNN method Sets2Sets. Sets2Sets employed an RNN as
encoder to learn users’ dynamic preference at different timestamps and another
RNN as decoder to generate the recommendation score from the learned pref-
erences for each recommendation candidate. Sets2Sets has been demonstrated
as the state of the art, and outperforms an extensive set of existing methods.
Besides these model-based methods, people also used simplistic popularity-based
methods such as popularity on people (POP) [8] and popularity on each person
(POEP) [8] for the next-basket recommendation. POP ranks items based on their
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popularity among all the users and recommend the top-k most popular items
to each user. POEP is the personalized version of POP. It ranks items based on
their popularity of each user and recommends the top-k most popular items
of each user. These two simplistic popularity-based methods have been demon-
strated with great performance on the next-basket recommendation on the recent
work [8].
2.2 Sequential Recommendation
Sequential recommendation is to generate the recommendation of the next items
based on users’ historical interactions as in a sequence. This task is closely related
to the next-basket recommendation. The sequential recommendation methods
focus on capturing the sequential dependencies among individual items instead
of baskets. In the last few years, numerous sequential recommendation meth-
ods have been developed, particularly using neural networks such as Recurrent
Neural Networks (RNNs), Convolutional Neural Networks (CNNs) and atten-
tion or gating mechanisms, etc. RNNs-based methods such as GRU4Rec [7] and
GRU4Rec+ [6] employed gated recurrent units (GRUs) to capture the users’
dynamic short-term preferences over items. Recently, CNN-based and attention-
based methods have been developed for sequential recommendation. For exam-
ple, Tang et al. [14] developed a convolutional sequence embedding recommen-
dation model (Caser), which uses convolutional filters on the most recent items
to extract union-level features from these items. Kang et al. [9] developed a self-
attention based sequential model (SASRec), which uses attention mechanisms to
capture the most informative items in users’ historical interactions to generate
recommendations. Most recently, Ma et al. [12] developed a hierarchical gating
network (HGN), which uses gating mechanisms to identify important items and
generate recommendations.
3 Definitions and Notations
In this paper, the historical interactions (e.g., purchases, check-ins) of user i in
chronological order are represented as a sequence of basketsBi={bi(1), bi(2), · · · },
where bi(t) is a basket and contains one or more items in the t-th interaction.
Note that there may be multiple, same items in each basket. The number of
baskets in Bi and the number of items in bi(t) is denoted as Ti and ni(t), respec-
tively. When no ambiguity arises, we will eliminate i in Bi/bi(t), Ti and ni(t).
In this paper, all the vectors are by default row vectors and represented using
lower-case bold letters; all the matrices are represented using upper-case letters.
The key notations are listed in Table 1.
4 Methods
M2pht generates recommendations for the next basket of items for each user using
three factors: 1) users’ general preferences, 2) the transition patterns among
4 Bo. et al.
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Fig. 1: M2pht Model Architecture
Table 1: Notations
notations meanings
m/n number of users/items
Bi the basket sequence of user i
bi(t) the t-th basket of user i
Ti the number of baskets in Bi
ni(t) the number of items in bi(t)
ri the vector representation of the basket bi(Ti)
rˆij the recommendation score for user i on item j
E the item embedding matrix
Q, P learnable parameters in the gating network
items across baskets and 3) the transition patterns among baskets. These three
factors will be used to calculate a recommendation score for each candidate item
for the next basket. Figure 1 presents the M2pht model architecture.
4.1 Users’ General Preferences (UGP)
Previous studies have shown that users’ interactions are significantly affected
by their general preferences [5,8]. Therefore, we explicitly model the general
preferences of users, denoted as UGP, in M2pht. We use the frequencies of the
items that each user has interactions with to represent users’ general preferences.
Given each user’s historical interactions, his/her general preference is represented
as a vector p = [p1, p2, · · · , pn] ∈ R1×n, where
pj =
nj∑
j nj
, (1)
and nj is the total number of interactions with item j of the user among all
his/her interactions, and thus pj ≥ 0,
∑
j pj = 1. The underlying assumption is
that if a user has many interactions with an item, the user has a high preference
on the item. Here, we do not weigh the interactions on items differently based
on when they occur. This is because in real applications, we typically only use
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the data in the past, relatively short period of time (e.g., a few months) to train
recommendation models. In this short period, we can assume that most of the
users will not have their general preferences changed dramatically, and thus all
their interacted items will contribute to their UGP estimation equally.
4.2 Transition Patterns among Items (TPI)
It has been shown [14] that there are transition patterns among items in rec-
ommendation datasets, that is, users tend to purchase a particular item after
purchasing certain items. However, most of the existing next-basket recommen-
dation methods [16,8] do not fully model those patterns. We explicitly model the
item transitions, denoted as TPI, and their effects on the next basket in M2pht.
We first represent the items aggregated over all the baskets of each user using
a vector g = [g1, g2, · · · , gj , · · · , gn] ∈ R1×n, where gj is the total number of
interactions with item j of the user among all his/her baskets, weighted by a
time-decay parameter, that is,
gj =
T∑
t=1
γT−t1(item j ∈ b(t)), (2)
where γ ∈ (0, 1) is the time-decay parameter to emphasize the items in the most
recent interactions, and 1(x) is an indicator function (1(x) = 1 if x is true, oth-
erwise 0). The assumption of using the time-decay parameter is that in general,
the recent interacted items effect the next basket of items more significantly than
the items interacted much earlier.
Given g, we learn the hidden representation of the next basket hg via a
fully-connected layer as follows:
hg = tanh(gW ), (3)
where W is a learnable weight matrix and tanh() is the non-linear activation
function. Thus, the fully-connected layer represents the transition from all pre-
vious items to the items in the next basket. Here, we don’t explicitly normalize g
because it’s used as the input to a fully-connected layer, the learnable parameter
W will accommodate the normalization.
4.3 Transition Patterns among Baskets (TPB)
Another factor we model in M2pht is the transition patterns among baskets. Re-
cent work [16,8] uses RNNs to implicitly model those patterns. In these methods,
the representation of the basket at each timestamp is recurrently fed into a RNN
unit (e.g., GRU) to generate the hidden representation of the basket at the next
timestamp. In M2pht, we follow this idea and train an RNN to model the transi-
tions among baskets, denoted as TPB. Specifically, we learn an item embedding
matrix E ∈ Rn×d, in which each row is the embedding of an item. Given E,
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we represent a basket b(t) using an embedding ot that is learned from all the
involved items in b(t) via mean pooling as follows:
ot = mean([e1, e2, ·, en(t)]) = {avg∀jej,1, avg∀jej,2, · · · , avg∀jej,d}, (4)
where ej (j = 1, · · · , nt) is the embedding of an item in b(t), the avg opera-
tion calculates the average value in each dimension in all the item embeddings
[e1, e2, ·, en(t)]. The mean pooling averages the information from each involved
item to represent the basket of items. Given ot, the hidden representation of the
next basket hbt+1 is generated using GRU as follows:
hbt+1 = GRU(h
b
t ,ot), (5)
where the GRU learns the transition patterns among baskets.
4.4 Gating Networks for Recommendation Scores
In order to combine users’ general preferences, transition patterns among items
and transition patterns among baskets to calculate the final recommendation
scores, we follow the idea of gating networks [12]. Specifically, we calculate the
final recommendation score rj for each user on item j using the representation
p generated from UGP, the hidden representation hg generated from TPI, and
the hidden representation hbT generated from TPB. We first use h
g and hbT to
calculate the recommendation score s for each recommendation candidate based
on transition patterns only. The s is a vector in which the value in the j-th
dimension is the recommendation score of item j. The s is calculated as follows:
s = softmax([hg,hbT ]A), (6)
where A ∈ R2d×n is a learnable matrix, [a,b] denotes the operation that con-
catenates vector a and b horizontally.
After generating s, we further combine it with p to generate the final recom-
mendation score rˆ as follows:
rˆ = αs+ (1− α)p, (7)
where α represents the importance of the transition patterns and is calculated
from the following gate:
α = σ([hg,hbT ]Q+ pP ), (8)
where σ() is the sigmoid function, Q and P are learnable weight matrices.
4.5 Network Training
We adapt the least-squared loss and minimize the loss to force the recommen-
dation scores of interacted items higher than those of the non-interacted items.
The objective function is as follows,
argmin
Θ
m∑
i=1
‖rˆi − ri‖2 + λ‖Θ‖2, (9)
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where m is the number of users to recommend baskets to, rˆi and ri are for the
i-th users, Θ is the set of the parameters, λ is the regularization parameter and
ri is the vector representation of the set of items in bi(T ), in which the dimension
j is 1 if item j is in bi(T ) or 0 otherwise. Here we don’t consider the frequencies
of individual items in the baskets (i.e, ri is binary). This is because in such
recommendations, we do not care or predict the frequencies of the recommended
items in the next basket.
5 Experimental Settings
5.1 Baseline Methods
We compare M2pht with five state-of-the-art baseline methods.
– POP [8] ranks items based on their popularity among all the users and recom-
mends the top-k most popular items to each user.
– POEP [8] ranks items based on their popularity on each user and recommends
the personalized top-k most popular items to each user.
– Dream [16] uses recurrent neural networks (RNNs) to recurrently generate
users’ preferences at different timestamps. It uses the most recent hidden
state of RNNs to generate the recommendation scores and recommends the
items with top-k scores.
– FPMC [13] models users’ long-term preferences and the transition patterns of
items using the first-order markov chain and matrix factorization.
– Sets2Sets [8] adapts the encoder-decoder RNNs to model the short-term
preferences and the repeated behaviors of users. It achieves the state-of-the-
art performance on the next-basket recommendation.
5.2 Datasets
We evaluate the methods on 4 public, real datasets: TaFeng 2, TMall 3, sTMall 3,
and Gowalla 4. The TaFeng dataset is published by a grocery Ta Feng. The TMall
and sTMall datasets are published by the e-commerce company Alibaba. These
datasets contain the transactions of items that each user has purchased in each
basket with timestamps. The TaFeng dataset contains transactions of 4 months
(i.e., 11/1/2000 to 02/28/2001) and the TMall dataset contains transactions of
5 months (i.e., 07/01/2015 to 11/31/2015). The sTMall dataset is a subset of
the original TMall dataset and contains the transactions during the same period
(i.e., 07/01/2015 to 11/31/2015). The Gowalla dataset is a place-of-interests
dataset constructed by Cho et al. [2], and contains user-venue check-in records
with timestamps. Similarly to Ying et al. [15], we focus on the records generated
in the last 10 months (i.e., 01/01/2010 to 10/31/2010) on this dataset. Following
previous work [15,11], we filter out infrequent users with fewer than 10, 20 and
2https://www.kaggle.com/chiranjivdas09/ta-feng-grocery-dataset
3https://tianchi.aliyun.com/dataset/dataDetail?dataId=42
4https://snap.stanford.edu/data/loc-Gowalla.html
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Table 2: Dataset Statistics
dataset #items #baskets #users #items/basket #baskets/user
TaFeng 10,829 97,509 16,788 6.72 5.81
TMall 21,812 360,587 28,827 2.41 12.51
sTMall 104,266 2,052,959 214,105 2.01 9.59
Gowalla 26,529 902,505 26,822 1.77 33.65
The columns corresponding to #items, #baskets, #users, #items/basket and #bas-
kets/user have the number of items, the number of baskets over all users, the number
of users, the average number of items per basket and the average number of baskets
per user, respectively.
15 items from the original TaFeng, TMall and Gowalla dataset, respectively. We
also filter out infrequent items interacted by fewer than 10, 20 and 25 users from
the TaFeng, TMall and Gowalla dataset, respectively. Additionally, we filter out
users with fewer than 2 baskets. In the TMall dataset, however, we found that
using 20 as the threshold on users and items leads to many users and items
removed. Therefore, we also apply a smaller threshold 10 on users and items to
preprocess the original TMall dataset and thus result in the sTMall dataset. The
statistics of the preprocessed datasets are presented in Table 2.
5.3 Experimental Protocol
Similarly to Le et al. [11], we split the four preprocessed datasets as follows:
for the TaFeng dataset, we use the transactions in the first 3 months as the
training set, the transactions in the following 0.5 month as the validation set,
and the transactions in the last 0.5 months as the testing set. For TMall and
sTMall datasets, we use the transactions in the first 3.5 months as the training
set, the transactions in the following 0.5 month as the validation set, and the
transactions in the last 1 month as the testing set. For the Gowalla dataset,
We use the records in the first 8 months as the training set, the records in the
following 1 month as the validation set, and the records in the last 1 month as the
testing set. We split the datasets in this way to guarantee that all the interactions
in the testing set occur after the interactions in the training and validation sets.
A detailed discussion about different experimental protocols is presented later
in the Section 7.1. We denote the baskets in the training, validation and testing
set as training baskets, validation baskets and testing baskets, respectively. We
denote the users that have interactions in the training, validation and testing
set as training, validation and testing users, respectively. Please note that a user
can be both training and testing user if he/she has interactions in both training
and testing sets. During training, we only use the interactions in the training
baskets to estimate users’ general preferences. We tune the parameters using
grid search and use the best parameters in terms of recall@5 on the validation
set during testing for the M2pht and all the baseline methods. Following previous
work [14,9,12], during the testing, we use the interactions in both training and
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validation sets to train the model and evaluate the model on the first testing
basket of testing users.
5.4 Evaluation Metrics
We use recall@k to evaluate the different methods. For each user, recall measures
the proportion of all the ground-truth interacted items in a testing basket that
are correctly recommended. We denote the set of k recommended items and the
set of the items in the the ground-truth basket as Rk and S, respectively. Given
Rk and S, recall@k is calculated as follows:
recall@k =
|Rk ∩ S|
|S| , (10)
where Rk ∩S is the intersection between the two sets and |S| denotes the size of
the set S. We report in the experimental results the recall@k values that are cal-
culated as the average over all the testing users. Higher recall@k indicates better
recommendation performance. High recall@k values with a small k indicate that
the most relevant items are recommended at very top.
6 Experimental Results
6.1 Overall Performance
Table 3 presents the overall performance of all the methods on the 4 datasets. We
tune the parameters using grid search for M2pht and all the other baseline meth-
ods, and report the best results in this Table. We report the parameters that
achieve the reported performance in Section A in the Appendix. For Sets2Sets,
we use the implementation provided by the authors. However, this implementa-
tion raises memory issues on the largest dataset sTMall. Therefore, we report
out of memory (OOM) for Sets2Sets on sTMall.
Table 3 shows that in terms of recall@5 and recall@10, M2pht achieves the
best performance on all the datasets with significant improvement compared to
the second best method (11.7% improvement on average at recall@5 and 11.4%
improvement on average at recall@10 over all the 4 datasets). Particularly, on
the largest dataset sTMall, M2pht achieves substantial, significant improvement
of 14.5% over the second best method at recall@5, and 16.1% at recall@10. On
the most widely used benchmark dataset TaFeng, M2pht achieves the best im-
provement of 16.7% at recall@5, and this is the best improvement at recall@5
among all the datasets. M2pht also achieves substantial, significant improvement
of 12.2% at recall@10 on TaFeng. On Gowalla, M2pht outperforms the second
best method POEP with 1.8% improvement at recall@5. Although the improve-
ment is not significant, the result at recall@10 (i.e., 2.2% improvement) shows
significance. These results demonstrate the strong performance of M2pht.
In terms of recall@20 and recall@40, M2pht achieves the best performance on
TaFeng, sTMall and Gowalla, and the second best on the rest TMall dataset. In
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Table 3: Overall Performance Comparison
dataset method recall@5 recall@10 recall@20 recall@40
TaFeng
POP 0.0844 0.0962 0.1158 0.1397
POEP 0.0846 0.1179 0.1533 0.1884
Dream 0.0686 0.0910 0.1173 0.1462
FPMC 0.0862 0.0971 0.1128 0.1472
Sets2Sets 0.0822 0.1221 0.1710 0.2388
M2pht 0.1006 0.1370 0.1890 0.2533
imprv 16.7%* 12.2%* 10.5%* 1.7%*
TMall
POP 0.0832 0.0847 0.0857 0.0919
POEP 0.1040 0.1232 0.1488 0.1589
Dream 0.0858 0.0904 0.0968 0.1075
FPMC 0.0827 0.0855 0.0896 0.0965
Sets2Sets 0.0803 0.1209 0.1678 0.2277
M2pht 0.1185 0.1419 0.1650 0.1815
imprv 13.9%* 15.2%* -1.7% -20.3%*
sTMall
POP 0.0866 0.0903 0.0930 0.0964
POEP 0.0871 0.1056 0.1182 0.1222
Dream 0.0883 0.0908 0.0947 0.0997
FPMC 0.0775 0.0786 0.0807 0.0831
Sets2Sets OOM OOM OOM OOM
M2pht 0.1011 0.1226 0.1416 0.1533
imprv 14.5%* 16.1%* 19.8%* 25.5%*
Gowalla
POP 0.0096 0.0231 0.0392 0.0547
POEP 0.4545 0.5122 0.5560 0.5790
Dream 0.2336 0.2751 0.3105 0.3450
FPMC 0.2328 0.2882 0.3344 0.3881
Sets2Sets 0.4043 0.4867 0.5478 0.5898
M2pht 0.4626 0.5234 0.5687 0.6020
imprv 1.8% 2.2%* 2.3%* 2.1%*
The best performance under each metric in each dataset is bold. The
second best performance is underline. The “imprv” presents the im-
provement from M2pht over the second best method. “OOM” stands for
out of memory. The ∗ indicates that the improvement is statistically
significant at 95% confidence level.
particular, on the largest dataset sTMall, the improvement at recall@20 (19.8%)
and recall@40 (25.5%) is even higher than that at recall@5 and recall@10. This
indicates that M2pht can accurately rank the items that are actually purchased
later on very top of the recommendation list. On TMall, M2pht does not outper-
form Sets2Sets at recall@20 and recall@40, while it substantially outperforms
Sets2Sets at recall@5 and recall@10 (47.6% and 17.4% improvement, respec-
tively). This indicates that M2pht accurately identifies the few items that are
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actually purchased later and rank them on very top of the recommendation list;
other methods may identify such items but rank them much lower in the recom-
mendation list. In real applications, we believe M2pht is more desirable due to
its very prioritized recommendation lists.
Between the two popularity-based methods POP and POEP, POEP consistently
outperforms POP on all the datasets in terms of all the metrics. The difference
between POEP and POP is that POEP recommends the most popular items of
each customer to that customer, while POP recommends the most popular items
among all the customers. POEP also outperforms other model-based methods
except M2pht on 2 datasets at recall@5 (TMall, Gowalla) and 3 datasets at
recall@10 (TMall, sTMall and Gowalla). On TaFeng, POEP is very comparable
to the second best method. These results demonstrate that popularity-based
personalization is an effective strategy in basket recommendation.
In Table 3, we also note that M2pht significantly outperforms the best popularity-
based method POEP on all the datasets. On average, it achieves 12.7%, 12.4%,
14.1% and 19.5% improvement in terms of recall@5, recall@10, recall@20 and
recall@40, respectively, on the 4 datasets compared to POEP. The improvement
increases in general when the k in recall@k increases. The key difference between
M2pht and POEP is that M2pht models the transition patterns and users’ general
preferences, whereas POEP only models users’ general preferences. This indicates
the importance of transition patterns in sequence-based basket recommendation.
The three model-based methods Dream, FPMC and Sets2Sets all model transi-
tion patterns in various ways. Among them, Sets2Sets performs the best. The
M2pht model still outperforms Sets2Sets on all the datasets with 28.1% and
12.4% improvement on average in terms of recall@5 and recall@10, respectively.
The key differences between M2pht and Sets2Sets are 1) M2pht models tran-
sition patterns among both items and baskets, while Sets2Sets only models
transition patterns among baskets, and 2) when calculating the recommenda-
tion scores, M2pht learns a single weight on each user (i.e., α in Equation 7),
but Sets2Sets learns different weights for different items on each user. Given
the sparse nature of the recommendation datasets, weights for different items on
each user may not be well learned, and thus such weights may not necessarily
help better differentiate user preferences over items but may actually distort the
item distributions from their true values.
6.2 Ablation Study
We conduct an ablation study to verify the effectiveness of the different factors
(i.e., UGP, TPI, TPB) in M2pht. We present the recommendation results generated
from all possible combinations of these factors in Table 4. Note that in this Table,
for example, UGP+TPI means two factors – general preferences and transition
patterns among items – are considered and learned together, not that these two
factors are learned separately. Also note that UGP recommends the personalized
most popular items to each user, and thus it is identical to POEP.
Table 4 shows that UGP is a strong baseline for all the methods on all the
datasets. This indicates the importance of general preferences in recommenda-
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Table 4: Results from Ablation Study
dataset factors recall@5 recall@10 recall@20 recall@40
TaFeng
UGP 0.0846 0.1179 0.1533 0.1884
TPI 0.0846 0.0977 0.1204 0.1448
TPB 0.0838 0.0975 0.1194 0.1537
UGP+TPI 0.0921 0.1333 0.1749 0.2182
UGP+TPB 0.0969 0.1354 0.1757 0.2219
TPI+TPB 0.0808 0.0982 0.1200 0.1485
M2pht 0.1006 0.1370 0.1890 0.2533
TMall
UGP 0.1040 0.1232 0.1488 0.1589
TPI 0.0834 0.0853 0.0870 0.0905
TPB 0.0817 0.0829 0.0855 0.0910
UGP+TPI 0.1136 0.1384 0.1655 0.1832
UGP+TPB 0.1175 0.1392 0.1604 0.1749
TPI+TPB 0.0827 0.0846 0.0878 0.0936
M2pht 0.1185 0.1419 0.1650 0.1815
sTMall
UGP 0.0871 0.1056 0.1182 0.1222
TPI 0.0878 0.0900 0.0942 0.1006
TPB 0.0855 0.0882 0.0931 0.1018
UGP+TPI 0.1011 0.1226 0.1416 0.1535
UGP+TPB 0.1018 0.1226 0.1415 0.1533
TPI+TPB 0.0874 0.0895 0.0937 0.1011
M2pht 0.1011 0.1226 0.1416 0.1533
Gowalla
UGP 0.4545 0.5122 0.5560 0.5790
TPI 0.0173 0.0301 0.0434 0.0640
TPB 0.0173 0.0301 0.0434 0.0640
UGP+TPI 0.4620 0.5202 0.5660 0.5908
UGP+TPB 0.4617 0.5226 0.5690 0.6017
TPI+TPB 0.0173 0.0301 0.0434 0.0640
M2pht 0.4626 0.5234 0.5687 0.6020
M2pht is identical to UGP+TPI+TPB. The best performance in each
dataset is bold. The second best performance is underline.
tion problems. Either TPI or TPB on its own does not outperform UGP (except
on sTMall, there is 0.8% improvement on recall@5 from TPI over UGP). This
is probably because when alone, TPI or TPB learns, to a large extent, still the
general, dominating preferences (i.e., the consistent trend) and could not re-
ally learn the other transition patterns well. When TPI and TPB are combined
with UGP (i.e., UGP+TPI and UGP+TPB in Table 4), there is a notable increase
compared to each individual TPI, TPB and UGP. This may be because that in
UGP+TPI and UGP+TPB, as UGP captures the general preferences, TPI and TPB
can learn the remaining, transition patterns that cannot be captured by UGP.
Note that TPI and TPB fail on the Gowalla dataset. Recall that Gowalla contains
the user-venue check-in records. Such check-ins may not exhibit strong transi-
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tion patterns as they might be driven by very different reasons or do not follow
consistent underlying patterns.
Table 4 also shows that TPI+TPB doesn’t achieve significant improvement
over TPI or TPB alone. On TaFeng, such combination even degrades the perfor-
mance of TPI and TPB. The reason may be that for TMall, sTMall and Gowalla
datasets, the average number of items per basket is very small (2.41, 2.01 and
1.77, respectively, as in Table 2). As a result, the transition patterns among
items could be very similar to those among baskets. This can also be indicated
by the similar performance of TPI and TPB alone on these datasets in Table 4.
Thus, modeling transition patterns among items and baskets together doesn’t
introduce significant improvement compared to modeling them in items or bas-
kets alone. For the TaFeng dataset, the average number of baskets per user is the
smallest among the 4 datasets (5.81 as in Table 2), that is, each user only has a
very short sequence of baskets on average. As a result, using complicated model
such as TPI+TPB to capture all the transition patterns may cause overfitting (to
the general preferences) and thus degrade the performance from the simpler TPI
and TPB alone. However, when UGP is used together with TPI and TPB in M2pht,
UGP can capture and thus remove general preference bias from the short basket
sequences, and allow TPI and TPB to better capture the remaining, transition
dynamics.
In Table 4, M2pht (i.e., UGP+TPI+TPB) achieves the best performance on
TaFeng, TMall and Gowalla, and the second best on sTMall (very comparable
to the best). It also shows improvement from UGP+TPI, UGP+TPB and TPI+TPB.
This indicates that when learned together, UGP, TPI and TPB are complementary
and enable better performance than any of them alone or any two combined.
6.3 Analysis on Transition Pattern Weights
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Fig. 2: Distributions of Gating Weights
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We further analyze the importance of transition patterns in M2pht. Figure 2
presents the distribution of the weights α (Equation 7) from the best perform-
ing M2pht models on the 4 datasets. On the TaFeng and Gowalla datasets, more
users have higher weights on general preferences UGP (average weight 0.781 and
0.852, respectively) and lower weights on transition patterns TPI+TPB. This cor-
responds to the results in the ablation study in Table 4, where UGP alone performs
better than TPI+TPB alone in terms of recall@5 on TaFeng (0.0846 vs 0.0808)
and on Gowalla (0.4545 vs 0.0173). On the TMall and sTMall datasets, more
users have higher weights on transition patterns TPI+TPB (average weight 0.731
and 0.782, respectively) and lower weights on general preferences UGP in M2pht.
For sTMall, TPI+TPB alone achieves slightly better performance compared to
UGP alone (0.0874 vs 0.0871). However, on TMall, TPI+TPB is notably worse
than UGP alone (0.0827 vs 0.1040), although in M2pht, TPI+TPB receives higher
weights in general. The reason might be that in TMall, there is a strong general
preference pattern but diverse transition patterns. Therefore, UGP that learns
the general preferences outperforms TPI+TPB that learns such diverse transition
patterns. However, when combined and learned together in M2pht, TPI and TPB
can better learn the transition patterns after the patterns are “normalized” by
the general preferences, and thus gain higher weights.
7 Discussions
7.1 Discussions on Experimental Protocols
A commonly used experimental protocol in literature [8,16,13] is as follows. Users
are randomly split into 5 or 10 folds to conduct 5 or 10-fold cross validation. For
each user in the testing fold, his/her last basket in sequential order is used as
the testing set, the other baskets are used as the training set. That is, the user’s
baskets will be split into training and testing sets. When absolute time informa-
tion is absent in the datasets, this experimental protocol enables full separation
among the training and testing sets, and approximates real application scenario
for each user. However, when the absolute item information is present, which is
the case in all of the popular benchmark datasets including TaFeng, TMall and
Gowalla, this protocol will create artificial use scenario that deviates from real
applications. The issue is that following this protocol, a basket in the training
set from one user may have a later timestamp than a basket in the testing set
from another user, and therefore a later basket is used to train a model to recom-
mend an earlier basket, which is not realistic. Our protocol splits the training,
validation and testing sets based on an absolute cut-off time for all the users,
and thus avoids the above issue and is closer to real application scenarios.
7.2 Group-based Recommendation and Federated Learning
A closely related recommendation method to basket recommendation is the so-
called group-based recommendation [3,4], which learns different models for dif-
ferent groups of users. Most of the group-based recommendation methods first
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identify user groups via clustering, and learn local models to capture user prefer-
ences within each group, and a global model over all the groups to capture global
preferences among all the users. Our M2pht can be considered as a special case
of group-based recommendation methods. In M2pht, each user can be considered
as a singular group, UGP is the local model and TPI+TPB is the global model.
Given the above fact, our M2pht is also closely related to federated learn-
ing [10]. Federated learning enables collaborative learning a shared model with all
the training data stored separately with privacy guarantees. Our M2pht method
can be easily implemented within the federated learning framework: the training
data of each user can be stored separately; all the users will only share the com-
mon model parameter W (Equation 3), A (Equation 6), Q and P (Equation 8),
item embedding matrix E (Equation 4) and the parameters in GRU (Equation 5)
and keep their own parameters p (Equation 1) and g (Equation 2). Therefore,
M2pht has a great potential to be easily implemented in a distributed system.
8 Conclusions
In this paper, we presented a novel M2pht that conducts next-basket recommen-
dation using three important factors: 1) users’ general preferences; 2) transition
patterns among items and 3) transition patterns among baskets. Our experimen-
tal results in comparison with 5 state-of-the-art next-basket recommendation
methods on 4 public benchmark datasets demonstrate substantial performance
improvement form M2pht. Our ablation study demonstrates the importance of
users’ general preference in next-basket recommendation, and the complemen-
tarity between users’ general preferences and transition patterns among items
and users in M2pht.
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A Parameters for Reproducibility
We implemented M2pht in python with pytorch 1.2.0 (https://pytorch.org). We
used Adagrad optimizer with learning rate 1e-2 on all the datasets. We found
that the following parameters achieve the best performance on validation sets
and thus used them in testing: on the TaFeng dataset, the dimension of item
embeddings d as 16, the decay parameter γ as 1.0 and the regularization term λ
as 1e-4; on the TMall dataset, the dimension of item embeddings d as 128, the
decay parameter γ as 0.6 and the regularization term λ as 1e-4; on the sTMall
dataset, the dimension of item embeddings d as 128, the decay parameter γ as
0.4 and the regularization term λ as 1e-4; on the Gowalla dataset, the dimension
of item embeddings d as 64, the decay parameter γ as 0.2, the regularization
term λ as 1e-2; We found that the implementation of Sets2Sets provided by
the authors will raise memory issues when the embedding dimension d is larger
than 128.
