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NOISE SENSITIVITY OF CRITICAL RANDOM GRAPHS
EYAL LUBETZKY AND YUVAL PELED
Abstract. We study noise sensitivity of properties of the largest components
(Cj )j≥1 of the random graph G(n, p) in its critical window p = (1+λn
−1/3)/n.
For instance, is the property “|C1| exceeds its median size” noise sensitive?
Roberts and S¸engu¨l (2018) proved that the answer to this is yes if the noise ε
is such that ε ≫ n−1/6, and conjectured the correct threshold is ε ≫ n−1/3.
That is, the threshold for sensitivity should coincide with the critical window—
as shown for the existence of long cycles by the first author and Steif (2015).
We prove that for ε≫ n−1/3 the pair of vectors n−2/3(|Cj |)j≥1 before and
after the noise converges in distribution to a pair of i.i.d. random variables,
whereas for ε≪ n−1/3 the ℓ2-distance between the two goes to 0 in probability.
This confirms the above conjecture: any Boolean function of the vector of
rescaled component sizes is sensitive in the former case and stable in the latter.
We also look at the effect of the noise on the metric space n−1/3(Cj )j≥1.
E.g., for ε ≥ n−1/3+o(1), we show that the joint law of the spaces before and
after the noise converges to a product measure, implying noise sensitivity of
any property seen in the limit, e.g., “the diameter of C1 exceeds its median.”
1. Introduction
A sequence of Boolean functions fN on a product space of N Bernoulli variables
is noise sensitive, a notion introduced in the pioneering paper of Benjamini, Kalai
and Schramm [4], if the resampling of an ε-fraction of the inputs, for a fixed ε > 0,
results in an asymptotically independent copy of fN in the limit as N →∞.
More precisely, consider i.i.d. Bernoulli(pN) random variables {ω(i)}Ni=1 and
functions fN : {0, 1}N → {0, 1}, such that P(fN(ω) = 1) is uniformly bounded
away from 0 and 1. Let ωε be the result of applying the noise operator Tε on ω,
whereby every ωi is resampled (replaced by a new i.i.d. Bernoulli(p) variable) with
probability ε, independently of the other coordinates. The functions fN are said to
be εN -noise sensitive for ε = εN > 0 if Cov(fN (ω), fN (ω
ε))→ 0 as N →∞.
A remarkable argument of [4] (see [9, §1]) showed that if pN ≡
1
2 and fN is
increasing w.r.t. the partial order on the hypercube {0, 1}N , then noise sensitivity
w.r.t. any (and every) 0 < ε < 1 occurs if and only if limN→∞
∑N
i=1 fˆN ({i})
2 = 0,
where fˆN({i}) is the Fourier coefficient of fN corresponding to the singleton i.
This ceases to apply when pN → 0 fast with N , as Benjamini et al. [4, §6.4] noted:
“When p tends to zero with n, new phenomena occur. Consider, for example,
random graphs on n vertices with edge probability p = n−a.”
Consider the Erdo˝s–Re´nyi random graph G(n, p)—the undirected graph on n
vertices where each edge is independently present with probability p—in the critical
window of its celebrated phase transition, p = (1 + λn−1/3)/n for fixed λ ∈ R.
Aldous [3] famously found the limit law of its vectorXn of rescaled component sizes.
Here we show a dichotomy for noise sensitivity of functions in the critical window:
if the noise parameter ε is such that ε≫ n−1/3 then any non-degenerate function of
Xn is noise sensitive, whereas if ε = o(n
−1/3) it is noise stable (an opposite notion).
Analogous results are obtained for functions of the (rescaled) metric space of Gn.
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Note that the threshold ε≫ n−1/3 to achieve noise sensitivity exactly coincides
with the width of the critical window (p = (1 + O(n−1/3)pc where pc = 1/n).
As part of their study of noise sensitivity in G(n, p), the first author and Steif [12]
demonstrated this for the property “containing a cycle of length ℓ ∈ (an1/3, bn1/3),”
and gave a heuristic explanation of why it should occur for a “global” function fn:
Viewing the operator Tε as a composition of sprinkling and percolation, the latter
induces a subcritical graph where fn is degenerate, thus decorrelated (see [12, §1.2]).
Roberts and S¸engu¨l [17] recently established that, for the largest component C1
of G(n, p) at p = 1/n, the property that |C1| ≥ an2/3 (a > 0 fixed) is noise sensitive
(N.B. the median of |C1| has order n2/3 at criticality). More precisely, they showed
that this property is noise sensitive whenever ε≫ n−1/6, and conjectured that the
correct threshold for noise sensitivity is ε≫ n−1/3, in line with the above intuition.
Let Ci = Ci(G) be the i-th largest component of a graph G, and write
X(G) = |V (G)|−2/3(|C1(G)|, |C2(G)|, . . .) ,
viewing it as an element of ℓ2, the space of sequences (xi)i≥1 wherein the xi ∈ R+
are in decreasing order and
∑
x2i <∞. Aldous [3] showed that when Gn ∼ G(n, p)
for p = (1+ λn−1/3)/n with λ ∈ R fixed, X(Gn)
d
−→ ξ(λ) in the ℓ2-topology, where
ξ(λ) is the sequence of excursion sizes, in decreasing order, of Brownian motion
reflected at 0 with a parabolic drift as given by Ŵ
(λ)
t = W
(λ)
t − min0≤s≤tW
(λ)
s
where W
(λ)
t = Bt + λt− t
2/2 for standard Brownian motion Bt.
Our first result confirms the above conjecture of Roberts and S¸engu¨l, showing
moreover that the “noise sensitivity exponent” (dubbed so in [9, §12]) is indeed 1/3,
coinciding with the width of the critical window, for any Boolean function ofX(Gn).
Theorem 1. Let Gn ∼ G(n, p) with p = (1 + λn−1/3)/n for fixed λ ∈ R, and let
Gεn = Tε(Gn), where Tε is the (Bonami–Beckner) noise operator for 0 < ε < 1.
(i) If ε = ε(n) satisfies ε3n → ∞ as n → ∞ then (X(Gn),X(Gεn)) converges in
distribution in (ℓ2, ‖ · ‖2) to a pair of independent copies of ξ(λ).
(ii) If ε = ε(n) satisfies ε3n→ 0 as n→∞ then ‖X(Gn)−X(Gεn)‖2
p
−→ 0.
Part (i) implies that, for ε ≫ n−1/3, any function of X(Gn) is noise sensitive,
whereas Part (ii) implies that, for ε ≪ n−1/3, any such function is noise stable in
the sense that P(fn(Gn) 6= fn(Gεn)) → 0. The joint law of X(Gn),X(G
ε
n) in the
case where ε = tn−1/3 for a fixed t > 0 was recently obtained by Rossignol [18] (a
special case of the scaling limit of the pair of metric spaces, as mentioned below),
whence the limit is nontrivial—neither two i.i.d. variables nor two identical ones.
The key to the proof of Part (i) is a short argument giving rigor to the heuristic
that fn(Gn), fn(G
ε
n) decorrelate iff the noise ε “draws” Gn outside of the critical
window, where fn is degenerate. Suppose P(fn(ω) = 1) → α for some 0 < α < 1.
By constructing ω via sprinkling on a subcritical ω0 comprised of i.i.d. Be(p0)
variables for p0 = (1− ε)p/(1− εp) (the percolation portion of the noise), one finds
(see Cor. 2.2 and 2.3) that fn is noise sensitive if and only if P(fn(ω) = 1 | ω0)
p
−→ α.
This reduces our problem to finding a set of graphs Hn such that P(Hn ∈ Hn)→ 1
for the subcritical Hn ∼ G(n, p0), and for every Hn ∈ Hn, the conditional law of
X(Gn) given Hn converges to ξ(λ) in distribution. We then utilize a proposition of
Aldous—driving his convergence result in [3]—which states that if the initial state
of the multiplicative coalescent satisfies certain conditions, then its limit law is that
of ξ(λ). Verifying these conditions for almost every Hn concludes Theorem 1(i).
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We also study the exponent in the noise sensitivity threshold for properties of a
critical G(n, p) graph that are read, instead of fromX(Gn), rather from the rescaled
metric spaces arising from the connected components of Gn. For a graph G, let
M(G) = (M1(G),M2(G), . . .) ,
with Mj(G) the measured metric space on Cj(G) equipped with the graph metric
scaled by |V (G)|−1/3 and counting measure on vertices multiplied by |V (G)|−2/3.
A breakthrough result of Addario-Berry, Broutin and Goldschmidt [1] established
the scaling limit of the rescaled metric spaces in Gromov–Hausdorff distance (dgh).
This was extended to convergence in Gromov–Hausdorff-Prokhorov distance (dghp)
by those authors and Miermont in [2, Sec. 4.1], and we let M(λ) = (Mj(λ) : j ≥ 1)
denote the sequence of random measured metric spaces that describe the limit,
where every Mj is an element of M , the space of isometry-equivalence classes of
compact measured metric spaces. Further let dpghp(M,M
′) = (
∑
i dghp(Mi,M
′
i)
p)
1
p
and set Lp = {M ∈ M N :
∑
i dghp(Mi,Z)
p <∞} where Z is the zero metric space.
With this notation, our second result shows that the noise sensitivity exponent
is 1/3 for every Boolean function of M(Gn) when Gn is a critical G(n, p) graph.
Theorem 2. Let Gn ∼ G(n, p) with p = (1 + λn
−1/3)/n for fixed λ ∈ R, and let
Gεn = Tε(Gn), where Tε is the (Bonami–Beckner) noise operator for 0 < ε < 1.
(i) Fix δ > 0. If ε(n) ≥ n−1/3+δ then, for every j, the pair (Mj(Gn),Mj(Gεn))
converges in distribution to a pair of independent copies of Mj(λ) in (M, dghp).
Moreover, the pair (M(Gn),M(G
ε
n)) converges in distribution to a pair of
independent copies of M(λ) in (L4, d
4
ghp).
(ii) If ε(n) = o(n−1/3) then d4ghp(M(Gn),M(G
ε
n))
p
−→ 0 in L4.
As a consequence of Part (i) of this theorem, in the regime ε ≥ n−1/3+δ we have
that any nondegenerate function of M(Gn) is noise sensitive. For example, this
includes properties such as “the diameter of C1(Gn) exceeds an1/3,” (or its special
case asking if this diameter exceeds its median), as well as the property “Gn contains
a cycle of length between an1/3 and bn1/3” whose noise sensitivity was established
in [12]. As mentioned there, the heuristic for the 1/3 noise sensitivity exponent may
fail for a “local” property (see Remark 3.5 in that work). Theorem 2 thus shows
that properties seen in the scaling limit M(λ) qualify as “global” to that end.
The proof of Theorem 2(i) uses the same approach described above: one wishes
to show that when constructing Gn via sprinkling edges on a suitable Hn, the
conditional law ofM(Gn) given Hn weakly converges to M(λ) for almost every Hn.
Instead of the key proposition of Aldous on the convergence of the multiplicative
coalescent from an initial state satisfying certain conditions, we employ an analog of
it for metric spaces by Bhamidi, Broutin, Sen and Wang [5]. To apply this powerful
general result, of the various conditions that Hn should satisfy, one must control the
mean and variance of the average distance between all pairs of connected vertices.
As mentioned in the context of Theorem 1, the joint law of (M(Gn),M(G
ε
n)) in
the case where ε = tn−1/3 for fixed t > 0 was recently derived by Rossignol [18],
as a special case of a convergence result of {M(Gn(t))}t≥0 where {Gn(t)}t≥0 is the
dynamical percolation process on the critical G(n, p) graph with intensity n−1/3.
In principal, one could build on this to recover Part (ii) of Theorems 1 and 2
(which corresponds to t = o(1)), yet given that the analysis of the case t = o(1) is
considerably simpler, we include the short proofs of stability for completeness.
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This paper is organized as follows. Section 2 describes the short reduction of noise
sensitivity to controlling the conditional variance of fn(ω) given a subcritical ω0.
Section 3 includes properties of the subcritical graph G(n, p0) which are needed for
the proofs. Sections 4 and 5 then establish Theorems 1 and 2, resp., via these tools.
2. Conditional variance given a common core
For some sequences 0 < p(n) < 1, 0 < ε(n) < 1 and N(n), where N is an integer
going to ∞ with n, let Ωn = {0, 1}N and let ω ∼ Be(p)⊗N , the random variable
taking values in Ωn whose N coordinates are i.i.d. Be(p) random variables.
For a given ω, let ωε = Tεω, where Tε is the (Bonami–Beckner) noise operator:
ωε(i) = ω(i) with probability 1−ε whereas ω(i) is a new independent Be(p) variable
with probability ε, independently between the N coordinates.
Next, define ω0, ω1 and ω
′
1 as follows. Let
p0 :=
p(1− ε)
1− εp
, (2.1)
and let ω0 ∼ Be(p0)⊗N . Conditional on ω0, let ω1 and ω′1 be independent outcomes
of sprinkling on ω0:
ω1(i) =
{
1 ω0(i) = 1
Be(p1) ω0(i) = 0
where p1 := εp , (2.2)
independently among the N − |ω0| coordinates where ω0(i) = 0, and similarly—via
another set of N − |ω0| independent Be(p1) variables—for ω′1.
Observation 2.1. For any 0 < ε < 1 and 0 < p < 1 we have (ω1, ω
′
1)
d
= (ω1, ω
ε
1).
Proof. Note that ω1 is distributed as Be(p)
⊗N (as is ω′1) by our choice of p0, p1, as
the N variables are independent and Pn(ω1(i) = 1) = p0 + (1 − p0)p1 = p. Hence,
such is also the distribution of ωε1 (invariant under the noise operator). It thus
remains to verify that the covariances of a given coordinate match. Indeed, for
every i,
Pn(ω1(i) = ω
′
1(i) = 1) = p0 + (1 − p0)p
2
1 = p
1− ε+ (1− p)ε2p
1− εp
= p(1− ε+ εp) ,
whereas
Pn(ω1(i) = ω
ε
1(i) = 1) = p(1− ε+ εp) ,
implying that the covariances indeed match, as required. 
Corollary 2.2. Let fn : Ωn → {0, 1}. Then
Cov(fn(ω1), fn(ω
ε
1)) = Var (P(fn(ω1) = 1 | ω0)) . (2.3)
In particular, if Pn(fn(ω1) = 1) → α as n → ∞ for some 0 < α < 1, then the
sequence (fn) is ε-noise sensitive if and only if Pn(fn(ω1) = 1 | ω0)
p
−→ α.
Proof. Eq. (2.3) follows from Observation 2.1, as the term Cov(fn(ω1), fn(ω
′
1) | ω0)
in the law of total covariance for Cov(fn(ω1), fn(ω
′
1)) vanishes by the conditional
independence of ω1 and ω
′
1 given ω0. Setting Xn = P(fn(ω1) = 1 | ω0) for brevity,
it thus follows by definition that if the (uniformly bounded) Xn satisfies Xn
p
−→ α
then Var(Xn)→ 0, whence (fn) is ε-noise sensitive.
Conversely, if (fn) is ε-noise sensitive then Var(Xn) → 0, so by Chebyshev’s
inequality Xn − EXn
p
−→ 0, where EXn = P(fn(ω1) = 1)→ α by assumption. 
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If we further suppose that Xn (n ≥ 1) is a measurable map from Ωn to a
common topological space S, which converges weakly to some limit X∞—denoting
the measure P(X∞ ∈ ·) on S is denoted µ∞ for brevity—then we have the following.
Corollary 2.3. Suppose that for each n there exists Wn ⊆ Ωn with Pn(Wn) → 1,
the variables Xn : Ωn → S have Xn
d
−→ X∞, and for every µ∞-continuity set S ⊆ S,
lim
n→∞
E
[∣∣∣Pn(Xn(ω1) ∈ S | ω0)− P(X∞ ∈ S)∣∣∣21{ω0∈Wn}] = 0 . (2.4)
Then (Xn(ω1), Xn(ω
ε
1))
d
−→ (X∞, X ′∞) as n→∞, where X∞ and X
′
∞ are i.i.d.
Proof. Let fn(ω) = 1{Xn(ω)∈S1} and gn(ω) = 1{Xn(ω)∈S2} for two µ∞-continuity
sets S1, S2 ⊆ S, and let α1 = P(X∞ ∈ S1). By the same argument that led to (2.3),
Cov(fn(ω1), gn(ω
ε
1)) = Cov (P(fn(ω1) = 1 | ω0) , P(gn(ω1) = 1 | ω0)) ,
which vanishes as n→∞ if Yn := P(fn(ω1) = 1 | ω0) has Var(Yn)→ 0. Since∣∣Var(Yn)− E[|Yn − α1|21{ω0∈Wn}]∣∣ ≤ 3|EYn − α1|+ Pn(ω0 /∈Wn)
for the random variables 0 ≤ Yn ≤ 1, and each term on the right vanishes as n→∞
by the hypotheses Xn
d
−→ X∞ and Pn(Wn)→ 1, resp., the proof is concluded. 
Remark 2.4. When applying Corollary 2.3, we will establish the stronger inequality
lim
n→∞
max
ω∈Wn
|Pn(Xn(ω1) ∈ S | ω0 = ω)− P(X∞ ∈ S)| = 0 ∀µ∞-cont. set S ⊆ S .
Compare this with the definition of 1-strong noise sensitivity of fn : Ωn → {0, 1}:
a 1-witness to fn is a minimal subset W such that ω↾W = 1 implies fn(ω) = 1
deterministically; if Wn is the set of all witnesses, strong noise sensitivity says that
lim
n→∞
max
W∈Wn
|Pn(fn(ω
ε) = 1 | ω↾W = 1)− Pn(fn = 1)| = 0 .
This stronger notion implies, and is not equivalent to, noise sensitivity (see [12]).
Observe that strong noise sensitivity addresses the effect of conditioning that a
specific subset W of the variables is open in a critical configuration ω. On the other
hand, here we examine the bias due to the entire configuration of the subcritical ω0.
3. Component structure of the subcritical random graph
Let p = (1+λn−1/3)/n for a fixed λ ∈ R, and ε = εn ∈ (0, 1) such that ε3n→∞.
Letting G ∼ G(n, p) be the analog of ω1 in in §2 for the N =
(
n
2
)
edge variables,
define G0 analogously to ω0; that is, G0 ∼ G(n, p0) where p0, as per (2.1), is set to
p0 :=
(1− ε)(1 + λn−1/3)
n− ε(1 + λn−1/3)
=
(1− ε)(1 + λn−1/3)
n
+O(n−2) . (3.1)
It will be convenient to further denote
θ := 1− np0 = (1 − o(1))ε , whence θ
3n→∞ . (3.2)
Our proofs will rely on several concentration estimates for features of the subcritical
random graph G0, which are known to determine the scaling limit of the component
sizes, and moreover, that of the full metric spaces of connected components of G1
conditioned on G0. In particular, we will need the following results.
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Theorem 3.1 ([10, Thms. 3.3,3.4,4.1]). For G0 be as above and r = 2 or r = 3,
E
[∑
i
|Ci(G0)|
r
]
=
(
1 +O
(
1−θ
θ3n
))
θ3−2rn , (3.3)
Var
(∑
i
|Ci(G0)|
r
)
= O
(
θ3−4rn
)
. (3.4)
Theorem 3.2 ([7, 13]; [8, Cor. 5.11],[11, Thm. 5.6]). For G0 as above,
|C1(G0)| =
log(θ3n)− 5 log log(θ3n) +Op(1)
−θ − log(1− θ)
.
Theorem 3.3 ([14, Thm. 11]). For G0 as above,
max
i
diam(Ci(G0)) ≤
log(θ3n) +Op(1)
− log(1− θ)
.
We further need estimates on the average distance between all pairs of vertices
that share a connected component, established by the next result.
Lemma 3.4. For G0 as above, the random variable
Z :=
∑
i
Zi where Zi :=
∑
u,v∈Ci(G0)
distG0(u, v)
satisfies
E[Z] =
(
1 +O
(
1
θ3n
)) 1− θ
θ2
n , (3.5)
Var(Z) = O
(
θ−7n
)
. (3.6)
Proof. We may rewrite Z =
∑
u
∑∗
v distG0(u, v), where the sum
∑∗
goes over every
vertex v in the same connected component of u. With this in mind, let the random
variable Xk = Xk(u) be the number of vertices at distance k in G0 from a given
vertex u. Then by the symmetry of the vertices in G0 playing the role of u,
E[Z] = n
∞∑
k=0
kE[Xk].
The upper bound on E[Z] will be immediate: we claim E[Xk] ≤ (1 − θ)
k, and so
E[Z] ≤ n
∑
k
k(1− θ)k =
(1 − θ)n
θ2
. (3.7)
Indeed, for each v, we have that P(distG0(u, v) = k) ≤ n
k−1pk0 as there are less
than nk−1 paths of length k from u to v; summing over v gives E[Xk] ≤ (1 − θ)k.
For the lower bound on E[Z], we will show that
E[Xk] ≥ (1− θ)
k − 3k2
(1 − θ)k+1
θn
, (3.8)
which, together with (3.7), will yield (3.5) since
∑
k3(1− θ)k = (θ2+6(1− θ))1−θθ4 .
To this end, we will need to first estimate E[XlXk] for l ≤ k; if (v1, v2) are such
that distG0(u, v1) = l and distG0(u, v2) = k, then there must be a pair of paths P1
from u to v1 and P2 from u to v2, of lengths l and k respectively, which intersect
only in their first j edges for some 0 ≤ j ≤ l. (This is due to the fact that any
sub-path of a shortest path is itself a shortest path, thus from P1, P2 without this
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property we may generate P ′1, P
′
2 as above by replacing the j-prefix of P1 with that
of P2, where j is the maximal index such that the j-th edge of P1 is also that of P2).
For each value of 0 ≤ j ≤ l there are at most nk+l−j such pairs of paths P1, P2,
and the probability that two given such paths both appear in G0 is at most p
k+l−j
0 .
Hence,
E[XlXk] ≤
l∑
j=0
(1− θ)k+j ≤
(1− θ)k
θ
. (3.9)
Next, let (Fk) be the filtration corresponding to revealing the first k levels of the
breadth-first-search tree of u in G0, wherein the variable Xk corresponds to the
number of vertices in level k of the tree. Conditional on Fk−1, the random variable
Xk is distributed as Bin(n−
∑k−1
l=0 Xl, η) for η = 1− (1− p0)
Xk−1 . We use
1− (1− p0)
Xk−1 ≥ Xk−1 p0 −
(
Xk−1
2
)
p20
to find that
E[Xk] ≥ np0E[Xk−1]− p0
k−1∑
l=0
E [XlXk−1]−
1
2
np20 E[X
2
k−1]
≥ (1− θ)E[Xk−1]−
(1− θ)k+1
θ
(k/n+ p0),
which, by induction on k starting from X0 = 1, satisfies (3.8), as claimed.
We turn to the bound on Var(Z). Let us denote by CA, for every subset A ⊆ [n],
the event that A is the vertex set of a connected component in G0, and let
ZA := 1CA
∑
u,v∈A
dist(u, v) .
Clearly,
∑
i6=j ZiZj =
∑
A 6=B ZAZB, and Z =
∑
A ZA. In addition, ZAZB = 0 for
every A,B such that A ∩B 6= ∅; hence,∑
A 6=B
ZAZB =
∑
A
ZA
∑
B⊆[n]\A
ZB.
The the random variables ZA and
∑
B⊆[n]\A ZB are conditionally independent on
the event CA, and the latter is the analog of Z for a random graph F ∼ G(n−|A|, p0)
whence its expectation is bounded from above by the right-hand side of (3.7).
Therefore,
E
[ ∑
A 6=B
ZAZB
]
=
∑
A
E[ZA | CA]P(CA)E
[ ∑
B⊆[n]\A
ZB
∣∣ CA]
≤ E[Z]
(1− θ)n
θ2
.
(Although E[
∑
B ZB1CA ] ≤ E[Z], we could not have increased E[
∑
B⊆Ac ZB | CA]
to E[Z] due to the conditioning, and instead applied the upper bound in (3.7) on F .)
We use this inequality and (3.5) (twice) to find that
E
[∑
i6=j
ZiZj
]
− E[Z]2 ≤ E[Z]
(1− θ)n
θ2
O
( 1
θ3n
)
≤ O(θ−7n) .
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The proof of (3.6) will thus be concluded once we show that
E
[∑
i
Z2i
]
= O
(
θ−7n
)
. (3.10)
By Cauchy–Schwartz,
Z2i ≤ |Ci(G0)|
2
∑
u,v∈Ci(G0)
dist(u, v)2 .
Hence, again by symmetry of the vertices in G0 playing the role of u,
E
[∑
i
Z2i
]
= nE
[(∑
k≥0
Xk
)2(∑
k≥0
k2Xk
)]
= n
∑
k,l,m≥0
k2E [XkXlXm] . (3.11)
We will treat E[XrXsXt] for r ≤ s ≤ t similarly to (3.9), by enumerating over
the triples of vertices v1, v2, v3 at respective distances r, s, t from a fixed vertex u.
Consider shortest paths Pi from u to vi for i = 1, 2, 3,. If 0 ≤ j ≤ s is the number of
common edges between P2 and P3, and 0 ≤ i ≤ r is the number of common edges
between P1 and P2, then given P3 one can construct P2 followed by P1 such that the
j-prefix of P2 coincides with that of P3, and then the i-prefix of P1 coincides with
that of P2. Thus, there are at most n
t+(s−j)+(r−i) choices for such P1, P2, P3, and
by the same token, at most nt+(s−j)+(r−i) choices for P1, P2, P3 where the i-prefix
of P1 coincides with that of P3. Altogether,
E[XrXsXt] ≤ 2
r∑
i=0
s∑
j=0
(np0)
t+(s−j)+(r−i) ≤
2(1− θ)t
θ2
.
Splitting
∑
k k
2
∑
l,m E[XkXlXm] in of (3.11) into l,m ≤ k (where we use the last
display) and k < l ∨m (where we enumerate on l ∨m and apply the same bound),
E
[∑
i
Z2i
]
≤ 2n
∞∑
k=0
k2
(
k2
(1 − θ)k
θ2
+ 2
∞∑
l=k+1
l(1− θ)l
θ2
)
,
which is O(n
∑
k4 (1−θ)
k
θ2 ) = O(
n
θ7 ), giving (3.10) and thus concluding the proof. 
4. Proof of Theorem 1
4.1. Noise sensitivity: proof of Theorem 1, Part (i). Let G0, G1, G
′
1, G
ε
1 be
the analogs of ω0, ω1, ω
′
1, ω
ε as defined above for the N =
(
n
2
)
edge variables that
correspond to G(n, p), using p0 and p1 as in (2.1)–(2.2). Conditioned on G0, the
connected components of G1 are constructed by a multiplicative coalescent process
where two components Ci(G0), Cj(G0) will are in G1 with probability
1− (1− p1)
|Ci(G0)||Cj(G0)| .
Aldous [3] considered the following related random graph. For a vector of positive
weights x = (x1, . . . , xN ) and q > 0, let G ∼ W (x, q) be the random graph on the
vertices {1, . . . , N} where each edge ij is present with probability 1− exp(−qxixj)
independently of other edges. The weight of a connected component C of G is
defined as w(C) =
∑
i∈C xi, and the components of G are ordered (C1(G), C2(G), . . .)
in decreasing order of weights. With these notations, Aldous showed the following.
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Proposition 4.1 ([3, Prop. 4]). Fix λ ∈ R. For each N , let x(N) = (x1, . . . , xN )
be a positive vector and q(N) > 0 be so that, if σr := ‖x‖rr and xmax := ‖x‖∞ then
σ3
(σ2)3
→ 1 , q −
1
σ2
→ λ ,
xmax
σ2
→ 0 as N →∞ . (4.1)
Then the random graph G ∼ W (x, q) satisfies
(w(Cj(G)) : j ≥ 1)
d
−→ ξ(λ) as N →∞ .
Observe that if let G ∼ W (x, q) for x = (xi)i≥1 given by
xi = n
−2/3|Ci(G0)| and q = n
4/3(− log (1− p1)) (4.2)
(i.e., the vertices of G are in correspondence with the connected component of G0),
then by the definitions of W (x, q) and construction of G1, conditioned on G0,
(w(Cj(G)) : j ≥ 1)
d
= n−2/3 (|Cj(G1)| : j ≥ 1) . (4.3)
With this in mind, we move to verify that the three conditions in (4.1) that qualify
an application of Proposition 4.1 hold for G0 w.h.p.
Lemma 4.2. Let G0 ∼ G(n, p0) with p0 as in (3.1) for λ ∈ R fixed and 0 < ε(n) < 1
such that ε3n goes to ∞ with n. Let x, q be as in (4.2). Then w.h.p.,∣∣∣ σ3
(σ2)3
− 1
∣∣∣ < (ε3n)−1/5 , (4.4)∣∣∣q − 1
σ2
− λ
∣∣∣ < (ε3n)−1/15 , (4.5)
xmax
σ2
< 4(ε3n)−1/3 log(ε3n) . (4.6)
Proof. Let θ = 1−np0 be as in (3.2), and write ξ := θ3n for brevity (recalling that
θ = (1−o(1))ε whence θ3n→∞). We apply Theorem 3.1 to find that the variables
σ2 = n
−4/3
∑
i |Ci(G0)|
2 and σ3 = n
−2
∑
i |Ci(G0)|
3 satisfy
E[σ2] = ξ
−1/3 +O(ξ−4/3) , E[σ3] = ξ
−1 +O(ξ−2)
by (3.3), whereas by (3.4),
Var(σ2) = O(ξ
−5/3) , Var(σ3) = O(ξ
−3) .
By Chebyshev’s inequality, we see that the events
E2 = {|σ2 − ξ
−1/3| ≤ ξ−3/4} , E3 = {|σ3 − ξ
−1| ≤ ξ−5/4}
occur w.h.p., and specifically
P(Ec2) ≤ O(ξ
−1/6) = o(1) , P(Ec3) ≤ O(ξ
−1/2) = o(1) . (4.7)
For G0 ∈ E2 ∩ E3 we immediately see that
σ3
(σ2)3
=
(1 +O(ξ−1/4))ξ−1
(1 +O(ξ−5/12))ξ−1
= 1 +O((ε3n)−1/4) ,
and in particular (4.4) holds for large enough n. For the second (somewhat subtler)
inequality (4.5), recall θ = ε−(1−ε)λn−1/3+O(1/n) and p1 = εp = ε(1+λn−1/3)/n.
Thus, for every G0 ∈ E2,
q − σ−12 = (1 +O(ε/n))n
1/3ε(1 + λn−1/3)− (1 +O(ξ−5/12))θn1/3
= λ+O
(
ξ−5/12θn1/3
)
+O(n−2/3) = λ+O((ε3n)−1/12) ,
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yielding (4.5). Finally, from Theorem 3.2 we have n2/3xmax ≤ 2(log ξ +Op(1))/θ2,
and so G0 satisfies both E2 and xmax ≤ 3ξ−2/3 log ξ w.h.p., in which case
xmax
σ2
≤ (3 + o(1))ξ−1/3 log ξ < 4(ε3n)−1/3 log(ε3n)
for large n, as claimed in (4.6). This completes the proof. 
Combining Proposition 4.1 with Lemma 4.2 we find that for each n ≥ 1 there
exists a set of graphs A
(n)
0 such that P(G0 ∈ A
(n)
0 ) → 1, and for every G ∈ A
(n)
0 ,
the conditional law of X(G1) given that G0 = G converges in distribution to ξ(λ).
Namely, for every continuity set S of P(ξ(λ) ∈ ·),
lim
n→∞
max
G∈A
(n)
0
|Pn (Xn(G1) ∈ S | G0 = G)− P(ξ(λ) ∈ S)| = 0 .
In particular (cf. Remark 2.4), the hypothesis (2.4) in Corollary 2.3 holds true,
and hence we may conclude from it that the pair (X(G1),X(G
ε
1)) converges in
distribution to a product of two i.i.d. copies of ξ(λ). 
4.2. Noise stability: proof of Theorem 1, Part (ii). Recall the setup of
G0, G1, G
′
1, G
ε
1 from the previous sections. The hypothesis ε
3n→ 0 means that G0
is now also a critical random graph satisfying ν0n = n
−2/3(|Cj(G0) : j ≥ 1)
d
−→ ξ(λ).
We need the following two results of Aldous [3] for the random graph model W (x, q).
Recall Cj(G) is the component of a weighted graph G with the j-th largest weight.
Lemma 4.3 ([3, Lem. 17]). If G, G¯ are weighted graphs on N vertices with resp.
weights x = (xi)
N
i=1, x¯ = (x¯i)
N
i=1 such that E(G) ⊆ E(G¯) and xi ≤ x¯i for all i, then∑
j
(
w(Cj(G¯))− w(Cj(G))
)2
≤
∑
j
w(Cj(G¯))
2 −
∑
j
w(Cj(G))
2 .
Lemma 4.4 ([3, Lem. 20]). The weighted random graph G ∼ W (x, q) satisfies
P
(∑
j
w(Cj(G))
2 > s
)
≤
qsσ2
s− σ2
for every s > σ2 =
∑
j x
2
j .
Corollary 4.5. If ε3n→ 0 and G0, G1 are as above, then ‖X(G1)−X(G0)‖2
p
−→ 0.
Proof. Let δ > 0. We let G¯ ∼ W (x, q) for x and q as in (4.2), noting that
q = (1 + o(1))εn1/3 ,
while recalling that X(G1)
d
= n−2/3(w(Cj(G¯)))j≥1 conditioned on G0 as per (4.3).
Further let G be the edgeless graph G on a vertex set corresponding to the con-
nected components of G0 and the same weights x (whereby
∑
x2i =
∑
j w(Cj(G))
2).
Applying Lemma 4.3 for G, G¯ we deduce that, conditioned on G0,
P
(
‖X(G1)−X(G0)‖
2
2 > δ | G0
)
≤ P
(∑
j
w(Cj(G¯))
2 > σ2 + δ
)
,
at which point Lemma 4.4 further shows that
P
(
‖X(G1)−X(G0)‖
2
2 > δ | G0
)
≤
q(σ2 + δ)σ2
δ
.
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Recall that n−2/3(|Cj(G0)| : j ≥ 1) converges weakly at n → ∞ to a nontrivial
limit in the ℓ2-topology, whence σ2 = n
−4/3
∑
|Cj(G0)|2 converges in distribution
precisely to the ℓ2-norm, squared, of the random limit ξ(λ) in the Polish space ℓ2.
As such, ‖ξ(λ)‖2 is tight, hence so is σ22 , while q → 0 by assumption, and this
completes the proof. 
Part (ii) of Theorem 1 follows directly from Corollary 4.5, applied to (G0, G1) and
again to (G0, G
′
1) (which is equal in law), and using that (G0, G
ε
1)
d
= (G0, G
′
1). 
5. Proof of Theorem 2
5.1. Noise sensitivity: proof of Theorem 2, Part (i). Our approach here is
similar to the proof of Theorem 1, building on a special case of the metric-space
extension of Proposition 4.1 that was proved in [5]. In addition to x = (x1, . . . , xN )
and q > 0 as before, let H = (H1, . . . , HN ) be finite connected graphs. Define
G ∼ W (x, q) as before, whereby the weight of a connected component C in it is
w(C) =
∑
i∈C xi. LetG
H ∼ W (x,H, q) be the (unweighted) random graph obtained
by generating a weighted random graph G ∼ W (x, q), replacing each vertex i of G
with the graph Hi, and connecting a uniform random vertex of Hi with a uniform
random vertex of Hj for every edge ij ∈ E(G). We let Cj(GH) be the component
of GH corresponding to Cj(G), the component of G with the j-th largest weight,
and view it as a measured metric space M˜j(G
H) via the scaled counting measure
µj(A) =
∑
i∈Cj(G)
xi ·
|A ∩ V (Hi)|
|V (Hi)|
for all A ⊆ Cj(GH) ,
(N.B. w(Cj(G)) coincides with its total measure), and the graph metric scaled by
s(x,H) :=
(σ2)
2
σ2 +
∑N
i=1 x
2
i ui
,
where σ2 = ‖x‖22 and ui is the expected distance between two independent uniform
random vertices in Hi. (We distinguish the notation M˜j(G
H) from Mj(G) since the
scaling factor here is a function of x,H as opposed to scaling by s = |V (G)|−1/3).
With this notation, following is the metric space analog due to [5] of Prop. 4.1.
Proposition 5.1 ([5, Thm. 3.4]). Fix λ ∈ R. For each N , let x(N) = (x1, . . . , xN )
be a positive vector and q(N) > 0 so that, if σr := ‖x‖rr and xmax := ‖x‖∞ then
assumption (4.1) holds true. In addition, let H(N) = (H1, . . . , HN ) be a sequence of
disjoint finite connected graphs so that, if xmin := mini xi, dmax := maxi diam(Hi),
and ui is the expected distance of two independent uniform random vertices in Hi
then there exist some positive real numbers r0 > 0 and 0 < η0 <
1
2 such that
xmax
(σ2)3/2+η0
→ 0 ,
(σ2)
r0
xmin
→ 0 ,
(σ2)
3/2−η0dmax∑N
i=1 x
2
i ui + σ2
→ 0 ,
σ2xmaxdmax∑N
i=1 x
2
i ui
→ 0
(5.1)
as N →∞. Then the random graph GH ∼ W (x,H, q) satisfies, for every j ≥ 1,
M˜j(G
H)
d
−→Mj(λ) as N →∞ in (M , dghp) .
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The proof of Theorem 2, (i) consists of several ingredients. We start by setting
xi = n
−2/3|Ci(G0)| , q = n
4/3(− log (1− p1)) , Hi = Ci(G0) . (5.2)
Noting that the xi’s and q are exactly as they were defined in (4.2), we immediately
infer that the conditions in (4.1) hold for G0 ∼ G(n, p0) w.h.p. using Lemma 4.2.
The following result confirms that the additional conditions in (5.1), required for
an application of Proposition 5.1, also hold for the graph G0 w.h.p.
Lemma 5.2. Fix λ ∈ R and δ > 0. Let G0 ∼ G(n, p0) with p0 as in (3.1) for ε(n)
which satisfies n−1/3+δ ≤ ε ≤ 1− n−1/2. Further define (xi) and (Hi) as in (5.2).
Then for every fixed 0 < η0 <
1
2 and r0 > 1/δ, the following inequalities hold w.h.p.
xmax
(σ2)3/2+η0
≤ 5(ε3n)−(1−2η0)/6 log(ε3n) , (5.3)
(σ2)
r0
xmin
≤ 2n−1/3 , (5.4)
(σ2)
3/2−η0dmax
σ2 +
∑m
i=1 x
2
i ui
≤ 5(ε3n)−(1−2η0)/6 log(ε3n) , (5.5)
σ2xmaxdmax∑m
i=1 x
2
i ui
≤ 10(ε3n)−2/3 log2(ε3n) ∧ n−1/8 , (5.6)∣∣∣s(x,H)n1/3 − 1∣∣∣ ≤ 4(ε3n)−2/5 . (5.7)
Proof. Observe that the random variable
∑N
i=1 x
2
i ui is equal to n
−4/3Z for Z as
defined in Lemma 3.4. We recall that θ = 1− np0 = ε+O(n
−1/3) = (1 + o(1))ε as
per (3.2), and can therefore infer from that lemma that
E
[∑
i
x2iui
]
=
(
1 +O
(
(ε3n)−1/3
)) 1− θ
θ2n1/3
,
Var
(∑
i
x2i ui
)
= O
(
ε−7n−5/3
)
.
By Chebyshev’s inequality,
P
(∣∣∣∑
i
x2i ui −
1− θ
θ2n1/3
∣∣∣ > 1
(ε3n)2/5ε2n1/3
)
= O
(
(ε3n)−1/5
)
= o(1) . (5.8)
We derive the proof from this bound, along with those of Lemma 4.2 and the fact
dmax ≤ 2ε
−1 log(ε3n) ,
which holds w.h.p. by Theorem 3.3, as dmax ≤ (log(ε3n) +Op(1))/θ.
For (5.3), recall from (4.7) that, w.h.p., the event E2 holds, on which one has
that σ2 = (1 + o(1))(θ
3n)−1/3 = (1 + o(1))(ε3n)−1/3. Plugging
(σ2)
1
2+η0 = (1 + o(1))(ε3n)−
1
6−
η0
3
in (4.6), we immediately see that (5.3) holds w.h.p.
For (5.4), on the aforementioned event E2 we have (σ2)r0 ≤ 2(ε3n)−r0/3 ≤ 2n−δr0
for large enough n, by the assumption ε ≥ n−1/3+δ (this is the only place in the
proof where we use this stronger assumption rather than requiring that ε3n→∞);
since r0 ≥ 1/δ, whereas xmin ≥ n
−2/3 holds deterministically, we arrive at (5.4).
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For (5.5), the above bounds on σ2 and dmax show that, w.h.p.,
(σ2)
3/2−η0dmax ≤ (2 + o(1))ε
−1(ε3n)−1/2+η0/3 log(ε3n) ,
while
∑
i x
2
i ui = (1 + o(1))(1 − ε)ε
−2n−1/3 and σ2 = (1 + o(1))ε
−1n−1/3. If ε < 12
then
∑
i x
2
i ui ≥ (
1
2 − o(1))ε
−2n−1/3, while if ε ≥ 12 then σ2 ≥ (
1
2 − o(1))ε
−2n−1/3,
hence in both cases we can combine this bound with the last display to obtain (5.5).
The bound in (5.6) follows from plugging in the above bounds on σ2 and dmax
in (4.6), along with the asymptotics
∑
i x
2
i ui established above, to see that w.h.p.
σ2xmaxdmax∑
i x
2
i ui
≤ (8 + o(1))
ε−1(ε3n)−1 log2(ε3n)
(1 − ε)ε−2n−1/3
=
8 + o(1)
1− ε
(ε3n)−2/3 log2(ε3n) .
This gives the first bound in the right-hand of (5.6) if we have ε < 110 , while in the
case 110 ≤ ε ≤ 1− n
−1/2 we arrive at the bound n−1/6+o(1) < n−1/8 for large n.
To obtain the final inequality (5.7), we combine the bound (5.8) with the fact
that |σ2 − (θn1/3)−1| ≤ (θ3n)−3/4 on the event E2, and deduce that w.h.p.,∣∣∣σ2 +∑
i
x2i ui −
1
θ2n1/3
∣∣∣ ≤ 1
(θ3n)3/4
+
(ε3n)−2/5
ε2n1/3
≤
2(ε3n)−2/5
ε2n1/3
,
where we absorbed the term (1+o(1))ε(ε3n)−5/12 into (ε3n)−2/5 for large enough n.
The above bound on σ2 given the event E2 further implies that∣∣∣ (σ2)2
(θ3n)−2/3
− 1
∣∣∣ ≤ (2 + o(1))(θ3n)−5/12 < (ε3n)−2/5
for a sufficiently large n. Combined, we obtain that s(x,H) is bounded w.h.p. via∣∣∣∣ (σ2)2n1/3σ2 +∑i x2i ui − 1
∣∣∣∣ ≤ 3(ε3n)−2/51− 2(ε3n)−2/5 ≤ 4(ε3n)−2/5 ,
concluding the proof. 
The second step in the proof is to argue that w.h.p. over the random graph G0,
the graphs G1 conditioned on G0 and G
H ∼ W (x,H, q) can be coupled such that
dghp(Mj(G1), M˜j(G
H))
p
−→ 0. This is the (approximate) metric analogue of the
distributional equality (4.3) that was used in the proof of Theorem 1. The reason
that such a distributional equality does not hold here is twofold. First, G1 can
contain multiple edges between two components of G0 as well as additional edges
within a component of G0. Second, the scaling factor s(x,H) used for M˜j(G
H)
differs from the n−1/3 scaling of distG1 for Mj(G1). On the other hand, note that
for the choice of x,H as in (5.2), the measure associated with both spaces is the
same, namely, the counting measure multiplied by n−2/3 (as the factor |V (Hi)| in
the definition of µj cancels out with the one in xi).
Lemma 5.3. Fix λ ∈ R. Suppose that p = (1 + λn−1/3)/n, let 0 < ε < 1 be such
that ε3n→∞ as n→∞, and define G0, G1 to be as above. Then one can construct
a random graph GH such that G0 ⊆ GH ⊆ G1 and so that the following hold.
(i) GH ∼ W (x,H, q) where x, H and q are as in (5.2).
(ii) There exist a set of graphs B
(n)
0 such that P(G0 ∈ B
(n)
0 ) → 1 as n → ∞, and
for every graph G ∈ B
(n)
0 and j ≥ 1,
E
[
dghp
(
Mj(G1), M˜j(G
H)
) ∣∣ G0 = G]→ 0 as n→∞ .
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Proof. Given G0 and G1, we call a pair of connected components Ci(G0) and Cj(G0)
excessive in G1 if they are connected in G1 by more than one edge. Similarly, we
call a single component Ci(G0) excessive if G1 contains an edge within Ci(G0) (i.e.,
an edge between two of its vertices) that does not belong to G0. To generate G
H
from G1, we remove from each excessive component Ci(G0) every edge that does
not belong to G0, and further remove all the edges between every pair of excessive
components Ci(G0), Cj(G0) except one that is chosen uniformly at random.
The graph GH is a W (x,H, q)-distributed subgraph of G1 with the exact same
connected components. If we condition on G0, the probability of the event X(i, j)
that a pair Ci(G0) and Cj(G0) is excessive is at most (|Ci(G0)||Cj(G0)|p1)2, and
the probability of the event X(i) that Ci(G0) is excessive is at most |Ci(G0)|2p1.
Therefore, as p1 = (1+o(1))ε/n, the variable X :=
∑
i 1X(i)+
∑
i<j 1X(i,j) satisfies
E[X | G0] ≤ (1 + o(1))
( ε
n
∑
i
|Ci(G0)|
2
)2
+ (1 + o(1))
ε
n
∑
i
|Ci(G0)|
2 . (5.9)
For every pair of vertices u, v ∈ [n], consider a shortest path P = (x1, . . . , xm)
between them in G1, and suppose that P uses an edge between a vertex xl ∈ Ci(G0)
and xl+1 ∈ Cj(G0) that does not belong to GH. Let r be the largest index such that
xr ∈ Cj(G0). If i = j then we replace the segment xl, . . . , xr in P with a shortest
path in G0 from xl to xr . If on the other hand i 6= j, denote by yz the edge in GH
that connects Ci(G0) and Cj(G0), and replace the segment xl, . . . , xr by a shortest
path from xl to y in G0, followed by the edge yz and then by a shortest path from z
to xr in G0. Repeat this procedure until a path in G
H is obtained. The number of
detours does not exceed the number of excessive pairs and components, and each
such detour increases the length of the path by at most 2dmax(G0). Therefore,
0 ≤ distGH(u, v)− distG1(u, v) ≤ 2dmax(G0)X .
Since this bound holds true for every two vertices u, v, and the measure on Mj(G1)
identifies with the measure on M˜j(G
H), we find, by taking the scaling factors of
the distances into consideration, that
dghp(Mj(G1), M˜j(G
H)) ≤ 2s(x,H)dmax(G0)X + |s(x,H)− n
−1/3| diam(Cj(G
H)) .
Define B
(n)
0 to be the set of every graph G such that, for x,H, q as in (5.2) with G
playing the role of G0, and σr, xmax, xmin and dmax defined as in Proposition 5.1,
the following conditions are satisfied:
• Inequalities (5.3)–(5.7) of Lemma 5.2 hold;
• σ2 ≤ 2/(εn1/3);
• dmax ≤ 2 log(ε3n)/ε.
By Lemma 5.2 and Theorems 3.1 and 3.3, respectively, we have P(G0 ∈ B
(n)
0 )→ 1.
Moreover, for every G ∈ B
(n)
0 , we infer from (5.7) and the condition on dmax that
E
[
dghp(Mj(G1),M˜j(G
H))
∣∣ G0 = G] ≤ (2 + o(1))(ε3n)−1/3 log(ε3n)E[X | G0]
+ 4(ε3n)−2/5E
[
n−1/3 diam(Cj(G
H))
∣∣ G0 = G] .
For all G ∈ B
(n)
0 , Proposition 5.1 implies E[n
−1/3 diam(Cj(GH)) | G0 = G] = O(1),
and E[X | G0 = G] = O(1) using
∑
i Ci(G)|
2 ≤ 2n/ε combined with (5.9). It thus
follows that E[dghp(Mj(G1), M˜j(G
H)) | G0 = G]→ 0 as n→∞, as claimed. 
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To complete the proof of Theorem 2, (i), first consider n−1/3+δ < ε < 1−n−1/2.
By combining Proposition 5.1 with Lemmas 5.2 and 5.3 we find that for each n ≥ 1
there exists a set of graph B˜
(n)
0 so that P(G0 ∈ B˜
(n)
0 )→ 1, and for every G ∈ B˜
(n)
0 ,
(1) The measured metric space M˜j(G
H) conditioned on G = G0 converges in
distribution to Mj(λ) w.r.t. ghp distance.
(2) The spaces M˜j(G
H) and Mj(G1), conditioned on G0 = G, can be coupled
such that their ghp distance vanishes in probability.
Therefore, by Slutsky’s Lemma for Polish spaces (see, e.g.,[6, Thm. 3.1]), for every
P(Mj(λ) ∈ ·)-continuity Borel set S ⊆ M ,
lim
n→∞
max
G∈B˜
(n)
0
|Pn (Mj(G1) ∈ S | G0 = G)− P(Mj(λ) ∈ S)| = 0 .
By Corollary 2.3, this completes the first assertion in Theorem 2, (i) in this regime.
For ε ≥ 1 − n−1/2, this assertion will follow directly from Theorem 2, Part (ii),
whose proof is in §5.2 below. Indeed, we establish there that if ε˜ satisfies ε˜3n→ 0,
and G˜0 and G˜1 are random graphs distributed as
G˜0 ∼ G
(
n, 1−ε˜1−ε˜pp
)
, G˜2 ∼ G (n, ε˜p) ,
then their union G˜1 = G˜0 ∪ G˜2 satisfies dghp(Mj(G˜0),Mj(G˜1))
p
−→ 0 as n→∞. By
Markov’s inequality, this holds conditionally on G˜2 such that G˜2 ∈ K, for some set
of graphs K with P(G˜2 ∈ K)→ 1. In addition, Mj(G˜0)
d
−→Mj(λ) as n→∞ since
(n 1−ε˜1−ε˜pp − 1)n
1/3 → λ. It follows that for every G˜2 ∈ K, the conditional law of
Mj(G˜1) given G˜2 weakly converges to that of Mj(λ). We now flip the roles of the
graphs by setting ε˜ = 1−ε1−εp . Observe that ε˜
3n → 0, G0 = G˜2 and G1 = G˜0 ∪ G˜2.
Thus, the conditional law of Mj(G1) given G0 such that G0 ∈ K converges in
distribution to Mj(λ) as n→∞, and Corollary 2.3 concludes the proof.
The second assertion of Theorem 2, Part (i), follows from the first as shown
in [2, Thm. 4.1], by the same argument appearing there. 
5.2. Noise stability: proof of Theorem 2, Part (ii). Let ε3n→ 0 and G0, G1
as above. We will prove that dghp(Mj(G0),Mj(G1))
p
−→ 0 for every fixed j by
showing that, w.h.p., Cj(G1) is obtained from Cj(G0) by gluing to it components
of size o(n2/3) and diameter o(n1/3), which are negligible in the scaling limit.
Lemma 5.4. Let j ≥ 1 be an integer, and let Aj be the event that the component
of G1 containing Cj(G0) is Cj(G1). Then, P(Aj)→ 1 as n→∞.
Proof. Suppose that Aj does not hold, and let i ≤ j be the smallest index for
which Ai does not hold. Let k be the index such that Ck(G1) ⊇ Ci(G0); then
‖X(G1)−X(G0)‖
2
2 ≥ n
−4/3∆2k for ∆k := |Ck(G1)| − |Ck(G0)| .
If k < i then |Ck(G1)| ≥ |Ck(G0)|+|Ci(G0)| by the minimality of i, so ∆k ≥ |Ci(G0)|.
If k > i then we simply use |Ck(G1)| ≥ |Ci(G0)|, whence ∆k ≥ |Ci(G0)| − |Ck(G0)|.
So, if D
(n)
i,a = {|Ci(G0)| < an
2/3} and D
(n)
i,k,a = {|Ci(G0)| − |Ck(G0)| < an
2/3}, then
P(Acj) ≤ inf
a>0
{
P (‖X(G1)−X(G0)‖2 ≥ a) +
∑
i≤j
P(D
(n)
i,a ) +
∑
i≤j
∑
k>i
P(D
(n)
i,k,a)
}
.
The first term vanishes for any fixed a > 0 as n→∞ by Corollary 4.5, and the other
two vanish as a ↓ 0 since X(G0) converges to a continues distribution in ℓ
2
. 
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We need the next standard fact, which follows immediately from the work of
Lyons [16] connecting percolation, random walks and electrical networks on trees.
Fact 5.5. Let T be a Bin(n, µn )-Galton–Watson tree for µ > 0, and let ht(T ) denote
its height. Then for every k one has 1/ak ≤ P(ht(T ) ≥ k) ≤ 2/ak, where
ak =
{
1 + (1− µn )
1−µ−k
µ−1 if µ 6= 1 ,
1 + (1− µn )k if µ = 1 .
Proof. Letting Tn,k denote the first levels of the complete n-ary tree, we assign the
conductance cj = (µ/n)
j/(1 − µ/n) to every edge in between levels j − 1 and j
in this tree (regarding the level of the root to be 0). Further denoting by Rk the
resistance between the root and level k of Tn,k, appealing to [16, Thm. 2.1] shows
that 1/(Rk + 1) ≤ P(ht(T ) ≥ k) ≤ 2/(Rk + 1). Contracting the vertices in each
level yields a path from 0 to k where c˜j = n
j
cj = µ
j/(1−µ/n) for 1 ≤ j ≤ k. Since
we have Rk =
∑k
j=1 c˜
−1
j , the required inequality is established. 
Lemma 5.6. Let j ≥ 1, δ > 0 and denote by Bj,δ the event that
sup
v∈Cj(G1)\Cj(G0)
distG1(v, Cj(G0)) ≤ δn
1/3.
Then, with Aj defined as in Lemma 5.4, we have P(Aj \Bj,δ)→ 0 as n→∞.
Proof. Denote by rG(u) := maxv distG(u, v) where the maximum is over every
vertex v that lies in the same component in G as u. Note that if H is a subgraph
of G and u lies in an acyclic component of G then rG(u) ≥ rH(u).
Let us define a graph G0 ⊆ G(j) ⊆ G1 obtained by removing from G1 all the
edges that do not belong to G0 and have an endpoint in Cj(G0). As such, G1 is
obtained from G(j) by connecting every pair of non-adjacent vertices in G0 that
has an endpoint in Cj(G0) independently with probability p1. Therefore, Aj \Bj,δ
can hold only if an edge is added in this way to G(j) between Cj(G0) and T , where
T =
{
u /∈ Cj(G0) : rG(j)(u) > δn
1/3
}
(a shortest path from Cj(G0) to v in G1 starts with such an edge, and all its other
edges belong to G(j)). Let Eκ = {|Cj(G0)| ≤ κn2/3} for some large constant κ;
writing P(Eκ) = 1− δκ, as mentioned above one has δκ → 0 as κ→∞. Hence,
P(Aj \Bj,δ) ≤ δκ + P(Aj \Bj,δ , Eκ) ≤ δκ + E
[
E [p1|Cj(G0)||T |1Eκ | G0]
]
≤ δκ + p1κn
2/3
E|T | . (5.10)
Every u ∈ T either belongs to a cyclic component of G1, or has rG1(u) > δn
1/3. The
expected number of vertices in cyclic components is O(n2/3) (see [15, Lemma 2.2]),
and by Fact 5.5, the probability that rG1(u) > δn
1/3 is at most (1/δ + o(1))n−1/3
if λ = 0, and (λ/(1− e−λδ) + o(1))n−1/3 if λ 6= 0. Thus, E|T | = O(n2/3/δ).
Combining this, as well as p1 = (1+o(1))ε/n, with (5.10), we may now conclude
that P(Aj \Bj,δ) ≤ δκ +O(κδ−1εn1/3) = δκ + o(1), since εn1/3 → 0. 
Lemma 5.7. Let j ≥ 1, and denote by Cj the event that distG0(u, v) = distG1(u, v)
for every two vertices u, v ∈ Cj(G0). Then, P(Cj)→ 1.
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Proof. First we claim that w.h.p. no two vertices in Cj(G0) that are non-adjacent
in G0 are adjacent in G1. Indeed, the expected number of such pairs of vertices is
at most E[|Cj(G0)|2]p1 = O(n1/3ε)→ 0 as n→∞.
Next, consider the random graphG0 ⊆ G(j) ⊆ G1 that was defined in Lemma 5.6.
We claim that w.h.p. no component of G(j) is connected to Cj(G0) in G1 by more
than one edge. Together with the first claim, this would imply that the shortest
path in G1 between any pair of vertices in Cj(G0) contains only edges from G0.
Let X be the number of pairs of vertices that lie in the same component of G(j)
and are both connected by an edge to Cj(G0) in G1. For Eκ = {|Cj(G0)| ≤ κn2/3}
as in Lemma 5.6, satisfying P(Ecκ) = δk → 0 as κ→∞, we have
P(X > 0) ≤ P(Ecκ) + E[X1Eκ ] ≤ δk + E
[
E
[
p21|Cj(G0)|
21Eκ
∑
i
|Ci(G
(j))|2
∣∣ G0]]
≤ δk + (1 + o(1))
(
κεn1/3
)2
E
[
n−4/3
∑
i
|Ci(G
(j))|2
]
.
By Lemma 4.3,
∑
i |Ci(G
(j))|2 ≤
∑
i |Ci(G1)|
2 deterministically, since G(j) ⊆ G1.
In addition, we have
E
[
n−4/3
∑
i
|Ci(G1)|
2
]
= O(1)
by the convergence of X(G1) in (ℓ
2
, ‖ · ‖2). Therefore,
P(X > 0) ≤ δk +O((κεn
1/3)2) = δk + o(1)
since εn1/3 → 0. 
We may now conclude the proof of Theorem 2, Part (ii). Fix j ≥ 1, and condition
on the events Aj ∩Bj,δ ∩ Cj as per Lemmas 5.4, 5.6 and 5.7. On these events, we
have that Cj(G0) is isometrically embedded in Cj(G1), and Cj(G1) is contained in
a ball of radius o(n1/3) about Cj(G0). In addition, both graph are equipped with
the counting measure multiplied by n−2/3 and they differ by only o(n2/3) vertices.
Therefore, dghp(Mj(G0),Mj(G1)) = o(1).
The extension of convergence in the product topology to convergence in d4ghp
follows, as it did in Part (i), from the proof of [2, Thm. 4.1]. 
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