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In this paper, the complexity of full solution of Fredholm integral equations of
the second kind with data from the Sobolev class W r2 is studied. The exact order
of information complexity is derived. The lower bound is proved using a Gelfand
number technique. The upper bound is shown by providing a concrete algorithm
of optimal order, based on a specific hyperbolic cross approximation of the kernel
function. Numerical experiments are included, comparing the optimal algorithm
with the standard Galerkin method.  1996 Academic Press, Inc.
1. INTRODUCTION
Information-based complexity theory studies the intrinsic difficulty of
the approximate solution of numerical problems for which the information
is partial, contaminated, and priced. Determining the information complex-
ity of basic problems of mathematical physics is a principal goal of informa-
tion-based complexity theory. One of these basic problems is the solution
of Fredholm integral equations of the second kind.
A first estimate of information complexity for the construction of the
full solution of integral equations with kernels from Sobolev classes was
obtained by Emelyanov and Ilin (1967). They restricted themselves to the
study of algorithms computing the approximate solution using as informa-
tion functionals only function values of the kernel and the free term at
some points.
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The general situation of algorithms using values of arbitrary linear contin-
uous functionals was considered by Pereverzev (1989). However, in this
paper the lower bound and the upper bound of information complexity
differed by a logarithmic factor. In the present paper we determine the
exact order of information complexity for Fredholm equations with kernels
from Sobolev classes using a Gelfand number technique developed by
Heinrich (1993). This exact order coincides with the order of the upper
bound shown by Pereverzev (1989).
2. FORMULATION OF THE PROBLEM AND SOME GENERAL RESULTS
Let V, E, and K be normed linear spaces. For the space of all bounded
linear operators from V into E we shall write L(V, E) and L(E) 5 L(E,
E). Assume that V is continuously embedded in E and JV [ L(V, E) is
the embedding operator from V into E. Moreover, we assume that there
is some linear continuous operator T assigning to each element k [ K an
operator Tk [ L(E). Let V0 , V and K0 , K be subsets given in such a
way that the operator (I 2 Tk)21 [ L(E) for any k [ K0 , where I is the
identity operator. Then setting X0 5 K0 3 V0 we consider the class of
operator equations
u 2 Tku 5 f, k [ K0 , f [ V0 . (1)
The operator S: X0 R E defined by
S(k, f ) 5 (I 2 Tk)21f (2)
is called the solution operator of Eq. (1). For the analysis of (1) and (2)
we shortly recall the framework of information-based complexity theory.
For details the reader is referred to the monograph by Traub, et al. (1988).
By a method of specifying information about equations (1) on X0 we
understand any operator N: X0 R Rn11n2, N 5 (N1 , N2), with
N1k 5 (l1(k), . . . , ln1(k)), li [ K*, i 5 1, . . . , n1 ,
N2f 5 (s1( f ), . . . , sn2( f )), sj [ V*, j 5 1, . . . , n2 ,
where K* and V* denote the dual spaces of K and V respectively. N 5
(N1 , N2) is also called an information operator. Moreover, we denote by
card(N) the number of all linear functionals taking part in the definition
of the information operator N, i.e., card(N) 5 n1 1 n2 .
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By an algorithm w of approximate solution of equations (1) we mean
any operator w assigning to the information vector N(k, f ) [ Rn11n2 an
element w(N(k, f )) [ E as an approximate solution of (1). We assume
that every algorithm w is connected with some set Fw of elements g(b1 ,
. . . , bl) [ E defined by values of numerical parameters b1 , . . . , bl and
w(N(k, f )) 5 g(b1 , . . . , bl), where b1 , . . . , bl depend on N(k, f ) and
for the calculation of these values it is required to execute only arithmetic
operations, including comparisons, on the components of the vector N(k,
f ). For a concrete algorithm w we denote by card(w) the number of
arithmetic operations required in order to realize the algorithm. Moreover,
for a fixed information operator N we denote by F(N) the set of
algorithms w defined on N(X0). Considering algorithms of F(N) it is
natural to suppose that card(N) # card(w) 1 1. Otherwise, the algorithm
w [ F(N) cannot use all information represented by the components
of the vector N(k, f ).
The error of the algorithm w [ F(N) on the class X0 is defined as
e(X0 , w) 5 sup
(k, f)[X0
iS(k, f ) 2 w(N(k, f ))iE .
The information complexity of equations (1) on the class X0 is determined
by the quantity
en(X0) 5 inf
N:card(N)#n
inf
w[F(N)
card(w)#n
e(X0 , w).
This is the minimal error which can be reached performing at most n
arithmetic operations on the values of at most n information functionals.
Moreover, for a fixed information operator N 5 (N1 , N2) we introduce the
following quantities
r(X0 , N) 5 inf
w[F(N)
e(X0 , w),
d(X0 , N) 5 sup
k,h[K0
N1k5N1h
sup
f,g[V0
N2 f5N2g
iS(k, f ) 2 S(h, g)iE ,
called the radius and the diameter of information N respectively. It is well-
known that
As d(X0 , N) # r(X0 , N) # d(X0 , N). (3)
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Note that the so-called nth minimal radius of information
rn(X0) 5 inf
N:card(N)#n
r(X0 , N)
serves as a lower bound for the information complexity en(X0), i.e.,
en(X0) $ rn(X0). (4)
Now, as in Heinrich (1993), we establish some relation between the nth
minimal radius rn(X0) and Gelfand numbers of certain operators. First of
all we impose some assumptions on our class X0 of equations.
Let BK and BV be unit balls of the spaces K and V respectively. Fix
constants r 5 (r1 , . . . , r6), ri . 0 for i 5 1, . . . , 6 and r4 , r6 . 1. We
assume that we are given a subset Kr , K such that
(i) r1BK , Kr , r2BK ,
(ii) for any k [ Kr:
iTkiERE # r3 , i(I 2 Tk)21iERE # r4 ,
iTkiVRV # r5 , i(I 2 Tk)21iVRV # r6 .
In the following we shall consider equations of type (1) on the class Xr 5
Kr 3 BV .
Now we introduce the so-called Gelfand numbers of an operator. Given
two Banach spaces Y and Z, for an operator U [ L(Y, Z) the nth Gelfand
number of U is defined by
cn(U: Y R Z) 5 inf
l1, . . . ,ln21[Y*
sup
y[BY
li(y)50,i51, . . . ,n21
iUyiZ .
Moreover, let us define the operator C: K R L(V, E) by
Ck 5 TkJV ,
where JV is the embedding operator from V into E. For a fixed information
operator N 5 (N1 , N2) we consider the quantities
c(C, N) 5 sup
k[BK
N1k50
iCkiVRE ,
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c(JV , N) 5 sup
f[BV
N2 f50
iJV f iE .
THEOREM 1. For any information operator N 5 (N1 , N2),
d1 · [c(C, N) 1 c(JV , N)] # r(Xr , N) # d2 · [c(C, N) 1 c(JV , N)],
where the constants d1 , d2 depend only on r.
Proof. Let us fix an arbitrary N 5 (N1 , N2) and consider the quantities
A 5 sup
k,h[Kr
N1k5N1h
sup
f[BV
iS(k, f ) 2 S(h, f )iE ,
B 5 sup
k[Kr
sup
f,g[BV
N2f5N2g
iS(k, f ) 2 S(k, g)iE .
It is obvious that
max(A, B) # d(Xr , N) # A 1 B. (5)
Now we shall derive some estimate for A. First of all we note that
A 5 sup
k,h[Kr
N1k5N1h
i((I 2 Tk)21 2 (I 2 Th)21)JViVRE
(6)
5 sup
k,h[Kr
N1k5N1h
i(I 2 Tk)21(Tk 2 Th)(I 2 Th)21JViVRE .
Moreover, using the properties of Kr , for h, k [ Kr we have
i(I 2 Tk)21(Tk 2 Th)(I 2 Th)21JViVRE # r4r6 · iTk 2 ThiVRE , (7)
and on the other hand
i(I 2 Tk)21(Tk 2 Th)(I 2 Th)21JViVRE
$ iI 2 Tki21EREiTk 2 ThiVREiI 2 Thi21VRV (8)
$ (1 1 r3)21(1 1 r5)21iTk 2 ThiVRE .
22 FRANK, HEINRICH, AND PEREVERZEV
Further, from the definition of c(C, N) and assumption (i) we obtain
r1 · c(C, N) 5 sup
k[r1BK
N1k50
iTkiVRE
#
1
2
sup
k,h[Kr
N1k5N1h
iTk 2 ThiVRE
(9)
#
1
2
sup
k[2r2BK
N1k50
iTkiVRE
5 r2 · c(C, N).
In such a way it follows from (6)–(9) that
2r1(1 1 r3)21(1 1 r5)21 · c(C, N) # A # 2r2r4r6 · c(C, N). (10)
In a similar manner we can prove that
2(1 1 r3)21 · c(JV , N) # B # 2r4 · c(JV , N). (11)
Now the statement of the theorem follows from (3), (5), (10), and (11). n
In the following we shall use the notation: If P(b) and Q(b) are functions
defined on some set B, we write
P(b) a Q(b),
if there is a constant c . 0 such that for all b [ B: P(b) # c · Q(b). We write
P(b) } Q(b),
if P(b) a Q(b) and Q(b) a P(b).
COROLLARY 1.
rn(Xr) } inf
n11n2#n
(cn111(C: K R L(V, E)) 1 cn211(JV: V R E)).
This relation follows immediately from Theorem 1 and the definition of
Gelfand numbers.
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3. THE MAIN RESULT
Let d [ N, G 5 [0, 2f]d, and let L2(G) be the space of square-summable
functions on G with the usual norm i?i and the usual inner product (?, ?).
We set
e0(s) 5
1
Ï2f
,
en(s) 5
1
Ïf
cos(ns),
e2n(s) 5
1
Ïf
sin(ns)
for n [ N and s [ [0, 2f]. Then for a given multiindex i 5
(i1 , . . . , id) [ Zd the basis function ei [ L2(G) is defined by
ei(t) 5 ei1(t1) ? ? ? eid(td),
where t 5 (t1 , . . . , td) [ G. The Fourier coefficients of f [ L2(G) are
given by fˆ(i) 5 ( f, ei), i [ Zd. Moreover, for i [ Zd we set uiu 5
Ïi21 1 ? ? ? 1 i2d .
Let r [ R1. Then the Sobolev space Hr(G) is defined as
Hr(G) 5 Hf : f [ L2(G), i f ir :5 SO
i[Zd
(1 1 uiu2)r fˆ(i)2D1/2 , yJ.
Note that for r [ N, the space Hr(G) consists of all periodic functions on
G which have square-summable generalized partial derivatives up to the
order r. We shall use the following abbreviations: L2 5 L2(G), Hr 5 Hr(G),
H r 5 Hr(G2).
Now, referring to the notation of the previous section, we set E 5 L2 ,
V 5 Hr, and K 5 H r. Moreover, for each k [ H r the operator T : H r R
L(L2) is defined by
Tk g(t) 5 E
G
k(t, s)g(s) ds. (12)
Let a1 . 0, a2 . 1, a 5 (a1 , a2), and consider the set
H ra 5 hk [ H r : ikir # a1 , i(I 2 Tk)21iL2RL2 # a2j.
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Denote by X ra the class of Eq. (1) with free terms f [ BHr 5 BV and
operators (12) with kernels k(t, s) from H ra , i.e., Xra 5 H ra 3 BHr . It is easy
to see that for some r1 , . . . , r6 depending on a the set H ra may be
considered as Kr treated in the previous section, thus
H ra 5 Kr , Xra 5 Xr , r 5 r(a). (13)
Now we can state the main result.
THEOREM 2. For the class of equations of type (1) on Xra defined above
en(Xra) } n2r/d logr/d n.
Proof. The required upper estimate for the quantity en(Xra) follows
from Pereverzev (1989). In this paper an algorithm for the approximate
solution of Fredholm integral equations with kernels from Sobolev spaces
was constructed which provides the upper complexity bound. This algorithm
uses as information the values of Fourier coefficients of the kernels with
numbers from a so-called hyperbolic cross. Some modification of this algo-
rithm will be presented in the next section.
Now we shall prove the lower estimate for en(Xra). Using (4) and Corollary
1, we have
en(Xra) $ rn(Xra) s cn(C: H r R L(Hr, L2)). (14)
To show the lower bound, we shall estimate the Gelfand numbers of C.
Let hbijji, j[Zd be the unit vector basis of l2(Z2d) and define the operator
W: l2(Z2d) R H r as
Wbij 5 (1 1 uiu2 1 u j u2)2r/2 · ei(t)ej(s).
Moreover, we define the operator U: L(Hr, L2) R ly(Z2d), assigning to
each operator A [ L(Hr, L2) an element
UA 5 ((1 1 umu2)2r/2 · (Aem , el))m,l[Zd .
It is obvious that the operator W is an isometry, so iW i 5 1, and the
operator U is an injection with iUi # 1. Now we compose the operators
W and U with C and obtain an operator
D 5 UCW,
D: l2(Z2d) R ly(Z2d).
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It is easily verified that D is a diagonal operator which acts in the follow-
ing manner:
Dbij 5 ji jbij , ji j 5 [(1 1 uiu2 1 u ju2)(1 1 u ju2)]2r/2.
Let l1 $ l2 $ ? ? ? $ ln $ ? ? ? be the elements of the sequence hji jj
arranged in nonincreasing order. Namely,
ln 5 infh«: cardh(i, j): ji j . «j , nj
5 max
Q#Z2d
card(Q)5n
minhji j: (i, j) [ Qj.
If
Qn 5 h(i, j): ji j $ n2rj,
then it follows from the definition of hlnjn[N that
lcard(Qn) $ n
2r . lcard(Qn)11 . (15)
Let us estimate card(Qn). For this end we consider the set
Bn 5 h(i, j): maxhui1u, . . . , uidu, u j1u, . . . , u jdu, 1j ? maxhu j1u, . . . , u jdu, 1j # nj.
Keeping in mind that
Qn 5 h(i, j): (1 1 uiu2 1 u ju2)1/2 (1 1 u ju2)1/2 # nj,
we have
Qn , Bn , Qp?n , p 5 Ï(2d 1 1)(d 1 1), (16)
where pn denotes the smallest integer greater than or equal to pn.
Moreover,
card(Bn) 5 cardh(i, j): maxhui1u, . . . , uiduj # Ïn, maxhu j1u, . . . , u jduj # Ïnj
1 O
Ïn,l#n
card H(i, j): maxhui1u, . . . , uiduj 5 l, maxhu j1u, . . . , u jduj # nlJ
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} nd 1 O
Ïn,l#n
ld21 SnlDd
} nd ? O
Ïn,l#n
1
l
} nd log n.
Now from (16) we find
(17)card(Qn) } nd log n.
Combining (15) and (17) we obtain
l[nd log n] } n2r,
or what is the same
ln } n2r/d logr/d n.
Then it follows from Theorem 11.11.7 by Pietsch (1978) that
(18)cn(D: l2(Z2d) R ly(Z2d)) } ln } n2r/d logr/d n.
Furthermore, by basic properties of Gelfand numbers
cn(D: l2(Z2d) R ly(Z2d)) # iUi ? cn(C: H r R L(H r, L2)) ? iW i
# cn(C: H r R L(H r, L2)).
Finally, using this inequality and relations (14) and (18) we get
en(X ra) s n2r/d logr/d n.
The theorem is proved. n
4. THE ALGORITHM
In this section, we describe the optimal algorithm used in the proof of
the upper bound of Theorem 2. The algorithm is based on Fourier coeffi-
cients and a hyperbolic cross approximation of the kernel function k. The
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FIG. 1. Shape of the hyperbolic cross Bn for d 5 1, n 5 16.
approximate solution is computed in two steps: first we compute a primary
approximation v0 as the solution of an integral equation with an approxi-
mated kernel function, then we perform some kind of iterative refinement.
The algorithm can be used not only for periodic functions on [0, 2f], but
also for nonperiodic functions, carrying out a periodization of the kernel
and the right-hand side by some transformation of variables in a prepro-
cessing step. We shall explain this transformation, which allows us even to
simplify the algorithm by reducing the basis.
Let (k, f) [ X ra be given. For any m [ N, let Cm be the following set of
multi-indices i 5 (i1 , . . . , id) [ Zd:
Cm 5 hi [ Zd: maxhui1u, . . . , uiduj # mj.
Then the orthogonal projection operator Pm: L2(G) R spanhei : i [ Cmj is
defined as
(Pm f)(t) 5 O
i[Cm
( f, ei)ei(t).
Now, fix n [ N and recall that the set Bn is described by
Bn 5 h(i, j): maxhui1u, . . . , uidu, u j1u, . . . , u jdu, 1j ? maxhu j1u, . . . , u jdu, 1j # nj.
For d 5 1, the shape of this set is shown in Fig. 1. Then the projections h,
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fn of the kernel and the right-hand side, respectively, are defined by its
Fourier coefficients
hˆ(i, j) 5 Hkˆ(i, j) (i, j) [ Bn
0 otherwise,
(19)
fˆn(i) 5 Hfˆ(i) i [ Cn
0 otherwise.
The algorithm replaces Eq. (1) by the approximate equation
(20)w 2 Thw 5 fn ,
and computes an approximation v to w in an iterative way. As can be seen
easily, for the construction of Eq. (20) we need the information N 5
(N1 , N2) about the initial equation (1), where
N1 k 5 hkˆ(i, j)j(i, j)[Bn ,
N2 f 5 h fˆ(i)ji[Cn .
From relations (16), (17) it follows that
card(N) } nd ? log n.
Unfortunately, the direct solution of Eq. (20) by means of some exact
solution method for systems of linear equations would take too many
arithmetic operations. So we set m 5 n1/3 and compute the approximate
solution v in the following two steps. First, we calculate the solution v0 of
the equation
(21)v0 2 ThPmv0 5 fn ,
and then the final approximation as
(22)w(N; k, f) 5 v 5 v0 1 (I 2 Th Pm)21 (Thv0 2 v0 1 fn).
The algorithm (21), (22) was analyzed by Pereverzev (1989) for the case
d 5 1. This analysis can be extended easily to the d-dimensional case
(d . 1), and we get
(23)card(w) } nd log n.
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FIG. 2. Shape of the hyperbolic cross B˜n for d 5 1, n 5 16.
Related algorithms were discussed by Frank and Heinrich (1994) and
Frank (1995), where the analysis for arbitrary d [ N was carried out in
greater detail. In a way similar to there, one can prove that the algorithm
w satisfies the error estimate
(24)e(X ra , w) } n2r.
Consequently, from Theorem 2 and relations (21)–(24) it follows that the
algorithm w is error-optimal for the class X ra in the sense of information com-
plexity.
A modification of the algorithm w described by Eq. (22), which proved
to be useful in implementations, is the use of a so-called dyadic hyperbolic
cross instead of the hyperbolic cross Bn . For this end we replace the operator
Th in (20) by the operator
Th1 5 OM
l51
P22M2lTk(P2l 2 P2l21) 1 P22MTk P1 , (25)
where n 5 2N and M 5 N/2. Then Th1 is also an integral operator, whose
kernel function is defined by
hˆ1(i, j) 5 Hkˆ(i, j) (i, j) [ B˜n
0 otherwise,
B˜n 5 < hC2l 3 C2m: l, m $ 0, max(l, m) 1 m # 2M j.
The shape of the dyadic set B˜n is shown in Fig. 2.
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In the presented form, the algorithm works only for periodic on G func-
tions. It can be applied also to Fredholm integral equations with nonperiodic
kernels and free terms
z(x) 2 E
[0,1]d
k1(x, y) z(y) dy 5 g(x),
where x, y [ Rd. For this end, we make e.g. the following change of variables
xj 5 As (1 2 cos tj),
(26)
yj 5 As (1 2 cos sj)
for tj , sj [ [0, f], j 5 1, . . . , d, and consider the transformed equation
u 2 Tku ; u(t) 2 E
[0,f]d
k(t, s) f (s) ds 5 f (t), (27)
where
k(t1 , . . . , td , s1 , . . . , sd) 5 k1 S1 2 cos t12 , . . . , 1 2 cos td2 , 1 2 cos s12 ,
. . . ,
1 2 cos sd
2 D p 22d p
d
i51
sin si , (28)
u(t1 , . . . , td) 5 z S1 2 cos t12 , . . . , 1 2 cos td2 D , (29)
f (t1 , . . . , td) 5 g S1 2 cos t12 , . . . , 1 2 cos td2 D . (30)
From (28)–(30) it follows that the integral operator Tk of Eq. (27) can
be considered as acting in the space of even 2f-periodic functions. Hence,
for the approximate solution of Eq. (27) we can reduce our basis to the
cosine-basis in L2(G).
The cardinality of required information as well as the number of arithme-
tic operations performed by the algorithm has changed only by a constant
factor. If the functions (k, f ) in (28), (30) are in H ra , then the order of
accuracy is preserved.
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FIG. 3. Kernel function and solution of the example equation (31).
5. NUMERICAL EXAMPLES
To present a numerical example we restrict ourselves to the case d 5 1
and consider the following two integral equations.
u1(s) 2 E2f
0
k1(s, t)u1(t) dt 5 f1(s) (31)
with
k1(s, t) 5
1
f Oi,j.0 sin(is) · sin( jt)(1 1 i2 1 j 2)2 ,
u1(s) 5
1
Ïf
O
i.0
sin(is)
i7/2
.
f1(s) 5 u1(s) 2
1
Ïf
O
i.0
sin(is) ·O
j.0
(1 1 i2 1 j 2)22 · j27/2.
Note that k1 and f1 are chosen in such a way that they (roughly) represent
the same degree to smoothness: Both belong to the Sobolev space H32a
for all a . 0, but not to H3. Figure 3 shows the graphs of k1 and u1 .
The second example equation will be
u2(s) 2 E2f
0
k2(s, t)u2(t) dt 5 f2(s) (32)
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with
k2(s, t) 5
1
2c Oi,j.0 sin( js) sin(it)i3 · j 3 5 (s
3 2 3fs2 1 2f2s)(t3 2 3ft2 1 2f2t)
288c
,
u2(s) 5 O
j.0
sin( js)
j 3
5
s2 2 3fs2 1 2f2s
12
,
f2(s) 5
1
2
u2(s),
where
c 5 E2f
0
Sx3 2 3fx2 1 2f2x12 D2 dx P 3.19608.
The kernel of this integral equation belongs to the Sobolev space with
dominating mixed derivative H5/22a,5/22a([0, 2f]2) for each a . 0, but not
to H5/2,5/2([0, 2f]2) (see e.g. Frank (1995) for the definition). Both the
solution and the right-hand side belong to the Sobolev space H5/22a([0,
2f]), a . 0.
We applied two algorithms to these equations: the order-optimal algo-
rithm w with the dyadic hyperbolic cross B˜n and the standard Galerkin
method. Both algorithms use Fourier coefficients of the kernel function
and the free term. They were implemented in C11 on a Workstation HP
9000/712/60. In all calculations double precision was used. The required
Fourier coefficients of the right-hand sides were computed beforehand;
the measured CPU-time does not include this preprocessing step. This
procedure is justified by the subject of our attention: we assume that we
are given the needed information or at least can compute each functional
with constant cost, in order to look at the cost and the accuracy of the
algorithm working with this information.
In Fig. 4, the accuracy of both methods applied to the example equations is
shown. There, the abscissa constitutes the full number of Fourier coefficients
used by the algorithm. The ordinate is the L2-error of the approximate
solution. Both axes are logarithmically scaled.
The example equation (31) satisfies the conditions of Theorem 2. Conse-
quently, the algorithm w reaches the optimal convergence rate of O(N2r
logr N) for all r , 3, whereas the Galerkin method has the well known
convergence rate of O(N2r/2) for all r , 3, but not O(N23/2).
Looking at the accuracy in example (32), we must recall that the kernel
function of this equation is a function with dominating mixed derivative,
so the algorithm w is not optimal for this class of functions. However, it
INFORMATION COMPLEXITY OF INTEGRAL EQUATIONS 33
FIG. 4. Accuracy of the standard Galerkin method and the hyperbolic cross method w for
the example equations (31) (left) and (32) (right).
clearly performs better than the standard Galerkin method also in this ex-
ample.
We compared both methods on the basis of the number of information
functionals (in this case Fourier coefficients) required. We could have used
the number of arithmetic operations or the run time as well, but they would
not change the outcome of the comparison. The Galerkin method includes
the solution of a large (O(N1/2) 3 O(N1/2)) linear system, and even iterative
variants could at best reach O(N), which is just the run time of w.
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