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RESUME 
Le data mining et les SIG (Systemes d'Information Geographique) existent tous 
deux depuis plusieurs annees. Chacun a ses propres methodes, techniques, ap-
proches d'analyse et de visualisation des donnees. Les SIG et le data mining sont 
maintenant utilises largement pour appuyer la prise de decision dans des secteurs 
aussi varies que les affaires, l'environnement, la sante, la logistique ou encore la 
securite. 
Au cours de la derniere decennie, plusieurs entreprises de SIG commencent a realiser 
l'importance d'integrer les techniques de data mining dans leurs produits. Le data 
mining peut contribuer a trouver des correlations significatives, des regies et des 
tendances cachees dans les grandes bases de donnees de SIG. D'un autre cote, 
les SIG par leurs capacites de visualisation, montrent aussi des potentiels pour la 
pratique du data mining. 
L'integration actuelle entre data mining et les SIG peuvent etre considerees selon 
les deux approches ci-dessous : 
- Les techniques du data mining s'appliquent aux donnees spatiales. Cette ap-
proche est aussi connue sous le nom de data mining spatial. 
- Les SIG sont utilises comme outil de verification, d'analyse et de visualisation des 
resultats du data mining. 
Par une revue de litterature, l'objectif principal de ce memoire est de presenter 
le potentiel d'integration entre le data mining et les SIG. En collaboration avec une 
entreprise de meuble canadienne dans un cas d'etude, nous montrerons comment 
l'integration entre le data mining et les SIG peut ameliorer mutuellement leurs 
resultats. Nous developperons un systeme base web qui integre les techniques de 
segmentation du data mining et les services d'un SIG (Google Map) afin d'analyser 
VI 
le marche des meubles aux Etats-Unis. Les resultats obtenus nous confirment les 
avantages de cette integration. 
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ABSTRACT 
The theories and applications in the field of data mining and Geographic Informa-
tion Systems (GIS) have been developed several years. They both have been shown 
in many studies in methodologies and techniques in data analysis and visualization. 
GIS and data mining are now widely used to support decision making in various 
sectors as in business, environment, public health, logistics and security. 
During the last decade, several GIS companies realize the importance and start 
to integrate data mining techniques in their products. Data mining contributes 
facilities to find significant correlations, rules and trends hidden in large databases 
like GIS. On the other hand, the GIS with its capabilities of its display and virtu-
alization, is the potential implementation for the data mining methodologies. 
The current researches of the integration between data mining and GIS can be 
considered in 2 approaches: 
- The implementation of data mining techniques to spatial data. This approach is 
also known as spatial data mining. 
- GIS is used as a tool to verify, visualize and analyze the results of data mining. 
The potential of integration data mining and GIS will be studied more in the 
literature review section. In collaboration with a Canadian furniture company in 
a case study, we present an integration of data mining and GIS and its benefits to 
improve the outcome, regarding to a separate techniques. We develop a web based 
system that integrates the segmentation techniques of data mining and Googleo 
Map services to analyze the US furniture market. The results confirm the benefits 
of this integration. 
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Le data mining et les SIG sont des domaines relativement recents, qui sont apparus 
vers le debut des annees 1960. Neanmoins, ils se sont developpes independamment 
depuis plusieurs annees. Chacun ayant des methodes, des techniques et des ap-
proches specifiques. 
Les SIG sont ete a l'origine developpes pour la gestion de l'environnement et de la 
terre. Au cours de la derniere decennie, la portee, la couverture et le volume de 
la geographie numerique se developpent rapidement grace au progres en sciences 
geomatiques. Les domaines d'applications des SIG ne se limitent plus a la geogra-
phie. Les SIG ont des capacites de stockage, gestion, manipulation et visualisation 
des donnees spatiales. Ils sont done actuellement utilises comme outil de planifica-
tion et d'aide a la decision dans beaucoup de domaines (Longley et al., 2005). Ils 
couvrent dors et deja des champs relatifs a l'agriculture, l'environnement, le geo-
marketing, la sante, la pollution, le transport, etc. Pourtant, avec l'augmentation 
rapide du volume des donnees geographiques et la complexity de leurs relations, 
les methodes traditionnelles d'analyse spatiale ne peuvent pas aisement decouvrir 
des modeles, ni des regies ou de nouvelles connaissances cachees dans les bases de 
donnees spatiale. 
D'un autre cote, le data mining est un processus qui reunit des theories et techniques 
d'analyse, d'extraction et de representation pour decouvrir des connaissances dans 
les grandes bases de donnees. De nos jours, tous les domaines produisent des 
2 
quantites enormes de donnees. Le data mining est done la cle de succes pour 
toutes les entreprises. Le magazine en ligne ZDNET News a considere le data 
mining comme "un des developpements technologies les plus revolutionnaires des 
dix prochaines annees" (Larose, 2005). Cependant, le data mining a aussi rencontre 
beaucoup de defis au cours de la derniere decennie. Un de ses defis est la demande 
des nouvelles techniques de visualisation. 
A la fin du 20eme siecle, le potentiel de Fintegration entre le data mining et les SIG 
a commence a attirer l'attention des chercheurs. Dans cette integration, les SIG 
peuvent beneficier de techniques efficaces du data mining pour la manipulation, 
1'exploration et l'analyse des donnees spatiales. Le data mining offre egalement de 
nombreux outils de modelisation qui ne sont pas dans la fonctionnalite d'analyse 
des SIG tels que les arbres de decision et les regies d'association. 
Par ailleurs, les SIG peuvent s'integrer aux nombreuses etapes d'un processus de 
data mining en particulier lors de la phase de pretraitement, devaluation et de 
deploiement. Avec leurs capacites d'analyse, d'interpretation et de visualisation, 
les SIG peuvent ameliorer les resultats finaux du data mining. 
Pourtant, les recherches de Fintegration entre le data mining et les SIG sont encore 
recentes. Les premiers travaux sur le data mining spatial etaient proposes par 
(Koperski et Han, 1995) en 1995. Depuis, de nombreuses recherches ont concerne 
ce domaine et des implementations commencent a apparaitre dans des produits. 
Les integrations actuelles du data mining et du SIG peuvent etre considerees selon 
deux approches ci-dessous : 
- Approche 1: les techniques du data mining sont appliquees aux donnees spatiales. 
Cette approche est aussi connue sous le nom de data mining spatial. 
- Approche 2: les SIG sont utilises comme outil d'analyse, de verification et de 
visualisation des resultats du data mining. 
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1.0.2 Objectif 
Le data mining et les SIG sont des sujets tres larges. Par consequent, nous ne 
pouvons pas aborder ces deux sujets de fagon exhaustive dans le cadre de ce me-
moire de maitrise. A travers une analyse de la litterature, notre premier objectif 
est de montrer le potentiel et les techniques d'integration entre le data mining et 
les SIG. Base sur une etude de cas, nous demontrerons comment Pintegration des 
techniques de segmentation du data mining au SIG peut apporter des avantages 
dans le domaine de 1'analyse du marche. 
1.0.3 Organisation du memoire 
Ce memoire est structure en cinq chapitres. 
Le chapitre 1 presente le contexte actuel et Pinteret de Pintegration entre le data 
mining et les SIG. 
Le chapitre 2 a pour objectif de se familiariser avec les concepts de base du data 
mining et du SIG et de faire ressortir le potentiel de Pintegration de ces deux do-
maines. La premiere partie du chapitre resumera les etapes d'un processus du data 
mining, les techniques de pretraitement des donnees et ses defis actuels. La seconde 
partie synthetisera revolution des SIG, ses composants, ses fonctionnalites et aussi 
ses defis face au progres de la technologic 
Les deux approches de Pintegration entre le data mining et les SIG seront presen-
tees dans le chapitre 3. Nous discuterons des caracteristiques des donnees spatiales, 
des methodes du data mining appliquees aux donnees spatiales et de leur applica-
tions dans la premiere approche. Dans la deuxieme approche, nous discuterons des 
techniques de geo-visualisation au data mining etde leur applications empiriques. 
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Ensuite, nous presenterons deux systemes principaux d'integration entre le data 
mining et les SIG. Finalement, quelques remarques sur l'etat de recherche actuelle 
de ces deux approches viendront clore ce chapitre. 
Le chapitre 4 presentera notre etude de cas sur l'integration entre les techniques 
de segmentation du data mining et les SIG en analyse du marche des meubles 
americain. Ce chapitre contient quatre parties principales. Dans l'introduction, 
nous decrirons d'abord le contexte actuel du marche des meubles americain et de 
l'entreprise. Puis, nous proposerons une approche qui vise a determiner les Etats 
potentiels et la concurrence sur le marche americain a l'aide de techniques de seg-
mentation du marche et de SIG. Ensuite, nous ferons une revue de litterature de la 
segmentation du marche. Dans la partie suivante, nous expliquerons en detail les 
3 etapes de la methodologie proposee: l'etape du data mining, l'etape du SIG et 
l'etape de l'integration. Les resultats des 3 etapes seront exposes dans la troisieme 
partie. Nous finirons ce chapitre avec quelques conclusions et perspectives pour 
cette etude de cas. 
Dans le dernier chapitre, nous conclurons en resumant le potentiel, les defis de 
cette integration et exposerons quelques perspectives de recherches. 
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CHAPITRE 2 
CONCEPTS DE BASE 
Ce chapitre concerne les concepts de base des deux sujets abordes: le data mining 
et les systemes d'information geographique (SIG). Dans la partie consacree aux 
concepts de base du data mining, nous examinerons d'abord les six etapes du 
processus de data mining. Puis, nous porterons notre attention sur les techniques de 
pretraitement des donnees. Les tendances futures du data mining seront discutees 
par la suite. La deuxieme partie sera consacree aux concepts de base des SIG. Nous 
aborderons en premier lieu les cinq composants et les fonctionnalites principales 
d'un SIG. Nous soulignerons ensuite quelques tendances futures des SIG. 
2.1 Concepts de base du data mining 
Depuis des annees 1980, la quantite de donnees augmente de maniere exponentielle 
grace aux progres de l'informatique et de la capacite de stockage. Le data mining 
est ne du besoin de l'exploitation des connaissances cachees dans les grandes bases 
de donnees. Lorsqu'on traduit litteralement le terme data mining en francais, on 
obtient "fouille des donnees". Pourtant, en pratique on fait souvent reference au 
terme "d'extraction de connaissance". (Fayyad et al, 1996a) definit le data mining 
comme : "un processus non-trivial d'identification de structures inconnues, valides 
et potentiellement exploitables dans les bases de donnees". C'est un processus 
iteratif qui met en ceuvre un ensemble de techniques d'analyse des donnees, de 
statistique, d'intelligence artificielle et d'interface homme-machine pour decouvrir 
des connaissances dans les donnees. Aujourd'hui, le data mining est largement 
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applique dans plusieurs secteurs, surtout dans les affaires. Le sondage effectue 
sur le portail web www.kdnuggets en juillet 2007 montrait que parmi les secteurs 
utilisant le data mining, celui des affaires representait 80%. 
2.1.1 Le processus du data mining 
Le processus du data mining le plus utilise empiriquement est propose en 1996 par 
CRISP-DM (le Cross-Industry Standard Process for Data Mining), voir (Larose, 
2005). Le processus CRISP-DM comprend six etapes iteratives et adaptatives 
comme illustre dans la figure 2.1. La sequence de l'etape suivante depend le plus 
souvent des resultats de l'etape precedente. 
Figure 2.1 Processus CRISP-DM du data mining (Larose, 2005) 
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2.1.1.1 Comprehension de la problematique 
La realisation d'un projet de data mining est un travail de collaboration. Elle 
demande la participation d'experts du domaine, d'experts en base de donnees et 
d'experts du data mining. A la premiere etape, les experts doivent se reunir pour 
identifier le probleme et cerner les objectifs. Le probleme est ensuite decompose 
en sous-problemes plus faciles a resoudre. A la fin de cette etape, le probleme 
devrait etre transforme en une ou plusieurs taches du data mining (prediction, 
classification, etc.). 
2.1.1.2 Comprehension des donnees 
La plupart des projets de data mining ont besoin de donnees de plusieurs sources. 
Le but de cette etape est de disposer des donnees necessaires pour permettre 
d'extraire de l'information pertinente et fiable. Elle est entre autre composee des 
phases ci-dessous: 
• Identifier les sources de donnees disponibles pour le projet. 
• Recueillir les donnees. 
• Decrire et analyser les donnees collectees pour decouvrir les perspectives ini-
tiales. 
• Evaluer le niveau de qualite des donnees. 
• Determiner et selectionner les donnees cibles selon les objectifs. 
2.1.1.3 Preparation des donnees 
La qualite du resultat du data mining est basee sur la qualite des donnees a ex-
ploiter. Les donnees collectees sont souvent incompletes et bruitees. Elles doivent 
subir une preparation dans le but d'etre traitees par le data mining. (Pyle, 1999) a 
estime que cette etape compte pour environ 60% de temps et de 1'effort dans un pro-
jet de data mining. Les operations ci-dessous sont necessaires pour la preparation 
des donnees: 
• Selectionner les donnees : choisir les donnees qui vont etre utilisees pour 
chaque objectif. 
• Reduire l'espace de recherche en choisissant les cas et les variables appropries 
a l'analyse. Le choix des variables devrait etre guide par l'expert du domaine. 
• Integrer les donnees de sources variees dans une base de donnees identique si 
necessaire. 
• Nettoyer les donnees et completer les donnees manquantes. 
• Transformer les donnees dans le format de donnees pertinent pour les algo-
rithmes de data mining. 
• Dans certains cas, il faut preparer un echantillon test et un echantillon verifie. 
Dans la section 2.1.2, nous expliquerons plus en detail les techniques de pretraite-
ment des donnees qui vont etre utilisees dans notre etude de cas. 
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2.1.1.4 M o d e r a t i o n 
Cette etape constitue le coeur du processus de data mining. La modelisation con-
siste a appliquer les algorithmes de data mining aux donnees afin de trouver des 
patrons interessants dans la base de donnees. 
• Selectionner des algorithmes de data mining appropries afin d'atteindre les 
objectifs du projet. II faut noter que souvent, plusieurs algorithmes peuvent 
etre utilises pour le meme probleme de data mining. 
• Determiner les parametres des algorithmes pour optimiser les resultats. Par 
exemple, dans le cas des reseaux de neurones, le nombre de couches et le 
nombre de neurones dans chaque couche affectent fortement le resultat. 
• Dans certain cas, il faut revenir a l'etape de preparation des donnees pour 
transformer a nouveau des donnees aux besoins specifique d'un algorithme de 
data mining particulier. 
(Tuffery, 2005) et (Han et Kamber, 2006) divisent les techniques de data mining 
en deux categories: les techniques descriptives et les techniques predictives. 
Les techniques descriptives, qui n'ont pas de variables cibles, ont pour but de decrire 
les patrons, les relations existantes dans les donnees. Par opposition, les techniques 
predictives ont pour but d'etablir une fonction entre les entrees et les sorties. Le 
tableau 2.1, adapte de (Tuffery, 2005), represente les algorithmes communs a ces 
deux categories. 
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Tableau 2.1 Classification des techniques du data mining 





Analyse factorielle des correspondances AFC 
Analyse des correspondances multiples ACM 
Methodes de partitionnement: k-moyenne, k-medoids, etc. 
Methodes de classification hierarchiques 
Methodes de classification par reseaux de Kohonen 
Recherche des regies d'associations 
Recherche de sequences similaires 
Arbres de decision 
Reseaux de neurones 
Regression lineaire 
Modele log-lineaire 
K-plus proches voisins 
2.1.1.5 Evaluation 
Une fois le modele de connaissance construit, l'etape devaluation a pour objectif 
de verifier et d'evaluer le resultat du modele. Dans le cas ou plusieurs modeles ont 
ete developpes par le biais de plusieurs algorithmes ou methodes, ils doivent etre 
comparees pour optimiser les performances ou reduire le taux d'erreur. Cette etape 
contient les phases suivantes: 
• Evaluer les resultats des modeles fournis par l'etape de modelisation selon les 
objectifs definis dans la premiere etape. 
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• Dans le cas ou les resultats ne repondent pas aux objectifs, il faut revenir aux 
etapes precedentes. 
• Decider des modeles pour le deploiement. 
2.1.1.6 Deploiement 
L'etape finale consiste a deployer les modeles choisis et a transferer les resultats de 
data mining aux utilisateurs. 
• Planifier le deploiement. 
• Presenter les resultats du data mining aux utilisateurs finaux. 
• Le deploiement ne signifie pas la fin du projet. Les donnees changeant en 
temps reels, le suivi et la maintenance sont indispensables pour assurer la 
qualite du resultat. 
Les utilisateurs finaux ne sont pas des experts du data mining. II est done necessaire 
de trouver une fagon de visualiser les resultats du data mining afin de faciliter la 
prise de decision par l'utilisateur final. 
2.1.2 Les techniques de pretraitement des donnees 
Comme nous l'avons mentionne dans la section precedente, le pretraitement des 
donnees est une etape qui influence hautement la qualite de resultat final du data 
mining. D'apres (Han et Kamber, 2006), l'etape de pretraitement des donnees re-
quiert les operations suivantes : l'integration, la reduction de l'espace, le nettoyage 
et la transformation des donnees. Les sections suivantes expliquent les techniques 
relatives a ces operations. 
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2.1.2.1 Integration 
Les donnees utilisees pour un projet de data mining sont generalement collectees de 
plusieurs sources, avec des formats differents (par exemple : les donnees XML, les 
donnees CSV, etc.). Une fois que le choix des variables et des sources de donnees 
est realise, les donnees devront etre acquises et integrees pour etre utilisees lors 
des prochaines etapes. L'integration des sources de donnees est effectuee soit par 
approche virtuelle soit par approche materialisee (Hacid et Reynaud, 2004). Dans 
l'approche virtuelle, l'integration est realisee sans toucher aux sources de donnees 
d'origine. Elle est basee sur une interface (souvent appele mediateur) qui envoie 
les requetes vers les sources originales (voir figure 2.2). Cette approche permet 
une integration en temps reel. Cependant, elle pose des difncultes au niveau de la 
traduction des requetes pour etre interpreters par les differentes sources. 
Figure 2.2 Integration virtuelle des sources de donnees 
Dans l'approche materialisee, les donnees sont extraites de differentes sources et 
combinees pour etre stockees de maniere centralisee dans une base cible (voir figure 
2.3). Ce stockage permet a l'utilisateur d'avoir un acces unique a toutes les sources 
originales. L'approche materialisee est tres performante car les requetes sont di-
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rectement executees dans le referentiel. Le probleme principal de cette approche 
est la mise a jour entre les donnees referentiel et les sources de donnees originales. 
Figure 2.3 Integration materialised des sources de donnees 
2.1.2.2 Reduction de l'espace 
Les donnees collectees contiennent souvent des variables inutiles. La reduction de 
l'espace du probleme consiste a reduire le nombre de variables et le nombre de 
modalites des variables (Tuffery, 2005). Dans la segmentation du marche, cette 
etape est souvent faite en collaboration avec un expert du domaine. Elle sert non 
seulement a reduire l'espace des donnees mais aussi a augmenter la qualite et la 
performance de l'etape de fouille des donnees. Les principales taches de cette etape 
sont: 
• D'eliminer les variables non pertinentes par rapport a l'objectif a atteindre. 
• Si possible, de grouper plusieurs variables en une seule : par exemple, le 
nombre de personnes de 1 a 8 ans peut etre additionne a celui des personnes 
de 9 a 15 ans pour fournir le nombre de personnes de 1 a 15 ans. 
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• De regrouper les modalites des variables discretes et qualitatives dans le cas 
ou elles sont trop nombreuses ou elles ont la meme signification fonctionnelle. 
2.1.2.3 Nettoyage des donnees 
Des donnees manquantes, des valeurs aberrantes ou encore des donnees redondantes 
peuvent delivrer des resultats instables. II est done necessaire de proceder au 
nettoyage des donnees brutes avant de les exploiter. Cette operation comprend les 
taches ci-dessous (Tuffery, 2005): 
• Traiter les valeurs rares ou manquantes: La technique la plus simple 
est de remplacer ces valeurs par la valeur la plus frequente, la moyenne ou 
la mediane. Pourtant, l'inconvenient de cette technique est qu'elle deforme 
la distribution de la variable imputee (Tuffery, 2005). (Rubin, 1976) propose 
la technique d'imputation multiple qui remplace chaque valeur manquante 
par une valeur presumee. Les techniques de regression, de classification ou 
d'arbre de decision examinent les individus de meme profil que ceux ayant une 
valeur manquante, puis remplacent chaque valeur manquante par la moyenne 
de la classe de l'individu. 
• Traiter les valeurs aberrantes ou extremes: Une erreur de saisie ou 
de calcul peut engendrer des valeurs aberrantes, done necessaires a corriger. 
Quant aux valeurs extremes, ce sont des donnees valides et interessantes a 
detecter. Les techniques ci-dessous sont souvent utilisees (Tuffery, 2005): 
- Examiner l'histogramme graphique des variables 
- Imputer par regression. 
- Imputer par le plus proche voisin. 
• Traiter les donnees redondantes: Les techniques communes pour identi-
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fier et eliminer les donnees redondantes sont : 
- Utiliser des requetes pour supprimer les doublons de la base de donnees. 
- Analyser la correlation pour identifier les donnees redondantes. 
2.1.2.4 Transformation des donnees 
Chaque algorithme du data mining requiert des formats de variables differents. 
Par exemple, les methodes de classification ont souvent besoin de variables contin-
ues, tandis qu'on a besoin de variables discretes pour les methodes d'associations. 
Les techniques les plus utilisees pour cette operation sont : la normalisation, la 
discretisation et la creation des nouvelles variables. 
• Normalisation: La normalisation met les donnees a l'echelle pour arriver 
a les faire entrer dans l'intervalle specifie. II existe plusieurs methodes de 
normalisation. La normalisation min-max, la normalisation par le test Z en 
sont des exemples. 
• Discretisation: La discretisation est utilisee dans le cas d'un besoin en 
donnees discretes. Les variables continues seront decoupees en classes basees 
sur des echelles choisies. 
• Creation des nouvelles variables: Dans certains cas, il s'avere necessaire 
de creer des variables nouvelles a partir de variables initiales. Par exemple, 
pour calculer l'age du client, on peut se baser sur sa date de naissance et la 
date actuelle. 
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2.1.3 Les defis du data mining 
De nos jours, le developpement de la technologie, les nouveaux domaines, les nou-
veaux besoins posent au data mining plusieurs defis. Nous discuterons ici des trois 
defis principaux du data ming qui ont ete proposes recemment par (Han et Kamber, 
2006). 
2.1.3.1 Methodologie et interactions avec l'utilisateur 
Les utilisateurs actuels du data mining sont varies et ont des interets heterogenes. 
Le data mining doit repondre a cette diversite en integrant les differences tech-
niques telles que la classification, la prediction, l'association, la discrimination, etc. 
Ces techniques peuvent etre appliquees aux memes bases de donnees afin de fournir 
des vues de connaissance differentes. 
De plus, avec la quantite de donnees actuellement traitee, il est difficile de deter-
miner le niveau d'extraction de connaissance. Cela pose egalement des defis pour le 
pretraitement des donnees. Le data mining devrait etre interactif pour les utilisa-
teurs et leur permettre de raffiner le resultat de differentes manieres. Les techniques 
de data mining devraient etre en mesure de traiter des donnees brutes et incom-
pletes. 
(Han et Kamber, 2006) ont aussi souligne l'importance de la presentation et de 
la visualisation des resultats du data mining. Les connaissances exploiters sont 
utiles tant qu'elles sont interessantes, et surtout comprehensibles par l'utilisateur. 
La visualisation des differents types de donnees, l'interaction avec l'utilisateur et 
l'usabilite de l'interface sont des problemes majeurs dans l'etape de deploiement 
du processus de data mining. 
2.1.3.2 Performance 
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La plupart des algorithmes actuels du data mining posent des problemes de perfor-
mance en travaillant avec une grande base de donnees tant en termes d'occupation 
memoire qu'en termes de temps de traitement. Les problemes de performances 
comprennent: l'emcacite, la parallelisation et la distributivite des algorithmes du 
data mining. 
• Efficacite et mise a l'echelle des algorithmes de data mining: 
L'emcacite est un critere important pour la mise en ceuvre d'un projet de data 
mining. En effet, les algorithmes ont besoin d'ameliorations pour pouvoir 
travailler avec une grande base de donnees dans un temps acceptable. 
• Parallelisation, distributivite et possibilites incrementales des meth-
odes de data mining: 
Aujourd'hui, il est commun de traiter des donnees se mesurant en terabytes. 
Cette quantite de donnees motive le developpement d'algorithmes distribues. 
Ces algorithmes traitent en parallele des parties de donnees et les resultats 
sont fusionnes par la suite. 
2.1.3.3 Diversite des donnees 
• Donnees relationnelles et types complexes: 
Les donnees actuelles sont variees : les donnees relationnelles, les donnees 
multimedias, les donnees spatiales, les donnees textuelles etc. Cela pose la 
question d'ameliorer les algorithmes de data mining pour les adapter aux 
nouveaux types de donnees. On note au cours de ces dernieres annees que 
les recherches sur la fouille de donnees spatiales, le text mining, etc. ont bien 
ete developpees. 
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• Bases de donnees heterogenes et systemes global d'information: 
L'internet presente une source de donnees importante pour le data mining. 
Pourtant, les donnees de l'internet sont souvent heterogenes, semi-structurees 
ou non structurees. II devient tres difficile de realiser du Web mining dans ce 
domaine de l'exploration de donnees heterogenes. La decouverte de connais-
sances a partir de ces donnees pose done un grand defi au data mining. 
2.2 Concepts de base des Systemes d'Informatique Geographique(SIG) 
2.2.1 L'evolution du SIG 
Un SIG signifie un systeme d'information geographique. Dans la litterature sur 
les SIG, plusieurs definitions sont proposees. Nous citons ici la definition la plus 
utilisee, qui est propose par le comite scientifique du colloque integration de la 
photogrammetrie et de la teledetection dans les SIG, Strasbourg 1990 : "Un systeme 
d'information geographique est un systeme informatique permettant, a partir de 
diverses sources, de rassembler et organiser, de gerer, d'analyser et de combiner, 
d'elaborer et de presenter des informations localisees geographiquement contribuant 
notamment a la gestion de l'espace". Nous marquons ici quelques evenements 
importants dans trois grandes periodes de revolution des SIG (Longley et al., 2005): 
• L'ere de revolution de la fin des annees 1950 au milieu des annees 1970 : 
Le premier systeme d'information geographique est developpe en 1963 par 
1'Invent aire des terres du Canada pour identifier les ressources territoriales 
et ses potentiels. Ce projet a introduit la notion de SIG. En 1967, le US 
Census Bureau a developpe DIME-GBF (Dual Independent Map Encoding-
Geographic Database Files), qui gere les donnees numeriques de toutes les 
rues des Etats-Unis pour supporter l'agregation des donnees du recensement. 
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• L'ere de la commercialisation dans les decennies 1980 et 1990 avec l'apparition 
de plusieurs produits commerciaux de SIG tels que ArcGIS, Maplnfo, MapQuest 
etc. Des nouvelles technologies telles que le GPS (Global Positioning System), 
TIGER (Topologically Integrated Encoding and Referencing), etc. ont egale-
ment apporte de grandes avancees pour les SIG. Le marche des SIG a aussi 
grandement beneficie de l'adoption du paradigme de l'lnternet depuis 1993. 
Les SIG sur l'internet facilitent l'utilisation et le partage des donnees. Les 
domaines d'application des SIG sont ainsi elargis. 
• L'ere de l'exploitation depuis le milieu des annees 1990 a vu l'augmentation 
des utilisateurs de SIG dans plusieurs domaines, le croisement des SIG avec 
d'autres technologies telles que le systeme d'aide a la decision, le data mining, 
etc. 
2.2.2 Les composants d'un SIG 
Un SIG est constitue de cinq composants indispensables comme presente dans 
la figure 2.4. Nous expliquons brievement ces composants dans les paragraphes 
suivants (Longley et ai, 2005). 
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Figure 2.4 Les compostants d'un SIG 
2.2.2.1 Materiels 
Les composantes materielles dans les SIG sont des serveurs, des equipements des 
utilisateurs, des materiels d'acquisition des donnees, etc. Des equipements des 
utilisateurs contemporains ne sont plus limites aux ordinateurs de bureau. En 
effet, l'acces a internet via les PDA ou les telephones cellulaires permet aujourd'hui 
aux utilisateurs d'acceder aux SIG. 
2.2.2.2 Donnees 
La base de donnees est le cceur de tous les SIG. Les donnees des SIG peuvent etre 
constitutes en interne ou acquises aupres de producteurs de donnees. II y a deux 
types de donnees geospatiales: les donnees raster et les donnees vectorielles. Les 
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donnees raster sont constituees d'une matrice ou d'une grille reguliere de pixels, 
chaque pixel affichant un attribut unique. Elles sont principalement des photogra-
phies numeriques, des photographies scannees, des images satellites ou des plans 
scannes. Les donnees vectorielles quant a elles sont constituees d'objets tels que 
des points, des lignes, des polygones, des surfaces ou des volumes representant les 
















Figure 2.5 Les donnees raster par rapport aux donnees vectorielles (ESRI, 2008) 
2.2.2.3 Methodes 
Les SIG sont utilises dans des domaines tres divers tels que la planification territo-
riale, l'economie, le transport ou la gestion des risques naturels. Chaque domaine 
a des exigences differentes. En effet, la mise en ceuvre et Futilisation d'un SIG ne 
sauraient etre realisees sans la prise en compte des methodes et des procedures du 
domaine applique. Ces methodes permettent d'integrer les materiels, les logiciels et 
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les donnees du SIG par l'ensemble des utilisateurs afin de repondre aux demandes 
specifiques d'un projet SIG. 
2.2.2.4 Logiciels 
Si la base de donnees peut etre comprise comme le cceur d'un SIG, alors les logiciels 
peuvent servir de pont relient les quatre autres composants. lis sont utilises par 
les utilisateurs pour appliquer les methodes aux donnees spatiales et afficher les 
resultats sur les materiels. 
Les logiciels de SIG actuels peuvent etre categorises ainsi : les logiciels commer-
ciaux et les logiciels libres. Le tableau 2.2 liste quelques logiciels actuels de SIG 
couramment utilises. 
Tableau 2.2 Liste des logiciels SIG 





ArcGIS (Arclnfo, ArcView, etc) d'ESRI; 
AutoCAD Map 3D d'Autodesk ; 
Bentley Map de Bentley Systems; 
GeoMap GIS de GEOMAP ; 
Maplnfo de Pitney Bowes Software - MAPINF 
Map Window GIS; 
g3DGMV (3D Graphical Map Viewer); 
Openmap; 
OrbisGIS; 
Google Map MashUp; 
SAGA GIS; 
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Qu'il soit commercial ou libre, un logiciel SIG doit assurer les quatre fonctions 
fondamentales suivantes qui permettent d'organiser, de representer et de gerer les 
informations geographiques : l'acquisition, l'archivage, l'affichage et 1'analyse. Nous 
en discuterons dans la section 2.2.3 
2.2.2.5 Utilisateurs 
II y a peu de temps, utiliser un SIG demandait aux utilisateurs certaines connais-
sances en geographie et en informatique. Les SIG en general, s'adressent a des 
domaines varies. Les utilisateurs ont besoin de connaissances specifiques du do-
maine pour exploiter pleinement les capacites des SIG. Aujourd'hui, revolution 
des SIG facilite leur utilisation et elargit la communaute des utilisateurs de SIG. 
Cependant, les utilisateurs jouent toujours un role de premier ordre dans le succes 
de la mise en ceuvre d'un SIG. 
2.2.3 Les fonctionnalites d'un SIG 
Dans cette section, nous resumerons les quatre fonctionnalites principales que tous 
les SIG doivent assurer. Les details de ces fonctionnalites peuvent se trouver dans 
le livre "Geographic Information Systems and Science" de (Longley et al, 2005). 
Un SIG commence par acquerir des donnees cartographiques, les stocker et les gerer 
dans une base de donnees relationnelles pour pouvoir effectuer des analyses, puis 
produire des cartes geographiques (voir figure 2.6). 
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Acquisition 
Figure 2.6 Les fonctiormalites d'un SIG (Longley et al, 2005) 
2.2.3.1 L'acquisition 
La collecte des donnees est la tache la plus importante d'un SIG. En effet, les 
couts de saisie de donnees peuvent representer jusqu'a 85% du cout d'un SIG. Le 
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Figure 2.7 Processus d'acquise les donnees pour les SIG 
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L'acquisition des donnees cartographiques peut etre effectuee soit par la saisie, soit 
par la transformation des donnees. 
- La saisie des donnees: 
La saisie des donnees fournit la source des donnees de base pour le SIG. En effet, les 
donnees collectees par cette methode peuvent etre utilisees directement par le SIG. 
Les images numeriques de la teledetection satellite, les photographies aeriennes 
numeriques, les cartes scannees, les cartes topographiques, les mesures de GPS 
comptent parmi les sources principales pour la saisie des donnees cartographiques. 
- La transformation des donnees: 
Au dela des sources de donnees directes, le SIG peut aussi beneficier des donnees 
geographiques de plusieurs sources externes telles que les donnees environnemen-
tales du WWF(World Wildlife Fund for Nature), les donnees socio-demographiques 
des gouvernements, etc. Pourtant, les donnees collectees par des sources externes 
sont souvent encodees dans des formats differents (shapeflle, DXF, AutoCAD ou 
meme en Excel). II est done necessaire de les transformer dans un format qu'un 
SIG peut traiter. 
2.2.3.2 L'archivage 
Au cours des dernieres annees, le volume et la complexite des donnees geographiques 
augmente tres vite, il est done essentiel d'utiliser un SGBD (Systeme de Gestion de 
Bases de Donnees) pour faciliter le stockage, l'organisation, la gestion, la mise a jour 
et les extractions de donnees. II existe plusieurs types de SGBD mais en general, le 
type de SGDB le plus utilise actuel en systeme d'information geographique est un 
SGBDR (Systeme de Gestion de Bases de Donnees Relationnel). La mise en place 
d'une base de donnees spatiale doit prendre en compte les methodes de gestion au 
niveau logique mais aussi au niveau physique. 
Au niveau logique, les donnees geometriques et les donnees attributaires peuvent 
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etre gerees simultanement ou separement par les systemes de gestion de bases de 
donnees. Dans le premier cas, les donnees spatiales sont ramassees dans un meme 
enregistrement contenant la description de la geometrie et la valeur de chacun de 
ses attributs. Dans le deuxieme cas, il y a au moins deux fichiers. L'un contenant 
les donnees geometriques, Pautre contenant les attributs. Cette approche est la plus 
utilisee dans les systemes de gestion des bases de donnees spatiales actuelles car elle 
permet de gerer independamment les differentes informations et done de reduire 
les risques dans le cas d'un accident ( un serveur en panne ou une destruction des 
donnees). 
Au niveau physique, les bases de donnees peuvent etre construites par 1'architecture 










SIG serveur N 
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Architecture centralisee Architecture distribute 
Figure 2.8 Les architectures de bases de donnees en SIG 
2.2.3.3 L'analyse 
L'analyse est aussi une fonctionnalite tres importante dans les SIG. Cette fonction 
fournit des outils permettant aux utilisateurs d'analyser les donnees geographiques, 
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d'interroger les configurations spatiales observees ou de proposer des simulations 
d'organisation spatiale. Elle permet aussi de modifier les objets spatiaux et de 
mesurer leurs relations. Les differentes relations que Ton prend en compte en anal-
yse spatiale sont par exemple la proximite (trouver les objets proches d'un autre), 
la topologie (objets jointifs, inclus, partiellement inclus, exclus, etc.) ou encore 
la forme (taille, type, etc.). Les donnees spatiales etant composees d'attributs 
geometriques et semantiques (la description des objets geographiques), l'analyse 
spatiale doit permettre de combiner les proprietes geometriques et les proprietes 
semantiques afin de realiser une analyse complete. Par mi les autres fonctionnalites 
d'analyse spatiale et de modelisation d'un SIG on peut citer: 
-Le geocodage: Pour certains projets de SIG, les donnees traitees ne sont pas 
directement fournies avec une localisation directe. Dans ce cas, les SIG doivent dis-
poser des geocodeurs qui permettent de determiner les coordonnees d'une adresse en 
utilisant des donnees geographiques de reference dont les coordonnees sont connues. 
-L'analyse de voisinage: Ce sont une gamme de fonctions qui permettent d'analyser 
des relations entre un endroit precis et son voisinage. 
-Les requetes spatiales: Elles permettent de selectionner, de localiser, ou de 
manipuler des objets repondant a un ou plusieurs criteres. 
-La superposition des couches: Les SIG utilisent des couches afin de super-
poser differents types d'informations. Chaque couche represente une categorie 
d'informations telle que des routes ou des lignes de bus. 
2.2.3.4 L'affichage 
Les cartes geographiques sont les sorties finales d'un SIG. Un SIG affiche les donnees 
par superposition de couches thematiques pouvant etre reliees les unes aux autres 
par la geographie. Les utilisateurs peuvent produire les cartes selon leurs objectifs a 
partir des differentes donnees geographiques disponibles. Pour ce faire, on retrouve 
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toujours et dans tous les SIG une palette de fonctions de gestion de l'affichage qui 
permettent d'effectuer au moins les fonctions suivantes: 
- Fonction de lecture des donnees geographiques; 
- Fonction d'impression des cartes; 
- Fonction de requete; 
- Fonction de localisation des objets geographiques (des points, des lignes, des 
polygones); 
- Fonction visualisation a plusieurs echelle de grossissement; 
- Fonction de deplacement lateral. 
2.2.4 Les defls du SIG 
"Les nouvelles technologies ont toujours ete une force d'entrainement principale en 
sciences de 1'information geographique, comme elles le sont dans la science et la so-
ciete generalement" (Goodchild et Haining, 2003). Et c'est aussi le cas des SIG. Les 
nouveaux systemes de teledetection permettent d'acquerir les donnees numeriques 
de geo-reference avec une haute resolution spectrale. Des organisations publiques et 
privees sont en train de collecter, de produire et de fournir des donnees numeriques 
de la terre, des donnees socio-economiques d'un haut niveau de detail. Les dis-
positifs de localisation tels que les telephones cellulaires et les GPS permettent de 
suivre les mouvements individuels dans l'espace. Cela fait augmenter enormement 
le volume et la complexity des donnees spatiales. lis posent done plusieurs defis a 
la gestion de base de donnees, a l'analyse et aussi a l'affichage en SIG. 
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2.2.4.1 Gestion de bases de donnees 
Effectivement, les SGBDR ne repondent pas suffisamment aux besoins de la gestion 
des donnees spatiales actuelles. Parmi les SGDB recemment developpes pour les 
donnees spatiales, le SGBDOO (Systeme de Gestion de Bases de Donnees Oriente-
Objet) et le SGBDRO (Systeme de Gestion de Bases de Donnees Relationnel-Objet) 
sont les plus adaptes (Longley et al, 2005). Le grand volume de donnees cause 
aussi des problemes de performance pour les SGBD. En effet, le developpement 
des SIG actuels doit mieux prendre en compte la capacite de distribution basee 
sur 1'architecture distribute. D'autres defis a relever pour la gestion de bases de 
donnees sont: 
- reintegration des donnees spatiales de sources et de formats multiples. 
- La gestion des donnees temporelles. 
2.2.4.2 L'analyse de donnees 
L'augmentation du volume et de la complexite des donnees geographiques actuelles 
posent des difncultes aux methodes traditionnelles de l'analyse spatiale. En effet, 
ces methodes ne permettent pas de travailler avec les donnees ayant des relations 
spatiales. Les techniques du data mining peuvent repondre a ce defi. Pourtant, 
de nombreux travaux sont encore necessaires pour modifier et ameliorer les tech-
niques existantes du data mining pour les adapter aux caracteristiques des donnees 
spatiales. 
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2.2.4.3 L'affichage de donnees 
Les GIS passent de mode 2D(x,y) a 3D(x,y,z) puis 4D(x,y,z,t(time)). La recherche 
des techniques de visualisation pour les donnees 3D et 4D est done une voie de 
recherche importante en geovisualistion. Le grand volume de donnees (spatiales et 
non spatiales) a visualiser cause egalement un defi pour 1'amchage en SIG. De plus, 
l'integration avec l'internet demande aux SIG de passer d'un amchage traditionnel 
a un amchage plus interactif. 
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CHAPITRE 3 
REVUE DE LITTERATURE 
Comme nous l'avons vu dans la partie precedente, le croisement des defis du data 
mining et des SIG offre un potentiel pour l'integration de ces deux technologies. 
Cet etat de l'art resume les deux approches de cette integration. D'une part, les 
techniques du data mining peuvent etre appliquees a la phase d'analyse d'un SIG; 
d'autre part, les SIG peuvent contribuer a de nombreuses phases du data mining 
(phase de pretraitement, phase devaluation et phase de deploiement). 
3.1 Les techniques du data mining appliquees aux donnees spatiales 
L'application des techniques du data mining aux donnees spatiales est connue sous 
le nom de "data mining spatial". Selon (Zeitouni, 1998), le data mining spatial est 
"l'extraction de connaissances implicites ou de relations spatiales ou d'autres pro-
prietes non explicitement stockees dans les bases de donnees spatiales. II permet 
de retrouver des regularites implicites et des relations entre donnees spatiales et/ou 
non spatiales, de constituer des bases de connaissances, d'optimiser des requetes 
ou de reorganiser la base de donnees spatiale". Le data mining spatial est done 
une extension du data mining traditionnel tenant compte des caracteristiques des 
donnees spatiales. Dans les sections suivantes, nous presenterons quelques carac-
teristiques des donnees spatiales. Nous focaliserons ensuite notre attention sur les 
techniques principales du "data mining spatial". Nous finirons par donner quelques 
exemples d'application de ces techniques. 
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3.1.1 Les caracteristiques des donnees spatiales 
D'apres (Buttenfield et al, 2000) et (Bacao et al, 2005), les donnees spatiales 
presentent trois caracteristiques principales qui causent des difficultes pour les 
methodes d'analyse de donnees. 
Les relations spatiales constituent la premiere caracteristique. Elles soulignent les 
relations et l'influence du voisinage entre les entites spatiales. La dependance spa-
tiale est connue comme la premiere loi en geographic "tout ce qui se passe a un 
endroit est lie a ce qui ce passe au voisinage et ce lien decroit avec l'eloignement" 
(Tobler, 1979). Cette loi signifie que les donnees spatiales ne sont pas independantes 
et que 1'analyse des donnees spatiale doit prendre en compte des caracteristiques 
des objets du voisinage et des relations spatiales qui les relient. L'autocorrelation 
spatiale est une relation spatiale qui estime la correlation d'une variable en reference 
a sa localisation dans l'espace ou dans le temps. Elle est directement liee avec la 
dependance spatiale. Elle mesure le niveau de l'interdependance entre les variables 
(les observations geographiques) et peut avoir une valeur positive ou negative. Une 
autocorrelation spatiale positive se traduit sur une carte par le regroupement geo-
graphique des valeurs similaires ou par le regroupement geographique de valeur dis-
similaires dans le cas d'une autocorrelation negative. Une absence d'autocorrelation 
signifie que la repartition spatiale est aleatoire. 
La deuxieme caracteristique est 1 meterogeneite spatiale. Elle est liee a l'absence 
de stabilite sur le comportement des relations dans l'espace. L'analyse statistique 
classique d'une population est basee sur l'hypothese que les elements dans cette 
population ont des points communs, sur lesquels on peut etablir des comparaisons 
et des regularites (Jayet, 2001). (Morency, 2006) a mentionne que les donnees 
spatiales presentent generalement une forte heterogeneite qui implique que la valeur 
des observations varie dans l'espace. 
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La troisieme caracteristique est la complexite des objets spatio-temporels. Ces 
derniers peuvent etre dermis comme un objet spatial dont la forme et/ou la position 
varient au cours du temps. La variabilite de ces objets dans le temps est complexe 
mais apporte des informations (voir (Hornsby et Egenhofer, 2002)). Cela pose des 
defis critiques pour l'analyse des donnees spatiales (Zeitouni, 2006). 
3.1.2 Les techniques du data mining spatial 
Les techniques du data mining traditionnel ne sont pas adaptees aux donnees spa-
tiales car elles ne considerent pas ce type de relation. II est done necessaire de 
developper de nouvelles techniques ou d'ameliorer les techniques existantes du data 
mining pour les adapter aux caracteristiques des donnees spatiales. (Ester et al., 
2001) ont propose une plate-forme de base de donnees pour le data mining spatial. 
Leur plate-forme est essentiellement basee sur les relations de voisinage et le graphe 
de voisinage des objets. 
A l'heure actuelle, plusieurs techniques du data mining spatial sont analogues a 
celles du data mining traditionnel. Nous presenterons brievement quelques tech-
niques importantes de data mining spatial dans les paragraphes suivantes. 
3.1.2.1 Segmentation spatiale 
La segmentation (clustering en anglais) est une methode de classification automa-
tique non supervisee bien connue en fouille de donnees et en statistique. Elle per-
met de regrouper des objets par classes homogenes de fagon a ce que la similarite 
intra-classe soit maximale et la similarite inter-classe soit minimale. Neanmoins, 
(Zeitouni, 2006) a remarque que dans le domaine spatial, la segmentation vise 
moins a classifier qu'a detecter les concentrations (par exemple, la detection des 
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zones accidentogenes en securite routiere). Les principaux travaux actuels sur la 
segmentation spatiale portent sur l'optimisation des performances des algorithmes 
(Zeitouni, 2006). (Ester et al, 1998) ont etendu les methodes par partitionnement 
et hierarchique pour les donnees spatiales en se basant sur l'extension de methode 
DBSCAN et l'index spatial R*tree. 
Dans plusieurs applications avec les donnees spatiales, les obstacles physiques peu-
vent influencer le resultat de segmentation. Considerons le cas de l'implantation 
d'un nouveau magasin, tel qu'illustre a la figure 3.1. Pour faire face a ces con-
traintes, (Tung et al, 2001) ont introduit la methode de segmentation COD(Clusterin 
with Obstructed Distance) en prenant en compte des entites obstacles. lis ont aussi 
developpe methode COE-CLARANS(Clustering with Obstacle Distance based on 
CLARANS) qui integre les deux techniques COD et CLARANS(Clustering Large 
Applications based on RANdomized Search) pour ameliorer l'emcacite de la seg-
mentation. 
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Segmentation avec de contraintes spatiales Segmentation sans contraintes 
Figure 3.1 Segmentation avec et sans contraintes (Tung et al, 2001) 
Dans le cas des attributs non spatiaux ou des objets de forme lineaire ou surfacique, 
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(Ester et al, 2001) ont propose la methode GDBSCAN (Generalized Density Based 
Spatial Clustering of Application with Noise) en generalisant la similarite et le 
predicat de densite. Cette derniere se base sur la methode DBSCAN. Elle generalise 
la notion de la densite des points a la notion de la densite des ensembles de points. 
Cette methode permet done de segmenter d'autres objets que les points (par ex-
emple les polygones ou les lignes) dans les donnees spatiales . D'autres techniques 
de segmentation spatiale sont resumees dans (Han et al, 2001). 
La segmentation spatiale est souvent utilisee comme une etape de pretraitement 
pour d'autres taches telles que la recherche d'associations entre segments ou la 
caracterisation au sein d'un segment. 
3.1.2.2 Classification spatiale 
L'objectif de la classification est d'attribuer un objet a une classe predefinie basee 
sur les valeurs des attributs de Fob jet. Elle peut etre utilisee pour predire les 
classes de nouveaux objets ou pour expliquer les relations entre les proprietes de 
l'objet et sa classe. (Ester et al, 2001) ont constate que la classification spatiale doit 
prendre en compte non seulement des valeurs d'attributs des objets a analyser, mais 
egalement celles des objets voisins et des liens de voisinage. Parmi les techniques 
de classification, l'arbre de decision est la methode la plus utilisee pour les donnees 
spatiales grace a sa performance par rapport aux autres methodes. (Fayyad et al, 
1996b) sont les premiers a utiliser les arbres de decision pour detecter les astres et 
les galaxies sur des images satellitaires. Cette methode a montre son efficacite en 
traitant un grand volume de donnees. 
Une amelioration de la methode ID3 est proposee par (Ester et al., 1997) en utilisant 
le concept de graphe de voisinage pour representer les liens de voisinage. Cette 
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methode considere les proprietes des objets ainsi que les attributs et les relations 
des objets voisins. Pourtant, (Zeitouni, 2006) a remarque que cette methode est 
limitee a une seule relation de voisinage et elle ne fait pas de distinction entre les 
themes. 
Une autre methode est presentee par (Koperski et al, 1998) qui considere les at-
tributs non spatiaux ainsi que les predicats et les fonctions spatiales relies par 
une relation spatiale a l'objet considere. D'apres (Zeitouni, 2006), cette methode 
garantie une bonne classification mais presente une limitation au niveau du cout 
de pretraitement. 
(Chelghoum et al, 2002) ont propose la methode SCART (Spatial Classification 
and Regression Trees) qui se base sur la methode CART. L'avantage de cette meth-
ode est de prendre en compte l'organisation en couches thematiques et les relations 
spatiales, ce qui est essentiel dans les applications geographiques. 
Un exemple de (Chelghoum et Zeitouni, 2004) demontre comment appliquer la 
methode SCART a l'analyse de l'accidentologie en securite routiere. Elle est util-
ised pour classer les segments de route en deux classes: "segment non dangereux" 
(moins de 2 accidents) et "segment dangereux" (plus de 2 accidents) selon les at-
tributs spatiaux (voir figure 3.2). 
Dans l'arbre de la figure 3.2, la premiere condition de classification est " sens de 
circulation = double". A ce niveau, nous obtenons deux classes: la premiere classe 
correspond aux sections de route ayant un sens de circulation = double et la sec-
onde son complement. La premiere classe est segmente ensuite par la condition de 
distance avec les ecoles. Dans cette classe, la condition de classification est une 
combinaison de la valeur "ecole", d'un attribut de la table voisine, de la relation 
spatiale "distance", de la comparateur "<=" et de la valeur de la relation spatiale 
"425 m". A partir de cet arbre, (Chelghoum et Zeitouni, 2004) ont obtenu 4 regies 
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de decisions qui correspondent aux 4 feuilles finales dans l'arbre. De haut en bas, 
les regies peuvent etre expliquees comme suit: 
+ La premiere regie stipule qu'il y a plus de segments de route dangereux pres des 
ecoles (distance < = 425 m) et ou le sens de circulation est double. 
+ La deuxieme regie dit que lorsque le sens de circulation est double et qu'on est 
loin des ecoles (distance > 425 m) alors qu'il y a plus de segments de route non 
dangereux. 
+ La troisieme regie indique que si le sens de circulation est unique et qu'il n'y a 
pas de feu rouge alors on a une section de route non dangereuses. 
+ La derniere regie montre qu'on a plus de sections de route non dangereuses 
lorsque le sens de circulation est unique et qu'il y a un feu rouge. 
38 
Figure 3.2 Exemple d'arbre de decision spatial et matrice de confusion(Chelghoum 
et Zeitouni, 2004) 
3.1.2.3 Regies d'association spatiales 
D'apres(Miller et Han, 2001), les regies d'association spatiales contiennent les predi-
cats spatiaux dans le precedent ou l'antecedent. Les regies peuvent etre constitutes 
par differents predicats spatiaux. Quelques exemples de predicats spatiaux incluent 
l'information spatiale (close-to et far-away), relation topologique (overlap, disjoint) 
et orientations spatiales (right-of, west-of) (Han et Kamber, 2006). 
(Koperski et Han, 1995) ont propose une methode qui a ete derivee de la methode 
des regies d'association. Elle permet de trouver des regies entre les objets en se 
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basant sur leurs relations de voisinage. Par exemple, la regie suivante est une 
regie d'association spatiale pour laquelle le premier predicat est non spatial et le 
deuxieme Test. 
is — a(X, cinema) => close — to(X, Y) A is — a(Y, restaurant)(70%) (3.1) 
Cette regie peut etre expliquee comme suit : Dans l'endroit etudie, 70% des cine-
mas sont a proximite d'un restaurant. (Koperski et Han, 1995) ont aussi presente 
la technique de recherche "top-down" en utilisant l'approximation spatiale pour de-
couvrir des regies offrant un support et une confiance maximale. Cette approche 
a ete mise en ceuvre dans le systeme GeoMiner. Elle permet de generer des regies 
multi-niveau et d'optimiser la recherche des regies. Une limite de cette methode est 
la production en grand nombre de regies bien connues, qui ne sont pas plus utiles 
qu'interessantes. 
Pour surmonter cette limite, une amelioration est propose par (Bogorny et al, 
2008) pour eliminer les regies bien connues en geographie en utilisant une base de 
connaissance priori. Cette methode a ete mise en ceuvre dans Weka-GDPM. 
(Karasova, 2005) a applique les regies d'association pour decouvrir l'influence eventuelle 
de certains objets geographiques sur l'occurence d'incidents. Exemple d'une regie 
obtenue est: 
bars and restaurants => incidents (1.7%; 40.0%) 
Cette regie signifie "Au cours de la periode etudiee, un incident a eu lieu dans le 
voisinage de pres de 40% des bars et des restaurants du centre-ville de Helsinki " 
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3.2 Le SIG est utilise comme un outil de visualisation, d'analyse et 
d'interpretation des resultats du data mining 
Le data mining a ete utilise avec succes dans de nombreux domaines tels que le 
marketing, la finance, l'environnement, la sante ou encore le transport. Du fait 
de l'importance croissante accordee au role de l'utilisateur pour l'extraction des 
connaissances, la visualisation est devenue un composant majeur dans le processus 
du data mining. Elle contribue a l'efncacite du processus de data mining en offrant 
aux utilisateurs des representations intelligibles et en facilitant l'interaction (Han 
et Kamber, 2006). Le choix des techniques de visualisation depend de la nature 
des donnees. (MacEachren et Kraak, 2001) ont estime que 80% de l'ensemble des 
donnees numeriques generees aujourd'hui comprennent des references geospatiales 
(par exemple, les adresses, les codes postaux, les coordonnees geographiques, etc.). 
Cependant, les techniques de visualisation traditionnelles du data mining n'ont 
pas ete congues pour tenir compte des caracteristiques des donnees geospatiales. 
Cela fait ressurgir le besoin d'integrer les techniques de geovisualisation au pro-
cessus d'extraction des connaissances. Dans cette approche, les SIG seront utilises 
comme outil de geovisualisation. Les recherches sur cette approche sont encore 
rares. Nous discuterons ensuite de deux des recherches principales traitant de ce 
sujet: une de (MacEachren et al, 1999) , l'autre de (Andrienko et Andrienko, 1999). 
La geovisualisation n'est pas simplement un outil de visualisation. D'apres (Wa-
chowicz, 2001), elle traite de Putilisation des visualisations geographiques pour 
explorer les donnees, puis generer des hypotheses et construire des connaissances. 
Selon (MacEachren et al, 1999), les trois taches majeures de la geovisualisation 
sont l'identification, la comparaison et l'interpretation. Nous presentons ici une 
approche d'integration de la geovisualisation au processus du data mining propose 
par (MacEachren et al, 1999). Cette approche se decompose en trois niveaux: 
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conceptuel, operationnel et mise en oeuvre. 
Niveau conceptuel: II s'agit de determiner les objectifs du processus de construc-
tion de la connaissance. Pour ce faire, il faut preciser: 
- Quelle sont les types de donnees a exploiter (par exemple, donnees environnemen-
tales, donnees socio-demographiques, donnees chronologiques). 
- Quelle sont les types de resultats requis (par exemple, groupe, regies d'association, 
generation d'hypotheses). 
- Qui sont les utilisateurs qui s'interessent au processus de construction de la con-
naissance (par exemple, l'expert du domaine). 
A ce niveau, ni les techniques du data mining ni les techniques de visualisation ne 
sont decidees. 
Niveau operationnel: Ce niveau consiste a determiner les methodes appropriees 
du data mining et celles de la geovisualisation pour atteindre les objectifs du niveau 
conceptuel. 
Niveau de la mise en ceuvre: A ce niveau, le choix des outils du data mining 
et de la geovisualisation sont fait. Les methodes du data mining selectionnees dans 
le niveau conceptuel sont executes et les techniques de la geovisualisation sont en-
suite appliquees aux resultats du data mining pour construire des representations 
visuelles et interactives avec les utilisateurs. La mise en ceuvre vise done a integrer 
differentes fonctionnalites dans un seul environnement informatique. 
(Andrienko et Andrienko, 1999) ont integre les techniques du data mining (classifi-
cation et regies d'association) avec les techniques de visualisation cartographique. 
L'integration est developpee en se basant sur deux systemes : Kepler pour executer 
les techniques du data mining et Descartes pour visualiser. lis ont applique la vi-
sualisation cartographie a deux etapes du data mining : l'etape de pretraitement 
pour la selection des attributs appropries et l'etape de deploiement pour l'analyse 
et Interpretation des resultats. Le systeme Kepler contient ses propres techniques 
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de presentation des resultats du data mining, il sera done productif de faire un 
lien dynamique entre l'amchage de Kepler et celle de Descartes. (Andrienko et 
Andrienko, 1999) considerent trois types de liens entre le data mining et la visual-
isation cartographique: 
- De "geographie" a "mathematique": l'utilisation de cartes dynamiques, l'utilisateur 
arrive a certains resultats de geographie interpretables ou a des hypotheses et essaie 
alors de trouver une explication a ce resultat. 
- De "mathematique" a "geographie": les resultats produits par les techniques du 
data mining sont ensuite analyses afin de les visualiser sur les cartes. 
- Amchage liee: la visualisation non cartographique de resultats du data mining 
est amchee en meme temps que les cartes. Les deux types d'affichage sont relies 
visuellement et dynamiquement. 
(Torun et Duzgun, 2006) presentent une application de l'integration des techniques 
de geovisualisation aux resultats du data mining. lis indiquent les endroits vul-
nerables dus au transport de petrole et aux feux de petrole/gaz a Istanbul Strait. 
lis ont applique les methodes de segmentation K-moyenne et ISODATA(Iterative 
Self-Organizing Data Analysis Techniques) pour respectivement segmenter les ac-
cidents de navires et les facteurs de vulnerabilite . Les facteurs de vulnerabilite 
sont divisees en 5 groupes. Les cartes produits par les techniques de superposi-
tion des couches et de "hot-spot" de SIG permettent d'interpreter les resultats. La 
figure 3.3 montre les chevauchements des zones vulnerables et des regions ayant 
une frequence d'accidents de navire elevee. Trois accidents sont detectes sur cinq 
locations en utilisant l'analyse de donnees spatiales. En regardant la carte, (Torun 
et Duzgun, 2006) ont note que deux regions au sud sont peuples et ont eu des 
accidents graves. 
o 
Figure 3.3 Exemple de l'integration de la geovisualisation aux data mining (Torun 
et Duzgun, 2006) 
3.3 Les systemes actuels de l'integration entre le data mining et les 
SIG 
Presentement, il y a deux groupes de recherche principaux qui contribuent au 
developpement des systemes d'integration entre le data mining et les SIG. L'une 
du Database Research Lab - Simon Fraser University a Vancouver avec le systeme 
GeoMiner. L'autre groupe est l'equipe de l'extraction des connaissances du Ger-
man National Research Center for Information Technology avec le systeme SPIN!. 
Le GeoMiner developpe par (Han et al, 1997) etait le premier systeme qui integre 
le data mining et les SIG. II est une combinaison de DBMiner et de Maplnfo. La 
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Figure 3.4 Architecture generale de GeoMiner (Han et al, 1997) 
Le systeme GeoMiner contient 3 modules principaux: 
- le module de construction de cubes de donnees spatiales. 
- le module OLAP (Online Analyticial Processing)pour analyser les donnees spa-
tiales. 
- le module de techniques du data mining telles que la segmentation, la classifica-
tion et les regies d'association spatiale (voir figure 3.4). 
Le SIG Maplnfo est utilise comme serveur de la base de donnees spatiale ainsi 
qu'en tant que interface graphique et de visualisation de cartes. Le systeme per-
met de visualiser les resultats sous forme d'une relation generalised ou d'une carte. 
Cependant, la visualisation par carte presente dans l'etat actuel des fonctionnalites 
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basiques et ne tire pas le meilleur parti de Maplnfo. 
Le SPIN! (Spatial Mining for data of public interest) est un projet de recherche 
gere par Eurostat (May et Savinov, 2002). L'objectif du SPIN! est de developper 
un systeme spatial base web qui integre les techniques du data mining et d'un 
SIG dans une architecture ouverte et extensible. SPIN! est une combinaison des 
systemes Kepler et Descartes. L'architecture de SPIN! est presentee dans la figure 
3.5. 
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Figure 3.5 Architecture de SPIN! (May et Savinov, 2002) 
Les fonctionnalites principales de SPIN! peuvent etre regroupees en 5 niveaux: 
- Niveau 1: Gestion des donnees: II contient les fonctionnalites de l'acces aux don-
nees des sources homogenes et de pretraitement des donnees en se basant sur la 
plate-forme du data mining Kepler. 
- Niveau 2: AfEchage des cartes sur l'internet a l'aide de Descartes. 
- Niveau 3: Cartographie thematique interactive pour visualiser les donnees statis-
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tiques. 
- Niveau 4: Detection des segments spatiaux. 
- Niveau 5: Explication des segments et des phenomenes spatiaux. 
3.4 Conclusion 
Dans ce chapitre, nous avons presente brievement les travaux de recherche actuels 
portant sur l'integration entre le data mining et les SIG. Les recherches de ce 
domaine sont encore recentes. Elles presentent done un domaine de recherche po-
tentiel. Avec l'augmentation continue du volume des donnees spatiales dans tous 
les domaines, cette integration devient une recherche critique et a besoin des contri-
butions de chercheurs provenant de differentes disciplines : geographie, statistiques, 
data mining, visualisation et bases de donnees. 
Le developpement des systemes d'integration entre le data mining et les SIG est 
encore limite. En effet, les deux systemes principaux GeoMiner et SPIN! ne sont 
pour le moment utilises que dans les laboratoires. En outre, les logiciels SIG tels 
que ArcGIS, Maplnfo ont commence a integrer quelques methodes du data mining 
dans leurs produits. Cependant, la plupart de ces methodes font parties des tech-
niques de segmentation. Les autres techniques telles que les regies d'association ou 
la classification ne sont pas encore integrees dans ces logiciels. Cette limite explique 
le manque des etudes de cas empirique de cette integration. 
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CHAPITRE 4 
ETUDE DE CAS EN ANALYSE LE MARCHE DES MEUBLES AUX 
ETATS-UNIS 
Notre cas d'etude est base sur une collaboration avec Canadel, une entreprise de 
meuble canadienne. Notre objectif est de developper un systeme d'integration des 
techniques de data mining avec les techniques de SIG pour analyser le marche des 
meubles aux Etats-Unis. En premier lieu, nous introduirons le contexte du marche 
des meubles americain et ainsi le contexte actuel de Canadel. Nous conduirons 
ensuite une revue de litterature concernant la segmentation du marche. Puis, nous 
proposerons notre methodologie basee sur trois grandes etapes: l'etape de data 
mining, l'etape de SIG et l'etape de 1'integration. Les resultats obtenus et les 
conclusions seront discutes a la fin de ce chapitre. Ces resultats ont ete publies 
dans les conferences IESM'09 a Montreal, Canada (Le et aL, 2009b) et CIGI'09 a 
Tarbes, France en 2009 (Le et aL, 2009a). 
4.1 Introduction 
Dans cette section, nous presenterons d'abord les contraintes sur le marche des 
meubles americain qui justifient ce projet. Ensuite, nous analyserons le contexte 
de l'entreprise pour pouvoir proposer notre approche. 
48 
4.1.1 Les contraintes sur le marche americain 
Dans le livre "Gestion du marketing", (Filion et Colbert, 1990) ont mentionne deux 
contraintes jouant un role majeur en determinant les caracteristiques et les besoins 
sur tous les marches: la concurrence et les variables du macro-environnement. Dans 
les parties suivantes, nous allons done les analyser pour le marche des meubles 
americain. 
4.1.1.1 La concurrence 
Aux Etats-Unis, la concurrence est la premiere contrainte qui dirige le marche. Le 
marche americain des meubles est aujourd'hui tres ouvert aux produits etrangers. 
Avec des importations provenant actuellement de plus de 120 pays, il est le marche 
le plus grand et le plus concurrentiel au monde. Le marche des meubles americain 
est le marche d'exportation le plus important pour l'industrie canadienne. Ceci est 
du, entre autres, a une situation geographique particuliere ainsi qu'aux conditions 
favorables creees par l'ALENA (Accord de Libre-Echange Nord-Americain) depuis 
1994. En effet, plus de 95 % des meubles exportes du Canada le sont vers les 
Etats-Unis (Murillo, 2007). 
Les exportations canadiennes de meubles vers les Etats-Unis ont connu une decennie 
de grand succes entre 1990 et 2000. Plus particulierement, sur la periode allant 
de 1990 a 1998, le Canada en etait le premier fournisseur, suivi par la Chine et 
le Mexique. Depuis 2000, la part canadienne du marche des meubles americain a 
cependant baisse, tandis que la part chinoise (et plus generalement asiatique) ne 
cesse d'augmenter. En 2006, la Chine avait remplace le Canada en tant que premier 
exportateur de meubles vers les Etats-Unis avec pres de 50% de parts du marche. 
Le Canada se retrouve a la deuxieme place avec une part de 16% (Murillo, 2007). La 
figure 4.1 illustre revolution des exportations sur le marche des meubles americain. 
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L'industrie canadienne du meuble fait face a la plus grande competition qu'elle ait 
connue depuis 30 ans. Trouver les etats potentiels et analyser la competition sont 
des processus necessaires pour toutes les entreprises canadiennes de meubles arm 
de defendre leur position sur ce marche. 
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Figure 4.1 Participation des grands fournisseurs de fourniture aux Etats-Unis 
(Murillo, 2007) 
4.1.1.2 Les variables du macro-environnement 
Des variables incontrolables affectent de facon continue la vie d'une entreprise. 
(Filion et Colbert, 1990) les distinguent en 5 groupes : l'environnement demo-
graphique, l'environnement culturel, l'environnement economique, l'environnement 
politico-legal et l'environnement technologique. Nous resumons ici quelques carac-
teristiques importantes du marche americain. 
L'environnement geographique et demographique 
Les caracteristiques demographiques telles que l'age, le sexe, la composition 
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ethnique des differentes communautes sont des dimensions qui influencent les 
comportements d'achat de la population. Les Etats-Unis sont composes de 
50 etats et se classent au quatrieme rang des pays les plus vastes du monde 
avec une superficie de 9,4 millions de kilometres carres, derriere la Russie, le 
Canada et la Chine. En 2008, les Etats-Unis comptaient plus de 302 millions 
d'habitants et etaient le troisieme pays le plus peuple du monde. lis sont aussi 
le pays ayant le nombre d'immigrants le plus eleve. Selon les statistiques de 
2005, plus de 36 millions d'habitants sont nes a l'etranger et ont immigres aux 
Etats-Unis. Cela a aussi amene une natalite plus forte que dans les autres 
pays developpes (Bureau of Labor Statistics, 2009). 
• L 'environnement culturel 
Les facteurs culturels, y compris les valeurs, les idees, les attitudes, les croy-
ances et les activites de groupes de population influencent aussi le comporte-
ment d'achat des consommateurs. La culture anglo-saxonne est la base de la 
culture americaine. La langue omcielle est l'anglais. Cependant, les differents 
immigrants apportent leur propre culture et font des Etats-Unis un creuset 
culturel (Ottaviano et Peri, 2006). 
• L'environnement economique 
Dans le monde des affaires, l'environnement economique prend une place tres 
importante. Le niveau de revenu, le rythme de l'inflation et le taux de cho-
mage influencent fortement le pouvoir d'achat des consommateurs. Etant 
la premiere puissance economique mondiale, les Etats-Unis se placent a la 
tantieme place mondiale pour le produit national brut par habitant et a la 
quatrieme place a parite de pouvoir d'achat. En 2007, le taux de chomage est 
relativement faible par rapport au taux moyen de chomage mondial, soit entre 
3 et 5 % de la population active (U.S. Census Bureau, 2009). Les Etats-Unis 
sont les plus grands importateurs de produits manufactures et les deuxiemes 
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exportateurs derriere l'Allemagne. Le Canada, la Chine, le Mexique, le Japon 
et l'Allemagne sont ses principaux partenaires commerciaux. Ces caracteris-
tiques economiques rendent les Etats-Unis le marche d'exportation le plus 
important pour plusieurs pays. 
4.1.2 Le contexte de l'entreprise 
Fondee en 1982, Canadel est le plus important manufacturier d'ameublement de cui-
sine et de salle a manger au Canada. Apres son entree dans le marche americain en 
1992, le marche americain devenait le marche principal de Canadel, qui represente 
plus de 85% des vente de l'entreprise. Depuis 2005, les ventes de Canadel ont 
commence a baisser sur le marche americain meme si la demande dans ce marche 
continuait d'augmenter. 
Canadel, comme la plupart des entreprises des meubles, ne dispose pas de ses 
propres magasins et doit s'en remettre aux canaux de distribution existants. Les 
canaux de distribution traditionnels dans l'industrie du meuble passent par des 
representants des fabricants, des grossistes ou des detaillants. Canadel ne fabrique 
que des meubles de luxe sur demande. La distribution est par consequent exclu-
sivement basee sur un reseau de representants. Chaque representant peut couvrir 
une ou plusieurs zones geographiques. Sur les zones pour lesquelles les gammes de 
meubles s'ecoulent rapidement, il peut y avoir plusieurs representants. Un represen-
tant touche une commission sur le prix de vente par produit vendu. Leur role est 
de determiner quels magasins de detail sont les plus susceptibles de realiser des 
ventes optimales pour les produits de l'entreprise. Les ventes de l'entreprise depen-
dent totalement des magasins dans le reseau des representants. Dans le contexte 
competitif actuel du marche du meuble americain, la determination des magasins 
cibles est importante pour les representants comme pour l'entreprise. 
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4.1.3 Notre approche 
Au niveau de la strategie de l'analyse du marche du meuble americain, notre objectif 
vise a repondre aux demandes suivantes: 
• La segmentation du marche selon certains criteres. 
• La determination d'un positionnement competitif et le positionnement, du 
canal de distribution pour analyser la competition actuelle sur le marche. 
La segmentation consiste a decomposer un marche en groupes homogenes pour 
lesquels les consommateurs presentent des caracteristiques communes. Elle permet 
a 1'entreprise de: 
• trouver les facteurs de differentiation les plus importants pour le consomma-
teur et d'identifier les groupes de clients potentiels; 
• comprendre les caracteristiques des consommateurs arm de lancer un pro-
gramme de marketing ou de mettre sur le marche un nouveau produit; 
• d'evaluer la repartition des ventes des produits sur des differents segments; 
• d'evaluer les performances des vendeurs pour chaque zone de vente. 
La determination d'un positionnement competitif permet aux representants: 
• de localiser ses competiteurs sur leurs territoires; 
• de determiner les magasins cibles; 
• d'elargir leurs reseaux de magasins pour augmenter les ventes 
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Pour atteindre ces objectifs, nous proposons de developper un systeme base sur 
le web qui integre les techniques de segmentation du data mining au SIG pour 
lesquelles : 
• le systeme web peut faciliter l'acces des utilisateurs; 
• les techniques de segmentation du data mining permettent d'identifier les 
etats potentiels pour l'entreprise; 
• les resultats de la segmentation et du SIG sont integres arm de visualiser et 
d'analyser les differents facteurs sur ces segments; 
• le SIG analyse la competition du marche en permettant de visualiser la local-
isation des canaux de distribution de l'entreprise par rapport a ceux de ses 
competiteurs. 
4.1.4 Revue de litterature de la segmentation 
Dans cette section, nous ferons l'etat de Part sur la segmentation du marche. La 
premiere partie traitera des avantages et des inconvenients de deux categories de 
variables de la segmentation. Dans la deuxieme partie, nous discuterons sur le 
choix entre les donnees primaires et secondaires dans un projet de segmentation 
d'un marche. La derniere partie portera sur deux approches de segmentation: 
l'approche a priori et l'approche a posteriori. 
4.1.4.1 Les variables de la segmentation du marche 
Pour les analystes, il ne suffit pas de decomposer le marche en segments mais de 
pouvoir les decrire. Le choix des variables de segmentation peut affecter l'emcacite 
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operationnelles des differentes segmentations (Smadja, 1988). Selon (Wedel et Ka-
makura, 1999), les variables de segmentation du marche peuvent etre categorisees 
en deux groupes : les variables observables et les variables inobservables. 
• Groupe des variables observables 
Ce groupe comprend des variables geographiques, demographiques, ainsi que 
des variables socioeconomiques. La segmentation basee sur ces variables sup-
pose que les personnes qui ont des caracteristiques demographiques et so-
cioeconomiques similaires ont les memes habitudes d'achat. Les variables les 
plus souvent utilisees sont le revenu, Page, le sexe, le nombre de pieces dans 
la maison, la profession, la langue et la religion. Ces variables presentent 
de multiples avantages en segmentation de marche (Filion et Colbert, 1990). 
Premierement, elles sont observables. Elles facilitent done la description des 
consommateurs vises et ainsi la quantification du potentiel de vente. Leur 
deuxieme avantage est la disponibilite des sources des donnees. En effet, ce 
type de donnees a souvent pour origine des sources gouvernementales ou des 
organismes produisant des statistiques. Ces donnees sont done dignes de con-
fiance, faciles d'acces et peu couteuses. (Weinstein, 1994) a aussi note que la 
segmentation sociodemographique fournit un bref apercu du marche. De par 
ces avantages, ces variables sont largement utilisees en segmentation. 
Pourtant, ces variables presentent aussi des inconvenients, dont le principal 
est le manque de qualite. Les sources de donnees statistiques sont collectees a 
un intervalle fixe, souvent tous les cinq ans. Elles peuvent alors peut-etre etre 
depassees au moment ou va s'effectuer la segmentation. De plus, ces donnees 
sont aussi disponibles aux competiteurs de Pentreprise. Une autre limite des 
variables socioeconomiques et demographiques est la difficulte de transposer 
le resultat de la segmentation aux actions marketing (Wedel et Kamakura, 
1999). 
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• Groupe des variables inobservables 
Les variables psychologiques, la personnalite, les styles de vie et les comporte-
ments d'achat sont de type inobservable. Ce type de segmentation suppose 
que les activites, les interets, les opinions et le style de vie sont des facteurs 
importants pour la consommation (Weinstein, 1994). Depuis leur proposition 
(a Porigine par (Mitchell et McGoldrick, 1963)), les etudes psychologiques en 
segmentation ont regu une grande attention de la part des chercheurs en mar-
keting. Ces etudes basees sur les travaux realises en psychologie ont montre 
les interrelations entre la personnalite de Petre humain et son comportement 
d'achat. Le plus grand avantage de ce type de segmentation est sa capacite 
a transposer le resultat dans la strategic marketing(Weinstein, 1994). Nean-
moins, les donnees telles que les styles de vie, la personnalite ou les interets 
sont souvent collectees par des sondages ou des enquetes de terrain. Elles 
sont done subjectives, tres couteuses et prennent beaucoup de temps a etre 
collectees. (Majurin, 2001) a aussi souligne que ces variables sont difficiles a 
mesurer. 
Conclusion 
(Wedel et Kamakura, 1999) ont note que le style de vie, le comportement d'achat 
ainsi que la personnalite peuvent fournir une base d'action particulierement utile 
pour le developpement de la publicite. Cependant, la plupart des recherches mon-
trent que ces variables ne sont ni stables ni adaptees pour certains types de marches. 
Le tableau 4.1 presente la comparaison de ces deux groupes de variables en se basant 
sur les criteres devaluation de la segmentation. Dans la plupart des cas, plusieurs 
variables peuvent etre utilisees ensemble, en utilisant les avantages de chacun, pour 
obtenir le resultat le plus efficace. 
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4.1.4.2 Les sources des donnees pour la segmentation 
On ne peut pas realiser la segmentation sans donnees. Dans cette partie, nous 
decrirons les avantages et les inconvenient des sources de donnees pour realiser la 
segmentation. Les donnees utilisees pour la segmentation du marche peuvent etre 
collectees soit a partir de sources primaires, soit a partir de sources secondaires. 
• Les sources primaires 
Les donnees primaires sont des donnees recueillies dans un but de recherche 
precis. Normalement, les donnees primaires ne sont pas disponibles telles 
quelles au moment du besoin et necessitent un effort particulier de collecte 
par des sondages, des entrevues, des observations et des questionnaires, etc. 
Elles presentent les avantages suivants: 
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— Elles sont plus recentes et plus specifiques que les donnees secondaires. 
— Elles sont recueillies specialement pour repondre a un besoin particulier, 
elles sont done plus representatives. 
Pourtant, le temps et le cout pour effectuer les sondages et les requetes sur un 
grand marche sont tres eleves. De plus, les resultats obtenus par ces meth-
odes sont subjectifs et difnciles a evaluer. La collecte de donnees primaires 
est done tres couteuse en temps et en ressources. Une fois que les donnees 
primaires sont utilisees, elles peuvent etre stockees pour un usage futur. Elles 
deviennent alors des donnees secondaires pour un autre objectif. 
• Les sources secondaires 
En general, les donnees secondaires sont des donnees qui ont ete collectees par 
d'autres. Elles sont done deja disponibles parce qu'elles ont ete produites pour 
d'autres objectifs (Castleberry, 2001). Ces donnees peuvent etre fournies par 
des moyens externes (sources gouvernementales) ou par des moyens internes 
comme les donnees historiques de l'entreprise (les donnees de facturation, les 
donnees de vente, etc). (Patzer, 1995) et (Aaker et al, 2001) ont souligne 
l'importance des sources de donnees secondaires dans la recherche du mar-
keting, lis citent les avantages de l'utilisation des sources secondaires par 
rapport aux donnees primaires : 
— La collecte des donnees secondaires est moins couteuse que celle des don-
nees primaires. Le temps necessaire a la collecte des donnees secondaires 
est de loin inferieur a celui requis pour acquerir des donnees primaires. 
— Dans certains cas, les sources secondaires peuvent fournir des donnees 
plus precises que celles obtenues par la recherche primaire. Les donnees 
statistiques sur la population fournies par les gouvernements sont plus 
fiables que celles d'autres sources. 
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— Les donnees secondaires sont importantes pour definir le probleme et 
etablir des hypotheses avant de collecter des donnees primaires. Elles 
peuvent aussi aider a caracteriser la population d'un marche. 
Cependant, elles impliquent certains risques (Filion et Colbert, 1990): 
— La qualite des donnees secondaires est parfois difficile a controler. 
— II faut comprendre ces donnees pour pouvoir selectionner celles qui sont 
pertinentes et informatives pour le projet. 
— Les donnees secondaires peuvent etre perimees au moment auquel la 
segmentation est effectuee. 
4.1.4.3 Les methodes de la segmentation du marche 
Les methodes de segmentation peuvent etre considerees dans deux grandes cate-
gories : les methodes dites de segmentation a priori et celles dites de segmentation 
a posteriori (Wedel et Kamakura, 1999) (voir aussi (Green, 1977) et (Filion et 
Colbert, 1990)) comme represente dans la figure 4.2. 
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Figure 4.2 Categoriser les methodes de segmentation (Wedel et Kamakura, 1999) 
Les sections suivantes vont detailler les elements essentiels de cette classification. 
• L'approche a priori 
Dans l'approche a priori, le marche est segmente selon des criteres preexis-
tants tels que l'age, le sexe ou le statut economique et social. Les methodes 
ont alors pour objectif de decouvrir ou de decrire les caracteristiques des 
clients dans les segments deja connus. Les methodes de modele log-lineaire, 
de tableau de contingence, des tableaux croises et de la regression sont de 
type a priori. Cette approche est efficace dans le cas ou les variables d'analyse 
sont bien definies. Cependant, il est parfois difficile d'identifler les variables 
a utiliser. Les methodes a priori sont done utilisees soit dans des cas parti-
culiers, quand on dispose a priori d'une certaine connaissance du domaine, 
soit en combinaison avec des methodes a posteriori. 
• L 'approche a posteriori 
A l'inverse de l'approche a priori, les methodes de cette approche ont pour 
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objectif de decouvrir des segments du marche inconnus jusqu'a present. Le 
nombre de segments et les caracteristiques de chaque segment sont deter-
mines par les donnees et les methodes utilisees. En effet, les methodes a 
posteriori sont plus utilisees que les methodes a priori. Les methodes les plus 
connues dans cette approche sont l'analyse discriminante, la segmentation 
par partitionnement, la segmentation hierarchique, les reseaux de neurones, 
etc (Wedel et Kamakura, 1999). Dans leur revue de litterature des meth-
odes de segmentation, (Punj et Stewart, 1983) ont conclu que les methodes 
de segmentation par partitionnement sont plus efficaces que les methodes 
hierarchiques en pratique car elles sont faciles a mettre en cevre et peuvent 
s'appliquer a divers types de donnees. 
4.2 La methodologie 
Nous proposons un modele comprenant trois etapes principales comme presente 
a la figure 4.3. L'etape de data mining permet d'identifier les groupes d'etats 
homogenes parmi les 50 etats des Etats-Unis. L'etape de SIG consiste a 
utiliser les services de Google Map pour analyser les canaux de distributions 
sur une carte geographique. La derniere etape aboutit a l'integration du data 
mining et du SIG pour produire les resultats finaux. Dans cette etape, la tech-
nique de geo-visualisation permet de visualiser et de supporter les resultats 
du data mining. 
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Figure 4.3 Representation simplified de la methodologie 
4.2.1 L'etape de data mining 
Cette etape est basee sur le processus du data mining, elle se compose done 
en cinq taches majeures ci-dessous: 
- Identifier les variables et les sources de donnees 
- Collecter les donnees. 
- Pre-traiter les donnees. 
- Appliquer les methodes de segmentation du data mining. 
- Analyse croisee avec les donnees de vente. 
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4.2.1.1 Identifier les variables et les sources de donnees 
Cette etape vise a determiner les variables et les sources de donnees pour 
la segmentation, ainsi que les sources de donnees pour l'analyse de competi-
tion. Le choix des variables de segmentation et les sources de donnees sont 
basees sur les caracteristiques du marche, le niveau et l'objectif de la segmen-
tation. Pour la segmentation du marche des meubles americain, les variables 
economiques et sociodemographiques sont les plus appropriee pour les raisons 
suivantes: 
- D'apres la revue de litterature, les caracteristiques economiques et sociode-
mographiques sont des contraintes importantes sur un marche (Filion et Col-
bert, 1990). 
- La litterature confirme que le marche des meubles en general est fortement 
correle avec les criteres de logement et de l'economie (Volpe et Peluso, 2007). 
- Les experts de l'entreprise ont souligne aussi l'importance des criteres economiques 
et sociodemographiques dans l'analyse du marche de haut niveau. 
- En particulier sur le marche americain, les donnees statistiques demo-
graphiques et socioeconomiques sont librement accessibles sur le site web 
de l'U.S Census Bureau. 
Nous utiliserons done les donnees de l'U.S Census Bureau pour effectuer la 
segmentation. Le U.S Census Bureau est une source des donnees fiables 
et gratuites. Les entreprises peuvent non seulement beneficier de donnees 
statistiques generales sur les Etats-Unis, mais aussi de donnees statistiques 
sur divers domaines (affaires, transports, commerce exterieur, etc.). 
4.2.1.2 Collection des donnees 
Les donnees du Census Bureau: 
Le U.S Census Bureau est l'organisme de statistique le plus grand des Etats-
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Unis. II rassemble des statistiques sur le pays, les citoyens et Peconomie tous 
les cinq ans en effectuant des recensements et des enquetes. Au moment 
ou nous realisons ce projet, les donnees les plus recentes du Census Bureau 
datent de 2005. Pour chaque etat, les donnees sont organisees en 4 groupes: 
— Groupe demographique : chiffre la population par sexe, par classe d'age, 
groupe ethnique et par situation familiale (type de famille, nombre 
d'enfants et leur age). 
— Groupe social : niveau d'etude, etat matrimonial, lieu de naissance, 
langue par lee. 
— Groupe economique : revenu personnel, revenu familial, profession, sit-
uation d'emploi, categorie socioprofessionnelle. 
— Groupe de logements : type de logement, nombre de pieces, nombre 
de chambres a coucher, nombre de vehicules, statut de proprietaire ou 
locataire, valeur du logement. 
Figure 4.4 montre un exemple de donnees recuperees pour PAlabama. 
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Figure 4.4 Les donnees Census Bureau de l'Alabama 
Les donnees de vente de l'entreprise: 
Le systeme informatique actuel de l'entreprise ne permet pas d'integrer d'autres 
sources de donnees. Nous devrons recuperer les donnees de vente en 2007 et 
2008 sous le format Excel. Les variables dans l'ensemble de donnees origi-
nales incluaient les donnees facturees et le detail des magasins partenaires. 
Ces donnees ont ete ramassees en vue d'operer 1'analyse croisee avec le resul-
tat de la segmentation. 
4.2.1.3 Pre-traiter les donnees 
Les donnees collectees sont ensuite traitees pour pouvoir les exploiter par les 
algorithmes de data mining. Apres une analyse initiale, nous procedons aux 
taches ci-dessous: 
Reduire l'espace des donnees: 
Les donnees statistiques du Census Bureau contiennent plus de 150 variables. 
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Toutes ces variables ne sont pas utiles pour analyser le marche des meubles 
americain. En travaillant avec les experts du domaine, parmi 150 variables, 
nous en avons choisi 60 pouvant influencer le marche des meubles. 
Transformer les donnees: 
Les donnees du Census Bureau sont des donnees generales pour le marche 
americain, incluant le marche des meubles. La transformation a pour but de 
produire des donnees adaptees a l'objectif et aux algorithmes utilises. En se 
basant sur les echelles defmies par l'entreprise, nous realisons des transforma-
tions telles que : 
— Grouper la population selon des echelles d'age, de salaire ou de nombre 
de piece dans la maison. 
— Creer des ratios de pieces dans la maison, de foyer, de salaire, etc. 
La figure 4.5 illustre des donnees apres la transformation. 
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Figure 4.5 Exemple de donnees du Census Bureau apres le pretraitement 
Integrer les donnees: 
Pour faciliter les prochaines etapes, il est necessaire d'integrer les donnees 
dans une seule base de donnees. Nous utilisons Microsoft Access pour stocker 
les donnees. Dans notre contexte, les donnees du Census Bureau ne changent 
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que tous les cinq ans, la methode de l'integration materialised est done ap-
propriee. Nous avons cree une base de donnees Access qui integre les donnees 
traitees du Census Bureau, les donnees de vente ainsi que les donnees de High 
Point Market. II est evident que les donnees venant des sources differentes 
n'ont pas une relation claire et definie. Nous creons de nouveaux tableaux 
pour relier les donnees de ces sources. Par exemple, le tableau Etat avec la 
cle EtatID pour connecter les donnees du Census Bureau, les donnees des 
magasins de l'entreprise et les donnees de High Point Market. La figure 4.6 
























































































































































































































































































































































































































4.2.1.4 Appliquer les techniques de segmentation du data mining 
Dans notre etude de cas, l'objectif est d'identifier des groupes d'etats ho-
mogenes d'un point de vue socioeconomique. Nous ne connaissons pas encore 
les criteres, ni le nombre de segments. Les methodes a posteriori sont done les 
plus appropriees dans ce contexte. Le nombre de segments est un parametre 
difficile a determiner dans les methodes par partitionnement. Pour trouver 
un nombre raisonnable de segment, plusieurs methodes sont proposees telles 
que : les tableaux croises, les tests de permutation et le re-echantillonnage. 
Par contre, ces methodes ne fonctionnent pas tres bien en pratique avec des 
donnees volumineuses ou multidimensionnelles (Salvador et Chan, 2004). La 
combinaison de methodes hierarchiques et methodes des k-moyennes est une 
approche efficace pour ce type de donnees (Singh, 1990). 
Nous avons done utilise la methode hierarchique pour determiner le nombre 
raisonnable de segment, puis la methode des k- moyennes pour la determina-
tion des segments. Pour executer ces methodes, nous utilisons TANAGRA 
(TANAGRA, 2008), un outil open source de data mining. Les paragraphes 
suivants vont detainer ces methodes. 
Methode de segmentation hierarchique ascendante 
La segmentation hierarchique ascendante part d'une partition ou chaque don-
nee represente un segment et a chaque iteration les deux segments les plus 
proches sont fusionnes jusqu'a ce que tous les points se trouvent dans un 
seul grand segment. Cette methode retourne le resultat sous la forme d'un 
arbre, souvent appele dendrogramme (voir figure 4.7). Elle permet de choisir 
le nombre de segments de fagon optimale par les indicateurs comme le ratio 
BSS (Between Sum of Square) et la valeur de GAP statistique. Le BSS pour 
la somme des carres entre les moyennes ou aussi appelee la somme des carres 
inter-groupes. Le ratio BSS mesure la dissimilarite entre les segments, tandis 
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que la valeur de GAP statistique mesure le compacite des segments (Tibshi-
rani et ai, 2001). Le nombre de segment est approprie quand la valeur de 
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Figure 4.7 Dendrogramme d'une segmentation hierarchique ascendante 
Methode des k-moyennes 
Dans la methode des k-moyennes de (MacQueen, 1966), le nombre de seg-
ments voulu (K) doit etre connu, il est determine par la methode de seg-
mentation hierarchique ascendante que nous avons expliquee avant. Cette 
methode peut etre decrite par les phases suivantes (K est donne): 
- Phase d'initialisation: Partitionner l'ensemble de donnees en K sous-ensembles 
(non vide). 
- Phase 1: Calculer des centres de K groupes de la partition courrants. 
- Phase 2: Affectuer chaque individu au groupe dont le centre leur est le plus 
proche. 
Reiterer les phases 1 et 2 jusqu'a ce que les segments soient stables, c'est-a-
dire lorsqu'on ne constate plus de changement d'individus. 
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4.2.1.5 Analyse croisee avec les donnees de vente 
[Berry et Linoff, 1997] ont remarque que le resultat de la segmentation doit 
etre integre a d'autres methodes pour en degager la signification. La plupart 
des applications de la segmentation du marche s'arretent a la fin de la meth-
ode de segmentation, c'est-a-dire a la constitution des groupes homogenes. 
Cependant, il est difficile de prendre une quelconque decision a partir de ce 
resultat partiel. Nous proposons ici un modele integrant le resultat de la 
segmentation du marche aux donnees historiques de ventes en vue d'aider 
une entreprise a prendre des decisions de developpement a partir des groupes 
formes. En analysant les relations entre les donnees historiques de ventes et 
les groupes formes, le modele aide a determiner les endroits strategiques. II 
sert ensuite a etablir le tableau de bord pour l'entreprise a partir des resultats 
du data mining. 
4.2.2 L'etape de SIG 
Parmi tous les SIG libres, nous avons choisi d'utiliser Google Map pour les 
raisons suivantes: 
- Les API (Application programming interface ou en frangais interface de 
programmation applicative) de Google Map permettent de mettre en place 
divers services de geo-localisation. 
- Les API de Google Map permettent d'ajouter des controles personnalises 
pour modifier raffichage de la carte. 
- Les API de Google Map permettent d'extraire des donnees "geocodees " a 
partir d'une adresse. 
- Google Map est facile a integrer avec les applications web et compatible 
avec la plupart des navigateurs graphiques. 
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L'etape de SIG comprend trois taches majeures qui seront abordees ci-dessous. 
4.2.2.1 Collecter les donnees 
En ce qui concerne les donnees pour l'etape de SIG, nous utiliserons les don-
nees fournies par High Point Market et les donnees de vente de l'entreprise. 
L'International Home Furnishings Market (salon des fournitures et accessoires 
d'ameublement de maison) de High Point est le plus grand salon de l'industrie 
du meuble du monde. II attire tous les grands magasins des quatres coins du 
monde deux fois par annee, en avril et en octobre. Les participants peuvent y 
obtenir la liste des magasins de l'industrie mondiale du meuble. Les donnees 
de vente sont utilisees pour extraire les adresses des magasins partenaires avec 
l'entreprise. Les donnees obtenues du High Point Market sont dans une liste, 
sous format Excel (voir figure 4.8). Cette liste contient le nom, l'adresse, le 
code postal, le pays, le type de magasins ainsi que les categories de vente de 
22076 magasins, dont 19190 magasins aux Etats-Unis en 2008. 
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Figure 4.8 Exemple de donnees de High Point Market 
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4.2.2.2 Pre-traiter les donnees 
Nous effectuons les deux taches suivantes: 
Reduire l'espace des donnees: 
Pour eliminer les donnees qui ne sont pas necessaires dans les donnees de 
High Point Market, nous les nitrons et choisissons 6953 magasins de meubles 
aux Etats-Unis parmi 22076 magasins dans la liste. Nous avons done diminue 
l'espace des donnees a traiter de 2/3. 
Nettoyer les donnees: 
Les donnees redondantes et aberrantes sont les erreurs les plus courantes 
dans les donnees de High Point. Ceci est generalement du a des erreurs de 
saisie lors de l'entree les donnees. Un cas commun est presente a la figure 
4.9: l'adresse est la meme, mais avec une fagon de l'ecrire differente ("St" et 
"Street").Pour ce cas, nous utilisons des requetes en Microsoft Access pour 

















3585 S Church Si 
3585 S Church St 
3585 S Church St 
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Figure 4.9 Exemple de donnees redondantes 
4.2.2.3 Geocoder et localiser 
Cette etape contient deux modules qui permettent de geocoder puis de lo-
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§H Les services de 
GoogleMap 
Figure 4.10 Modules de l'etape de SIG 
Module de geocodage 
Le service de geocodage de Google Map convertit une adresse en un objet 
vecteur des positions X,Y (latitude, longitude). En effet, la precision du 
positionnement est fortement liee a la maniere dont est renseignee l'adresse 
geocodee. Le module de geocodage lit chaque adresse dans les la liste des 
magasins et l'envoie au service de Google Map. Les adresses geocodees 
sont ensuite enregistrees dans la base de donnees pour s'en resservir lors 
des prochaines utilisations. La figure 4.11 montre un exemple de donnees 
geocodees. Par exemple, le magasin Angelus Furniture a l'adresse "11 Rand 
Ct, Trabuco Canyon, CA 92679, USA" est associe au couple de coordonnees 
: latitude = 33.566369 et longitude = -117.583466 
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Figure 4.11 Exemple des donnees geocodees par le service de geocodage du Google 
Map 
Module de localisation 
Une fois toutes les adresses geocodees et enregistrees dans un fichier XML, le 
module de localisation permet de lire ce fichier et d'envoyer ces donnees vers le 
service de localisation de Google Map. Puis, il affiche la carte de localisation 
des magasins de l'entreprise et ceux de ses competiteurs. Cette carte sert 
a visualiser le positionnement du canal de distribution de l'entreprise et a 
analyser la concurrence. 
4.2.3 Etape de l'integration du resultat de classification et du SIG 
Les deux etapes precedentes peuvent etre effectuees de maniere independante. 
Cette etape est le pont entre les resultats du data mining et ceux du SIG. 
II est evident que la visualisation joue un role tres important pour la com-
prehension du resultat du data mining. Dans cette etape, nous utilisons la 
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fonctionnalite de superposition des couches du SIG pour visualiser le resultat 
de la segmentation puis analyser les attributs importants de chaque segment. 
Le resultat est ensuite croise avec la carte de localisation des magasins de 
l'etape du SIG pour analyser la concurrence dans chaque segment. 
Pour effectuer la superposition des couches, nous employons les donnees des 
couches d'information geographique des Etats-Unis (routes, frontieres, point 
d'interet, etc.) provenant de TIGER/Line 2000 produites par le U.S. Census 
Bureau. Ces donnees permettent de determiner les frontieres des villes, des 
etats, etc a divers niveaux de precision. 
Cependant, une des limites actuelles de Google Map est qu'il ne peut pas en-
core travailler directement avec le format de donnees de TIGER/Line. Nous 
avons done besoins de convertir les donnees de TIGER/Line en format XML. 
Le fichier XML presente dans la figure 4.12 a ete simplifie : il contient seule-
ment les informations des frontieres des etats aux Etats-Unis. 
<?XIE1 v e r s i o r : = " 1 . 0 " e n c o d i o . g = " i s o - S 8 5 9 - l " ? > 
3 < s t a t e s > 
e s t a t e r.,aiEe="&lafcari^" eoler,2r='7#03QC!ea" Eopa la t l an="444255S r r >. • , < / s t a t e > | 
< 3 t a t e name="Alaska" cQlcrar^sOQOQSS" P o p a l a t l Q n = " 6 ' i l ? 2 4 " > . . . < / s t a t e > | 
< s t a t e aame=T | iarizona" calcra.r=n#000038 r f Popa.Iat . iori=n5S29839n>. . . < / a t a t e a | 
| < s t a t e r.,aice="Ar&ansas" colo^r="#CiQQ085IT Pop-Jlat lor i="2T01431">. . . < / s c a t e > | 
Restate name="CalifOEDia" e o l o s r = " # f £ 0 0 0 0 " Eopsla. t iOE="5527S768 r '>. . „ < / s t a t i > | 
o t a t e name ="Co lo rado" co loux= n #0Qff88" PapKlat iozi= n4562244"> 
< p o i n t l a t = " 3 7 . 0 0 Q 4 " Lr .g="-1Q9.0448"/> 











<poirj t i a t = " 3 7 . 
< /s1 ;a te> 
O t a t e cair.e ="Conxiectic3itn cOIoU'E="#00ffB8" Populat iQii i= ' ,3394751" > 
<poi :at iat=^ ^42.0493 , ^ | , I n g = " - 7 3 . 4 8 ? 5 " / > 
<poimt L a t = " 4 2 . 0 5 1 1 " l r . g = " - 7 3 . 4 2 4 7 " / > 
< p o i n t I a t = " 4 2 . Q 3 7 1 " l n g = " - 7 2 . 8 1 4 6 " / > 
<poimt l a t = " 4 1 . 9 9 8 3 " I n g = " - 7 2 . 8 1 7 4 " / > 
< p o i n t Iat="42.0Q44"" lug—"-72 . 7638 " / > 
< p o i n t I a t = " 4 2 . 0 3 6 0 " l n g = " - 7 2 . 7 5 63" /> 
Figure 4.12 Donnees simplifiees des frontieres des etats aux Etats-Unis 
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4.3 Resultats 
Le systeme web permet aux utilisateurs de naviguer entre les resultats de 
chaque etape et d'interpreter ces resultats. Nous presenterons ensuite les 
resultats obtenus correspondant avec les trois etapes. 
4.3.1 Resul tats du da ta mining 
4.3.1.1 Resul tats de la segmentation 
Le resultat de la methode hierarchique nous retourne un dendrogramme, tel 
qu'illustre a la figure 4.13. Ensuite, la valeur du ratio BSS et la valeur de GAP 
statistique sont calculees pour chaque niveau de coupe. Nous avons determine 
qu'un niveau de coupe formant 3 segments correspond a la valeur maximale 
de GAP, tandis qu'un niveau de coupe formant 4 segments correspond a 
la valeur maximale du ratio BSS. Par consequent, le nombre de segments 
approprie peut soit etre egal a 3 ou a 4. 
rh rn X~r£w [ 11 i .L-sb-* .̂ 111 A f C h . rVrVi 1 rW, n v J 
Figure 4.13 Resultat de la classification hierarchique 
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Nous executons ensuite la methode des k-moyennes avec un nombre de seg-
ment egal a 3 puis a 4. Apres quelques iterations et confrontations avec les 
experts de Fentreprise, nous sommes arrives a un partitionnement en trois 
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Figure 4.14 Resultat de la segmentation 
A partir des donnees sociodemographiques du Census Bureau, nous arrivons 
a l'analyse suivante : 
Groupe 1 : "Majorite de classe raoyenne inferieure": 
Le groupe 1 regroupe la majorite des etats (29 etats sur 50). Ces etats 
couvrent un vaste territoire. Le salaire moyen par personne de la population 
de ces etats est le plus faible des Etats-Unis, tout comme la part des families 
aux salaires eleves. La majorite de la population y gagne peu d'argent : 
moins de 29% du salaire moyen max (sur l'ensemble des etats) (voir figure 
4.15). Ces caracteristiques nous font categoriser le groupe 1 comme la "classe 
moyenne inferieure". 
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Caracteristiques du Group e 1 
Salaire moyeiuie par °/ode familledont le Valuer median/MAX °/bdeperso)ines sousle 
persoiuie/Salaire salaire > X$ par an seuilde lapauvrete 
moyenne MAX 
—"0— Moyenne du groupe 1 —0— Moyeiuie aux Etais-Unis 
Figure 4.15 Caracteristiques du groupe 1 
Groupe 2 : "Majorite de classe moyenne superieure": 
Le groupe 2 regroupe 12 etats situes principalement a Test. Le pourcentage de 
families avec des salaires superieurs a la moyenne y est plus eleve (43% au lieu 
de 33 %) que sur l'ensemble des Etats-Unis. La majorite des personnes dans 
ces etats (>50% - mediane) gagnent plus que dans les autres etats et le salaire 
moyen par personne y est plus eleve (voir figure 4.16). Ces caracteristiques 
nous font categoriser ce groupe comme la "classe moyenne superieure". 
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Caracteristiques du Groupe 2 
°bde familledont le Valuer median/MAX Salairemoyenpar <V6depersojutes sousle 
salaire> X$par an personne.'Salaire seuilde lapauvrete 
moyeiiMAX 
=^=Moyeiuie du groupe 2 -̂ O—Moyemifi aux Etats-Uitis 
Figure 4.16 Caracteristiques du groupe 2 
Groupe 3 : "Majorite de classe moyenne": 
Le groupe 3 regroupe les etats les plus peuples. Avec 9 etats principalement 
localises autour des Grands lacs plus la Floride et la Californie, il est car-
acterise par une majorite de foyers sans hypotheque et par de tres grandes 
maisons. De plus, le nombre de foyers avec un bon revenu y est superieur 
a la moyenne americaine (voir figure 4.17). Ces caracteristiques nous font 
categoriser ce groupe comme la "classe moyenne". 
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Figure 4.17 Caracteristiques du groupe 3 
4.3.1.2 Resultat de l'analyse croisee avec les donnees de vente 
Pour les dirigeants, les analyses des segments precedentes ne sont pas suff-
isantes pour determiner le groupe potentiel. L'analyse croisee des trois seg-
ments avec les donnees historiques de vente de l'entreprise a pour but de 
soutenir cette determination . 
Nous constatons que les ventes du groupe 1 sont plus faibles meme s'il re-
groupe 29 etats. Par contre, le groupe 3 compte seulement 9 etats mais les 
ventes y sont les plus elevees (pres de 3 fois celles du groupe 1). Les 9 etats 













































Figure 4.18 Resultat de 1'analyse croisee avec les donnees de vente 
En se basant sur les segments formes et les donnees de vente, nous constru-
isons par la suite un tableau de bord qui mesure la performance de vente des 
groupes par des indicateurs de performance. L'indicateur ci-dessous est un 
exemple de ce tableau de bord. 
- Quantites de chaque type de produit doivent etre augmentees 
dans chaque categorie 
Cet indicateur est base sur l'hypothese que les etats d'un meme groupe peu-
vent atteindre le meme volume de produits vendus. Pour chaque etat, cet 
indicateur indique le volume d'augmentation que chaque categories devrait 
atteindre pour de parvenir a egaler le meilleur etat de son groupe (voir figure 
4.19). 
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Figure 4.19 Augmentation desiree de quantite de chaque type de produit a Penn-
sylvania 
4.3.2 Resul tats du SIG 
Les resultats finaux de l'etape du SIG sont les cartes. Dans notre cas, ce 
sont des cartes localisant les magasins de l'entreprise et de ses competiteurs 
dans chaque etat. Les cartes fournissent aussi des options pour filtrer les 
magasins selon certain criteres. La figure 4.20 illustre la carte de localisation 
des magasins de la Californie. 
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Figure 4.20 Carte de localisation des magasins de Californie 
4.3.3 Resultats de l'integration 
En utilisant la superposition de couche pour visualiser les segments, nous 
obtenons la carte 4.21. Les 3 groupes trouves sont representees sur la carte en 
trois couleurs : le groupe 1 par le rouge, le groupe 2 par le bleu et le groupe 
3 par le cyan. En regardant la carte des segments, nous constatons que les 
9 etats du groupe 3, sont principalement regroupes autour des Grands Lacs 
en incluant la Floride et la Californie. Le groupe 2 contient 12 etats, surtout 
situes le long de la cote nord-est. Les 29 autres etats du groupe 1 sont repartis 
sur le territoire. 
84 
Figure 4.21 Carte des segments 
La technique de superposition de couche du SIG sert aussi aux utilisateurs 
pour visualiser les differents facteurs des 3 segments par differentes couches. 
Par exemple, la figure 4.22 presente consecutivement les cartes des facteurs 
importants pour les 3 segments : population, education, revenus et logement. 
En analysant ces cartes, nous constatons que la plupart des etats du groupe 
3 sont densement peuples, ce qui induit le fait que le nombre de maisons dans 
ces etats est le plus eleve aux Etats-Unis. D'une autre part, le groupe 2 a 
le plus haut niveau d'education, ce qui implique que son revenu moyen soit 
superieur par rapport aux autres groupes. 
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Figure 4.22 Les differentes couches de trois segments 
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En superposant les cartes de facteur et les cartes de localisation des magasins 
de l'etape du SIG, nous obtenons les cartes de localisation de chaque groupe. 
Ces cartes assistent de raffiner le resultat du data mining en determinant les 
zones ayant la densite des magasins la plus eleve dans chaque groupe. Nous 
avons etendu cette fonctionnalite en permettant les utilisateurs de choisir le 
zone a analyser comme presente dans la figure 4.23. 
Oi hi3p#w««^sa==%f!^S^£e=s«p3 N. ||'E3^S^^wSI««a'fel^fB^E& 
Figure 4.23 Carte de localisations des magasins par zone 
4.4 Conclusion et perspective pour le cas d'etude 
Les resultats obtenus nous confirment les avantages de l'integration entre les 
techniques du data mining et les SIG. Cette integration facilite aux utilisa-
teurs la prise de decision a partir des resultats du data mining et du SIG. 
Cependant, du a la contrainte temporelle, ce cas d'etude presente encore des 
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limitations: 
- Nous n'utilisons que la geovisualisation dans cette integration. Cependant, 
les methodes de segmentation spatiale sont aussi interessantes pour definir 
une localisation appropriee a l'implantation d'un nouveau magasin. 
- Les etapes de pretraitement de donnees ont ete effectuees manuellement et 
ont pris un temps considerable. II faudrait dans le futur developper le module 
de pretraitement automatise. 
- Le niveau de precision de la segmentation est encore faible. En effet, la 
segmentation au niveau des etats ne suflit pas afin d'etablir des strategies 
pertinentes pour l'entreprise 
- La methode des k-moyennes utilisee est la methode classique des k-moyennes. 
Le resultat de cette methode depend beaucoup du choix initial des centres 
de segment. II est preferable d'appliquer d'autres methodes ameliorees des 
k-moyennes. 
Cette etude de cas envisage done differentes voies futures de recherche: 
- Une mise en direct avec les donnees de vente de l'entreprise pour suivre les 
changements du marche en temps reel. 
- Une analyse de la correlation entre le contenu d'un magasin et les ventes 
locales. 
- La mesure de l'impact de 1'introduction d'un nouveau produit sur les planch-
ers de vente. 
- D'appliquer la segmentation plutot au niveau des villes qu'au niveau des 
etats pour en rafnner le resultat. 
- Integre les techniques de segmentation spatiale pour la recherche de bonne 
localisation pour implanter un nouveau magasin. 
- D'integrer d'autres techniques du data mining telles que la prevision, les re-
gies d'association aux SIG pour decouvrir d'autres opportunites des marches 
et pour aider l'entreprise dans la prise de decision. 
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CONCLUSION 
Les travaux presentes dans ce memoire ont pour objectif de synthetiser les 
deux approches de recherche sur l'integration entre le data mining et les SIG 
d'une part, et de demontrer les avantages de cette integration par un cas 
d'etude d'autre part. 
Dans la revue de litterature de la premiere approche, 1'accent des recherches 
est mis sur l'amelioration des techniques existantes du data mining pour les 
adapter aux caracteristiques des donnees spatiales, plutot que de proposer de 
nouvelles techniques. Les principaux travaux dans cette voie sont ceux de 
(Han et al, 1997), de (Ester et al, 2001) et de (Zeitouni, 2006). 
Les recherches de la deuxieme approche sont focalisees sur le developpement 
de la methodologie de l'integration de la geovisualisation au data mining. 
(MacEachren et al, 1999) ont presente une approche d'integration a trois 
niveau: conceptuel, operationnel et mise en ceuvre. (Andrienko et Andrienko, 
1999) ont developpe une plate-forme d'integration de la geovisualisation au 
data mining en reliant le resultat du data mining avec la geovisualisation par 
trois fagons. 
A travers la revue des defis actuels du data mining et des SIG, nous constatons 
que l'integration entre le data mining et les SIG revele une voie de recherche 
potentielle pour les deux domaines. Pourtant, la recherche actuelle sur cette 
integration que nous avons resume dans le chapitre 3 est encore limite. Mis 
a part GeoMiner et SPIN!, nous ne denombrons presentement pas d'autres 
prototypes operationnels. Avec l'augmentation du volume et des nouveaux 
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types de donnees spatiales, la recherche sur cette integration devient done 
critique. 
Dans le chapitre 4, nous avons mise en ceuvre la deuxieme approche par un 
cas d'etude de 1'analyse du marche des meubles americain. Les resultats 
obtenus apportent une valeur ajoutee aux experimentations d'application de 
la geovisualisation au data mining. 
Par ce cas d'etude, nous remarquons que l'integration entre le data mining 
et les SIG est un processus complexe. L'integration depend de l'objectif, des 
techniques de data mining utilisees et des capacites de SIG utilisees. Plus de 
recherches sur la methodologie d'integration sont done necessaires. 
Notre recherche a confirme le potentiel et les avantages de cette integration. 
Elle pourrait continuer sur quelques perspectives suivantes: 
- La plupart des systemes actuels de l'integration entre le data mining et les 
SIG sont bases sur les SIG commerciales. lis sont done difficiles a person-
naliser. Pour repondre a ce defi, il demande plus de recherche sur l'architecture 
et la methodologie de l'integration entre les systemes libres de data mining 
et ceux de SIG. 
- Appliquer alternative les deux approches de l'integration entre le data min-
ing et les SIG dans d'autres projets en pratique pour evaluer et verifier les 
avantages qu'elles peuvent apporter. 
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