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We use a large database of known molecular semiconductors to define a plausible physical limit 
to the charge carrier mobility achievable within this materials class, and a clear path toward this 
limit. From a detailed study of the desirable properties in a large dataset, it is possible to 
establish whether such properties can be optimized independently and what would be a 
reasonably achievable optimum for each of them, regardless of the transport mechanism 
considered. We compute all relevant parameters from a set of almost five thousand known 
molecular semiconductors, finding that the best known materials are not ideal with respect to 
all properties. These parameters in decreasing order of importance are realized to be the 
molecular area, the non-local electron-phonon coupling, the two-dimensional nature of 
transport, the local electron-phonon coupling and the highest transfer integral. We also find that 
the key properties related to the charge transport are either uncorrelated or ‘constructively’ 
correlated (i.e. they improve together) concluding that a ten-fold increase in mobility is within 
reach in a statistical sense, on the basis of the available data. We demonstrate that high 
throughput screenings, when coupled with physical models of transport produce not only 
specific target materials, as it is done also here, but a more general physical understanding of 










We have evaluated the physical parameters relevant for charge transport for ~5,000 known molecular 
semiconductors extracted from the Cambridge structural database and computed the expected charge 
mobility. We find a number of potential high mobility semiconductors and, by studying the distribution of 
such parameters we predict the physical limit to the charge mobility achievable within this materials class. 
  
 3 
1. Introduction   
Using large databases to discover materials with interesting properties is now one of the main avenues of 
modern materials chemistry research.[1–4] Quantum mechanical computational models can often provide 
a sufficiently accurate evaluation of simple properties, such as electronic state energies or binding 
energies, which in turn have been used to identify stable compositions[5,6] or materials with suitable energy 
levels for special applications.[7–9] Substantially more challenging is the use of the existing databases to 
predict complex properties (e.g. charge mobility, superconductivity, thermoelectricity), depending on 
several material characteristics and the particular choice of the physical model.[10–12] Crucially, one is not 
only interested in identifying the best hits within a given dataset but in predicting the achievable 
performance of the entire materials class, i.e. how well one can expect to optimize the individual 
characteristics of the material using the known materials as a source of information on the allowed range 
for such characteristics. In this work, we aim to combine high throughput calculations and physical models 
to predict the optimal (hole) mobility achievable by molecular semiconductors, one of their most critical 
characteristics.[13,14] A critical experimental achievement of the past 15 years has been the measurement 
of intrinsic charge carrier mobility of molecular crystals.[15] While the measurement of mobility is 
influenced by the methodology used to extract them, measurement in thin-film transistors are becoming 
extremely reproducible across different groups.[16] As the measured mobility depends on the purity of 
crystals[17] and is likely influenced by the degree of polycrystallinity,[18] it is essential to realize that a 
relation between crystal structure and mobility can be obtained only when single crystal intrinsic (defect 
free) mobilities are measured. This has now become the standard for reporting materials with record 
mobility like rubrene, [19], [20], with intrinsic nature of transport verified by comparison with Hall 
mobility[16,21] or “band-like” temperature dependence.[22] The goal of this paper is to contribute to the 
discovery of the best materials prepared and measured in these conditions.  
From a theoretical point of view, predicting charge mobility for a given material requires two distinct 
components: the computation of the materials parameters from its structure and the computation of the 
mobility from such parameters. Although the best theoretical methods used to connect the system 
parameters to the mobility are still debated,[23–25] there is essentially a consensus on what such parameters 
are, i.e. on the model Hamiltonian. The hole occupies states on the highest occupied band, which is 
typically narrower than the inter-band energy and defined by the transfer integrals Jij between the HOMO 
localized on neighbouring molecules. Phonons play different roles depending on their energy  (M is 
the index of the phonon mode). The displacements along a mode QM modify the on-site energy by the so-
called local electron-phonon coupling term .[26] If this term is large enough, the carrier is trapped 
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in a single molecule and diffuses in the lattice through incoherent hopping mechanism;[25] however, this 
regime can only be observed for very low mobility.[27] Phonons with a strong role in local electron-phonon 
coupling are often high frequency modes (600-1700 cm-1) involving stretching and bending of the main 
conjugated portion of the molecule.[28] The lower frequency modes are instead more active in modifying 
the transfer integral through the non-local electron-phonon coupling . Due to the quasi-
classical nature of the low frequency modes, the main effect of the non-local electron phonon coupling is 
to create fluctuations of the transfer integral, which are of the same order of magnitude of the transfer 
integral itself.[29]  
Regardless of the adopted transport model, a material is fully described by a set of transfer integrals and 
local and non-local electron-phonon coupling: the best materials are expected to have the broadest 
electronic bands and the smallest electron-phonon coupling.[30–34] The evaluation of electron-phonon 
coupling is computationally extremely expensive (especially the computation of the phonons of molecular 
crystals) and has never been considered so far for materials screening or discovery. Existing works report 
calculations on one[35] or few[36,37] molecules, which, for state of the art calculations, required millions of 
CPU hours.[28] In this work (section 2) we introduce several approximations that enable the calculation of 
all the important properties for thousands of molecular semiconductors. The two orders of magnitude 
expansion of the computable landscape allows a complete mapping of all semiconducting molecular 
materials deposited in the Cambridge Structural Database (CSD) and can be used (section 3.1) to establish 
the physical range of all parameters contributing to the mobility and their correlation. When such 
parameters and their distribution are fed into a suitable model for the computation of the mobility (section 
3.2) one can identify new high mobility candidates and construct a model for physically achievable 
maximum mobility.  
2. Methodology 
Below we outline the overall methodology stressing the components that deviate from similar works 
published before.[32,38,39] In particular, we highlight in the main manuscript the methods used to accelerate 
the evaluation of the system parameters with further details and the validation of each approximation 
given in the Supporting Information (SI).  
Dataset. We consider a set of ~40k molecular semiconductors extracted from the million structures in the 
Cambridge Structural Database[40] as detailed in ref.[7] (the same set is used here). The structures 
considered are all organic (i.e. containing elements H, B, C, N, O, F, Si, P, S, Cl, As, Se, Br, I) and exclude co-
crystals, polymers, disordered solids, duplicate structures and materials containing molecules with more 
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than 100 atoms. To restrict the study to semiconductors we considered only molecules with computed 
HOMO-LUMO gap between 2 and 4 eV. 
Transfer integral calculations. The transfer integral between HOMO orbitals of two neighbouring 

















 are the unperturbed HOMO orbitals of the two isolated distinct molecules and 	̂F  is the 
Fock operator of the dimer system. We computed the transfer integrals between all non-equivalent pairs 
of molecules in van der Waals contact, e.g. molecules such that at least one distance between any two 
atoms i and j is shorter than 1.2×(ri + rj) with ri and rj being the van der Waals radii from Ref.[42]. Calculations 
of the transfer integrals are carried out at the B3LYP/3-21g* level of the theory, which shows an extremely 
large correlation (r=0.997) with calculations using larger basis set (B3LYP/6-311g**), as detailed in the SI 
(pages 2-3). 
Approximated phonons. The calculation of crystal vibrations or phonons is an extremely time consuming 
process. We significantly speed up the calculations by considering approximated phonons, i.e. assuming 
that each molecule oscillates independently from the others. We assume that all phonons including those 
deriving from translation and rotation of the isolated molecules (acoustic and libration modes) are 
localized on a single molecule (Einstein dispersion-less phonons). We compute them as the vibrational 
modes of a molecule embedded by the surrounding (rigid) molecules in a Quantum Mechanics/ Molecular 
Mechanics (QM/MM) calculation.[43] We perform the calculations using the ONIOM scheme (B3LYP/3-
21G*:UFF) with embedded charges,[44] as implemented in Gaussian16.[45] As detailed in the SI (pages 6-7), 
this method leads to results in good agreement with the data obtained from more accurate approaches. 
Local electron-phonon coupling. The local electron-phonon coupling gM is computed using the nuclear 
displacements between equilibrium positions of neutral and +1 charged molecule projected on the 
molecular vibrational modes as detailed in ref.[46].   
Non-local electron-phonon coupling. In order to shorten the computational time while providing reliable 
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J and S are respectively the transfer integral and overlap at equilibrium geometries and qi denote Cartesian 
coordinates of atoms. Furthermore, the component of the gradient along the coordinates of the hydrogen 
atoms (H) is neglected as the frontier orbital have p  character, therefore, they are not affected 
significantly by displacement of H where the orbital wavefunction has no population. In the SI (page 6) we 
show that the cumulative effect of these approximations on the gradient of the transfer integral is 
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negligible. As such, the correlation coefficient between approximated and non-approximated gradient of 
transfer integrals is 0.9882. 
Mobility calculation. Transient localization theory[23,47] is used to evaluate the mobility as it produces 
results in agreement with more complicated quantum dynamics propagation schemes[33,48] while being 
sufficiently fast to be employed for thousands of different problems. According to transient localization 
theory, the effects of the dynamic disorder can be monitored by a transient localization over a length L 
within a fluctuation time 	t .  We use the exact diagonalization method proposed in ref.
[49] to calculate the 
squared transient localization length in crystal’s high mobility plane. Furthermore, we have also modified 
the original theory to incorporate the impact of local electron-phonon coupling in addition to non-local 




 is considered which takes 
into account the impact of high-frequency modes and the transfer integrals and their fluctuations are 
scaled by the renormalization factor f which considers the low-frequency vibrations (see SI (pages 8-9) for 
further detail).  
Validation of the overall approach. This method has demonstrated the ability to correctly predicts the 
charge mobility of a range of materials for which single crystal thin-film transistor have been measured 
and, so far, 13 different high-mobility materials have been studied between ref.[32] and ref.[28]. In all these 
studies the bulk crystal structure at room temperature was used to compute the mobility in the high-
mobility plane. The agreement implies that the small possible differences in thin-film geometries with 
respect to the bulk are not sufficient to alter the relative mobility of the materials and one can perform 
useful predictions from the crystal structure. Furthermore, in the cases considered so far, the high mobility 
plane is, without any known exception, the plane in contact with the gate insulator in thin-film transistor 
geometry. In essence, provided that materials could be grown as single crystals in a highly purified form 
there is a reassuringly good degree of agreement between different theoretical models for the 
mobility[33,50] and between them and intrinsic mobility measurements.[32,38]  
3. Results 
3.1 Overview of the electronic properties of the database 
We have evaluated the transfer integrals between HOMO orbitals in symmetry independent molecular 
pairs at Van der Waals contact. This calculation, in effect equivalent to computing the band structure of 
the whole set, was used to screen out materials that are unlikely to be good semiconductors. The results 
of electronic structure calculations alone enable interesting insights on issues broadly discussed in the 
literature but never addressed with a statistically very large sample of materials.  
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To collect the results in a convenient way, to each transfer integral we associate a vector R connecting the 
centre of mass of the molecules involved in the coupling. We denote with J1 the largest transfer integral 
in absolute value and with J2 the second largest transfer integral in absolute value whose corresponding 
R2 is non-parallel to R1. It has been long observed that the high mobility semiconductors have a high-
mobility plane with poor delocalization and transport in the direction perpendicular to this plane,[51] thus, 
many theoretical investigations focus on transport in two-dimensions.[32,33,52] In this study, we assume that 
the plane constructed by these two vectors is the plane of high mobility and all the relevant calculations 






| to describe 
materials that are predominantly one-dimensional, with 	2D  close to 0, or have more isotropic bands in 
two dimensions, with 	2D  close to 1. 
An interesting question which can be answered based on these data is how often one could find one- or 
three- dimensional bands. The results analysis indicates that 8% of the structures are predominately one-
dimensional, i.e. 	2D£0.05 , (an undesirable property regardless of the transport mechanism
[32,53]). 
Moreover, we find that 1.93% of the structures possess bands extending in three dimensions, i.e. with a 
transfer integral outside the plane defined by J1  and J2 greater than 0.5×|J2|. However, the majority of 
these structures possess small transfer integrals and only 6 materials have relatively broad three 




|³0.1  eV (these structures are listed in the SI, page 14). We conclude that 
developing charge transport models working in two dimensions is both necessary and sufficient for 
screening a large set of materials.  
Our results also give a global picture of relative energies distributions, as such, the median of computed 
HOMO and LUMO energy levels are respectively -5.44 eV and -1.92 eV with an interquartile distance of 
0.73 and 0.83 eV, respectively. Moreover, the median energy separation between HOMO and HOMO-1 
energy levels is 0.66 eV. Considering the fact that the transfer integral |J1| is never greater than 0.4 eV 
and its median is 0.14 eV (see its distribution in the next section), one can conclude that the band energies 
do not overlap effectively and, therefore, the approximation that the valence band originates solely from 
the HOMO orbital is generally valid.  
3.2 Distribution of properties contributing to the mobility 
The additional properties that contribute to the mobility require the evaluation of the electron-phonon 
coupling, a very expensive calculation that is conveniently performed only for the most promising 




|³0.1 eV, to avoid considering materials 
with an overall too narrow band-width and 	2D³0.05  to exclude materials whose transport is 
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predominantly one-dimensional. These criteria define a reduced set of 4801 materials, further considered 
for an in-depth study of the electron-phonon coupling and the mobility. Figure 1 collects the distribution 
for some parameters relevant to transport, to be correlated with computed mobility that are further 
described below.  
Non-local electron-phonon coupling. To condense the information of the non-local electron-phonon 
coupling into few parameters one can compute the fluctuations of the individual transfer integrals at room 
temperature 







































÷ . Figure 1 illustrates the distribution of this quantity which is peaked 
around 0.5, the value seen in many evaluations in the literature,[32] but with a significant number of 
materials displaying very small (and therefore promising) 	a <0.2 . Since the high mobility of the best 
molecular semiconductors has been often explained by a particularly small non-local electron-phonon 
coupling,[34,54] the identification of the smallest ‘realistic’ a  offers a natural achievable target for materials 
design. The relative disorder a  is related but not identical to the parameter 	s J  defined in ref.
[34] but the 
conclusion are unaffected by the choice made. 
Local electron-phonon coupling. The local electron-phonon coupling, has different roles at low- and high- 
phonon frequency. Coupling with high frequency modes in high mobility semiconductor causes a 
renormalization (reduction) of the transfer integral by a factor f.[55] The effect of coupling with low 





characterize both effects we have defined the boundary between “low” and “high” frequency nuclear 




, and reported the distribution of these values in Figure 
1(d-e).  
An interesting question which can be addressed based on this data is whether, as often assumed in the 
literature, the local and non-local electron-phonon couplings are dominated respectively by high- and low- 
frequency modes. Our finding reveals that the median of high energy modes contribution to the local and 
non-local types of couplings is respectively 84% and 25% (see SI pages 3-4). This implies that neither all 
the phonons contributing to local electron-phonon coupling are high energy nor the ones affecting the 
non-local electron-phonon couplings are fully classical (low energy) phonons. This broad range of 
distribution of frequencies is usually neglected in theoretical models and is highly relevant for the 
development of charge transport theories. For instance, the semiclassical quantum dynamics assume that 
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nuclear motions are all classical[56] and renormalization theories are designed for high-frequency 
(quantum) phonons.[55] 
Molecular area. The area per molecule (unit cell area divided by the number of molecules) in the high 
mobility plane Am is important, because, as it is shown for instance in ref.[32], the mobility is proportional 
to the square of the lattice spacing and, if one could deform the 2D lattice keeping all the other parameters 
constant, the average mobility in the plane would be proportional to the area per molecule.  According to 
Figure 1, the distribution of molecular area is very broad, such that, the inter-quartile distance is larger 
than the median value. Despite the trivial role of the molecular area, analysing the available geometries 
reveals that this parameter can be considered as a potential target for optimization. 
Figure 1. (a-f) Distribution of the main parameters influencing the mobility: the area per molecule (Am), the relative 
non-local electron-phonon coupling (a ), the 2-dimensionality of transport (2D), the band renormalization due to 




) and the 
absolute value of highest transfer integral (|J1|).  
 
Correlation between parameters. The existence of correlation (or anticorrelation) between the materials 
characteristic parameters that contribute to the mobility can facilitate (or prevent) their concurrent 
optimization. Therefore, a key question is to determine whether it is possible to optimize the materials 
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further, i.e. if it is feasible to improve independently the desirable characteristics. Accordingly, in Figure 2, 




,a , 2D, f ,s
local
 and J1) plus the inverse effective mass 1/m* (computed from band structure and 
included as it is the most relevant electronic parameter used in the band theory) are evaluated. Since 1/m* 
increases with area and J1, as expected from its definition, the correlations of 1/m* with any other 
parameter are intermediate between those of Am and J1, so they do not need to be discussed in detail. 





f, i.e. the electron-phonon coupling with high- and low- frequency modes grow/decrease together. (ii) a  
and J1 are negatively correlated, partially due to the definition of a  as weighted relative disorder. This 
correlation is inconsequential given the very small correlation between J1 and the mobility. Therefore, one 
can conclude that the 6 key quantities related to the mobility display a marginal level of correlation, i.e. 
they can be optimized separately. 
 
Figure 2. Correlation matrix reflecting the rank correlation between the various parameters affecting the mobility.  
Before discussing the effects of the materials parameters on the computed mobility it is important to stress 
that all the findings outlined so far are independent of the specific transport model adopted and provide 
important guidance for the design of materials, identification of plausible target properties and 
development of the best approximations for theoretical models. For example, we have found that:  
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(i) The band generated by the molecular HOMO is sufficient to describe the hole wavefunction. 
(ii) The vast majority of the materials form 	2D  bands but, if one request at least a moderate 
bandwidth, only 12% of semiconducting materials are worth considering in detail. 
(iii) The distribution of area per molecule is so broad that it can become a target for material design. 
(iv) One of the generally accepted limiting factor for the mobility, the non-local electron-phonon 
coupling, is very broadly distributed and it can become much smaller than what it is in the best 
currently available materials. 
(v) The parameters contributing to the mobility are largely uncorrelated. 
(vi) Both high and low-frequency phonons contribute to both local and non-local electron-phonon 
coupling suggesting a clear area of required improvement in many current theories.  
These findings exemplify very nicely how a new body of knowledge, superior to the intuitive collection of 
information from many different sources, can be obtained from a high throughput study of realistic 
materials. 
3.3 Correlation with computed mobility 
The next step is to evaluate the mobility for the data set and study the role of each component and the 
maximum mobility realistically achievable within this class of materials. The calculation is performed for 
the highest mobility plane in the framework of transient localization theory; the distribution of the 
computed mobilities  (averaged in the plane) is presented in Figure 3(a). We have divided the materials 
into “Group A” with  < 1 cm2/Vs (~3300 structures), “Group B”  in the interval [1 – 6] cm2/Vs (~1400 
structures) and “Group C” with  > 6 cm2/Vs (40 structures with largest mobility 13 cm2/Vs).  
Interesting design principles can be drawn from the degree of correlation between the computed 
mobilities and system’s parameters. This is practical because the parameters are either uncorrelated or 
constructively correlated as explained previously. Accordingly, in Figure 3(b), the rank correlation between 
mobility and the system’s parameters considering (first row) the entire database {ABC}, (second row) only 
materials displaying mobilities larger than 1 cm2/Vs {BC} and (third row) the top 40 molecules {C} is shown. 
One can immediately see that large area per molecule, small non-local electron-phonon coupling and 
higher 	2D  parameters are correlated with higher mobilities. A smaller but non-negligible correlation is 




. As can be seen, 
the correlation is larger if computed only for higher mobility material, i.e. groups B and C or group C only. 
This behaviour is consistent with the variation range of parameters among group A, B and C materials as 
shown in the bottom panels in a series of “box plots”. A parameter that, maybe surprisingly, is marginally 
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correlated with the mobility than these five is |J1|, a fact in contrast with hopping models[11] but expected 
for high mobility materials.[32] This is partly inherent to transient localization theory but, on a qualitative 
level, the poor correlation between |J1| and mobility derives from the electronic structure data: larger 
transfer integrals are invariably associated with larger absolute electron-phonon coupling. 
 
Figure 3. (a) Distribution of the computed mobility and separation of the materials into three groups (A, B, C) of 
increasing mobility. (b) The rank correlation matrix between the mobility and various parameters; {ABC} implies to 
the entire database, {BC} to structures only in groups B and C and finally {C} covers the top 40 molecules. (c) The 








|) among the different categories of mobility (groups 
A, B, C) depicted on a series of “box plots”. The box limits represent the first (Q1) and third quartiles (Q3), with a line 
and a small circle representing the median and the mean value, respectively. 
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The analysis of the literature indicates that among the top 40 molecules in Group C, only 15 have been 
considered as high-mobility materials for transport, 10 appears in other optoelectronic/photonic 
applications, and 15 have never been considered as semiconducting materials. Evidently, such high 
throughput screening can directly suggest a few interesting avenues of investigation. In Figure 4(a), four 
representative molecules from each aforementioned categories are represented. In the SI (pages 12-13), 
the sketch of all the top 40 molecules is represented with a table (Table S1, page 11) containing the list of 
all the top 40 molecules (with a link to their CSD repository), their chemical formula, their frontier orbitals 
energies, their computed mobility and the bibliographic reference to the original synthetic work. One of 
the most interesting observations for the development of the field is that the best materials tend to be 
good or excellent in most but typically not all the desirable characteristics and the distribution of the key 
properties in the good and excellent materials is extremely broad. This is best explained in Figure 4(b), 
where a series of colour-coded tables illustrate how good each parameter is (when ranked from best to 
worse) for three groups of materials: all the high-mobility materials (group C) and a random selection of 
the intermediate and low computed mobility. The highest mobility materials have typically the best 
combination of properties but in no case, all the properties are in the optimal range. Moreover, the 
properties that are sub-optimal are different within the top 40 materials, i.e. there is no single reason why 
a high mobility material fails to be better. For instance, the crystal structure identified by “TUFMOY” 
(highlighted in Figure (4)) presents an undesirable molecular area, which is compensated by a particularly 
favourable electronic structure and small electron-phonon couplings. Similarly, the “CIYYAM” crystal 
(highlighted in Figure (4)) also manifests desirable charge mobility in spite of a weak electronic structure 
as the other parameters are in their ideal regime. These kinds of rationalizations enable one to explain 
why a particular material exhibits desirable/undesirable charge transport properties. The usefulness of 
this scheme for materials discovery is confirmed by the tables describing intermediate- and low-mobility 
materials where the reduction of the computed mobility is associated to a chequered degradation of all 
the parameters.  
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Figure 4. (a) A sample of high-mobility materials (selected from the top 40 molecules of group C) with their CSD 
identifiers. The letter given in brackets indicates the original purpose of molecule’s synthesis ([T] charge transport, 
[P] photo-physical properties and [O] other applications). (b) Colour-coded table highlighting the position of the 
parameters for a set of high- ( >6 cm2/Vs), intermediate- (3-6 cm2/Vs) and low- (0.9-1.2 cm2/Vs) mobility materials in 
the entire database. The labels in the vertical axis represent the materials identifiers in the CSD. Chemical structure 
and link to the crystallographic structure are given in the SI (pages 11-13). Top materials are given in decreasing order 
of mobility. 
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The natural final step is to determine whether it is possible to optimize the materials further, i.e. if it is 
practical to improve independently the desirable characteristics and what mobility one can expect to 
achieve. Since, as illustrated previously, the main characteristics for high mobility are either uncorrelated 
or constructively correlated, one can imagine a gradual improvement of the performance based on 
improving each one of them. To understand what is feasible we observed that (Figure 5) a good but not 









) have been chosen to be in the top 20 percentile. We can then 
“simulate” the hypothetical performance of a material whose characteristics are uniformly improved 
within the realistic range. Mobility of 12 cm2/Vs is achieved if all characteristics are in the top 10 percentile 
and by setting them in the top 1 percentile the computed mobility is 70 cm2/Vs, which can be seen as a 
realistic limit for this technology. The results of the computations can be used to identify suitable materials 
for in-depth investigation of mobility with alternative (and generally more expensive) methods. For 
example, if materials with mobility of few tens of cm2/Vs are found a description in terms of band transport 
may become more desirable.[48]  
 








) selected to be simultaneously in the best P percentile of the distribution of real materials (details in the SI). 
 
4. Conclusion 
The work presented here provides (i) a new tool for discovery of new materials, (ii) a set of possible 
compounds to be investigated, and (iii) a possible strategy to identify better compounds. The new tool is 
the ability to perform an accurate evaluation of the mobility from the crystal structure in a fully automated 
procedure that takes just a few CPU hours. It can be used to identify promising materials to be purified 
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and optimized for device measurement after the first powder diffraction characterization. Furthermore, 
having demonstrated the ability to perform thousands of mobility evaluations, this tool can be coupled to 
crystal structure prediction (CSP) methods[57,58] to establish if, among the low energy compounds predicted 
by CSP, there are some with sufficient potential to justify the effort for the synthesis. For the first time, 
the rate-determining step for this prediction is the CSP rather than the mobility calculation and, for this 
reason, one can tolerate some degree of uncertainty still present in the prediction of crystal structures. 
The exploration of the Cambridge Structural Database provided a good number of compounds never 
considered as high mobility materials that are expected to have high mobility, subject to the ability to 
produce single crystal highly purified devices from them. Possibly even more important is the mapping of 
the range of properties plausible and their likelihood for a statistically large sample. For example, it enables 
one to observe that there is scope to reduce substantially the non-local electron-phonon coupling, a fact 
only subject to speculation so far. The data allow one to find answers to many questions posed in the 
literature (how likely it is to make a three-dimensional semiconductor, what is the smallest effective mass 
that is reasonable, etc.). An important finding is that the properties contributing to the mobility are broadly 
uncorrelated, implying that one can possibly optimize them separately. This result is robust and 
independent of the model of transport adopted. 
Further insight is obtained by correlating the computed mobility with the materials property. One finds 
that the best materials are far from being optimal with respect to all the properties and one can even 
identify the maximum achievable mobility using physically reasonable parameters. While this is subject to 
the theory used for the computation of the mobility the general principle can be used to determine the 
maximum achievable mobility according to any advanced method to be developed. Given the relative 
importance of these parameters, we note that a good degree of rational bottom-up design is possible 
without resorting the crystal structure prediction. The molecular parameters f and local  can be computed 
with great accuracy for many hypothetical molecules before their synthesis and sub-optimal molecules 
excluded in that phase.[59] Crystal engineering, where an approximated structure can be predicted by 
exploiting the modification of known structures, can be used to control the molecular area and at least 
avoid one-dimensional stacks, leaving the strength of transfer integral fluctuations as the only property 
we have insignificant control over. In this way, having reduced the search space and identified the 
achievable optimum we can increase the success rate of trial and error approaches.  
DATA AVAILABILITY. Electronic supplementary information (SI) available: details on the (i) effective 
Hamiltonian; (ii) transfer integrals calculations; (iii) local electron-phonon coupling; (iv) non-local electron-
phonon coupling and check of approximations; (v) mobility calculations in the framework of transient 
 17 
localization theory; (vi) largest plausible mobility; (vii) computational time and (viii) electronic 
structure/crystallographic information of the top 40 molecules, their molecular diagrams and also the 
sketch of 6 materials identified as three-dimensional structures. In addition, we provide public access to 
the list of 40 k materials identified as semiconductors in this work, to the two highest transfer integrals (J1  
and J2) for all the 40 k structures and to all the raw data utilized in colour-coded tables in Figure (4). 
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