Neural basis of consciousness and its suppression are typically studied by manipulating stimuli 29 around the conscious access threshold, or, alternatively, by contrasting conscious and unconscious 30 states (i.e. awake/sleep). Here we show that behavioural and neural markers of conscious access are 31 dependent on wakefulness state, and thus a comprehensive description of the neural basis of 32 conscious access requires an integrated assessment of the state of consciousness. In particular, we 33 demonstrate that a distinctive steepness of a behavioural slope of conscious access is severely 34 compromised during the transition to sleep. Likewise, electrophysiological markers show a delayed 35 processing of target-mask interaction during drowsiness. Consequently, the resolution of conscious 36 access shifts from perceptual to executive stages of processing in the drowsy state of consciousness. 37
INTRODUCTION
In the past decade, two independent research programs have crystalized for studying neural correlates of 45 consciousness (NCC): one program focuses on the neural mechanisms of conscious access (Dehaene & 46 Changeux, 2011; Koch typically studied by presenting target stimuli around a threshold value, which enables a contrast between 50 trials of presence versus absence of reported awareness. A paradigmatic example of this approach is the 51 presentation of targets with variable intensities of noise, rendering them inaccessible in a subset of 52 trials (Marcel, 1983) . Proposed neural correlates of conscious access could be grouped into relatively 53 'early' processes such as recurrent processing within sensory cortices and sensory-central interactions 54
(~100-250 ms post-stimulus) ( Instead of contrasting trials that differ in the awareness of particular stimuli, the second group of 68 NCC studies aims to contrast different states of consciousness, such as awake vs. sedated (Barttfeld et al., 69 2015), awake vs. anaesthetized (Langsjo, Revonsuo, & Scheinin, 2014) , awake vs. asleep (Tagliazucchi et  70 al., 2013), dreaming vs. dreamless sleep (Siclari et al., 2016) , or minimally conscious state vs. 71 unresponsive wakefulness syndrome (Demertzi et al., 2015) . Typically, the states of consciousness are 72 characterized by relatively stable neural processes that range between several hundreds of milliseconds to 73 minutes and can be measured by indices of oscillatory dynamics and information sharing (Chennu et al., 74 2014; King et al., 2013; Sitt et al., 2014; Tagliazucchi & Laufs, 2014) . From the perspective of the parallel 75 program of research into conscious access, state NCC are typically regarded as an enabling factor 76 determining the capacity for conscious access (Chalmers, 2000; Singer, 2015) . That is, state NCC are seen 77 as necessary to enable conscious access, but their proposed role is limited to arousal modulation, and their 78 likely influence on conscious access mechanism has not been considered, nor included formally in 79 integrative models of consciousness. In contrast to this mainstream view, we propose that arousal is 80 unlikely to simply act as an enabling factor for conscious access but in fact it may differentially modulate 81 the neural processes leading to conscious access. 82
Here we integrated the conscious access-and the conscious state-focused NCC programs by 83 studying behavioural and neural dynamics of auditory backward-masked targets in the transition from 84 awake to sleep (Goupil & Bekinschtein, 2012) . In particular, we suppressed consciousness along two 85 dimensions: (1) conscious access was exogenously manipulated by masking the auditory targets, and (2) 86 the overall level of wakefulness was endogenously decreased by facilitating natural transition from awake 87 to sleep. This experimental paradigm reduced arousal and yielded a considerable proportion of drowsy yet 88 responsive trials. This way, we were able to study the interaction between conscious access ("aware" vs. 89 "unaware" trials) and conscious states ("awake" vs. "drowsy" trials). Based on the premises that (1) 90 conscious access depends on the sensory activation as well as fronto-parietal hub ( 2011), we predicted an interaction between conscious state and access: that the slope of conscious access 95 will decrease as a function of arousal, whilst the corresponding sensory and executive electrophysiological 96 markers of conscious access will show more sluggish dynamics in a drowsy state of consciousness. 97
Indeed, our findings confirm that both the behavioural and electrophysiological correlates of conscious 98 access are altered by changing the state of wakefulness. 99 100 101
RESULTS

103
To investigate neural correlates of conscious access in the transition from wakefulness to sleep, an 104 auditory detection task was carried out with human participants (N=31) while they were entering a 105 daytime nap, i.e. participants were encouraged to relax and fall asleep if they wished so. On test trials, a 106 target sound was presented and then followed by a masking noise after one of 11 intervals of silence 107 centred on an individualised target detection threshold (see Fig 1A) . Participants were instructed to report 108 if they have heard a target sound or not after a response cue. High-density electroencephalography (EEG) 109 measurements were carried out throughout the experiment. To assess the fluctuating level of arousal at a 110 single trial level, two EEG measures were derived from the spontaneous pre-stimulus oscillations. First, 111
the ratio of theta/alpha (θ/α: 4-7 Hz/8-12 Hz) spectral power over a 2 sec pre-stimulus period was used for 112 behavioural analyses (see Fig 1 and Online Methods); and second, Hori stages of sleepiness over a 4 sec 113 pre-trial period were assessed for EEG analyses ( (marked as a grey shaded bar) and 1000 ms after its offset the target tone was presented again, this time acting as a 124 response cue. Participants were instructed to respond if they could hear the target tone preceding the masking noise.
125
Responses beyond 6000 ms from the onset of target were not considered and the trial was regarded as unresponsive.
126
Green lines indicate time windows of the three measures of drowsiness: -4000 ms to 0 ms period was used for 127 scoring Hori stages of sleep onset (in this example, Hori Stage 5 is shown in the right occipital channel); -2000 ms 128 to 0 ms time window was used to calculate EEG spectral power ratio between theta (4-7 Hz) and alpha (8-12 Hz) 129 frequency bands; and a time window from the response cue to the response was used as an indirect behavioural RT 130 measure of drowsiness. (B) EEG examples and brief definitions of 9 Hori stages of sleep onset progression from the 131 relaxed wakefulness to the non-rapid eye movement (NREM) Stage 2 sleep (modified with permission 132 from (Ogilvie, 2001) ). Hori stages 1-2 defined awake trials (marked in red), whereas Hori stages (4-5) defined 133 drowsy trials (marked in blue). (C) Percentage of trials scored as different Hori stages within each participant 134 whose data were used for the analyses of conscious access. Datasets are sorted here from the most alert participants 135 1-6 with the dominance of Hori stage 1 to the drowsiest participants 30 and 31 with the dominance of Hori stage 5.
136
There were relatively few epochs of Hori stage 4 (EEG flattening is known to last for a relatively short period of 137 time(Doerfling, P., Ogilvie, R.D., Murphy, T., Lamarche, 1996)) and Hori stages 6 and above. 
Transition to sleep modulates behavioural marker of conscious access 154
To compare distribution of a hit rate as a function of conscious state, sigmoid function was fitted across 155 11 gap conditions for each participant separately for the θ /α-and RT-defined awake and drowsy trials, 156
yielding individual threshold and slope estimates for both states of consciousness. While the threshold of 157 conscious access did not differ significantly between awake and drowsy trials, we observed a significant 158 decrease of sigmoid slope in drowsy states of consciousness (see Fig 2A- alternative, we carried out a complementary analysis based on Hori-defined stages of the transition from 179 wakefulness to sleep. For each individual, the percentage of hits in the most difficult gap conditions '-180 100%', '-75%', '-50%' was subtracted from the percentage of hits in the easiest gap conditions '+50%', 181 +75%', '+100%', separately for each of the available Hori Stages 1-6. The difference score between the 182 easy and difficult conditions decreased from Hori Stage 1 to Stage 6 (F( 1,5 )=30.18, p<0.00005; see Fig  183  2D ), confirming that participants gave less "aware" responses in the easy trials and more "aware" 184 responses in the difficult trials when the level of drowsiness increased, which indicates a reduced 185 capability to discern between difficult and easy trials in a drowsy state. This finding corresponds to a 186 decrease of slope observed in the RT-and θ /α-based analyses, confirming a reduced steepness of 187 conscious access in a drowsy state of consciousness. 188
Interestingly, threshold estimates in the θ /α-and RT-awake state correlated strongly with threshold 189 estimates in drowsiness (coefficient r: 0.52-0.77, see Supplementary Table 1) Neural markers of conscious access and its suppression 223 224 Given that both sensory and executive stages of processing may index conscious access (Dehaene et al., 225 2014; Railo et al., 2011) , and that the target and the masking stimuli were presented serially, we 226 considered that reported awareness of a target might be associated with an increase of target-evoked 227 event-related potentials (ERP), namely N100, P200 and P300, whereas suppression of conscious access 228 might be marked by the higher amplitude of mask-evoked N100, P200 and P300 responses. Thus, aiming 229
to identify neural markers of the suppression of conscious access, we first contrasted respective potentials 230 locked to the onset of mask (see Fig 3A) by carrying data-driven spatiotemporal clustering of hits and 231 misses at a single-trial level (see Online Methods). 232 We found a significantly more negative fronto-central N100 cluster from 42 ms to 142 ms (see Fig  233  3B ) and a significantly more positive occipital cluster from 42 ms to 134 ms in misses compared hits. 234
Likewise, clustering of P200 potentials revealed that misses were associated with a more positive central 235 cluster (150-246 ms, see Fig 3C) and a more negative frontal cluster (146-246 ms) than hits. Finally, 236
misses were associated with more positive parieto-occipital P300 cluster (290-482 ms, see Fig 3D) and 237 more negative frontal cluster (278-530 ms) than hits. In other words, when amplitude of N100, P200 and 238 P300 responses to the masking sound was relatively low, i.e. the mask evoked a relatively weaker ERP 239 response, participants reported awareness of the target sound. Contrary to this, when the mask evoked 240 relatively higher N100, P200 and P300 responses to noise, conscious access was suppressed. 241 We next investigated if ERP to the target sound would also distinguish hits and misses, this time 242
revealing neural mechanisms of conscious access rather than its suppression. We found a significantly 243 more negative central N100 cluster of electrodes from 118 ms to 166 ms (see Fig 3B) and a more positive 244 occipital cluster of electrodes from 112 ms to 166 ms in hits compared to misses. That is, hits or "aware" 245 trials had higher amplitude of N100 response to the target tone, pointing to a relatively early sensory 246 ignition of auditory consciousness. Given that the target and the masking sounds were relatively adjacent 247 in time, i.e. the mean gap of silence between them was 71 ms (range: 7-202 ms), evoked potentials to the 248 target and mask largely overlapped, occluding the analysis of P200 and P300 responses specific to the 249 target. No significant ERP differences between hits and misses were found within P50 time window. 250
In summary, spatiotemporal clustering of ERP differences between hits and misses revealed a 251 cascade of electrophysiological markers at different depths of processing that distinguished conscious and 252 unconscious trials. In particular, conscious access was associated with enhanced N100 response to the 253 target, whereas the suppression of conscious access was associated with enhanced amplitude of potentials 254 evoked by the mask (N100, P200, P300). To investigate which of these markers of target-mask interaction 255 are modulated by the state of wakefulness, we split the data between awake (Hori 1-2 stages) and drowsy 256 (Hori 4-5 stages) trials, and investigated (1) whether the temporal proximity of target and mask 257 differentially modulates ERP clusters in the awake and drowsy states; vs. misses) locked to the masking sound within N100, P200 and P300 time windows. Misses were associated with 268 significantly more negative amplitude of (B) N100 peak (cluster t=3674.8, p=0.001), and more positive amplitude 269 of (D) P200 peak (cluster t=3327.3, p=0.001) and (E) P300 peak (cluster t=5534.7, p=0.004) compared to the hits. Given that temporal proximity of the target and masking sounds largely determines if target awareness 284 will be reported (see Fig 2A) , we first hypothesized that electrophysiological signature of this proximity 285 will echo the first stages of neural processing that leads to conscious access. In particular, neuronal 286
responses to suppressive masking noise should change as a function of a delay from the preceding target 287 tone. That is, mask-evoked ERP responses should have higher amplitude in the most difficult gap 288 conditions when conscious access is suppressed, and smaller amplitude in the easiest gap conditions when 289 target tones escape suppression. More specifically, we hypothesized that the delay between target and 290 mask will modulate mask-evoked responses in N100 or P200 time windows when sensory information 291 becomes available for central processing, i.e. during sensory-or sensory-central gating (Lijffijt et al., 292 2012). Contrary to this, P300 as a marker of the final stages of processing of conscious access was not 293 expected to expose relatively early sensory-central gating as it reflects central processes rather than 294 perceptual processing of stimuli (Chennu et al., 2013) . To test these hypotheses, we fitted a linear function 295
to the mean amplitude of ERP responses in the N100, P200, and P300 cluster time windows across 11 gap 296 conditions, separately for each electrode, and then analysed topographical heat maps of slope and R 2 297
values (see Fig 4A-B) . 298 N100 and P200 maps showed relatively high slope and R 2 values, indicating that mask-evoked 299 potentials reflect temporal proximity of target-masking sounds in these time windows. Contrary to this, 300 slope and R 2 values were very low in P300 time window (see Supplementary Fig 2) . Furthermore, we 301 observed that sensory-central gating in N100 and P200 time windows is state-dependent. In particular, 302 slope maps showed a linear decrease of N100 amplitude across the gap conditions in the Hori-awake state, 303
whereas P200 rather than N100 showed a similar effect in Hori-drowsiness (see Fig 4) . These findings 304
indicate that temporal proximity of target and masking sounds, which is key determinant for conscious 305 access and its suppression, is processed at a relatively early N100 time window in the awake state of 306 consciousness, and that this stage of processing is delayed to the P200 time window in drowsiness. That 307 is, sensory-central gating becomes more sluggish in the transition from wakefulness to sleep, and probably 308 more resources are required to determine the presence of the target followed by the mask during drowsy 309 states. 310 11 311 
314
Subplots on the left show the weighted global field power (wGFP) in a time window of interest (N100 and P200) 315 across 9 equally spaced gap conditions. Conditions '-12.5%' and '+12.5%' are not presented here, as they were 316 additional intermediate intervals. The middle subplots show scalp maps of slope values of a linear function, which 317 was fitted to the mean amplitude of N100 and P200 peaks across 11 gap conditions. The slope was first calculated 318 for each electrode and the obtained values were interpolated in the heat maps. Likewise, subplots on the right show 319 scalp maps of the goodness of linear fit, expressed as R 2 , which was first calculated for each fit across gap 320 conditions within a single electrode, and the obtained values were interpolated in the heat maps. Fig 4C) . N100 slope was higher in awake 327 compared to drowsy state (t( 91 )=6.99, p=0.00000, d=1.47), whereas P200 slope was higher in drowsy than awake 328 state (t( 91 )=9.25, p=0.00000, d=1.94) of consciousness. Furthermore, a difference between ERP slope in P200 and 329 N100 cluster windows was higher in the drowsy state (t( 91 )=9.35, p=0.00000, d=1.96) than in wakefulness 330 (t( 91 )=2.21, p=0.029, d=0.46). Analysis of R 2 maps yielded significant main effect of the States (F( 1,91 )=17.56, 331 p=0.00006) but not of the ERP components (F( 1,91 )=2.67, p=0.11), and a significant ERP components x States 332 interaction (F( 1,91 )=79.64, p=0.00000) (see Fig 4C) . Coefficient of determination differed between N100 and P200 333 components in drowsy (t( 91 )=4.7, p=0.00001, d=0.99) but not in awake (t( 91 )=1.8, p=0.076, d=0.38) states of 334 consciousness. N100 had higher R 2 in awake than in drowsy state (t( 91 )=9.52, p=0.00000, d=2). Contrary to this, 335 P200 had higher R 2 in drowsy than in awake state (t( 91 )=2.83, p=0.0058, d=0.59). * p<0.05; **** p<0.00005 336 *****p<0.000005.
338
Transition to sleep modulates neural markers of conscious access 339 In the above analysis, sensory-central gating was contrasted between awake and drowsy states irrespective 340 of whether individual trials were hits or misses. To determine how the identified sequence of ERP clusters 341 behaves when States (Hori-awake vs. Hori-drowsy) and Access (hits vs. misses) vary simultaneously, 342 trials were split between 4 conditions: awake misses, awake hits, drowsy misses and drowsy hits. We 343
were particularly interested which of the four consecutive neural markers of conscious access are 344 modulated by the level of wakefulness: (1) facilitatory sensory ignition by a target tone (target N100); (2) 345 inhibitory sensory ignition by a noise (mask N100); (3) inhibitory sensory-attentional gating of noise 346 (mask P200); or (4) inhibitory global broadcasting of noise (mask P300). 347
While the target-evoked N100 cluster showed higher amplitude in the awake than in the drowsy 348 trials, the relationship between hits and misses remained the same in both states of consciousness (see 349 Supplementary Fig 4) , i.e. a changing brain state did not modulate access NCC at the earliest sensory 350 ignition stage of target-evoked auditory processing. However, a significant Access x State interaction was 351 observed for the mask-evoked N100 cluster, with misses being associated with higher amplitude than hits 352 in the awake, but not in the drowsy state of consciousness (see Fig 5A) . That is, sensory processes evoked 353 by a masking noise interfered with conscious access only when arousal was relatively high. A similar 354 state-dependent modulation of conscious access was observed in the analysis of mask-evoked P200 355 cluster: misses had higher cluster amplitude than hits in the awake but not the drowsy state of 356 consciousness (see Fig 5A) . Regarding mask-evoked P300 cluster, misses were associated with higher 357 amplitude than hits in both states of consciousness, with no significant Access x State interaction (see Fig  358  5A ). 359 These findings indicate that while conscious access was initially associated with higher amplitude of 360 target-evoked N100 cluster in both awake and drowsy states, the final resolution of target-mask 361 interaction was delayed in drowsiness. In particular, awake misses had higher mask-locked N100 and 362 P200 amplitude than awake hits, whereas no difference was observed between drowsy misses and hits in 363 the same N100 and P200 time windows. Nevertheless, an efficient masking of conscious access in 364 drowsiness was revealed at the later P300 stage of processing, when -arguably -conscious processing of 365 mask did not spare central resources for conscious awareness of targets. These ERP findings indicate that 366 the mechanisms of conscious access and its inhibition are not hardwired; instead, they are state-dependent 367 and flexible. Mask-evoked N100 and P200 clusters with a relatively low amplitude did not contribute to 368 the inhibition of conscious access in drowsy trials, while a high-amplitude P300 cluster differentiated 369 aware and unaware trials in drowsiness. Conscious access is thus resolved at the dominating stage of 370 processing -N100/P200 stage during alpha-marked levels of wakefulness (Hori stages 1-3), and P300 371 during EEG flattening and the occurrence of theta waves in drowsiness (Hori stage 4-5) (see Fig 5B) . 372 373 374 was higher for misses than hits (t( 3161 )=2.61, p=0.0092, d=0.09; depicted as <*> in a subplot), and also it was higher 392 in the drowsy state compared to the awake trials (t( 2185.9 )=17.15, p=0.00000, d=0.73). hypothesized that drowsiness will differentially modulate fronto-parietal network in critical stages of 402 mask processing. To address these hypotheses, we carried out exploratory single-trial analysis by 403 averaging activation of temporal and fronto-parietal sources locked to the onset of mask (see Fig 6A) . we carried out planned t tests for each source and state of consciousness. In the P200 time window, the 417 mask evoked higher activation of the bilateral temporal and the left parietal and frontal sources in the 418
Hori-awake trials, whereas no differences between hits and misses were observed in Hori-drowsy trials 419 (see Fig 6B, for temporal sources, see Supplementary Fig 6) . That is, suppression of conscious access in 420 the P200 time window depended on neuronal processing in both perceptual and fronto-parietal networks 421
in the awake but not in the drowsy state. In the P300 time window, a higher amplitude in misses than hits 422 was observed in the left parietal and bilateral frontal sources in the awake state, but only in the left frontal 423 source in the drowsy state of consciousness (see Fig 6B) . These findings indicate that in addition to the 424 temporal restriction of neural markers, the neural network underlying reported awareness shrinks to a 425 single left frontal node during transition to sleep, despite of a higher general activation. 426 427 In the P200 time window, awake misses had higher amplitude than 437 awake hits in the left frontal (t( 1433.7 )=4.32, p=0.000017, d=0.23) and the left parietal (t( 1584 )=2.11, p=0.035, d=0.11) 438 sources, and in the P300 time window, awake misses had higher amplitude than awake hits in the left frontal that either a slope or a threshold can be selectively modulated by a change of a brain state suggests that 467 these two behavioural markers of consciousness are partially independent, further confirmed by the 468 absence of their correlation in the present study. 469
At the electrophysiological level of analysis, we identified a sequence of evoked potentials that 470 distinguished hits and misses across different stages of a complex target-mask interaction. In particular, 471 hits were associated with higher amplitude of target-evoked potential in the N100 time window (peaking 472 at 150 ms), replicating earlier ERP studies of auditory masking ( interferes with conscious access at each of the perceptual (N100), perceptual-central (P200), and central 480
(P300) stages of information processing. 481
After splitting the EEG data between awake and drowsy trials, we found evidence that EEG markers 482 of conscious access are also state-dependent. In particular, the graduality of mask-evoked N100 response 483 across 11 gap conditions in the awake state was shifted to the P200 time window when participants 484 became drowsy. This finding suggests that the drowsy brain requires the involvement of central resources 485
for the distinction between two serially presented stimuli. Arguably, delayed processing of the target-486 mask interaction may also contribute to the decreasing sigmoidal slope of conscious access in drowsiness. 487
The sluggishness of EEG response in drowsiness was also observed when interaction between 488 conscious access (hits, misses) and state (awake, drowsy) was studied in the sensor as well as the source 489 space. While target-evoked N100 had higher amplitude in hits than in misses in both states of 490 consciousness, mask-evoked suppression of conscious access occurred only in P300 time window in 491 drowsiness compared to significant effects observed in mask-evoked N100, P200 and P300 time windows 492
in the awake state of consciousness. Conscious access was thus associated with a decreased response to 493 mask, i.e. a higher resistance to the interfering sound, in all three stages of processing in the awake but not 494
in the drowsy state of consciousness. Notably, mask evoked N100 and P200 potentials had relatively low 495 amplitude compared to P300 potentials in drowsiness (see Fig. 5C ), and likewise neuronal processes that 496 distinguished hits and misses were resolved in the time window of the largest ERP response. These 497 observations seem to point to the multiple realization of the NCC (Chalmers, 2000) in different states 498 within the same participants. That is, the neural markers of consciousness and its suppression appear to be 499 flexible and dependent on the overall state of the brain, and an NCC observed in one state may not hold 500
for another state of consciousness. Alternatively, a possibility cannot be ruled out that the subjective 501 quality of auditory awareness differed between awake and drowsy states, which may have involved 502 correspondingly different NCC (Overgaard & Mogensen, 2011 which can be utilized to study the modulation of conscious access by a changing brain-state. Such natural 517 fluctuation of the level of alertness may also occur unintentionally and go undetected (Tagliazucchi & 518 Laufs, 2014), which may hinder or distort neural markers of conscious access if left uncontrolled. 519
Our study indicates that configuration of neural processing stages underlying cognitive performance 520 may fluctuate within the same participant at a rapid rate within a single session of experiment. Yet, 521 despite decreased level of wakefulness, responsive participants can maintain their goal-set to report 522 auditory awareness, demonstrating flexibility of human brain to adapt to increasing levels of both 523 exogenous (masking) and endogenous (arousal) noise. We have previously shown that individuals 524 maintain capacity to categorize semantic categories of words even during NREM sleep (Kouider, 525 Andrillon, Barbosa, Goupil, & Bekinschtein, 2014), although it remained uncertain if they were aware of 526 presented stimuli. In the present study, participants were conscious in both awake and drowsy trials, 527
revealing that different modes of evidence accumulation, such as a decreased behavioural slope and ERP 528 reconfiguration in drowsiness, can underlie conscious access in different states of consciousness. We thus 529
conclude that a comprehensive model of conscious access should include an independent factor of the 530 state of wakefulness, and that access NCC should not be studied in isolation of state NCC (Noreika, 2015 and took part in the study. Inclusion criteria were being 18 to 40 years old, having no history of hearing 540 impairment or injury and no neurological or psychiatric disorders, and being right handed, which was 541 assessed with the Edinburgh Handedness Scale (Oldfield, 1971) . In order to recruit individuals who are 542 likely to become drowsy and fall asleep in a suitable setting during daytime, potential participants were 543 screened with the Epworth Sleepiness Scale (Johns, 1991) , aiming to have a minimum daytime sleepiness 544 score of 7. Given the difficulty in carrying out a very demanding auditory detection task for a long period 545 of time (2 hours) in a drowsy state of mind, a large proportion of participants failed to maintain a 546 sufficient level of accuracy throughout the session, e.g. their false alarm rate was more than 50% in catch 547 trials, and/or sigmoid function could not be fitted to their responses, especially in a drowsy state of 548 consciousness (see Section 3.1). posting an online advertisement about the study. They received £30 for taking part in the study. 560 561
Experimental design. After signing informed consent, participants filled in the handedness and 562 sleepiness questionnaires, and were seated in a shielded chamber of the EEG lab. While placing the EEG 563 net, participants were instructed that they will have to attend to sounds and report if they have heard a 564 target sound, i.e. a tiny beep, which may or may not occur before a masking sound of noise. Notably, this 565
was not a forced-choice task and participants were not asked to guess if there was a target or not; instead, 566 they were instructed to report if they could hear the target (an "aware" or a "hit" trial) or not (an 567 "unaware" or a "miss" trial). Once the EEG net was applied, participants laid in a fold-back chair in a 568
relaxed position with eyes closed in a dark room. First, a behavioural staircase experiment was carried out 569 in order to estimate individual threshold, i.e. a minimal duration of a silent gap between the target and 570 masking sounds required for the detection of targets. Next, the main EEG experiment was carried out 571 using the individual threshold that was estimated during the behavioural task. Auditory stimuli were 572
presented binaurally using Etymotics ER-3A earphones, and the volume of sound was individually 573 adjusted at a comfortable level. 574 575
Behavioural staircase procedure. During behavioural experiment, a series of masked target sounds 576
were played, and participants responded each time if they could hear the target or not (for the trial 577 structure, see Fig 1A) . Each trial began with a target stimulus (10 ms; 1000 Hz; fade-in and fade-out: 2.5 578 ms each; attenuation: -24 Db), followed by a masking noise (300 ms; fade-in and fade-out: 5 ms; 579 attenuation: 0 Db). The frequency range of the masking sound (FM) was octave wide around the 580 frequency of the target sound (FT) (707.1-1414.2 Hz): 581 582
The target and the masking sounds were separated by a changing interval of silence, which was the 584 main independent variable in this experiment. 1000 ms after the offset of the masking noise, a second 10 585 ms beep, identical to the target (1000 Hz; fade-in and fade-out 2.5 ms; attenuation: -24 Db), was presented 586 after which the participant had 5 s to respond by pressing one of the two response keys whether they have 587 heard the target stimulus using a keyboard. To avoid a possible inter-trial variability in the relative timing 588 of the stimuli, all sounds (i.e. target, mask, response cue) and intervals of silence were created and played 589 within each trial as a single continuous clip of audio. 590
Half of the participants responded with the right hand button if they could hear the target and with 591 the left if they could not, whereas the response keys were reversed for the other half of participants in 592 order to account for possible lateralization effects in reaction times between the dominant and non-593 dominant hand responses (Kerr, Mingay, & Elithorn, n.d.) . After a response, or the end of a 5 s response-594 free period in a case of an omission, there was a 8-12 s pause until the presentation of the next target tone. 595
The inter-trial interval was relatively long in order to allow for drowsiness to develop, which is more 596 difficult to achieve if a task is speeded. Participants were instructed that a target sound will not always be 597
presented, and they did not know that in fact all trials had a target sound, i.e. there were no catch trials 598 during the behavioural staircase experiment. 599
The first trial always had a detectable target with the masking noise presented after a 400 ms gap, 600
which was considerably longer than the highest threshold among our participants (see below). For the 601 following trials, a simple up-down staircase procedure was applied to determine a required gap between 602 the target and masking sounds (von Békésy, 1947) . That is, the gap was increased if participants were 603 unaware of the target, making the next trial easier, and it was increased if participants could hear the target 604 sound, making the next trial more difficult. The staircase procedure continued until 12 reversals of the 605 change of gap. Until the fourth reversal, the gap duration changed by a factor of 2, and afterwards, until 606 the 12th reversal, it changed by a factor of √ 2
. Threshold was calculated as an arithmetic mean of the gap 607 values during the last 8 reversals. The same staircase procedure was repeated twice, and the mean 608 threshold of these two blocks was used for the main EEG experiment. For the behavioural experiment, the 609 stimuli were created and the staircase procedure was controlled by the Psychoacoustics toolbox ( comparison to the other gap conditions and catch trials. All trials were presented in a random order. 631
Stimuli were generated within each trial using Psychoacoustics toolbox (Soranzo & Grassi, 2014 ) and the 632 whole experiment was programmed and controlled using Psychtoolbox version 3 (Brainard, 1997) running 633 in Matlab (R2011b) on a MacBook Pro. Participants were instructed to respond using the same keys as 634 during the behavioral staircase experiment. They were also explicitly told that they are allowed to fall 635 asleep if they want to. The maximal duration of data collection during EEG experiment was 120 min; 636 however, the experiment was terminated earlier if a participant became too tired or uncomfortable. On 637 average, 501 trials were run per participant (SD=65, Min=361, Max=604). 638 639 EEG acquisition and preprocessing. 129-channel EEG data, sampled at 500 Hz and referenced to the 640 vertex, were recorded with the Net Amps 300 amplifier (Electrical Geodesics Inc., Oregon, USA). 641
Conductive gel was applied to each electrode to ensure that the impedance between the scalp and 642 electrodes was kept below 100 kΩ. For the data preprocessing and analyses, EEG channels over forehead, 643 cheeks, and neck were excluded to minimise the influence of eye-and muscle-related noise, retaining 92 644 channels that covered the scalp. Continuous EEG data were then filtered (high pass: 0.5 Hz; low pass: 40 645
Hz) and re-referenced to the average of all channels. Afterwards, data were epoched around the onset of 646 the target sound (-4000 ms to 6000 ms) and baseline corrected to the 100 ms preceding the target 647 stimulus. The first 5 trials were deleted for each participant, thereby excluding an approximately 1 min 648 period during which participants often moved in the chair till they settled into a comfortable position. The 649 remaining extremely noisy epochs and EEG channels were manually deleted before running the 650 independent component analysis (ICA) for the final removal of artefacts (such as eye blinks and saccades, 651 heart beat, sweating, etc. Hori-measure of drowsiness. Given that there is no single widely accepted measure of drowsiness in 659 cognitive experiments, three complementary measures were used to assess the depth of transition from 660 waking to sleep: Hori scoring system, EEG theta/alpha power, and reaction times (RT). A clinical Hori-661 measure of drowsiness is based on visual scoring of 4 sec segments of continuous EEG recording (Hori et  662 al., 1994). In Hori system, Stage 1 indicates alpha-dominated relaxation, Stage 9 is marked by complete 663 spindles that coincide with a classical Stage 2 NREM sleep, and other stages in-between reflect the 664 gradual progression of sleep onset and the slowing down of dominating EEG frequencies (see Fig 1B) . 665
Sequential analysis of the progression of Hori stages during uninterrupted transition from wakefulness to 666 sleep confirms the validity of the rank order of these stages (Tanaka, Hayashi, & Hori, 1996) . In addition, 667 several studies showed systematic ERP and EEG spectral power changes throughout the Hori-defined 668 progression of sleep onset(Nittono, Momose, & Hori, n.d.; Tanaka, Hayashi, & Hori, 1997) . For instance, 669 amplitude of mismatch negativity (MMN) decreases from Hori Stages 1 to 3 and then changes its polarity 670 from Hori Stages 4 to 9(Nittono et al., n.d.), whereas the peak regions of EEG alpha power move from 671 posterior to anterior regions of scalp with an increasing depth of transition (Tanaka et al., 1997) . Finally, 672 reaction times as well as the rate of subjective reports of being asleep steadily increase from Hori Stages 1 673 to 9 (Hori et al., 1994) , corroborating the use of this system to measure the depth of drowsiness in humans. 674
In the present study, Hori stages were visually assessed over 4 sec epochs of pre-stimulus period 675 (see Fig 1A) by two experienced raters, who were blind to the response type (hit, miss, or unresponsive) 676 of each particular trial. For scoring purposes, EEG recordings were low pass filtered (20 Hz), and only 21 677
EEG channels of the standard 20-10 system were evaluated. In a case of a disagreement (which occurred 678 on 13.2% of trials, usually between any two adjacent stages), the raters discussed the difference until an 679 agreement was achieved. For the EEG analyses, "Hori-awake" trials were defined as Hori Stages 1 and 2, 680 dominated by alpha waves, and trials scored as Hori Stages 4 and 5, dominated by the slower theta waves, 681
were regarded as "Hori-drowsy". 682
While being perhaps the most accurate electrophysiological assessment of the level of sleep onset 683 progression (Ogilvie, 2001) , the use of Hori system in cognitive neuroscience experiments is however 684 limited by the unpredictable proportion of different stages within an individual participant. In our dataset 685 of 31 participants, distribution of Hori scores ranged from participants having mostly Stage 1 epochs to 686 participants with mostly Stage 5 trials (see Fig 1C) , rendering within-participant comparisons between 687 awake and drowsy trials difficult to perform. In such cases, trials of different participants could be 688 grouped by Hori score and merged into a single dataset, following which analysis could carried out at a 689 single trial level, under the assumption that the variation in the relative contribution of individual 690 participants to each Hori score does not contribute significantly to the variance between experimental 691 conditions of interest. An alternative approach would be to carry out analyses at individual participant 692 level following other measures of drowsiness that enable equal division of trials across arousal conditions, 693 such as theta/alpha-or RT-based measures of drowsiness. 694 695
Theta/alpha-measure of drowsiness. Given that Hori Stages 1 to 4 are marked by a decreasing alpha 696 range activity, whereas Stages 4 to 8 have an increasing theta range activity (Hori et al., 1994 ) (see Fig  697  1B ), progression of drowsiness can be quantified by the spectral power of respective EEG frequency 698 bands. That is, drowsiness can be defined as a period of time with an increased theta and a decreased 699 alpha band power, or -by combining these two measures -as a period of an increased ratio of theta/alpha 700 (θ/α) power. After calculating theta/alpha ratio for each trial within an individual participant, data can be 701 divided into equal number of "awake" and "drowsy" trials, this way maximizing power of neurocognitive 702 contrasts between these states of consciousness(C. A. Bareham, Bekinschtein, Scott, & Manly, 2015; C. a 703 Bareham et al., 2014) . 704
To apply θ /α measure of drowsiness in the present study, spectral power of EEG frequency 705 oscillations was computed every 4 ms between -2444 ms to 2444 ms in respect to the onset of a target 706 tone using continuous wavelet transform, set from 3 cycles at 3 Hz to 8 cycles at 40 Hz. Theta (4-7 Hz) 707
and alpha (8-12 Hz) power was then averaged individually for each trial from -2000 ms to 0 ms and a 708 theta/alpha ratio was calculated for each electrode. Finally, theta/alpha power was averaged across all 709 electrodes, resulting in a single "sleepiness" value per trial. Trials were then split between the most "θ/α-710 awake" and the most "θ/α-drowsy" trials, separately for each gap condition. Two data splits were used for 711 each individual participant: a thirds' split between 33% of the most "awake" and 33% of the most 712 "drowsy" trials (θ/α-33%), and a median split between 50% of the most "awake" and 50% of the most 713 "drowsy" trials (θ/α-50%). Arguably, θ /α-33% measure could avoid uncertain intermediate trials, whereas 714 θ /α-50% measure could maximize on the available number of trials. 715 716
RT-measure of drowsiness. We also used reaction times (RT) as a behavioural measure of sleepiness 717 that may reflect the depth of drowsiness at the moment of response execution rather than several seconds 718 before the presentation of stimuli (see Fig 1A) . Typically, reaction times are prolonged in a state of low 719 vigilance (Buck, 1966 2011). Arguably, the speed of processing may become slower in the drowsy state at any stage of 722 information processing: sensory processing, stimuli recognition and categorization, decision-making, 723 motor preparatory processes, and/or execution of motor commands. To narrow down a potential variance 724 of RT-measure of drowsiness to the motor processes, a response cue was presented indicating a time to 725 respond (see Fig 1A) . Assuming that a 1000 ms period from the offset of mask to the onset of response 726 cue was sufficient to make a response decision, RT was interpreted as reflecting a period required for a 727 motor plan and its execution. Åkerstedt, 1999). We thus employed the RT-measure of drowsiness with a caution, treating it as a 731 complimentary rather than a central measure in the analyses reported below. Similarly to the θ /α-based 732 split between "awake" and "drowsy" states, trials were separated for each gap condition within each 733 participant into the fastest third of RTs and the slowest third of RTs (RT-33%). In addition, a similar split 734 around the median RT separated data into a half of "awake" trials with the fastest RT and another half of 735 "drowsy" trials with the slowest RTs (RT-50%). 736 737
Agreement between different measures of drowsiness. Where possible, Hori measure of drowsiness 738 was preferred over the θ /α-and RT-measures because its absolute electrophysiological signatures of the 739 transition from wakefulness to sleep can be identified within each participant. When psychophysical 740 analyses required equal number of "awake" and "drowsy" trials within each participant (see Section 2.4), 741
we considered following θ /α-and RT-measures of drowsiness that allowed such splits of data. As a 742 downside, these measures are relative and even if all trials would be of Hori Stage 1, one third (or half) of 743 them would still get scored as "drowsy". Thus, aiming to verify the use of θ /α-and RT-data splits, we 744 compared all three measures at an individual as well as at a group level. 745
First, we carried out correlation analyses between any two measures of drowsiness within each 746 participant, using a raw Hori, θ /α or RT score of all trials within a session, i.e. without splitting them into 747 "awake" and "drowsy" categories (see Fig 1D) . Only responsive trials were used for correlations 748 involving RT. Second, we compared correlation coefficients against zero, aiming to assess a consistency 749
of an association between any two measures of drowsiness at a group level (see Fig 1E) . Hori Behavioural analyses. We aimed to investigate conscious access in awake and drowsy trials by fitting 761 two different models, a sigmoid function and a linear function, and comparing threshold and slope 762
measures. The auditory detection in awake and drowsy trials was first investigated by fitting a sigmoid 763 function to the ratio of hits to misses (constrained from 0 to 1 on the y axis) across 11 gap conditions and 764
comparing the threshold and slope measurements between the states of consciousness in each participant 765 separately: 766 767
where F is the hits ratio, x is the gap condition, µ is the threshold value (the gap condition at the inflection 769 point), and s is inversely proportional to the slope at the threshold. The sigmoid was fit using the Signals 770
Approach Toolbox for Matlab (Spencer Lynn, http://code.google.com/p/satb/). 771
In order to investigate whether conscious access remained non-linear in the drowsy state, the data 772
were also fitted to a linear function: 773 774
where F is the predicted hits ratio, x is the gap condition, m is the slope, and c is the point at which the 776 line crosses the y axis. 777
The goodness of fit was compared for each model in each state of consciousness. As both fitting 778 functions contained the same number of free parameters, 2, the models were compared using the R 2 values 779
given by: 780 781
is the hits ratio measured for each gap condition x, ݂ ௫ is the predicted hit ratio given by the 783 model, and ݂ ҧ is the mean hits ratio measured over all gap conditions. R 2 varies from 0 to 1 with 1 784 indicating a perfect fit to the data. 785 786
Spatio-temporal ERP clustering. To identify neural signatures of conscious access and its inhibition, 787 auditory ERP dynamics were studied using data-driven spatiotemporal clustering analysis similar to what 788
we previously described (Chennu et al., 2013) . Time windows of interest were compared between hits and 789 misses at a single trial level, i.e. by concatenating individual datasets without participant-level averaging. 790
While participant-level averaging is typically performed to contrast independent experimental conditions, 791 a single trial-level analysis is arguably more appropriate when trials of independent conditions fluctuate 792 spontaneously and their count cannot be pre-determined within-and between-participants, such as during 793 rapid transitions between awake and drowsy states (see Fig 1D) . To narrow down possible physical 794 variance between the stimuli, only trials corresponding to gap conditions close to participant-wise 795 thresholds ('-12.5%', '0%', '+12.5%') were subjected to ERP clustering. Furthermore, ERP clustering 796 was limited to trials of Hori stages 1-5, as ERP topography tended to change in Hori stages ≥ 6. 797
Using functions of FieldTrip toolbox (Maris & Oostenveld, 2007; Oostenveld, Fries, Maris, & 798 Schoffelen, 2011), we compared corresponding spatiotemporal points in individual awake and drowsy 799 trials with an independent samples t test. Although this step was parametric, FieldTrip used a 800 nonparametric clustering method (Bullmore et al., 1999) to address the multiple comparisons problem. t 801 values of adjacent spatiotemporal points with p <0.05 were clustered together by summating them, and the 802 largest such cluster was retained. A minimum of two neighbouring electrodes had to pass this threshold to 803 form a cluster, with neighbourhood defined as other electrodes within a 4 cm radius. This whole 804 procedure, i.e., calculation of t values at each spatiotemporal point followed by clustering of adjacent t 805 values, was repeated 1000 times, with recombination and randomized resampling before each repetition. 806
This Monte Carlo method generated a nonparametric estimate of the p value representing the statistical 807 significance of the originally identified cluster. The cluster-level t value was calculated as the sum of the 808
individual t values at the points within the cluster. Spatiotemporal clustering was always carried out 809 within a restricted time window around the ERP peak of interest (P50, N100, P200, or P300). 810
First, a butterfly plot of trials locked to the onset of mask and taken together from all participants 811 (N=31) revealed 3 prominent peaks at 92 ms, 196 ms, and 528 ms after the onset of mask (see Fig 3A) . 812
Based on their topography and latency, the peaks were identified as N100, P200 and P300 potentials (see 813 Fig 3A) . Afterwards, hits (N=3442) and misses (N=3277) were subjected to spatiotemporal ERP 814 clustering around the time window of each individual peak, namely a ± 50 ms time window around the 92 815 ms peak for N100 potentials, a ± 50 ms time window around the 196 ms peak for P200 potentials, and a ± 816 250 ms time window around the 528 ms peak for P300 potentials. 817
To isolate relatively early responses to the target, EEG data were selected from 10 participants who 818
showed the highest thresholds in the behavioural staircase experiment (M=139.66 ms, SD=35.86 ms, 819 range: 83.55-202.4 ms). Given that for these participants the masking noise was presented on average 140 820 ms after the onset of the target, and assuming that the earliest responses to the mask would arise around > 821 30 ms after its onset (see Fig 3A) , we expected that potentials in a time window < 170 ms will be driven 822 by the target sound. When trials of these 10 participants were grouped together, a butterfly plot of hits and 823 misses revealed two prominent peaks at 50 ms and 116 ms (see Supplementary Fig 3A) . Trials were then 824 separated between hits (N=1527) and misses (N=842), and data-driven clustering at a single-trial level 825 was carried out separately in a ± 25 ms time window around the P50 peak, and in a ± 50 ms time window 826 around the N100 peak. 827 ERP conditioning and normalization. Following spatio-temporal clustering, neuronal responses to the 828 mask between awake and drowsy trials were compared across 11 gap conditions. For this, awake and 829 drowsy datasets were created by concatenating corresponding trials of all 31 participants. Next, trial 830 counts were matched between awake and drowsy datasets by deleting randomly selected trials from the 831 awake condition. The following numbers of trials were obtained across 11 gap conditions : 193, 191, 180, 832 164, 721, 726, 739, 188, 170, 194 , and 203 trials in each state of consciousness. To contrast neural 833 markers of hits and misses in awake and drowsy states, four datasets were created to study target-evoked 834 N100 by appending trials of 10 participants who had the highest target detection threshold: awake misses 835 (N=363), awake hits (N=931), drowsy misses (N=319) and drowsy hits (N=320). All four conditions were 836 matched to have 319 trials each by deleting randomly selected trials from the awake misses, awake hits 837
and drowsy hits conditions. Similarly, four single-trial datasets were created to study mask-evoked N100, 838 P200 and P300 components, this time appending trials of all 31 participants: awake misses (N=1593), 839 awake hits (N=1759), drowsy misses (N=793) and drowsy hits (N=803). All four conditions were then 840 matched to have 793 trials each by deleting randomly selected trials from the awake misses, awake hits 841 and drowsy hits conditions. 842
To normalise within-trial variance, raw voltage of each individual trial was transformed to z-scores 843 using the mean and standard deviation of the baseline period (-100 to 0 ms). As in the preceding 844 spatiotemporal ERP clustering, 0 ms indicated the onset of a target tone when target-evoked N100 was 845 studied, and the onset of a mask when mask-evoked ERP components were studied. Next, to correct for 846 between-trial variance introduced by inter-individual EEG differences in the drowsy state of 847 consciousness, cross-trial weighting of variance was performed. Namely, each data point along a time axis 848 of a single trial was multiplied by the absolute value of the mean divided by the standard deviation of the 849 same time point across all trials and all conditions: 850 851 ERP cross-trial weighting is sensitive to the number of trials included, and thus all conditions in each ERP 858 analysis were matched by a trial count. Both standardization and cross-trial weighting were carried out 859 separately for each electrode, i.e. there was no spatial correction implemented in the analysis. For the EEG 860 slope analysis, cross-trial weighting was carried out by calculating joint M and SD over awake and drowsy 861 trials separately for each gap condition, which had physically different stimuli. For the ERP analysis of 862 States x Access interaction and ERP source modelling, cross-trial weighting was carried out by 863 calculating joint M and SD over trials in all four conditions included in the analysis, i.e. awake misses, 864 awake hits, drowsy misses, and drowsy hits. 865 866
EEG slope analysis. To study the sensory-central gating and its modulation by the state of consciousness, 867
EEG epochs locked to the onset of mask were divided between Hori-defined awake (stages 1-2) and 868 drowsy (stages 4-5) conditions. Next, trials were averaged separately for the 11 gap conditions, and this 869 was repeated for the awake and the drowsy trials. Mean amplitude of mask-evoked ERP clusters in N100, 870 P200, and P300 time windows was then averaged separately for each gap condition and both states of 871 consciousness (see below). This reduced data to six two-dimensional matrices of 92 electrodes x 11 gap 872 conditions, i.e. one matrix for each state (awake, drowsy) and time window (N100, P200, P300). Next, for 873 each electrode, a linear function was fitted to 11 amplitude values (one per gap condition), and a slope and 874 a coefficient of determination (R 2 ) were calculated, using the same functions as for behavioural analysis. 875
The same procedure was repeated for all six matrices of awake and drowsy datasets at N100, P200 and 876 P300 time windows. Finally, the obtained slope and R 2 raw values were plotted as topographical maps 877 (see Fig 4A-B and Suppl. Fig 2) , and their absolute values were used for statistical analyses. 878
To visualize changing slope across 11 gap conditions, the identified ERP markers of conscious 879 access were analysed using a measure of global field power (GFP) (Lehmann & Skrandies, 1980 ) within a 880 time window of interest. GFP was calculated as a standard deviation of raw voltage values at a single time 881 point of individually averaged waveforms across all 92 electrodes. This way, GFP reduces spatial 882 dimension of EEG data to a single value as a parametric summary of a momentary strength of 883 topographical EEG map. Given that GFP was calculated from weighted EEG data, we refer to the 884 obtained measure as weighted GFP (wGFP). 885 ERP analysis of States x Access interaction. For the analysis of Access x States interactions of the 886 identified N100, P200 and P300 spatio-temporal clusters (see above), cluster peaks were reassessed by 887 plotting a waveform of averaged cluster electrodes in gap conditions '-12.5%', '0%' and '+12.5%', and 888 detecting a peak within a significant cluster time window. While doing this, four conditions of interest -889 awake misses, awake hits, drowsy misses, and drowsy hits -were matched by the trial count and then 890 averaged. Waveform peaks were searched within significant time windows of originally identified 891 clusters, and the following time windows were used to calculate mean amplitude as close around the peak 892 as possible without going beyond a cluster significant time windows: 50 ms for N100, 80 ms for P200 and 893 120 ms for P300. This way, the following time windows were identified and used to calculate mean 894 amplitude: 118-166 ms for the positive target-evoked N100 cluster (mean amplitude constrained by 895 cluster significant window of 48 ms), 76-126 ms for the negative mask-evoked N100 cluster, 166-246 ms 896
for the positive mask-evoked P200 cluster, and 362-482 ms for the positive mask-evoked P300 cluster. 897
The same cluster time windows were also used for the ERP slope analysis (see above) as well as the ERP 898 source modeling (see below The canonical Colin27 was used as a structural magnetic resonance imaging (MRI) template to create 909 these surfaces. Noise covariance computed across all channel pairs was incorporated in the wMNE 910 algorithm. To draw scouts of the hypothesized sources in the expected regions of interest (ROIs), absolute 911 values of source activations within each scout were averaged across cluster peak time window that was 912 determined during ERP analyses (see above), trials and all four conditions, i.e. awake misses, awake hits, 913 drowsy misses, and drowsy hits (793 trials per condition). N100 and P200 time windows guided 914 identification of joint temporal lobe source, and P300 time window guided identification of frontal and 915 parietal sources. The size of the scouts was fixed at 85 cm 2 , centred on the cortical peak of the average 916 activation. Source activation of each trial and condition within selected scouts was subjected to statistical 917 analysis. 918 919
Statistics. Statistical analyses were carried out using IBM SPSS Statistics and Matlab R2014a. When 920 possible, parametric tests were used. When Levene's test indicated different amounts of variability 921 between scores of two conditions, equal variances were not assumed when running an independent-922 samples t test. Cohen's d was calculated to assess effect size of pairwise comparisons, using pooled 923 variance. In cases when data were ordinal, non-parametric tests were used. Regarding specific contrast 924 conditions: 925
(1) For within-participant comparisons of different measures of drowsiness (Hori, θ /α, RT), the 926
Spearman rank order correlation test was used, as Hori stages are ordinal. The obtained correlation 927 coefficients were subjected to group level analysis with a one-sample t test.
(2) Unequal spread of the rate 928 of hits across 11 gap conditions was tested using one-way repeated measures ANOVA. (3) To compare  929 threshold and slope estimates between awake and drowsy trials, a separate paired sample t test was carried 930 out for each split of data, i.e. θ /α-33%, θ /α-50%, RT-33%, and RT-50%. (4) To compare R 2 of sigmoid 931 versus linear fits of the hits' rate across 11 gap conditions between awake and drowsy states of 932 consciousness, repeated measures ANOVA was carried out separately for the θ /α-33% and RT-33% based 933 splits with Models (linear, sigmoid) and States (awake, drowsy) as independent factors. Pairwise 934 comparisons were carried out using paired samples t tests. (5) To compare a difference score of the rate of 935 hits between the easiest and the most difficult gap conditions across Hori Stages 1-6, a one way between 936 samples ANOVA with a linear contrast was carried out with Hori stages as an independent factor and the 937 difference score of hits between the easiest and most difficult gap conditions as a dependent factor. In this 938 trend analysis, a weighted linear term was used to compensate for unequal size of observations across 939
Hori stages. (6) Association between slope and threshold estimates in awake and drowsy trials was 940 evaluated using Pearson correlation, which was carried out separately for the θ /α-33%, θ /α-50%, RT-33%, 941
and RT-50% splits of the data. (7) To compare the slope of a linear fit across the mean ERP amplitude of 942 11 gap conditions between awake and drowsy trials in 92 electrodes, repeated measures ANOVA was 943 carried out with ERP component (N100, P200) and States (awake, drowsy) as fixed factors. Identical test 944
was carried out to analyse R 2 of these fits. Paired sample t tests were used for follow up analyses of 945 significant main effects and interactions. (8) To evaluate state-induced modulation of ERP-clusters of 946 conscious access at a single trial-level, two-way between-trials univariate ANOVA was carried out with 947
States (awake, drowsy) and Access (miss, hit) as fixed factors, separately for N100, P200, and P300 948 components. Independent samples t tests were used for follow up analyses of significant main effects and 949
interactions. (9) To evaluate state-induced modulation of the sources of mask-evoked ERP-clusters at a 950 single trial-level, two-way between-trials univariate ANOVA was carried out with States (awake, drowsy) 951
and Access (miss, hit) as fixed factors and the amplitude of the weighted current density averaged across 6 952 scouts (left frontal, right frontal, left parietal, right parietal, left temporal, right temporal) as the dependent 953 variable, separately for N100, P200, and P300 components. In a case of a significant main effect of 954
Access, planned independent samples t tests were carried out to contrast hits and misses in awake and 955 drowsy states in frontal, parietal and temporal sources, aiming to identify sources with the higher 956 amplitude in misses than hits. (10) To compare ordinal Hori scores of sleep progression between the 957 excluded (N=25) and the remaining (N=31) participants, the mode of Hori scores was first calculated for 958 each participant across the whole EEG session, and these scores were then compared between the groups 959 using non-parametric Mann-Whitney U test. (11) Pearson χ 2 test was used to test if excluded participants 960
were more likely to be male or female compared to the remaining participants. (12) Pearson correlation 961 was used to assess the strength of association between detection threshold estimates in Block 1 and Block 962 2 of the behavioural staircase procedure. 963 964 Supplementary Figure 3 : Linear fit of P300 responses to the onset of mask across gap conditions. Linear fit of the mask-locked P300 mean amplitudes across gap conditions 1-11. The top line represents fit of the awake trials (Hori 1-2), whereas the bottom line depicts fit of the drowsy trials (Hori 4-5). Subplots on the left show the mean weighted GFP in a P300 time window across equally spaced gap conditions 1-4, 6, 8-11. Conditions 5 and 7 are not presented here, as they were additional intermediate intervals. The middle subplots show scalp maps of slope values of a linear function, which was fitted to the mean amplitude of P300 peaks across gap conditions 1-11. The slope was first calculated for each electrode and the obtained values were interpolated in the heat maps. Likewise, subplots on the right show scalp maps of the goodness of linear fit, expressed as R 2 , which was first calculated for each fit across gap conditions within a single electrode, and the obtained values were interpolated in the heat maps.
Supplementary Figure 4: Target locked N100 marks conscious access in awake and drowsy states. (A)
Time course of N100 cluster locked to the onset of target. Waveforms are averaged across the cluster electrodes, which are depicted in green in the electrode montage map. Individual trials are averaged separately for the four conditions: awake misses, awake hits, drowsy misses, and drowsy hits. Green shaded bar indicates time window that was used to calculate the mean amplitude of the cluster. Error bars indicate SEM. (B) Target-evoked N100 cluster revealed significant main effects of State (F( 1,1272 )=4.48, p=0.035) and Access (F( 1,1272 )=5.03, p=0.025), whereas the States x Access interaction was not significant (F( 1,1272 )=0.63, p=0.43). Hits were associated with higher target-evoked N100 amplitude than misses (t( 1274 )=2.24, p=0.025, d=0.13), and awake state was associated with higher cluster amplitude than drowsiness (t( 1083 )=2.11, p=0.035, d=0.13). *p<0.05.
Supplementary Figure 5: Temporal sources of mask-evoked ERP clusters.
The planned t test comparisons of temporal source activations between hits and misses in awake and drowsy states in P200 (orange) and P300 (grey) time windows. Waveforms indicate time courses of source activations, whereas statistical plots depict significance level of the planned comparisons within respective time windows: *p<0.05. Error bars indicate SEM. In the P200 time window, awake misses had higher amplitude than awake hits in the left temporal (t( 1560.6 )=2.73, p=0.0063, d=0.14) and the right temporal (t( 1520.6 )=2, p=0.045, d=0.1) sources.
