State-filling dynamics in self-assembled InAs/GaAs quantum dots (QDs) is studied through their steady-state photoluminescence (PL) using a variant of picosecond excitation-correlation (EC) spectroscopy. Steady-state PL showed an interesting transition from bimolecular recombination at low-excitation fluence to excitonic recombination at higher fluence. As for the EC signal, while the ground-state response is always snubbed when the two excitation pulses are temporally nearly coincident, the excited-state response can either be enhanced or reduced, depending on the excitation fluence. The time evolution of this response is studied for the first three levels in a QD ensemble. A minimal theoretical model, which combines carrier loss kinetics with the principle of detailed balance and the Pauli exclusion principle, quantitatively reproduces the observations. Pauli's exclusion principle is the cornerstone in the physics of the many fermions in the finite systems. The phenomenon of Pauli blocking, i.e., the physical manifestation of the exclusion principle, at the most fundamental level, is of course responsible for the stability of matter. It is also important in the study of specific physical processes of interest in fields ranging from nuclear physics 1 to cold atomic gases 2 to semiconductor devices. Semiconductor quantum dots (QDs), the so-called artificial atoms, 4 are suitable for the study of the Pauli blocking phenomenon in mesoscopic systems. Due to the sharp and discrete structure of the density of states and the fact that the number of carriers in a QD can be controllably manipulated through electrical and/or optical means, 4 QDs allow for the realization of many atomic physics concepts within the condensed matter physics domain of more accessible length and energy scales. Various properties of the discrete energy levels in QDs have been investigated over the past two decades through a variety of transport and optical experiments. [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] The first few discrete energy levels are commonly seen in photoluminescence (PL) experiments under high optical excitation. [8] [9] [10] 14 The radiative recombination of carriers from the higher-energy states can be resolved in the PL spectra at high-excitation fluence as the lower-energy levels get filled, giving evidence of the Pauli exclusion principle at work. 8 The Coulomb blockade observed in transport through single QDs is another such example.
Pauli's exclusion principle is the cornerstone in the physics of the many fermions in the finite systems. The phenomenon of Pauli blocking, i.e., the physical manifestation of the exclusion principle, at the most fundamental level, is of course responsible for the stability of matter. It is also important in the study of specific physical processes of interest in fields ranging from nuclear physics 1 to cold atomic gases 2 to semiconductor devices. 3 Semiconductor quantum dots (QDs), the so-called artificial atoms, 4 are suitable for the study of the Pauli blocking phenomenon in mesoscopic systems. Due to the sharp and discrete structure of the density of states and the fact that the number of carriers in a QD can be controllably manipulated through electrical and/or optical means, 4 QDs allow for the realization of many atomic physics concepts within the condensed matter physics domain of more accessible length and energy scales. Various properties of the discrete energy levels in QDs have been investigated over the past two decades through a variety of transport and optical experiments. [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] The first few discrete energy levels are commonly seen in photoluminescence (PL) experiments under high optical excitation. [8] [9] [10] 14 The radiative recombination of carriers from the higher-energy states can be resolved in the PL spectra at high-excitation fluence as the lower-energy levels get filled, giving evidence of the Pauli exclusion principle at work. 8 The Coulomb blockade observed in transport through single QDs is another such example. 17 In this paper we demonstrate the Pauli blocking phenomenon more directly and quantitatively through the time-resolved dynamics of carrier redistribution between the discrete energy states in the self-assembled InAs/GaAs QDs. The dynamics of the PL decay from the ground and the excited states in QDs has been investigated by many groups using time-resolved PL measurements. [7] [8] [9] [10] [11] [12] Such studies gave valuable information on the carrier capture and intersublevel relaxation, e.g., via the carrier-carrier and carrier-phonon interactions and the Auger processes in QDs. 18 The fermionic exclusion and the state-filling effects in QDs have also been investigated. 8, 10 However, state filling and saturation are essentially nonlinear phenomena. Conventional timeresolved PL measurements are unable to give explicit insight into these effects. Various types of two-beam time-resolved differential and/or correlation spectroscopies are better suited for this. [12] [13] [14] [15] [16] We have developed a variant of picosecond excitationcorrelation (EC) spectroscopy 14, 19, 20 that specifically probes the time-resolved dynamics of the nonlinear PL signal. The schematic diagram of our experimental setup is shown in Fig. 1 . Here a train of pulses from a mode-locked Ti:sapphire laser, giving pulses of ∼100-fs duration at 80-MHz repetition rate, were split into two beams of equal fluence. The arrival of the pulses on the sample from one of the two beams was controllably delayed with respect to the corresponding pulses from the other beam by up to ±500 ps, with ∼300-fs resolution, by using a moving-stage retroreflector arrangement. The two beams were cofocused to the same spot of diameter ∼50 μm on the sample. The emitted PL from the sample was dispersed in a 30-cm-focal-length grating monochromator and detected by a liquid-N 2 -cooled InGaAs linear array detector with ∼0.3-meV spectral resolution.
Note that (i) the number of photons incident on the sample is constant over one cycle (12.5 ns) of the laser pulse regardless of the set delay τ between the two excitation pulses, (ii) the array detector measures the spectrally resolved but time-integrated (over many cycles of laser pulses) PL signal emanating from the sample at a given delay, and (iii) the measurement is repeated as a function of delay to get the time evolution of the signal. We define the EC signal in our experiments as the numerically calculated difference between the PL signal at any finite delay τ and that at τ = 0, viz.,
Here P L 12 (τ,hω) is the steady-state PL signal measured at an energyhω with both beams incident on the sample with a delay τ between them. If there were no nonlinearity in the PL spectrum, the EC signal as a function of delay would be zero. A nonzero EC signal is a signature of PL nonlinearity. Our experimental method and definition of the EC signal [Eq. (1) ] are different from those conventionally used. 14, 19, 20 The EC signal is usually defined in the literature 19 as Here P L 1 (hω) is the steady-state PL measured when the sample is excited by only one of the two laser beams. While both definitions [Eqs. (1) and (2)] contain information about the dynamics of the nonlinear PL signal, the EC signal defined through Eq. (1) is much simpler to interpret. It just measures whether the time-integrated PL signal from a particular energy state under two-beam excitation decreases or increases (in reference to the signal at τ = 0) as a function of delay, when the system would have lost, through various recombination channels, some carriers among those excited by the first pulse. This provides a quantitative measure of the nonlinear effects associated with the redistribution and recombination of carriers. The simplicity in the interpretation of the numerically calculated difference makes the definition of the EC signal through Eq. (1) particularly attractive because the correct interpretation of the EC signal has been a major deterrent in the wider use of this powerful technique. 21 Our experiments also take advantages of using a modern array detector instead of a point detector such as a photomultiplier tube, used in conventional EC measurements described, e.g., in Ref. 19 .
The QD sample used here had two layers, each 2.7 monolayers thick, of self-assembled InAs/GaAs QDs grown via the Stranski-Krastanow mode using the solid source molecular beam epitaxy (Riber SYS14020 Epineat III-V) technique. Each layer of the QDs was capped by a 50-nm-thick intrinsic GaAs layer. Growth ended with 2.7-monolayer-thick InAs surface QDs. An atomic force micrograph on the surface QDs showed that the QDs have a base diameter of ∼60 nm, height of ∼7 nm, and dot density of ∼1.7 × 10 10 cm −2 . We measured the time-integrated PL spectra from the QD ensemble at different excitation fluences I at room temperature. The excitation wavelength (energy) was centered at 790 nm (1.57 eV), for which carriers are mostly excited in the GaAs matrix. We estimated an electron-hole pair sheet density of ∼1.7 × 10 12 cm −2 for an excitation fluence I = 1 μJ/cm 2 , assuming an absorption coefficient 22 of 10 4 cm −1 and a reflectance 23 of 0.3 for a GaAs layer of nominal thickness 1 μm. A fraction of these carriers is captured by the InAs QDs within a few picoseconds. 11, 13, 15 Later, some of them radiatively recombine to give PL in ∼1-ns time scale. 9 The PL spectra measured at T = 300 K for different excitation fluences are shown in Fig. 2 . Only a single peak due to the ground-state PL is seen at low fluence. With increasing excitation fluence additional peaks due to the 2 , respectively. Three clearly visible peaks are assigned, respectively, to the ground (G), the first excited (X1), and the second excited (X2) excitonic states. The inset shows the excitation fluence dependence of the spectrally integrated (between 0.95 and 1.3 eV) PL ( ) and the PL intensity at the peak G ( ) on a log-log plot. Data are fitted with a quadratic (linear) I dependence in the low-(high-) excitation fluence regime. While linearity continues for the integrated PL up to the highest fluence, the PL signal at the peak G begins to show sublinearity at high fluence.
excited states progressively become visible. This is of course the well-studied signature of the Pauli blocking in QDs. 8 We assign the three peaks appearing at about 1.05, 1.10, and 1.15 eV to the ground (G), the first excited (X1), and the second excited (X2) bright excitonic states, respectively.
It is interesting to note that the excitation fluence dependence of the spectrally integrated PL gives insight into the capture of carriers by the QDs. The variation of the spectrally integrated PL signal ( ) and the PL intensity at the peak G ( ) with the excitation fluence is shown on a log-log plot in Fig. 2 (inset) . The transition from the quadratic dependence on the excitation fluence I below I th ≈ 20 μJ/cm 2 to a linear dependence above I th marks the presence of two physically distinct regimes. Though a quantitative estimate of the number of electrons and holes captured by a QD at a given fluence is difficult due to uncertainties in several parameters, one can quite generally argue that below I th there is less than one electron (or hole) captured per QD, on average. Then, if there is one electron in a QD, it is not necessary that a hole will also be present in the same QD. Since the capture of electrons and holes by QDs are independent events, 12 the rate of radiative recombination will depend on the product of the electron and hole densities, R ∼ np. Since the electron (hole) density n (p) is linear in excitation fluence I , the PL intensity will increase as ∼I 2 . This is similar to band-to-band bimolecular recombination 24 observed in intrinsic bulk semiconductors. However, above I th , a hole (electron) preferentially goes to a QD where an electron (hole) is already present due to the Coulomb-biased diffusion of the photoexcited carriers. This marks the onset of an exciton-like monomolecular recombination regime. The radiative recombination rate in this case will be proportional to n (or p) and PL intensity will increase as ∼I .
A quadratic dependence of the PL on the excitation fluence due to biexcitonic recombination at high excitation has been reported in the literature for low-temperature PL measurements. 25 We do not observe any superlinear fluence dependence of the PL under high-excitation fluence in our room-temperature experiments. Biexcitons are unstable at high temperature in our experiment most likely because the biexciton binding energy is very small, ∼4 meV. 26 It is also much smaller than the energy difference between (and linewidth of) the QD states. The linear dependence on excitation fluence of the spectrally integrated PL in our measurements continues up to the highest fluence (I = 448 μJ/cm 2 ) used. This suggests that for the nonresonant excitation used here, the carrier generation process does not saturate up to this fluence, unlike the case of resonant excitation of excitons. 27 Our EC measurements are confined in this linear regime. Thus any nonlinear PL signal that may be observed in our EC experiments would mostly come from the carrier redistribution and recombination process among the QD states. We exclude interdot carrier transfer from our discussion because it is not expected to contribute significantly to the carrier redistribution process at the moderate dot density of ∼1.7 × 10 10 cm −2 in our sample.
Figures 3(a) and 3(b) show the spectrally resolved, normalized EC signal at τ = 400 ps for the QDs at T = 300 K for I = 2 × 38 and 2 × 192 μJ/cm 2 , respectively. The corresponding normalized PL spectra are also plotted on the respective graphs for a direct comparison of the PL and the EC spectra. Three peaks, associated with the G, X1, and X2 states, can be resolved in the PL spectra. The EC spectra show a positive correlation [as defined by Eq. (1) ] for the G state. This means that the PL emission at nonzero delay is larger than that at zero delay (τ = 0) for this state. This indicates that at τ = 0, when both pulses are temporally coincident on the sample, the G state gets saturated by carriers. The sign of the EC signal for the X1 state changes from negative to positive between Figs. 3(a) and 3(b), indicating that at higher excitation fluence, this state also becomes saturated with carriers. 14 We observed no detectable lattice heating by photoexcitation up to the highest fluence used in our room-temperature experiments. This was ascertained by the fact that the PL peak energies were found to be independent of the excitation fluence; lattice heating would show up as a decrease in the peak energy due to the temperature-dependent shift in the band gap. Let us now investigate the time evolution of the EC signal. Figures 4(a) and 4(b) depict, respectively, the EC signal 28 from the G and X1, and G, X1, and X2 states in the delay range of ±500 ps, measured for I = 2 × 38 and 2 × 192 μJ/cm 2 at the energies marked by arrows on the PL spectra in Fig. 3 . It is seen that near zero delay, the signal from the state G is snubbed, while that from the X1 state can be either smaller or larger than the observed signal at longer delay, in agreement with the data in Fig. 3 .
Note that the EC measurement is a very sensitive probe of the PL nonlinearity. The EC data in Figs. 3 and 4 detect the PL nonlinearity as a few percent change in the PL intensity, which will not be observable in the steady-state PL data plotted on a log-log scale in Fig. 2 depicting changes over three orders of magnitude. We may also note another difference between the PL data in Fig. 2 and the EC data in Figs. 3 and 4 . While Fig. 2 shows the time-integrated (steady-state) PL data, the EC data of Figs. 3 and 4 are both spectrally resolved and time resolved and show how the PL nonlinearity at various energies evolves in time.
A qualitative understanding of the time evolution of the EC data in Fig. 4 is straightforward and the effectiveness of our definition of the EC signal [Eq. (1) ] becomes evident at this point. By our definition, the EC signal at a given energy is zero at zero delay (τ = 0). Near zero delay, when both pulses almost simultaneously pump carriers into the QDs, the G state first gets saturated by the carriers at low-and moderate-excitation fluence and excess carriers are pushed to the excited states by virtue of the Pauli exclusion principle. With increasing delay, a fraction of carriers excited by the leading pulse will be lost from the QDs due to radiative and nonradiative recombinations and other carrier loss mechanisms before the second (delayed) pulse pumps more carriers into the QDs. As a result, more carriers from the second pulse can be accommodated in the G state than in the X1 state. Thus the EC signal is positive (negative) and increases (decreases) with delay for the G (X1) state. At higher-excitation fluence, even the X1 state gets saturated by carriers near τ = 0 and more carriers are pushed to the X2 state. Thus the EC signal is positive for both the G and X1 states and negative for the X2 state. As the delay is increased and carriers are lost from the QDs, the EC signal from the G state continues to increase, the EC signal from the X1 state increases initially and then decreases at long delays, and the EC signal from the X2 state continuously decreases with delay. This is a clear signature of the Pauli blocking in QDs.
To understand these results quantitatively, let us look at the simplest mathematical model that can capture the essential physics of the experiment. Usually these experiments are modeled using rate equations, which, though conceptually simple, have the ugly feature of having a large number of fitting parameters and the solutions are not physically tractable. 10 We shall instead propose a simpler way of looking at the physics by using a thermodynamic argument for the short-time-scale phenomena and a kinetic model for the slower recombination dynamics. The test of the assumptions will lie in the match of the model with observations. Notice that the interband relaxation (radiative and nonradiative recombinations) times lie in the range of a few hundred picoseconds to a few nanoseconds. 9 This is two to three orders of magnitude larger than the intraband relaxation times, which typically are in the range of a few picoseconds at low temperature and would be even shorter at room temperature. 11, 13, 29 We assume that locally the carriers in a single QD are in thermodynamic equilibrium. In that case, the relative populations of various energy states are simply given by the detailed balance condition
Here the labels i and j denote any two excitonic states of a QD, n i (g i ) and n j (g j ) are the corresponding occupation probabilities (degeneracies), E ji is the energy difference between i and j levels, and k B T is the thermal energy. The essential nonlinearity in our experiment is associated with the state filling (Pauli blocking) and can be introduced by subtracting the occupation probability from the degeneracy of a given level, i.e., g j → g j − n j . The relative populations should then be rewritten as
We have made the time dependence of the occupation probabilities explicit here. It is the time-integrated PL intensity that is measured in the experiment. Hence the PL signal from ith excitonic state of an average QD is
where k i is the radiative recombination rate of the ith state. It is emphasized that since the time scale for the redistribution of the carriers within the QDs is much shorter than the radiative and nonradiative decay times, the net carrier loss rate γ ( i k i ), given by the sum of radiative and nonradiative losses through all channels, is all that can be measured in the experiment. Any conventional PL measurement of the time-dependent decay of the individual QD exciton peaks carries little information about the decay rates of individual channels. The only direct way of measuring individual k i is through the homogeneous linewidth of individual states in single QDs.
In our model we calculate the EC signal numerically. The algorithm for the numerical simulation involves creation of a certain average number of carriers N (0) ∝ I within a QD by an excitation pulse of fluence I at time t = 0 and distributing them among the QD states according to Eq. (4) to get individual n i (0). At each time step t m , the total number of carriers N (t m ) = i n i (t m ) in a QD is reduced by the net loss rate γ . Assuming monoexponential decay, we write
While with progressing time carriers are being depleted from the QDs according to Eq. (6), new carriers are added to the QDs at time t = τ when a second pulse of equal fluence I arrives at the sample. This makes
The distribution of N (t m+1 ) carriers among QD states has been recalculated at each time step using Eq. (4) to get n i (t m+1 ). This is then used in Eq. (5), which gives time-integrated PL at a given energy at a given delay. This procedure is repeated for several delays and the EC signal is finally calculated using Eq. (1). Notice that if the EC signal at the largest delay (τ = ±500 ps) is normalized to one, then for the purpose of fitting the data, the model has only two adjustable parameters: N and γ . The solid lines in Figs. 4(a) and 4(b) depict the fits to the data, with N (0) = 4.5 and 10.5, respectively, and γ −1 = 250 ps in both cases. The model considered carrier redistribution among six QD states, though the EC signal was calculated for the first two (three) states for the low-(high-) excitation fluence. The level degeneracies 30 were taken as g i = 2i, with i = 1,2,3, . . . for the G, X1, X2, . . . states, respectively. The factor of 2 comes from the spin degeneracy. The thermal energy was taken to be k B T = 25 meV and the energy difference between successive QD states was fixed at E ji = 50 meV, as observed for the first three QD states in the experimental PL spectra (Fig. 2) . We found that the simulation was insensitive to the addition of more energy levels beyond the sixth QD state. After fitting the model to the normalized EC data, the ratios of the radiative recombination rates k i for the G, X1, and X2 states are found by rescaling the normalized curves from the model to the actual measured EC intensities for these states. The ratios are expected to depend on the g i 's as well as on the overlap of the initial-and final-state wave functions. The data in Fig. 4(a) for I = 2 × 38 μJ/cm 2 were fitted with the ratio k 1 /k 2 ∼ 1, while the data in Fig. 4(b) for I = 2 × 192 μJ/cm 2 were fitted with the ratios k 1 /k 2 ∼ 2 and k 2 /k 3 ∼ 1.
The good fit of experimental data using very few parameters and especially the fact that the change in sign of the EC signal with excitation fluence is quantitatively reproduced by this model show that we have been able to capture the essential physics of the EC PL in QDs within our simple model. However, the price of this simplicity is that the average number of carriers N (0) per QD is more of a fit parameter. For example, the values of N (0) that we have obtained, though reasonable, do not scale with the excitation fluence. This is partly reconciled by the fact that in real Stranski-Krastanow dots there is an additional wetting layer. Beyond some energy above the quantum dot ground state, one no longer has discrete QD states but an extended two-dimensional density of states due to the wetting layer. In the absence of the knowledge of the values of the ground-state energy of the wetting layer, adding this feature to the model is not very meaningful. Even then, we have observed that a much larger value of N (0) is required to fit the high-fluence data [ Fig. 4(b) ] when the degeneracy of the fourth energy level is arbitrarily increased to qualitatively simulate the effect of wetting layer.
To summarize, we have demonstrated the phenomenon of Pauli blocking in self-assembled InAs/GaAs QDs through the dynamics of the nonlinear PL signal on the picosecond time scale. To do so, we introduced a modification of the EC spectroscopy that gives a physically transparent interpretation of the time-resolved nonlinear PL signal. The experimental results of EC measurements could be quite satisfactorily understood within a simple theoretical model that combined carrier loss kinetics with the principle of detailed balance and the Pauli exclusion principle. An interesting transition from bimolecular recombination at low-excitation fluence to excitonic recombination at higher fluence was also observed.
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