In this paper, a new approach to speaker change point (SCP) detection is presented. This method is suitable for online applications (e.g., real-time broadcast monitoring). It is designed in a series of consecutive experiments, aiming at quality of detection as well as low latency. The resulting scheme utilizes a convolution neural network (CNN), whose output is smoothed by a decoder. The CNN is trained using data complemented by artificial examples to reduce different types of errors, and the decoder is based on a weighted finite state transducer (WFST) with the forced length of the transition model. Results obtained on data taken from the COST278 database show that our online approach yields results comparable with an offline multi-pass LIUM toolkit while operating online with a low latency.
Introduction
The SCP detection (often called speaker segmentation) is a task of determining precise change points between two heterogeneous speakers in the input utterance. This task is usually performed without any prior knowledge of the identity or even the number of speakers (i.e., it is treated as speaker independent). In practice, it is usually preceded by speech activity detection (SAD), whose goal is to filter out non-speech segments at first. Therefore, a typical SCP module provides speaker homogeneous speech segments on the output and, in conjunction with a speaker clustering module, forms an integral part of a majority of speaker diarization systems. These systems may be utilized in a wide range of speech processing applications, such as broadcast news transcription, audio indexing or data retrieval.
Related work
The SCP detection may be carried out using various types of input features. In the beginning years, more straightforward ones, such as zero-crossing rate or pitch [1] , were successfully employed. Mel-frequency cepstral coefficients (MFCCs) [2, 3] were probably the most commonly used features, followed by line spectrum pairs [4] . Recently, the main focus has shifted to crafting more complex features capturing more speaker-specific information. Nowadays, i-vectors [5, 6] are the go-to features for most state-of-the-art systems. Alternatively, deep neural networks (DNNs) have also been successfully utilized to extract complex features [7, 8] . Furthermore, d-vectors were presented in [9] , yielding excellent results. The latest trend goes in the direction of deep speaker embeddings [10, 11] designed for endto-end systems. In practice, the best results are often achieved by a combination of the features mentioned above.
The SCP detection approaches can be divided into three main categories: metric-based, model-based and hybrid-based. The former approaches require a distance metric to be defined first. After that, two adjacent windows are shifted alongside the recording, and the distance between them is computed. If the distance is greater than a predefined threshold (fine-tuning is the main issue), a change point is detected. The most commonly used distance metrics include the Bayesian information criterion (BIC) [12, 13] , the generalized likelihood ratio [14] or the Kullback-Leibler divergence [15] . The model-based approaches utilize trained models from labeled audio data to detect speaker change points. Among the most common approaches, there are the hidden Markov models [16] , the Gaussian mixture models (GMM) [17] , and the eigenvoice-based models [18] . The recent advances in deep learning have brought new approaches based on DNNs [19, 8] , CNNs [20, 21] , unidirectional [22] or bidirectional [23, 24] long short-term memory recurrent neural networks, all yielding state-of-the-art results.
Speaker change points can be detected in a) offline as well as in b) online mode. In the former case, real-time processing and low latency are not crucial. On the contrary, both these restrictions are critical in approaches suitable for the latter mode. Moreover, an online SCP module may perform only one left-toright pass through the input data. Most of the approaches cited so far were designed with regard to the best possible quality of detection, and all of them are, of course, applicable to offline processing. However, the previously mentioned restrictions are usually not taken into account during design, and the usability of these methods for online mode is therefore limited (or not discussed in the respective papers). That means that the number of approaches explicitly designed for real-time processing (e.g., of broadcast news) is limited.
In the early stages, an online two-step SCP detector utilizing the Bayesian fusion method for fusing multiple features was proposed [25, 26] . Other works focused on XBIC [27] , GMMs [17, 28, 29] or GMM-UBM [30] . In [31] , the authors explored BIC, i-vectors and within class covariance normalization. The use of i-vectors was also investigated in [32] . Features extracted from DNN were explored in [33] . Finally, the authors in [34] studied in detail the influence of the online environment on various SCP detection approaches to diarization systems.
In this paper, our one-pass approach to online SCP detection is presented. This approach is developed in a series of experiments (described in Sect. 4), where various types of features, artificial training data, different DNN architectures, and several decoders with varied transduction models are investigated with respect not only to a high quality of detection but also to low latency. It should also be noted that we assume the input to our SCP detector has been pre-processed by SAD. In practice, we utilize an online SAD module described in [35] .
Evaluation metrics
Within this work, precision (P), recall (R), F-measure (F) and δ 2/3 are used to measure the quality of SCP detection. All these values can be expressed given the alignment between the detected and reference change points [36] . Note that the measure δ 2/3 gives (in seconds) the maximum error of the alignment for the first two-thirds of the sorted (best) hits. Another two metrics, real-time factor (RTF) and latency (L), have been employed to monitor the performance from a real-time processing point of view. The former metric 1 is defined as a ratio of processing time to the duration of the input recording. The latter one represents an average time between the actual change point and the moment the decoder outputs the corresponding label.
The proposed SCP approach 4.1. Data used
For training, 20,000 recordings, each with an average length of 5 seconds, have been prepared with the help of automatic Czech TV/radio broadcast data transcriptions. Each of these recordings contains exactly one speaker change point (i.e., the set consists of 20,000 speaker transitions). These transitions can be divided into four distinct groups (female to female, female to male, male to female, and male to male). Each of them is represented by 5,000 change points.
The annotations of this data (for SCP detection) are generated in a fully automated way. The frame corresponding to the actual change point, as well as the safety collar frames around it, are labeled as change points. This safety collar is set to 1 second (100 frames), i.e., 50 frames before and 50 frames after the actual change point are considered as speaker transition frames. That is due to the fact that a) determining the precise change point is quite often an ambiguous task (silence, crosstalk, etc.), and b) it is necessary to provide DNN training with enough information about the speaker transitions. The remaining frames are labeled as no change point. An example of annotation of one recording is shown in Fig. 1 . For development purposes, the Czech train subset of standardized COST278 [37] pan-European broadcast news database has been utilized. Precise annotations are provided by the database. For evaluation, the Czech test subset of COST278 is employed. It consists of four recordings of different Czech broadcasts in a total length of 90 minutes. It contains not only clean speech segments but also segments with background noise and jingles. In total, 399 speaker change points are labeled within the data.
Reference results
To obtain reference results with an offline system, publicly available LIUM speaker diarization toolkit [38] has been used. The SCP portion of the system is covered by BIC segmentation 1 measured by processor Intel Core i7-3770K @ 3.50GHz and BIC clustering, followed by segmentation based on Viterbi decoding and boundary adjustments. The system is also supplemented with a pre-trained model fine-tuned for TV and radio broadcasts (i.e., our target task). During the evaluation, the LIUM toolkit has been operated with an RTF of 0.016, achieving reference results in F-measure of 84.6% and δ 2/3 of 0.13 seconds (see the first row in Table 1 for more detailed results).
Initial approach based on DNN and WFST
The initial SCP detection approach we have developed is based on DNN trained as a binary classifier (change point/no change point) and WFST designed as an online decoder, detecting speaker transitions given the output from DNN. It closely follows an online SAD approach we proposed in [35] .
The binary deep neural network has been trained using the following hyper-parameters: 2 hidden layers with 64 neurons per layer, the ReLU activation function, a learning rate of 0.08, mini-batches of size 1024, and 15 epochs. 39-dimensional MFCCs have been employed for the feature extraction. The input feature vector is formed by concatenating 100 previous frames, the current frame and 100 following frames (i.e., a 2second context window). No local normalization has been applied. Note that all DNNs (i.e., for all experiments) are trained on GPU using the PyTorch framework 2 .
As stated above, the WFSTs are utilized (using the OpenFst library 3 ) as an online decoder. The decoding scheme consists of two transducers (see Fig. 2 ). The upper one models the input signal, while the lower one is the transduction model and represents the change point detection. It consists of two states, 0 and 1. The transitions between states 0/1 emit labels the start/end change points. The resulting change point is placed in the middle between these two labels. The transitions are also penalized by factors P1 and P2, whose values have been fine-tuned on the development set. Given the two transducers described above, the decoding process is performed using on the fly composition of the transduction and the input model of an unknown size. That method is possible since the input is considered to be a lineartopology, unweighted, epsilon-free acceptor. After each composition step, the shortest-path (considering the tropical semiring) determined in the resulting model is compared with all other alternative hypotheses. When a common path (i.e., with the same output label) is found among these hypotheses, the corresponding concatenated output labels are marked as the resulting fixed output. Since the remaining portion of the best path is not known with certainty, it is denoted as a temporary output (i.e., it can be further refined). The results are presented in the second row of Table 1 . They show that the decoder is capable of operating in real-time with an RTF value of 0.022. This approach, combined with the latency of 2.4 seconds, allows it to be seamlessly used in an online environment. Although the achieved results provide a decent starting point, the precision is particularly weak and overshadowed by LIUM toolkit (i.e., 59.4% vs. 89.9%). Therefore, our next goal is to improve the quality of the SCP detection.
Enhanced training set
After thoroughly evaluating the results obtained so far, two types of errors are the most prominent. The first one is represented by change points omitted due to the quick artificial transitions between speakers (e.g., director cuts in broadcast news) while the second type results in change points falsely detected because of a silence longer than 0.5 seconds in speaker homogeneous segments (caused by deep breathing or hesitation).
As a solution to the first issue, 10 hours of recordings have been prepared by artificially joining utterances of two different speakers. In total, 14,340 change points with a uniform distribution between all transition types (female-female, female-male, etc.) have thus been added to the DNN training set. To reduce the latter type of errors, another 10 hours of additional training data have been prepared. This data focuses on speaker homogeneous segments with frequent occurrences of long silences.
The results gathered in the third row of Table 1 show that the use of enhanced training data set leads to significant improvement in all of the evaluation metrics observed. For example, the F-measure value gets boosted up from 61.4% to 68.8%, while δ 2/3 is enhanced to 0.21 seconds. Additionally, the average latency has been slightly reduced, namely, from 2.4 seconds to 2.3 seconds.
Acoustic features
In the next experiments, several feature extraction techniques are explored. In addition to the 39-dimensional MFCCs, we have also utilized 13-dimensional MFCCs with ∆ and ∆∆ coefficients (i.e., a 39-dimensional feature vector as well), and 39-dimensional bottleneck features (BTNs) extracted from the DNN trained for speech recognition (as suggested for the speaker and language identification, e.g., in [39] ). Detailed information about our BTN feature extractor can be found in [40] .
The results obtained are shown in Table 2 . They show that the BTN features have yielded significantly worse results in all of the observed metrics (e.g., the F-measure value has dropped from 68.8% to 56.7%). On the contrary, the MFCCs with the ∆ and ∆∆ coefficients outperform the originally chosen MFCC configuration. Both the quality and the real-time performance of the SCP detection have been improved (e.g., the latency is reduced from 2.3 seconds to 1.9 seconds because the decoder is able to make the final decisions more rapidly). A likely reason is the additional information provided by the ∆ and ∆∆ coefficients. 
Convolutional neural networks
In the next step, more complex NN architecture -CNNs -are investigated. This architecture has been employed for its feature representation and modeling capabilities. The utilized CNN is composed of two convolutional and two fully connected layers. The inputs consist of 201 feature maps (i.e., 2-second context windows as before) in size of 39×1. The first convolutional layer is comprised of 105 feature maps at a size of 39×1, followed by a 3:1 max-pooling layer; the second one is composed of 157 feature maps at a size of 13×1. The rest of the hyperparameters is set as stated in Sect. 4.3.
The results are summarized in the fifth row of Table 1 . The utilization of the CNNs yields an overall improvement in all quality detection metrics (e.g., the F-measure value has increased from 73.7% to 78.6%). The latency remains constant while the deterioration in the RTF could be considered negligible (i.e., it is still significantly smaller than 1).
Context window size
The next experiments focus on the size of the input feature window. This additional context should result in a higher quality of the SCP detection at a cost of worse latency. Initially, we have chosen 2-second window (with 100 preceding frames, a current frame, and 100 following frames). In this part, we explore the sizes ranging from 1 second up to 4 seconds.
The results are in Table 3 . As expected, the performance (i.e., F-measure and δ 2/3 ) has been further improved with the additional context. On the contrary, the latency of the system is worsened with more context information by up to 2 seconds.
The WFST with a forced length of the transition model
In the last series of experiments, our aim is to further improve the results achieved so far by introducing the WFST with a forced transition model. This model is designed to reflect the annotation style of the training data. As stated in Sect. 4.1, a 1-second (100 frames) window around the actual change point is labeled as speaker transition frames. However, during the decoding, the real duration of the transition between two speakers substantially varies. Therefore, in this experiment, the duration of the transition is forced to be exactly 1 second at first. For this purpose, the transduction model has been modified (see in Fig. 3 ) to correspond to the duration of the forced transition: it consists of two main states (0 and 1) and 98 transition states (shown as . . . ). This scheme works as follows: when a speaker change occurs, the decoder moves frame by frame from state 0 through half of the transition states to state 1. Here, a new change point label is provided, and the decoder moves backward to state 0, where it waits until the next change occurs. Note that, during this process, the penalty factors P1 and P2 (tuned on the development set) are in place as well.
The results are summarized in Table 4 . First, a CNN with a context size of 2.5 seconds has been used. Next, we evaluate not only the forced length of the transition at 1 second but also several other values in a range from 0.5 up to 2 seconds. The results show two contradictory trends: the quality of detection increase with the additional duration, while the RTF and latency values are worsened. Therefore, the optimal value of the duration strongly depends on the target application.
For example, with the forced length of 1 second and total latency below 3 seconds, the proposed approach still allows for performing speaker segmentation with an accuracy level approaching the offline reference system (see the last row of Table 1). If the latency is not a concern, it is possible to tune this approach to even outperform the reference system. For instance, a system based on the CNN, the context window size of 3 seconds, and the WFST with a forced length of 2 seconds yields an F-measure value of 85.6% and a δ 2/3 value of 0.18 seconds (with the latency at 4.8 seconds). 
Evaluation on full COST278 database
As a final experiment, we have only trained our system on the training subset of the COST278 database. That means that we have used the MFCCs with the ∆ and ∆∆ coefficients, the CNN instead of the feed-forward DNN, an extended context size of 2.5 seconds, and a WFST based decoder with a 1-second forced transition (the enhanced training set has not been utilized). After that, we evaluate the performance of this system on all 11 languages of the COST278 test subset and compare the results with the LIUM toolkit. Our goal has been to see if our single-pass approach (without clustering) can compete with a reference offline tool.
The results show that both approaches perform on a relatively similar level. The LIUM toolkit yields an F-measure value of 73.5% and a δ 2/3 value of 0.21 seconds, while our approach has scored an F-measure value of 73.1% and a δ 2/3 value of 0.15 seconds, with the latency at 2.9 seconds. Figure 4 depicts the detailed results for all COST278 languages. The easiest ones were four closely related Slavic languages -Czech, Slovenian, Croatian and Slovak. Basque and Spanish for the LIUM toolkit and Belgian Dutch and Basque for our SCP detection approach have been the most difficult instances. Figure 4 : A comparison of LIUM toolkit and our SCP module.
Conclusions
In this paper, we have proposed a highly tunable one-pass approach suitable for both offline and online SCP detection (i.e., in our case, we treat online processing as a special case of an offline application). We showed that the settings, including but not limited to the architecture of the DNN, the type of the decoder (and its transition model), and the feature extraction technique or the context window size all have a significant impact not only on the quality of the SCP detection but also on the real-time processing capabilities of the final system. As shown by the results, our fine-tuned system for online processing is capable of operating in real-time with the latency just under 3 seconds, and at the same time, it yields results comparable to the offline reference system. On the contrary, it is possible to design an entirely offline system by tuning the settings for the best quality of the SCP detection while disregarding the latency (and RTF) value. The results of such systems could be further greatly improved by additional processing, e.g., by clustering.
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