This work discusses an approach, rst-order approximation and model management optimization (AMMO), for solving design optimization problems that involve computationally expensive simulations. AMMO maximizes the use of lower-delity, cheaper models in iterative procedures with occasional, but systematic, recourse to higherdelity, more expensive models for monitoring the progress of design optimization. A distinctive feature of the approach is that it is globally convergent to a solution of the original, high-delity problem. Variants of AMMO based on three nonlinear programming algorithms are demonstrated on a three-dimensional aerodynamic wing optimization problem and a two-dimensional airfoil optimization problem. Euler analysis on meshes of varying degrees of re nement provides a suite of variable-delity models. Preliminary results indicate threefold savings in terms of high-delity analyses for the three-dimensional problem and twofold savings for the two-dimensional problem.
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= drag coef cient C L = lift coef cient C l = rolling moment coef cient C M = pitching moment coef cient c E = equality constraints c I = inequality constraints f = objective function M 1 = freestream Mach number S = semispan wing planform area x; x L ; x U = design variables and bounds ® = angle of attack 1 = trust-region radius Introduction W E describe a general approach to design optimization, the rst-order approximation and model management optimization (AMMO) framework, that integrates engineering and physical modeling concepts with mathematically rigorous nonlinear programming techniques. AMMO uses a range of simulations in a systematic way that guarantees convergence to high-delity optimal designs without the expense of relying exclusively on high-delity models or simulations.
A few words are in order to place AMMO in relation to other work. Great progress has been made in the ability to simulate the behavior of physical and engineering systems accurately. However, the enormous computational cost of repeated high-delity simulations, such as the Navier-Stokes equations or those based on ne computational meshes, makes it impractical to rely exclusively on high-delity models for the purpose of design optimization.
To address this dif culty, designers have combined the use of high-delity and low-delity models for a long time, see, e.g., Schmit et al. 1¡3 Barthelemy and Haftka 4 survey the use of approximations in structural optimization. Recent overviews of models for aerodynamic analysis and optimization can be found, for example, in Jameson 5 and Newman et al. 6 Approaches to engineering design optimization that use variabledelity models are sometimes called sequential approximate optimization (SAO). 1 Although practically every optimization method can be called sequential and approximate, the term SAO is usually reserved for methods that replace the objective function and constraints of the design problem by low-delity models. A low-delity model can be a simpli ed physics model, a single numerical model evaluated on a relatively coarse mesh, a single numerical model converged to a varying degree of accuracy, one of a variety of response surfaces, or one of a variety of reduced-order models. An SAO method minimizes the low-delity model. Some SAO algorithms attempt to create the best possible low-delity model and optimize it only once, whereas others update the models during optimization. Haftka and Gürdal 7 discuss several SAO techniques. SAO procedures have been largely based on heuristics, and convergence to a solution of the high-delity optimal design problem has not been guaranteed, in general. The mathematical optimization community, on the other hand, has focused on provably convergent algorithms, but the models used in those algorithms have been assumed to be based on local Taylor-series approximations, as a rule.
Combining the two perspectives, AMMO 8¡10 is a general, mathematically rigorous, globally convergent methodology that can be applied to any derivative-based optimization algorithm to alleviate the expense of design optimization with simulations. The approach integrates the convergent techniques of nonlinear programming with the use of variable-delity models available in engineering disciplines. We work with rst-order (i.e., derivative-based) optimization methods because they are generally more ef cient and can handle larger numbers of design variables and a broader range of models than methods that do not rely on derivatives.
In this paper we describe the idea that underlies rst-order AMMO and give three speci c examples of adapting nonlinear programming algorithms in the AMMO framework. Computational demonstrations follow. The paper concludes with lessons learned and open questions under investigation.
First-Order AMMO Methodology
In this work the design optimization problem is represented by a nonlinear program of the form
where the evaluation of the objective function and constraints involves a high-delity simulation or, for a multidisciplinary problem, a set of coupled simulations, with each analysis a particular aspect of the physical system or the behavior of a subsystem. Some constraints can involve physical states (responses) of the system, whereas others can be algebraic or purely geometrical.
To solve Eq. (1), AMMO relies on the trust-region approach 11 in nonlinear programming to ensure robust behavior. Conventional derivative-based nonlinear programming algorithms, including trust-region methods, solve a sequence of subproblems, each of which operates on local rst-or second-order Taylor series, with various approximations to the rst and second derivatives of the contributing functions. The information exchange between the analysis and the optimizer is depicted at the top of Fig. 1 . If evaluating the functions and derivatives involves a simulation of high accuracy but high computational cost (e.g., the Navier-Stokes equations), the repeated consultations with the analysis required by the optimizer are expensive.
In AMMO we expand the idea of a local model by replacing the Taylor series in the subproblems with general models that have local trends that are similar to those obtained with high-delity analyses. AMMO builds models for the sequence of optimization subproblems using high-delity and low-delity information. The models are constructed so that their trends are similar locally to the trends in the high-delity model. This is accomplished by requiring that the models in the optimization subproblems be consistent to rst order with the high-delity model, as follows. Let Q f , Q c E , and Q c I be low-delity models of f , c E , and c I , respectively. At each iteration x k of an AMMO algorithm, the low-delity models are required to satisfy rst-order consistency with the highdelity counterparts, i.e.,
Higher-order consistency conditions can be imposed for problems with available higher-order derivatives. Conditions (2) ensure that Q f , Q c E , and Q c I mimic the local behavior of rst-order Taylor series approximations of f , c E , and c I around the current design x k . First-order consistency is easily obtained in practice. The work reported here uses a technique we call the¯-correction, due to Chang et al. 12 Given a high-delity function Á hi (say, f ) and any low-delity model Á lo of Á hi , we correct Á lo as follows. De ne¯.
and construct the linear approximation
satis es the consistency conditions (2) . Other simple correction schemes are available to enforce consistency. Optimization subproblems in the AMMO framework, depicted at the bottom of Fig. 1 , operate on corrected low-delity models. Expensive, high-delity computations serve to recalibrate the lowdelity models occasionally, based on a set of systematic criteria, to obtain Q f , Q c E , and Q c I . The salient features of AMMO can be summarized as follows:
1) Although a low-delity model may not capture a particular feature of the physical phenomenon to the same degree of accuracy (or at all) as its high-delity counterpart, a low-delity model may still have satisfactory predictive properties for the purposes of nding a good direction of design improvement. Locally, imposing the rst-order consistency (2) ensures this property.
2) AMMO replaces the local Taylor series of conventional optimization by general nonlinear models required to satisfy the consistency conditions (2) . In principle, AMMO is capable of handling arbitrary models, provided the easily imposed consistency conditions are satis ed.
3) AMMO is based on the trust-region approach, which can be described as an adaptive move limit strategy for improving the global behavior of optimization algorithms based on local models. The trust-region methodology ensures the convergence of the AMMO scheme to a solution of the high-delity problem 13 by providing a measure of the low-delity model's predictive behavior, a criterion for updating the model, and a systematic response to situations in which an optimization phase performed using a low-delity model gives either an incorrect or a poor prediction of the high-delity model's actual behavior.
Practical ef ciency of any particular AMMO scheme depends on the predictive qualities of the corrected low-delity models for the purposes of optimization, which, in turn, are problem dependent.
AMMO Under Study
The rst-order AMMO approach can be used in conjunction with any gradient-based optimization algorithm and any suite of variabledelity models. In the remainder of the paper, we describe speci c instances of rst-order AMMO based on three nonlinear programming algorithms. This discussion will give a prospective user an idea of how to adapt a particular nonlinear programming technique to the AMMO framework.
The three algorithms under study follow the trust-region scheme. Each algorithm solves a sequence of optimization subproblems that operate on models of the objective function and constraints within a trust region where the model trends are thought to approximate the function trends adequately for nding a step towards a solution. Once such a trial step is computed according to a speci c algorithm, it is evaluated by comparing the actual improvement in the merit function of the problem with the improvement predicted by the model of the merit function. The trial step is then either accepted or rejected, and the trust region is updated, based on the comparative performance of the model.
All subproblems are solved approximately. "Approximately" means that the resulting step should predict suf cient decrease in the merit function or its components. Roughly speaking, global convergence analysis requires a very mild suf cient decrease conditionthe step must predict at least a fraction of the decrease a linear Taylor-series model would predict within a given trust region. All algorithms of interest for solving trust-region subproblems satisfy this requirement automatically.
Augmented Lagrangian AMMO
The augmented Lagrangian method for constrained optimization allows for an immediate extension of the unconstrained AMMO 8 to constrained problems. The underlying algorithm is the augmented Lagrangian approach of Conn et al. 11 In this method the explicit nonlinear inequality constraints of problem (1) are converted to equalities by introducing a set of nonnegative slack variables z to de ne the equality constraints
Denoting .x; z/ by y, we obtain the following reformulation of Eq. (1):
where y L D . Initialization. Set k D 1. Select y 1 , the initial penalty parameter ¹ 1 < 1, and the initial convergence criteria ! 1 and´1. Specify the least allowable decrease 0 < ¿ < 1 in the penalty parameter.
Step 1:
go to 2. Otherwise go to 3.
Step 2: Lagrange multiplier update. Update Lagrange multipliers with any standard update formula, e.g., the Hestenes-Powell
Step 3: Reduce the penalty signi cantly.
For further details, see Conn et al. 11 Typically, the subproblem in step 1 is solved by conventional unconstrained trust-region techniques. In the AMMO adaptation of this algorithm, we solve the subproblem using Q L, an approximation to L, based on low-delity models of the objective and constraints in Eq. (3), as follows. Other norms, such as the`2 norm, are also frequently used in trustregion subproblems.
The augmented Lagrangian AMMO is relatively easy to implement and can be proven to converge reliably under reasonable assumptions. 13 The expected dif culties are those of the underlying optimization approach: augmented Lagrangian methods can converge slowly, and they are subject to ill-conditioning as ¹ approaches 0.
MAESTRO-AMMO
The second AMMO under study is based on a class of trustregion multilevel algorithms for large-scale constrained optimization (MAESTRO). 14 The present version of MAESTRO deals with problem (1) by converting the explicit inequalities into equalities via squared slack variables z:
Denoting .x; z/ by y, we again obtain Eq. (3), with the lower bound constraints now de ned as y L D .x L ; ¡1/ because the nonnegativity of the slack z need not be maintained.
Optimization steps in the basic MAESTRO approach are sums of substeps, each of which is a minimizer of a subproblem designed to improve a part of the total problem, e.g., a block of the constraints, while preserving the predicted improvement already obtained in other parts of the problem. Each subproblem is solved within its own trust region. The total step is evaluated by considering the actual and predicted reductions in the merit function, as in algorithm 2. The augmented Lagrangian and the`2 penalty function are suitable merit functions. Here we use the`2 penalty function
where ¹¸1 is the penalty parameter. The corresponding lowdelity model of P is
Because the current demonstrations are single-discipline design problems with a small number of constraints, the following brief description of MAESTRO-AMMO is given for a single block of constraints. The version for multidisciplinary optimization or multiple blocks of constraints can be found elsewhere. 
Solve approximately to obtain s c k :
Update the penalty parameter ¹ k : Increase ¹ k , if necessary, so that the predicted reduction P.
In the basic MAESTRO approach, subproblems 1 and 2 are solved directly with Taylor-series models of c and f . The AMMO version replaces them with low-delity counterparts Q c and Q f that satisfy rst-order consistency (2). Subproblems 1 and 2 are now solved iteratively by conventional methods. MAESTRO-AMMO shares the global convergence properties of the underlying algorithm.
Implementing MAESTRO-AMMO is more laborious than the augmented Lagrangian AMMO. The bene ts are the expected greater ef ciency and its natural capability for multidisciplinary optimization problems with arbitrary couplings.
SQP-AMMO
The sequential quadratic programming (SQP) approach forms a popular class of nonlinear programming methods 15 . The SQP-AMMO shares the global convergence properties of the underlying SQP approach.
where E and I are the index sets of the equality and inequality constraints, respectively. Other choices of the merit function are possible. 16 SQP-AMMO models the merit function by SQP-AMMO has a number of bene ts. It is relatively easy to implement, and it converges very rapidly once it is near a solution. It handles the inequality constraints directly and enjoys the ef ciency of SQP methods. By choosing 1 k suf ciently large, the rst iteration yields solution of the low-delity optimization problem. This feature must be obtained by preprocessing in the other approaches. SQP-AMMO also allows for an easy incorporation of commercial software.
Computational Demonstrations
The computational demonstrations are intended to validate the concept of AMMO. The ability to maximize the use of low-delity, cheaper models, and thereby reduce the overall computational cost, will depend on the predictive qualities of the low-delity models. Even though the low-delity models may not be good approximators of the high-delity models for the purposes of analysis, they may possess suitable predictive properties for the purposes of optimization.
The computational tests include both the case when the relationship between the various levels of models is favorable and the case when it is not. The relationship is favorable when the low-delity models can provide a long sequence of steps with satisfactory directions of improvement for the high-delity merit function before the low-delity model has to be re-calibrated. The relationship is not favorable when the low-delity models do not satisfactorily capture the trends in the high-delity models on a signi cant portion of the feasible region.
AMMO approaches could suffer from an overreliance on the low-delity model if it does not adequately re ect the behavior of the higher-delity model adequately in a large region. In this case AMMO might take only a few steps using the low-delity information before having to resort to recalibrating the model. Thus, in the worst case AMMO reverts to conventional optimization with the high-delity models.
The tests described in this paper investigate variable-resolution modeling-that in which a single type of analysis, performed on a variety of related meshes, provides variable-delity models. In this case the ner the mesh, the higher the model delity (presumably) and the higher the computational expense. AMMO with variabledelity physics models is described elsewhere. 10 The initial experiments are conducted only with two design variables in order to visualize the progress of the algorithms easily and completely. For the purposes of understanding the problem, we generated enough data to construct graphical level sets of the objective and constraints; however, this information is not used (nor is it necessary) for any of the solution schemes.
The problems are rst solved in single-delity mode using conventional optimization methods, such as NPSOL 17 and PORT, 18 to obtain a baseline number of function evaluations or iterations to nd an optimum (The use of names of commercial software in this paper is for accurate reporting and does not constitute an of cial endorsement, either expressed or implied, of such products by NASA or ICASE.) The problems are then solved with AMMO adaptations of the conventional methods. We terminate the optimization algorithms when the norm of the projected gradient of the objective falls below 10
¡5 . In our computational study we use the following high-delity models: 1) Euler computational uid dynamics (CFD) analysis on a relatively ne mesh; 2) a synthetic analysis constructed from objective and constraint values from the high-delity Euler CFD analysis and two-dimensional, uniform, variation diminishing splines using PORT 18 ; 3) a synthetic analysis constructed from objective and constraint values from the high-delity Euler CFD analysis and kriging 19 ; and 4) a synthetic analysis constructed from objective and constraint values from the high-delity Euler CFD analysis and cubic polynomials, using the RSG software. 20 The low-delity models are obtained in a similar fashion, using Euler CFD analysis on a coarser mesh.
The synthetic analyses serve two purposes. First, they reduce the computational cost of experimentation. Second, they allow us to study the situation where the uncorrected low-delity model does not capture the high-delity trends very well. In particular, graphics will show that for the problems under study the objective and constraints obtained from the low-delity Euler CFD analysis capture the trends of the high-delity problem well. This is a most favorable situation for AMMO. Some of the synthetic analyses, on the other hand, allow us to investigate the adverse situation.
For all three AMMO approaches the consistency conditions were enforced via the¯-correction technique, which was found to provide an excellent correction strategy.
Performance is evaluated in terms of the absolute number of calls to the high-and low-delity function and sensitivity calculations and the number of "equivalent" high-delity computations. The latter are easily obtained because the CFD analysis codes use multigrid techniques, where this metric is commonly computed.
Finally, a conscious effort was made to implement AMMO in a straightforward manner, without any ne tuning, in order to obtain a proof of concept. As will be discussed later, signi cant improvements in ef ciency can likely be made.
Three-Dimensional Wing Problem Optimization Problem
The rst demonstration problem is a three-dimensional aerodynamic wing optimization. The wing consists of a single trapezoidal panel with a rounded tip. It is parameterized by 15 variables: ve of which describe the planform, ve of which describe the root section shape, and ve of which describe the tip section shape. The wing and some of the associated parameters are depicted in Fig. 2 The aerodynamic analysis code used for this study is CFL3D.ADII, 21 a version of CFL3D 22 obtained via automatic differentiation. The surface geometry was computed using RAPID. 23 The volume mesh and associated gradients needed for CFL3D are computed using a version of CSCMDO 24 generated by automatic differentiation.
The CFD analysis is performed on two meshes: 1) 97 £ 25 £ 17 (low delity), and 2) 193 £ 49 £ 33 (high delity). Because the analysis uses a multigrid solution process, the CPU time per analysis is essentially linear in the number of grid points, resulting in an eight-fold difference in execution time between adjacent levels of delity. On an Ultra 1 Sun workstation, a single CFD analysis on the 97 £ 25 £ 17 mesh takes eight minutes, and the 193 £ 49 £ 33 mesh analysis takes about an hour. The analysis residuals are converged to 10 ¡6 . Sensitivity calculations for the objective and constraints take roughly 6 1 2 times as long as the analysis. The sensitivity analysis residuals are converged to 10 ¡3 . Figure 3 depicts the level sets of the objective functions and active constraints obtained by performing analyses on the 193 £ 49 £ 33 and 97 £ 25 £ 17 meshes. The shaded regions are infeasible. The constraint C l is inactive at the solution and is not depicted. Solutions are marked by black squares. This problem has a favorable structure for AMMO: although the optima are at different locations, the low-delity and high-delity objectives and constraints have similar trends.
Numerical Results
For MAESTRO-AMMO testing was done with function values obtained directly from CFL3D.ADII. The analysis count was as follows. To obtain a solution on the low-delity mesh alone, using conventional MAESTRO required 17 function and 17 sensitivity calls. Solution with the high-delity mesh alone was attempted but not completed because of the expense of direct function and derivative evaluations. Given the similiarity of the level sets of the objective and constraints associated with the two meshes, we assume that conventional optimization on the high-delity mesh would take a similar number of iterations as that on the low-delity mesh. MAESTRO-AMMO required 18 low-delity functions, 18 low-delity sensitivities, seven high-delity functions, and seven high-delity sensitivities, for a total of 7 C 18 8 D 9 1 4 equivalent highdelity functions and as many sensitivities. Thus, the increase in ef ciency is approximately two-fold. Figures 4-6 show the resulting level sets for the objective and active constraints obtained from the synthetic analyses based on the same CFL3D. ADII data used to generate Fig. 3 . The low-delity synthetic polynomial analysis is not a good approximation to the high-delity synthetic polynomial analysis, as Fig. 6 demonstrates. Thus, the synthetic spline and kriging analyses manifest the situation in which the relationship between the high-and low-delity approximations is favorable, whereas the synthetic polynomial analysis, the situation when the relationship is not as favorable.
The augmented Lagrangian AMMO was tested with a synthetic kriging analysis. The conventional augmented Lagrangian algorithm required 37 evaluations of the high-delity objective and constraints and 27 evaluations of the high-delity objective and constraint sensitivities. The augmented Lagrangian AMMO required six evaluations of the high-delity objective and constraints, six evaluations of the high-delity objective and constraint sensitivities, 51 evaluations of the low-delity objective and constraints, and 36 evaluations of the low-delity objective and constraint sensitivities. Because the low-delity analyses take 1 8 of the time of the high-delity analyses, the augmented Lagrangian required the equivalent work of 6 C 51 8 D 12 3 8 evaluations of the high-delity objective and constraints and 6 C evaluations of the high-delity objective and constraint sensitivities.
The SQP-AMMO approach yielded similar improvements in performance. Conventional SQP, applied to the synthetic cubic polynomial analysis, required 31 high-delity functions and 31 highdelity sensitivities. SQP-AMMO required four high-delity functions and 51 low-delity functions, for a total of 4 C 51 8 D 10 3 8 equivalent high-delity functions, and as many sensitivities. In the case of the synthetic spline analysis, conventional SQP required 21 high-delity functions and as many sensitivities. SQP-AMMO required four high-delity functions, four high-delity sensitivities, 28 low-delity analyses, and 28 low-delity sensitivities, for a total of 4 C 28 8 D 7 1 2 equivalent high-delity function evaluations and as many sensitivities. All three AMMO algorithms produced consistent improvements in ef ciency compared to conventional versions of the same algorithms. Improvements in ef ciency are summarized in Table 1 . We compare the costs of conventional optimization using a single model to that of optimization using AMMO. The entries in the table have the form "A/B", where A is the ratio of the numbers of the objective and constraint evaluations and B is the ratio of the numbers of sensitivity evaluations.
We should emphasize that the amount of improvement as a result of AMMO cannot be predicted a priori. The only theoretical guarantee is the global convergence to a high-delity stationary point.
Two-Dimensional Airfoil Problem Optimization Problem
The objective function is again ¡C L =C D , and the single nonlinear constraint is on C M . Figure 7 depicts the two design variables, Figure 9 depicts the level sets of the corresponding synthetic spline analyses. This problem's structure is favorable for AMMO: while the optima are at different locations, the low-delity objective and constraint exhibit the same general trends as their high-delity counterparts.
The time per analysis on the 257 £ 65 mesh is approximately four times the analysis time on the 129 £ 33 mesh. On an SGI Octane workstation the actual CPU times are approximately 8 and 2 min, respectively, iterating from freestream conditions. Onehundred multigrid iterations were done to converge each analysis; no other stopping convergence criterion was available in FLOMG.
Numerical Results
Again, AMMO consistently yielded improvements in ef ciency compared to conventional versions of the same algorithms. However, the gains in relative ef ciency are somewhat smaller (though still very good) than those observed for the three-dimensional wing problem because the relative costs of the low-and high-delity calculations are smaller for the two-dimensional calculations. In tests done directly with FLOMG, MAESTRO required 34 evaluations of the objective and constraints and their sensitivities on the high-delity mesh. MAESTRO-AMMO required 20 evaluations of the objective and constraints and their sensitivities on the low-delity mesh and nine evaluations of the objective and constraints and their sensitivities on the high-delity mesh. A comparison is made by considering that 20 evaluations on the 129 £ 33 mesh are equivalent to ve evaluations on the 257 £ 65 mesh. Therefore, MAESTRO-AMMO took 14 equivalent high-delity function and sensitivity evaluations. MAESTRO-AMMO took fewer iterations to nd an answer than did conventional MAESTRO with the high-delity model. This result may appear surprising, but can be attributed to the fact that MAESTRO-AMMO took a different path through the design space.
The augmented Lagrangian AMMO was tested with a synthetic spline analysis. The conventional augmented Lagrangian algorithm (using analytical derivatives) required 58 evaluations of the high-delity objective and constraints and 21 evaluations of the high-delity objective and constraint sensitivities. The augmented Lagrangian AMMO required six evaluations of the high-delity objective and constraints, six evaluations of the high-delity objective and constraint sensitivities, 50 evaluations of the low-delity objective and constraints, and 30 evaluations of the low-delity objective and constraint sensitivities. Because the low-delity analyses take 1 4 of the time of the high-delity analyses, the augmented Lagrangian AMMO required the equivalent work of 6 C 50 4 D 18 1 2 evaluations of the high-delity objective and constraints, and 6 C 30 4 D 13 1 2 evaluations of the high-delity objective and constraint sensitivities. These numbers indicate approximately three-fold improvement in the number of equivalent evaluations.
SQP-AMMO yielded similar improvements in performance. Conventional SQP applied to the synthetic spline analysis required 19 high-delity function and sensitivity calls each. SQP-AMMO equivalent highdelity analyses. The two-dimensional airfoil optimization results are summarized in Table 2 ; the entries have the same meaning as in Table 1 .
Conclusions
In the experiments discussed here AMMO yielded about a threefold improvement in computational cost for the three-dimensional wing design problem and a two-fold improvement for the twodimensional airfoil problem. We believe that greater improvements can be achieved. No ne tuning of the AMMO approaches was done, and there is room for improvement in the interaction among all the pieces. In particular, currently the inner subproblem of minimizing the low-delity model is probably being solved to an unnecessarily high degree of accuracy. Because the analysis of the algorithms requires the subproblem solution to proceed only as far as needed to ensure suf cient predicted improvement in the merit function of the high-delity problem, the subproblems are almost certainly being oversolved in some instances. In the examples presented here, the relative cost of the low-delity analysis was not inconsequential compared to that of the high-delity analysis. In this situation, the ef ciency of AMMO can be improved if it is determined how to terminate the inner subproblem as soon as it produces the necessary decrease.
The ef cacy of AMMO depends on the ability of the low-delity model to predict the trends in the high-delity model. We found that even when this prediction was not favorable, as in the case of the synthetic cubic polynomial analysis, the¯correction proved effective in adjusting the low-delity model to follow the highdelity trends. Although these initial experiments are promising, much work remains on further details of the implementation, as well as conclusions and practical guidance for using AMMO. As already mentioned, one question is that of the proper amount of optimization in the AMMO subproblems and the consequences for overall efciency. The relative ef ciency of AMMOs based on different underlying optimization algorithms is also of interest. At this point SQP-AMMO is the most promising for single discipline problems and for problem formulations that rely on multidisciplinary analysis. A variant of the augmented Lagrangian approach may have merit in the multidisciplinary setting as well. The MAESTRO approach is also promising for multidisciplinary problems. The AMMO idea will also be applied to a broader class of problems and variabledelity models. In particular, AMMO with variable delity physics models presents an intriguing line of inquiry. 10 
