This paper examines the susceptibility of a dictation system to various types of mismatches between the training and testing conditions. With these experiments we intend to find the best training configuration for the system and also to evaluate the efficiency of the speaker adaptation algorithm we use. The paper first presents the components of the dictation system, and then describes a set of training and recognition experiments where we vary the microphones and create gender-dependent and speakerdependent models. In each case we examine how much the recognition performance can be improved further by speaker adaptation. We conclude that the best and most reliable scores can be obtained by using gender-dependent phone models in combination with speaker adaptation. Speaker adaptation results in great improvements in almost every case. However, our results do not confirm the assumption that the use of one microphone is better than the use of several.
Introduction
There is common agreement in the speech recognition society that "there is no data like more data". That is, theoretically, the easiest and safest way of increasing the robustness of a speech recognition system is to collect training data from all possible test conditions. In practice, however, the variability of speech samples due to the differences among speakers, environments, recording conditions and so on is so large that it is impossible to cover every single combination. Hence, on one hand the limited amount of training data has to be designed and selected carefully. On the other hand, such methods as data normalization and adaptation may bring significant improvements in the system's performance. In this paper we first describe the building blocks of a Hungarian medical dictation system, and then present a set of experiments we conducted in order to find the best training configuration of the system and in particular to see how much improvement can be obtained by speaker adaptation.
The experiments presented here were all performed within the framework of a medical dictation project. This project was initiated by two university departments with financial support from a national fund, and its main goal was to create the first Hungarian continuous dictation system. In the first part of the paper we explain the motivations behind the project, and then we describe all the modules of our system-the acoustic model, the language model, the user interface and the adaptation algorithm-in detail. In the experimental part we try to find the optimal training configuration for the system. For this we examine whether a significant increase in performance can be obtained by insisting on employing one specific microphone during both training and testing, instead of allowing the usage of various microphones with supposedly quite different transfer characteristics. We also evaluate the system's behavior after training separate, gender-specific phone models for the male and female speakers.
In the past few years our team has participated in several Hungarian speech recognition projects, but in these experiments we have so far focused only on building speaker independent models. In the framework of the medical dictation project we came to realize that in the medical report dictation task our speaker-independent models do not perform well enough. Since this task allows the application of speaker adaptation during recognition, our other main goal with the experiments described here was to examine how much the performance of our system could be improved by applying adaptation techniques to our speaker independent models. For this purpose we applied speaker adaptation after the baseline tests in each training situation to see whether it could bring further improvements. Finally, we also performed a speakerdependent training experiment where we trained the model on the voice of one speaker and then adapted it to the voice of another. We think that such an experiment can show most clearly how useful speaker adaptation can be.
The Hungarian medical dictation project
At the present time there exists no general-purpose large vocabulary continuous speech recognizer (LVCSR) for the Hungarian language. Among the university publications even papers that deal with continuous speech recognition are hard to find, and these present results for restricted vocabularies only (Szarvas and Furui 2002) . Although on the industrial side Philips have adapted its SpeechMagic system to two special domains in Hungarian, it is sold at a price that is affordable for only the largest institutes (Medisoft 2004) . The experts usually mention two reasons for the lack of Hungarian LVCSR systems. First, there are no sufficiently large, publicly available speech databases that would allow the training of reliable phone models. The second reason is the difficulties of language modeling due to the highly agglutinative nature of Hungarian.
In 2004 the Research Group on Artificial Intelligence of the University of Szeged and the Laboratory of Speech Acoustics of the Budapest University of Technology and Economics started a project with the aim of collecting and/or creating the basic resources needed for the construction of a continuous dictation system. The project lasted for three years (2004) (2005) (2006) , and was financially supported by the national fund IKTA-056/2003. As regards acoustic modeling, the project included the collection and annotation of a large speech corpus of phonetically rich sentences. For language modeling, we restricted the target domain to the dictation of certain types of medical reports. Although this clearly led to a significant reduction compared to the original, general dictation task, we chose this application area with the intent of assessing the capabilities of our acoustic and language modeling technologies. Depending on the findings, later we hope to extend the system to more general dictation domains. This is why the language resources were chosen to be domain-specific, while the acoustic database contains quite general, domain-independent recordings.
Although both participating teams used the same speech database to train their acoustic models, they focused on two different dictation tasks and experimented with their own acoustic and language modeling technologies. Our team in Szeged focused on the task of the dictation of thyroid scintigraphy medical reports, while the Budapest team dealt with gastroenterology reports. This paper describes the recognition system and development efforts of the Szeged team only.
Components of the medical dictation system

Acoustic modeling
Hungarian is a Finno-Ugric language, so it is one of the few modern European languages that do not belong to the Indo-European language family. Owing to this, there are several significant differences between the phonetics of Hungarian and English (Szende 1999). Their consonant sets are relatively similar, the biggest mismatches being the dental fricatives of English and the palatal affricates of Hungarian, which
