A non-backtracking walk on a graph is a directed path such that no edge is the inverse of its preceding edge. The nonbacktracking matrix of a graph is indexed by its directed edges and can be used to count non-backtracking walks of a given length. It has been used recently in the context of community detection and has appeared previously in connection with the Ihara zeta function and in some generalizations of Ramanujan graphs. In this work, we study the largest eigenvalues of the non-backtracking matrix of the Erdős-Rényi random graph and of the Stochastic Block Model in the regime where the number of edges is proportional to the number of vertices. Our results confirm the "spectral redemption conjecture" that community detection can be made on the basis of the leading eigenvectors above the feasibility threshold.
I. INTRODUCTION
Given a finite (simple, non-oriented) graph G = (V, E), several matrices of interest can be associated to G, besides its adjacency matrix A = (1 I {u,v}∈E ) u,v∈V . In this work we are interested in the so-called non-backtracking matrix of G, denoted by B. It is indexed by the set E = {(u, v) : {u, v} ∈ E} of oriented edges in E and defined by B ef = 1 I(e 2 = f 1 )1 I(e 1 = f 2 ) = 1 I(e 2 = f 1 )1 I(e = f −1 ), where for any e = (u, v) ∈ E, we set e 1 = u, e 2 = v, e −1 = (v, u). This matrix was introduced by Hashimoto [1] . A non-backtracking walk is a directed path of directed edges of G such that no edge is the inverse of its preceding edge. It is easily seen that for any k ≥ 1, B k ef counts the number of non-backtracking walks of k + 1 edges on G starting with e and ending with f .
Our focus is the spectrum of B, referred to in the sequel as the non-backtracking spectrum of G, when G is a sparse random graph. Specifically we shall characterize the asymptotic behavior of the leading eigenvalues and associated eigenvectors in the non-backtracking spectrum of sparse random graphs in the limit n → ∞ where n = |V |.
The random graphs we consider are drawn according to the Stochastic Block Model, a generalization of Erdős-Rényi graphs due to Holland et al. [2] . In this model nodes v ∈ V are partitioned into r groups. We focus on the sparse case: an edge between two nodes u, v is drawn with probability W (σ(u), σ(v))/n, where σ(u) ∈ [r] denotes the group node u belongs to. Thus when the r × r matrix W is fixed the expected node degrees remain of order 1 as n → ∞. We focus moreover on instances where the fraction of nodes in group i converges to a limit π(i) as n → ∞.
An informal statement of our results for eigenvalues is as follows. Let G be drawn according to a Stochastic Block Model with fixed number r of node groups such that all nodes have same fixed expected degree α > 1. Let μ 1 , . . . , μ r denote the leading eigenvalues of the expected adjacency matrixĀ := E(A), ordered so that μ 1 = α ≥ |μ 2 | ≥ . . . ≥ |μ r |. Let r 0 ≤ r be such that |μ r0+1 | ≤ √ α < |μ r0 |. Then the r 0 leading eigenvalues of B are asymptotic to μ 1 ,. . . ,μ r0 , the remaining eigenvalues λ satisfying |λ| ≤ (1 + o(1)) √ α.
Community detection
Our primary motivation stems from the problem of community detection, namely: how to estimate a clustering of graph nodes into groups close to the underlying blocks, based on the observation of such a random graph G? Decelle et al. [3] conjectured a phase transition phenomenon on detectability, namely: the underlying block structure could be detected if and only if |μ 2 | > √ α. In the case of two communities with roughly equal sizes (π(1) = π(2) = 1/2) and symmetric matrix W , the negative part (impossibility of detection when |μ 2 | ≤ √ α) was proven by Mossel et al [4] . As for the positive part (feasibility of detection when |μ 2 | > √ α), it was conjectured in [3] that the so-called belief propagation algorithm would succeed. Krzakala et al. [5] then made their so-called "spectral redemption conjecture" according to which detection based on the second eigenvector of the non-backtracking matrix B would succeed for the case of two communities. Recently a variant of the spectral redemption conjecture was proven by Massoulié [6] : the spectrum of a matrix counting self-avoiding paths in G allows us to detect communities through thresholding of the second eigenvector. More recently and independently of [6] , an alternative proof of the positive part of the conjecture in [3] was given by Mossel et al. [7] , based on an elaborate construction involving countings of non-backtracking paths in G.
The two approaches of [6] and [7] to proving the positive part of the conjecture in [3] , while both relying ultimately on properties of specific path counts, differ however in the following respects. The method in [6] relies on a clear spectral separation property but its implementation is computationally expensive, as the counts of self-avoiding walks it relies upon take super-linear (though polynomial) time. The method in [7] is computationally efficient as it runs in quasi-linear time, but the proof does not establish a spectral separation property. The other two methods conjectured to achieve successful reconstruction, namely belief propagation and analysis of non-backtracking spectrum, are computationally efficient and they are motivated by a clear intuition as described in the spectral redemption conjecture. In particular the spectral algorithm in [5] has O(n log n) running time with a small constant in the O and an efficient implementation.
Our present work proves the spectral redemption conjecture. More generally by characterizing all the leading eigenelements it determines the limits of community detection based on the non-backtracking spectrum in the presence of an arbitrary number of communities.
Weak Ramanujan property
Our result also has an interpretation from the standpoint of Ramanujan graphs, introduced by Lubotzky et al. [8] (see Murty [9] for a recent survey). These are by definition k-regular graphs such that the second largest modulus of its eigenvalues is at most 2 √ k − 1. By a result of Alon and Boppana (see [10] ) for fixed k, k-regular graphs on n nodes must have their second largest eigenvalue at least 2 √ k − 1 − o(1) as n → ∞. Hence Ramanujan graphs are regular graphs with maximal spectral gap between the first and second eigenvalue moduli. A celebrated result of Friedman [11] states that random k-regular graphs achieve this lower bound with high probability as their number of nodes n goes to infinity.
Lubotzky [12] has proposed an extension of the definition of Ramanujan graphs to the non-regular case. Specifically, G is Ramanujan according to this definition if and only if
where A is the adjacency matrix of G, ρ its spectral radius, and σ the spectral radius of the adjacency operator on the universal covering tree of G.
Using the analogy between the Ihara zeta function and the Riemann zeta function, Stark and Terras (see [13] ) have defined a graph to satisfy the graph Riemann hypothesis if its non-backtracking matrix B has no eigenvalues λ such that
where ρ B is the Perron-Frobenius eigenvalue of B. Interestingly, a regular graph G is Ramanujan if and only if it satisfies the graph Riemann hypothesis (see [9] and [13] ). Thus the graph Riemann hypothesis can also be seen as a generalization of the notion of Ramanujan graphs to the non-regular case, phrased in terms of non-backtracking spectra rather than on spectra of universal covers as in the definition of Lubotzky [12] .
Our results imply that for fixed α > 1, Erdős-Rényi graphs G(n, α/n) have an associated non-backtracking matrix B such that ρ B ∼ α and all its other eigenvalues λ verify |λ| ≤ √ α + o(1) with high probability as n → ∞. In this sense, Erdős-Rényi graphs asymptotically satisfy the graph Riemann hypothesis, which itself is a plausible extension of the notion of Ramanujan graphs to the non-regular case. This may be seen as an analogue of Friedman's Theorem [11] in the context of Erdős-Rényi graphs. Similarly, for the Stochastic Block Model, our main result is analogous to recent results on the eigenvalues of random n-lifts of base graphs, see [14] , [15] . Interestingly, in [15] , the methods developed in the present paper are adapted to lead to a new and simpler proof of Friedman's Theorem and its extensions to random n-lifts. The random graphs studied here will require a more delicate analysis.
II. MAIN RESULTS
We now state our results on the non-backtracking spectra of Erdős-Rényi graphs first, and Stochastic Block Models next.
A. Erdős-Rényi graphs
Let the vector χ on R E be defined as χ(e) = 1, e ∈ E. The Euclidean norm of a vector x ∈ R d will be denoted by x . We have the following theorem. Theorem 1. Let G be an Erdős-Rényi graph with parameters (n, α/n) for some fixed parameter α > 1. Then, with probability tending to 1 as n → ∞, the eigenvalues λ i (B) of its non-backtracking matrix B satisfy
Moreover the normalized Perron-Frobenius eigenvector associated to λ 1 (B) is asymptotically aligned with
where ∼ κ log α n for any 0 < κ < 1/6. Theorem 1 is illustrated by Figure 1 . We conjecture that the lower bound Figure 1 .
B. Stochastic Block Model
where the number of types r is assumed fixed and the map σ n :
for some probability vector π = (π(1), · · · , π(r)). For ease of notation, we often write σ in place of σ n . Given a symmetric r × r matrix with non-negative entries W we assume that there is an edge between vertices u and v independently with probability W (σ(u), σ(v)) n ∧ 1.
We set Π = diag(π(1), . . . , π(r)) and introduce the mean progeny matrix M = ΠW . Note that the eigenvalues of M are the same as the ones of the symmetric matrix S = Π 1/2 W Π 1/2 and in particular are real-valued. They are also the same as the non-zero eigenvalues of the expected adjacency matrixĀ := E(A) conditioned on the vertex types. We denote them by μ k and order them by their absolute value, |μ r | ≤ · · · ≤ |μ 2 | ≤ μ 1 . We shall make the following assumptions:
i.e. for some integer k ≥ 1, M k has positive coefficients. In particular, μ 1 > max k≥2 |μ k | is the Perron-Frobenius eigenvalue. It implies notably that for all i ∈ [r], π(i) > 0. We define r 0 by
be an orthonormal basis of eigenvectors of S such that Su i = μ i u i . Then φ i := Π −1/2 u i and ψ i = Π 1/2 u i are the left and right-eigenvectors associated
where x, y π = k π(k)x k y k denotes the usual inner product in 2 (π). The following spectral decompositions will also be useful
where the second identity comes from ψ k = Πφ k and W = Π −1 M . We will make the further assumption that each vertex type has the same asymptotic average degree α > 1, i.e.,
This entails that M * /α is a stochastic matrix and we then have
We will also assume that a quantitative version of (1) holds, namely that for some γ ∈ (0, 1],
The random graph G is usually called the stochastic block model (SBM for short) or inhomogeneous random graph, see Bollobás, Janson and Riordan [16] and Holland, Laskey and Leinhardt [2] . A popular case is when the map σ is itself random and σ(v) are i.i.d. with distribution (π(1), · · · , π(r)). In this case, with probability one, condition (7) is met for any γ < 1/2.
In the symmetric case, π(i) = 1/2 and
In particular,
Our main result is the following generalization of Theorem 1.
Theorem 2. Let G be a SBM as above such that hypotheses (2, 5, 7) hold. Then with probability tending to 1 as n → ∞,
where ∼ κ log α n for any 0 < κ < γ/6. Finally, the vectors ξ k of these simple eigenvalues are asymptotically orthogonal.
It follows from this result that a non-trivial estimation of the node types σ(v) is feasible on the basis of the eigenvectors {ξ k } 2≤k≤r0 provided r 0 > 1. More precisely, for vertex type estimatorsσ(v) : [n] → [r] based on the observed random graph G, following Decelle et al. [3] , define the overlap ov(σ, σ) as the minimum over permutations p :
π(k).
We shall say thatσ has asymptotic overlap δ if ov(σ, σ) converges in probability to δ as n grows. It has asymptotic positive overlap if for some δ > 0, ov(σ, σ) > δ with probability tending to 1 as n grows. Note that an asymptotic overlap of zero is always achievable by assigning to each vertex the type k * that maximizes π(k). In the case where all communities have asymptotically the same size, i.e. π(i) ≡ 1/r, zero overlap is also achieved by assigning types at random.
As conjectured in [3] and proven in [7] , in the setup of Example 1 with 2 communities of equal size, the best possible overlap is o(1) with high probability when r 0 = 1, i.e. when μ 2 ≤ √ μ 1 . Conversely, adapting the argument in [6] , when r 0 > 1, we have the following Theorem 3. Let G be an SBM as above such that hypotheses (2, 5, 7) hold. Assume further that π(i) ≡ 1/r, that r 0 > 1 and that for some k ∈ {2, . . . , r 0 }, μ k is a simple eigenvalue of M . Let ξ k ∈ R E be a normalized eigenvector of B associated with λ k (B) .
Then, there exists a deterministic threshold τ ∈ R, a partition (I + , I − ) of [r] and a random signing ω ∈ {−1, 1} V dependent of ξ k such that the following estimation procedure yields asymptotically positive overlap: assign to each vertex v a labelσ(v) picked uniformly at random from I + if ω(v) e:e2=v ξ k (e) > τ/ √ n and from I − otherwise.
The reason for the existence of the signing ω ∈ {−1, 1} V in the above statement is that we do not know a priori whether the vector ξ k or −ξ k is asymptotically close to (10) . In the simplest case, we will be able to estimate this sign and the vector ω will be equal to −1 I or 1 I and
III. ERDŐS-RÉNYI GRAPH: PROOF STRATEGY FOR THEOREM 1
We now give a sketch of the proof for Theorem 1 and will explain how to adapt the argument for the stochastic block model in Section IV. We refer to [17] for all details and proofs.
We start with an important remark: despite B not being a normal matrix, it contains some symmetry. More precisely, we observe that (B * ) ef = B fe = B e −1 f −1 . Recall that for all x ∈ R E we define:
It is then easy to check that for x, y ∈ R E and integer k ≥ 0,
In other words, if P denotes the involution on R E , P x =x, we have for any integer k ≥ 0,
Hence B k P is a symmetric matrix. If (σ j,k ), 1 ≤ j ≤ m, are the eigenvalues of B k P and (x j,k ), 1 ≤ j ≤ m, is an orthonormal basis of eigenvectors, we deduce that
We order the eigenvalues,
From Perron-Frobenius theorem, x 1,k can be chosen to have non-negative entries. Since P is an orthogonal matrix, (x j,k ), 1 ≤ j ≤ m, is also an orthonormal basis of R E . In particular, (13) gives the singular value decomposition of B k . Indeed, if s j,k = |σ j,k | and y j,k = sign(σ j,k )x j,k , we get
This is precisely the singular value decomposition of B k . For example, for k = 1, it is a simple exercise to compute (σ j,1 ) 1≤j≤m . We find that the eigenvalues of BP are (deg(v) − 1), 1 ≤ v ≤ n, and −1 with multiplicity m − n. In particular, the singular values of B contain only information on the degree sequence of the underlying graph G as noted in [5] .
For large k however, we may expect that the decomposition (13) carries more structural information on the graph. This will be the underlying principle in the proof of our main results. For the moment, we simply note the following. Assume that B is irreducible. From the Perron-Frobenius theorem, if ξ is the Perron eigenvector of B, ξ = 1, then for any n fixed, 
A quantitative version of the above limits is given in Section 4 of [17] as an extension of the Bauer-Fike theorem. Another consequence of (13) is that, for i = j, x i,k andx j,k should be nearly orthogonal if these vectors converge as k → ∞. Indeed, a heuristic computation gives
We will exploit this general phenomenon in the proof of our main results as explained below.
In what follows, we consider a sequence = (n) ∼ κ log α n for some κ ∈ (0, 1/6) as in Theorem 1. Let
(if θ = 0, we set ζ = 0). The proof relies on the following two propositions.
Let us check that the last two propositions 4 and 5 imply Theorem 1 . Let R = B − θζφ * and y ∈ R E with y = 1. We write y = sφ + x with x ∈φ ⊥ and s ∈ R. We find
Hence, Proposition 5 implies that w.h.p.
We may now apply the Bauer-Fike theorem. If λ i = λ i (B), we find that w.h.p.
This concludes the proof of Theorem 1. Proposition 4 will follow from a local analysis. Namely the statistics of node neighborhoods up to distance in the original random graph will be related by coupling to a Galton-Watson branching process; relevant properties of the corresponding Galton-Watson process will be established; finally we shall deduce weak laws of large numbers for the -neighborhoods of the random graph from the estimations performed on the branching process combined with some asymptotic decorrelation property between distinct node neighborhoods. This is done in Section 9 of [17] which contains a proof of Proposition 4.
The proof of Proposition 5 relies crucially on a matrix expansion given in Proposition 6, which extends the argument introduced in [6] for matrices counting self-avoiding walks to the present setup where non-backtracking walks instead are considered. We now introduce some notation to state it.
A. Matrix expansion for B
For convenience we extend matrix B and vector χ to
is the set of directed edges of the complete graph. We set for all e, f ∈ R E(V ) , χ(e) = 1 and
where A is the graph's adjacency matrix. For integer k ≥ 1, e, f ∈ E(V ), we define Γ k ef as the set of non-backtracking walks γ = (γ 0 , . . . , γ k ) of length k starting from (γ 0 , γ 1 ) = e and ending at (γ k−1 , γ k ) = f in the complete graph on the vertex set V . We have that
We associate to each walk γ = (γ 0 , . . . , γ k ), a graph G(γ) = (V (γ), E(γ)) with vertex set V (γ) = {γ i , 0 ≤ i ≤ k} and edge set E(γ) the set of distinct visited edges {γ i , γ i+1 }, 0 ≤ i ≤ k − 1. Following [7] , we say that a graph H is tangle-free (or -tangle free to make the dependence in explicit) if every neighborhood of radius in H contains at most one cycle.
Otherwise, H is said to be tangled. We say that γ is tangle-free or tangled if G(γ) is. Obviously, if G is tangle-free and
The matrix Δ (k) can be thought of as an attempt to center the non-backtracking matrix B k when the underlying graph is tangle-free. We use the convention that a product over an empty set is equal to 1. We also set
Notably, B (0) is the projection on E. We have the following telescopic sum decomposition.
Indeed,
x s .
We denote by K the non-backtracking matrix of the complete graph on V . For 0 ≤ t ≤ , we define R
ef is the set of non-backtracking tangled paths γ = (γ 0 , . . . , γ +1 ) = (γ , γ ) ∈ Γ +1 ef with γ = (γ 0 , . . . , γ t ) ∈ F t eg , γ = (γ t+1 , . . . , γ +1 ) ∈ F −t g f for some g, g ∈ E(V ). For t = 0, F +1 0,ef is the set of non-backtracking tangled paths γ = (γ , γ ) with γ = e 1 , γ = (γ 1 , . . . , γ +1 ) ∈ F g f for some g ∈ E(V ) (necessarily g 1 = e 2 ). Similarly, for t = , F +1 ,ef is the set of non-backtracking tangled paths γ = (γ 0 , . . . , γ +1 ) = (γ , γ ) with γ = f 2 , γ = (γ 0 , . . . , γ ) ∈ F eg for some g ∈ E(V ) (necessarily g 2 = f 1 ).
We define L = K 2 − χχ * , (L is nearly the orthogonal projection of K 2 on χ ⊥ ). We further denote for −1) . A simple argument then gives: Proposition 6. With the above notations matrix B ( ) admits the following expansion
If G is tangle-free, for any normed vector
(20)
B. Proof of Proposition 5
The following proposition is established in Section 6 of [17] using path counting combinatorial arguments.
Proposition 7. Let ∼ κ log α n with κ ∈ (0, 1/6). With high probability, the following norm bounds hold for all k, 0 ≤ k ≤ :
and the following bound holds for all k, 1 ≤ k ≤ − 1:
Together with Propositions 6 and 7, we shall also need the next two results, established by local analysis in Section 9 of [17] .
For the Erdős-Rényi graph, we have:
We now have all the ingredients necessary to prove Proposition 5. In view of Lemma 8, we may use the bound (20) of Proposition 6 and take the supremum over of all x, x = 1, φ, x = χ, B x = 0. By the norm bounds (21)-(23)-(25) of Proposition 7, w.h.p.
Also, from (12) , sinceχ = χ,
Hence, from Proposition 9 and norm bound (22), w.h.p.
It remains to use norm bound (24) to deal with the term KB ( −1) /n in (20) to conclude the proof of Proposition 5.
IV. STOCHASTIC BLOCK MODEL: PROOF STRATEGY FOR THEOREM 2
In this section, we give a high level overview of the proof structure in the case of the stochastic block model. We refer to [17] for all details and proofs.
As in the Erdős-Rényi case, we use perturbation theory of linear operator: we apply an extension of the Bauer-Fike theorem to B k for a sufficient large k. The main intuition is that starting with a vector correlated with a particular eigenvector and iterating powers of the matrix will give a vector quite close to the actual eigenvector. Further, if the eigenvectors are orthogonal this can be done simultaneously for all vectors. In our case, the candidate eigenvectors are the extensions χ k of the eigenvectors φ k of the progeny matrix M . Note that:
where the last equality follows from (3).
More precisely, let = (n) ∼ κ log α n for some κ ∈ (0, γ/6) as in Theorem 2. Recalling the definition (8) of vector χ k , we further introduce for all k ∈ [r]:
(in the above, if θ k = 0, we set ζ k = 0). We also define
The generalization of propositions 4 and 5 are now:
Proposition 10 will follow from the local analysis done in Section 9 of [17] . The next Proposition will be established in Section 10 of [17] using a matrix expansion together with norm bounds derived by combinatorial arguments parallel to the proof of Proposition 5 for the Erdős-Rényi graph.
We now check that the two preceding propositions imply Theorem 2. We consider (φ 1 , · · · ,φ r ) obtained by the Gram-Schmidt orthonormalization of (φ 1 , · · · ,φ r ). By Proposition 10(iv), w.h.p. r = r and for all k ∈ [r],
Similarly, for k ∈ [r 0 ], we denote byζ k the orthogonal projection of ζ k on the orthogonal of the vector space spanned byφ j , j ∈ [r 0 ], j = k andζ j , j < k. We setζ k =ζ k / ζ k . From Proposition 10(v)-(vi), we find w.h.p. for k ∈ [r 0 ],
We then set
Since φ k −φ k = o(1), from Proposition 10(i)-(iii), we find by induction on k ∈ [r], w.h.p. for all k ∈ [r],
Consequently, from Proposition 11, we have w.h.p.
In particular, since D 0φk = θ kζk = B φ k + θ k (ζ k − ζ k ), we get for k ∈ [r 0 ],
= O((log n) c α 7 /2 n −γ/2 ).
We have α 7 /2 n −γ/2 = n 7κ/2+o(1)−γ/2 . Since 0 < κ < γ/6, 7κ/2 − γ/2 < κ/2, we thus obtain, if P 0 is the orthogonal projection of H 0 = span(φ k , k ∈ [r 0 ]),
We also set D 1 = B P 1 where P 1 is the orthogonal projection of We are now in position to apply the Bauer-Fike theorem (see Proposition 8 in [17] ). From (28), the statement of Proposition 10(ii) also holds with ζ k replaced byζ k . It readily implies Theorem 2.
The community detection algorithm is essentially the same as in [6] . To make the argument more transparent, let's assume that we have obtained estimates of the eigendecomposition of the expected adjacency matrix E(A). Using the membership matrix Z ∈ {0, 1} n×r , where Z u, = 1 I(σ(u) = ), we can write:
Note that 1 n Zφ k , Zφ j = φ k Πφ * j = δ kj by (3). The vector Zφ k is constant within each class and further 1, Zφ k = 0 for k = 1 by (6). Hence, Zφ k will have both positive and negative coordinates. Let I + be the indices of Zφ k with positive and respectively I − the indices with negative coordinates, then partitioning the subset of vertices with coordinates in I + and I − respectively allows us to identify a sub-partition of the true assignment. Thus, if one recover a vector that is 'aligned' with one of the eigenvector Zφ k with k = 1, then it is possible to recover an assignment that is correlated with the true assignment. The same reasoning is applied to the eigenvector of the non-backtracking matrix after averaging for each vertex over all incident edges.
