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Entangled multi-photon states have the potential to provide improved measurement accuracy, but
are sensitive to photon loss. It is possible to calculate ideal loss-resistant states that maximize the
Fisher information, but it is unclear how these could be experimentally generated. Here we propose
a set of states that can be obtained by processing the output from parametric down-conversion.
Although these states are not optimal, they provide performance very close to that of optimal states
for a range of parameters. Moreover, we show how to use sequences of such states in order to
obtain an unambiguous phase measurement that beats the standard quantum limit. We consider
the optimization of parameters in order to minimize the final phase variance, and find that the
optimum parameters are different from those that maximize the Fisher information.
PACS numbers: 42.50.Dv,42.50.St,42.65.Lm,03.65.Yz
I. INTRODUCTION
Precision measurement is vital to many areas of sci-
ence and technology, and the most accurate measurement
techniques are typically based on interferometry. The
most accurate distance measurements are used in gravi-
tational wave detectors, where advances in accuracy pro-
vide an entirely new way of observing the universe [1].
Quantum mechanics imposes limits on the possible ac-
curacy, but by taking advantage of the exotic features
of quantum mechanics it is possible to obtain far better
accuracy than would otherwise be possible [2–5].
In particular, in optical interferometers one could use
an effectively classical approach, where the photons are
independent of each other. Using N independent pho-
tons, the phase uncertainty scales as 1/
√
N – a scaling
known as the standard quantum limit (SQL). The SQL
can be beaten using nonclassical states where the pho-
tons are correlated; for example by using squeezed states
[2] or two-mode entangled states [6]. This leads to an
ultimate limit of 1/N for the phase uncertainty, often
called the Heisenberg limit [3, 7–11].
One particular type of nonclassical state that
has been widely considered is the NOON state
(|N, 0〉+ |0, N〉) /√2 [12–14]. These states give Heisen-
berg scaling for the phase uncertainty, in the sense that
they give phase information on a scale of 1/N . However,
the phase information obtained is highly ambiguous, and
additional phase information is needed to resolve this
ambiguity. This can be achieved, for example, by us-
ing sequences of NOON states with different values of N
[15–18].
NOON states are also highly sensitive to photon loss
[19]; loss of even one photon destroys all phase informa-
tion. On the other hand, combining single photon states
with low-photon-number NOON states can beat the SQL
in the presence of loss [20]. More generally, one can con-
sider states that are optimized to be robust to photon
loss [21–24]. Nevertheless, even using optimized states,
when there is photon loss the lower limit to the phase
uncertainty is just a constant factor improvement over
the SQL in the limit of large N [25–28].
In considering optimized states for two-mode in-
terferometry, they can be taken to be of the form∑N
k=0 ψk|N − k, k〉. The total photon number can be
taken to be a single value N ; there is no advantage to us-
ing a superposition over different total photon numbers,
because the detection process will destroy any such super-
position. In the case of NOON states, one has only two
nonzero values of ψk, whereas general optimized states
would, in general, require all values of ψk to be nonzero.
This raises a challenging state engineering problem [29–
32]. Such a general state could, for example, be produced
by using N independent single photons [33].
However, the standard method to produce single pho-
tons is to use down-conversion, and post-select on detec-
tion of a single photon to obtain a single photon in the
other output. This means that such a scheme would be
very wasteful, because 2N photons would need to be pro-
duced to obtain a state withN photons. Here we consider
the question of the types of states that can be produced
by using all photons output by the down-conversion. Our
two-photon states are similar to the states proposed in
[23], but the scheme proposed here is also able to produce
states with larger numbers of photons. Moreover, we con-
sider how to use sequences of such states with different
total numbers of photons in order to obtain unambiguous
phase estimates, in much the same way as has been done
for NOON states [15, 16, 18].
II. THE STATE PREPARATION SCHEME
We start with an M -port linear optical device (LOD)
shown in Fig. 1. An LOD can be decomposed into a trian-
gular array of beam splitters and phase shifters [34]. Any
M port LOD can be represented by an M ×M unitary
matrix U with elements Uij . It transforms input photon
creation operators aˆ†i to the output creation operators bˆ
†
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FIG. 1. A linear optical device (LOD) with two SPDC states
and vacuum modes as input. |ψ〉out is the desired output
state, and there is post-selection on vacuum in the other
modes. The two SPDC input states can be simplified to one.
as
aˆ†i =
M∑
j=1
Uij bˆ
†
j . (1)
Our aim here is to propose an LOD scheme to generate
two-mode multi-photon entangled states in the output
which are resistant to photon loss. The most general two
mode N -photon state can be written as
|ψ〉out =
N∑
k=0
ψk
1√
k!(N − k)!
(
bˆ†1
)N−k (
bˆ†2
)k
|0, 0〉 (2)
where the quantities ψk are the probability amplitudes
of the photon number components. Optimal states for
phase estimation are symmetric between the paths [35],
so we aim to have ψk = ψN−k in our output state. We
post-select vacuum in the other M − 2 output modes of
the LOD in order to maximize the number of photons in
the output.
Spontaneous parametric down-conversion (SPDC) is
the most common source of photon pairs used in experi-
ments. In order to make our state preparation scheme ex-
perimentally feasible, we consider the output from SPDC
as the input to the LOD. The SPDC state can be written
as [36]
|ψ〉SPDC ∝ |0〉s|0〉i+ξ|1〉s|1〉i+ξ2|2〉s|2〉i+ξ3|3〉s|3〉i+ ...
(3)
where the subscripts s and i stand for signal and idler;
these will be omitted from this point on for brevity. We
also use the proportional to symbol to indicate that a
normalization constant has been omitted. The quantity
ξ depends on the interaction time between the optical
nonlinear crystal and pump laser, the strength of the
nonlinearity in the crystal and the power of the pump
laser. Probability amplitudes of each term in the above
SPDC state can be controlled by the power of the pump
laser.
If we input the LOD with one SPDC source, recording
a total of N = 2n photons in the output post-selects only
the dual Fock state |n, n〉 as input
|n, n〉 = 1
n!
(
aˆ†1
)n(
aˆ†2
)n
|0, 0〉 . (4)
If vacuum is post-selected in M − 2 of the output modes
(so the 2n photons are detected in the first two modes),
the output state can be represented by removing all terms
containing bˆ†i for i ≥ 3. Transforming creation operators
in Eq. (4) by Eq. (1), and omitting bˆ†i with i ≥ 3 gives
the output state in the form
|ψ〉out = 1
n!
[
χ1
(
bˆ†1
)2
+ χ2bˆ
†
1bˆ
†
2 + χ3
(
bˆ†2
)2]n
|0, 0〉 (5)
where χ1, χ2, χ3 are the factors determined by the uni-
tary matrix U .
Alternatively, consider the case where there were two
SPDC sources used, as in Fig. 1. Allowing different fac-
tors ξ1 and ξ2, the input state can be written as
|ψ〉in ∝
(|0, 0〉+ ξ1|1, 1〉+ ξ21 |2, 2〉+ ξ31 |3, 3〉+ ...)
⊗ (|0, 0〉+ ξ2|1, 1〉+ ξ22 |2, 2〉+ ξ32 |3, 3〉+ ...)
∝ eξ1aˆ†1aˆ†2+ξ2aˆ†3aˆ†4 |0, 0〉|0, 0〉
=
∞∑
n=0
1
n!
(
ξ1aˆ
†
1aˆ
†
2 + ξ2aˆ
†
3aˆ
†
4
)n
|0, 0〉|0, 0〉. (6)
Recording a total of 2n photons in the output modes of
LOD post-selects the state
|ψ〉in ∝ 1
n!
(
ξ1aˆ
†
1aˆ
†
2 + ξ2aˆ
†
3aˆ
†
4
)n
|0, 0〉|0, 0〉 (7)
as the input state. If vacuum is post-selected in all but
two of the output modes, we again obtain the state given
in Eq. (5). Similarly, if we were to consider an arbi-
trary number of SPDC sources, we would again obtain
the same form of state. Therefore there is no advantage
to considering larger numbers of SPDC sources, and we
consider an LOD fed with only one SPDC source and
vacuum to the remaining modes. As we aim for a sym-
metric state we set χ1 = χ3. It is also convenient to
denote χ = χ2/χ1, which makes it clear that the states
are parametrized by just one real number.
Thus we consider an M -port LOD in which all but
two of the input modes are vacuum and also all but
two of the output modes are post-selected as vacuum,
but we are allowing a potentially large number of modes.
The scheme can be simplified to a four-port LOD in the
following way. Figure 2(a) shows a five-port LOD with
three vacuum input modes and post-selection of vacuum
at three modes in the output, with the LOD simplified
to a triangular array of beam splitters and phase shifters
[34]. It can be seen that there are six beam splitters
that have vacuum input and output [those below the
dashed line in Fig. 2(a)]. These beam splitters leave
the field unchanged, and can be omitted. Therefore the
scheme can be simplified to the four-port LOD shown in
Fig. 2(b). Similarly, if we started with an arbitrary num-
ber of modes (> 4), the scheme could be simplified to
four modes.
This shows that we can simplify to four modes, but we
have found an even simpler scheme using three modes, as
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FIG. 2. (a) A triangular array of beam splitters and phase
shifts fed with a two mode input state |ψ〉in and three vacuum
modes, |0〉. The phase shifts are included with the beam
splitters (shown as thick black lines) for simplicity. Output
photons are detected in two of the modes, |ψ〉out, and vacuum
is post-selected in three of the output modes. All the arms
below the dashed line are vacuum. (b) The five-port LOD
can be simplified to a four-port one by keeping only the beam
splitters above the dotted line.
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FIG. 3. The state preparation scheme for loss-resistant states.
It is a three-port interferometer consisting of three beam
splitters with reflectivities R1, R2, R3 and two phase shifters
ϕ1, ϕ2. The initial dual Fock state |n〉 |n〉 gives the 2n-photon
loss-resistant state in the output, as indicated in Eq. (12).
shown in Fig. 3. In this figure, R1, R2, R3 are reflectivities
of beam splitters and ϕ1, ϕ2 are phases of phase shifters.
We use aˆ†1, aˆ
†
2, aˆ
†
3 for the creation operators of the input
modes and bˆ†1, bˆ
†
2, bˆ
†
3 for the output modes. Labeling the
modes after the first beam splitter as a′2 and a
′
3 we have
aˆ†2 = i
√
R1aˆ
′†
2 +
√
T1aˆ
′†
3 ,
aˆ†3 = i
√
R1aˆ
′†
3 +
√
T1aˆ
′†
2 (8)
where Tj = 1 − Rj is the transmissivity of the beam
splitters. The phase shifters only change the phase of the
modes. Labeling the mode after the first phase shifter as
a′′3 , the action of the first phase shifter is
aˆ′†3 = e
iϕ1 aˆ′′†3 . (9)
Inputing the state
|ψ〉in = |n, n, 0〉 =
1
n!
(
aˆ†1
)n(
aˆ†2
)n
|0, 0, 0〉 (10)
to the scheme, acting the beam splitters and phase
shifters according to Eqs. (8) and (9) and post-selecting
the vacuum in the b3 mode in the output (so bˆ
†
3 and its
powers are replaced with zero) gives us the state
|ψ〉out ∝ 1
n!
(
i
√
R2bˆ
†
1 + ie
iϕ2
√
T2R3bˆ
†
2
)n [
i
√
R1T2bˆ
†
1
+ bˆ†2e
iϕ2
(
eiϕ1
√
T1T3 − i
√
R1R2R3
)]n
|0, 0〉. (11)
To obtain the state
|ψ〉out ∝
[(
bˆ†1
)2
+ χbˆ†1bˆ
†
2 +
(
bˆ†2
)2]n
|0, 0〉 (12)
with χ ∈ [0, 2], we can use the reflectivities and phase
shifts as
ϕ1 = arcsin
(
1
2
(χ− 1)
√
2 + χ
)
, ϕ2 = arccos
(χ
2
)
,
R1 =
1
1 + χ
, R2 =
1
2 + χ
, R3 =
1
1 + χ
. (13)
For the two-photon state, n = 1, the output state,
Eq. (12), can be expanded as
|ψ〉out ∝
√
2 |0, 2〉+ χ |1, 1〉+
√
2 |2, 0〉 . (14)
For the n = 2, four-photon state, we get the following
expansion
|ψ〉out ∝ |0, 4〉+ χ|1, 3〉+ 2 + χ
2
√
6
|2, 2〉+ χ|3, 1〉+ |4, 0〉.
(15)
Unlike NOON states, the above states have terms other
than |N, 0〉 and |0, N〉. This makes these states more
resilient to photon loss; in other words, loss of a sin-
gle photon does not destroy the phase sensitivity of the
states. Our proposed states still have some ambiguity
in phase estimation, but by combining them with single
photon states the ambiguity can be removed. By ad-
justing the reflectivities of the beam splitters and phases
of the phase shifters we can choose the value of χ and
optimize for phase measurement with loss.
In the case of two-photon states, this is enough to ob-
tain arbitrary symmetric states, so this is sufficient to ob-
tain the optimal states. In contrast, for the four-photon
states we would need two independent parameters. As
4there is only one parameter, χ, which can be varied, we
cannot obtain the exactly optimal states of the form
|ψ〉ex ∝ |0, 4〉+χ′1|1, 3〉+χ′2|2, 2〉+χ′1|3, 1〉+ |4, 0〉. (16)
where χ′1 and χ
′
2 are independent real variables. However
we will show that we can obtain results close to optimum.
In the following sections we show the effect of photon loss
on states of the form (12) in an adaptive phase measure-
ment scheme shown in Fig. 4.
processor
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FIG. 4. Adaptive phase measurement scheme. ϕ is the un-
known phase, θ is the controlled phase and D1 and D2 are the
photon detectors in the two outputs. The diagonal lines in the
two arms are the fictitious beam splitters with transmissivity
η modeling photon loss.
III. PHOTON LOSS
When using nonclassical states in optical interferome-
ters, photon loss is the most important source of deco-
herence. A standard way to model photon loss in these
systems is to introduce fictitious beam splitters in the
arms of the interferometer [37]. Here we consider the
same amount of loss in both arms. The transmissivity, η,
of the fictitious beam splitters determines the efficiency
of the system.
The loss-resistant states in Eq. (12) can be written in
the form
|ψ〉input =
N∑
k=0
ψk|N − k, k〉, (17)
where ψk are the amplitudes of the photon number com-
ponents, and depend on the single parameter χ. Con-
sidering the fictitious beam splitters after the phase
shifts in the arms of the interferometer we define Ψk =
ψke
i(N−k)ϕeikθ. The effect of the fictitious beam splitters
is to change the creation operators of the upper and lower
arms, bˆ†1, bˆ
†
2, to
√
ηbˆ†1 + i
√
1− ηcˆ†1 and
√
ηbˆ†2 + i
√
1− ηcˆ†2,
where cˆ†1 and cˆ
†
2 are the loss modes. Thus, after loss the
state |N − k, k〉 becomes
N−k∑
n=0
k∑
m=0
in+m
√
CN−kn Ckm (
√
η)
N−n−m (√
1− η
)n+m
× |N − k − n, k −m,n,m〉, (18)
where the third and fourth modes in the state are the
loss modes and Ckm =
(
k
m
)
is the binomial coefficient. If
we denote the total number of photons lost as L = n+m,
and trace over loss modes, the density operator can be
written as
ρ =
N∑
L=0
L∑
m=0
N−L∑
r,s=0
Ψr+mΨ
∗
s+mAN,L,r,mA
∗
N,L,s,m
× |N − L− r, r〉〈N − L− s, s|, (19)
where
AN,L,r,m =
√
ηN−L(1− η)LCN−r−mN−L−r Cr+mr . (20)
After loss, a 50/50 beam splitter acts on the state. Calculating the output density operator, its diagonal elements
give the output detection probabilities
PL,k(ϕ, θ) =
L∑
m=0
N−L∑
r,s=0
min(r,k)∑
r2=max(0,k−N+L+r)
min(s,k)∑
s2=max(0,k−N+L+s)
Ψr+mΨ
∗
s+mAN,L,r,mA
∗
N,L,s,m
(
1
2
)N−L
(−1)r2+s2
× (N − L− k)!k!√
(N − L− r)!r!(N − L− s)!s!
(
N − L− r
k − r2
)(
r
r2
)(
N − L− s
k − s2
)(
s
s2
)
, (21)
where L is the total number of photons lost and k is the
number of photons detected in one of the output ports
(which can be from 0 to N − L). For the two-photon
input state, Eq. (14), there are six different output prob-
abilities:
• if no photons are lost (L = 0), then we can detect
zero, one and two photons in output mode 2 (k =
0, 1, 2),
• if one photon is lost (L = 1), then we can detect
zero or one photon in output mode 2 (k = 0, 1),
5and
• if both photons are lost (L = 2), then the only
possible detection result is vacuum (k = 0).
Similarly for the four-photon state, Eq. (15), there are
fifteen output probabilities. The larger number of output
probabilities in comparison to the lossless case makes the
calculations more computationally difficult.
Because the probabilities depend on the Ψk coeffi-
cients, which in turn contain exponentials of the phase ϕ,
the probabilities PL,k(ϕ, θ) can be written as a Fourier
series
PL,k(ϕ, θ) =
1
2pi
∑
j
aje
−ijϕ. (22)
When updating the phase probability by Bayes’ theorem,
the probability can be represented by a finite number of
the Fourier coefficients.
In the following section we describe how our proposed
states can be utilized in an adaptive measurement scheme
to obtain phase variances less than the SQL.
IV. THE MEASUREMENT SCHEME
The measurement scheme we propose is a sequence of
states, produced as in Fig. 3, input to a lossy interferom-
eter as in Fig. 4. We combine the results of detection of
each of these successive states to provide an overall mea-
surement of the phase that is unambiguous, in a similar
way as Refs. [15–18]. We use the terminology “detection”
for the measurement of an individual state, to contrast
with the overall measurement of the phase combining re-
sults of the individual detections.
Moreover, we use feedback to adjust the controlled
phase θ based on the previous detection result and con-
trolled phases. In previous work this approach is usu-
ally found to give improved performance. The globally
optimal controlled phase is the one that minimizes the
final phase variance, but finding such a controlled phase
requires a minimization over an exponentially large num-
ber of variables. Here we adopt the approach of finding
the locally optimal phase, that minimizes the variance
in the phase estimate after the next detection [41–43].
There are proposals to the globally optimal phase in a
more restricted sense that avoids needing an exponen-
tial number of variables [38–40], but those are still more
computationally intensive than finding the locally opti-
mal phase.
The measure we use for the variance of the phase is
the Holevo phase variance, VH = µ
−2 − 1, [44] where µ,
called sharpness, is
µ =
∣∣〈eiϕ〉∣∣ . (23)
The Holevo phase variance coincides with the usual vari-
ance for distributions sharply peaked well away from the
phase cut.
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FIG. 5. Solid line (green): Fisher information for ϕ = pi/4,
θ = 0 versus χ calculated using Eq. (25) for the two-photon
state given in Eq. (14). Dashed line (black): phase variance
versus χ for the sequence of seven single photons followed by
one two-photon loss-resistant state in the adaptive measure-
ment protocol. The Fisher information gives a lower bound
to the phase variance, rather than an exact phase variance,
so the value of χ that maximizes the Fisher information need
not be the value that minimizes the phase variance.
The Crame´r-Rao inequality sets a lower bound for the
phase variance of an unbiased measurement [45]
V ≥ 1
F (ϕ, θ)
(24)
where
F (ϕ, θ) =
∑
uk
1
P (uk|ϕ, θ)
(
∂P (uk|ϕ, θ)
∂ϕ
)2
(25)
is the Fisher information. Note that this is for the
usual variance (root-mean-square error), rather than the
Holevo variance. The Fisher information effectively rep-
resents the amount of information about ϕ which is con-
tained in the measurement result (though it is not quan-
tified in bits as in the case of entropy). The probability
P (uk|ϕ, θ) is the probability of the measurement result
uk given the system and controlled phases ϕ and θ. It is
the probability given in Eq. (21).
Optimal states for phase measurement with loss are
typically evaluated via the Fisher information [21–24].
Using the Fisher information to evaluate our proposed
four-photon loss resistant states as given in Eq. (15), they
are nearly as good as the general optimal states. As is
shown in Fig. 6 the results are almost indistinguishable
for η < 0.7.
However, the Fisher information only provides a lower
bound on the variance. To provide a better test of our
states, we consider the phase variance produced by mea-
surements. The scheme we propose for phase estimation
is as follows. We use a sequence ofN1 single photon states
followed by N2 two- and N4 four-photon loss-resistant
states given in Eqs. (14) and (15). The value of χ must
be determined for each kind of state for each amount of
6+++++++++++++++++++++
ò
ò
ò
ò
ò
ò
ò
ò
ò
ò
òòòòòòòòòòò
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ççççççççççç
0.0 0.2 0.4 0.6 0.8 1.0
0
5
10
15
Η
M
ax
o
fF
Hj
,
Θ
L
FIG. 6. Maximum of Fisher information F (ϕ, θ) versus effi-
ciency η for θ = 0. Circles: four-photon exact optimal state,
Eq. (16). Triangles: four-photon loss-resistant optimal states,
Eq. (15). Pluses: single-photon state.
photon loss in the system. We have found the value of
χ by numerical search over the states that minimize the
phase variance. For η = 0.6 we found the optimal value
of χ for two-photon states to be 1.7 or 1.8, while for four-
photon states we found it to be 1.3 (for a total number of
photons up to N = 30). These values do not maximize
the Fisher information given in Eq. (25); an example is
shown in Fig. 5. In this figure the Fisher information
is shown for the two-photon loss-resistant state for the
system phase ϕ = pi/4 and controlled phase θ = 0, and
the maximum is for χ ≈ 0.8. We also show the phase
variance of a sequence of seven single photons followed
by one two-photon loss-resistant state. That is, there is
one state dependent on the value of χ, and the remain-
ing states are to resolve the phase ambiguity. In this case
the minimum is for χ ≈ 1.7, which is a radically different
value to that which maximizes the Fisher information.
We use Bayes’ theorem to update the probability of
the system phase given the measurement results um and
controlled phases θm
P (ϕ|~um, ~θm) ∝ P (um|ϕ, θm)P (ϕ|~um−1, ~θm−1) (26)
where ~um = (u1, u2, . . . , um) is the vector of successive
measurement results and ~θm = (θ1, θ2, . . . , θm) is the vec-
tor of the corresponding controlled phases (i.e. uj is the
measurement result with controlled phase θj). We also
adopt the notation that ~u0 and ~θ0 are the empty vec-
tors. The proportionality factor is just a normalization
constant, which is trivial to calculate. We assume that
the phase is initially unknown, so the initial probability
distribution is flat, and P (ϕ|~u0, ~θ0) = 1/2pi. The proba-
bility P (um|ϕ, θm) is that given in Eq. (21).
We set the first controlled phase to zero. This gives the
same result as a random phase, because we average over
the system phase and only the relative phase between
the arms is significant. The other controlled phases are
obtained by maximizing the sharpness after the next de-
tection. In particular, the optimal θm is the one that
maximizes
µ(θm) =
1
2pi
∑
um
∣∣∣∣∣
∫ 2pi
0
dϕ eiϕ
m∏
k=1
P (uk|ϕ, θk)
∣∣∣∣∣ , (27)
where the summation is over all the possible results for
the m’th measurement, and the product over k corre-
sponds to the updates of the probability distribution ac-
cording to Bayes’ rule. Because the probabilities are rep-
resented as a Fourier series, as in Eq. (22), the integral
over ϕ simply yields the coefficient a−1. Therefore this
sum may be obtained by summing the predicted values
of |a−1| after the next detection.
For the case of measurement with a single photon
without loss, the formula for the controlled phase from
Ref. [41] may be used. In the presence of loss the only
extra detection result is where the photon is lost with a
probability that is independent of the system and con-
trolled phases. This just adds an extra constant to the
sharpness and does not change the phases that maximize
it. Therefore the formula from Ref. [41] may still be used.
That is, we take one of the following three phases
θ0 = arg (ba
∗ − c∗a) , θ± = arg
√c2 ±√c22 + |c1|2
c1
 ,
(28)
where
c1 = (a
∗c)2 − (ab∗)2 + 4 (|b|2 − |c|2) b∗c,
c2 = −2i Im
(
a2b∗c∗
)
, (29)
and a, b and c are functions of Fourier coefficients for the
probability distribution: a = a−1, b = 12a−2, c =
1
2a0.
The optimal phase out of the above three possible phases
is determined numerically.
The situation is more complicated with two- and four-
photon loss-resistant states. For the simpler states con-
sidered in Ref. [42], it was possible to use the above for-
mula in the two-photon case. However, here we have the
complication that there is an additional |1, 1〉 term in the
state, and we also need to take account of the case where
one photon is lost. This means that the formula no longer
applies. For this reason we determined the optimal con-
trolled phase numerically for the two- and four-photon
cases.
We have calculated the exact phase variance by con-
sidering all the possible measurement results, of which
there are 3N1 × 6N2 × 15N4 , (considering loss in all parts
of the sequence). We sum over the sharpness for each
sequence of measurement results as
µ =
1
2pi
∑
~um
∣∣∣∣∣
∫ 2pi
0
dϕ eiϕ
m∏
k=1
P (uk|ϕ, θk)
∣∣∣∣∣ . (30)
In this expression we also average over the system phase
in order to obtain the average performance of the scheme.
7See Ref. [16] for a discussion of the theoretical basis for
this approach.
To speed up the calculations it is useful to note that
a measurement where n of the single photons were not
lost is the same as one where there were n single photons
without loss. This is because, if a single photon is lost
there is no phase information and the probability distri-
bution and controlled phase need not be updated. Using
µ˜n to denote the sharpness resulting from the sequence
nN2N4 with no loss on the single photons, the actual
sharpness of the sequence N1N2N4, when there is loss in
all parts, is given by
µ =
N1∑
n=0
(
N1
n
)
ηn(1− η)N1−nµ˜n. (31)
In the above equation,
(
N1
n
)
ηn(1 − η)N1−n is the prob-
ability of losing n photons out of N1 single photons. If
we performed the calculation in the obvious way, where
there are three possible measurement results for each sin-
gle photon, the number of measurement results to sum
over for the single photons would be 3N1 . By perform-
ing the calculation in this way, the number needed is
1 + 2 + . . .+ 2N1 = 2N1+1− 1, which is considerably less.
It is possible to consider arbitrary sequences of states,
where the one- two- and four-photon states are used in
any order. To simplify the range of possible sequences
to search over, we grouped together states of the same
photon number. A similar approach was used in Ref. [42]
for the lossless case, where numerical testing with small
total numbers of photons found that this was optimal.
Note that due to the adaptive nature of the measure-
ment scheme the order of one, two- and four-photon
states is important. We performed numerical searches
over possible sequences N1N2N4 (single photons followed
by two- and four-photon loss-resistant states) to find the
sequences which give the least variance for a range of
total photon numbers. The sequence configurations for
some of the total numbers of photons are given in the
table below.
N N1 N2 χ2 N4 χ4
9 7 1 1.7 0 -
13 7 1 1.7 1 1.3
30 2 2 1.8 6 1.3
where χ2 and χ4 are the values of χ for two- and four-
photon states respectively.
The results of the numerical optimization for η = 0.6
are plotted in Fig. 7. In this figure the result for just
single-photon states (with η = 0.6) is shown for compar-
ison, and can be regarded as equivalent to the SQL. Up
to a total number of nine photons there is no advantage
in using optimized multiphoton states, but after that the
optimal sequence beats the SQL. In this figure we have
also shown the variance calculated using the states and
sequences proposed in [42]. The two- and four-photon
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FIG. 7. The phase variance VH versus total number of pho-
tons N for η = 0.6 for three different input states. Plusses:
only single photon states (SQL). Crosses: optimal sequence
of single photon states combined with two- and four-photon
loss-resistant states. Circles: the scheme proposed in [42].
states proposed in [42] are obtained by setting χ = 0 in
Eqs. (14) and (15). These states give variances which
are considerably larger than those obtained from single-
photon states.
This seems surprising, because using a sequence of
states with different numbers of photons should be able
to outperform a scheme limited to single-photon states.
However, that requires choosing the values of N1, N2,
and N4 appropriately, and the order that the states are
used. In this case we have considered the scheme of [42]
using the values of N1, N2, and N4 that were chosen to
minimize the variance without loss. It is clear that the
optimal values of these quantities must be dependent on
the loss; that is, the improvement over the scheme of [42]
is primarily due to choosing the state sequences in such
a way as to optimize the measurements for loss.
V. CONCLUSION
Here we proposed an approach to generate multi-
photon entangled states which are optimal for phase mea-
surement in the presence of photon loss. In order to pro-
vide a technique that is experimentally feasible, we have
considered methods of processing SPDC sources in or-
der to provide improved loss tolerance. For two-photon
states the method produced optimal states, but the tech-
nique is not able to exactly produce the optimal four-
photon states. However, as shown in Fig. 6, the maxi-
mum of Fisher information for our proposed four-photon
loss-resistant states is almost the same as the exact opti-
mal states up to η = 0.7.
We have proposed techniques of combining these loss-
resistant states in order to provide an unambiguous mea-
surement of the phase. Surprisingly, we find that the
8parameters that minimize the phase variance are not
the same as those that maximize the Fisher information.
This is likely because the Fisher information is more rel-
evant in the asymptotic case of large numbers of copies
of the state, whereas we are considering a small number
of copies.
By using the sequence of loss-resistant states, we are
able to beat an SQL defined by the corresponding scheme
with independent single photons. In comparison, if the
measurement scheme of Ref. [42] is used, the phase vari-
ance is much greater. In order to obtain the best per-
formance, the state sequence should be chosen based on
the loss. Optimizing the parameters for the loss-resistant
states will provide an additional improvement.
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