Beck's conjecture on coloring of graphs associated to various algebraic objects has generated considerable interest in the community of discrete mathematics and combinatorics since its inception in the year 1988. The version of this conjecture for power-graphs of finite groups has been addressed and partially settled by previous authors. In this paper we answer it in the affirmative in complete generality, and, in effect, we establish a "nicer" statement on a larger class of graphs. We also clear up certain ambiguities present in the way the previous versions of the conjecture were posed.
Introduction
Zero divisor graph of a commutative ring was introduced in the year 1988 by I. Beck in the article [4] , in which he related interesting commutative algebraic notions to coloring and clique numbers of the zero divisor graph. Beck conjectured that the chromatic number of the zero divisor graph of a commutative ring is same as its clique number. He called a ring with this property a chromatic ring. So the conjecture can be restated as: every commutative ring is a chromatic ring. Beck's conjecture for chromatic rings has been disproved in general. A minimal example of a non-chromatic ring was given in the article [2] , and a series of counter-examples have appeared since (viz. [5] ). The question of classifying all the chromatic rings till date remains open. The reader might find the following articles interesting: [10] for the history of the zero divisor graphs, and [3, 13] for review of known results. The question has been generalized to many other areas of graph theory where a graph is attached to an algebraic object. On the other hand the power graph of a group, which is a graph structure defined on the set of points of the group by declaring an edge between two elements if one is contained in the cyclic subgroup generated by the other, was introduced in the paper [12] . A good number of exciting results have appeared in [1, [6] [7] [8] . The paper [14] first addressed the problem of coloring in power-graphs and the equality of chromatic number with the clique number. The authors of [14] establish a couple of theorems in this direction. The exponent of a finite group is the least common multiple of the orders of the elements of the group, and a full exponent group is a group G in which there is an element g such that o(g) equals the exponent. 
[14, Theorem 2] deals with the same result for a cyclic group, and the above result is inferred by appealing to similarity. For the cyclic group case, the main focus has been to show ω(G) = p r−i ) (which we will call the first equality for the rest of this section) whilst the second equality, namely ω(G) = χ(G), is mentioned as a direct consequence of the strong perfect graph theorem [9] . The following conjecture appears in [14] and has been cited in, eg. [1] . [14, theorem 3] is correct in general.
Conjecture 1.2. [14, conjecture 1] The theorem
Ambiguity enters here as either of the equalities or both can be generalized and in that generality the conjecture easily seen to be false, as we see below. The second equality, which is the focus of this paper, generalizes as is. However, applying the strong perfect graph theorem does require some argument, which does not seem to call for any assumption related to cyclicity and full exponentiality of the group. In all, we are inclined to dismiss the relevance of full exponent groups in this context. The second part, in fact is easier to see. Note that the power graph being the underlying undirected graph of the directed edges g → h if g k = h for some k, which in fact forms a preorder, a maximal clique is induced by a directed path of maximum length. In this context, in fact it will consist of a collection of powers of the source of this path, say g, and hence be contained in the cyclic subgroup generated by g.
to be the size of the largest clique in g . Since the longest directed path must visit all the φ(n) generators of g starting at one of them and then extend to the p th power for a prime p|n, we see the recurrence Ψ(n) = φ(n) + max p|n {Ψ( n p )}. In fact it can be resolved to the following formula:
Note that this concurs with the formula in [14, theorem 3] . The above discussion can be summarized in the following simplified proposition:
Now it is easy to see why the straight-forward generalization of the first equality need not be true in general, as the maximum of Ψ(o(g)) need not coincide with Ψ(n) for the exponent n of G. For example if G = S 5 we see that n = 60, Ψ(n) = 37 but ω(G) = 5. In our main theorem stated below we prove the conjecture 1.2, with the said correction implemented.
Theorem 1.4. Let G be the power graph of a finite group, and let g
We give a proof of the above in the generality of preordered sets in section 3. Attempting to give a more elementary argument, however, we encounter an interesting stability property of the colorings of power graphs, namely that the coloring restricts to a minimal coloring on any subgroup. Here we make a definition: Definition 1.5. For a finite group G a stable coloring on G is a coloring which restricts, for any subgroup H ⊂ G, to a coloring on H with χ(H) colors. The coloring is said to be weakly stable if it holds only for cyclic subgroups H.
We in fact show that the power graph of a finite group admits a weakly stable coloring in section 4. Moreover, we show that for a cyclic group G a stable coloring on a subgroup extends to a stable coloring on G. Both these statements are possibly generalizable to all groups and stable colorings. In addition this gives rise to purely graph theoretic questions (with the notion of stability generalized to subgraphs): 
The Basics
In this section we gather few elementary definitions and results which can be found in [1, 6, 7, 11] . A directed power graph of a group G is a graph
So the directed power graph can be thought of as a pre-ordered set if we define g h whenever (g, h) ∈ E. A graph G is called a Berge graph if there are no holes or antiholes of odd length [9] , where a hole is a set of vertices of size more than or equal to four in the graph G whose induced subgraph is a cycle. And an antihole is a hole in the complement graph. And a graph is called perfect if for every induced subgraph H of the graph, the chromatic number equals the size of the largest clique in H. Let us also recall the strong perfect graph theorem from the article [9] : 
Proof. Else v j v i v j
Proof. Without loss of generality by possible renumbering of the vertices let us assume that i = 2, then (v i , v j ) ∈ E precisely for j = 3, 4, . . . , 2n. Note that
Similarly we argue the case v 3 v 2 . 
The Second Proof
In this section we will give a more elementary (that does not depend on the strong perfect graph theorem) argument to prove the main theorem 1.4, but first we have to gather a few elementary lemmas. Proof. Taking a filtration of the group G such as (as in proposition 1.3) , and thus a minimal coloring on G. To show the stability let us take an element x ∈ G, and note that by the assumption that it is a stable coloring on H it restricts to a minimal coloring on H ∩ x . Since the process of 4.2 restricts identically to x ∩ H < x , we see that it is the minimal coloring on the subgroup x . Hence the coloring on G is stable.
Lemma 4.2. Let H, G be as above, then any coloring on H can be extended to a coloring on G with χ(G) − χ(H) colors.
Proof. Let us assume that n = p , j 2 , . . . , j r ) on the j i = k i wall. We color these by reusing the colors on the points ( j Proof. Choose g ∈ G such that Ψ(o(g)) is maximum and denote the maximum number by µ. Since we know that ω(G) ≤ χ(G) it will be sufficient to show a coloring with µ colors. We show this by inductively constructing subsets S 0 ⊂ S 1 ⊂ S 2 ⊂ · · · ⊂ S m = G such that each S i is upward closed in the preorder, with a weakly stable coloring c i on S i using µ colors; i.e. for any h ∈ S i , c i | h is a minimal coloring on h . Choose S 0 = g and color S o with µ colors satisfying the above requirements using the lemma 4.1. Having constructed S i , if S i G, construct S i+1 by choosing h ∈ G \ S i and setting S i+1 = S i ∪ h . Note that S i S i+1 and S i+1 is upward closed by construction. Now S i ∩ h is upward closed, hence it is a subgroup of h , let it be generated by h ′ . Now as by assumption c i | h ′ is stable, by the lemma 4.1 we can extend it to a stable coloring c ′ on h . Since c ′ | h ′ = c i | h ′ they patch up to give a labeling on all of S i+1 , which is in fact a coloring since there are no edges between S i \ h and h \ S i . Further, this uses χ( h ) − χ( h ′ ) extra colors, so we can relabel c ′ by reusing the µ − χ( h ′ ) colors from S i \ h ′ , on the part h \ S i to get a coloring c i+1 on S i+1 using µ colors (χ( h ) ≤ µ by assumption). Finally c i+1 is stable as, for x ∈ S i+1 , c i+1 restricts to a minimal coloring on x : inductively if x ∈ S i , and by construction if x ∈ h since c i+1 | h is a relabeling of the stable coloring c ′ .
Remark 4.4.
In fact the process above yields a weakly stable coloring on G (cf.
1.5).
It appears that one can reformulate this argument using elementary homomorphisms for a preordered set, maintaining stability on its ideals.
