Abstract-Driven by the desire for a better user experience and enabled by improved data storage and processing, much of the recent work has studied user experience prediction in cellular networks. In this paper, moving beyond the prediction-only approach, we propose a data-driven resource allocation framework that uses data-generated prediction models to explicitly guide resource allocation for user experience improvement. In a closed-loop fashion, it further leverages and verifies the causal relation that often exists between certain feature values (e.g., bandwidth) and user experience in computer networks. As a case study, we consider how to reduce the number of user complaints in cellular networks. Our approach consists of three components: we train a logistic regression classifier to predict user experience, utilize the trained likelihood as the objective function to allocate network resource, and then evaluate user experience with allocated resource to (in)validate and adjust the original model. We design a DualHet algorithm to tackle the problem of multi-dimensional resource optimization with heterogeneous users. Numerical simulations based on both synthetic and real network data sets demonstrate the effectiveness of the proposed algorithms. In particular, the simulations based on real data demonstrate up to 2× performance improvement compared with the baseline algorithm.
I. INTRODUCTION

W
ITH the explosive growth of wireless data traffic and various mobile applications, both industry and academia are increasingly focusing on user experience. In general, for the service provided, user experience determines user engagement, and therefore affects the revenue and long term development of a company. With the increase of storage and computation capacity, the analysis and prediction of user experience becomes more feasible. A large body of literature discusses how user experience is learned and predicted using machine learning techniques [1] - [5] .
In many cases, however, user experience prediction itself is not the ultimate goal. Normally, we hope to proactively identify users with poor experience and take proper actions to improve it. For instance, cellular operators receive complaints about the data services from their customers. Based on realtime network performance indicators, the complaints can be predicted to a certain degree. Then, if network operators can allocate more wireless resources to the users with poor experience, it is possible that the complaints can be avoided proactively. We are facing a natural problem: given limited resources, how to allocate them to multiple users to optimize the overall experience? To answer this question, we advocate a closed-loop approach that uses data-generated prediction models to explicitly guide resource allocation for user experience optimization. This approach is illustrated in Fig. 1 .
First, based on a historical dataset with labeled user experience, we construct an appropriate user experience prediction model to reflect the correlation between feature values and user experience. Then, we feed the model into the resource allocation component as the objective function to optimize resource allocation for incoming users. The output is an appropriate resource allocation and users with improved feature values. Last, the evaluation and data sampling component samples data after resource allocation, validates or invalidates the model, and adjusts the constructed prediction model as needed. The details are given in Sec. III-A.
In this framework, we leverage existing machine learning methods for user experience prediction. Specifically, in this paper, we use the logistic regression model. We focus on the resource allocation algorithms for the trained model and discuss how to adjust the classification model based on evaluating resource allocation results to further improve performance.
The proposed framework has two benefits. First, the constructed classifier illustrates a quantitative relationship between the feature values and the user experience. Using such a quantitative relationship and domain knowledge, we are able to allocate network resources more precisely to reduce the expected number of users with poor experience, in contrast to the typical approach of using abstract utility functions for resource allocation. Second, the framework includes an evaluation component, where users are sampled after resource allocation to validate or invalidate the causal relationship hypothesis between the feature values and the user experience. This step also provides further opportunities to adjust the constructed prediction model.
The proposed framework has several challenges. First, it is typically more challenging to optimize resource allocation based on prediction models derived from real data than to use utility functions with nice properties such as convexity [6] , [7] . In our data-driven resource allocation problem, the likelihood function of user complaint based on logistic regression is non-convex. Therefore, gradient-type methods are unlikely to achieve the global optimum for these problems. Furthermore, there are typically many users in the network and different users have different sensitivities to the network parameters. This heterogeneity makes it impossible to find the optimal solution by exhaustive searching, when the network scale is large. Moreover, when there are multiple types of resources, the problem becomes more difficult as resources are coupled.
In this paper, we present a holistic solution using the closedloop framework in data-driven resource allocation. Specifically, we make the following contributions:
• We propose the closed-loop framework in data-driven resource allocation. Two novel aspects in this framework are 1) the resource allocation component, where we explicitly use the constructed prediction model as the objective function to optimize resource allocation [8] ; and 2) the evaluation and data sampling component, which validates or invalidates the model, and adjusts the constructed prediction model as needed [9] .
• We propose a DualHet algorithm to obtain near optimal solutions for logistic-regression-based optimization problem (Sec. V). Different from [10] , the algorithm can obtain near optimal solutions in scenarios with multiple types of resources, and each type further has heterogeneous effects on users. Moreover, we propose a perturbed version of DualHet, referred to as -Perturbed DualHet, that leverages the closed-loop feedback to continuously adjust the classifier and the improve QoE performance.
• Finally, we evaluate the algorithms based on simulations with both synthetic and real world cellular datasets (Sec. VI). Results indicate our designed algorithms can reduce up to 2x expected user complaints compared to an optimized baseline. We compare our solution with the upper bounds obtained from the dual problem, and the results show the gap is less than 3%.
II. RELATED WORK
User experience in cellular networks is studied extensively in recent years [1] - [3] , [11] - [16] . Balachandran et al. [1] use a month-long anonymous data collected from a cellular network provider to study Quality of Experience (QoE) metrics including session length, abandonment rate, and partial download ratio. The relation between mobile video streaming performance and user engagement from the perspective of network operators is discussed in [2] . Using 27 TB video streaming traffic from more than 37 million flows, the authors observe strong correlations between many network features and the abandonment or skip rates. [11] uses controlled experiments and supervised learning (particularly, decision tree) to predict QoE for Skype calls based on network-level measurements. The authors conclude that measuring delay, bandwidth, and loss rate can achieve 83% accuracy in predicting QoE. Chan et al. [3] study the QoE prediction for mobile video services using a temporal quality metric and linear learning models.
A large body of literature considers the learning-based costefficient decision making. Theoretically, our problem could be formulated as a reinforcement learning problem [17] . However, we will face the curse of dimensionality if we directly solve it with the standard reinforcement learning approach due to the large state and action space (as we have many users with possibly different states in the networks). There is another line of study on the combination of statistical learning and decision. Horvitz and Mitchell [18] discuss the pipeline of data collection, predictive model, and decision analysis. The problem of patient readmission in hospitals with congestive heart failure is considered by [19] . The authors construct a classifier to predict readmissions and propose to use patientspecific interventions to reduce the cost. The combination of prediction and allocating interventions shows a reduction of both rehospitalization rate and cost. Considering the resource allocation as the decision, [20] uses a prediction engine to estimate the performance of a given resource allocation and a genetic algorithm to find an optimized solution for Infrastructure-as-a-Service (IaaS)-based cloud system. Reference [21] uses the collected information from system behaviors to predict power consumption levels, CPU loads and SLA (Service Level Agreement) timings to improve scheduling decisions in data centers. Reference [22] proposes a learningbased approach of power control for the uplink interference management in 4G cellular networks. However, none of the existing work, to the best of our knowledge, have considered data-driven network resource allocation problem for improving user QoE. Moreover, the methods they considered do not apply to resource allocation in our setting, due to complex user experience model and the large number of users.
Network Utility Maximization (NUM) has been extensively studied, e.g., in [7] , [10] , [23] . The difference between our work and their work lies in two aspects: 1) Our utility function is learned from real datasets, and thus is more complicated; 2) Our problem includes multiple types of resources, which makes the problem more challenging. Optimizing the sum of separable utility functions is discussed in [24] - [26] . Our work focuses on the case where users are heterogeneous and parameters are independently randomly distributed real numbers. Compared with results in [25] and [26] , our algorithm has lower complexity while achieving the same theoretical performance.
The framework of data-guided resource allocation is studied in our previous work [8] and [9] . Reference [8] applies the classifier learned on labeled data to guide resource allocation on unlabeled data. However, [8] considers a simple scenario where there is only one type of resource, with homogeneous users. In contrast, this work considers more general and complex scenarios with multiple resources and heterogeneous effects of resources on different users. Reference [9] considers the same framework but focusing on the neural-network prediction model, which is hard to solve efficiently and analyze, and only heuristic algorithms are proposed.
III. PROBLEM STATEMENT
In this paper, we study the problem of reducing the number of customer complaints at mobile operators. In particular, we consider a tier-1 operator in a city in southern China. The city has about 6 million population and the operator has a user penetration of 2/3. The operator receives an average of 600 complaints a day from customers related to the network service quality. The goal of the operator is to proactively reduce the average number of user complaints by taking appropriate actions. We describe our framework for achieving this goal as follows.
A. Data-Driven Resource Allocation Framework
To achieve this goal, we advocate a data-driven resource allocation framework, first proposed in [8] and then enhanced in [9] . As shown in Fig. 1 , the framework has three components: classifier construction, resource allocation, and evaluation & data (re)sampling. First, we start with a historical dataset with labeled user experience and the corresponding feature values (including network performance metrics). Based on the data, we construct a user experience prediction model to reflect the correlation between feature values and user experience. In this step, standard machine learning techniques, such as logistic regression, Support Vector Machines (SVM), random forests, and neural networks, can be applied. In different application scenarios, they may differ in prediction performance and they also result in different complexity in the resource allocation component. For example, in this work, we use logistic regression as it provides the best prediction result in our dataset. Furthermore, it is also relatively simple that allow efficient resource allocations as shown in Sec. V. In [9] , neural network model is applied because of its generality, and the corresponding resource allocation is much more computationally expensive.
After constructing the prediction model based on labeled data, we feed the model into the resource allocation component as the objective function for optimal resource allocation. The key intuition here is that the constructed model provides the best indication on the quantitative relationship between the user features and experience. Therefore, such information helps guide resource allocation in a more quantitative manner. The output here is an appropriate resource allocation result and users with improved feature values.
Last, the evaluation and data sampling component samples data after resource allocation, validates or invalidates the model, and adjusts the constructed prediction model as needed. The component is crucial in real world implementations. The prediction model constructed in the first step shows correlation, not necessarily causation, between the feature values and 
B. Applying to the Cellular Network Data
The dataset we obtained from the operator contains 569170 normal users and 1275 complaining users, which illustrates the highly imbalanced nature of user complaints. The dataset is obtained from the network monitoring system that records 13 network performance indicators for each user. The recorded numbers are the averages of one hour of each user. The dataset has been pre-screened to contain complaints only about data services. Complaints for other reasons, e.g., billing issues, have already been filtered out from the dataset. Table I shows the features and their sample values. Feature 0 is a constant, decided by the logistic regression model described in the Sec. IV-B. Features 1-4, 7-8, and 10 are Packet Data Protocol (PDP) success percentage, Attachment (ATT) success percentage, Routing Area Update (RAU) success percentage, session success ratio, unexpected line drops, core network failure percentage, and transmission success ratio, respectively. These features are network features mostly related to core networks or existing radio front end characteristics. We consider these features "uncontrollable" in this study, i.e., we cannot change the feature values by allocating resources. Furthermore, Features 5 (requested sessions), 6 (attempted connections) and 12-13 are traffic characteristics of users, again, considered "uncontrollable". The "controllable" features include Features 9 and 11, which are the radio network failure percentage and the rate of downlink throughput to the downlink traffic volume (Feature 12), respectively.
In summary, for each user in the dataset, we have its hourly network measurements, as well as its label: a user is labeled as a complaining user (i.e., a positive, following the convention in the machine learning community), if the user called the customer service at least once during the hour; and normal (i.e., negative) otherwise. Based on this dataset, one can build a prediction model that correlates network performance metrics and the likelihoods of user complaints, which is discussed in more detail in Sec. IV-B.
Based on the prediction model, the next step is to proactively allocate resource to reduce the expected number of user complaints. In this work, we only consider the resources that a base station (BS) can allocate to users in its coverage. In particular, a BS can allocate two types of resources to the users: bandwidth and local proactive reconnection. Allocating more bandwidth increases the throughput of the recipient, and thus increases the value of Feature 11, and local proactive reconnection helps the user connect to the BS when a connection failure happens, which improves the value of Feature 9 (by reducing its value).
We note that in general the prediction model demonstrates correlation instead of causation. In this case, domain knowledge plays an important role in deciding the causation, which is similar to the traditional utility-based resource allocation, where a causal relationship between the resource allocation and overall utility is assumed. The benefit of the datadriven approach here is that the prediction model captures a quantitative relationship between the network metrics and the user experience. By leveraging this quantitative relationship, the prediction model allows us to improve the QoE of users more explicitly, compared to using a traditional abstract utility function.
IV. MATHEMATICAL FORMULATION
We formulate the above-stated problem mathematically in this section.
A. Features and Resources
Consider users in a D-dimensional feature space, i.e., for user i , we have
Each user is associated with a label, which can be a complaining user (label 1) or a user in a normal state (label 0). Following the tradition, we also denote label 0 (users in normal state) as negative and label 1 (complaining user) as positive.
There are K types of resources, and the resources allocated to user i are denoted by
We assume that there is a linear relation between the allocated resource and the change of feature values. 1 Given r i amount of resources, user i has its feature values updated to
where Q i is a D by K matrix, denoting the effects of the K resources on D features.
In the following, we first discuss how to build the classifier and then how to use it to allocate network resources to users more effectively. 1 Linear relation is considered in our first step study of the data-driven resource allocation problem. This simple relation holds for the features we consider here such as throughput. More complex and general functions will be studied in the future work. 
B. Learning
The first step is to construct classifiers for cellular user experience based on the dataset discussed in Sec. III. To handle highly imbalanced data, we randomly undersample the negatives with rate 1/50, and use Receiver operating Characteristic (RoC) curves as the performance metric [27] . Given a classifier, by changing the decision threshold, multiple pairs of false positive rate and true positive rate can be obtained, and these pairs define a RoC curve. Specifically, based on true label and prediction label, any user can be classified into exactly one of the four categories: true positive, false positive, false negative, and true negative. For example, true positive means both true label and prediction label are positive. False positive means prediction label is positive, but the true label is negative. False positive rate is the proportion of "false positives" in "all the users whose true labels are negative" (including "false positives" and "true negatives"). True positive rate is the proportion of "true positives" in "all users whose true label are positive" (including "true positives" and "false negatives").
To choose a proper classifier, we test a variety of widely used classification algorithms, including logistic regression, neural network, support vector machine, decision tree, random forest and k-nearest neighbors. 50% randomly sampled data is used to train the classifier, and the rest is used as test data. AUC (Area Under the Curve) [28] , a commonly used metric for positive and negative classification, is utilized to judge prediction performance. It has an advantage of being insensitive to unbalanced datasets, compared with other evaluation methods, such as the simpler misclassification error. As shown in Fig. 2 , logistic regression achieves the best classification performance, i.e., the highest AUC scores. Therefore, we use logistic regression (with its trained weights) to guide resource allocation in the next step.
Specifically, the logistic regression learning step is modeled as the following optimization problem
where N is the number of users with labels, y i ∈ {0, 1} (i = 1, 2, · · · , N) are the labels, and w T x i is the inner product between w and x i . The classifier needs to learn parameters w = [w 1 , w 2 , · · · , w D ] T and w 0 , where w contains the weights associated with features, and w 0 is the intercept (corresponding to Feature 0 in Table I ). To alleviate overfitting, L 1 regularization (the term |w|) is applied [29] .
We obtain the prediction model based on the training data, and the weights for the trained logistic regression are shown in Table I .
C. Resource Optimization
For a user with feature x, based on the classifier learned from labeled data, its probability to be positive is
. Therefore, given r i amount of resources, the probability for user i to be positive is
For the ease of notation, define C i = −w T x i − w 0 , which is the initial intercept for user i , A i = −Q T i w, and
Let η (x) denote the gradient of η(x). Note that although we assume a common w for all users, unlike [8] , we consider much more general scenarios where users are under different network conditions and may have different Q i 's. Due to this heterogeneity, the multi-resource allocation problem in our paper cannot be reduced to a single-resource allocation problem, and the algorithms in [8] do not apply here. The target of resource allocation is to reduce the expected number of positives. This objective is motivated by the need to improve KPIs (Key Performance Indicators) (in this case, the number of complaints). By utilizing the classifier learned from labeled data as the objective function, given
of resources, the resource allocation for M users without labels can be formulated as the following optimization problem:
where
and A i,k is the aggregated resource efficiency of resource k on user i . If A i,k ≤ 0, i.e., allocating resource k to user i impairs its performance, we will set B i,k = 0. Therefore, without loss of generality, we assume A i,k > 0. Constraint (7) is the userside resource upper bound, i.e., the resource allocated to user i is bounded by
which can be caused by two reasons: the user-side system configuration, and marginal benefit (when more than B i resource is allocated, it is no longer effective in improving user experience).
This optimization problem is non-convex, which means it cannot be solved efficiently by gradient-based numerical methods. Lee et al. [10] consider a single dimensional case, where optimal solution can be obtained. However, in our case, the resources are a vector, which makes the problem much trickier and the algorithm in [10] cannot be directly applied. We consider the following approach to obtain a near optimal solution. First, we study the dual problem of the proposed optimization problem. The dual problem gives us a set of dual Lagrangian multipliers, which can be interpreted as the prices of the resources. The challenge is that the solutions obtained by the dual problem may not be feasible in the primal problem because of the non-convexity. We prove that when users' features are independently distributed, the feasible solution can be obtained readily. The problem formulation and the designed algorithms are not limited to user complaint reduction problem mentioned in Sec. III. It applies to cases where logistic regression is used as the binary classifier, and resource allocation has linear effects on the change of feature values.
D. Closed-Loop Feedback and Classifier Optimization
In this section, we discuss the closed-loop feedback and possible ways of classifier optimization.
First, this component serves the crucial role of validating, partially validating, or invalidating the causal relationship assumed in the resource allocation component. In other words, based on domain knowledge and the learned prediction model, we assume that changing certain feature values improves the user experience in the resource allocation component. The closed-loop feedback allows us to validate or invalidate this assumption by sampling user labels after resource allocation. This is similar to randomized tests typically used in evaluating causal relationship.
Furthermore, we note that the goal of the prediction model here is slightly different from that of the traditional one. Traditionally, the goal of the classifier is to maximize accuracy in predicting user labels. In contrast, the goal of the classifier here is to best guide resource allocation with respect to the ground truth. In particular, it needs to better quantify the relationship in the targeted region: where users are distributed as the result of resource allocation.
Specifically, denote the ground truth by a function G(x), representing the positive probability for a given feature vector x. The set of classifiers that can be expressed by a certain machine learning method (e.g. logistic regression, neural networks) is denoted by F. Then, the task is to find the optimal f * within F such that
is an optimal solution of (P-0). If we know the ground truth G(x), we can find the optimal f * by optimizing (P-1) . However, G(·) is unknown and thus we need to approximate it based on the sampled data.
We note that this is a fairly complex problem that involves the fundamental tradeoff of exploration v.s. exploitation, where we need to balance between optimizing the user experience based on the learned classifier (exploitation) and improving the classifier by sampling more data (exploration). However, the feature space is typically huge and exploring all this space to obtain an accurate classifier will result in a large cost as noted in [30] . In this paper, we will only study a heuristic policy for this exploration and exploitation tradeoff, as described in Section V-D.
V. NEAR OPTIMAL RESOURCE ALLOCATION
In this section, we propose a DualHet algorithm to obtain the near optimal solution for (P-0). The key idea is dual decomposition, where we use the Lagrangian multipliers to coordinate the resource allocation among users. The key challenge is that dual decomposition does not necessarily provide optimal primal solution due to the nonconvexity of (P-0). In this section, we not only design the algorithm of finding an optimal dual and using it to obtain feasible primal solutions, but also prove the near-optimality of the proposed DualHet algorithm under mild technical conditions.
A. DualHet Algorithm
First, the DualHet algorithm solves the dual problem (D-0), defined next, of the primal problem (P-0). Based on the dual solution, the key step is to obtain a feasible primal solution and demonstrate its near optimality.
Define
where λ ∈ R K ×1 is the Lagrangian Multiplier (LM). The dual problem of (P-0) is
Typically, λ is interpreted as the prices of the K types of resources. Based on it, each user i minimizes its own complaining likelihood plus the cost of resource consumption in a distributed manner ( (D-i ) ). Intuitively, when the price of resource k increases, a user tends to reduce the consumption of resource k, which may result in higher consumption of other types of resources. We discuss how to obtain the optimal solution for problem (D-i ), denoted by r i * (λ), in Sec. V-B. Note that (D-i ) may have more than one optimal solution.
Denote one of the optimal LM-s by λ * , i.e.,
Next, we present the DualHet algorithm, which first finds the optimal LM λ * , and then allocate resources based on the λ * to users, while guaranteeing that the resource constraints are satisfied. Specifically, as shown in Algorithm 1, we use the subgradient method to solve the dual problem. Because
is one of the subgradients of the dual problem, the following equation converges to the optimal LM λ * :
where the step size a(t) needs to satisfy the following conditions [10] , a(t) → 0, as t → ∞ and
For instance,
for some positive constant β. After achieving the optimal LM, resources are allocated in a sequence where users with single optimal solution are given higher priority, as shown in Algorithm 1 (Lines 8 to 11).
Algorithm 1 DualHet Algorithm
Input : Complaining likelihood function 14 Update available resource: R = R − r i p ;
end
In Algorithm 1, r need denotes the resources consumed by users, based on current LM (i.e., λ(t) and λ(t)), without considering the global available resources. Furthermore, r need is compared with R and subgradient method (Lines 3 to 4 in Algorithm 1) is applied to update the prices.
Note that the optimal value of (D-0) is a lower bound of the primal problem, and this lower bound is used in our performance evaluation.
B. Resource Allocation at Individual Users
In this subsection, we consider how to solve the non-convex optimization problem (D-i ) (Lines 2, 7 and 13 in Algorithm 1). Given the prices of resources as λ, each user needs to decide the amount of resource to consume. It is a challenging problem, even though it is distributed and the number of variables is reduced to K , because the objective function is still nonconvex. The analysis in this subsection also contributes to the near optimality analysis in Sec. V-C.
The KKT conditions are necessary conditions that optimal solutions have to satisfy. Utilizing the KKT conditions, we find two properties of the optimal solutions. These properties limit the number of candidate solutions to at most K + 1, and the optimum is selected by comparing the K + 1 candidates.
The Lagrangian of (D-i ) is as follows:
Any optimal solution of (D-i ) satisfies the following KKT conditions:
Sort the K types of resources for user i in a non-increasing order of
, i.e., the resources are labeled such that
Case 1: Consider the strictly decreasing case of Eq. (24), i.e.,
for any k. By analyzing the KKT conditions, the following property is derived.
Property 1: In the optimal solution of (D-i ), for user i , the K types of resources are allocated sequentially, i.e., r i,k > 0 only occurs when r i,k = B i,k for all k < k. Moreover, if
and B i,k > 0, we have r i,k > 0. Proof: For user i , assume that the optimal resource solution r i satisfies
. Then for resource k = k + 1, k + 2, · · · , K , r i,k has to be 0, since v k needs to be positive to satisfy Eqs. (19, 20, 22, 23) . Meanwhile, for resource k = 1, 2, · · · , k −1, r i,k has to equal to B i,k , since τ k needs to be positive to satisfy Eqs. (19, 21, 22, 23) 
and B i,k > 0, r i,k has to be positive, because otherwise τ k = 0 and Eq. (19) is not satisfied.
Property 1 implies there is a unique sequence of resource allocation, i.e., resource k + 1 will be allocated only if all resources k ≤ k have reached their upper bounds. The following property provides the amount of each type of resource that should be allocated.
Property 2: If resource k is allocated, i.e. r i,k > 0, r i,k satisfies the following condition:
Proof: Based on the KKT conditions, r i,k has to satisfy
when 0 < r i,k < B i,k . The equation a i η (r ) = −λ has two unique solutions. However, the smaller one is a local maximal point with its second order derivative to be a 2 i η (r ) < 0. Therefore we choose η −1 (−λ, a i ).
In summary, combining Property 1 and 2, we have at most
, where r i k means the solution in which resource 1 to k are allocated. By selecting the best among the K + 1 candidates, the optimal resource allocation at each user is achieved. Note that there could exist multiple optimums among the K + 1 candidates.
Case 2: There may be the case that for some k,
, any combination of r i,k and r i,k+1 that satisfies
is a candidate solution; otherwise, resource upper bounds B i,k and B i,k+1 are consumed, and likely next resource k + 2 also needs to be allocated.
C. Near Optimality Analysis
In this section, we discuss the performance of the DualHet algorithm under certain technical conditions. Let V opt denote the optimal value of (P-0). To show the near-optimality of DualHet, we first show that the gap between DualHet and the optimal solution is bounded by the number of users with more than one optimal solution, given the optimal LM λ * (Proposition 1). Then we discuss the possible number of multi-solution users in practice, which is shown to be small in the simulations. 
Proof (Sketch): We prove this lemma by investigating the subgradient of the dual function D(λ), denoted by ∂ D(λ).
Without loss of generality, we assume the first Q users have multiple solutions. Due to the optimality of λ * , we have 0 ∈ ∂ D(λ * ), and we can show that Discussions: The Number of Multi-solution Users Next, we discuss the bound of Q. Assume user i has more than one optimal solution. In the following, we investigate the properties of λ * when user i has multiple solutions.
Since one user's optimal solutions are a subset of its candidate solutions (Sec. V-B), user i must have at least two candidate solutions achieving the same objective value in (D-i ). There are two cases with a tie among candidate solutions.
Case 1: For some k, we have
In this case, user i could have an infinite number of candidate solutions sharing the same objective value. Case 2: Candidate solutions j 1 and j 2 have the same objective value, i.e.,
where j 1 < j 2 . According to Properties 1 and 2,
and
Taking these two solutions into Eq. (30), we have
Note that user i could satisfy more than one condition in the form of (29), (33) or (34). Denote the set of users with multiple optimal solutions by S. Since each user i in S may have more than one condition in the form of (29), (33) or (34), the dimension of freedom of λ * is reduced by at least 1 from user i . In addition, when the users are heterogeneous, it is likely that the conditions (29), (33) or (34) for a user cannot be expressed by the conditions generated by the other users. Because λ * is a K -dimensional variable, K users with multiple optimal solutions reduce the freedom of λ * to at least 0. In other words, if |S| > K , the optimal LM λ * does not exist. Therefore, for heterogeneous users, we will likely have Q = |S| ≤ K . According to Proposition 1, we know that the performance gap between DualHet and the optimum is at most K , the number of the types of resources, independent of the number of users. Therefore, if the algorithm is deployed on a large number of users, the loss can be relatively small.
We note that due to the complexity of conditions (29), (33), and (34), we are unable to obtain specific expressions of these conditions at this stage. However, as we can see in the linear case, noise can prevent singularity [31] . The only difference in our problem is that we have nonlinear terms in (33). Since the following function of λ * j 2 has only finite solutions:
where θ 1 and θ 2 are two real numbers, we expect that if A i,k , B i,k , C i are independently distributed real numbers for different users, they are unlikely to have the same solution and thus the number of users with multiple optimal solutions will be bounded by K . Our simulation results in Sec. VI validate the near optimality of our algorithm. More specific expression of these conditions are left for our future work. In this section, we propose an -perturbed version of DualHet to improve the classifier by randomized exploration. As shown in Algorithm 2, we implement DualHet (exploit) with probability 1 − t , and explore and update the predictive model with probability t (Lines 4 to 15) . Specifically, when deciding to explore new samples, we randomly perturb the resource allocation result obtained by DualHet while satisfying the resource constraint. With this perturbation, we are able to explore the ground truth near the decision boundary. In this paper, we let the perturbed resource follow uniform distribution. Other distributions, e.g., truncated normal distribution, could also be applied to generate this perturbation. t is used to control the exploitation and exploration tradeoff. Typically, if the environment does not change quickly, we will need fewer explorations as time increases and set t to decrease as t, e.g., t ∝ 1/t. Rigorous design and analysis for exploitation and exploration tradeoff is left as part of our future work.
VI. PERFORMANCE EVALUATION
In this section, we conduct experiments on two different datasets to evaluate the performance of the proposed algorithms. The first dataset is a synthetic dataset. It allows performance evaluation in a scenario where the ground truth is known. The second dataset is the real-world mobile user complaint dataset, introduced in Sec. III. It allows us to study the performance of the proposed algorithms in a realistic problem setting.
Our proposed algorithms are compared with an optimized baseline algorithm. In the baseline algorithm, each type of resource is evenly allocated to the predicted positive users. Denote the set of predicted positive users by S p . When a user has resource upper bounds, for each type of resource received by the user, it is the minimum between the allocated resource and the upper bound, i.e., r i = min(
Because whether a user is predicted to be positive or not depends on the setting of the cut-off point. After ranking the overall M users based on their predicted complaining likelihoods, there are at most M + 1 possible predicted results by choosing different cut-off points. Therefore, the optimized baseline tries all the M + 1 possible predicted results, and the one with the optimal resource allocation performance is chosen.
We use the optimal solution of the dual problem in Sec. V-A as the lower bound, which may or may not be achievable.
A. Gaussian Distributed Data in 2D space
In this experiment, a synthetic dataset generated from a known ground truth distribution is considered. This experiment, conducted in a low dimensional space, also illustrates the intuitions of the algorithms.
In this dataset, positive and negative points are assumed to be distributed in a 2D space with their means to be (−10, −10) and (10, 10) respectively, and their covariance matrix to be [8, 0; 0, 8] . A balanced dataset is considered which has equal numbers of positives and negatives. In this case, the probability for a point at (u 1 , u 2 ) to be positive is u 2 ) are the Gaussian density functions of positives and negatives, respectively. In Fig. 3(a) , the line indicates the logistic regression classifier trained from 2000 data points with labels. The 200 points, to whom resources will be allocated, are also shown in this figure. Two types of resources are allocated to the points, resource k affects only feature k and the linear coefficient is denoted by q i,k , for k = 1 and 2. We assume for each point i allocated with resources, it has resource upper bounds as r i,1 ≤ (20 − x i,1 )/q i,1 and r i,2 ≤ (20 − x i,2 )/q i,2 , i.e., after resource allocation, the points cannot exceed an area bounded by u 1 ≤ 20 and u 2 ≤ 20.
We assume q i,1 and q i,2 are both chosen independently and uniformly from [0,1]. Using DualHet Algorithm, after resource allocation, the locations of points are shown in Fig. 3(b) . The original positives are still marked with "+", but a subset of them have been moved across the decision boundary. These moved points probably have their new labels changed to negative. From this figure, we can see that the points are moved to a "virtual" diagonal line in parallel with the decision boundary of the trained classifier. However, due to the fact that different points have different q i,1 and q i,2 , the destination ("virtual" diagonal) line is not straight. The figure also illustrates the effect of user-side resource upper bounds (u 1 ≤ 20 and u 2 ≤ 20) on the resource allocation. Fig. 4(a) shows the performance of the DualHet algorithm, the optimized baseline, and the lower bound. Since we have 2 types of resources, the theoretical gap is 2. However, as shown in Fig. 4(a) , the solution found by the DualHet algorithm has very close performance compared with the lower bound, which means the performance is very close to the optimal performance. Fig. 4(b) plots the performance based on ground truth. This figure shows, compared with the algorithms we designed, the baseline usually takes 2-4 times more resource to achieve the same performance. With 1000 units of resource 1 and 1000 units of resource 2, our algorithm reduces about 52% positives, while the baseline only reduces 16% positives. When the resource is limited, e.g., less than 10, even though both our algorithm and the baseline reduce only a fraction of expected complaints, the relative gain is more than 5 times. For example, when 4.0 units of resource is available, our algorithm reduces 0.257 expected complaints, while the baseline reduces 0.050 expected complaints. Fig. 4 also shows the near-optimal solution we found has similar performance based on both the learned logistic model and ground truth, since the logistic regression classifier we learned is very close the ground truth.
B. Cellular Customer Complaint Data
In the problem stated in Sec. III, Features 6, 9, 11, and 12 are related to resource allocation within a cell. We consider two types of resources that are allocated by a BS. The first resource is bandwidth, and with more bandwidth allocated to a user, the value of Feature 11 (the ratio of downlink throughput v.s. downlink volume) will increase. Although the value of Feature 12 (downlink volume) cannot be affected by resource allocation, it affects Feature 11, and different users have heterogeneous effects. The other resource used by a BS is active reconnection. In cellular networks, a BS periodically checks the connections between users and itself. When there is a radio connection failure, the BS can setup a proactive reconnection quickly. The number of proactive reconnections a BS can perform each hour depends on the computing capacity of the BS's server. Allocating this reconnection resource decreases the value of Feature 9 (radio failure percentage). Since Feature 9 is a ratio, Feature 6 (attempted connections) needs to be considered as well, even though it is "uncontrollable". Note that the number of proactive reconnections allocated to a user is bounded by the existing number of radionetwork failures of the user. Meanwhile, we assume bandwidth can be allocated to a user without user side constraints. Note that these two resources actually can be allocated in a time scale smaller than hour. However, because the user complaint is highly related to the aggregated user experience in the past hour, our resource allocation approach serves as a longer period policy.
Among the 570445 users, 50% users are selected randomly for training the classifier. The remaining 50%, or 285222 users are used for testing. They are grouped into 570 cells and in each cell there are about 500 users. Since on average a user has throughput of 4.79 KB/s and 11.42 radio fails per hour, the total bandwidth is 2.395 MB/s, and the total radio failures are 5710 in a cell. The bandwidth and active reconnections are both allocated by the BS in a cell to the users in its coverage. We treat the allocated reconnections as a continuous variable for simplicity, instead of dealing with a NP-hard problem otherwise. In reality, when the allocated reconnection is a decimal, e.g., 3.6, one solution is to round it down to the nearest integer. Some other heuristics, e.g. randomization, can also be designed to solve it.
With different amount of available resources allocated by each BS, we run experiments to evaluate the number of complaints reduced. The expected number of complaints is 616.50 without resource allocation. Table II shows the reduced complaints of the DualHet algorithm compared with the optimized baseline. The reduced numbers of complaints of the DualHet algorithm are presented outside the parentheses, while the baseline results are inside the parentheses. When there are 100 KB/s additional bandwidth (4.1% of existing throughput) per cell and 1000 reconnections (18% of radio failures) per cell, the DualHet algorithm reduces 128.67 user complaints (20.87% total complaints), which is more than 2x of the performance of the baseline. The DualHet algorithm achieves greater improvement compared with the baseline when resource is scarce. This is intuitive: when resource is scarce, judicious allocation is more important. On the other hand, when resource is abundant, each user is likely to receive sufficient resource and thus the performance of our algorithm and the baseline is relatively close. Table III shows the upper bounds of the complaints that can be reduced. This result is derived from the dual problem. The upper bounds are outside the parentheses, while the ratios of the achieved complaint reductions v.s. the upper Table III , in reality much better performance is achieved. In our experiment, less than 3% performance loss is achieved by the DualHet algorithm compared with the optimal.
Figs. 5 and 6 illustrate the impact of one dimensional resource on the expected number of complaints, with the other dimension fixed. In Fig. 5 , additional bandwidth is chosen to be 10 KB/s or 1 MB/s. This figure shows allocating reconnections at most can reduce about 20% complaints, which is due to the user side resource upper bounds on reconnections. In Fig. 6 , the number of reconnections is 10 or 1000.
The simulation results show high resource usage efficiency in improving user experience in the beginning (when the amount of available resources are small) and diminishing returns in the later stage when the resources are abundant. For example, when there are 10 reconnections available, 10 KB/s additional bandwidth can reduce on average 22.03 complaints, i.e., 0.45 KB/s per complaint; at the same time, 1 MB/s additional bandwidth can reduce 154.45 complaints, i.e., 6.47 KB/s per complaint. The results show that there are low hanging fruits in terms of improving the overall/aggregated user experience. Therefore, it is possible for an operator to improve user experience with relatively low resource consumption; an operator can decide a sweet-spot for its operation.
C. Impact of Closed-Loop Feedback
In this section, we discuss the impact of closed-loop feedback by running simulations for -Perturbed DualHet. We note that running experiments in practical cellular networks to collect actual QoE is costly. Thus, we run simulations based on the 2D Gaussian mixture data, as described in Section VI-A. We let M − and M + be the number of samples generated from the distribution with mean (10, 10) and (−10, −10), respectively. If we consider the logistic ground truth similar to Section VI-A, the predicted model will converge to the ground truth quickly because logistic regression is indeed the ground truth model throughout the entire region. In such cases, the close-loop serves only to validate the causal relation, and its impact on model adjustment is negligible. In reality, we usually do not have a perfect model that captures the ground truth for the entire region. Therefore, to illustrate this impact, we consider the following case where the samples are positive if x 1 ≤ 0 and x 2 ≤ 0, i.e.,
G(x) =
1, if x 1 ≤ 0 and x 2 ≤ 0 0, otherwise
In these simulations, we could only allocate the second dimension of resource, where R = [0, R 2 ] with R 2 = 5000. For -Perturbed DualHet, we set t = 0 /t for t = 1, 2, . . . , T , where 0 = 0.4 is the exploration probability at t = 1.
Figs. 7(a) to 7(c) show the evolution of the decision boundary for the predictive model, which is trained based on the samples obtained in the exploration iterations. As we can see from the figures, although the logistic regression model does not fit the ground truth, the decision boundary gradually converges to the horizontal line. Since we can only allocate the second dimension of the resource, this new model is more suitable for resource allocation (although it may generate less accurate classification results), and thus result in better QoE performance. This is demonstrated in Fig. 8 . We can see that, with random exploration, -Perturbed DualHet can reduce a larger number of user complaints as soon as it find a more suitable predictive model.
Note that we study the above simple example for the logistic regression model. Similar idea applies to more complicated cases, while more machine learning models such as neural networks are needed. Interested users are referred to our previous work [9] . It is also worth noting that, due to its hidden and complex impact, rigorous design and analysis for the exploration-exploitation tradeoff is still an open problem. 
VII. CONCLUSION AND FUTURE WORK
We envision that user-experience-oriented system design and its resource allocation are becoming increasingly important in the near future. This work studies a data-driven resource allocation problem in cellular networks where the objective is to minimize the number of user complaints based on trained logistic regression classifiers. We consider a general setting, where the same amount of allocated resources can have heterogeneous effects on different users' features. We design a DualHet algorithm to handle the cases with multiple resources and heterogeneous users. Simulation using a real dataset from cellular networks shows our algorithms are very close to the optimal performance, and it can reduce up to 2x complaints compared with the optimized baseline.
There are several limitations of our work. First, we assume the resources affect the values of features independently. While it is a reasonable approximation for a set of application scenarios, we hope to generalize the model to incorporate more sophisticated scenarios. Second, since our current dataset is collected in the wild, we cannot evaluate the performance of the algorithms based on the feedback from users after resource allocation. Our future work will consider the online learning and resource allocation problem, where the feedback from users will potentially further tune the prediction model.
APPENDIX PROOF OF PROPOSITION 1
We prove Proposition 1 by investigating the subgradient of the dual function D(λ) at λ * . Using the fact that the zero vector 0 is a subgradient of D(λ) at λ * , we show the feasibility and the near-optimality for the solution obtained by DualHet, respectively.
Step 1 Then the dual function can be rewritten as
For λ ≥ 0, we can easily verify that the subgradient of ϕ * (λ) is
Combining Eqs. (36) and (37) and according to Lemma 3 in [26] , we have the following lemma:
Lemma 1: The subgradient of the dual function D(λ) is
where R i (λ) is the optimal individual decision set under λ and conv S is the convex hull of set S.
Step 2) Feasibility of the DualHet Solution We now construct a near-optimal feasible solution by leveraging the property of ∂ D(λ * ). Due to the optimality of λ * , we know that the zero vector 0 ∈ ∂ D(λ * ), i.e.,
