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Abstract
An in-depth understanding of the working principles of and phenomena governing strongly cor-
related condensed matter materials has paved way for technological advancement in electronics
in the recent decades. The discovery and characterisation of many functional materials ranging
from superconductors to insulators are hinged on the progressive understanding of the driv-
ing mechanisms behind macroscopic properties like superconductivity and magneto-resistance.
Stemming from the nature of structural transitions in highly correlated solids and the corre-
sponding abrupt changes in their conductivity or resistivity, various degrees of order parameters
have been investigated using different experimental techniques such as angle resolved photo-
electron spectroscopy, optical reflectivity measurements, X-ray crystallography and pump-probe
spectroscopy, among others. One major technique that could be used to gain further under-
standing of these correlated systems is electron diffraction analysis.
In this dissertation, we demonstrate a qualitative working relationship between electron
diffraction simulation and the corresponding X-ray and electron diffraction experiments. These
structural analysis techniques are used to investigate metal-insulator structural transitions in
strong electron-lattice correlated charge density wave compounds of the radical anion organic
molecular crystals of Cu-DCNQI and two members of transition metal dichalcogenides, namely,
4Hb-TaSe2 and 1T -TiSe2 single crystals. This study contributes to the observation and dynamics
of charge density waves on the atomic spatial and temporal resolutions. A systematic analysis of
electron diffraction patterns obtainable from femtosecond electron diffraction experiments opens
up new perspectives on the interpretation of structural evolution in solids.
iv
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Opsomming
’n In-diepte begrip van die werkingsbeginsels en verskynsels van sterk gekorreleerde gekon-
denseerde materie het die pad oopgemaak vir tegnologiese deurbrake in elektronika in die afge-
lope dekades. Die ontdekking en karakterisering van vele funksionele materiale, vanaf super
geleiers tot isolators, is afhanklik van ’n voortdurende dryf om die meganismes agter hierdie
makroskopiese eienskappe van materiaal te verstaan. Vanuit die natuur van strukturele tran-
sisies in hoogs gekorreleerde vastestowwe en die ooreenstemmende skielike verandering in hulle
geleidings vermoë en weerstand, kan verskeie vryheidsgrade en orde parameters ondersoek word
deur gebruik te maak van verskillende eksperimentele tegnieke soos hoek opgelosde foto-elektron
spektroskopie, optiese weerkaatsings metings, X-straal kristallografie en aktiveer interrogeer
spektroskopie onder andere. Een van die hoof tegnieke wat gebruik kan word om hierdie hoogs
gekorreleerde sisteme te ondersoek is elektron diffraksie analise.
In hierdie skripsie demonstreer ons ’n kwalitatiewe verhouding tussen ’n elekron diffraksie
simulasie en die ooreenstemmende X-straal en elektron diffraksie eksperimente. Hierdie struktuur
ontledings tegnieke word gebruik om metaal-tot-insulator struktuur oorgange in sterk elektron-
rooster gekorreleerde ladings digtheid golf stowwe van radikale anioon organiese molekulere
kristalle van Cu-DCNQI en twee lede van die oorgang metale 4Hb-TaSe2 en 1T -TiSe2 se kristalle
te ondersoek. Hierdie studie dra by tot die waarneming en dinamika van ladings digtheid golwe
op ruimtelike en tydelike atoomskaal resolusies. ’n Sistematiese analise van elektron diffraksie
patrone verkrygbaar van femtosekonde elektron diffraksie eksperimente stel ons in staat daartoe
om nuwe interpretasies van die strukturele veranderings in vastestowwe te maak.
v
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Chapter 1
Introduction
Gaining useful understanding from different stages of structural evolution in solids plays an
important role in interpreting their properties. Solids, like other forms of matter, respond to
influences posed by external environmental factors such as temperature and pressure. Perturba-
tions on a microscopic scale to some solids’ structural arrangements lead to responses that could
translate into a drastic change in their macroscopic properties. These perturbations often result
in in-equilibrium and/or out-of-equilibrium states, which could characterise phase transitions of
metallic (conducting) to insulating solids or vice versa.
One distinctive property found in certain solids is superconductivity, a phenomenon whereby
the electric resistance in a metal reaches a negligibly small value when it is cooled below a critical
or a transition temperature [1, 2]. Whereas the degrees of superconductivity in metals could be
affected by the presence of a strong magnetic field, a colossal magneto-resistance was found in
manganese oxide perovskites surrounded by a strong magnetic field [3], with their electric resis-
tance decreasing or increasing by orders of magnitude. The discoveries of superconductivity and
magneto-resistance in different solids raised many questions and resulted in many applications,
paving way for technological advancement in electronics. In retrospect these two exotic proper-
ties are usually characterised by phase transitions between a metallic and an insulating state.
In other words, solids are classified according to the degree of conductivity or resistivity found
in them. The degree of electric conductivity and/or resistivity in crystalline solids primarily
depends on temperature, phonons and surface or interstitial defects [1].
The existence of superconductivity and magneto-resistance in certain solids puts them at the
frontiers of research. Exploring the properties associated with superconducting and magneto-
resistant solids in relation to their morphologies (the common being 1-D, 2-D and 3-D solids)
posed a new challenge, and one may validly ask: "What are the microscopic explanations back-
ing these two phenomena?" It was thus an instinctive breakthrough in Solid State Physics in the
20th century when Bardeen, Cooper and Schrieffer (BCS theory) [4] gave a microscopic expla-
nation governing superconducting solids. Almost in parallel, Rudolf Peierls in 1950 developed a
microscopic theory that explains phase transition in 1-D solids, judging from a periodic lattice
distortion and the accompanied electron density modulation. The spatial modulation of electron
density (or electrostatic potential)1 in certain crystalline solids results in the screening of an
electric potential of the ion cores of the solids and sets up a Coulomb repulsion in the process, a
phenomenon referred to as charge density wave (CDW) formation in crystal lattices [5]. Charge
density wave formation has been shown to invoke insulating domains in erstwhile conducting
solids [6, 7].
1X-ray probes interact with electrons only, thereby setting up a perturbation of the electron density distri-
bution in a crystal. On the other hand, electron probes interact with electron and the nucleus, thereby setting
up a perturbation of the electrostatic potential in a crystal [18].
1
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One class of materials in which charge density wave signatures were found are the layered
inorganic single crystals of transition metal dichalcogenides (TMDs). These diatomic layered
compounds are particularly famous for their rich structural dynamics, colossal magnetoresistance
and subtle phase transitions. While new discoveries and methods put forward to understand
the processes involved in the metal-insulator phase transitions in TMDs are gaining ground,
Aumüller et al. [14] in 1987 discovered a novel radical anion organic crystal, namely, Copper
II dimethyl-dicyanoquinonediimine (hereafter called DCNQI salts). Interestingly, DCNQI salts
show high anisotropy electric conductivities, with up to eight orders of magnitude depending on
the radicals and the cations used [14, 64, 74, 75]. Charge density wave formations in TMDs and
DCNQI salts have been famed to be one of the microscopic explanations underlying the abrupt
changes in their macroscopic properties.
Phase transitions in solids arise from the interplay between temperature, pressure and vol-
ume. A plethora of experimental techniques that could be used to probe structural dynamics in
solids include angle resolved photo-electron spectroscopy [5], optical reflectivity measurements
[70], X-ray crystallography [18] and electron diffraction [7, 10]. Of these, two closely related
experimental techniques are X-ray and electron diffraction analysis. In particular, the struc-
tural arrangements of the constituent atoms in TMD and DCNQI crystals investigated in this
study were determined via X-ray diffraction structural refinements [64, 65, 35]. Here, based on
these structural refinements, electron diffraction analysis is primarily used to investigate phase
transitions in TMD and DCNQI crystals.
The successes [7, 8, 9, 10, 12, 13] of the newly built diffractometer for ultrafast electron diffrac-
tion experiments have fanned to flame more passion to pursue an excellent research through this
formidable experimental technique. There are many technicalities associated with running elec-
tron diffraction experiments and analysing diffraction patterns obtained. Typically, a team work
of a few students is required, where students are allocated to different tasks that will culminate
into unified results and successes of concurrent UED projects. This ranges from sample prepa-
rations to analysis of diffraction patterns obtained from experiments. An important go-between
of this team work is the simulation of ideal electron diffraction patterns for crystals of interest,
with the purpose of analysing, comparing, qualifying and quantifying both the experimental and
simulated data. In addition, having a foreknowledge of some of the sample parameters and the
details of their ideal diffraction patterns through theoretical simulations cannot be overempha-
sised, as it promises to give more insight to the understanding of dynamics in the crystal under
investigation.
This dissertation sets out to describe and analyse the simulation of the ideal diffraction
patterns and charge density wave formations in selected TMDs and DCNQI salts, together with
the available experimental data. The software we used for all simulations in this thesis is called
"Simulation and Analysis of Electron Diffraction" (SAED), which was developed by Xingzhong
Li [15]. The principle employed in the software is based on selected area electron diffraction and
kinematic diffraction theory.
A sense of systematic studies of structural transitions in crystalline solids through electron
diffraction simulation, electron and X-ray diffraction experiments is launched in this disserta-
tion by making provisions to gain profound insights at different stages of temperature-dependent
structural evolution. This dissertation bridges the gap in the context of qualifying and quan-
tifying structural dynamics in solids, and of a better understanding in the interpretation of
obtainable Bragg reflections in ultrafast electron diffraction (UED) experiments. A qualitative
working relationship between X-ray crystallography, UED experiments and electron diffraction
simulation is envisaged to provide better insights into structural evolution in crystalline solids.
In Chapter 2, a brief introduction to basic background of electron diffraction theory, electron
density and charge density wave formations in crystals of interest will first be treated. Nature
2
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often inclines us to explain complexity by using simplicity; therefore, simulation of diffraction
patterns, with an embedded charge density wave signature, in simple cubic lattices composed of
tantalum atoms are analysed to give a background insight. Then, in Chapter 3 the simulation of
diffraction patterns of the metallic and the charge density wave (insulating) phase in two selected
members of transition metal dichalcogenides crystals, namely, 4H b-TaSe2, and 1T -TiSe2 are
introduced and analysed. It should be noted that experimental measurements and analysis on
4H b-TaSe2 single crystals have been done by previous students in the group [7, 9, 10]. However,
the simulation analysis presented here opens up new perspectives of the structural transition in
4Hb-TaSe2 single crystals, and adds to the existing knowledge and techniques.
Chapter 4 introduces the readers to the general perspectives on DCNQI salts. In Chapter 5,
using the knowledge and skills gained in simulating diffraction patterns obtainable from cubic
lattices and TMD crystals, a similar but somewhat subtle procedure will be carried out on the
DCNQI salts. The highlights are structural evolution and analysis through theoretical simu-
lations, infra-red active frequency calculations, mixed valency and charge orderings in DCNQI
salts’ insulating phases, as well as the first observation and characterisation of charge den-
sity wave signatures through X-ray and electron diffraction experiments; with a view towards
unravelling the ultrafast structural dynamics in DCNQI salts while undergoing photoinduced
metal-insulator phase transitions. Finally, some general critical interpretations and inferences
from the selected crystals’ diffraction patterns will be made, together with recommendations
and future outlooks.
3
Stellenbosch University  https://scholar.sun.ac.za
Chapter 2
Electron diffraction and charge density
waves
2.1 Introduction
This chapter concentrates on the foundation needed to understand and interpret electron diffrac-
tion patterns obtainable from simulation and experiments of both high and low temperature
phases of the crystals investigated in this dissertation. The images obtained from electron
diffraction experiment or simulation present the Fourier space of the structural arrangement of
the crystal under investigation. Solids generally are categorised into amorphous and crystalline
solids. For example, diffuse or ring diffraction patterns obtainable from amorphous solids (e.g
glass or aluminium foil) show the randomness of the lattice positions in their real space: obtain-
able information from these kinds of diffraction patterns are therefore restricted to the regions
along the rings. Conversely, crystalline solids possess periodic arrangement of the constituent
atoms or molecules. The diffraction patterns obtainable from crystalline solids therefore show
distinct minima and maxima, which characterise the lattice positions in the real space [16, 17].
Imposing an external factor on a crystalline solid distorts its structural arrangement and this
translates to one or all of contraction or expansion; strengthening or melting of Bragg planes
in the reciprocal space. Thus, the structural evolution/dynamics in solids could be followed by
analysing different electron diffraction patterns obtained from probing the solids under varied
external factors (such as temperature and pressure).
The influence of these external factors on charge density wave compounds is often associated
with the appearance of extra spots in addition to the normal diffracted spots, which are also
periodic. The processes involved in charge density wave formation in crystal lattices, as well as
basic background into electron diffraction techniques, form the focus of the rest of this chapter.
2.2 Electron diffraction
2.2.1 Interpreting electron diffraction patterns
Electron diffraction is a proven technique used in unravelling structural dynamics in solids
[6, 7, 10, 12]. The signature of diffraction patterns obtainable from any crystal depends pri-
marily on the crystal family, its space group and the zone axis of interest. A diffraction image
obtainable from simulation or experiment reveals the reciprocal space or more intuitively, the
energy-momentum space. These images are characterised by the amount of energy (e.g. the
energy of an electron probe or the fluence of a laser pump) deposited in the crystal and the
response of the crystal structure to the perturbation of its periodic potential.
4
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In crystalline 1 solids the arrangement of constituent molecules or atoms follows a trend, or
arises from a building block known as a unit cell. The unit cell of a crystal can take on one of
the seven crystal families, as outlined in Table 2.1 [2, 18].
Table 2.1: Bravais lattice types, space groups and crystal families [2, 18]
Crystal families Bravais lattice types No. of space groups Cell Parameters
Cubic P, I, F 36 a = b = c; α = β = γ = 90o
Hexagonal P 27 a = b 6= c; α = β = 90o, γ = 120o
Trigonal P, R 25 a = b = c; α = β = γ < 120o, 6= 90o
Tetragonal P, I 68 a = b 6= c; α = β = γ = 90o
Orthorhombic P, C, A, B, I, F 59 a 6= b 6= c; α = β = γ = 90o
Monoclinic P, C, A, B 13 a 6= b 6= c; α = γ = 90o 6= β
Triclinic P 2 a 6= b 6= c; α 6= β 6= γ
Conventionally, three translation real space vectors (a, b and c) describe a primitive unit
cell, related to one another by a lattice position vector [2, 19]:
rj = xja+ yjb+ zjc, (2.1)
where 0 ≤ xj , yj , zj < 1 are the fractional coordinates of the atomic positions. Similarly, the
reciprocal lattice vector is the linear superposition of the three translation reciprocal space
vectors,
G(hkl) = ha∗ + kb∗ + lc∗,
(2.2)
a∗ =
b × c
a . (b × c) , b
∗ =
c × a
a . (b × c) , c
∗ =
a × b
a . (b × c) ,
where (hkl) are the Miller indices describing the Bragg reflections in the reciprocal space. The
reciprocal lattice vector G(hkl) is always perpendicular to the zone axis along the direction
of the electron beam. The zone axes, designated by [uvw], of the unit cells of a particular
crystal structure determine the allowed Bragg reflections obtainable from probing the crystal,
justifying the indexing of the obtainable diffraction pattern according to the Laue zone axis
formula [18, 23]:
u.h+ v.k + w.l = m, (2.3)
where m = 0, 1, 2, · · · is an integer describing the Laue zone number [22]. Assigning the orders
of Laue zone axes requires a caution. The nomenclature of this assignment is determined by
the number of rings outside the zeroth order Laue zone (ZOLZ), so that the closest ring to the
undiffracted spot, excluding ZOLZ, is referred to as the first order Laue zone (FOLZ) [18, 23] 2.
In Equation 2.3, m = 0 is referred to as the zeroth order Laue zone (ZOLZ) for a standard
coherent electron diffraction pattern. For example, in a standard diffraction pattern (where
1All the solids treated in this dissertation are crystalline. As such, we shall focus on the underlying theory of
periodic structures of crystalline solids.
2Ref. [23] particularly pointed it out that there are cases when there is no reflection corresponding to m = 1.
In this situation, if, apart from ZOLZ, the next sets of Bragg reflections fall on m = 2, then it becomes the first
order Laue zone (FOLZ).
5
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Figure 2.1: Conditions for a Bragg plane to diﬀract electrons are illustrated. In panel (a), the direction of
the electron beam and the orientation of planes are drawn. This shows that the electron beam is always
nearly parallel to the plane of diﬀraction, leaving only a small Bragg angle θ shown in (b). In panel (b),
the coherence property of the Ewald sphere is determined by λ, whose integral multiple determines the
distance dhkl between the planes of diﬀraction. Orders of Laue zone and their representative diﬀraction
spots are also indicated.
m = 0), [001] Laue zone axis requires the indexing of the Bragg reflections to be of the form
(hk0) in order to satisfy Equation 2.3. Higher order Laue zones (HOLZ), such as shown in Figure
2.1, describe nearly coherent diffraction spots that could be included to compensate for forbidden
spots that appear as a result of imperfection of experimental beam parameter [18, 27, 28, 30].
On the other hand, the need to include the HOLZ in the diffraction pattern may also be due
to long periodicity and high resolution of the electron beam [18]. The Ewald’s sphere, together
with Laue zones, describes the allowed and the forbidden Bragg planes in a given diffraction
pattern. The coherence property of the Ewald sphere links to the Bragg condition for an allowed
reflection (see Figure 2.1) [2, 18, 19]:
nλ = 2dsinθ, (2.4)
where θ is the scattering angle, n is an integer and λ is the wavelength corresponding to the
energy of the electron probe used.
The intensity distribution profile for a particular diffraction pattern arises from the structure
factor of a crystal, with the magnitude of diffracted intensity defined as [18, 20, 21]:
I(hkl) ∼ |F (hkl)|2,
given that
F (G) =
N∑
i=1
fi(G) exp[2pii(G.ri)] =
N∑
i=1
fi(hkl) exp[2pii(hxi + kyi + lzi)], (2.5)
where N is the number of atoms in a unit cell or an asymmetry unit of a crystal, fi(hkl) are
the atomic form factors and the term in the exponential represents the phase φ(hkl) of the
structure factor. The atomic form factor for the individual atoms in a crystal depends on their
atomic numbers, scattering angles, thermal vibrations and positions in the crystal [18]. It is
parametrized as:
f(sinθ/λ) =
4∑
i=1
ai exp(−bi sin2θ/λ2) + c, (2.6)
where ai, bi and c are nine (9) parametrization constants listed in [21]. The atomic form factor
of an atom in a crystal represents its scattering power. The heavier an atom is, the higher
6
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its contribution to diffraction spots in a given diffraction pattern. Atoms that are orders of
magnitude smaller, when compared to other atoms in a crystal, are of little or no effect when
analysing the contributions of the atoms to the formation of periodic Bragg reflections.
For a suitable homogeneous (or an achiral) crystal, Friedel’s law is one of the unique properties
of intensity distribution profile of a diffraction pattern. Friedel’s law can be described by the
relations [2, 18]:
|F (hkl)| = |F (−h − k − l)| and φ(hkl) = −φ(−h − k − l).
These relations show that for every Bragg plane in a diffraction pattern, there is a pair; the
only exception is the (000) plane. However, these two relations are often treated as approximate
because of the difficulty to obtain homogeneous samples during sample preparations. Moreover,
the distribution of planes and/or interstitial sites (defect sites) in crystals could also result in
the inequality of the Friedel’s relations. It should be noted that Friedel’s laws are valid for both
amorphous and crystalline solids [18].
X-ray diffraction structural refinement has been a useful tool employed to solve the struc-
ture of a crystal. Based on Bragg reflections obtained by probing the crystal with X-rays, the
symmetry of the crystal is determined. The information obtained from this refinement is often
written into a file generally known as crystallographic information file (CIF). The standard code
approved for exchanging CIF for better interpretation of refined crystal structures is given in
[24, 25]. However, there are different modifications to the writing of these files, depending on the
software that is being used for data analysis. Furthermore, a software used to simulate electron
diffraction patterns may also require certain modifications for the files to be readable, as is the
case in this study. Crystallographic information files generally contain crystals’ properties such
as the constituent atoms, the space group, the atomic positions of the asymmetry unit of the
crystal, the crystals’ volume, the atomic form factors of the constituent atoms, etc.
The space group of a crystal could belong to one of the 230 space groups listed in [26]. The
space group describes the symmetry of a crystal. Each space group starts with one of the 14
Bravais lattice types in crystals, as listed in Table 2.1. In this dissertation, primitive (P) and
body-centered (I) unit cells are discussed. Two examples of transition metal dichalcogenides
treated in Chapter 3 belong to the primitive lattice type, where all the Bragg reflections are
allowed. Associated with the body-centered unit cells of DCNQI salts treated in Chapter 4 is a
glide plane 3, which introduces systematic absences or forbidden reflections.
For a proper understanding and interpretation of diffraction patterns obtained from complex
crystals, such as treated in Chapters 3 and 5, we first of all study basic properties of ideal
diffraction patterns obtainable from primitive and body-centered lattices of simple crystals.
Shown in Figure 2.2 are the real and reciprocal space of cubic lattices that are composed of
tantalum atoms. Tantalum atoms naturally crystallize into body-centered cubic (BCC) lattices
with side a = 3.30 Å, as determined by X-ray diffraction analysis [2, 31]. There are distinct
systematic absences in the simulated diffraction patterns of the BCC lattice of tantalum atoms
(Figure 2.2(c & d)), as against its simple cubic counterpart (Figure 2.2(e)). An example of
indexing of Bragg reflections in primitive and body-centered cells is shown in Figure 2.3. The
primitive translation vectors of a BCC lattice of side a are given as [2]:
a =
1
2
a(xˆ+ yˆ − zˆ); b = 1
2
a(−xˆ+ yˆ + zˆ); c = 1
2
a(xˆ− yˆ + zˆ), (2.7)
where xˆ, yˆ and zˆ are orthogonal unit vectors parallel to a,b and c. Applying Equation 2.2 to
Equation 2.7, we have:
3A glide plane combines mirror reflection symmetry with translation symmetry [18].
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Figure 2.2: Simulation of obtainable diﬀraction patterns from (a) a body-centered and (b) a simple cubic
crystals composed of tantalum atoms. Panel (a) is the real space lattice for patterns shown in (c) with
space group Im3¯m and (d) with space group Pm3¯m. Panel (e) shows the diﬀraction patterns obtained
from real space lattice shown in (b), also with a space group Pm3¯m. Patterns displayed in (d) and (e)
are thus of P -type lattice, while (c) is of I-type lattice. Tantalum atoms naturally crystallize into BCC
lattices [2], with lattice parameters: a = b = c = 3.30 Å and α = β = γ = 90o. Figure 2.3 shows the
indexing of these reciprocal space electron diﬀraction patterns.
a∗ =
1
a
(xˆ+ yˆ); b∗ =
1
a
(yˆ + zˆ); c∗ =
1
a
(xˆ+ zˆ). (2.8)
Equation 2.8 describes the primitive translation reciprocal vectors for a face centred cubic
(FCC) lattice [2, 16, 17, 18, 19]. Hence, a body-centered cubic lattice always gives rise to a face
centred diffraction pattern and vice-versa. The forbidden reflections associated with an FCC or
a BCC lattice arise when the phase of the structure factor in Equation 2.5 becomes zero. A
BCC lattice requires h + k + l = 2n while an FCC lattice requires all h, k, l to be even or odd
integers. A simple cubic lattice has no restriction.
2.2.2 Electron density and electrostatic potential in crystal lattices
Another quantity that is associated with diffraction analysis is the electron density (or the elec-
trostatic potential). The distribution of electron density in a crystal depends on the type of bonds
between neighbouring atoms and the type of orbitals formed. These bonds or orbitals influence
the net charge created near the Fermi surface of the crystals. Put differently, the hybridisation
of the orbitals of the atoms or molecules present in a crystal determines the distribution of elec-
tron density in the crystal. Electron beams are generally scattered by the electrostatic potential
8
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Figure 2.3: Panels (a), (b) and (c) respectively show the indexing of selected Bragg reﬂections of the
simulated diﬀraction patterns obtained from cubic lattice shown in Figure 2.2 (c, d & e). The reciprocal
space of the simple cubic shown in (c) has a simple cubic diﬀraction patterns, hence there are no forbidden
reﬂections. The hkl reﬂections in this case take on any integer. The body-centered cubic lattices shown
in (a) & (b) give rise to face centred diﬀraction patterns, so that the allowed Bragg reﬂections have
h+ k+ l = 2n. The diﬀerence between the indexing of the Bragg peaks in (a) & (b) is due to the lattice
types, which are I and P for panels (a) & (b) respectively.
(electrostatic potential could be projected as contour lines on the electron density distribution
in a crystal) created by the net potential differences (or hybridised orbital) at different regions
of a crystal [18].
An example of a mapped electrostatic potential of an asymmetry unit of organic molecular
conductor (DCNQI salts) treated in Chapter 4 is shown in Figure 2.4. The distribution of
electron density and electrostatic potential contours of constant densities are overlapped. A
quick inference that can be made from Figure 2.4 is that the cloud of electrons around the
whole asymmetry unit arises from the hybridised orbitals of the constituent atoms. Each atomic
position has a surrounding electron cloud, whose strength depends on the number of electrons in
the atom. Moreover, the delocalised pi-orbital of the benzene ring is clearly shown, together with
the d-p-pi-hybridised orbitals of the whole asymmetry unit. In general, electrons get scattered
by these clouds of electrons in such a way that the resulting Fourier transform gives rise to
intensity peaks of different sizes. The electron density is highest around the copper atoms. This
means that the copper atoms should have the highest contribution to the diffracted intensities
obtainable from Cu-DCNQI salts.
Indeed, for a diatomic (or a polyatomic) crystal, the Bragg reflections observed in an ob-
tainable diffraction pattern cannot be attributed to the scattering by a single type of atom in
the crystal, especially when the constituent atoms have comparable atomic form factors. This
is to say that electron probes sense a continuous distribution of electrostatic potential (arising
from contributions from all atoms in a crystal), which when Fourier transformed leads to the
generation of a periodic diffraction pattern.
Mathematically, the inverse Fourier transform of the structure factor leads to a relation for
electrostatic potential, given by [18]:
ϕ(xyz) = F−1[F (hkl)] = λ
σΩ
∑
hkl
F (hkl)exp[−2pii(hx+ ky + lz)] (2.9)
where λ is the electron wavelength, Ω is the volume of a unit cell and σ is the interaction
constant, defined as [18]:
σ =
2pimeλ
h2
=
pi
λU
, (2.10)
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Figure 2.4: Plotted are the (a) front view and (b) side view of a mapped electrostatic potential (ESP)
calculated for the asymmetry unit of Cu[2, 5−DMe−DCNQI]2, through density functional (DFT)(B3LYP
functional + CEP-31G basis set). The mapped ESP was derived from the total density of the molecular
orbital of the unit. The contour lines describe regions of constant densities or equipotential, with an
isovalue of 4 × 10−3 e´/Å3. The region of deep shading connotes high electron density. The delocalised
pi-electrons is revealed, together with the overall hybridised d-p-pi orbitals, which are contributed by p-
orbital of the cyano group (N-C-N), Cu-d-orbital and pi orbital of the benzene ring. (Key:- Cu: Orange;
Nitrogen: Blue; Carbon: Grey; Hydrogen: White.)
such that m and e are respectively the electron relativistic mass and charge, h is the Planck’s
constant and U the accelerating voltage. The interaction of an electron beam of wavelength λ
with a crystal of thickness t has a projected (or a mapped) potential of the form [18]:
ϕprojected(xyz) =
λt
σΩ
∑
hkl
F (hkl)exp[−2pii(hx+ ky + lz)]. (2.11)
Peculiar to our electron diffraction experimental set-up, the typical range t = 30 − 100 nm
and U = 30 kV for sample thickness and electron energy, respectively, are used [7, 10]. This
electron energy corresponds to λ = 7 pm (picometer) in vacuum and at the sample surface.
For this electron wavelength, the interaction constant σ ≈ 1.5 × 10−3 V−1 Å−1. Due to the
interaction of electron beam with the electrostatic potential in a crystal, the propagation of this
energy (inherently λ) through the crystal is ideally different since it possesses a different medium
of propagation than the vacuum. Therefore, the wavelength of an electron beam going through
a crystal depends on the density of electron cloud in a particular region, and is given as [18]:
1
λcrystal
=
1
λvacuum
[
1 +
ϕ(xyz)
2U
]
, (2.12)
for ϕ(xyz) << U . A very thin crystal is customarily used in electron diffraction, in which case
the crystal is considered as homogeneously irradiated [10]. Thus, the terms in the square bracket
of Equation 2.12 is close to 1, ultimately making the crystal to undergo elastic scattering (Note
that ϕ(xyz) << U for a thin crystal). The thinner the crystal, the stronger the elastic scattering.
Increasing the crystal thickness will require an increase in the electron energy, which is not always
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desirable in electron diffraction experiments. The homogeneity of a relatively thick crystal is not
certain, or is difficult to attain. Moreover, if a crystal is thin enough, the influence of non-linear
effects and multiple scatterings on its diffraction patterns could be ignored. This leads us to an
important consideration in electron diffraction simulation: Do we use a kinematic or a dynamic
scattering model? This question is often addressed with phase object approximation.
2.3 Simulation’s models: ‘Weak’ versus ‘strong’ phase object
approximation
In the previous section we described how an electron diffraction pattern image could be inter-
preted, and established that electron probes passing through a crystal get scattered by the ESP
field of the crystal. The next step is to consider the right model to use when simulating obtain-
able electron diffraction patterns of a crystal. Two methods associated with electron diffraction
simulations are the kinematic and the dynamic scattering models.
Kinematic scattering model takes the magnitude of a diffracted intensity in an electron
diffraction pattern as the square of the structure factor amplitude. It satisfies Bragg’s and
Ewald’s conditions described in the previous section. Kinematic diffraction model supports
single scattering, working with the ideal that if the crystal to be used is thin and homogeneous,
there will be less multiple scattering or secondary interactions [18, 19].
Dynamical scattering model on the other hand takes into consideration the possibilities
of secondary interactions, corrects for double reflections, extinction lengths, absorption, long
periodicity, and so on [19]. For example, there could be multiple interactions between the
undiffracted beam and the scattered beams. This is especially the case when the crystal is too
thick or is not homogeneous. A very thin crystal could also undergo multiple scattering if there
are interstitial sites or if the crystal is not properly aligned to the direction of electron beams
[18, 19].
The validity of any of these two methods depends on the constituent atoms or molecules, that
is, the scatterers of electron probes in a given crystal lattice, the accelerating voltage and how
thin or thick the crystal is. Often, electron diffraction models make use of kinematic scattering
whenever possible. Dynamic scattering model is not trivial to resolve due to many (achievable
and not achievable) constant factors to be included. At the end, the approximations made
may worsen the quality of the diffraction patterns obtained, and this may be far deviated from
corresponding experimental diffraction patterns.
The propagating waves of an electron beam passing through a given crystal have an amplitude
and a phase. If the electric field of the waves only experiences a phase shift, but its amplitude
remains approximately unchanged after passing through a crystal, the crystal is said to be a
phase object. This is often expressed mathematically as follows [18]:
∣∣∣∣ tλΩ F (G)
∣∣∣∣
2
<< 1, (2.13)
where t is the crystal thickness, Ω is the crystal’s volume and λ is the electron wavelength.
This equation expresses the weak phase object approximation (WPOA) [18]. Whenever a crystal
prepared for an electron diffraction experiment or simulation satisfies Equation 2.13, kinematic
scattering model is employed. In the kinematic model the phase of the wave propagating through
a crystal at its exit surface is proportional to the phase of the structure factor of the crystal;
this is not so for strong phase objects, for which dynamical scattering must be employed. The
justification for this is that the crystal’s potential field is very strong or not smooth, thereby
leading to not only a phase shift but also an amplitude shift in the exiting electron waves. The
thickness of the crystals investigated in this study ranges between 25−35 nm. Samples’ thickness
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in this range has been shown to provide a nearly homogeneous excitation profile [10]. Therefore,
kinematic scattering model is employed throughout this study.
Of course, obtaining a sample of this range during sample preparation is not trivial. A
generally accepted sample thickness for a successful transmission of electron beams is ideally
< 100 nm [10, 18]. For a sample’s thickness > 100 nm, the energy of electron probes used
is usually > 30 kV in order to eliminate the possibility of double reflections, improve image
resolution quality and for electrons to pass through the sample [6, 18]. Increasing the electron
energy introduces different experimental conditions. For example, it could potentially lead to
break down in the space charge and worsen the spatial-temporal resolution [6, 8, 10]. Therefore,
choosing between sample thickness and electron energy requires a trade off, depending on the
overall experimental conditions.
2.4 Electronic structure of and charge density wave formation
in crystalline solids
Electronic structure of crystalline solids: This is often described by the allowed and for-
bidden bands formed through the overlaps of atomic and/or molecular orbitals. Put differently,
the interaction of electron clouds between neighbouring atoms or molecules in a given crystal
gives rise to the electronic density of states, demonstrating a continuous spectrum of free elec-
tron states in the crystal. The unit cell in the k-space of a crystal characterises the crystal
structure’s properties, and represents the region from which Brillouin zones can be constructed.
Integration over the first Brillouin zone in the k-space is often used to obtain densities of states
in a crystal [1]. The area from which the shape of the Fermi surface could be derived and over
which a Brillouin zone will span depends on the periodicity and symmetry of the crystal under
investigation. The signature of electron density distribution, or simply the electron density of
states near a crystal’s Fermi surface is generally used to classify the crystal into one of metal,
semi-metal, semiconductor and insulator [1, 60]. The shape and the position of Fermi surface
across the electronic bands of a crystal serve as a guide to distinguish between the filled and
empty bands, and are often used to describe the properties of the crystal [1, 5, 60, 65].
The solution to electronic band structure of crystals, arising from Bloch waves and multi-
slice methods, results in an energy parabola, with well-defined discreet energy levels defined by
E(k) = ~2k2/2m, where k is the wave vector of the free electron energy states [1, 18]. Due to the
periodicity and symmetry requirements for and electron correlation associated with a crystal’s
potential field, the energy parabola is periodic so that E(k) = E(k + G) = ~2|k + G|2/2m.
This results in intersection of energy parabolas, with the degeneracy of energy values spanning
throughout the k-space. Since the energy parabola is periodic the k-space can be reduced to
the first Brillouin zone, with k = −pia and + pia , as shown in Figure 2.5. Atomic or molecular
vibrations, as well as perturbation to a crystal’s potential field could lead to the lowering of the
crystal energy, with band gap opening at the point of intersection of energy parabolas [1]. In the
process, the degeneracies of energy values are lifted. The behaviour and/or properties of crys-
tals’ electronic structures are generally founded on the Drude-Sommerfeld’s nearly free electron
approximation theory, which incorporate electron correlations by introducing weak modulation
of a crystal’s potential field. Electron correlations have been found to induce one or both of
electron-electron and electron-phonon interactions in crystals [1, 2, 6, 7, 10].
Charge density waves: The diffraction patterns obtained from a crystal lattice, such as
shown in Figure 2.2 and 2.3, usually show the periodic arrays of Bragg reflections. These Bragg
reflections, which represent the Fourier component of the crystal’s structure factor, correspond
to a uniform distribution of electron density or electrostatic potential (see Figure 2.4) in the
12
Stellenbosch University  https://scholar.sun.ac.za
Figure 2.5: Top panel : Degeneracy of the periodic energy parabola based on repeated zone energy band
scheme. The degenerate states, which occur at points of intersection, are lifted when the equilibrium
states of the atomic ion cores in a crystal experience perturbation. As a result, band gaps are formed as
shown in the bottom panel. Formation of charge density wave, in addition to Drude-Sommerfeld’s weak
perturbation, increases the opening of the band gaps.
unperturbed regime of the real space. A small but sufficient perturbation to this electron den-
sity distribution could result in the formation of energy band gap, opening across the erstwhile
continuous spectrum of free electron states in the crystal [1, 5]. A cosinulsoidal modulation of
electron density given by [5], ρ(r) = ρ0(r)[1 + Acos(q0r + φ)] gives rise to a periodic lattice
distortion (PLD) of the form: un = u0sin(n|q0|a+ φ), where ρ0 is the unperturbed density; A,
q0 and φ are respectively the amplitude, the wave vector and the phase of the electron density
modulation. The combination of electron density modulation and periodic lattice distortion is
referred to as charge density wave. When the ion cores of the constituent atoms in a crystal
in positions n are slightly moved (or modulated) out of their equilibrium positions, there is a
redistribution of electron density with the crystal’s free (conduction) electrons screening a new
potential thereby moving to a new ordered state. However, this new-ordered state does not
necessarily mean charge density wave state.
Elastic energy is required to either compress or stretch the bonds between the atoms of a
crystal. When the energy cost to overcome the elastic distortion of these bonds leads to energy
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gain for the whole crystal system, then the preferred ordered state is the charge density wave
state. In other words, the potential field’s screening by the conduction electrons usually leads
to a further lowering of the crystal’s energy, in addition to the band gap opening at the edge of
the first Brillouin zone. Different theories that have been used to explain the origin of charge
density wave in solid materials include Peierls instability, giant Kohn anomaly, Fermi surface
nesting and Jahn-Teller distortion [5]. The formation of charge density wave in crystal lattices
often requires reduced dimensionality in high dimensional solids, just as Peierls phase transition
theory is based on 1-D metals. The formation and treatment of charge density waves in higher
crystal’s morphologies (2-D or 3-D) constitute an on-going debate in Solid State Physics.
Modulating electron density leading to charge density wave formation in crystal lat-
tices: Here, we consider a cubic lattice composed of tantalum atoms whose diffraction patterns
are presented in Figures 2.2 and 2.3. These diffraction patterns correspond to the unperturbed
regime of electron density distribution in the cubic crystal lattices. Modulating this uniform
electron density distribution gives rise to the appearance of extra diffraction spots, in addition
to the main Bragg spots obtained from the unmodulated crystal. As stated in Section 2.2, a
crystal lattice is described in three dimensions by primitive translation vectors (a, b and c).
However, the diffraction pattern images are usually shown in two dimensions, constituting one
of a − b, a − c or b − c planes. Generally, the modulation of the ion core of an atom from its
equilibrium position could be linear (along one axis in 1-D), or diagonal (along a plane in 2-D)
or diagonal (along a surface in 3-D). Thus, the extra spots’ positions in the k-space depend on
the direction of modulation.
Figure 2.6: Modulating the real space of a simple cubic lattice composed of tantalum atoms. The
unmodulated lattice requires only Ta1 in simulation, since all tantalum atoms are equivalent (see Figure
2.7 (a)). Modulating Ta2 and its crystallographic equivalent leads to doubling of the unit cell along the
black dotted lines, with lattice dimension a × 2b × c. This results in CDW formation shown in Figure
2.7 (b). Modulating both Ta2 and Ta3 simultaneously leads to doubling of the unit cell along both the
black and the red dotted lines, with lattice dimension 2a× 2b× c. Charge density waves formed in these
cases are shown in Figure 2.7 (c).
The simulation of diffraction patterns (see Figure 2.2 a) of the cubic lattice shown in Fig-
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ure 2.6 requires only Ta1, with an imposition of Pm3¯m (crystallographic number: 221) space
group and a Laue zone axis [001]. A one dimensional modulation (Ta2 and its crystallographic
equivalents across the cubic lattice) along the b-axis leads to a reduced symmetry from a space
group Pm3¯m (number: 221) → Pm2m (number: 25). The unit cell is doubled and it corre-
sponds to a× 2b× c as indicated by the black dotted lines in Figure 2.6. As expected, the extra
spots appear along the b-axis (see Figure 2.7b). The second case is to modulate along both a
and b axes. This incorporates Ta3 and its crystallographic equivalence and the superstructure
corresponds to a new periodicity 2a× 2b× c, with a reduced symmetry P11m (number: 6). The
diffraction pattern for this case is shown in Figure 2.7c. A similar diffraction pattern for [001]
zone axis could also be obtained by modulating either of Ta2 or Ta3 (and its equivalence) diag-
onally along a, b, and c, so that the unit cell doubling’s dimension corresponds to a periodicity
given by 2a× 2b× 2c.
Figure 2.7: Panels (b) and (c) show electron diﬀraction patterns obtained from modulation explained in
Figure 2.6, in contrast to the unmodulated lattice reciprocal space shown in (a). The atomic positions
are modulated by 1%. The Bragg intensities are equally scaled.
An example of how to index a diffraction pattern with CDW spots is shown in Figure
2.8. A direct inference from the diffraction patterns obtained from a modulated crystal lattice
is the reduction of the area defined by the first Brillouin zone boundary, for example, from
k = −pia and + pia → k = − pi2a and + pi2a . This is depicted in Figure 2.8. In essence, the formation
of charge density wave in crystal lattices usually lead to the reduction of the first Brillouin zone
in the k-space. This points to the formation of insulating domain walls in the crystal undergoing
phase transition with an accompanied charge density waves. It is also evident that the shape of
the first Brillouin zone depends on the dimension and the direction of crystal modulation.
The simple idea of obtaining and analysing electron diffraction patterns from both the mod-
ulated and the unmodulated mono-atomic crystals gives a valuable insight when interpreting
obtainable diffraction patterns from complex crystals. The modulation of the atomic positions
in the cubic lattices points to the existence of reference (unmodulated or undistorted) atoms or
unit cells in every crystal undergoing phase transition. It also tells us that the transport or for-
mation of charge density wave signatures in crystalline solids leads to the depletion or reduction
of the electronic density of states, which translate to different distributions of host lattice Bragg
reflections. The expected positions of the charge density wave signatures are also known apriori.
The structural and/or electronic transition in low dimensional crystalline solids could lead to
one of commensurate, nearly commensurate and incommensurate superstructure lattices, whose
distinct properties define the orientations of charge density wave signatures with respect to the
host lattice Bragg reflections. The formation of each of these superstructure lattices is associated
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Figure 2.8: Diﬀraction patterns presented in Figure 2.7 are shown to illustrate the reduction of ﬁrst
Brillouin zones (regions designated with red backgrounds), which arises as a result of charge density
wave formation. The indexing of the selected Bragg reﬂections are also indicated, along with the CDW
spots. Panels (a) & (d), (b) & (e) and (c) & (e) are equivalent.
with a broken crystal symmetry and is due to thermodynamic fluctuations and Peierls instability
in 1D and 2D metals. A charge density wave signature is commensurate if the CDW vector is
a rational multiple of the host reciprocal lattice vector (i.e., qCDW = (m/n) × a∗, where m
and n are integers and a∗ is the reciprocal lattice vector), otherwise it is either incommensurate
or nearly commensurate. Thus, the commensurability of the charge density wave signatures
determines the positions they occupy in the reciprocal space, which sometimes could be at an
inclined angle with respect to the host lattice Bragg reflections. In essence the positions erstwhile
marked with a zero electron density now possess a periodic distribution of electronic charges.
Classical models describe the transport of charge density waves in terms of a threshold energy
required to overcome the crystal potential field, which forms a barrier often referred to as the
pinning energy. On the other hand, quantum mechanical models reckon that CDW transport
is through tunnelling. The two models hold true [32] in analogy to electronic transition driven
by electron-electron and electron-phonon couplings in charge density wave compounds, which
form a center of interest for the rest of this dissertation, as we investigate structural evolution in
transition metal dichalcogenides and DCNQI salts through electron diffraction simulation and
experiment.
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Chapter 3
Transition metal dichalcogenides
3.1 Introducing transition metal dichalcogenides
Transition metal dichalcogenides (TMDs) are quasi-two-dimensional inorganic crystals, which
are famous for rich phase transitions relating to orders of magnitude change in their electric
resistivity (See Figure 3.1). The inorganic crystals of TMDs usually comprise a three-atom thick
slab with the configuration, chalcogen-metal-chalcogen (e.g. Se-Ta-Se), where the chalcogen
atoms are group XVI elements (e.g. selenium (Se) and sulphur (S)) and the metal atoms are the
transition d elements (e.g. titanium (Ti) and tantalum (Ta)). TMDs are layered charge density
wave compounds and are fundamentally described according to the polytype to which each
crystal group belongs. The polytypes are conventionally designated by the number of layers (1T
has one layer, 2H has two layers, 4H has four layers per unit cell) and the type of coordination
(trigonal-prismatic coordination (H layer) and the octahedral coordination, represented by T
layer).
All TMDs crystallise into hexagonal lattice (a = b 6= c; α = β = 90◦; γ = 120◦), where c is
the crystallographic unique axis pointing in the direction of the hexagonal stacking layers. The
layers are held together by a weak van der Waals force of interaction, in contrast to a strong
interaction force that is mediated by the covalent bonds between the constituent atoms of a TMD
crystal. Thus, the modulation of electron density in TMDs is characterised by a weak potential
screening (attributed to elastic coupling between two layers) along the unique crystallographic
c axis, and a strong potential screening arising from elongation or shortening of the covalent
bonds along the hexagonal b∠a plane. This strong potential screening leads to a lowering of the
crystal system’s energy, paving way for the crystal to lock into a favourable charge density wave
energy ground state.
Generally, charge density wave (CDW) formation in TMDs is primarily driven by strongly
correlated transition metal d-electrons and mediated by two-dimensional Peierls instability. The
interaction and/or correlation (in form of orbital mixing) between the p-bands of the chalcogen
atoms and the d-bands of the transition metals drives both the metallic and the CDW phases
of TMD crystals. The phase transitions between the metallic and the CDW phases in TMDs
have been studied and analysed through angle resolved photo-electron spectroscopy (ARPES)
[5, 33], neutron scattering [40], reflectivity measurements [50, 51], resistivity measurements [40]
and ultrafast electron diffraction experiments [7, 10, 12, 34]. The observable Bragg reflections’
intensity distributions in both phases are influenced by the degree of correlation between the
constituent atoms along the hexagonal basal plane and the coupling between the layers along the
crystallographic unique axis. Indeed, the research interest in CDW compounds has considerably
increased with the discovery of TMD crystals [5].
The CDW phases of two transition metal dichalcogenide crystals, namely 1T -TaS2 [10] and
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Figure 3.1: Temperature-dependent resistivity measurements [40] in three transition metal dichalcogenide
(TMD) layered crystals, showing diﬀerent phase transition orders from a metallic to a charge density wave
state. 4Hb-TaSe2 has four layers along c-axis, with alternating octahedral (T) and trigonal prismatic (H)
coordinations, per unit cell. 1T -TaSe2 has one octahedral coordinating layer per unit cell and 2H-TaSe2
has two trigonal prismatic coordinating layers per unit cell. Both 4Hb-TaSe2 and 1T -TaSe2 undergo ﬁrst
order phase transition at around 410 K and 470 K respectively, while 2H-TaSe2 undergoes a second-order
("knee") phase transition at around 122 K. (Key:- Ta: Blue; Se: Orange.)
4Hb-TaSe2 [7, 12] had been characterised and studied through ultrafast electron diffraction
experiment in our research group, and 1T -TiSe2 is now at the initial stage of characterisa-
tion. The clustering of the constituent atoms and the dimension of superstructures’ unit cells
(
√
13a×√13a×c) in 1T -TaS2 and 4Hb-TaSe2 due to the modulation of electron density are essen-
tially similar. There are different charge density wave phases associated with different transition
temperatures, each inherent to one of commensurate, nearly commensurate and incommensurate
states in the two TMD crystal groups, as were reported by Refs. [5, 7, 10, 12, 34, 35, 36, 39, 37].
The modulation of electron density and the mode of atomic clustering in 1T -TiSe2 involve a
different approach: A commensurate CDW phase obtainable from the crystal’s low temperature
structure reveals that the superstructure’s unit cell dimension is given by 2a × 2a × 2c [5, 38].
The parameters for some TMD compounds are shown in Table 3.1. For the sake of variety, we
shall analyse charge density formation in 1T -TiSe2 and 4Hb-TaSe2 single crystals through elec-
tron diffraction simulation in this chapter, and compare and contrast the simulated diffraction
results with those obtained in the electron diffraction experiment. The insights gained through
the electron diffraction simulation and analysis will then be used to analyse the femtosecond
dynamics of decoupled superlattice domains in 4Hb-TaSe2 single crystals, with a view to adding
to the existing knowledge of the crystal’s spatial-temporal evolution during phase transition.
18
Stellenbosch University  https://scholar.sun.ac.za
Table 3.1: Cell parameters, commensurate (TC) and incommensurate (TIC) phase transition tempera-
tures and the superstructure dimensions in transition metal dichalcogenides. T represents the octahedral
coordinated layer while H represents trigonal prismatic coordinated layer. Data taken from Refs. [5, 38].
TMDs TC (K) TIC (K) Cell parameters (Å) Superstructure dimension
4Hb-TaSe2
(T ) 410 600 a = b = 3.455; c = 25.18
√
13a×√13a× c
(H) - ≈ 75 3a× 3a× c
1T -TaSe2 473 > 600 a = b = 3.477; c = 6.263
√
13a×√13a× c
2H-TaSe2 ≈ 90 ≈ 122 a = b = 3.434; c = 12.692 3a× 3a× c
4Hb-TaS2
(T ) 315 ≤ 600 a = b = 3.332; c = 23.62 √13a×√13a× c
(H) - 22 3a× 3a× c
1T -TaS2 150 > 600 a = b = 3.346; c = 5.859
√
13a×√13a× c
2H-TaS2 − ≈ 75 a = b = 3.315; c = 12.104 3a× 3a× c
1T -TiSe2 202 − a = b = 3.54; c = 6.004 2a× 2a× 2c
1T -TiS2 − − a = b = 3.405; c = 5.699 No CDW
3.2 A retrospect of charge density wave dynamics in 4Hb-TaSe2
single crystals
A study on time-resolved femtosecond electron diffraction measurements on 4Hb-TaSe2 single
crystals had been carried out in our ultrafast laboratory by my senior colleagues [7, 10, 12],
shortly before I joined the group. The experiment is based on a pump-probe technique: The
pump is a laser pulse centred at 775 nm, with a 1 kHz repetition rate and a 150 fs pulse duration.
The pump pulse is usually used to drive the crystal sample under investigation to a different
phase through the deposition of energy into the sample. In this way, properties like Debye-Waller
effects, spatial-temporal evolution of charge density wave signatures and/or characterisation of
Bragg intensity signals could be studied. A sub-picosecond (∼ 0.5 ps) temporal resolution
relating to atomic or molecular motion in crystals is achievable in the current ultrafast electron
diffraction (UED) experiment set-up. The time constants characterising the electronic degrees
of freedom, in relation to electron-electron and/or electron-phonon couplings, usually form a
foundation for the nature of suppression and recovery of charge density wave signatures and
Bragg intensities’ fluctuations in crystals [7, 10, 34]. These time constants are retrieved as the
relaxation times and/or the time required for a sample to be switched from one phase to another,
after it has been photo-induced in UED experiments.
The pump pulse initiates structural dynamics in the crystal by transferring optical excitation
density to the crystal’s atomic constituents so that they are excited or perturbed: the resulting
evolution of the crystal’s periodicities is then investigated by the probe beam. The probe beams
are short electron pulses, which are photoelectrically generated by irradiating a gold-coated
cathode with 258 nm laser pulses. The electron probes thus generated are accelerated by a 30 kV
energy through the anode and collimated onto the sample by a magnetic lens. The measurement
is usually run in a vacuum chamber, which is characterised by ≈ 10−6 mbar pressure. The need
for low pressure vacuum chamber is to enhance electron beam propagation, as highlighted in
Refs. [7, 10].
Here, we want to investigate structural transitions in 4Hb-TaSe2 by characterising and
analysing the formation and transport of charge density wave signatures through electron diffrac-
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tion simulation. 4Hb-TaSe2 is a quasi-two-dimensional transition metal dichalcogenide, which
comprises four alternating layers of octahedral and trigonal prismatic coordinations per unit cell.
The crystal structure along the [001] (b∠a plane) and [110] zone axes (showing the different co-
ordinations) are shown in Figure 3.2 (a) and (b). Generally, each tantalum atom is coordinated
by six selenium atoms along the [001] axis. The unit cell comprises two tantalum atoms and
two selenium atoms (one for each layers: H and T ) that are crystallographically independent.
These four atoms make up the asymmetry unit needed in the simulation of the metallic phase of
4Hb-TaSe2. There are 18 atoms altogether per unit cell of 4Hb-TaSe2 crystals, when all the four
layers are considered. The space group for the average structure in the metallic phase (> 600 K)
is P63/mmc [35]. The hexagonal unit cell parameters are given as: a = b = 3.455 Å; c = 25.15 Å
[12, 35].
Figure 3.2: Panel (a) shows the crystal structure of 4Hb-TaSe2 projected along the b∠a octahedral
plane ([001] zone axis). In (b) the dimension of the superstructure is shown, together with the angle
of rotation α = 13.9◦, which is associated with the commensurate charge density wave phase. Ta1–
Ta4 are crystallographically equivalent, each of which serves as the unmodulated reference point. X-ray
diﬀraction analysis revealed that there are altogether 5 tantalum atoms and 5 selenium atoms in the
octahedral layer; 3 tantalum atoms and 5 selenium atoms in the trigonal prismatic layer (not shown), all
of which are independent [35]. The tantalum with color arrows and the referenced Ta1, together with the
selenium atoms (labels 1 − 5), form the asymmetry unit of 4Hb-TaSe2 superstructure in the octahedral
(T) layer.
4Hb-TaSe2 crystals exhibit different phases at different temperatures. The average structure
for the metallic state exists above 600K. Below 600K the structure undergoes a phase transition
from the metallic phase into an incommensurate CDW phase, with the signature of the CDW
being only present in the octahedral (T ) layer [35, 38, 40]. At 410 K the structure locks into
a commensurate CDW phase, still only in the T layer. The commensurate CDW signatures in
the octahedral (T ) layer persist down to 75 K, where the structure reveals a development of in-
commensurate CDW in the trigonal prismatic (H) layer, in co-existence with the commensurate
CDW in the T layer. Indeed, 4Hb-TaSe2 crystals are considered to be the parent compounds
of both the 2H-TaSe2 and the 1T -TaSe2 crystals: the signatures of the incommensurate CDW
found in the H layer of 4Hb-TaSe2 around 75 K was reported to be similar to those found in
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2H-TaSe2 around 122 K [38, 40]. Likewise, the signature of the commensurate CDW found in
the T layer of the 1T -TaSe2 around 473 K was similar to those found in the T layer of 4Hb-TaSe2
at 410 K [40]. Moreover, the resistivity measurements shown in Figure 3.1 revealed that the
phase transitions’ orders found in the mono-layered polytypes (2H-TaSe2 and 1T -TaSe2) were
combined in 4Hb-TaSe2 [40]. The CDW-carrying octahedral (H) layers sandwiched between
non-CDW-carrying trigonal prismatic (T ) layers point to the existence of alternating metallic
and insulating layers in 4Hb-TaSe2 single crystals [42].
The structural transition in 4Hb-TaSe2 compound is accompanied by electronic transition,
which is manifested by the formation of charge density waves. The modulation of electron
density associated with shortening or elongating the covalent bonds and the p-d hybridisation
between tantalum and selenium atoms allows for the in-plane periodic lattice distortion, which
could lead to either commensurate or incommensurate charge density wave formation. The band
structures obtained from electronic band structure calculations in the isostructures of 1T -TaSe2
and 1T -TaS2 are attributed to the clustering modes and the in-plane lattice distortion in these
crystals [40, 41].
Fundamentally, the band structures obtained from the undistorted, normal metallic states
of these TMDs are due to the splitting of the Ta 5d band to three sub-bands, of which the 5dz2
is raised above the Fermi energy level [5, 34, 41]. The ordering of the octahedrally-coordinated
tantalum atoms’ shifts, coupled with the contributions from the disordered selenium atoms at
low temperatures, are expected to give rise to 13 bands. Of these 13 bands, six are filled bonding
bands, six are empty antibonding bands and one is a partially filled bonding band [39]. Gener-
ally, a combination of a degree of disorderliness due to Anderson localisation (strongly correlated
charge localisation due to impurities and lattice defects), Peierls instability and mutual Coulom-
bic repulsion between the ions (due to Mott localisation) of the constituent atoms (transition
metals and the chalcogen atoms) were reported to be the origin of and/or driving force behind
charge density wave formation in TMD crystals [34, 39, 41].
4Hb-TaSe2 single crystals are usually grown using the iodine-vapour transport technique
[35, 40]. X-ray diffraction studies [35, 37] on 4Hb-TaSe2 single crystals revealed that the contri-
butions from the in-plane tantalum and selenium atoms in the trigonal prismatic layer could not
be ignored: a tenth of periodic lattice distortion amplitude found in the octahedral layer was
found in the trigonal prismatic layer. Thus, a total of 18 independent atoms representing the
asymmetry unit of the superstructure of 4Hb-TaSe2 and comprising 8 tantalum and 10 selenium
atoms were refined in Ref. [35]. In the commensurate CDW phase, the superstructure’s atomic
arrangement reveals a broken symmetry in the lattice, where the crystal’s space group goes from
a higher symmetry (P63/mmc) to a lower symmetry (P63/m). The atomic coordinates of the
refined structure at room temperature are used in the simulated diffracted patterns presented
here. Shown in Figure 3.3 (a) and (c) are the simulated diffraction patterns for the high temper-
ature (above 600 K) metallic phase and the room temperature commensurate CDW phase. The
corresponding commensurate CDW phase experimental electron diffraction pattern shown in
Figure 3.3 (b) was obtained at room temperature (∼ 300 K). Pumped with an optical excitation
density of ∼ 2.5 mJ (corresponding to about ∼ 110 K sample’s temperature increase) [7], the
sample is believed to be driven into an incommensurate CDW (IC-CDW) phase (see Table 3.1).
However, the current UED experimental set-up is not sensitive enough to resolve the IC-CDW
signatures.
Notably, the observable intensity distributions of the experimental diffraction patterns clearly
validate the corresponding simulated diffraction patterns. This proves the credibility of the X-ray
diffraction refinement done by Lüdecke et al. [35]. Conceptually, the asymmetry unit of 4Hb-
TaSe2 crystal is composed of four sheets (or layers): one layer each of the octahedral and trigonal
coordinated tantalum and selenium atoms. Atomic perturbations from each of the layers are
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Figure 3.3: Energy-momentum space electron diﬀraction patterns for 4Hb-TaSe2 crystal along its b∠a
plane ([001] zone axis). Panels (a) and (b) refer to the low temperature CDW phase; panels (c) and
(d) refer to the high temperature metallic phase. The commensurate CDW parameters for both the
simulation and the experiment are qCDW = 0.277a
∗; and α = 13.9◦. The insets in (a) and (b) show
the distribution of the CDW spots around the host lattice Bragg spots. A line proﬁle is taken along the
green line shown in (b). Panel (e) shows that the scaled simulated Bragg/CDW intensity ratio compares
well with the experiment’s. The scaling factor between the simulated and the experimental reﬂections,
s = 8.7.
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envisaged to contribute to the observable diffraction patterns. For the high temperature metallic
phase, the intensity distribution of the Bragg peaks primarily arises from the electron density
distribution in the undistorted scattering domains of these layers.
Figure 3.4: The atomic scattering powers of the con-
stituent atoms in TMD crystals. Data taken from
[21].
From the atomic form factor point of
view, the scattering capacities of the tantalum
atoms are more than twice those of selenium
atoms (see Figure 3.4). Thus, the observable
Bragg intensities could approximately arise
from the tantalum atoms’ scattering domains.
To ascertain this approximation, we carried
out series of simulation to determine the ori-
gin of the intensity distribution of experimen-
tally observable Bragg intensities. We found
that the simulated diffraction pattern deviate
from experimental diffraction pattern, when
only tantalum atoms’ coordinates were used
in the simulation. The simulation shows that
the relaxation of the selenium atoms in both
layers plays an important role in accurately
modelling the experimentally observable re-
flections. Therefore, the overall scattering factor is envisaged to be contributed by atomic
perturbations from each layer through elastic coupling, as was argued by Ludecke et al. [35] and
also evidenced by scanning tunnelling microscopy (STM) measurements reported in Ref. [38].
Figure 3.5: The intensity distribution of the host lattice Bragg reﬂections and the charge density wave
signatures in 4Hb-TaSe2 crystals revisited. Shown in panel (a) is the metallic phase diﬀraction pattern,
indicating three diﬀraction orders (marked by green, red and blue arrows), from which the charge density
wave intensity distribution arises. The Bragg reﬂection indicated by purple arrow is the (−2 1 0) peak, on
which a charge distribution due to Mott localisation is envisaged. The surrounding six Bragg reﬂections’
intensities are appreciably reduced in the charge density wave phase, shown in the inset of panel (b) with
corresponding arrows. In panel (b), the high metallic phase reﬂections (open red circles) are overlapped
with the CDW phase (open green circles). The drop in intensities of the six surrounding reﬂections are
clearly seen in the enlarged inset in panel (b) (see text).
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It is instructive to interpret the intensity distribution of the Bragg reflections obtained for
both the metallic and the charge density wave phases through scattering by intertwined domains,
which are unique features of TMD crystals. In essence the tantalum layers are intertwined with
the selenium layers such that the longitudinal displacement of the in-plane tantalum atoms
results in the transversal disorderliness of the selenium atoms. Across the scattering domains of
the crystal, the distribution of electron density is based on the band overlaps between tantalum
and selenium atoms and this determines the strength of each observable Bragg reflection.
In the 13 atoms hexagram picture ("Stars of David"), there are three distinct tantalum
atoms: the tantulum atoms at the center of each hexagram, one from the nearest neighbour six-
member ring and one from the next nearest neighbour six-member ring (see Figure 3.6). Fazekas
et al. [39] reckoned that there is a localisation of charge distribution on the central tantalum
atom, which accepts charges from the outermost tantalum atoms through the inner tantalum
atoms. This antecedent proposition perfectly fits the Bragg reflections’ intensity distribution
obtained. Whereas the intensities’ amplitudes of the six Bragg reflections (marked by red and
blue arrows in Figure 3.5 (a)) surrounding the (−2 1 0) peak are significantly reduced as the
crystal undergoes phase transition, there is no drastic change in the intensity amplitude of the
(−2 1 0) peak. The signature of the host lattice Bragg reflections is such that three different
diffraction orders form hexagonal reflections around a coordinating Bragg reflection of different
order, as indicated by the red, green and blue arrows in Figure 3.5 (a).
Relative to the coordinating central Bragg reflection, the hexagonal Bragg reflections are of
lower unequal intensities (see Figure 3.5 (a)). During phase transition, the charge distribution
associated with the scattering domains of these central Bragg reflections are localised, unlike
the surrounding six reflections whose charges are depleted (see Figure 3.5 (b)). This indicates
that (1) there is a coexistence of localised and depleted electronic density of states; (2) the pull
of electronic charge is towards the center of the hexagram as clearly proposed in the literature
[5, 34, 35, 38, 39, 40]; (3) the unequal amplitudes of the surrounding six reflections appear to arise
from different transversal relaxation’s amplitudes of the selenium atoms, whose sheets "buckle"
or "warp" around the modulated scattering domains of the tantalum atoms’ sheets. This then
would lead to the different electronic density of states of twelve CDW intensities’ amplitudes,
which are expected to surround each of the host lattice Bragg reflections.
Recapping the inference "3" in the preceding paragraph, the charge density wave intensity
distribution is argued to arise from the "collapse" of the surrounding six reflections of the metallic
phase electron diffraction patterns. The reason behind the unequal CDW peaks then unfolds:
the "six reflections" generating the CDW signatures are also of unequal intensities in the metallic
phase (compare panels (a) and (b) in Figure 3.5: the Bragg reflections with colour arrows in
panels (a) and (b)). These unequal CDW intensities are both evident in the experiment and
the simulation, as shown in Figure 3.6. Furthermore, obtaining unequal CDW intensities means
that the atomic (selenium and tantalum) positions do not have the same modulation amplitude.
In other words, each tantalum atom of the inner and the outer rings of the 13 hexagram picture
experiences different modulation, or the buckling of the Se atoms’ sheets mediates different
potential field screenings around the superlattice clusters. From the t-plot analysis (to determine
Ta-Ta atoms distance) on different isostructures (4Hb-TaSe2, 1T -TaSe2 and 1T -TaS2) reported
in Ref. [35], the average modulation amplitudes estimated for the inner and outer ring Ta atoms
were ∼ 0.2 Å and ∼ 0.1 Å, respectively.
Hinged on the existence of twinning and layer interaction in 4Hb-TaSe2 single crystals [35,
43, 44], two domains of satellite reflections comprising six CDW signatures each are identified
as shown in Figure 3.6. The first and second domains are held in position by Coulomb mode
repulsion. Given that the spatial distribution of CDW signatures at room temperature are
commensurate with the host lattice reflections, the CDW orders are contained in each of the
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Figure 3.6: Real and reciprocal space representations of the superlattice clusters in 4Hb-TaSe2 single
crystals. Panels (a) and (b) show the octahedral projections (only Ta atoms) of the crystal along the
[001] zone axis (b∠a plane), where the diﬀerent colour codes indicate 3 and 5 independent crystallographic
Ta atoms. The two satellite domains are represented in real space by d1 and d2; and their respective
orders by d1-o1, d1-o2 and d2-o1, d2-o2, as shown in (a) and (b). Panels (d) and (e) represent a
supercluster unit of the simulated and the experimental commensurate phase electron diﬀraction pattern,
respectively. Each superlattice cluster contains two satellite domains with 6 CDW signatures apiece. See
text for discussion.
six CDW reflections of the identified satellite domains. Based on the different Friedel’s signs
and the well established different CDW zoning in the literature [36, 43, 44, 45], the 12 CDW
signatures in each superlattice cluster could be categorised into two zones: 1:6:6 and 1:3:3:3:3.
The former (1:6:6) involves a coordinating Bragg reflection and six CDW signatures apiece of the
first and second satellite domains. Anchored on the interlayer interaction, the latter (1:3:3:3:3)
comprises a Bragg reflection and 3 CDW signatures apiece of the satellite domains’ orders (first
and second). The real space representations of these two zones are shown in Figure 3.6 (a &
b). The corresponding simulated and experimental reciprocal space representations are shown
in Figure 3.6 (c & d).
As a sequel to the experimental electron diffraction analysis carried out on 4Hb-TaSe2 single
crystals and reported in two PhD theses [7, 10] of former students in our research group, the
author herewith demonstrates simultaneous dynamics and suppression of the identified CDW
domains. The previous analysis only included the photo-induced commensurate-incommensurate
(C-IC) evolution of the first satellite domain’s six CDW signatures. The analysis here includes
the simultaneous evolution of both satellite domains.
Using variable optical excitation densities, the experimental data of three independent scans
are analysed and plotted as shown in Figure 3.7. The analysis of the two domains was done
using a LabView program written by Kerstin Haupt, as reported in Ref. [10], with a slight
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modification to suit the selection of Bragg, CDW and background masks. The independent
selections of the CDW signatures, together with the Bragg signals, of the two satellite domains
are shown in Appendix A. The commonly employed fitting model for spatial-temporal evolution
of CDW transitions in TMDs is based on coherent and incoherent relaxations [7]:
∆I
Io
(t) = B1(1− e−t/τcoh) +B2(1− e−t/τincoh), (3.1)
where the amplitudes B1 and B2 are both negative for CDW domain suppression, but have
alternating signs for the evolution of Bragg peaks. Whereas the rise in the Bragg signal due to
the breathing modes of the two domains and the concomitant satellite CDW domain suppression
are due to coherent electron-electron (e-e) scattering (suppression of the electronic order and
the subsequent release of the periodic lattice distortion), the further suppression of the CDW
signatures and the drop in the Bragg signal are hinged on incoherent electron-phonon (e-p)
coupling and reminiscent of Debye-Waller lattice fluctuation. The graphic representations of the
fitting models are shown in Figure 3.9.
We first consider the temporal evolution of the identified satellite (CDW) domains. The
two exponential functions given in Equation 3.1 are characterised by two time constants and
convoluted with a 400 fs Gaussian pulse and a step function to account for the system response.
The convoluted signal perfectly describes the temporal evolution of both the electronic (CDW)
and the lattice (Bragg) orders (The Matlab codes are given in Appendix B). The first, τcoh,
which characterises coherent e-e scattering, is estimated to be a quarter of a period of oscillations
(breathing modes of the Ta-Ta atoms in the superlattice clusters). This estimation is founded
on the time required for the constituent atoms to return to their unmodulated positions.
Nakashizu et al., [46] reported two temperature-dependent Raman-active soft phonon modes
(Ag = 60 cm−1 and E2g = 70 cm−1) associated with band gap closure or formation in 4Hb-TaS2
single crystals. The corresponding quarters of the period of oscillations for the two soft phonon
modes are ∼ 140 fs and ∼ 120 fs, respectively. This means that τcoh could take on any of these
values. It would be interesting if each of the two identified CDW domains could separately be
associated with these phonon modes. However, our experimental temporal resolution is ≥ 400 fs
and as such the difference of ∼ 20 fs between the phonon modes could not be resolved. Therefore,
we chose τcoh = 140 fs (using 120 fs gives the same result).
For all the data fits and the associated optical excitation densities, we find the same time
constant, τincoh ≈ 550 fs for the incoherent relaxation of the lattice modes and the incoherent
quenching of the CDW signatures for both domains. This estimated time constant points to
a strong correlation between the electronic and lattice orders in the crystal, while undergoing
structural transition.
The quenching of superlattice (CDW) periodicities is generally associated with CDW am-
plitude and phase modes [46, 47, 48]. Thus, the difference between the suppression of the two
CDW domains are as a result of these two CDW collective modes. The phase mode is due to
the sliding of the CDW during quenching, such that the CDW phase of one domain is shifted
relative to the other. The amplitude mode is due to the different degrees of quenching. Due
to the same time constant estimated for the two satellite domains, we propose that the evolu-
tion of the domains are perfectly in phase and as such the phase mode is absent. As shown in
Figure 3.7, it is, however, clear that the quenching of the satellite domains is either complete
or perturbative in nature. While the CDW suppressions associated with low optical excitation
densities (fluence, F < 2.4 mJ/cm2) are subject to recovery, those associated with high fluence
(F ≥ 2.6 mJ/cm2) are fully suppressed. It is interesting to note that the Raman-active soft
phonon modes reported for 4Hb-TaS2 single crystals are amplitude modes [46]. Moreover, the
quenching of fluctuating CDWs in cuprates [47] is also attributed to CDW amplitude mode.
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Figure 3.7: Temporal evolution of decoupled superlattice domains. Panel (a) shows the evolutions of
the host lattice Bragg reﬂections for three diﬀerent optical excitation densities. Panels (b-d) show the
concomitant suppression of the satellite domains, each corresponding to the diﬀerent optical excitation
densities, and representing three independent experimental scans. The CDW decay of both satellite
domains are simultaneous. The dash lines represent ﬁts to the diﬀerent experimental data sets. The
inset in panel (d) indicates the relaxation of both the modulated electron density and periodic lattice
distortion. This analysis represents CDW zone: 1:6:6. See text for discussion.
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Figure 3.8: Temporal evolution of decoupled superlattice domains’ orders in 4Hb-TaSe2 single crystals
(optical excitation density, F = 2.4 mJ/cm2). Panels (a) and (b) show the overlap of the evolutions of
CDW signatures in the ﬁrst and second domains, respectively. The dominance of CDW amplitude mode
over phase mode is evident in the quenching of the second domains’ CDW signatures. This analysis
represents CDW zone: 1:3:3:3:3. See texts for discussion.
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The different degrees of CDW suppression are related to the different modulation of the
inner and outer Ta atoms, so that one satellite domain is more suppressed relative to the other
for an associated optical excitation density. Furthermore, the observed separation between the
suppression of the satellite domains is found to be fluence-dependent. The difference between
the CDW domains’ amplitudes decreases as the fluence increases (See Figures 3.7). With F =
1.7 mJ/cm2, the first and second domains’ CDW signatures are suppressed by 30 % and 60 %,
respectively, before they start recovering. When F = 2.3 mJ/cm2, the domains are suppressed
by 60 % and 80 %.
To investigate this further, we analysed the evolution of the satellite domains’ orders (CDW
zone: 1:3:3:3:3), as shown in Figure 3.8. The same time constants as stated above are also
fitted for the different domains’ orders. The quenching of the first domain’s CDW orders are
not so different from the overall quenching of the first domain’s CDW signatures. However,
the existence of amplitude mode is evident in the quenching of those of the second domain.
Therefore, the variation of the degrees of quenching in one domain relative to the other readily
points to the dominance of the amplitude mode over phase mode during structural transition in
4Hb-TaSe2 single crystals. It is envisaged that the different amplitude modes of the two satellite
domains in the perturbative regime induce a fluctuating Fermi gap, which reduces or become
stable with an increasing excitation density.
Figure 3.9: Fitting models for the temporal evolution of superlattice domains. The top panel represents
the evolution of the Bragg signals, where the coherent and the incoherent relaxations account for rise and
drop in the Bragg signals, respectively. The bottom panel represent the evolution of the CDW signals,
where both the coherent and the incoherent relaxations account for the suppression of the CDW signals.
The full quenching of the commensurate CDW signatures in 4Hb-TaSe2 single crystals is
expected to either switch the structure into its incommensurate CDW or metallic phase, with
a characteristic finite or zero Fermi gap at the Fermi energy level [49]. The signatures of the
incommensurate CDW phase could not be detected with our experimental spatial resolution.
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As reported in Ref. [7, 12, 10], this could be as a result of weaker CDW signals associated with
the incommensurate phase or that the optical excitation density drives the crystal directly into
its metallic phase. The two assertions appear to hold true. It could be that a sudden surge
of energy deposition (F ≥ 2.6 mJ/cm2) into the crystal completely destroys the intermediate
incommensurate transition or the signals are too weak and therefore buried in the background.
Judging from the X-ray structural refinement studies [35, 37] on the crystal, lower atomic mod-
ulation amplitudes were reported for the incommensurate CDW phase. This means that the
incommensurate CDW intensities are inherently weaker compared to those of the commensurate
CDW phase. Only the fully suppressed commensurate CDW signatures could give rise to the
emergence of the incommensurate phase’s signatures.
3.3 Commensurate charge density wave formation in 1T -TiSe2
single crystals
As mentioned earlier, 1T -TiSe2 single crystal is at the early phase of characterisations, with the
ultimate aim of using time-resolved electron diffraction to investigate the dynamics of its charge
density wave signatures. Therefore, the simulated electron diffraction patterns and analysis
presented here form a foundation for a better understanding and interpretation of the observable
experimental electron diffraction patterns.
1T -TiSe2 is a quasi-two-dimensional transition metal dichalcogenide, which exhibits a second
order phase transition at 202 K [5, 38]. 1T -TiSe2 single crystal has a trigonal (or an hexagonal)
lattice structure with unit cell parameters: a = b = 3.54 Å; c = 6.008 Å and a space group:
P 3¯m1, at room temperature [5, 54]. The crystal structure of 1T -TiSe2 is mono-layered, whereby
each titanium atom is octahedrally coordinated by six selenium atoms, as shown in Figure 3.10.
Unlike the 4Hb-TaSe2 that was described in the preceding section, 1T -TiSe2 crystal structure
has two independent atoms comprising one titanium and one selenium atoms per unit cell. The
configuration of the layered sheets also follows: Se-Ti-Se in a three-thick slab manner. At phase
transition temperature (202 K) the unit cell is doubled, leading to a superstructure of dimension,
2a× 2a× 2c [5, 38], as shown in Figure 3.10 (c).
The atomic sheets of the group IVb compounds (e.g TiSe2, ZrSe2, HfSe2) are held together
by a weaker van der Waal’s force of attraction, when compared to those obtainable in the group
Vb transition metal dichalcogenide compounds (e.g 4Hb-TaSe2, 1T -TaSe2, 1T -TaS2) [38, 54].
Conversely, the covalent bonds between the constituent atoms of the group IVb compounds
usually mediate a stronger correlation between the p-band of the chalcogen atoms and the
d-band of the transition metals, relative to those found in group Vb compounds. From the
electronic point of view, the small indirect overlap between the Se valence s/p band and the Ti
3d band along the high symmetry points ensures that 1T -TiSe2 single crystals are narrow band
semiconductors, as investigated using STM [38] and photo-electron spectroscopy [5, 55]. In the
angle resolved photoelectron spectroscopy measurements performed by Wiesenmayer et al. [55],
it was proposed that the backfolding of the Se 4p band, which lies below the Fermi energy level,
and the decay of electron density population in the unoccupied states of Ti 3d band drive the
2a× 2a× 2c superlattice CDW formation at low temperature.
The origin of and/or the driving force behind charge density wave formation in 1T -TiSe2
crystal is rather controversial and has received several interpretations, stemming from different
experimental measurements and theoretical calculations [5, 38, 52, 53]. Nevertheless, the CDW
instability in this crystal was proposed to be driven by one of band-Jahn-Teller distortion and
excitonic model (in which the hole carriers in the p-band of the selenium atoms pair with the
electron carriers in the d-band of the titanium atoms) [5, 36, 54]. Di Salvo and co-workers [36]
believed that electron-hole couplings (excitonic model) should be the driving factor leading to
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Figure 3.10: Crystal structures of 1T -TiSe2 showing (a) the unit cell at room temperature, (b) the
doubling of the unit cell at phase transition temperature (202 K), (c) the modulation of the constituent
atoms to form the superstructure lattice at and below phase transition and (d) the Brillouin zone’s
schematics [5] together with the high symmetry points and charge density wave vectors (red arrows)
along the b∠a plane ([001] zone axis). In (a) only the titanium and the selenium atoms highlighted are
needed for the room temperature diﬀraction pattern simulation. In (b) an upper selenium atom (in red)
and a lower selenium atom (in black) are highlighted; one of each serves as reference unmodulated atoms
during phase transition as shown in (c). Altogether, seventeen (17) atoms comprising unmodulated four
(4) titanium and two (2) selenium atoms are shown in (c) to form the superstructure (with dimension
2a × 2a × 2c). Shown on the ﬁgure are the modulation amplitudes for selenium and titanium atoms at
77 K, as determined by neutron diﬀraction structural reﬁnement [36].
the formation of commensurate CDW in 1T -TiSe2. This proposition is founded on the mode
of atomic clustering (see Figure 3.10 (c)) and the shortening of the covalent bonds between the
titanium and the selenium atoms. More recently Porer et al. [56] found that a coupling between
a persisting periodic lattice distortion and excitonic correlations, among other charge density
wave order parameters, provides a profound insight into the dynamics of charge density wave
signatures in 1T -TiSe2 single crystals.
Based on the neutron diffraction structural refinements done and reported in Refs. [36, 52,
57], the high and the low temperature phases’ electron diffraction patterns (EDP) are simulated
for 1T -TiSe2 single crystals, as respectively shown in Figure 3.11 (a) and (b), together with
the corresponding experimental EDP ((c) and (d)). The signatures of 1T -TiSe2 real space
hexagonal structure are revealed through hexagonal intensity distribution of Bragg reflections in
the reciprocal space. The intensity distribution obtained by using the lower symmetry (P 3¯c1)
proposed for the low temperature phase [54], led to the rotation of the main Bragg peaks, which
was not consistent with what was observed in the corresponding experimental EDP. Furthermore,
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Figure 3.11: Electron diﬀraction patterns obtained for the metallic and the commensurate CDW phases in
1T -TiSe2 single crystals. The simulation shown in (a) and (b) (at T = 298 K and T = 77 K, respectively)
were based on neutron diﬀraction structural reﬁned atomic coordinates and the modulation amplitudes
shown in Figure 3.10 (a) & (c). The symmetry of the high temperature phase shown in (a) and (c)
was proposed to be lowered from P 3¯m1 → P 3¯, as the crystal undergoes phase transition. Designated
by the red rings, only some of the CDW signatures are observed at T = 85 K in the experimental
electron diﬀraction pattern as shown in (d). The CDW amplitudes are relatively weak compared to
those obtained in the simulation, possibly due to cooling eﬀect on the sample. Shown in the inset of
(b) are six commensurate CDW signatures coordinated by a central host lattice Bragg reﬂection; with
the vector qCDW = 0.5a
∗. The reﬂections designated by yellow circles in (c) and (d) are attributed to
inelastic scattering, arising from interstitial or defect sites.
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the simulated EDP obtained from using P 3¯c1 symmetry was not consistent with the expected
2 × 2 × 2 commensurate CDW formation predicted by neutron diffraction structural analysis
and the STM measurements [36, 38, 54]. After modulating the atomic positions, the Gaussian
software [29] we used to manipulate atomic positions constrained the 1T -TiSe2 superstructure
to P 3¯ symmetry, which is classified as a subgroup of P 3¯m1. The simulated diffraction patterns
obtained by using P 3¯ symmetry was found consistent, both with commensurate CDW analysis
and the observable experimental Bragg reflections’ intensity distribution.
Different Bragg reflection amplitudes but same intensity distribution are observed in both the
simulated and the experimental EDP. The difference in the amplitudes again is due to different
intensity scaling in both simulation and experiment. Characteristically for TMD crystals, the
strengths of the inner and the outer six Bragg reflections depend on how strong the orbital
overlaps between the Se p-bands and the Ti d-bands are. In other words, the strength of the
overlap of the p-d bands (hybridised orbitals) of the constituent atoms determines the population
of electronic density of states in 1T -TiSe2, as is the case for other TMD crystals. The population
of the density of states translate to the scattering capacities of the titanium and selenium domain
sheets, which eventually influence the observable or obtainable Bragg reflections in the reciprocal
space.
Figure 3.12: Electron diﬀraction simulation models for CDW transport and/or formation in 1T -TiSe2
single crystals. Plotted in (a) is the commensurate CDW phase (77 K) electron diﬀraction spots, together
with the Brillouin zones (compare with Figure 3.10 (d)). The red arrows shows the CDW vector along
the high symmetry points. In panel (b), the metallic phase (298 K) electron diﬀraction patterns are
overlapped with the commensurate CDW phase’s. This model shows that the population of the CDW
density of states are mediated or driven by the reduction of the density of states of the host lattice Bragg
reﬂections. Strong electron-hole couplings due to domain and/or band overlaps are envisaged (see text
for more detail).
We find that the commensurate CDW transport around the first and second order reflections
(from the innermost ring to outer rings) depends on either the intensity drop of all reflection
orders or of alternating reflection orders, as shown in Figure 3.12 (b). The population of the
density of states from which the CDW signatures arise is principally influenced by the interstitial
defects and the extra titanium sites associated with 1T -TiSe2 single crystals [36, 54]. Therefore,
the strengths of each experimentally observable Bragg and CDW signal are influenced by these
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defect sites. As expected from a 2× 2× 2 superlattice, there is a CDW signature between every
two host lattice Bragg reflections; so that six CDW signatures surround each Bragg reflection.
Recently, Ishioka et al. [54] found that CDW transport in 1T -TiSe2 arises from chiral (an-
ticlockwise and clockwise) domains, at and below phase transition temperature, through STM
measurements. In analogy to the intertwined domains found in other TMD crystals, these chiral
domains each have three reflection signatures, whose intensities decrease clockwisely and anti-
clockwisely. Each of the three CDW reflections arising from the clockwise domain have a Friedel
counterpart arising from the anticlockwise domain (CDW reflections with labels "1, 2, 3" have
Friedel pairs in those with labels "4, 5, 6", as shown in Figure 3.13). The reduction in the
electronic density population corresponding to each Bragg reflection could thus be conceived to
mediate the transport of CDW signatures across the scattering domains of 1T -TiSe2 crystals. In
other words, electrons are removed from the populated regions to the unpopulated regions. As
shown in Figure 3.12 (a) and (b), the population of density of states for every CDW signature
is contributed by two neighbouring host lattice Bragg reflections, which as a direct consequence
points to the existence of strong orbital or band or domain overlaps. Moreover, since the struc-
tural transition is followed by semi-metal – semi-metal electronic transition, the CDW signatures
thus formed could be adjudged to be driven by strong electron-hole couplings.
Figure 3.13: Plotted are the normalised calculated intensities of the host lattice Bragg reﬂection and
the average signal strengths for CDW signatures in 1T -TiSe2 single crystals. The CDW signatures are
categorised and averaged into clockwise and anticlockwise chiral domains (CDWs labelled 1 − 3 have
Friedel pairs in those with labels 4 − 6). The CDW signatures decrease in both direction as shown
in the inset. As compared to the host lattice Bragg peak, the average CDW signal strength for both
domains are respectively 12.1% and 19.9%. The x-axis is plotted in the units of a∗ to show CDW vectors
qCDW = 0.5a
∗.
Relative to the host lattice Bragg reflections, the strength of the CDW signals arising from
each chiral domain in 1T -TiSe2 could also be estimated as we did for 4Hb-TaSe2 crystals in
the preceding section. A line profile was taken across each Friedel pair (1&6, 2&5 and 3&4;
see Figure 3.13), giving rise to three CDW signal strengths each of chiral domains. These
are averaged and plotted alongside the host lattice Bragg reflection, which coordinates the six
(labels 1 − 6 in Figure 3.13) CDW signatures. It is found that the average intensities for the
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anticlockwise and clockwise domains are respectively 12.1% and 19.9% of the host lattice Bragg
reflection. The initial experimental characterisation of 1T -TiSe2 crystals reveals that the optical
excitation density required to totally suppress the CDW signatures is 1.3 mJ/cm2 [59].
The average CDW signal strengths in 1T -TiSe2 are in the same order as those estimated for
4Hb-TaSe2 crystal, whose commensurate CDW phase exists at room temperature. The commen-
surate CDW phase temperature window (410−75 K) for 4Hb-TaSe2 afforded a lesser complication
in ultrafast electron diffraction experimental set up, as against (≤ 202 K) for 1T -TiSe2 due to
the introduction of cooling processes when investigating metallic-to-CDW structural transition.
First, the cooling effects introduce water condensation on 1T -TiSe2 crystal sample during ex-
periment. This affects the overall quality of the obtainable diffraction patterns. The strength of
the Bragg reflections and the resulting CDW peaks at low temperature are significantly influ-
enced by the pronounced background in the images shown for experimental diffraction patterns.
Moreover, the nature of electronic transition in 1T -TiSe2 single crystals, the relatively weak van
der Waals force holding together the layers of the crystals and the crystal contraction during
cooling, might well affect the observation of the six CDW signatures surrounding each of the
host lattice Bragg reflections, as was observed in 4Hb-TaSe2 CDW phase (compare Figure 3.3
(d) and Figure 3.11 (d)) 1.
3.4 Closing inferences
Structural transitions in two classes (4Hb-TaSe2 and 1T -TiSe2) of transition metal dichalcogenide
(TMD) single crystals have been studied by the means of electron diffraction simulations for
the first time. The commensurate CDW phase in 4Hb-TaSe2 single crystals was simulated
using atomic coordinates refined at room temperature. The CDW parameters were estimated
as: qCDW = 0.277a
∗ and qCDW∠a
∗ = 13.9◦. The characteristic charge depletion and charge
localisation associated with structural transition in 4Hb-TaSe2 point to strong electron-phonon
couplings due to Mott localisation charge distribution, which was proposed in literature to be
the driving factor behind CDW formation. Anchored on the analysis of electron diffraction
patterns obtained through simulation, two satellite domains containing two reflection orders
each were identified in the commensurate CDW phase of 4Hb-TaSe2. This was then used to
analyse structural evolution of the decoupled satellite domains, according to two zones: 1:6:6
and 1:3:3:3:3. The temporal evolutions of the identified satellite domains were fitted to the same
time constants: τcoh = 140 fs and τincoh = 550 fs. These time constants are reminiscent of
strong electron-lattice correlations in condensed matter systems. The degree of suppression of
the two satellite domains increases with an increasing optical excitation density. Relating to the
observed separation between the CDW domains’ amplitudes, it was shown that CDW amplitude
modes dominate over the corresponding phase modes.
The charge density wave phase of 1T -TiSe2 single crystals required sample cooling down
below 202 K (phase transition temperature). The cooling effects introduced new challenges 2
such as water condensation on the crystal sample. Together with other intrinsic properties of
1T -TiSe2 single crystals (e.g. the weak van der Waal’s attractive force holding the crystal layers
together), the condensation affected the number and the quality of CDW signals experimentally
observed 3. The analysis revealed that the CDW transport was mediated by the "collapse" or
reduction in intensity of the host lattice Bragg reflections. Each CDW density of state was
1The details of the initial characterisations, sample preparation, experimental measurement and analysis are
reported by Aminat Suleiman in her Masters’ thesis [59].
2The initial solution to these challenges was pumping (or blowing) off the water condensation by the means
of a 775 nm laser pump. This improved the signal-to-noise ratio but we could still not resolve all the obtainable
CDW signatures, as in the simulation.
3The grand solution proposed is a rather robust new vacuum chamber, with ∼ 10−9 mbar and better sample
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populated by electron transport from two neighbouring host lattice Bragg spots, such that six
CDW signatures surround every Bragg reflection. Apriori to electronic transition (semi-metal –
semi-metal), electronic band calculations, ARPES measurements and the more recent terahertz
measurements [5, 54, 55, 58, 56], in addition to the simulation analysis done here, we propose
that the CDW phase in 1T -TiSe2 single crystals is driven by a combination of strong band
overlaps and electron-hole couplings (excitonic correlations).
We shall now report on Cu-DCNQI salts in the remaining chapters of this dissertation. Since
the investigation of structural dynamics in Cu-DCNQI salts is a major part of this study, and for
the fact that they are relatively complex organic crystals, we shall first of all consider the general
perspectives on organic molecular crystals in relation to phase transition. Electron diffraction
analysis on Cu-DCNQI salts will then be presented in Chapter 5.
loading systems. This should prevent water condensation and other complications. Bart Smit and Andrea
Rohwer, who were Master students and colleagues, have carefully outlined the details of the improvements
proposed, ranging from sample preparations, sample mounts, to the design and running of the new vacuum
chamber in their theses [13, 85].
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Chapter 4
General perspectives on the radical
anion organic salts of Cu-DCNQI
4.1 Introduction to organic molecular crystals
Organic molecular crystals form one aspect of the exotic materials that have attracted the interest
of many researchers in Condensed Matter Physics, with increasing volume of research outputs in
the last two decades. Organic crystals have phenomenal characteristics stemming from wide va-
rieties of atomic and/or molecular substitutions. More fascinating are the organic crystals whose
structures contain pi-conjugated compounds. Whereas the delocalisation of pi-electrons in these
crystals affords a rich flow of free conduction electrons, the different substitution possibilities,
in addition, usually lead to increased anisotropic electric conductivities. Furthermore, the pres-
ence or inclusion of transition metals, usually characterised by strongly correlated d-electrons,
produces intriguing structural dynamics in organic molecular crystals. Ranging from molecular
electronics to light harvesting applications, organic crystals could be used as insulators, semi-
conductors, metallic conductors and superconductors (with anisotropic electric conductivities in
the order of 10−14 − 108(Ω cm)−1), especially in the low temperature range [60].
The degrees of electric conductivity in organic crystals are often mapped with the rate of
charge transfer, arising from either weak or strong donor-acceptor crystal conformations [11, 60]:
ψo = aψDA + bψD+δA−δ and [D] + [A]→ [D]+δ + [A]−δ, (4.1)
where ψo is the charge-transfer ground state wave function, D and A respectively represent
donor and acceptor, b >> a connotes a strong charge transfer and 0 ≤ δ ≤ 1 is the ratio of
charge transfer. Usually, the donor has a low ionisation energy (IG) and the acceptor has a
high electron affinity (AG) so that the Madelung energy (i.e., the energy of the charge transfer
bonding), EM > |IG −AG| [60].
The metallic character (or conductivity) of organic crystals depends on the mode of stacking
of the donor and acceptor along a unique axis of the crystal structure. As shown in Figure 4.1,
an organic crystal with mixed stacking of the donor and the acceptor moieties could either be
an insulator or a semiconductor while the ones with separate stacking possess a partial electron
transfer, which affords them to be either a semiconductor or a metal. Approximately, if the
attractive Coulombic interaction is greater than the intermolecular forces between the stacks,
then the mixed stacking state is favoured and vice-versa [60].
With the discovery and synthesis of the first stable radical-ion organic molecular crystal TTF-
TCNQ (tetrathio-fulvalene-tetracyano-quinonedimethane) in the early 1970s [60, 61], where TTF
acts as a donor and TCNQ as an acceptor, the interest in organic conductors has received a
great attention from chemists and physicists alike. TTF is especially a good donor of electrons,
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Figure 4.1: Schematic diagram [60] of donor-acceptor (a) mixed stacking and (b) separate stacking modes.
Organic crystals could take on any of these stacking modes depending on the balance of intermolecular
forces within the stacks. As shown in (a) and (b), the angles between the donor (D) and acceptor (A)
could be zero in the mixed stacking mode; the donors and acceptors of the separate stacking mode are
often inclined at a certain angle to each other – this inherently inﬂuences the rate of charge transfer in
organic crystals [60].
which has been combined with different acceptors such as in (EDO-TTF)2PF6 [6, 60, 62] and
TTF-TCNQ [61]. For example, the rate of charge transfer in TTF-TCNQ crystal was found to
be δ = 0.59 (leading to mixed valence states) and its electric conductivity rising from two to
four orders of magnitude when cooled from room temperature to about 66 K [60]. A smaller
charge transfer rate (with δ = 0.5) was found in the radical-cation crystal salts of (Fa)2PF6
(Di-fluoranthene-hexafluorophosphate) [60].
The morphology of most of these organic crystals is often in 1-D, so that a first order phase
transition due to Peierls instability is inherent, and their structural evolution when cooling or
heating can thus be followed by a time-resolved femtosecond electron diffraction. Such mapping
of molecular motion with femtosecond electron diffraction has been done for (EDO-TTF)2PF6
recently by Gao et al. [6]. In a similar fashion, the structural dynamics in TTF-TCNQ has
also been characterised by time-resolved X-ray diffraction [63]. The successes [7, 9, 10, 12]
of the investigation of time-resolved structural dynamics in two members of transition metal
dichalcogenides, one of which was reported in Chapter 3 create a viable platform to investigate
more complex crystals in our research group.
The main organic crystals studied in this work are the radical anion crystal salts of Cu[2, 5R1,R2−
DCNQI]2 (e.g. Cu[2, 5DMe−DCNQI]2: Copper, 2,5-dimethyl-dicyano-quiononediimine), which
have higher degrees of electric conductivity and charge transfer compared to other organic crys-
tals. We can in no way exhaust all the interesting properties that had been investigated in these
crystals; therefore, some highlights of interest relating to the purpose of this study are given here.
The rest of this chapter shall thus be on the general perspectives of DCNQI salts, highlighting
the crystal structures, energy band diagram in relation to electron density distributions, electric
conductivity and a case for reduced dimensionality leading to phase transition accompanied with
charge wave formation in Cu[2, 5R1,R2 −DCNQI]2.
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4.2 Organic molecular crystals of dicyanoquinonediimine
(DCNQI) salts
Crystal structure: Organic molecular crystals of dicyanoquinonediimine (DCNQI) salts are
radical anion salts, where DCNQI is the acceptor molecule and a metal is the donor (i.e.,
M+δ DCNQI−δ). For example, the copper salts are usually synthesised by the electrolysis of
acetonitrile solution of 2, 5-DMe-DCNQI and copper (II) bromide, which results in the forma-
tion of long black needles of Cu[2, 5-DMe-DCNQI]2 at the cathode of the electrolytic cell [14]1.
These crystals are famous for their high anisotropic electric conductivity, with up to eight orders
of magnitude depending on the radicals and the metal used [14, 60]. The crystal structure of
DCNQI salts, as shown in Figure 4.2 has many substitution possibilities, with different charge
transfer rates and morphologies. The metal atoms are surrounded and tetragonally coordinated
by four DCNQI molecules, with a slight distortion arising from the angle formed by the cyano
groups (N-C-N) and the metal atom (see Figure 4.6). The crystal conforms to a body-centered
tetragonal unit cell with a = b = 21.6062 Å, c = 3.8811 Å and has a space group I41/a : 2
(number:88) [60, 64].
ࢉ ࢇ ࢈ 
࢈ ࢇ ࢉ 
ܿ ܽ 
T�tra�onal lattic� c�ll param�t�r    ܽ = ܾ = ʹͳ.6Ͳ6ʹ Å;     ܿ = ͵.ͺͺͳͳ Å;   Ƚ = Ⱦ = γ = ͻͲᵒ 
Space group = � Ͷ1/a:2  (88) 
Chemical formula: M[2, 5-R1-R2-DCNQI]2 
Molecular formula/unit cell: Cu4C80N32H64 
 
 
 
 
Constituent atoms 
Cu: Orange 
N: Blue 
C: Grey 
H or D: White 
M = Cu, A�, Li, … 
R1 , R2 = CH3, CD3, CH3OH, I, Cl, Br,… 
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b c 
Figure 4.2: Crystal structure of Copper, 2,5-dimethyl-dicyano-quionone-diimine (DCNQI salt) projected
along (a) [010] (c⌊a plane) and (b) [001] (a⌊b plane) Laue zones. The tetragonal unit cell dimension is
a× b× c, with c-axis being the direction of stacking (or crystal growth) as shown in (a). The dimension
(2a× b× c) of the crystal structure is shown in both (a) and (b) to indicate the boundary copper atoms’
positions, shared between adjacent unit cells. The asymmetry unit of the crystal structure is shown in
(c) and reduced by symmetry operation to 12 possible minimum atoms, which are used in simulation.
1A full procedure of the synthesis and growing of DCNQI crystals could be found in [14] and [11].
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A separate stacking mode of the DCNQI molecules (acceptor) and the metal atom (donor)
is along the c-axis, which is the unique axis of the crystal structure. This stacking mode and
the angle formed by the cyano groups are inherently responsible for an increase or a decrease
in the electric conductivity of DCNQI salts [60, 64, 76]. Due to the balance between the inter-
molecular and Coulombic forces in the crystal system, each of the metal atoms and the nearly
planar DCNQI molecules are usually shared by the adjacent unit cells along a- and c-axes (see
Figure 4.2), so that four copper atoms are present in a 180-atom unit cell. The number of atoms
in a unit cell could be ≤ 180, depending on the radicals used to replace the hydrogen atoms at
positions 2 and 5 of each of the DCNQI molecules. The different radicals that could be used are
shown in Figure 4.2.
Electronic band structure: All organic salts of DCNQI are isomorphic (with a space group
I41/a) and exhibit metallic characters at room temperature [60, 64, 68]. The distribution of
electron density in the highest occupied molecular orbitals (HOMO) of the DCNQI molecules
forms the valence band, while the corresponding lowest unoccupied molecular orbitals (LUMO)
forms the conduction band. The energy levels of the s-bands of the metal atoms (e.g. lithium
(Li), silver (Ag) and copper (Cu)), commonly used as donors, are usually higher than the Fermi
level and the LUMO band of the DCNQI, so that electron transfer is energetically favourable
[66, 67, 68, 69]. Peculiar to all DCNQI salts is the transfer of one s-electron from the conduction
band of the metal atom to the LUMO of DCNQI molecules.
The electronic band structures of DCNQI salts are generally reported to be dependent on the
metal-type and the radicals (at the 2,5 positions of the DCNQI molecules) used [71, 72]. Both
lithium and silver are monovalent 1-D metal (satisfying Peierls instability) and their electronic
structures are not influenced by the choice of radicals. The degree of charge transfer in lithium
and silver salts is δ = 0.5, such that the conduction band of DCNQI is quarter-filled. In both
metals one s-electron is transferred to and shared by two DCNQI molecules so that the Fermi
wave-vector of the charge transfer in the k-space is thus 2kF or 4kF (with kF = pi4c). Both a 2kF
spin (occurring at 83 K) and a 4kF (occurring at 100 K) Peierls instability have been found in
these monovalent salts, where the formation of charge density wave leads to a phase transition
from a metallic to a Mott-type insulating state (for silver salts) and a paramagnetic insulator in
lithium salts [68]. In both salts, a four-fold periodicity or a tetramerisation of the unit cells is
invoked when they undergo phase transition.
The electronic structures of copper salts are, however, influenced by the choice of radicals
and the degree of electron transfer, pointing to a multidimensional conductor character and
a 3D Fermi surface. As shown in Figure 4.4, there are more degenerate energy states when
bromine was used as a radical, in comparison to the salt with a methyl radical. It is known that
the degeneracy of energy states favours formation of a band gap, leading to a reduction in the
dimensionality of the crystal system. It is therefore envisaged that the degree of degeneracies in
Cu-DCNQI salts is influenced by the choice of radicals.
In addition to the transfer of one s-electron, a fraction of d-electron from the 3d band of
copper atoms could also be transferred, so that a mixed valency 2 was found in copper salts,
with contributions from 3d and 4s electrons. The charge transfer rate from the conduction
band of a copper atom to the LUMO bands of the DCNQI molecules was found to be δ = 0.67
(13d + 1s electrons = +
4
3 for two DCNQI molecules) [60, 69]. This mixed valence found in
all copper salts enhances their density of states and gives rise to stronger electron-electron and
electron-lattice correlations, better than in other DCNQI salts [76]. The wave vector of the charge
density wave in the k-space for copper salts is 3kF (with kF = pi3c), and this leads to trimerisation
(tripling) of the unit cell or a 3-fold periodicity below phase transition temperature.
2XPS was used to determine the mixed valency in copper salts [76].
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Figure 4.3: Schematics of the energy band splitting of copper 3d band, which necessitates a partial
electron transfer from the copper atoms to the LUMO band of DCNQI molecules. The d-p orbitals of
the copper atoms and the cyano groups are hybridised with pi-orbital of the DCNQI at the HOMO level,
but are disconnected and localised at the LUMO level and consistent with literature [64, 69, 71, 72]. The
3dxy band is raised during phase transition due to charge ﬂuctuation between Cu+ and Cu2+. At phase
transition, a charge ordering state of the form, Cu+Cu+Cu2+ is induced, so that there is a 30% (Cu+ :
Cu2+ = 2 : 1) d-electron transfer from the copper sites. The total possible charge transfer can then be
envisaged to be 1
3
d+ 1s electrons = + 4
3
for two DCNQI molecules.
Figure 4.4: Plotted are the calculated electronic band structures [71] of (a) Cu[DMe-DCNQI]2 and (b)
Cu[DBr-DCNQI]2 salts, along the high symmetry points. The arrows in both ﬁgures designate the
positions of energy degeneracy (crossing the Fermi surface), which leads to the formation of band gap
and a 3-fold periodicity of the charge density wave phase. The 3dxy, 3dxz and 3dyz sub-bands have
similar energy levels in both salts. Higher energy degeneracy found in Cu[DBr-DCNQI]2, as compared
to that of Cu[DMe-DCNQI]2, favours phase transition with an accompained charge density wave. The
calculations were based on the room temperature structures obtained from X-ray structural reﬁnements
done by Sinzger et al. [64].
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Furthermore, owing to the three dimensional nature of copper atoms, copper salts with
methyl or lower electron radicals are metallic down to 3.5 K [65, 76], unlike in silver and lithium
salts. Interestingly, the electric conductivity of the copper metal atom (about 5×108 Ω−1cm−1)
is similar to that of Cu[2, 5-DMe-DCNQI]2, which continuously increases with a decreasing
temperature (800 Ω−1cm−1 at 295 K to 6× 106 Ω−1cm−1 at 3.5 K, see Figure 4.8) [14, 60].
One may then wonder if the copper atoms are the carriers of the free conduction electrons
along the stacking axis of the crystal structure. This is not to be because (1) the average Cu-
Cu distance (3.88 Å) along the c-axis of DCNQI salts is fairly greater than in Cu metal (2.56
Å) [14]; (2) the d-p-pi hybridization of the copper atoms and the DCNQI molecules, which is
evident in the metallic state (see Figures 2.4 and 4.3), is disconnected in the insulating phase and
the erstwhile itinerant d-electrons are localised on the copper ion sites [69] and (3) the photo-
conductive current measurement recently done on selectively deuterated DCNQI salts (see Figure
4.5) by Karutz et al. [70] suggested that the carriers of the free electrons (conducting electrons)
along the stacking axis are the delocalised pi-electrons of the DCNQI molecules. This view was
also supported in other references [14, 60, 69, 71]. The copper atoms were therefore suggested
to be a conductivity bridge between adjacent unit cells along the stacks [14].
Figure 4.5: Plotted [70] in (a) is the transient photoconductive current measurement, showing the energy
absorption range of a partially deuterated Cu[2,5CD3-DCNQI]2 salt. The secondary band (maximum
peak) of the absorption spectrum of the current measurement compares well to that of DCNQI molecule
anion shown in (b), which ultimately suggests that DCNQI pi-orbitals are the free conduction electrons’
carriers. The vertical dotted lines around 15000cm−1 and 19000cm−1 respectively serve as a guide
between peaks and laser output of the experiment. The measurement was done through two operating
points op1 and op2. Figure taken from Ref. [70].
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4.3 Phase transitions and charge density wave formation in
Cu[2,5R1,R2-DCNQI]2 salts
Organic molecular crystals of DCNQI salts are quasi metallic above phase transition temperature.
The non-copper (Li & Ag) salts are highly one-dimensional and thus undergo phase transition
that is closely related to Peierls instability. Copper salts are three-dimensional due to the
three-dimensional morphology of copper atoms, and therefore do not naturally undergo phase
transition. Since the geometry and the nesting of 3D Fermi surface highly favours 3D solids to
remain metallic, even at very low temperature, no charge density wave formation is expected.
Given that a ligand-induced distortion imposed on the planarity of a crystal system often favours
Peierls instability leading to phase transitions; it is then surprising that the steric effect that
the methyl groups in Cu[2, 5DMe-DCNQI]2 imposed on the tetragonal coordination could not
induce the Jahn-Teller distortion3 [78] necessary for phase transition in Cu[2, 5DMe-DCNQI]2
crystals [64]. Thus, for a 3D crystal to undergo phase transition, say from metal to insulator, a
geometrical distortion that facilitates a reduction in the crystal’s dimensionality and the lowering
of the whole crystal system’s energy is required.
Reduced dimensionality has often been famed to be one of the reasons behind phase transition
and charge density wave formation in crystal lattices [5, 12]. The quality of Fermi surface nesting
is highest in 1D materials so that phase transition is easily induced, as compared to 2D and 3D
solids [7]. Taking Peierls distortion as a theory that well describes phase transitions and that
serves as the origin of charge density wave formation in quasi 1D metals, it is justifiable that one
ventures to know what theory governs electron dynamics and/or charge density wave formation
in higher dimensional solids. The quest to find a theoretical extension of Peierls instability for
higher dimensional solids is ongoing [5].
Phase transitions accompanied with charge density wave formation in inorganic crystals of
transitional metal dichacogenides are well established in literature, all of which are quasi two-
dimensional solids [5, 7, 10, 12]. The geometry of the 2D Fermi surface and a strong electron-
phonon coupling in these materials, as well as lowering of crystal symmetry when undergoing
phase transitions have been favoured to be the major factors that support charge density wave
formation.
Recently, Lee et al. [73] found that a band gap opening in graphene is indeed due to the
manifestation of two-dimensional Peierls instability, which was attributed to Kekule distortion.
Their main discovery was that the band gap formation in graphene was as a result of chiral
symmetry breaking. They further maintained that there was no such band gap when graphene
was confined to 1D. This may emphasise that charge density wave naturally4 forms in 2D solids
undergoing phase transition, without converting them to 1D.
An interplay between the steric effects produced by different radical substitutions and the
Jahn-Teller distortion on the tetragonal coordination (see Figure 4.6), however, induces a dra-
matic phase transition accompanied with charge density wave formation [64, 71, 74, 75, 76]. First
observation of this phase transition involves different degrees of deuteration, that is replacing
the hydrogen atoms by deuterium, and halogenation of the DCNQI crystals [64, 74, 76].
For the purpose of studying the effects of the choice of radical substitution on the planarity
of the DCNQI ligands, as well as the electrostatic potential distribution, we carried out DFT
calculations on the room temperature asymmetry structure of DCNQI molecules attached to
copper atoms, as shown in Figure 4.7. The distribution of electron clouds projected on the
3Jahn-Teller effect (or distortion) is associated with the geometrical distortion, which arises from the electron
configuration and transfer between the donor ion and the acceptor orbitals.
4The reader should note that not all solids undergoing phase transition are accompanied by charge density
wave formation.
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Figure 4.6: Schematics to illustrate the cooperative Jahn-Teller distortion and the dependence of coordi-
nating angles on the tetragonal compression induced by cooling the crystals below phase transition tem-
perature. The coordinating angle ranges as 124.5◦ ≤ αN-Cu-N ≤ 126.3◦ and 124.8◦ ≤ αN-Cu-N ≤ 128.5◦
(from 295 K to 20 K) in h8 (Cu[2, 5DMe-DCNQI]2) and d6 (Cu[2, 5DCD3-DCNQI]2), respectively. The
large deviation found in d6, compared to the deviation found in h8, was suggested to have led to a
reduced dimensionality and hence phase transition. By the same token, the deviations (a decrease) in
angle θCu-N-C were found to be −1.60◦ and −1.30◦ in h8 and d6 structures, respectively [60, 64].
Table 4.1: Eﬀects of selected radicals on the planarity of the DCNQI ligands, the coordinating angle
α and the transition temperatures in DCNQI salts. Data on deuterated methyl (DCD3) were taken
from Ref. [64]; where ∆ = ∆20 K − ∆298 K. All other data were taken from Ref. [65]; where ∆ =
∆100 K − ∆298 K. Phase transition occurs when the threshold value α ≈ 126.4◦ at low temperature is
exceeded [64].
R ∆N-C-N(◦) ∆C-N-C(◦) α298 K(◦) ∆α(◦) ∆θCu-N-C(◦) ∆c (Å) ∆a (Å) TM-I (K)
DMe 0.40 0.30 124.50 1.50 -1.60 0.070 -0.018 M
DCD3 - - 124.80 3.70 -1.30 0.098 -0.074 73
MeBr 0.70 0.20 125.30 2.90 -0.40 0.076 -0.026 156
MeCl 0.10 0.10 126.20 2.90 -0.30 0.078 -0.081 210
BrCl 0.70 0.00 126.10 3.00 -0.40 0.062 -0.114 210
electrostatic field contours across the asymmetry unit of DCNQI crytals reveals higher electron
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density isovalues around the bromide radical, compared to the methyl radical (see Figure 4.7).
Together with the literature data [64, 65] shown in Table 4.1, the results we obtained show that
the radicals with higher cloud of electrons (MeBr, MeCl & BrCl) impose relatively the same
amount of deformation to the crystal systems, especially in terms of the angles αN-Cu-N and
θC-N-Cu. The deformation is more intensive in the deuterated structure (with DCD3 radical),
having the highest deviation both in terms of angle αN-Cu-N and lattice parameter c, as shown
in Table 4.1. The deviations recorded for angles ∠N-C-N and ∠C-N-C of the cyano groups
contributed to the overall non-planarity of the DCNQI molecules, and these presumably govern
the deviations observed in angles αN-Cu-N and θC-N-Cu.
The structures with electron-rich radicals (MeBr, MeCl & BrCl) already possess high co-
ordinating angles αN-Cu-N at ambient (or room) temperature, very close to the threshold value
(α ≈ 126.4◦) [64], and thus only need a slight deformation (less energy, less temperature decrease)
to undergo phase transition. This inherently accounts for their high transition temperatures
in comparison to the deuterated structure. From the electronic point of view the deuterated
structure possesses electron donating radicals, which lengthen the overall delocalised crystal’s
electronic system. Thus, it could be inferred that the deformation leading to phase transition in
the deuterated sample was mainly mediated by electron mass enhancement, as was proposed by
Kobayashi et al. [76]. In contrast, the depletion of the density of states of the crystals’ electronic
system by the radicals having high electron affinities (such as BrCl and MeBr) would be seen to
mediate phase transition and at higher transition temperatures.
Figure 4.7: Calculated optimized structures [(a) & (b)] and mapped electrostatic potential [(c) & (d)] of
the asymmetry units of d6-Cu[DMe-DCNQI]2 and Cu[MeBr-DCNQI]2 salts, respectively. The planarity
of both units are greatly inﬂuenced by the choice of the radicals, with MeBr radical posing a higher
geometrical distortion on the cyano groups shown in (a) and (b). The cloud of electrons surrounding the
bromine atoms is more intense than in methyl position, designated by diﬀerent shading of the potential
plots of maximum isovalue of 4× 10−3 e´/Å3. The calculations are done using density functional (DFT)
(B3LYP functional + CEP-31G basis set) and through Gaussian software [29].
A delicate balance between the use of radicals with high-electron cloud and low-electron
cloud, however, seems to be a decisive factor in crystals undergoing phase transition with ac-
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companied charge density waves. To corroborate this assertion, it was reported in [72] that the
salts with iodide and methyl-iodide radicals do not undergo phase transition unless a pressure
of 15 kbar is exerted. More surprising is the fact that a 2-fold rather than a 3-fold periodicity
was found in Cu[2, 5DI-DCNQI]2 under pressure, in contrast to other copper salts [72]. It should
be noted that Cu[2, 5DMe-DCNQI]2 also undergoes phase transition under much less pressure
(150 bar) [64, 72, 74].
Four groups are identified in the Cu-DCNQI systems: Group 1 are metallic down to ∼ 4 K
and comprises Cu[DMe-DCNQI]2 and Cu[DMeO-DCNQI]2. Group 2 undergoes metal-insulator
phase transitions and comprises Cu[dN -Me-DCNQI]2 systems (d andN stand for dueteration and
the number of hydrogen atoms replaced by deuterium, respectively). Group 3 undergoes metal-
insulator transitions and comprises Cu[mixed-radicals-DCNQI]2 systems (here, the radicals used
could simply be halogen atoms such as iodine (I), chlorine (Cl), bromine (Br), etc., or a mixture of
halogen atoms and methyl radical as seen in Cu[DI-DCNQI]2, Cu[MeCl-DCNQI]2 and Cu[MeBr-
DCNQI]2). Group 4 undergoes metal-insulator-metal phase transition and comprises the mixture
of two groups forming an alloy, as seen in the mixture of a purely undeuterated Cu[2, 5DMe-
DCNQI]2 and a partially deuterated Cu[2, 5CD3-DCNQI]2 crystals [64, 70, 74].
Figure 4.8: Plotted (data points extracted from Ref [77]) are the electric conductivities σ (log scale) versus
temperature showing metal-insulator phase transitions in undeuterated (h8) and deuterated (d6) Cu-
DCNQI crystals. As shown, each asymmetry unit of Cu[2, 5DMe-DCNQI]2 crystals contains 8 hydrogen
atoms that can be substituted for deuterium (hydrogen with mass number= 2). In the non-substituted
h8 case the crystal remains metallic down to a very low temperature. At around 73 K d6 undergoes
a combination of ﬁrst and second order metal-insulator phase transitions – a character that is also
evident in the alloy containing the equal mixture of h8 and d6 around 63 K. The alloy, however, gains an
insulator-metal re-entrance at around 12 K.
The order or nature of phase transition occurring in Cu-DCNQI crystals could be inferred
from the temperature dependent conductivity measurements performed by Hünig et al. [77].
A phenomenal sudden drop of up to 8 orders of magnitude within few kelvins in the electric
conductivity of the groups exhibiting phase transition was generally reported [60, 77, 76]. A
careful examination of the temperature dependent conductivity measurement shown in Figure
4.8 clearly reveals a mixture of first and second order phase transitions. Whereas the initial
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sudden drop exhibits a first order phase transition character, the continual decrease of the
electric conductivity suggests a "knee" transition, which is of second order character.
The phase transition temperatures for some of the different systems are given in Ref. [64].
Higher phase transition temperatures (in the range 156−230 K) are observed in group 3 systems
(mixed-radicals) with higher electron density distribution across DCNQI sites, as compared to
the group 2 systems (deuterated radicals) (in the range 58− 82 K) [76, 64, 77].
Conclusively, three inferences could be made from the effects of radical substitutions: (1)
Electron-mass enhancement and/or steric effects introduced by the radicals results in the increase
of the coordinating angle α (see Figure 4.6), thereby decreasing the phase transition temperature.
(2) The free conduction electrons in the LUMO bands of DCNQI molecules may be depleted by
the electron-withdrawing radicals (group 3 systems or simply halogen atoms). This depletion
could then lead to high geometrical distortion, so that a phase transition is induced at higher
temperatures, compared to electron-donating radicals (group 1 systems). (3) The probability of
charge transfer from the donor to the acceptor is more enhanced when radicals with high electron
affinities are used. By inference, we could then say that a low Madelung energy is required to
induce phase transition, which by extension occurs at higher phase transition temperature.
We shall now examine the structural transitions in these crystals through simulation and
analysis of electron diffraction patterns of both the room and low temperature phases. Judging
from both the simulation and experimental perspectives, the formation and/or transport of
charge density waves in the DCNQI salts will be analysed in the next chapter.
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Chapter 5
Structural transition studies of
Cu-DCNQI salts via diffraction analysis
5.1 Introduction
Approaching the investigation of structural evolution in organic molecular crystals through fem-
tosecond electron diffraction (FED) experiment is somewhat subtle and challenging, thanks to
the weak scattering centres, high thermal lability, poor heat conduction and the preferred stack-
ing arrangements found in their crystal structures [6, 60]. To gain necessary insights required to
unravel the structural dynamics in relation to electron-electron and/or electron-lattice correla-
tions and phase transition accompanied with charge density wave formation in DCNQI crystals
(Figure 5.1), we use electron diffraction simulation as a tool to study structural transitions via
the analysis of obtainable ideal diffraction patterns under different conditions. There will al-
ways be a quantitative deviation when comparing experimental measurements with simulations.
Therefore, we emphasise qualitative rather than quantitative treatments in the comparison and
analysis of all diffraction patterns presented in this chapter. Kinematic scattering theory based
on weak object phase approximation is employed for all the simulations, the foundation of which
was treated in Chapter 2.
Charge density wave signatures in Cu-DCNQI are simulated and characterised for the first
time in this study. A thorough and systematic analysis of structural transitions in the crystal
is provided, together with different identified phases during cooling processes. Independently,
X-ray diffraction measurements we did in collaboration with Chemistry Department, Stellen-
bosch University, which also revealed CDW signatures in Cu(MeBr-DCNQI)2 at 90 K, are
analysed and discussed. Finally, the reader is introduced to an evidence of CDW signatures
in Cu(MeBr-DCNQI)2 at 63 K, obtained for the first time via electron diffraction experiments
in our laboratory. The chapter closes with an initial characterisation of the low temperature
phase experimental electron diffraction patterns. The electron energy and the sample thickness
used throughout this chapter are 30 kV and 30 nm, respectively.
5.2 Analysis of room temperature electron diffraction patterns
in undeuterated and deuterated Cu-DCNQI salts
The room temperature crystal structures’ electron diffraction patterns (EDP) presented here are
simulated using the published X-ray structural refinement data [64, 65]. The unit cells of DCNQI
salts are reduced by symmetry to 12 atoms, and the structurally refined atomic coordinates are
written into crystallographic information files used for simulation. Since the crystal’s growth
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Figure 5.1: Molecular structure of DCNQI salts. Diﬀerent radical substitutions discussed in this chapter
are shown in the table. The cyano groups (N-C-N) comprise the bonding b and the antibonding c, whose
lengths determine the rate of charge transfer in DCNQI salts (see Section 5.4 for details). All the salts
investigated have copper metal (M) as the cation. Key: nitrogen - blue; carbon - grey and hydrogen -
white.
Table 5.1: Lattice parameters used in the simulation. Data labelled s were taken from Ref. [64]: room
temperature = 298 K; low temperature = 20 K. Data labelled k were taken from Ref. [65]: room
temperature = 298 K; low temperature = 100 K. Diﬀraction patterns were also obtained for DCD3 at
156 K using lattice parameters: a = b = 21.63 Å, c = 3.799 Å [64]; and MeBr at 163 K: a = b = 21.606 Å,
c = 3.809 Å [65].
Salts Room temperature Low temperature
a (Å) b (Å) c (Å) a (Å) b (Å) c (Å)
kDMe 21.548 21.548 3.871 21.566 21.566 3.801
sDCD3 21.619 21.619 3.874 21.693 21.693 3.776
kDCl 21.55 21.55 3.816 NA NA NA
kDBr 21.558 21.558 3.896 NA NA NA
kMeBr 21.601 21.601 3.856 21.627 21.627 3.780
kMeCl 21.559 21.559 3.823 21.640 21.640 3.745
kBrCl 21.569 21.569 3.845 21.683 21.683 3.783
and charge density wave formation are along c-axis, the crystal samples are usually prepared in
such a way that c⌊a plane is perpendicular to the electron beam direction. The family of Bragg
planes along this direction conforms to [010] Laue zone, thereby producing a periodic array of
{h 0 l} reflections. This makes the experimentally accessible EDP to only constitute sets of
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{h 0 l} reflections, where the signatures of the electron density distribution are along the rows
(see Figure 5.2 (a) & (b)). For the purpose of visualising and comparing the signature of the
tetragonal coordination as it pertains to the structural arrangement of the donor (metal atom)
and the acceptor molecules, the simulation of EDP along the [001] Laue zone axis (b⌊a plane),
resulting into {h k 0} reflections, are also presented.
Figure 5.2: Simulated electron diﬀraction patterns for the room temperature structures of h8 and d6. The
crystals are projected along [010] zone axis in (a) & (b) and along [001] in (c) & (d). In both projections,
the signature of a 4-fold symmetry, body-centered tetragonal crystal is evident. The increase in Bragg
intensities in d6, in contrast to those obtained in h8 suggests that the scattering domains of the DCNQI
sites are enhanced, as expected (See for example the families of Bragg planes indexed in (c) and (d)). In
other words, the redistribution of electron densities across the scattering domains in d6 structure, caused
by the secondary isotope eﬀect, allows for intense Bragg peaks observed and the distinct change in the
intensity distribution proﬁle.
Due to the weak scattering centres associated with DCNQI salts, the reflections from the
Bragg planes are relatively weak. Thus, the simulated EDP obtained from two derivatives
of Cu[2,5-R1,R2-DCNQI]2, namely Cu[2, 5DCD3-DCNQI]2 (hereafter referred to as d6) and
Cu[2, 5DMe-DCNQI]2 (hereafter referred to as h8), are first compared and contrasted to in-
vestigate the secondary deuteration effect on the obtainable intensity distribution profiles. The
importance of this comparison stems from the nature of the electronic structures of each of these
derivatives: (1) Both are metallic and belong to the same symmetry group at room temperature.
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This means that the intensity distribution profiles obtainable from both structures should be
similar. (2) The deuterated (d6) structure undergoes a metal-insulator phase transition and as
such should reveal intra-structural changes with regards to an influence on the intensity distri-
bution profile and the reduction of diffracted intensities at low temperatures. The undeuterated
h8 structure is metallic down to a very low temperature and should approximately maintain
the same intensity distribution profile during cooling processes. (3) Experimentally, the delicate
balance between the electron energy that drives the scattering and the fragility of crystal samples
(∼ 30 nm) require a trade-off, such that a relative rather than a maximum diffracted intensity
obtainable from a particular scatterer is often achieved. (4) Given that there is a difference in
the orientation of the scattering domains in these structures, their scattering capacities at room
temperature should give us an insight into what to expect at low temperature, or during cooling.
In both structures the same space group and intensity scale are employed. Therefore, the
obtainable electron diffraction patterns can be compared qualitatively and quantitatively. In
the reciprocal space of both structures, the periodicity ratio c∗/a∗ ≈ 5.57, which perfectly
corresponds to the ratio of their lattice constants in the real space. Since both structures are
quasi-metallic at room temperature, and only differ in hydrogen mass, one would expect to obtain
fairly the same electron diffraction patterns (Hydrogen atoms generally do not contribute to the
scattering capacities of crystals). As shown in Figure 5.2, it is surprising to observe not only
an appreciable increase in intensity amplitudes but also a change in the intensity distribution
profile in d6, relative to h8. Judging from the fact that the intensity distribution profile of any
diffraction pattern arises from the scattering of a crystal’s periodic electron density distribution
(or electrostatic potential), a redistribution of electrons, due to secondary dueteration effect,
across the whole crystal is envisaged.
Figure 5.3: The atomic scattering powers of the con-
stituent atoms in DCNQI crystals. Data taken from
[21].
The observable stronger reflections in d6,
relative to h8, crystal structure are presum-
ably due to strong correlation of σ- and pi-
orbital overlaps, respectively between the deu-
terium atoms and carbon atoms of the radi-
cals, and carbon-carbon atoms within the DC-
NQI molecules. The family of the obtainable
strong reflections could also be presumed to
inherently arise from the geometrical distor-
tion of the Fermi surface and the redistribu-
tion of the delocalised pi-electrons. Comparing
the scattering powers of the constituent atoms
or between the donor and the acceptor (Figure
5.3), it is evident that copper atoms have the
highest scattering power. Hence, the copper
atoms would have the highest contributions
to diffraction intensities observed.
It is also envisaged that the d-p-pi hybridisation in d6 is stronger than in h8, so that the re-
distribution of the total electron density across the whole crystal favours more intense scattering
from the DCNQI sites. Furthermore, the orientation of the nearly planar DCNQI molecules,
influenced by the increased steric effect on the cyano moieties, to the beam direction in both
crystal groups is envisaged to play a role in reinforcing the DCNQI scatterers. The author,
therefore, posits that the weak scattering centres hitherto present at DCNQI sites are enhanced
by the imposition of the secondary deuteration on the crystal structure.
Notably, the showing of family of high intense Bragg peaks that are particularly evident in
the electron diffraction patterns obtained from d6 along its [001] direction (see Figure 5.2 (c)
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& (d)), in contrast to h8, point to a greater degree of electron-electron and/or electron-lattice
correlations, which ultimately drive the crystal to undergo phase transition. Moreover, a careful
examination of the stacked unit cells along the c-axis shows that most of the Bragg planes
appearing in the reciprocal space cut through the DCNQI sites, which either receive a rich or a
poor contribution from the copper atoms. Again, the contributions from the copper atoms could
be seen to enhance the alignment of perfectly or slightly-off-planar DCNQI scattering domains to
the direction of the beam, depending on the geometrical distortion that each of the DCNQI sites
experiences. We could then imagine that the scattering domains, which constitute the regions
of high and low electron densities differ in DCNQI samples with different radicals. This is even
more so when comparing one Bragg plane in one crystal sample to the other.
For a clearer assessment of the quality and quantity differences between the strengths of the
Bragg reflections obtained from d6 and h8 structures, we integrated along the {h0l} planes, as
shown in Figure 5.4. The Bragg intensities are displayed as the area of the circles representing
different Bragg planes, such that
{I(hkl)}sim = pir2 = 1
4
piD2, (5.1)
where r andD, respectively, are radius and diameter of the reflection circles. We immediately see
that the intensity is proportional to the square of each circle’s diameter (or amplitude square).
The results obtained from these integrations are shown in Figure 5.5. The intensities of the
Bragg reflections are plotted against the scattering angles 2θ, which are calculated using the
lattice parameters of h8 and d6 structures and the Bragg relation given in Equation 2.4. Here,
we applied Friedel’s relation to reduce the number of Bragg planes considered in the integration.
Quantitatively, the difference between the amplitudes of h8 and d6 intensity distributions along
the {h01} and {h02} reflections are also plotted. This is calculated using the relation
∆I =
[
Ih8 − Id6
Ih8
]
{h0l}
. (5.2)
The resulting percentage change in intensity ∆I is then normalised to the brightest Bragg
reflection (this is the (301) peak) in both structures. For a similar sample thickness (30−50 nm),
the overall quality of the obtainable Bragg reflections in d6, in contrast to h8 could thus be
inferred from the plots shown in Figure 5.5. However, as the sample thickness increases the
crystals’ potential fields become less smooth, such that there is a decrease in the number of
Bragg reflections observed and also a general decrease in the Bragg intensities of all the existing
reflections (See Equations 2.10 - 2.12).
Based on the symmetry considerations of the tetragonal body-centered crystals, forbidden
reflections between every two Bragg spots shown in Figure 5.2(a & b) are absent, so that the
indexing of the Bragg reflections obey the relation
h+ k + l = 2n and u.h+ v.k + w.l = 0. (5.3)
In particular, the detailed conditions that limit possible reflections for the space group (I41/a)
to which Cu-DCNQI salts belong are:
{hkl} : h+ k + l = 2n, {hk0} : h = 2n and {00l} : l = 4n, (5.4)
as determined by the space group software [80] used in our analysis.
Electron diffraction experiments are carried out on the d6 structure, which undergoes a metal-
insulator phase transition at 73 K, as shown in Figure 4.8. Fresh samples of d6 crystals were
obtained from our collaborators [11, 60] and prepared into ultra-thin samples (30−50 nm), using
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Figure 5.4: (a) Integrating over Bragg reﬂections along the c-axis ([010] direction). The (h01) Bragg
reﬂections inside the designated box are divided into two equal parts by Friedel’s relation. This operation
was performed for all the integrated intensities presented in this chapter. In (b) the expected integrated
proﬁle shape and amplitude for diﬀerent sizes of the circular discs representing Bragg reﬂections are
shown.
Figure 5.5: Integrated proﬁles of intensity distribution for the ﬁrst and second order Bragg reﬂections
along the c-axis ([010] direction) of the d6 (Cu[DCD3-DCNQI]2) and h8 (Cu[DMe-DCNQI]2) structures.
It is evident that most of the Bragg reﬂections in d6 structure are stronger in intensities as compared to
those obtained in h8. The intensity proﬁles for these structures are not exactly on top of one another
due to the slight diﬀerences in their lattice parameters.
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Figure 5.6: Comparison of electron diﬀraction patterns obtained (a) from experiment and (b) simulation
of Cu[DCD3-DCNQI]2 (d6) structure along its c-axis ([010] direction). The Bragg reﬂections show the
periodicities along the c∗⌊a∗ reciprocal plane. The periodicity along the central order reﬂections {h 0 0}
of the experimental pattern matches that of simulation. In the higher order reﬂections, it is evident that
there are more Bragg spots in the experiment, in contrast to simulation. The extra spots are rendered
as forbidden reﬂections (see text for detailed explanation).
an ultramicrotome machine available at the Central Analytical Facilities (CAF) at Stellenbosch
University 1. A typical room temperature experimental diffraction pattern obtained is shown
in Figure 5.6 (a). A careful comparison between the simulated and the experimental electron
diffraction patterns shown in Figure 5.6 (a) and (b) reveals that the number of Bragg reflections
along the rows in the experimental EDP is twice that obtained in the simulation. This clearly
contradicts the symmetry requirements and thus, the extra spots are rendered as forbidden
reflections. A close look at what causes the appearance of forbidden reflections in electron
diffraction was thus needed. The probable reasons behind this anomaly were highlighted in
Chapter 2, of which two major candidates stood out: imperfect experimental beam parameter
and sample thickness (which may or may not cause multiple scattering).
The coherence property of the Ewald sphere is possibly relaxed in the case of imperfection
of the experimental electron beam, such that the scatterings by the constituent atoms favour
the appearance of the forbidden spots. Undoubtedly, the creation of these forbidden spots may
also arise from strain-induced lattice distortion. This assertion being probable, it would mean
that there exist large optical phonons, which mediate constructive interferences at the forbidden
positions as the electron beams are scattered into multiple angles. Mulyavko et al. [30] asserted
that crystal deformation induced by strain imposed on crystals during sample preparation led
to the creation of forbidden reflections and in the process caused a "weak change" in the crystal
symmetry. More so, the forbidden reflections experimentally found in germanium (Ge) and zinc
oxide (ZnO) crystals were said to have violated their lattice symmetries [81].
The intensity distribution of the Bragg reflections observed in the experimental EDP reveals
a line of symmetry, which is contrary to what is obtained in the simulation as shown in Figure
5.7 (a & b). Two lines of thought came to mind:
1The details of the initial experimental measurements and characterisation, including sample preparation, has
been carefully outlined by Andrea Rohwer in her Masters thesis, available online on SUNScholar of Stellenbosch
University.
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Figure 5.7: Analysis of symmetry lines along the stacking direction of Cu[DCD3-DCNQI]2 (d6) structure’s
diﬀraction patterns. Shown in panel (a) is the simulated zeroth order Laue zone (ZOLZ) reﬂections (main
diﬀraction pattern). In (b) the corresponding experimental diﬀraction pattern is shown. The lines of
symmetry dividing the simulated Bragg reﬂections into two halves (using Friedel’s relation) evidently
is contrary to what obtains in the experiment as shown in panels (a) and (b). The solution to this
discrepancy is the inclusion of ﬁrst order Laue zone (FOLZ) reﬂections as shown in panel (c), and
explained in the text.
(1) That the extra spots observed in the experimental diffraction pattern render the real space
lattice to be a P -type (primitive, with no forbidden reflections) rather than an I-type (body-
centered, with forbidden reflections). This possibility is eliminated because (a) the central order
{h 0 0} reflections conform to a body-centered lattice; therefore, the appearance of the extra
spots in the higher order reflections ({h 0 l}; with l 6= 0) should be due to a different interaction.
(b) The intensity distribution of the Bragg reflections obtained by imposing a closely related
P -type space group (P4/n) on the refined crystal structure deviates from those observed in
the experiment. We chose P4/n space group because it was found in some DCNQI salts (with
cations K, NH4, Rb & Tl) [77].
(2) That the extra spots arise from higher order Laue zone (HOLZ) reflections, with the most
probable being the first order Laue zone (FOLZ) reflections such that
h+ k + l = 2n and u.h+ v.k + w.l = 1. (5.5)
That the summation of the Miller indices (h, k, l) remains an even number suggests that the
body-centered lattice restriction is still retained. Furthermore, this means that the Bragg re-
flections obtainable along the [010] Laue zone axis will generally have both {h 0 l} and {h 1 l}
reflections. This possibility was then explored by including the reflections from FOLZ in the
simulation. To validate the inclusion of FOLZ reflections, we investigated their positions along
the three major Laue axes: [010], [100] and [001] in the simulation. We found that there is no
appearance of FOLZ reflections along the [001] axis, suggesting that they are outside the zeroth
order Laue zone (ZOLZ) reflections (main reflections along this zone), as generally reported in
the literature [18, 82]. In both [010] and [100] axes, the simulation revealed that the FOLZ
reflections are interposed between the ZOLZ reflections, such that there is a FOLZ reflection
at every forbidden positions and interestingly none between the central order reflections. This
fits what was observed in the experimental EDP and therefore, we concluded that the forbidden
reflections truly belong to FOLZ. The simulated EDP containing both ZOLZ and FOLZ reflec-
tions along the [010] axis is shown in Figure 5.7 (c). The identification of selected peaks for the
experimental EDP obtained from the d6 structure, using the Miller indices notation, is shown
in Figure 5.8.
The integrated intensity distribution profile along the {h 0 l} reflections obtained from the
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Figure 5.8: Identiﬁcation of peaks using the Miller indices notation. The experimental diﬀraction pattern
shown is obtained from the d6 structure at room temperature. The peaks marked with {h 0 l} (e.g.
(3 0 1)) indices are the allowed reﬂections while those marked with {h 1 l} (e.g. (2 1 1)) are the
forbidden reﬂections. All the reﬂections with k = 1 are forbidden and relatively weak as compared to
the allowed reﬂections.
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Figure 5.9: Integrated intensity distribution proﬁles of the calculated and the observed {h 0 l} and {h 1 l}
Bragg reﬂections. Both ZOLZ and FOLZ reﬂections are included in the simulation to compensate for
the forbidden reﬂections observed in the experimental diﬀraction pattern. Qualitatively, the intensity
amplitudes’ distribution of the simulation match with the experiment’s. The quantitative diﬀerence
between the experiment and the simulation can only be approximately inferred. See the text for a
detailed discussion.
experiment, overlapped with the corresponding simulated reflections, is plotted in Figure 5.9.
The plotted profiles reveal both the quantitative and qualitative aspects of the Bragg reflections
observed, in comparison to the calculated. Qualitatively, the distribution of amplitudes of ex-
perimental Bragg intensities to an appreciable approximation match those obtained from the
simulation. Quantitatively, it is shown that the amplitudes of the Bragg reflections observed in
the experiment are generally lower than those obtained from the simulation. The explanation for
this is simply that we can only observe relative intensity amplitudes in the experimental pattern
due to the allowed electron per pulse and the fragility of the sample. The simulated patterns
give the absolute intensity. Thus, it suffices that we scale both the observed and calculated in-
tensities in order to compare them. The experimental Bragg intensity profiles are approximated
by a Gaussian profile, such that
{I(hkl)}expt. ≈
∫ +∞
−∞
Ae−y
2
dy = A
√
pi, (5.6)
where A is the amplitude of the experimental Bragg intensity. Thus, A is related to D in
Equation 5.1 as:
A =
1
4
D2
√
pi.
Here, we draw the reader’s attention to the fact that we left out some constants in the intensity
scaling for both the simulation and the experiment. Remember that the simulation is based on
kinematic theory, which in itself is an approximation of the dynamical theory. Kinematic scat-
tering theory does treat (absolutely) the qualitative aspect of Bragg intensities but is somewhat
deficient in the quantitative treatment. Also, the true shape of a diffracted intensity profile is the
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Voigt profile, which is a convolution of both the Gaussian and Lorentzian profiles in addition to
background oscillations. Voigt profiles are generally obtained from complex error functions, and
often are not easily resolved. Therefore, experimental diffracted intensities are usually approx-
imated as having a Gaussian shape. Note also that an appreciable amount of electron energy
is lost to the background as a result of inelastic scattering. The background is subtracted from
the experimental data to fine-tune its intensity distribution profile. Due to these deficiencies
highlighted in both what the experiment and simulation have to offer, the author posits that
a comparative study on electron diffraction patterns obtained should be treated qualitatively
rather than quantitatively.
5.3 Why do Cu-DCNQI salts with halogen or mixed radicals
have high transition temperatures?
It appears that the subtle redistribution of electron density (leading to change in intensity distri-
bution) is generally responsible for Cu-DCNQI salts undergoing phase transition. Instinctively,
even though all Cu-DCNQI salts have an isomorphic space group, we expect to see a deviation
in the population of electron-rich scattering domains, contrasted by the different possibilities
of radical substitutions. In other words, we want to explore the data presented in Table 4.1
using electron diffraction simulation. We therefore painstakingly perform electron diffraction
simulations on some selected room temperature X-ray structurally refined Cu-DCNQI salts that
contain mixed and pure halogen radicals. The atomic coordinates data were taken from Ref.
[65].
The simulated diffraction patterns for the room temperature structures of Cu[2,5DCl-DCNQI]2,
Cu[2,5DBr-DCNQI]2, Cu[2,5MeBr-DCNQI]2, Cu[2,5MeCl-DCNQI]2, Cu[2,5BrCl-DCNQI]2 (DCl:
di-chloro; MeBr: methyl-bromo; DBr: di-bromo; MeCl: methyl-chloro and BrCl: bromo-chloro
radicals) along the [010] direction are shown in Figure 5.10. It is immediately evident that there
is no drastic change and/or amplitude reduction in the intensity distribution of the Bragg reflec-
tions obtained from these structures, in comparison to Cu[2,5DMe-DCNQI]2 salt. Indeed, one
may not be able to identify what diffraction patterns belong to which structure if not labelled.
However, through a closer look it was found that there is a subtle (or slight) redistribution
of electron density across the scattering domains in these structures. The integrated intensity
profiles and the percentage change are shown in Figure 5.11. (These are also obtained by the
same procedure explained in Section 5.2). Comparing the scattering powers of the different
radicals in relation to the amplitudes of Bragg intensities obtainable from these structures does
not give an observable trend. What is generally evident is that some Bragg peaks are stronger in
one structure compared to the other. From the perspective of electron density population across
the scattering domains, one may wonder, and validly so, why h8 structure that is of similar
intensity distribution as in the halogenated structures does not undergo phase transition when
subjected to a similar external factor.
One plausible line of argument could be in relation to the influence that these radicals have
on the planarity of the DCNQI scattering centres and the coordinating angles of the DCNQI
ligands, as presented in Table 4.1. All the mixed radicals have similar coordinating angles
and so the orientation of the DCNQI scattering centres to the direction of the electron beam
should be similar. Better still, halogen radicals are known to have electron-poor scattering
centres, regardless of their electron mass [76]. This is why most of the Cu-DCNQI salts with
mixed radicals presented relatively stronger Bragg reflections than those with the pure halogen
radicals.
Electron affinities of these radicals could as well play a role in interpreting the electron
diffraction patterns obtained from these structures. The radical with the highest electron affinity
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Figure 5.10: Comparison between the electron diﬀraction patterns obtained from the diﬀerent radical
substitutions along the [010] zone. All Bragg intensities are on the same scale. All patterns are obtained
from the X-ray reﬁned atomic coordinates at room temperature (298 K). No drastic change is observed
in the intensity distribution proﬁles of these structures in contrast to h8 (structure with DMe radical),
except for some subtle intensity changes of some Bragg reﬂections in one structure compared to another.
The energy used is 30 kV and the thickness of the samples is 30 nm.
is chlorine (Cl) and it is not surprising that the highest phase transition temperatures were found
in the structures containing chlorine atoms (MeCl at 210 K; BrCl at 210 K and DCl at 230 K
[64, 65]). One could imagine that the electron density distribution across the DCNQI scattering
centres are pulled towards the domains of the halogen radicals and as such present overall weak
scattering amplitudes, in comparison to those observed in h8 structure. Conversely, it is clear
that the intensity distribution profiles obtainable from the halogenated structures along the [010]
zone axis (a⌊c plane) deviate from that of the deuterated structure (d6) that was introduced
earlier. Certainly, the simulated diffraction patterns obtained along [001] (a⌊b plane) zone axes
of the structures with mixed radicals, contrasted with that obtained from d6 structure, clearly
reveal a different population of electron density as shown in Figure 5.12. Using the structure
with dimethyl (DMe) as a reference (since it is metallic down to low temperature), it could,
therefore, reasonably be concluded that the introduction of deuterium leads to enhancement of
density of states (being translated to the observable strong families of Bragg reflections) and by
extension improves the scattering capacities of DCNQI domains, in contrast to the halogenated
structures.
Probing further, we decided to simulate the electron diffraction patterns obtainable from the
intermediate structure of the deuterated crystal (d6) and compared this with those of the halo-
genated structure. The data found in literature for this analysis favour Cu[2,5MeBr-DCNQI]2
(at 163 K; the phase transition temperature is at 156 K) and Cu[2,5DCD3-DCNQI]2 (d6 at
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Figure 5.11: The integrated Bragg intensities of the {h 0 1} and {h 0 2} reﬂections obtained from
halogenated structures are compared with that containing only methyl radicals (DMe or h8). Again, this
is a qualitative, rather than quantitative comparison. Reﬂecting on the overall intensity amplitudes, there
is only a slight rearrangement in the population of the electron density distribution in the halogenated
structures, in contrast to h8. The shifts in the peaks are due to the diﬀerent lattice periodicities, and
hence their scattering angles.
156 K; the phase transition is at 73 K). The idea is to study the structural evolution, if any, as
these structures undergo cooling.
As shown in Figure 5.13, the evolution of the deuterated (d6) structure into a typical recip-
rocal space intensity distribution profile (electron density distribution in the real space) found
in halogenated structure is unmistakable. The family of intense Bragg peaks that was erstwhile
evident along the [001] axis at the room temperature apparently is now reduced, possibly due
to the combination of Jahn-Teller distortion and the intensive deformation experienced by the
scattering domains. Since there is no drastic intensity distribution change in the simulated pat-
terns obtained from Cu[2,5MeBr-DCNQI]2 at both intermediate and room temperature (163 K
and 298 K respectively), a sharp drop first order metal-insulator phase transition is favoured. In
terms of electron density population, the structural switching of the d6 structure into a typical
halogenated structure provides an interesting insight: experimental diffraction patterns on the
d6 structure are expected to undergo the same process during cooling before phase transition
can occur. This points to the existence of at least three states in d6 structure. It remains to be
seen if one state could be optically switched into another.
Then comes the existence of orientation disorder that arises as a result of structural imbalance
across the DCNQI scattering domains: a proven difficulty in ascertaining the asymmetry unit
of the Cu-DCNQI salts with R1 6= R2 (e.g BrCl and MeCl) in X-ray structural refinement
[65, 66]. Moret et al. [66] reported that the orientation and/or substitution disorder found
in silver salts with MeBr and MeCl radicals led to the observation of diffuse scattering peaks,
which inadvertently made the quality of the observable Bragg reflections become worse at low
temperature. A significant decay in the intensity of the Bragg reflections at low temperature is
therefore envisaged for structures with mixed radicals. Generally, a solid system will always tend
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Figure 5.12: Comparison between the Bragg reﬂections obtainable from structures with mixed radicals
(MeCl, MeBr & BrCl), deuterated structure (d6) and the undeuterated structure (h8) along the [001] di-
rection. The red circle on the Cu-DCNQI unit cell corresponds to the position of the superposed radicals,
which relates to the orientation disorder discussed in the text. The black dotted rings enclose periodic
families of Bragg reﬂections, whose intensities’ strengths depend on the electron mass enhancement and
the orientation of the tetrahedrally coordinated DCNQI centres across unit cells of Cu-DCNQI salts.
The Bragg reﬂections shown here suggest that the d6 structure oﬀers highest enhanced density of states
in these structures.
to orientate its atomic constituents along the equilibrium positions that favour lowest energy at
a particular temperature. As such, the atomic refinement data could favour one of the radicals;
but the "maximum likelihood" of the two competing radicals will eventually win out. The
superposition or one of the competing radicals (R1 and R2) could be refined to be part of the
asymmetry unit of the crystal, which is used in simulation (see Figure 5.12).
Whereas the structures with pure halogen radicals show no such disorder at room tempera-
ture, the refinements of their atomic coordinates at low temperature could not be resolved due
to weak and/or smeared reflections obtained from the oscillation photographs [65, 76]. A valid
reason for the less difficulty encountered in refining the structural data containing mixed radi-
cals should then be as a result of the superposition of the amplitudes of the radicals’ structure
factors. Furthermore, the author debates that the initial magnitude of disorder experienced
by a Cu-DCNQI salt with mixed radicals necessitates the relatively high coordinating angle
(αN-Cu-N), above the threshold value required for Cu-DCNQI salts undergoing phase transition
(See Table 4.1). To close this section we list the possible factors responsible for high phase
transition temperatures in Cu-DCNQI salts with halogen radicals:
1. High electron affinities, which mediate strong electron delocalisations across the DCNQI
scattering domains.
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Figure 5.13: The simulated diﬀraction patterns obtained for the purpose of investigating structural
evolution in the intermediate structures of Cu[2,5MeBr-DCNQI]2 and Cu[2,5DCD3-DCNQI]2 (d6). The
X-ray data used was taken from References [64, 65]. The erstwhile family of intense Bragg peaks present
in the room temperature simulated diﬀraction patterns for d6 structure (Figure 5.2 (a & c)) are evidently
transformed to the typical distribution in halogenated structures due to Jahn-Teller distortion and the
intensive deformation experienced by the DCNQI scattering centres. Top and bottom panels refer to
[010] and [001] zone axes, respectively.
2. Orientation disorder in salts with mixed radicals, which gives rise to a Peierls-related struc-
tural imbalance.
3. Very high coordinating angles, which are already observed at room temperature.
5.4 Structural lability, molecular motion and fluctuating Bragg
reflections in Cu-DCNQI salts
For a start, it is always desirable to have qualitative diffraction images both at room and low
temperatures for proper analysis. Diffraction patterns obtainable from all solids undergo inten-
sity fluctuations arising from Debye-Waller-related atomic or molecular vibrations, while varying
temperature. Organic crystals have high thermal lability [6, 87], which makes them prone to
degradation during cooling or warming. Some diffraction images obtained (such as shown in
Figure 5.14) from our experimental set-up reveal the effect of this structural lability in the
deuterated structure. In addition to the difficulty in getting suitable thin samples for electron
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diffraction experiments, a good sample might well be destroyed if care is not taken during sam-
ple cooling or warming. Therefore, an insight into the possible causes of structural lability in
selected DCNQI salts, as well as the expected change in Bragg intensities, is important. This
in turn projects a suitable consideration of the sample thickness, electron number per pulse and
the electron energy to be used in electron diffraction experiments. We take a look at these in
the following paragraphs.
Figure 5.14: Experimental diﬀraction patterns obtained from d6 structure at (a) room temperature and
(b) 65 K. Distortion of Bragg reﬂections is evident in panel (b). This may be caused by diﬀerent factors,
as discussed in this section.
Starting from the experimental point of view, the quality of the bulk crystal produced during
crystal growth determines the obtainable diffraction image quality. Given that the crystal grown
is suitable, the sample preparation, ranging from cutting to thin slices to mounting those that are
homogeneous on an aperture, could subject the sample to a strain-induced negative pressure.
The effect of this negative pressure might well not be significant on the room temperature
diffraction patterns, but become more visible as the crystal undergoes cooling processes. The
linear thermal expansion coefficient for the Cu-DCNQI crystal is reported to be αDCNQI =
110× 10−6 K−1 [11], as against that of copper (copper mesh was used in the experiment), taken
to be αCu = 16.2×10−6 K−1 [88] at room temperature (See Figure 5.15). The difference in their
expansion coefficients is presumed to induce structural lability, arising from strain imposed by
the copper mesh on the sample, before and during cooling. In particular, condensation of water
vapour on the sample during cooling processes, as observed in our measurements, significantly
reduces the quality of diffraction images shown in Figure 5.14(b) 2.
A first look at the X-ray refined data for all Cu-DCNQI salts reveals that the positions (atomic
coordinates) of the copper atoms are fixed at both room and low temperatures [64, 65, 76]. All
other atomic coordinates (at low temperature) are shifted (or modulated) from their equilibrium
positions (at room temperature) according to the distortion that each atom and/or molecule
experiences. This suggests that the copper atoms act as anchors to the distortion experienced
(or vibrations sensed) by the DCNQI molecules and its ligands as the crystal undergoes cooling.
2The condensation of water on the sample and on the sample holder in our experimental set-up is attributed
to the operating vacuum chamber pressure (10−6 mbar), which is considered to be insufficient for a sample cooling
down to (20 K). A lower pressure (∼ 10−9 mbar) vacuum chamber is suggested and designed, and is now up and
running. A Masters thesis written by Bart Smit, contains the details of the new chamber [13].
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Figure 5.15: Experimental measurements (data taken from Ref. [88]) of the linear thermal expansion
coeﬃcient of copper from room temperature down to 6 K. A jump in the expansion coeﬃcient to the
tune of two orders of magnitude is observed below 30 K, as shown in the inset graph. The expansion
coeﬃcient continuously decreases until it reaches zero at 6 K.
The author envisages that during the cooling processes, the geometrical (Jahn-Teller) distortion
experienced by these DCNQI moieties should induce different conformations in the electron
density distribution across the scattering domains of the crystal structures containing different
radicals. Thus, the amplitudes of the intensity distribution profiles obtainable from salts with
different radical substitutions should vary before, and possibly after, phase transitions.
Miyazaki et al. [71, 72] have shown (see Figure 4.4) that the metallic states of DCNQI
salts reveal a qualitative orbital degeneracy, arising from the p-pi hybridisation of the DCNQI
molecular orbitals and the d-orbital of the copper atoms. H. A. Jahn and E. Teller [78] in
their very old paper of 1937, asserted that a simultaneous occurrence of orbital degeneracy
and stability of polyatomic molecules is not possible 3. Instinctively, the deformation and/or
modulation of the crystal lattice during cooling distorts the equilibrium positions of the crystal’s
atomic coordinates, and hence the stability of the whole system. Whereas the crystal system is
unstable during cooling, the orbital degeneracy in the DCNQI crystal is sustained up to its phase
transition temperature, where the crystal locks into a stable insulating state. The sustainability
of the orbital degeneracy in the metallic state means that the scattering domains may only
experience fluctuations in relation to the quality of the electron density of states. A fluctuation
in the density of states, translating to the different Bragg planes, means a drop or an increase
in the intensity as a result of temperature change.
Caviezel et al. [86] attributed the characteristic intensity fluctuations of the domain peaks in
manganites to Jahn-Teller modes. Adopting and rearranging the relation they used in calculating
3Jahn-Teller distortions (or structural instabilities) are usually associated with non-linear polyatomic
molecules (especially those containing d-electrons); the theories they formulated are based on orbital and spin
degeneracies. These distortions are generally due to the overlap of metallic d-orbitals and the molecular orbital
of a polyatomic molecule [78, 79].
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changes in diffracted intensities, we obtain [86]
Ihkl − Ihklo
Ihklo
=
∆Ihkl
Ihklo
=
|∑Ni=1 fi ejG.(rRTi +η∆ri) |2 − |∑Ni=1 fi ejG.rRTi |2
|∑Ni=1 fi ejG.rRTi |2 , (5.7)
where η is a distortion factor, Ihkl and Ihklo are the intensities at low temperature (LT = 20 K for
d6 and 100 K for DMe-DCNQI, MeBr-DCNQI and BrCl-DCNQI salts) and room temperature
(RT = 298 K) respectively, N is the number of atoms in the asymmetry units, rRTi are the
atomic coordinates of the room temperature structures and ∆ri = rLTi − rRTi . We designate
the distortion parameter η as a factor for temperature change, which translates to Debye-Waller
fluctuations and lattice deformation in the crystals. A step of ten percent is taken from the
room temperature (η = 0; metallic state) to the low temperature structure (η = 1; insulating
state). No direct proportionality is found among these quantities; as we cannot ascertain the
actual temperature decrease for a specific percentage of lattice deformation. The crystals are
not refined for step-wise temperature range.
Figure 5.16: Expected Bragg intensity ﬂuctuations in selected DCNQI salts during metal-insulator tran-
sitions. Diﬀerent radical substitutions produce diﬀerent Debye-Waller eﬀects and lattice deformations as
related to the reduction or increase in the intensities of the peaks selected. A maximum of 15% reduction
and 12% increase of the Bragg intensities obtainable at room temperature are estimated for the selected
salts.
The intensity changes for some randomly selected Bragg reflections from the diffraction
patterns obtained for four different DCNQI salts are plotted in Figure 5.16. The different
intensities’ drop or increase in the Bragg peaks from one salt to the other emphasises the expected
different populations of the electron density. The selected salts show intensity increase (of up
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to 12%) and decrease (of up to 15%). From these plots intensity fluctuations expected from
experimental diffraction patterns, when cooling or warming these salts, could be inferred. This
inference will especially be important when a set of Bragg reflections is to be temporally resolved
under a varied external factor such as temperature.
We have established in the previous sections that the stability of the in-plane and/or out-
of-plane DCNQI scattering domains and their alignment to the direction of the electron beams
determine the quality of obtainable Bragg reflections. Now, the vibrational motion, lattice de-
formation and charge transfer rates along the stacking axes of DCNQI salts have been suggested
to be interdependent [64, 76, 83, 84]. Specifically, the dependence of the energy band splitting
on the magnitude of lattice vibrations in relation to temperature, has been attributed to the
vibronic coupling between the copper atoms and the DCNQI molecules [64].
Figure 5.17: Infra-red active normal vibrational modes calculations in the room temperature asymme-
try units of Cu(MeBr-DCNQI)2 and Cu(DMe-DCNQI)2 salts. In both salts Jahn-Teller (geometrical)
distortions are most signiﬁcant in N-C-N symmetric stretching modes (Note the breaks along both x
and y axes. The infra-red intensity of N-C-N stretching modes are one order of magnitude higher com-
pared to other modes). We propose that this high infra-red active frequency found in N-C-N stretching
modes mediate large deviations in the coordinating angle (α), as shown in Table 4.1. Comparatively,
it is possible that the higher infra-red frequency calculated for N-C-N mode in DCNQI salt with MeBr
radical, in contrast to DMe radical, could be responsible for an enhanced energy band splitting and
by extension high transition temperature in the halogenated DCNQI salts. Calculation was done using
DFT (with B3LYP/CEP31-G accuracy) available in Gaussian software package [29]. See text for detailed
explanation.
To investigate the nature or typical modes of vibrations in DCNQI salts, we have performed
infra-red active frequency calculations on the asymmetry units of two DCNQI salts: Cu(MeBr-
DCNQI)2 and Cu(DMe-DCNQI)2. (We remind the reader that DMe and DCD3 radicals only
differ in the hydrogen mass. The vibration modes are thus slightly different due to the influence
of the C-D and C-H bond lengths on the overall vibrations.) As shown in Figure 5.17, the
very first mode around 3 cm−1 is assigned to copper atoms, meaning that they sense the lowest
vibration. This could be responsible for the fixed position refined for copper atoms in copper salts
at both room and low temperatures. The signature of the frequency distribution at the other
end of vibrational modes (3300 cm−1) belong to the radical (CH3 radical and hydrogen atom)
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motions, where it is evident that CH3 in DMe or DCD3 sense more vibration than in MeBr. This
is due to the difference in the mass of the bromine atom and that of CH3. Different vibrational
modes are observed for the DCNQI motion (basically the six-member ring of carbon atoms) as
shown. Most intense vibrations that are an order of magnitude higher than other vibrational
modes, are found for the cyano group (N-C-N) symmetric and asymmetric modes, which in turn
are proposed to mediate large deviation in the coordinating angle that is responsible for phase
transition in these salts. The infra-red active frequency calculated for the N-C-N stretching
modes in the DCNQI salt containing MeBr radical is higher as compared to the salt with DMe
radical, and this points to an enhanced energy band splitting which in turn favours a general
high transition temperature found in the halogenated Cu-DCNQI salts. The author therefore
proposes that the improvement to the electronic mass in the halogenated structures results in
different degrees of vibronic couplings between the copper atoms and the DCNQI molecules and
its ligands. It is interesting to note that the N-C-N asymmetric vibration around 1550 cm−1, as
obtained in our calculation, has been experimentally measured and reported in Ref. [76].
It is reported in Refs. [83, 84] that the vibrational modes in both the neutral DCNQI
molecules and DCNQI salts, especially the N-C-N symmetric stretching mode (see Figure 5.17),
are responsible for the rate of charge transfer from the metal (copper atoms; donor) to the DCNQI
acceptor molecules (or responsible for the determination of the localised charge on copper atoms
at room temperature). Kato et al. [65] particularly reported that the transition of the DCNQI
neutral molecules into the corresponding DCNQI anions reflects on the shortening of the bonding
b (N-C bond length) and the lengthening of the antibonding c (C-N bond length) (see Figure
5.1), respectively. In other words, the bond lengths are transformed from b > c to b < c. Strange
enough this transformation is only found in copper salts; other salts have b > c [65]. Hence it
was suggested that this transformation supports the notion of mixed valency (δ = +1.3) in
copper salts and the sustainability of crystallographic equivalent positions occupied by copper
atoms from room temperature up to phase transition temperature. The rate of charge transfer in
DCNQI salts with different cations (e.g. Cu, Ba, Li) is estimated via XPS measurements [65, 76].
At phase transition temperature, Cu-DCNQI structures lock into a charge ordering state with
the formal charges at the copper sites following a three-fold periodicity: Cu2+Cu+Cu+ · · · . This
leads to the discussion of the next section.
5.5 Electron diffraction simulation and analysis of charge
ordering and CDW formation in Cu-DCNQI salts
The charge fluctuation at the copper sites in the metallic state means that all copper atoms
in Cu-DCNQI salts are crystallographically equivalent at room temperature, where each copper
atom has an average charge of δ = +1.3. This means that the two cyano moieties per one DCNQI
molecule, which assume a trans-configuration, are connected to similar charge-donating copper
ions. Thus, the charge distribution at room temperature will then follow as: Cu
4
3
+ DCNQI
2
3
−
DCNQI
2
3
−. During cooling the coordinating tetrahedron in the metallic phase of DCNQI salts is
subjected to an intensive deformation, such that a radical-imposed D2d (Jahn-Teller) distortion
leads to the lowering of the 3dxz and 3dyz bands well below the Fermi level and the raising of
the 3dxy band above the Fermi level (see Figure 4.3). This disconnects the d band of the copper
atoms from the DCNQI ppi band, and in the process induces the metallic multi-Fermi surface to
give way to the formation of a band gap. This process is evidenced by the appearance of charge
ordering at the copper sites and charge density wave formation on the DCNQI columns along
the crystallographic c-axis. It is expected that the Mott-Peierls-related frustration among the
DCNQI scattering domains should induce lowering of the DCNQI crystal lattice symmetry with
the formation of insulating domains at and below phase transition temperature. The paragraphs
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that follow examine the considerations for charge ordering and charge density waves formation
in selected DCNQI salts, as well as the analysis of their appearances in the diffraction patterns
obtained.
The analysis of the possible structural arrangements of the copper atoms and the DCNQI
molecules at low temperature is not straightforward and has received a lot of considerations from
different authors over the years (all references given on DCNQI salts point to these considerations
in one way or the other). Of these considerations, one that is critical to electron diffraction
simulation and analysis is the crystal symmetry: Is there a break in the symmetry or not?
On the one hand, one may quickly conclude that there is no symmetry breaking, judging
from the fact that the same space group was assigned to all average structural refinements
obtained from X-ray diffraction data found in the literature [64, 65, 76], both at room and low
temperatures. The average structures of the X-ray diffraction data on DCNQI salts reveal that
the copper atoms’ coordinates are not displaced, even at low temperature, as we discussed in the
previous section. On the other hand the equally important charge ordering at the copper sites,
which is unanimously agreed on by all authors, and evidenced by different types of measurements
(NMR and XPS [76]), means that the DCNQI anions are not equivalently connected to copper
cations of the same charge. Thus, introducing the charge orderings on the copper sites leads to
a different structural arrangement and hence, a possibility that the crystal’s symmetry is broken
at low temperature.
The insightful analysis done by Kobayashi et al. [76] on the three-fold arrangement in DCNQI
crystal structure may well be a decisive propeller in the understanding of the low temperature
structural arrangement. Granted that the charge ordering at the copper sites follows the trend
Cu2+ Cu+ Cu+, the spiral frustration along the DCNQI stacking columns requires the DCNQI
molecules to be connected to either charge-rich Cu2+ sites or charge-poor Cu+ sites. A modified
proposed schematics of the structural arrangement is shown in Figure 5.18. Two modes of spiral
frustrations, designated by the large blue arrows in Figure 5.18, are identified among the DCNQI
scattering domains: clockwise (DCNQI sites V and P) and anticlockwise (DCNQI sites T and
U) tilting of the DCNQI molecules (resulting into out-of-unit-cell-plane modes on the DCNQI
centres).
Examining the average structures of DCNQI salts, it was found that each DCNQI molecule,
as well as each copper atom, is shared between two adjacent unit cells stacked along the crystal-
lographic c-axis. Kobayashi et al. [76] argued that if we take the copper atom attached to one
end of the DCNQI scattering centre (e.g "T" in Figure 5.18) to be Cu2+ ion, then the other end
must be Cu+ ion as shown in the bottom panel of Figure 5.18. This means that the copper ions
of the same charge (i.e., Cu2+...Cu2+, Cu+...Cu+) are connected to each other by two DCNQI
molecules constituted by a clockwise and an anticlockwise centres (e.g "P" and "U" or "T" and
"V" as shown in Figure 5.18). This is in line with the requirement of the 3-fold arrangements
of the charge ordering on the copper sites4. Based on the analysis we did, labels are assigned to
the copper ions along the stacking axis as shown in Figure 5.18.
During phase transition, charge disproportionation is imminent at the DCNQI centres. As-
suming that each DCNQI molecule is connected to the same charged copper ions at both ends,
then the charge distribution in Cu-DCNQI salts at low temperature would have followed: Cu2+
Cu+ Cu+...DCNQI− DCNQI0.5− DCNQI0.5−. However, to properly assign charge distribution
to the DCNQI centres, we have to incorporate the stacking arrangements of both the clockwise
and anticlockwise centres. Since each DCNQI molecule could be split into two asymmetry units
(i.e., the atomic coordinates usually refined for an average structure, which could be up to 12
atoms depending on the radical used), we can technically isolate each asymmetry unit connected
4As was analysed in Ref. [76], we also found this charge-alternating arrangement along the row of each unit
cell to be consistent with the charge-ordering requirement for the simulation presented here.
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Figure 5.18: Proposed structural arrangement and charge ordering in the low temperature structure
similar to the analysis done by Kobayashi et al. [76]. Two spiral modes (anticlockwise and clockwise)
are identiﬁed among the DCNQI scattering domains/centres: Positions P and V are clockwise while
positions T and U are anticlockwise. Going through the clockwise spiral at position P through S to the
anticlockwise spiral at position T and back to P, the charge ordering trend Cu2+ Cu+ Cu+ along the
crystallographic c-axis requires that the copper atoms be labelled as shown in the top panel. The bottom
panel throws more light on this arrangement: two copper atoms of a similar charge and number (1 or
2 or 3, shown in the top panel) are connected by two DCNQI molecules. The alternating nature of the
charge ordering along a-axis is also depicted in the bottom panel.
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to either Cu2+ or Cu+. Then, we have two charge-rich DCNQI domains with δ ≤ −0.75 and
one charge-poor DCNQI domain with δ ≤ −0.5, per each spiral (clockwise and anticlockwise).
We have in total four crystallographically independent charge-rich DCNQI anions and two crys-
tallographically independent charge-poor DCNQI anions so that the average charge distribution
on each DCNQI anion maps into the range, −0.75 ≤ δ ≤ −0.5 (See Figure 5.19). Note that the
average charge on the DCNQI anions at room temperature, δ = −0.67, falls into this range.
According to the I41/a space group genealogy, the DCNQI crystal structures below phase
transition temperature could attain one of the possible subgroups: P 4¯ and P41. Kobayashi et
al. [76] reckoned that the subgroup P41 was not consistent with the different charge ordering
arrangement in both the anticlockwise and clockwise DCNQI domains, hence P 4¯ was chosen.
Though Sawa et al. [89, 90] argued that P 4¯ symmetry cannot sufficiently describe some proper-
ties of the low temperature DCNQI structures, but rather proposed P 1¯ (a triclinic crystal, where
a 6= b 6= c), the argument is not well founded as their analysis could not ascertain the positions
of charge-ordered copper ions at low temperature. More so, the lattice parameters assigned to
all average structures refined by X-ray diffraction analysis points to the preservation of the room
temperature tetragonal structure (a = b 6= c), to which Cu-DCNQI crystals belong. Therefore,
the lattice parameters and the atomic coordinates of the average structures refined in [64, 65],
in addition to the positions of the charge-ordering copper ions [76] were used in the simulation
presented here.
The projection of the structure with P 4¯ symmetry, together with the positions of seven
independent copper ions refined in Ref. [76] is shown in Figure 5.20. The extinction rule
(conditions limiting possible Bragg reflections) for the P 4¯ symmetry is given by [76]:
h+ k + l = 2n+ 1 and h+ k + l = 2n, (5.8)
where the even sum (2n) satisfies a body-centered lattice and it corresponds to strong Bragg
reflections; the odd sum (2n+1) breaks the lattice symmetry (from I41/a → P 4¯) and it corre-
sponds to weak reflections present in the obtainable diffraction patterns below phase transition
temperature.
It is well established in the literature that the Cu-DCNQI crystals lock into 3-fold periodicity
below phase transition temperature, as schematically shown in Figure 5.21. Different DCNQI
salts experience different periodic lattice distortions (designated by ∆c), as given in Table 4.1.
The coupling between the periodic lattice distortion and electron density modulation in DCNQI
salts manifests in form of super-lattice reflections along the DCNQI columns. This is evidenced
by the appearance of two extra rows of Bragg reflections in between the diffraction orders ob-
servable at room temperature, as shown in Figure 5.22. These extra rows of Bragg reflections
constitute what is known as charge density waves.
Interestingly, during the simulation and analysis, which mainly involves preparing different
CIF files, we found that there is an interdependence between the charge-ordered copper ions’
positions and the charge density wave signatures at the DCNQI centres. Modulation of the
DCNQI crystal lattice positions without including the copper ions’ positions gives no CDW
signatures. Rather, the formation of CDW is driven by both the anti-phase5 modulation of the
DCNQI centres and the systematic longitudinal shift of the copper ions. This is consistent with
what had been reported by different authors over the years: Charge orderings at the copper sites
are coupled with the charge density waves along the DCNQI columns [64, 65, 74, 75, 76, 91].
Based on the available X-ray diffraction refined structural data [64, 65, 76], we simulated ob-
tainable diffraction patterns of two derivatives of Cu-DCNQI salts: Cu[DCD3-DCNQI]2 (deuter-
ated salt) and Cu[MeBr-DCNQI]2 (halogenated salt). The copper ions’ positions are refined
5The modulation of the electron density is in anti-phase fashion because of the existence of the clockwise and
anticlockwise DCNQI scattering centres.
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Figure 5.19: Schematics to show the charge distributions along the anticlockwise and clockwise asym-
metry units of DCNQI domains. Above phase transition temperature Tp, each DCNQI asymmetry unit
accepts equal charge (−0.33). Frustration among DCNQI domains and the charge ordering at the copper
sites lead to charge disproportionation as shown in the bottom panel. There is a total of four crys-
tallographically independent charge-rich DCNQI centres and two independent centres for charge-poor
DCNQIs. This charge distribution arrangement is derived from the low temperature structure described
in Figure 5.18. The maximum charges that could be accepted by each asymmetry centre of the DCNQI
crystals are shown. Note that the range for the charge distribution is given by −0.75 ≤ δ ≤ −0.5, into
which δ = −0.67 of the three-fold periodicity falls.
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Figure 5.20: Projection of the proposed Cu-DCNQI crystal structure with subgroup, P 4¯, along the c-
axis. The positions for the seven (7) crystallographically independent copper ions reﬁned by Kobayashi
et al. [76] are shown. This is consistent with was described in Figure 5.18. Together with these
seven independent copper ions, six (6) DCNQI (three at "clockwise centres" and three at "anticlockwise
centres") form asymmetry unit of the superstructure (a× b× 3c) below phase transition temperature.
at 115 K [76], where they presumably only experience slight longitudinal shifts, based on the
Coulombic repulsion between the copper ions. The Cu2+...Cu+ distance is between 3.77−3.93 Å,
while that of Cu+...Cu+ distance is between 3.56 − 3.74 Å as reported by Ref. [76]. The aver-
age Cu-DCNQI structures refined by X-ray diffraction analysis pointed out that the positions
of these copper ions at low temperature supersede the possible longitudinal and/or transverse
displacements. It is therefore justifiable to use these copper ions’s positions together with the
corresponding low temperature DCNQI structural data in the simulation. The low temperature
data refined by Sinzger et al. [64] for the deuterated structure was at 20 K, which is justifiable
for phase transition at 73 K. The halogenated structure, which undergoes phase transition at
156 K, was refined at 100 K by Kato et al. [65]. The effective modulation of electron density
from the metallic to the insulating phases of these structures are incorporated by displacing the
unit cells by both the corresponding unit cell’s contraction along the c-axis and expansion along
a and b axes. The diffraction patterns obtained along [010] zone axis are shown in Figure 5.22.
A drastic change in the intensity distribution profile along the {h 0 l} Bragg reflections (along
c-axis) is evident. One fundamental reason for this drastic change is the broken lattice symmetry,
which leads to the redistribution of electron density across the scattering domains of Cu-DCNQI
structures below phase transition temperature. Moreover, the structural change and/or evolution
in DCNQI salts is accompanied by electronic transition, which is manifested by the gradual
development of commensurate charge density waves on the DCNQI columns. Furthermore,
the appearance of the 3-fold superlattice reflections reveals a characteristic coupling between
CDW signatures and charge orderings (CO) at low temperature. The energy required to totally
suppress these charge density wave orders is interrelated with the CDW-CO coupling strength,
which will ultimately determine the optical excitation density, the temperature window and the
characteristic time constants obtainable through ultrafast electron diffraction experiments.
Notably, the CDW reflections are comparatively weak. Whereas there are sharp drops in
the Bragg intensities observable at low temperature, energy-momentum conservation of the
observable Bragg intensities would mean that a particular Bragg peak, say (3 0 1) peak, splits
into 3 distinct reflections: (3 0 1) (Bragg), (3 0 1/3) (CDW1) and (3 0 2/3) (CDW2); all adding
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Figure 5.21: Schematics to illustrate the 3-fold modulation of the DCNQI crystal lattice. The electron
density is uniform in the unmodulated lattice of the room temperature DCNQI structures, and deﬁned
by the dimension a × b × c. The electron density is periodically modulated by distorting the lattice by
∆c along the c-axis. Two unit cells are moved towards a central reference unit cell. This results into
a 3-fold periodicity – a signature of the low temperature structure, where there is a coupling between
charge ordering on the copper atoms and charge density waves on the DCNQI columns. The resulting
superstructure dimension below phase transition temperature is a× b× 3c.
up to the room temperature intensity amplitude (See Figure 5.8 for peaks identification). The
superlattice reflections shown in Figure 5.22 reveal a characteristic trimerisation of the room
temperature unit cells, giving rise to charge wave vector qCDW =
1
3c
∗.
Characterising the strengths of the CDW peaks in the halogenated and deuterated structures,
the author integrated over the 3-fold reflection orders as designated by the boxes shown in Figure
5.22. It was found that all CDW peaks’ intensities were on the average between 20 − 30 % of
the calculated low temperature Bragg intensities, as shown in Figure 5.23. All the {0 0 l} CDW
peaks (or reflections) are evidently strong, sometimes suppressing the main Bragg reflections.
For example, the normalised integrated intensities in d6 structure along the {h 0 1} reflections
reveal that the {0 0 1/3} reflection has the strongest intensity, in contrast to that of halogenated
structure where it is 70% of the {0 0 1} peak. Furthermore, it is evident that the CDW spots
are comparatively of the same strength for all reflections’ orders (i.e., {h 0 l} reflections along
c-axis).
We showed in the previous section that the Bragg intensities fluctuate as the crystal undergoes
cooling, such that an initial drop and/or increase in intensity arises from the redistribution of
the overall crystal’s electron density. Thus, a direct comparison between the average Bragg
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Figure 5.22: Commensurate charge density wave formation in the insulating phases of the dueterated
(d6 at 20 K) and halogenated (MeBr at 100 K) structures. The structures evolve into a three-fold
periodicity, labelled as CDW1, CDW2 and c∗. The charge density wave spots are comparatively weak.
We integrated over the reﬂections enclosed by the colour boxes, and the resulting graphs are shown in
Figure 5.23 (Box c∗ ≡ {h 0 1}, CDW1 ≡ {h 0 1/3} and CDW2 ≡ {h 0 2/3} reﬂections). A combination of
strong electron-phonon and electron-electron couplings between charge orderings at the copper sites and
the gradual charge density wave formation on the DCNQI columns are envisaged. See text for detail.
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Figure 5.23: Normalised Bragg reﬂections’ integrated intensities of the insulating phases of the deuterated
and halogenated structures along the ﬁrst and second order reﬂections (Top panel: c∗ ≡ {h 0 1}, CDW1 ≡
{h 0 1/3} and CDW2 ≡ {h 0 2/3} reﬂections; Bottom panel: 2c∗ ≡ {h 0 2}, CDW1 ≡ {h 0 4/3} and
CDW2 ≡ {h 0 5/3} reﬂections). The charge density wave spots are of equal strengths and on the average
between 20−30 % of the host lattice Bragg reﬂections. It is interesting to note that the CDW spots along
the {0 0 l} reﬂections (marked with * on the ﬁgures) are quite strong. See text for detailed discussion.
intensity at room temperature and those obtained below phase transition temperature reveals
that the CDW peak is on the average 7% of the Bragg intensities. However, the change in the
crystal symmetry redefines the electron-poor and electron-rich Bragg planes. The DCNQI salts
lock into a new symmetry, (P 4¯), at and below phase transition temperature, where unlike in
the room temperature structures, there are no systematic abscences (forbidden reflections). It
is therefore tricky to compare the intensities of the room and the low temperature structures, as
the Bragg planes are defined differently in crystal lattices of different symmetries.
Each of the Cu-DCNQI structures with the deuterated and the halogenated radicals evolves
such that new reflections appear along the a∗-axis. Due to the change in the crystal symmetry
from one lattice type to another (I → P ), it appears as if electrons are removed and transported
from the scattering domains describing the room temperature host lattice Bragg reflections to the
erstwhile forbidden scattering domains, marked with zero electron density. From the electronic
conservation point of view, the population of electron density of states of these forbidden domains
ultimately leads to the depletion of the density of states of the host lattice Bragg reflections.
This depletion leads to the reduction in the amplitudes of the observable Bragg reflections below
phase transition temperatures.
The transport of commensurate CDW signatures in Cu-DCNQI structures is envisaged to
arise from the collapse of the host lattice Bragg reflections along the c∗-axis. A quite phenomenal
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and collective electron density transport could then be associated with Cu-DCNQI structures
at low temperature: (a) The emergence of two CDW reflection rows in between every two host
lattice reflection orders relates to the longitudinal modulation of electron density of states along
the c∗-axis; and (b) the appearance of Bragg reflections at the erstwhile forbidden domains
(above phase transition temperature) relates to the transversal redistribution of electron density
of states along the a∗-axis.
The progressive structural evolutions in the deuterated and the halogenated structures are
revealed by electron diffraction simulations along the [010] (c⌊a plane) and the [001] (b⌊a plane)
zone axes, as shown in Figures 5.24 and 5.25. Both zone axes’ diffraction patterns revealed
progressive changes in the Bragg reflections’ intensity distribution profile in both structures.
Figure 5.24: Structural evolution in the deuterated (CD3) and the halogenated (MeBr) Cu-DCNQI
structures along the c− a plane ([010] zone axis). At room temperature (298 K; left panel), it is evident
that the scattering domains in these structures have diﬀerent electron density population. This diﬀerence
is adjudged to be due to diﬀerent enhanced density of states, which are inﬂuenced by electron donating
(CD3) and electron withdrawing (MeBr) radicals. At the intermediate temperatures (middle panel),
electron density populations in both structures are similar. This is envisaged to be due to the higher
intensive lattice deformation experienced by the dueterated Cu-DCNQI, in contrast to the halogenated
Cu-DCNQI structure. Both structures lock into a commensurate charge wave phase below their phase
transition temperatures (right panel).
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Figure 5.25: Structural evolution in the deuterated (CD3) and the halogenated (MeBr) Cu-DCNQI
structures along the b⌊a plane ([001] zone axis). The progressive nature of the structural evolution
(from I → P type lattice) in both structures is emphasised and more instructive along this zone axis.
The enhanced density of states in the deuterated Cu-DCNQI structure manifests as enhanced scattering
domains leading to strong families of Bragg reﬂections, in contrast to the halogenated Cu-DCNQI struc-
ture, whose Bragg reﬂections are inﬂuenced by the associated high electron aﬃnity and poor scattering
domains. The highlighted regions show a progressive diﬀerent electron density population, as the struc-
tures undergo phase transitions, and point to a reduced Brillouin zone below the respective transition
temperatures.
Interpreting the progressive structural evolution in Cu-DCNQI structures, we make the fol-
lowing remarks:
1. Relative to the electron diffraction patterns obtained at room temperature, different in-
tensity distributions of the host lattices’ Bragg reflections observed at low temperature
are attributed to intensive lattice deformation, electron-lattice couplings and change in
Bravais lattice type (I → P ).
2. The fluctuation of the Bragg reflections during phase transition leads to the reduction
and/or increase in the Bragg reflections at low temperatures. For experimental considera-
tion, weaker reflections at phase transition will collectively give rise to high signal-to-noise
ratio, which may affect an accurate characterisation of the CDW signatures.
3. The collective freezing of electron density on DCNQI domains along c-axis mediates strong
electron-electron and/or electron phonon couplings at low temperature.
4. Enhancement of density of states in the deuterated Cu-DCNQI structure translates to
strong families of Bragg reflections at room temperature. At intermediate temperature
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(156 K), the intensity distribution of these strong reflections in the deuterated Cu-DCNQI
structure changes to those found in the halogenated Cu-DCNQI structure. Both structures
lock into a similar commensurate charge density wave phase below their respective phase
transition temperatures.
5. In the halogenated Cu-DCNQI structures, the high electron affinity and the associated
weak scattering centres of the halogens mediate a rather weakly enhanced density of states,
such that the overall observable Bragg reflections are much weaker compared to those
obtained from the deuterated Cu-DCNQI structure at room temperature. A case for
electron donating and electron withdrawing radicals, respectively in the dueterated and
the halogenated Cu-DCNQI structures account for the difference in their enhanced density
of states.
6. The formation of charge density waves arises from an antiphase modulation of electron
density along the DCNQI columns and a simultaneous charge orderings at the copper
atoms’ sites.
An overview of experimental considerations on structural transitions in Cu-DCNQI struc-
tures, via diffraction analysis, is discussed in the next section.
5.6 Evidence of CDW formation in Cu(MeBr-DCNQI)2 through
X-ray and electron diffraction experiments
5.6.1 X-ray diffraction experiment on Cu-DCNQI structures
We carried out an independent X-ray diffraction analysis on Cu(MeBr-DCNQI)2 and Cu(DCD3-
DCNQI)2 (d6) salts, which are expected to undergo CDW phase transitions at 156 K and
73 K, respectively. We performed this experiment at the Chemistry Department of Stellenbosch
University. An APEX DUO single crystal diffractometer with a cooling system (nitrogen gas,
minimum temperature = 70 K) was used, such that a crystal sample can realistically be cooled
down to 90 K. The crystal sample is rotated by 360◦ in ∼ 1◦ steps during data collection.
This ensures that all zone axes are taken into consideration when analysing the structure of a
particular crystal sample. For both samples, three reflection data sets at 298 K, 130 K and 90 K
were collected. The samples used in electron and X-ray diffraction experiments are shown in
Figure 5.26.
The crystal structure of each sample was solved (or refined) by harvesting the possible hkl
reflections from the raw data collected at different temperatures. At room temperature, the
lattice parameters obtained from each structure agree with and confirm those reported in the
literature [64, 65]. Moreover, the coordinates of the atoms of the refined structures were also used
to simulate electron diffraction patterns. No phase transition was found in d6, as expected, but
there was a change in the intensity distribution at 130 K, in accordance to what was predicted
by the simulation analysis done in Section 5.3. The room temperature data obtained for d6 also
confirms the intensity distribution of the simulation and the experimental diffraction patterns
shown in Section 5.2. We therefore will focus on Cu(MeBr-DCNQI)2 in the remaining part of
this section.
The observation and/or evidence of CDW formation in Cu-DCNQI salts through experimen-
tal diffraction techniques is primarily hampered by a low signal-to-noise ratio. The reported
evidence of CDW signatures in the literature [76] is at best noisy and weak and could not be
properly characterised or compared to the CDW simulation presented in Section 5.5. We indeed
find this to be inherent to Cu-DCNQI salts, as there was a high competition between the sig-
nal and the background in the X-ray analysis we carried out at 90 K. After harvesting all the
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Figure 5.26: Cu-DCNQI samples used in electron and X-ray diﬀraction experiments. Panel (a) shows
a long black needle of Cu(MeBr-DCNQI)2 crystal sample for the independent X-ray analysis presented
here. Panel (b) shows a thin mounted sample (∼ 30 nm), customarily used for electron diﬀraction
experiments in our laboratory. Whereas thick samples are usable in X-ray diﬀraction experiments, only
thin samples (< 100 nm) are usable in electron diﬀraction experiments.
Figure 5.27: Reciprocal lattice representation of Cu(MeBr-DCNQI)2 crystal obtained from the raw X-
ray diﬀraction data. The left panel (298 K) shows the lattice positions representing columns of Bragg
reﬂections along c∗, with tetragonal I lattice type. In the right panel (90 K), the reﬂection rows have
a tetragonal P lattice type. The evidence of trimerisation of the crystal’s unit cells is revealed by the
additional two columns (indicated by red arrows) of reﬂections in between the main reﬂection orders
(indicated by black arrows). See text for discussion.
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possible reflections (at 90 K), the lattice parameters estimated immediately reveal a × b × 3c
superstructure dimension. During structural refinement, two competing Bravais lattice types
came up: tetragonal I and P Bravais lattice types, with P clearly dominating. We then ap-
proached the refinement processes in two steps in order to investigate the possible differences
between the structures corresponding to each. Nearly the same lattice parameters were obtained
for both lattice types (P : a = b = 21.72 Å, c = 11.38 Å; I: a = b = 21.70 Å, c = 11.38 Å).
Thus, the superstructure dimensions obtained for both lattice types favour trimerisation of the
unit cells at phase transition. However, as discussed in the preceding section, the appearance of
weak reflections at the erstwhile forbidden domains along a∗ supports crystal symmetry break-
ing. Therefore, we believed that the true space group of the low temperature structure has a
P lattice type. With the P lattice type, the N-Cu-N coordinating angle, α, necessary for phase
transition evolves as: 125.4◦(298 K) → 128.3◦(130 K) → 128.6◦(90 K), which exactly matches
the previously reported values in the literature [65].
Shown in Figure 5.27 (a) and (b) are the reciprocal lattice representations of Cu(MeBr-
DCNQI)2 crystal obtained after harvesting and processing the raw X-ray diffraction data. The
array of grey circles shows lattice positions which are analogous to the locations of reflections
along c∗. At room temperature, the expected rows of Bragg reflections along c∗, with I41/a space
group, are clearly represented in Figure 5.27 (a). Based on the space group genealogy analysis in
the preceding section, P 4¯ space group was chosen at low temperature. The additional two rows of
reflections, represented by periodic grey and black circles in Figure 5.27 (b), are unambiguously
an evidence of CDW signatures. The Bragg reflection and the CDW rows are indicated by black
and red arrows respectively. The non-periodic black circles are scattered background, which
evidently compete with CDW signatures. The number of grey and black circles along each row
shows that the CDW reflections are weaker compared to the host lattice Bragg reflections.
5.6.2 Electron diffraction experiment on Cu-DCNQI in our laboratory
A landmark breakthrough was achieved with the new home-built ultra-high vacuum chamber
(operating at ∼ 10−9 mbar pressure) in our ultrafast laboratory. The new ultrafast electron
diffraction (UED) experimental set-up is more robust and boasts a better coherence length, sig-
nal stability, sample loading, among others. The details of the characterisation of the new UED
experimental set-up can be found in Bart Smit’s Masters’ thesis [13]. Having faced with different
hurdles for a couple of years, my colleagues recorded the first observation of CDW signatures
in Cu(MeBr-DCNQI)2 single crystal through the new UED set-up. The observation of CDW
signatures through electron diffraction experiment, and a corroborative evidence from a simulta-
neous X-ray diffraction experiment independently carried out, put to rest the suspicion that the
structural transition in Cu-DCNQI salts might not be accompanied with electronic transition,
manifested by CDW satellite reflections. Here, we will present an initial characterisation of the
low and room temperature electron diffraction patterns obtained.
Shown in Figure 5.28 (a & b) are the Cu(MeBr-DCNQI)2 electron diffraction patterns ob-
tained at room (298 K) and low (63 K) temperatures with the new UED set-up. Comparing the
diffraction patterns obtained at both temperatures, an evidence of trimerisation of the struc-
ture’s unit cells is clearly seen (indicated by the red arrows in Figure 5.28 (b)). The Bragg
reflections obtainable at both temperatures are relatively strong and well above the background,
unlike in the old UED set-up where water condensation affects the quality of the Bragg reflec-
tions at low temperature. Examining the zeroth order reflection rows ((h00), indicated by black
arrow) of both high and low temperatures, the appearance of weak reflections at the forbidden
domains (indicated by yellow arrows) points to a change in lattice type. The appearance of these
weak reflections reinforces the proposition that there is a break in crystal symmetry at phase
transition, as we have discussed in Section 5.5. The diffraction pattern shown in Figure 5.28 (b)
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has been scaled in order to enhance a better view of the charge density wave signatures, which
are evidently weaker compared to the host lattice Bragg reflections.
Figure 5.28: First evidence of structural transition in Cu(MeBr-DCNQI)2 single crystal with the evidence
of charge density wave formation, obtained through the new home-built ultrafast electron diﬀraction
experimental set-up. Panels (a) and (b) show the diﬀraction patterns obtained at room (298 K) and low
(63 K) temperatures. The Bragg reﬂections obtained at both temperatures are strong and well above
the background. The CDW rows are indicated by the red arrows. The diﬀraction pattern shown in panel
(b) has been so scaled in order to enhance a better view of the CDW signatures. A careful examination
and comparison of the zeroth order diﬀraction rows (indicated by black arrow) of both panels shows that
weak reﬂections appear at the erstwhile forbidden domains. The integration over the red boxes and dash
lines are shown in Figures 5.29 and 5.30, respectively.
To investigate the possible Bragg reflections’ fluctuation during phase transition, we inte-
grated along the first order reflection rows as indicated by red boxes in Figure 5.28 (a) and (b).
This integration is an allusion to the structural lability and Debye-Waller fluctuations generally
associated with solids undergoing temperature-dependent phase transition, as has been exten-
sively discussed in Section 5.4. The selected reflections’ scattering angles are calculated following
the same procedure presented in Section 5.2. We then overlap the integrated reflections of both
the room and low temperatures, as plotted in Figure 5.29. The intensity signals obtained from
both temperatures are scaled and normalised independently to the brightest signals for better
comparison. From the plot it is clearly seen that the intensity distribution of these Bragg reflec-
tions are different, judging from the neutral, increase or decrease in signal strengths indicated
by red arrows. This different intensity distribution points to electron-phonon coupling and a
redistribution of electron density across the scattering domains of the crystal.
The CDW signatures in our electron diffraction patterns are characterised as shown in Figure
5.30. Here, to demonstrate the competition between the CDW signals and background oscilla-
tions, we have carefully selected the region indicated by red dash line shown in Figure 5.28 (b).
This is to compare the strength of the CDW signals to the Bragg signals and to show the com-
petition between the CDW signals and the background. It is evident that the CDW signatures
are weak and many CDW domains’ signatures are burried in the background. We therefore plot
the background oscillations together with the Bragg and CDW signals as shown in Figure 5.30.
Based on this, only few CDW signatures could be clearly seen and thus characterised. It is
also clear that the strengths of the background oscillations are different from one region of the
81
Stellenbosch University  https://scholar.sun.ac.za
Figure 5.29: Bragg reﬂections’ ﬂuctuation as a pointer to structural lability and Debye-Waller eﬀect
associated with Cu-DCNQI structures. Shown is an overlap of the integrated Bragg reﬂections of the
ﬁrst order diﬀraction row indicated by red boxes in Figure 5.28 (a & b). The observable change in
intensity distribution is attributed to a redistribution of electron density across the crystal’s scattering
domains and electron-phonon coupling during phase transition. The relative shift of the overlapped
integrated signals along x-axis is due to the expansion of unit cell along a.
diffraction pattern to the other. Thus, the smoother the background in a region, the stronger
are the CDW signatures in that region. With this in mind, it can be estimated from the figure
that the average Bragg/CDW signal ratio is 5% taking the background into consideration.
Figure 5.30: Characterisation of CDW signatures obtained in our electron diﬀraction patterns. The
graph shows a line proﬁle along the red dashed line in Figure 5.28. The CDW signatures around the
region of smooth background are stronger than those associated with high background oscillations. The
estimated Bragg/CDW signal ratio is 5%. Note the break along the vertical axis.
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5.7 Closing inferences
We have provided a thorough insight into the structural evolution and an accompanied elec-
tronic transition in Cu-DCNQI structures through electron diffraction simulation, X-ray and
electron diffraction experiments. A strong foundation is thus laid for a correct interpretation
of the observable Bragg reflections and the overall structural dynamics in Cu-DCNQI struc-
tures. Static CDW signatures in Cu-DCNQI structures obtained through simulation, X-ray and
electron diffraction are characterised for the first time. The experimental complications and chal-
lenges introduced and discussed in this chapter are resolved through a collaborative work (many
students are involved in this project). Electron diffraction experiments on Cu-DCNQI samples
are on-going. The results presented here will aid an easy interpretation of the observable com-
mensurate charge density wave signatures and structural transitions in Cu-DCNQI salts. More
so, the different phases of structural evolution in Cu-DCNQI salts and the CDW formation
thus discussed open up plethora order parameters that could be investigated. Ultrafast time-
resolved electron diffraction experimental measurements will provide insights into the details
of electron-phonon couplings, the spatial-temporal evolution of optically-induced Cu-DCNQI
structures from one phase to the other and the suppressing and/or recovery time constants for
the charge density wave signatures.
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Chapter 6
Summary and conclusion
A systematic study of metal-insulator structural transitions in Cu-DCNQI salts and two members
of transition metal dichalcogenides, namely, 4Hb-TaSe2 and 1T -TiSe2, has been done through
electron diffraction analysis. A working relationship among X-ray crystallography, electron
diffraction simulation and electron diffraction experiment was emphasised.
After introducing the relevant scattering theories that are needed for correct interpretation
of electron diffraction patterns, examples of cubic lattices composed of tantalum atoms were
used as toy models to provide a background insight into the formation and transport of charge
density waves in crystalline solids. The concept of scattering by electron density and electrostatic
potential was discussed in relation to sample thickness, quality of diffraction images and the
scattering model to employ. Based on the ultrathin sample thickness (25− 35 nm) customarily
used in ultrafast electron diffraction (UED) experiments and the qualitative approach used in
interpreting obtainable diffraction patterns, the kinematic scattering model was chosen over the
dynamical scattering model.
The modulation of the atomic positions in the cubic lattices of tantalum atoms provided
profound insights: (1) The direction of charge density wave depends on the direction of mod-
ulation. (2) The determination and the location of reference atoms or reference molecules or
reference unit cells points to the existence of charge localisation and/or charge depletion in charge
density wave compounds. These reference atoms or unit cells are undistorted or not displaced
from their equilibrium positions during phase transitions. (3) Charge density wave phase often
favours lower symmetries than those associated with high temperature or metallic phase. (4)
The strength of charge density wave signatures depends on the modulation amplitude (i.e., how
much the atoms or unit cells are displaced from their equilibrium positions). These insights
were valuable for the interpretation of diffraction patterns obtained from the transition metal
dichalcogenides and the Cu-DCNQI salts.
The simulated electron diffraction patterns obtained for the metallic and CDW phases in
4Hb-TaSe2 single crystals were first introduced, discussed and compared with the existing corre-
sponding experimental electron diffraction patterns. A qualitative agreement was found between
the high temperature (> 600 K) metallic phase and low temperature (< 410 K) commensurate
CDW phase of both simulation and experiment. The analysis of the commensurate CDW signa-
tures in 4Hb-TaSe2 crystals revealed two intertwined satellite domains (first and second), each
consisting of six reflections of unequal amplitudes.
The two satellite domains were decoupled based on two decay mechanisms: 1:6:6 and
1:3:3:3:3. The former involved one coordinating Bragg reflection and six CDW signatures of
the first and second domains. The latter, consisting of one coordinating Bragg reflection and
three CDW signatures of the two domains’ first and second orders, was based on interlayer in-
teraction between the CDW-carrying T layer and the non-CDW-carrying H layer. These decay
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mechanisms were used to analyse the obtained femtosecond electron diffraction experiment data
on 4Hb-TaSe2 single crystals in our laboratory. The resulting extracted data were analysed in
the context of coherent and incoherent relaxations of electronic and lattice orders.
The estimated time constants for the simultaneous temporal evolutions of the two satellite
domains were τcoh = 140 fs; and τincoh = 550 fs. These estimated time constants point to a strong
electron-lattice correlation in 4Hb-TaSe2 single crystals. The quenching of the satellite reflections
was attributed to collective CDW amplitude and phase modes. Associated with variable optical
excitation densities, different degrees of suppression were found for the two satellite domains.
Due to the same time constants estimated for the evolution of both domains, the phase mode
is absent. However, different suppression amplitudes obtained for the two domains point to the
existence of amplitude modes. The two domains were fully suppressed with optical excitation
density, F = 2.6 mJ/cm2.
The analysis of commensurate CDW phase in 1T -TiSe2 was next reported. The simulated
metallic (T = 298 K) and commensurate CDW (T = 77 K) phases’ diffraction patterns were
consistent with those obtained from the experiment. From the electron diffraction analysis,
it was argued that the corresponding density of state translated to each CDW reflection was
contributed by the depletion of the density of states of two neighbouring host lattice Bragg
reflections. The simulated average CDW signatures’ strength was 16% of the host lattice Bragg
reflections.
A detailed analysis on the simulated electron diffraction patterns for both the metallic and
CDW phases of Cu-DCNQI salts was carried out, based on the X-ray structural refinement
data found in the literature. In discussing the general perspectives on the phase transition and
CDW formation in these radical anion organic salts, we emphasised that a case for reduced
dimensionality in Cu-DCNQI structures is associated with Jahn-Teller distortion that is coupled
with steric effects on the DCNQI ligands. Cu-DCNQI salt with methyl radicals is metallic down
to a very low temperature because it did not fulfil the requirement for Peierls instability. The
threshold coordinating angle αN-Cu-N = 126.4◦ required for phase transition in Cu-DCNQI salts
was fulfilled by introducing secondary isotopic effect (deuterating the methyl radicals) and by
halogenation of the DCNQI ligands. The halogenated Cu-DCNQI crystal samples were found to
have high coordinating angles that led to their high phase transition temperatures (156−230 K),
while the deuterated counterparts have low phase transition temperatures (58 − 82 K) due to
the low coordinating angles (αN-Cu-N ≤ 124.8◦).
The depletion or the enhancement of Cu-DCNQI scattering domains’ density of states was
discussed in the contexts of electron donating (deuterated) and electron withdrawing (halo-
genated) radicals, which are governed by low and high electron affinities, respectively. Thus,
the enhanced density of states in the deuterated Cu-DCNQI salts was proposed to translate to
the observable high intense families of Bragg reflections at room temperature, in contrast to the
weak reflections obtained from the halogenated Cu-DCNQI structures. Attributed to different
electron density of states’ population in different Cu-DCNQI structures, slight variations were
found in the intensity amplitudes obtained from salts with different halogenated radicals.
The structural transition and/or evolution in Cu-DCNQI salts was discussed in the context
of fluctuations of host lattice Bragg reflections, and a progressive change in intensity distri-
bution. Two examples representing the deuterated and the halogenated crystal samples were
presented and discussed. It was estimated from the calculation of Jahn-Teller modes that the
expected reduction in the intensity amplitudes in Cu-DCNQI varies between 3%− 15%, as the
crystal samples undergo phase transitions. Structurally refined atomic coordinates at interme-
diate temperatures, above the phase transition, and obtained from literature, gave an insight
into the nature of structural evolution in these organic crystals. The redistribution of electron
density in deuterated (d6) Cu-DCNQI salt at 156 K led to its structural transformation. The
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transformation was marked by reduced intensity amplitudes and the emergence of the same
intensity distribution as found in the halogenated Cu-DCNQI structures at room temperature.
The halogenated Cu(MeBr-DCNQI)2 salt did not show any drastic change, both in intensity
amplitudes and intensity distribution at the intermediate temperature (163 K).
The commensurate charge density wave phase in Cu-DCNQI structures was argued to be
driven by charge disproportionation (spiral frustration) among the DCNQI scattering domains
and the charge orderings at the copper (Cu) sites. The structural analysis carried out revealed
the existence of four charge-rich and two charge-poor DCNQI centres (−0.75 ≤ δ ≤ −0.5). Two
domains were identified with these DCNQI centres (anticlockwise and clockwise spirals), which
ultimately revealed the charge distribution in Cu-DCNQI structures at low temperature: two
copper ions of the same charge are connected by two DCNQI centres (one anticlockwise and one
clockwise spirals). The average strength of CDW signatures was found to be between 20− 30%
of the host lattice Bragg reflections and the CDW vector, estimated as qCDW = 0.33c
∗, was
consistent with the trimerisation of the real space unit cells.
Static commensurate CDW signatures in Cu(MeBr-DCNQI)2 salt below phase transition
temperature were observed for the first time through X-ray (at 90 K) and electron diffraction (at
63 K) experiments independently carried out in our laboratory and at X-ray Diffraction division
of Chemistry Department, Stellenbosch University. Improvements to the femtosecond electron
diffraction experimental set-up in our laboratory (new vacuum chamber with ∼ 10−9 mbar op-
erating pressure and a better electron probe’s transverse coherence length among others) solved
the experimental complications introduced by cooling processes. Initial characterisation of com-
mensurate CDW signatures in Cu(MeBr-DCNQI)2 salt revealed weak satellite reflections, most
of which compete with background oscillations. These characteristic weak CDW signatures were
observed in both electron and X-ray diffraction measurements we carried out. The strength of
CDW signatures in Cu-DCNQI salts depends on many interwoven factors, among which the
depth of unit cell modulation, structural lability and associated weak scattering domains stood
out. The characterisation of the intensity distribution of the metallic and CDW phase host lattice
reflections revealed a fairly stable signal during cooling processes. A full-fledged time-resolved
structural dynamics investigation at cryogenic temperatures is under way. This will definitely
give more detail into the nature of electron-phonon couplings, CDW recovery or suppressing
time constants and the host lattice reflections’ relaxation time.
Recommendation and outlook: It has been shown that electron diffraction analysis is a pow-
erful technique that can be employed in unravelling structural dynamics in crystalline solids. The
same technique used to analyse the structural evolution in 4Hb-TaSe2 crystals could be used to
study correlated materials featuring intertwined superlattice domains. The analysis of structural
evolution in Cu-DCNQI salts presented in this study provided a strong foundation for correct
interpretation of CDW dynamics in radical anion organic molecular crystals. Furthermore, in
relation to DCNQI salts, this dissertation opens up a plethora of order parameters that could be
experimentally investigated, such as infra-red active frequency measurements, Jahn-Teller modes
and/or Debye-Waller intensity fluctuation, intermediate and metal-insulator optical transitions.
A systematic working relationship between X-ray crystallography, ultrafast electron diffraction
experiments and electron diffraction simulation and analysis will provide a better insight and a
correct interpretation when investigating structural evolution in a crystalline solid. It was shown
that the spatial resolution of Bragg reflections obtainable from electron diffraction simulation is
par excellence and could be used as a guide to scale the quality of the experimental diffraction
patterns. A qualitative, rather than quantitative analysis should then provide better analyses
and inferences. The author anticipates intriguing technological advancements in electronics,
which will evolve as more insights are being provided by these structural analysis techniques.
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Appendices
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Appendix A
Decoupled superlattice domain analysis
in 4Hb-TaSe2 single crystals
Figure A.1: Selection procedure for charge density wave (CDW) signatures and the host lattice Bragg
reﬂections, during experimental electron diﬀraction analysis. Shown in (a) and (b) are the possible
reﬂections for the ﬁrst and second satellite domains, respectively. In panels (c) and (d), the corresponding
usable reﬂections are shown; some reﬂections have been deselected due to strange artefacts surrounding
them. Bragg and CDW reﬂections’ masks are designated by small and big green circles, respectively.
Background masks, represented by red circles, are selected correspondingly to the number of reﬂections
usable. These are based on a decoupled superlattice domain analysis presented in Chapter 3.
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Appendix B
Matlab codes
Main fit parameters
close all;
clc;
%% import data form csv %%
data = importdata(’2.3mJ_first_second_domain_matlab.csv’);
time = data(:,1); % time
sig = data(:,2); % signal
%size(time)
%% bragg fit initial guess values %%
B_1 = 0.03;
tau_coh = 0.12; % ps
B_2 = -0.03;
tau_icoh = 0.55; % ps
time_shift = -0.27; % ps
int_shift = 0;
initial_fit_par = [A,tau_coh,B,tau_icoh,time_shift,int_shift];
%% plot data with initial guess fit%%
guess_fit = my_fit(initial_fit_par,time);
figure
plot(time,sig,’o’,time,guess_fit)
%% fit data %%
options = optimset(’MaxFunEvals’,1e8,’TolFun’,1e-8,’TolX’,1e-8,’MaxIter’,1e8);
lb=[-inf 0.12 -inf 0.5 -inf -0.0001];
ub=[inf 0.15 inf 0.6 inf 0.0001];
final_fit_par = lsqcurvefit(@my_fit,initial_fit_par,time,sig,lb,ub,options);
%% plot data with final fit%%
fit_time = linspace(-1,4,100);
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final_fit = my_fit(final_fit_par,fit_time’)./2;
figure
plot(time,sig,’o’,fit_time,final_fit,’*’)
%% export fit transient as txt %%
dlmwrite(’fit_Bragg.txt’,[fit_time’,final_fit],’delimiter’,’\t’,’newline’,’pc’);
dlmwrite(’fit_par_Bragg.txt’,final_fit_par’,’delimiter’,’\t’,’newline’,’pc’);
Fit function
function fit_function = my_fit(par,t)
a = par(1);
t_coh = par(2); % ps
b = par(3);
t_icoh = par(4); % ps
t_shift = par(5); % ps
i_shift = par(6);
SR = 0.6; %system response FWHM in ps
%% generate step fucntion used to make all values before t0 = 0 %%
step_func = 0.5*(tanh(1000*(t+t_shift))+1);
%% two exponentials for fit %%
coh = a*(1-exp(-(t+t_shift)/t_coh));
icoh = b*(1-exp(-(t+t_shift)/t_icoh));
%% sum of exponentials, multiplied with step function %%
fit = step_func.*(coh+icoh) + i_shift;
%% fit function convoluted with temporal response of experiment %%
SR_gauss = exp(-4.*log(2)...
.*((t-(max(t)+min(t))/2)./SR).^2); % guassian with FWHM = SR
fit_function = my_conv(t,fit,SR_gauss)’;
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Convolution function
function conv_function = my_conv(time,funct1,funct2)
% pad data left wit first value and right with last value
L = length(time);
N_pad = round(L*0.4); % pad data set 40% each side
funct1_pad = [ones(1,N_pad).*funct1(1) funct1’ ones(1,N_pad).*funct1(L)];
funct2_pad = [ones(1,N_pad).*funct2(1) funct2’ ones(1,N_pad).*funct2(L)];
% figure
% plot(funct1_pad);
% figure
% plot(funct2);
con = conv(funct1_pad,funct2_pad,’same’);
conv_function = con(N_pad+1:length(funct1_pad)-N_pad);
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Appendix C
Procedure for electron diffraction
simulation
Shown below is the interface for the software used to simulate all the electron diffraction patterns
presented in this dissertation. The software was developed by Xingzhong Li [15].
Figure C.1: User-end interface of the software package [15] for simulation and analysis of electron diﬀrac-
tion patterns. Most of the available functions in the software are displayed.
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Appendix D
CIF codes used in electron diffraction
simulation
4Hb-TaSe2 single crystals: CIF for metallic phase (> 600 K)
[titl] Ta-Se2 unit cell
[cell] P 3.455 3.455 25.15 90.0 90.0 120.0
[spgr] 194 P 63/mmc
[natm] 18
Ta 73 0.0000 0.0000 0.0000 1.0
Ta 73 0.0000 0.0000 0.2500 1.0
Ta 73 0.0000 0.0000 0.5000 1.0
Ta 73 0.0000 0.0000 0.7500 1.0
Ta 73 0.0000 0.0000 1.0000 1.0
Ta 73 1.0000 0.0000 1.0000 1.0
Ta 73 1.0000 0.0000 0.7500 1.0
Ta 73 1.0000 0.0000 0.5000 1.0
Ta 73 1.0000 0.0000 0.2500 1.0
Ta 73 1.0000 0.0000 0.0000 1.0
Se 34 0.6667 0.3333 0.0657 1.0
Se 34 0.6667 0.3333 0.6840 1.0
Se 34 0.6667 0.3333 0.8157 1.0
Se 34 0.3333 0.6667 0.1843 1.0
Se 34 0.3333 0.6667 0.3157 1.0
Se 34 0.3333 0.6667 0.5657 1.0
Se 34 0.3333 0.6667 0.9343 1.0
Se 34 0.6667 0.3333 0.4343 1.0
[biso] 0.0
[note] Ref. 34
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4Hb-TaSe2 single crystals: CIF for commensurate charge density wave phase
(300 K)
[titl] Ta-Se2 superstructure cell
[cell] P 12.4572 12.4572 25.15 90.0 90.0 120.0
[spgr] 176 P 63/m
[natm] 18
Ta 73 0.0000 0.0000 0.00000 1.0
Ta 73 0.0695 0.2867 0.00003 1.0
Ta 73 0.1519 0.6347 0.00401 1.0
Ta 73 0.0000 0.0000 0.25000 1.0
Ta 73 0.00746 0.3068 0.25000 1.0
Ta 73 0.1570 0.6154 0.25000 1.0
Ta 73 0.3116 0.2321 0.25000 1.0
Ta 73 0.5366 0.1516 0.25000 1.0
Se 34 0.6667 0.3333 0.06147 1.0
Se 34 0.1241 0.1750 0.07060 1.0
Se 34 0.3540 0.1027 0.06905 1.0
Se 34 0.5929 0.0281 0.06198 1.0
Se 34 0.1979 0.4842 0.06254 1.0
Se 34 0.3333 0.6667 0.18350 1.0
Se 34 0.1803 0.0513 0.18460 1.0
Se 34 0.0257 0.4363 0.18380 1.0
Se 34 0.2569 0.3597 0.18366 1.0
Se 34 0.4875 0.2820 0.18408 1.0
[biso] 0.0
[note] Ref. 34
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1T -TiSe2 single crystals: CIF for metallic phase (300 K)
[titl] Ti-Se2 unit cell
[cell] P 3.54 3.54 6.008 90.0 90.0 120.0
[spgr] 164 P -3 m 1
[natm] 2
Ti 22 0.0000 0.0000 0.0000 1.000
Se 34 0.3333 0.6667 -0.2550 1.000
[biso] 0.0
[note] Ref. 35
1T -TiSe2 single crystals: CIF for commensurate charge density wave phase (77 K)
[titl] Ti-Se2 superstructure cell (2.4 percent-Ti, 0.8 percent-Se)
[cell] P 7.08 7.08 12.016 90.0 90.0 120.0
[spgr] 143 P 3
[natm] 17
Ti 22 0.0000 0.0000 0.0000 1.0
Ti 22 0.4880 0.0000 0.0000 1.0
Ti 22 1.0000 0.0000 0.0000 1.0
Ti 22 0.0000 0.4880 0.0000 1.0
Ti 22 0.5120 0.5120 0.0000 1.0
Ti 22 1.0000 0.4880 0.0000 1.0
Ti 22 0.0000 1.0000 0.0000 1.0
Ti 22 0.4880 1.0000 0.0000 1.0
Ti 22 1.0000 1.0000 0.0000 1.0
Se 34 0.1627 0.3334 0.1275 1.0
Se 34 0.3334 0.1627 0.3725 1.0
Se 34 0.8374 0.1707 0.3725 1.0
Se 34 0.6667 0.3334 0.1275 1.0
Se 34 0.3334 0.6667 0.3725 1.0
Se 34 0.1707 0.8374 0.1275 1.0
Se 34 0.6667 0.8294 0.1275 1.0
Se 34 0.8294 0.6667 0.3275 1.0
[biso] 0.0
[note] Ref. 35
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Cu[DCD3-DCNQI]2 salts: CIF for metallic phase (300 K)
[titl] Cu-DCNQI asymmetry unit (deuterated salt - d6)
[cell] I 21.6177 21.6177 3.8658 90.0 90.0 90.0
[spgr] 88 I 41/a:2
[natm] 12
Cu1 29 0.0000 0.2500 -0.3750 1
N2 7 0.7141 0.42261 0.10416 1
N3 7 0.3561 0.32311 -0.13796 1
C4 6 0.4911 0.37031 -0.1767 1
C5 6 0.3611 0.45921 0.29817 1
C6 6 0.6261 0.51681 0.41887 1
C7 6 0.13121 0.53301 0.32657 1
D1 1 0.1421 0.5718 0.4307 1
D2 1 0.1354 0.5361 0.799 1
D3 1 0.1580 0.5012 0.412 1
C8 6 0.2701 0.55511 0.61256 1
D4 1 0.439 0.5921 0.6907 1
[biso] 0.0
[note] Ref. 62
Cu[DMe-DCNQI]2 salts: CIF for metallic phase (300 K)
[titl] Cu-DCNQI asymmetry unit (undeuterated salt - h8)
[cell] I 21.548 21.548 3.871 90.0 90.0 90.0
[spgr] 88 I 41/a:2
[natm] 12
Cu1 29 0.0000 0.2500 0.1250 1.0
N1 7 0.4269 0.2853 -0.3873 1.0
N2 7 0.3274 0.3217 -0.1461 1.0
C1 6 0.2902 0.2859 0.0477 1.0
C2 6 0.3051 0.2227 0.1376 1.0
C3 6 0.2664 0.1874 0.3289 1.0
C4 6 0.2819 0.1210 0.4195 1.0
C5 6 0.3796 0.2991 -0.2666 1.0
H1 1 0.3422 0.2072 0.0452 1.0
H2 1 0.3113 0.1033 0.2762 1.0
H3 1 0.2513 0.0923 0.3652 1.0
H4 1 0.2933 0.1163 0.6292 1.0
[biso] 0.0
[note] Ref. 63
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Cu[MeBr-DCNQI]2 salts: CIF for metallic phase (298 K)
[titl] Cu(MeBr-DCNQI)-RT-Xray-refined_Chem_Dept
[cell] I 21.6597 21.6597 3.8716 90.0 90.0 90.0
[spgr] 88 I 41/a:2
[natm] 13
Cu 29 0.000000 0.250000 0.125 1
Br 35 -0.141026 -0.038037 0.796125 1
N 7 -0.035419 0.176839 0.35966 1
C 6 -0.061386 -0.016865 0.912568 1
N 7 -0.070348 0.076999 0.594668 1
C 6 -0.048516 0.129552 0.476771 1
C 6 -0.026575 -0.055393 1.108929 1
H 1 -0.044000 -0.093377 1.183422 1
C 6 -0.035301 0.040909 0.792357 1
C 6 -0.128416 -0.030569 0.800430 1
H 1 -0.133928 -0.018713 0.558103 1
H 1 -0.157027 -0.006918 0.945149 1
H 1 -0.136832 -0.074773 0.826869 1
[biso] 0.0
[note] This work
Cu[MeCl-DCNQI]2 salts: CIF for metallic phase (300 K)
[titl] Cu-MeCl-DCNQI-RT
[cell] I 21.559 21.559 3.823 90.0 90.0 90.0
[spgr] 88 I 41/a:2
[natm] 12
Cu1 29 0.0000 0.2500 0.1250 1
N1 7 0.4273 0.2863 -0.3925 1
N2 7 0.3273 0.3213 -0.1527 1
C1 6 0.2911 0.2855 0.0451 1
C2 6 0.3053 0.2228 0.1392 1
C3 6 0.2668 0.1881 0.3312 1
C4 6 0.3799 0.2997 -0.2718 1
C5 6 0.284 0.1159 0.4342 1
H1 1 0.3412 0.2042 0.0442 1
H2 1 0.3136 0.1026 0.3624 1
H3 1 0.2476 0.0895 0.4044 1
H4 1 0.3046 0.1156 0.5854 1
[biso] 0.0
[note] Ref. 63
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Cu[BrCl-DCNQI]2 salts: CIF for metallic phase (300 K)
[titl] Cu(BrCl-DCNQI)_2-RT
[cell] I 21.569 21.569 3.845 90.0 90.0 90.0
[spgr] 88 I 41/a:2
[natm] 8
Cu1 29 0.0000 0.2500 0.1250 1.0
N1 7 0.4278 0.2870 -0.3936 1.0
N2 7 0.3267 0.3203 -0.1632 1.0
C1 6 0.2907 0.2849 0.0390 1.0
C2 6 0.3057 0.2233 0.1401 1.0
C3 6 0.2679 0.1900 0.3451 1.0
C4 6 0.3793 0.2989 -0.2793 1.0
Br1 35 0.2881 0.1110 0.4602 1.0
[biso] 0.0
[note] Ref. 63
Cu[DBr-DCNQI]2 salts: CIF for metallic phase (300 K)
[titl] Cu(DBr-DCNQI)_2-RT
[cell] I 21.558 21.558 3.896 90.0 90.0 90.0
[spgr] 88 I 41/a:2
[natm] 9
Cu1 29 0.0000 0.2500 0.1250 1.0
N1 7 0.4271 0.2860 -0.3923 1.0
N2 7 0.3266 0.3200 -0.1652 1.0
C1 6 0.2908 0.2856 0.0365 1.0
C2 6 0.3061 0.2235 0.1463 1.0
C3 6 0.2670 0.1899 0.3422 1.0
C4 6 0.3798 0.2988 -0.2744 1.0
Br1 35 0.2899 0.1092 0.4744 1.0
H1 1 0.3543 0.2064 0.0872 1.0
[biso] 0.0
[note] Ref. 63
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Cu[DCl-DCNQI]2 salts: CIF for metallic phase (300 K)
[titl] Cu(DCl-DCNQI)_2-RT
[cell] I 21.55 21.55 3.816 90.0 90.0 90.0
[spgr] 88 I 41/a:2
[natm] 9
Cu1 29 0.0000 0.2500 0.1250 1.0
N1 7 0.4271 0.2874 -0.3947 1.0
N2 7 0.3269 0.3211 -0.1634 1.0
C1 6 0.2911 0.2860 0.0399 1.0
C2 6 0.3061 0.2236 0.1386 1.0
C3 6 0.2671 0.1893 0.3361 1.0
C4 6 0.3796 0.2998 -0.2773 1.0
Cl1 17 0.2686 0.1138 0.4507 1.0
H1 1 0.3473 0.2093 0.0782 1.0
[biso] 0.0
[note] Ref. 63
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Cu[DCD3-DCNQI]2 salts: CIF for charge density wave phase (20 K)
[titl] Deuterated Cu-DCNQI superstructure (modulated along c and a)
[cell] P 21.6192 21.6192 11.6232 90.0 90.0 90.0
[spgr] 81 P -4
[natm] 552
Cu 29 0.0000 0.2500 0.00000 1
N 7 0.0356 0.3232 0.2876 1
N 7 0.0714 0.4224 0.034666667 1
C 6 0.0492 0.3700 0.3282 1
C 6 0.0360 0.4593 0.0993 1
C 6 0.0626 0.5166 0.139933333 1
C 6 0.9731 0.4447 0.129 1
C 6 0.1285 0.5321 0.111466667 1
H 1 0.9558 0.4102 0.1047 1
H 1 0.1412 0.5262 0.038033333 1
H 1 0.1562 0.5042 0.131033333 1
H 1 0.1412 0.5662 0.138366667 1
Cu 29 0.5000 0.2500 0.000000 1
Cu 29 0.5000 0.7500 0.166666667 1
Cu 29 0.0000 0.7500 0.196666667 1
N 7 0.4268 0.2856 0.0376 1
N 7 0.4644 0.6768 0.120933333 1
N 7 0.0732 0.7144 0.204266667 1
N 7 0.9644 0.6768 0.045733333 1
N 7 0.5732 0.7144 0.295733333 1
N 7 0.5356 0.3232 0.2124 1
N 7 0.9268 0.2856 0.129066667 1
N 7 0.5356 0.8232 0.120933333 1
N 7 0.9268 0.7856 0.204266667 1
N 7 0.9644 0.1768 0.2876 1
N 7 0.5732 0.2144 0.0376 1
N 7 0.4644 0.1768 0.2124 1
N 7 0.0732 0.2144 0.129066667 1
N 7 0.0356 0.8232 0.045733333 1
N 7 0.4268 0.7856 0.295733333 1
N 7 0.3276 0.3214 0.118 1
N 7 0.4286 0.5776 0.201333333 1
N 7 0.1724 0.6786 0.284666667 1
N 7 0.9286 0.5776 0.298666667 1
N 7 0.6724 0.6786 0.215333333 1
N 7 0.5714 0.4224 0.132 1
N 7 0.8276 0.3214 0.048666667 1
N 7 0.5714 0.9224 0.201333333 1
N 7 0.8276 0.8214 0.284666667 1
N 7 0.9286 0.0776 0.034666667 1
N 7 0.6724 0.1786 0.118 1
N 7 0.4286 0.0776 0.132 1
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N 7 0.1724 0.1786 0.048666667 1
N 7 0.0714 0.9224 0.298666667 1
N 7 0.3276 0.8214 0.215333333 1
C 6 0.3800 0.2992 0.0782 1
C 6 0.4508 0.630 0.161533333 1
C 6 0.1200 0.7008 0.244866667 1
C 6 0.9508 0.630 0.005133333 1
C 6 0.6200 0.7008 0.255133333 1
C 6 0.5492 0.370 0.1718 1
C 6 0.8800 0.2992 0.088466667 1
C 6 0.5492 0.870 0.161533333 1
C 6 0.8800 0.7992 0.244866667 1
C 6 0.9508 0.130 0.3282 1
C 6 0.6200 0.2008 0.0782 1
C 6 0.4508 0.130 0.1718 1
C 6 0.1200 0.2008 0.088466667 1
C 6 0.0492 0.870 0.005133333 1
C 6 0.3800 0.7992 0.255133333 1
C 6 0.2907 0.286 0.182633333 1
C 6 0.4640 0.5407 0.265966667 1
C 6 0.2093 0.714 0.015966667 1
C 6 0.964 0.5407 0.234033333 1
C 6 0.7093 0.714 0.1507 1
C 6 0.536 0.4593 0.067366667 1
C 6 0.7907 0.286 0.317366667 1
C 6 0.536 0.9593 0.265966667 1
C 6 0.7907 0.786 0.015966667 1
C 6 0.964 0.0407 0.0993 1
C 6 0.7093 0.214 0.182633333 1
C 6 0.464 0.0407 0.067366667 1
C 6 0.2093 0.214 0.317366667 1
C 6 0.036 0.9593 0.234033333 1
C 6 0.2907 0.786 0.1507 1
C 6 0.2334 0.3126 0.223266667 1
C 6 0.4374 0.4834 0.3066 1
C 6 0.2666 0.6874 0.0566 1
C 6 0.9374 0.4834 0.1934 1
C 6 0.7666 0.6874 0.110066667 1
C 6 0.5626 0.5166 0.026733333 1
C 6 0.7334 0.3126 0.276733333 1
C 6 0.5626 0.0166 0.3066 1
C 6 0.7334 0.8126 0.0566 1
C 6 0.9374 0.9834 0.139933333 1
C 6 0.7666 0.1874 0.223266667 1
C 6 0.4374 0.9834 0.026733333 1
C 6 0.2666 0.1874 0.276733333 1
C 6 0.0626 0.0166 0.1934 1
C 6 0.2334 0.8126 0.110066667 1
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C 6 0.3053 0.2231 0.212333333 1
C 6 0.5269 0.5553 0.295666667 1
C 6 0.1947 0.7769 0.045666667 1
C 6 0.0269 0.5553 0.204333333 1
C 6 0.6947 0.7769 0.121 1
C 6 0.4731 0.4447 0.037666667 1
C 6 0.8053 0.2231 0.287666667 1
C 6 0.4731 0.9447 0.295666667 1
C 6 0.8053 0.7231 0.045666667 1
C 6 0.0269 0.0553 0.129 1
C 6 0.6947 0.2769 0.212333333 1
C 6 0.5269 0.0553 0.037666667 1
C 6 0.1947 0.2769 0.287666667 1
C 6 0.9731 0.9447 0.204333333 1
C 6 0.3053 0.7231 0.121 1
C 6 0.2179 0.3785 0.1948 1
C 6 0.3715 0.4679 0.278133333 1
C 6 0.2821 0.6215 0.028133333 1
C 6 0.8715 0.4679 0.221866667 1
C 6 0.7821 0.6215 0.138533333 1
C 6 0.6285 0.5321 0.0552 1
C 6 0.7179 0.3785 0.3052 1
C 6 0.6285 0.0321 0.278133333 1
C 6 0.7179 0.8785 0.028133333 1
C 6 0.8715 0.9679 0.111466667 1
C 6 0.7821 0.1215 0.1948 1
C 6 0.3715 0.9679 0.0552 1
C 6 0.2821 0.1215 0.3052 1
C 6 0.1285 0.0321 0.221866667 1
C 6 0.2179 0.8785 0.138533333 1
H 1 0.3398 0.2058 0.188033333 1
H 1 0.5442 0.5898 0.271366667 1
H 1 0.1602 0.7942 0.021366667 1
H 1 0.0442 0.5898 0.228633333 1
H 1 0.6602 0.7942 0.1453 1
H 1 0.4558 0.4102 0.061966667 1
H 1 0.8398 0.2058 0.311966667 1
H 1 0.4558 0.9102 0.271366667 1
H 1 0.8398 0.7058 0.021366667 1
H 1 0.0442 0.0898 0.1047 1
H 1 0.6602 0.2942 0.188033333 1
H 1 0.5442 0.0898 0.061966667 1
H 1 0.1602 0.2942 0.311966667 1
H 1 0.9558 0.9102 0.228633333 1
H 1 0.3398 0.7058 0.1453 1
H 1 0.2238 0.3912 0.121366667 1
H 1 0.3588 0.4738 0.2047 1
H 1 0.2762 0.6088 0.288033333 1
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H 1 0.8588 0.4738 0.2953 1
H 1 0.7762 0.6088 0.211966667 1
H 1 0.6412 0.5262 0.128633333 1
H 1 0.7238 0.3912 0.0453 1
H 1 0.6412 0.0262 0.2047 1
H 1 0.7238 0.8912 0.288033333 1
H 1 0.8588 0.9738 0.038033333 1
H 1 0.7762 0.1088 0.121366667 1
H 1 0.3588 0.9738 0.128633333 1
H 1 0.2762 0.1088 0.0453 1
H 1 0.1412 0.0262 0.2953 1
H 1 0.2238 0.8912 0.211966667 1
H 1 0.2458 0.4062 0.214366667 1
H 1 0.3438 0.4958 0.2977 1
H 1 0.2542 0.5938 0.0477 1
H 1 0.8438 0.4958 0.2023 1
H 1 0.7542 0.5938 0.118966667 1
H 1 0.6562 0.5042 0.035633333 1
H 1 0.7458 0.4062 0.285633333 1
H 1 0.6562 0.0042 0.2977 1
H 1 0.7458 0.9062 0.0477 1
H 1 0.8438 0.9958 0.131033333 1
H 1 0.7542 0.0938 0.214366667 1
H 1 0.3438 0.9958 0.035633333 1
H 1 0.2542 0.0938 0.285633333 1
H 1 0.1562 0.0042 0.2023 1
H 1 0.2458 0.9062 0.118966667 1
H 1 0.1838 0.3912 0.2217 1
H 1 0.3588 0.4338 0.305033333 1
H 1 0.3162 0.6088 0.055033333 1
H 1 0.8588 0.4338 0.194966667 1
H 1 0.8162 0.6088 0.111633333 1
H 1 0.6412 0.5662 0.0283 1
H 1 0.6838 0.3912 0.2783 1
H 1 0.6412 0.0662 0.305033333 1
H 1 0.6838 0.8912 0.055033333 1
H 1 0.8588 0.9338 0.138366667 1
H 1 0.8162 0.1088 0.2217 1
H 1 0.3588 0.9338 0.0283 1
H 1 0.3162 0.1088 0.2783 1
H 1 0.1412 0.0662 0.194966667 1
H 1 0.1838 0.8912 0.111633333 1
Cu 29 0.0000 0.25 0.113333333 1
Cu 29 0.5000 0.75 0.051333333 1
Cu 29 0.0000 0.75 0.077666667 1
Cu 29 0.0000 0.75 0.300666667 1
Cu 29 0.0000 0.25 0.333333333 1
N 7 0.0356 0.3232 0.61247611 1
103
Stellenbosch University  https://scholar.sun.ac.za
N 7 0.0714 0.4224 0.359542777 1
C 6 0.0492 0.37 0.65307611 1
C 6 0.0360 0.4593 0.42417611 1
C 6 0.0626 0.5166 0.464809443 1
C 6 0.9731 0.4447 0.45387611 1
C 6 0.1285 0.5321 0.436342777 1
H 1 0.9558 0.4102 0.42957611 1
H 1 0.1412 0.5262 0.362909443 1
H 1 0.1562 0.5042 0.455909443 1
H 1 0.1412 0.5662 0.463242777 1
Cu 29 0.5000 0.2500 0.333333333 1
Cu 29 0.5000 0.7500 0.50000 1
Cu 29 0.0000 0.7500 0.53000 1
N 7 0.4268 0.2856 0.36247611 1
N 7 0.4644 0.6768 0.445809443 1
N 7 0.0732 0.7144 0.529142777 1
N 7 0.9644 0.6768 0.370609443 1
N 7 0.5732 0.7144 0.620609443 1
N 7 0.5356 0.3232 0.53727611 1
N 7 0.9268 0.2856 0.453942777 1
N 7 0.5356 0.8232 0.445809443 1
N 7 0.9268 0.7856 0.529142777 1
N 7 0.9644 0.1768 0.61247611 1
N 7 0.5732 0.2144 0.36247611 1
N 7 0.4644 0.1768 0.53727611 1
N 7 0.0732 0.2144 0.453942777 1
N 7 0.0356 0.8232 0.370609443 1
N 7 0.4268 0.7856 0.620609443 1
N 7 0.3276 0.3214 0.44287611 1
N 7 0.4286 0.5776 0.526209443 1
N 7 0.1724 0.6786 0.609542777 1
N 7 0.9286 0.5776 0.623542777 1
N 7 0.6724 0.6786 0.540209443 1
N 7 0.5714 0.4224 0.45687611 1
N 7 0.8276 0.3214 0.373542777 1
N 7 0.5714 0.9224 0.526209443 1
N 7 0.8276 0.8214 0.609542777 1
N 7 0.9286 0.0776 0.359542777 1
N 7 0.6724 0.1786 0.44287611 1
N 7 0.4286 0.0776 0.45687611 1
N 7 0.1724 0.1786 0.373542777 1
N 7 0.0714 0.9224 0.623542777 1
N 7 0.3276 0.8214 0.540209443 1
C 6 0.38 0.2992 0.40307611 1
C 6 0.4508 0.63 0.486409443 1
C 6 0.12 0.7008 0.569742777 1
C 6 0.9508 0.63 0.330009443 1
C 6 0.62 0.7008 0.580009443 1
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C 6 0.5492 0.37 0.49667611 1
C 6 0.88 0.2992 0.413342777 1
C 6 0.5492 0.87 0.486409443 1
C 6 0.88 0.7992 0.569742777 1
C 6 0.9508 0.13 0.65307611 1
C 6 0.62 0.2008 0.40307611 1
C 6 0.4508 0.13 0.49667611 1
C 6 0.12 0.2008 0.413342777 1
C 6 0.0492 0.87 0.330009443 1
C 6 0.38 0.7992 0.580009443 1
C 6 0.2907 0.286 0.507509443 1
C 6 0.464 0.5407 0.590842777 1
C 6 0.2093 0.714 0.340842777 1
C 6 0.964 0.5407 0.558909443 1
C 6 0.7093 0.714 0.47557611 1
C 6 0.536 0.4593 0.392242777 1
C 6 0.7907 0.286 0.642242777 1
C 6 0.536 0.9593 0.590842777 1
C 6 0.7907 0.786 0.340842777 1
C 6 0.964 0.0407 0.42417611 1
C 6 0.7093 0.214 0.507509443 1
C 6 0.464 0.0407 0.392242777 1
C 6 0.2093 0.214 0.642242777 1
C 6 0.036 0.9593 0.558909443 1
C 6 0.2907 0.786 0.47557611 1
C 6 0.2334 0.3126 0.548142777 1
C 6 0.4374 0.4834 0.63147611 1
C 6 0.2666 0.6874 0.38147611 1
C 6 0.9374 0.4834 0.51827611 1
C 6 0.7666 0.6874 0.434942777 1
C 6 0.5626 0.5166 0.351609443 1
C 6 0.7334 0.3126 0.601609443 1
C 6 0.5626 0.0166 0.63147611 1
C 6 0.7334 0.8126 0.38147611 1
C 6 0.9374 0.9834 0.464809443 1
C 6 0.7666 0.1874 0.548142777 1
C 6 0.4374 0.9834 0.351609443 1
C 6 0.2666 0.1874 0.601609443 1
C 6 0.0626 0.0166 0.51827611 1
C 6 0.2334 0.8126 0.434942777 1
C 6 0.3053 0.2231 0.537209443 1
C 6 0.5269 0.5553 0.620542777 1
C 6 0.1947 0.7769 0.370542777 1
C 6 0.0269 0.5553 0.529209443 1
C 6 0.6947 0.7769 0.44587611 1
C 6 0.4731 0.4447 0.362542777 1
C 6 0.8053 0.2231 0.612542777 1
C 6 0.4731 0.9447 0.620542777 1
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C 6 0.8053 0.7231 0.370542777 1
C 6 0.0269 0.0553 0.45387611 1
C 6 0.6947 0.2769 0.537209443 1
C 6 0.5269 0.0553 0.362542777 1
C 6 0.1947 0.2769 0.612542777 1
C 6 0.9731 0.9447 0.529209443 1
C 6 0.3053 0.7231 0.44587611 1
C 6 0.2179 0.3785 0.51967611 1
C 6 0.3715 0.4679 0.603009443 1
C 6 0.2821 0.6215 0.353009443 1
C 6 0.8715 0.4679 0.546742777 1
C 6 0.7821 0.6215 0.463409443 1
C 6 0.6285 0.5321 0.38007611 1
C 6 0.7179 0.3785 0.63007611 1
C 6 0.6285 0.0321 0.603009443 1
C 6 0.7179 0.8785 0.353009443 1
C 6 0.8715 0.9679 0.436342777 1
C 6 0.7821 0.1215 0.51967611 1
C 6 0.3715 0.9679 0.38007611 1
C 6 0.2821 0.1215 0.63007611 1
C 6 0.1285 0.0321 0.546742777 1
C 6 0.2179 0.8785 0.463409443 1
H 1 0.3398 0.2058 0.512909443 1
H 1 0.5442 0.5898 0.596242777 1
H 1 0.1602 0.7942 0.346242777 1
H 1 0.0442 0.5898 0.553509443 1
H 1 0.6602 0.7942 0.47017611 1
H 1 0.4558 0.4102 0.386842777 1
H 1 0.8398 0.2058 0.636842777 1
H 1 0.4558 0.9102 0.596242777 1
H 1 0.8398 0.7058 0.346242777 1
H 1 0.0442 0.0898 0.42957611 1
H 1 0.6602 0.2942 0.512909443 1
H 1 0.5442 0.0898 0.386842777 1
H 1 0.1602 0.2942 0.636842777 1
H 1 0.9558 0.9102 0.553509443 1
H 1 0.3398 0.7058 0.47017611 1
H 1 0.2238 0.3912 0.446242777 1
H 1 0.3588 0.4738 0.52957611 1
H 1 0.2762 0.6088 0.612909443 1
H 1 0.8588 0.4738 0.62017611 1
H 1 0.7762 0.6088 0.536842777 1
H 1 0.6412 0.5262 0.453509443 1
H 1 0.7238 0.3912 0.37017611 1
H 1 0.6412 0.0262 0.52957611 1
H 1 0.7238 0.8912 0.612909443 1
H 1 0.8588 0.9738 0.362909443 1
H 1 0.7762 0.1088 0.446242777 1
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H 1 0.3588 0.9738 0.453509443 1
H 1 0.2762 0.1088 0.37017611 1
H 1 0.1412 0.0262 0.62017611 1
H 1 0.2238 0.8912 0.536842777 1
H 1 0.2458 0.4062 0.539242777 1
H 1 0.3438 0.4958 0.62257611 1
H 1 0.2542 0.5938 0.37257611 1
H 1 0.8438 0.4958 0.52717611 1
H 1 0.7542 0.5938 0.443842777 1
H 1 0.6562 0.5042 0.360509443 1
H 1 0.7458 0.4062 0.610509443 1
H 1 0.6562 0.0042 0.62257611 1
H 1 0.7458 0.9062 0.37257611 1
H 1 0.8438 0.9958 0.455909443 1
H 1 0.7542 0.0938 0.539242777 1
H 1 0.3438 0.9958 0.360509443 1
H 1 0.2542 0.0938 0.610509443 1
H 1 0.1562 0.0042 0.52717611 1
H 1 0.2458 0.9062 0.443842777 1
H 1 0.1838 0.3912 0.54657611 1
H 1 0.3588 0.4338 0.629909443 1
H 1 0.3162 0.6088 0.379909443 1
H 1 0.8588 0.4338 0.519842777 1
H 1 0.8162 0.6088 0.436509443 1
H 1 0.6412 0.5662 0.35317611 1
H 1 0.6838 0.3912 0.60317611 1
H 1 0.6412 0.0662 0.629909443 1
H 1 0.6838 0.8912 0.379909443 1
H 1 0.8588 0.9338 0.463242777 1
H 1 0.8162 0.1088 0.54657611 1
H 1 0.3588 0.9338 0.35317611 1
H 1 0.3162 0.1088 0.60317611 1
H 1 0.1412 0.0662 0.519842777 1
H 1 0.1838 0.8912 0.436509443 1
Cu 29 0.0000 0.2500 0.446666667 1
Cu 29 0.5000 0.7500 0.384666667 1
Cu 29 0.0000 0.7500 0.411 1
Cu 29 0.0000 0.7500 0.634 1
Cu 29 0.0000 0.2500 0.666666667 1
N 7 0.0356 0.3232 0.945809443 1
N 7 0.0714 0.4224 0.69287611 1
C 6 0.0492 0.3700 0.986409443 1
C 6 0.0360 0.4593 0.757509443 1
C 6 0.0626 0.5166 0.798142777 1
C 6 0.9731 0.4447 0.787209443 1
C 6 0.1285 0.5321 0.76967611 1
H 1 0.9558 0.4102 0.762909443 1
H 1 0.1412 0.5262 0.696242777 1
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H 1 0.1562 0.5042 0.789242777 1
H 1 0.1412 0.5662 0.79657611 1
Cu 29 0.5000 0.2500 0.666666667 1
Cu 29 0.5000 0.7500 0.833333333 1
Cu 29 0.0000 0.7500 0.863333333 1
N 7 0.4268 0.2856 0.695809443 1
N 7 0.4644 0.6768 0.779142777 1
N 7 0.0732 0.7144 0.86247611 1
N 7 0.9644 0.6768 0.703942777 1
N 7 0.5732 0.7144 0.953942777 1
N 7 0.5356 0.3232 0.870609443 1
N 7 0.9268 0.2856 0.78727611 1
N 7 0.5356 0.8232 0.779142777 1
N 7 0.9268 0.7856 0.86247611 1
N 7 0.9644 0.1768 0.945809443 1
N 7 0.5732 0.2144 0.695809443 1
N 7 0.4644 0.1768 0.870609443 1
N 7 0.0732 0.2144 0.78727611 1
N 7 0.0356 0.8232 0.703942777 1
N 7 0.4268 0.7856 0.953942777 1
N 7 0.3276 0.3214 0.776209443 1
N 7 0.4286 0.5776 0.859542777 1
N 7 0.1724 0.6786 0.94287611 1
N 7 0.9286 0.5776 0.95687611 1
N 7 0.6724 0.6786 0.873542777 1
N 7 0.5714 0.4224 0.790209443 1
N 7 0.8276 0.3214 0.70687611 1
N 7 0.5714 0.9224 0.859542777 1
N 7 0.8276 0.8214 0.94287611 1
N 7 0.9286 0.0776 0.69287611 1
N 7 0.6724 0.1786 0.776209443 1
N 7 0.4286 0.0776 0.790209443 1
N 7 0.1724 0.1786 0.70687611 1
N 7 0.0714 0.9224 0.95687611 1
N 7 0.3276 0.8214 0.873542777 1
C 6 0.38 0.2992 0.736409443 1
C 6 0.4508 0.63 0.819742777 1
C 6 0.12 0.7008 0.90307611 1
C 6 0.9508 0.63 0.663342777 1
C 6 0.62 0.7008 0.913342777 1
C 6 0.5492 0.37 0.830009443 1
C 6 0.88 0.2992 0.74667611 1
C 6 0.5492 0.87 0.819742777 1
C 6 0.88 0.7992 0.90307611 1
C 6 0.9508 0.13 0.986409443 1
C 6 0.62 0.2008 0.736409443 1
C 6 0.4508 0.13 0.830009443 1
C 6 0.12 0.2008 0.74667611 1
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C 6 0.0492 0.87 0.663342777 1
C 6 0.38 0.7992 0.913342777 1
C 6 0.2907 0.286 0.840842777 1
C 6 0.464 0.5407 0.92417611 1
C 6 0.2093 0.714 0.67417611 1
C 6 0.964 0.5407 0.892242777 1
C 6 0.7093 0.714 0.808909443 1
C 6 0.536 0.4593 0.72557611 1
C 6 0.7907 0.286 0.97557611 1
C 6 0.536 0.9593 0.92417611 1
C 6 0.7907 0.786 0.67417611 1
C 6 0.964 0.0407 0.757509443 1
C 6 0.7093 0.214 0.840842777 1
C 6 0.464 0.0407 0.72557611 1
C 6 0.2093 0.214 0.97557611 1
C 6 0.036 0.9593 0.892242777 1
C 6 0.2907 0.786 0.808909443 1
C 6 0.2334 0.3126 0.88147611 1
C 6 0.4374 0.4834 0.964809443 1
C 6 0.2666 0.6874 0.714809443 1
C 6 0.9374 0.4834 0.851609443 1
C 6 0.7666 0.6874 0.76827611 1
C 6 0.5626 0.5166 0.684942777 1
C 6 0.7334 0.3126 0.934942777 1
C 6 0.5626 0.0166 0.964809443 1
C 6 0.7334 0.8126 0.714809443 1
C 6 0.9374 0.9834 0.798142777 1
C 6 0.7666 0.1874 0.88147611 1
C 6 0.4374 0.9834 0.684942777 1
C 6 0.2666 0.1874 0.934942777 1
C 6 0.0626 0.0166 0.851609443 1
C 6 0.2334 0.8126 0.76827611 1
C 6 0.3053 0.2231 0.870542777 1
C 6 0.5269 0.5553 0.95387611 1
C 6 0.1947 0.7769 0.70387611 1
C 6 0.0269 0.5553 0.862542777 1
C 6 0.6947 0.7769 0.779209443 1
C 6 0.4731 0.4447 0.69587611 1
C 6 0.8053 0.2231 0.94587611 1
C 6 0.4731 0.9447 0.95387611 1
C 6 0.8053 0.7231 0.70387611 1
C 6 0.0269 0.0553 0.787209443 1
C 6 0.6947 0.2769 0.870542777 1
C 6 0.5269 0.0553 0.69587611 1
C 6 0.1947 0.2769 0.94587611 1
C 6 0.9731 0.9447 0.862542777 1
C 6 0.3053 0.7231 0.779209443 1
C 6 0.2179 0.3785 0.853009443 1
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C 6 0.3715 0.4679 0.936342777 1
C 6 0.2821 0.6215 0.686342777 1
C 6 0.8715 0.4679 0.88007611 1
C 6 0.7821 0.6215 0.796742777 1
C 6 0.6285 0.5321 0.713409443 1
C 6 0.7179 0.3785 0.963409443 1
C 6 0.6285 0.0321 0.936342777 1
C 6 0.7179 0.8785 0.686342777 1
C 6 0.8715 0.9679 0.76967611 1
C 6 0.7821 0.1215 0.853009443 1
C 6 0.3715 0.9679 0.713409443 1
C 6 0.2821 0.1215 0.963409443 1
C 6 0.1285 0.0321 0.88007611 1
C 6 0.2179 0.8785 0.796742777 1
H 1 0.3398 0.2058 0.846242777 1
H 1 0.5442 0.5898 0.92957611 1
H 1 0.1602 0.7942 0.67957611 1
H 1 0.0442 0.5898 0.886842777 1
H 1 0.6602 0.7942 0.803509443 1
H 1 0.4558 0.4102 0.72017611 1
H 1 0.8398 0.2058 0.97017611 1
H 1 0.4558 0.9102 0.92957611 1
H 1 0.8398 0.7058 0.67957611 1
H 1 0.0442 0.0898 0.762909443 1
H 1 0.6602 0.2942 0.846242777 1
H 1 0.5442 0.0898 0.72017611 1
H 1 0.1602 0.2942 0.97017611 1
H 1 0.9558 0.9102 0.886842777 1
H 1 0.3398 0.7058 0.803509443 1
H 1 0.2238 0.3912 0.77957611 1
H 1 0.3588 0.4738 0.862909443 1
H 1 0.2762 0.6088 0.946242777 1
H 1 0.8588 0.4738 0.953509443 1
H 1 0.7762 0.6088 0.87017611 1
H 1 0.6412 0.5262 0.786842777 1
H 1 0.7238 0.3912 0.703509443 1
H 1 0.6412 0.0262 0.862909443 1
H 1 0.7238 0.8912 0.946242777 1
H 1 0.8588 0.9738 0.696242777 1
H 1 0.7762 0.1088 0.77957611 1
H 1 0.3588 0.9738 0.786842777 1
H 1 0.2762 0.1088 0.703509443 1
H 1 0.1412 0.0262 0.953509443 1
H 1 0.2238 0.8912 0.87017611 1
H 1 0.2458 0.4062 0.87257611 1
H 1 0.3438 0.4958 0.955909443 1
H 1 0.2542 0.5938 0.705909443 1
H 1 0.8438 0.4958 0.860509443 1
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H 1 0.7542 0.5938 0.77717611 1
H 1 0.6562 0.5042 0.693842777 1
H 1 0.7458 0.4062 0.943842777 1
H 1 0.6562 0.0042 0.955909443 1
H 1 0.7458 0.9062 0.705909443 1
H 1 0.8438 0.9958 0.789242777 1
H 1 0.7542 0.0938 0.87257611 1
H 1 0.3438 0.9958 0.693842777 1
H 1 0.2542 0.0938 0.943842777 1
H 1 0.1562 0.0042 0.860509443 1
H 1 0.2458 0.9062 0.77717611 1
H 1 0.1838 0.3912 0.879909443 1
H 1 0.3588 0.4338 0.963242777 1
H 1 0.3162 0.6088 0.713242777 1
H 1 0.8588 0.4338 0.85317611 1
H 1 0.8162 0.6088 0.769842777 1
H 1 0.6412 0.5662 0.686509443 1
H 1 0.6838 0.3912 0.936509443 1
H 1 0.6412 0.0662 0.963242777 1
H 1 0.6838 0.8912 0.713242777 1
H 1 0.8588 0.9338 0.79657611 1
H 1 0.8162 0.1088 0.879909443 1
H 1 0.3588 0.9338 0.686509443 1
H 1 0.3162 0.1088 0.936509443 1
H 1 0.1412 0.0662 0.85317611 1
H 1 0.1838 0.8912 0.769842777 1
Cu 29 0.000 0.25 0.78000 1
Cu 29 0.5000 0.75 0.71800 1
Cu 29 0.000 0.75 0.744333333 1
Cu 29 0.0000 0.75 0.967333333 1
[biso] 0.0
[note] Refs. 62, 74 and this work
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Cu[MeBr-DCNQI]2 salts: CIF for charge density wave phase (90 K)
[titl] Cu-(MeBr-DCNQI) superstructure (modulated along c and a)
[cell] P 21.627 21.627 11.34 90.0 90.0 90.0
[spgr] 81 P -4
[natm] 600
Cu 29 0.000000000 0.250000000 0.000000000 1
Br 35 0.860176201 0.963165201 0.265375000 1
N 7 0.965783201 0.178041201 0.119886667 1
C 6 0.939816201 0.984337201 0.304189333 1
N 7 0.930854201 0.078201201 0.198222667 1
C 6 0.952686201 0.130754201 0.158923667 1
C 6 0.974627201 0.945809201 0.036309667 1
H 1 0.957202201 0.907825201 0.061140667 1
C 6 0.965901201 0.042111201 0.264119000 1
C 6 0.872786201 0.970633201 0.266810000 1
H 1 0.867274201 0.982489201 0.186034333 1
H 1 0.844175201 0.994284201 0.315049667 1
H 1 0.864370201 0.926429201 0.275623000 1
Cu 29 0.500000000 0.250000000 0.000000000 1
Cu 29 0.500000000 0.750000000 0.166666667 1
Cu 29 0.000000000 0.750000000 0.196666667 1
Br 35 0.789239201 0.110176201 0.015375000 1
Br 35 0.642228201 0.039239201 0.098708333 1
Br 35 0.713165201 0.892228201 0.182041667 1
Br 35 0.142228201 0.039239201 0.067958333 1
Br 35 0.213165201 0.892228201 0.317958333 1
Br 35 0.360176201 0.963165201 0.234625000 1
Br 35 0.289239201 0.110176201 0.151291667 1
Br 35 0.360176201 0.463165201 0.098708333 1
Br 35 0.289239201 0.610176201 0.182041667 1
Br 35 0.142228201 0.539239201 0.265375000 1
Br 35 0.213165201 0.392228201 0.015375000 1
Br 35 0.642228201 0.539239201 0.234625000 1
Br 35 0.713165201 0.392228201 0.151291667 1
Br 35 0.860176201 0.463165201 0.067958333 1
Br 35 0.789239201 0.610176201 0.317958333 1
N 7 0.574363201 0.215783201 0.203220000 1
N 7 0.536621201 0.824363201 0.286553333 1
N 7 0.928041201 0.786621201 0.036553333 1
N 7 0.036621201 0.824363201 0.213446667 1
N 7 0.428041201 0.786621201 0.130113333 1
N 7 0.465783201 0.178041201 0.046780000 1
N 7 0.074363201 0.215783201 0.296780000 1
N 7 0.465783201 0.678041201 0.286553333 1
N 7 0.074363201 0.715783201 0.036553333 1
N 7 0.036621201 0.324363201 0.119886667 1
N 7 0.428041201 0.286621201 0.203220000 1
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N 7 0.536621201 0.324363201 0.046780000 1
N 7 0.928041201 0.286621201 0.296780000 1
N 7 0.965783201 0.678041201 0.213446667 1
N 7 0.574363201 0.715783201 0.130113333 1
C 6 0.768067201 0.189816201 0.054189333 1
C 6 0.562588201 0.018067201 0.137522667 1
C 6 0.734337201 0.812588201 0.220856000 1
C 6 0.062588201 0.018067201 0.029144000 1
C 6 0.234337201 0.812588201 0.279144000 1
C 6 0.439816201 0.984337201 0.195810667 1
C 6 0.268067201 0.189816201 0.112477333 1
C 6 0.439816201 0.484337201 0.137522667 1
C 6 0.268067201 0.689816201 0.220856000 1
C 6 0.062588201 0.518067201 0.304189333 1
C 6 0.234337201 0.312588201 0.054189333 1
C 6 0.562588201 0.518067201 0.195810667 1
C 6 0.734337201 0.312588201 0.112477333 1
C 6 0.939816201 0.484337201 0.029144000 1
C 6 0.768067201 0.689816201 0.279144000 1
N 7 0.674203201 0.180854201 0.281556000 1
N 7 0.571550201 0.924203201 0.031556000 1
N 7 0.828201201 0.821550201 0.114889333 1
N 7 0.071550201 0.924203201 0.135110667 1
N 7 0.328201201 0.821550201 0.051777333 1
N 7 0.430854201 0.078201201 0.301777333 1
N 7 0.174203201 0.180854201 0.218444000 1
N 7 0.430854201 0.578201201 0.031556000 1
N 7 0.174203201 0.680854201 0.114889333 1
N 7 0.071550201 0.424203201 0.198222667 1
N 7 0.328201201 0.321550201 0.281556000 1
N 7 0.571550201 0.424203201 0.301777333 1
N 7 0.828201201 0.321550201 0.218444000 1
N 7 0.930854201 0.578201201 0.135110667 1
N 7 0.674203201 0.680854201 0.051777333 1
C 6 0.621650201 0.202686201 0.242257000 1
C 6 0.549718201 0.871650201 0.325590333 1
C 6 0.880754201 0.799718201 0.075590333 1
C 6 0.049718201 0.871650201 0.174409667 1
C 6 0.380754201 0.799718201 0.091076333 1
C 6 0.452686201 0.130754201 0.007743000 1
C 6 0.121650201 0.202686201 0.257743000 1
C 6 0.452686201 0.630754201 0.325590333 1
C 6 0.121650201 0.702686201 0.075590333 1
C 6 0.049718201 0.371650201 0.158923667 1
C 6 0.380754201 0.299718201 0.242257000 1
C 6 0.549718201 0.371650201 0.007743000 1
C 6 0.880754201 0.299718201 0.257743000 1
C 6 0.952686201 0.630754201 0.174409667 1
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C 6 0.621650201 0.702686201 0.091076333 1
C 6 0.806595201 0.224627201 0.119643000 1
C 6 0.527777201 0.056595201 0.202976333 1
C 6 0.695809201 0.777777201 0.286309667 1
C 6 0.027777201 0.056595201 0.297023667 1
C 6 0.195809201 0.777777201 0.213690333 1
C 6 0.474627201 0.945809201 0.130357000 1
C 6 0.306595201 0.224627201 0.047023667 1
C 6 0.474627201 0.445809201 0.202976333 1
C 6 0.306595201 0.724627201 0.286309667 1
C 6 0.027777201 0.556595201 0.036309667 1
C 6 0.195809201 0.277777201 0.119643000 1
C 6 0.527777201 0.556595201 0.130357000 1
C 6 0.695809201 0.277777201 0.047023667 1
C 6 0.974627201 0.445809201 0.297023667 1
C 6 0.806595201 0.724627201 0.213690333 1
H 1 0.844579201 0.207202201 0.144474000 1
H 1 0.545202201 0.094579201 0.227807333 1
H 1 0.657825201 0.795202201 0.311140667 1
H 1 0.045202201 0.094579201 0.272192667 1
H 1 0.157825201 0.795202201 0.188859333 1
H 1 0.457202201 0.907825201 0.105526000 1
H 1 0.344579201 0.207202201 0.022192667 1
H 1 0.457202201 0.407825201 0.227807333 1
H 1 0.344579201 0.707202201 0.311140667 1
H 1 0.045202201 0.594579201 0.061140667 1
H 1 0.157825201 0.295202201 0.144474000 1
H 1 0.545202201 0.594579201 0.105526000 1
H 1 0.657825201 0.295202201 0.022192667 1
H 1 0.957202201 0.407825201 0.272192667 1
H 1 0.844579201 0.707202201 0.188859333 1
C 6 0.710293201 0.215901201 0.014119000 1
C 6 0.536503201 0.960293201 0.097452333 1
C 6 0.792111201 0.786503201 0.180785667 1
C 6 0.036503201 0.960293201 0.069214333 1
C 6 0.292111201 0.786503201 0.319214333 1
C 6 0.465901201 0.042111201 0.235881000 1
C 6 0.210293201 0.215901201 0.152547667 1
C 6 0.465901201 0.542111201 0.097452333 1
C 6 0.210293201 0.715901201 0.180785667 1
C 6 0.036503201 0.460293201 0.264119000 1
C 6 0.292111201 0.286503201 0.014119000 1
C 6 0.536503201 0.460293201 0.235881000 1
C 6 0.792111201 0.286503201 0.152547667 1
C 6 0.965901201 0.542111201 0.069214333 1
C 6 0.710293201 0.715901201 0.319214333 1
C 6 0.781771201 0.122786201 0.016810000 1
C 6 0.629618201 0.031771201 0.100143333 1
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C 6 0.720633201 0.879618201 0.183476667 1
C 6 0.129618201 0.031771201 0.066523333 1
C 6 0.220633201 0.879618201 0.316523333 1
C 6 0.372786201 0.970633201 0.233190000 1
C 6 0.281771201 0.122786201 0.149856667 1
C 6 0.372786201 0.470633201 0.100143333 1
C 6 0.281771201 0.622786201 0.183476667 1
C 6 0.129618201 0.531771201 0.266810000 1
C 6 0.220633201 0.379618201 0.016810000 1
C 6 0.629618201 0.531771201 0.233190000 1
C 6 0.720633201 0.379618201 0.149856667 1
C 6 0.872786201 0.470633201 0.066523333 1
C 6 0.781771201 0.622786201 0.316523333 1
H 1 0.769915201 0.117274201 0.269367667 1
H 1 0.635130201 0.019915201 0.019367667 1
H 1 0.732489201 0.885130201 0.102701000 1
H 1 0.135130201 0.019915201 0.147299000 1
H 1 0.232489201 0.885130201 0.063965667 1
H 1 0.367274201 0.982489201 0.313965667 1
H 1 0.269915201 0.117274201 0.230632333 1
H 1 0.367274201 0.482489201 0.019367667 1
H 1 0.269915201 0.617274201 0.102701000 1
H 1 0.135130201 0.519915201 0.186034333 1
H 1 0.232489201 0.385130201 0.269367667 1
H 1 0.635130201 0.519915201 0.313965667 1
H 1 0.732489201 0.385130201 0.230632333 1
H 1 0.867274201 0.482489201 0.147299000 1
H 1 0.769915201 0.617274201 0.063965667 1
H 1 0.758120201 0.094175201 0.065049667 1
H 1 0.658229201 0.008120201 0.148383000 1
H 1 0.744284201 0.908229201 0.231716333 1
H 1 0.158229201 0.008120201 0.018283667 1
H 1 0.244284201 0.908229201 0.268283667 1
H 1 0.344175201 0.994284201 0.184950333 1
H 1 0.258120201 0.094175201 0.101617000 1
H 1 0.344175201 0.494284201 0.148383000 1
H 1 0.258120201 0.594175201 0.231716333 1
H 1 0.158229201 0.508120201 0.315049667 1
H 1 0.244284201 0.408229201 0.065049667 1
H 1 0.658229201 0.508120201 0.184950333 1
H 1 0.744284201 0.408229201 0.101617000 1
H 1 0.844175201 0.494284201 0.018283667 1
H 1 0.758120201 0.594175201 0.268283667 1
H 1 0.825975201 0.114370201 0.025623000 1
H 1 0.638034201 0.075975201 0.108956333 1
H 1 0.676429201 0.888034201 0.192289667 1
H 1 0.138034201 0.075975201 0.057710333 1
H 1 0.176429201 0.888034201 0.307710333 1
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H 1 0.364370201 0.926429201 0.224377000 1
H 1 0.325975201 0.114370201 0.141043667 1
H 1 0.364370201 0.426429201 0.108956333 1
H 1 0.325975201 0.614370201 0.192289667 1
H 1 0.138034201 0.575975201 0.275623000 1
H 1 0.176429201 0.388034201 0.025623000 1
H 1 0.638034201 0.575975201 0.224377000 1
H 1 0.676429201 0.388034201 0.141043667 1
H 1 0.864370201 0.426429201 0.057710333 1
H 1 0.825975201 0.614370201 0.307710333 1
Cu 29 0.000000000 0.500000000 0.113333300 1
Cu 29 0.500000000 0.750000000 0.051333300 1
Cu 29 0.000000000 0.750000000 0.077667000 1
Cu 29 0.000000000 0.750000000 0.300667000 1
Cu 29 0.000000000 0.250000000 0.333333333 1
Br 35 0.860176201 0.963165201 0.592006393 1
N 7 0.965783201 0.178041201 0.446518060 1
C 6 0.939816201 0.984337201 0.630820727 1
N 7 0.930854201 0.078201201 0.524854060 1
C 6 0.952686201 0.130754201 0.485555060 1
C 6 0.974627201 0.945809201 0.362941060 1
H 1 0.957202201 0.907825201 0.387772060 1
C 6 0.965901201 0.042111201 0.590750393 1
C 6 0.872786201 0.970633201 0.593441393 1
H 1 0.867274201 0.982489201 0.512665727 1
H 1 0.844175201 0.994284201 0.641681060 1
H 1 0.864370201 0.926429201 0.602254393 1
Cu 29 0.500000000 0.250000000 0.333333333 1
Cu 29 0.500000000 0.750000000 0.500000000 1
Cu 29 0.000000000 0.750000000 0.530000000 1
Br 35 0.789239201 0.110176201 0.342006393 1
Br 35 0.642228201 0.039239201 0.425339727 1
Br 35 0.713165201 0.892228201 0.508673060 1
Br 35 0.142228201 0.039239201 0.394589727 1
Br 35 0.213165201 0.892228201 0.644589727 1
Br 35 0.360176201 0.963165201 0.561256393 1
Br 35 0.289239201 0.110176201 0.477923060 1
Br 35 0.360176201 0.463165201 0.425339727 1
Br 35 0.289239201 0.610176201 0.508673060 1
Br 35 0.142228201 0.539239201 0.592006393 1
Br 35 0.213165201 0.392228201 0.342006393 1
Br 35 0.642228201 0.539239201 0.561256393 1
Br 35 0.713165201 0.392228201 0.477923060 1
Br 35 0.860176201 0.463165201 0.394589727 1
Br 35 0.789239201 0.610176201 0.644589727 1
N 7 0.574363201 0.215783201 0.529851393 1
N 7 0.536621201 0.824363201 0.613184727 1
N 7 0.928041201 0.786621201 0.363184727 1
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N 7 0.036621201 0.824363201 0.540078060 1
N 7 0.428041201 0.786621201 0.456744727 1
N 7 0.465783201 0.178041201 0.373411393 1
N 7 0.074363201 0.215783201 0.623411393 1
N 7 0.465783201 0.678041201 0.613184727 1
N 7 0.074363201 0.715783201 0.363184727 1
N 7 0.036621201 0.324363201 0.446518060 1
N 7 0.428041201 0.286621201 0.529851393 1
N 7 0.536621201 0.324363201 0.373411393 1
N 7 0.928041201 0.286621201 0.623411393 1
N 7 0.965783201 0.678041201 0.540078060 1
N 7 0.574363201 0.715783201 0.456744727 1
C 6 0.768067201 0.189816201 0.380820727 1
C 6 0.562588201 0.018067201 0.464154060 1
C 6 0.734337201 0.812588201 0.547487393 1
C 6 0.062588201 0.018067201 0.355775393 1
C 6 0.234337201 0.812588201 0.605775393 1
C 6 0.439816201 0.984337201 0.522442060 1
C 6 0.268067201 0.189816201 0.439108727 1
C 6 0.439816201 0.484337201 0.464154060 1
C 6 0.268067201 0.689816201 0.547487393 1
C 6 0.062588201 0.518067201 0.630820727 1
C 6 0.234337201 0.312588201 0.380820727 1
C 6 0.562588201 0.518067201 0.522442060 1
C 6 0.734337201 0.312588201 0.439108727 1
C 6 0.939816201 0.484337201 0.355775393 1
C 6 0.768067201 0.689816201 0.605775393 1
N 7 0.674203201 0.180854201 0.608187393 1
N 7 0.571550201 0.924203201 0.358187393 1
N 7 0.828201201 0.821550201 0.441520727 1
N 7 0.071550201 0.924203201 0.461742060 1
N 7 0.328201201 0.821550201 0.378408727 1
N 7 0.430854201 0.078201201 0.628408727 1
N 7 0.174203201 0.180854201 0.545075393 1
N 7 0.430854201 0.578201201 0.358187393 1
N 7 0.174203201 0.680854201 0.441520727 1
N 7 0.071550201 0.424203201 0.524854060 1
N 7 0.328201201 0.321550201 0.608187393 1
N 7 0.571550201 0.424203201 0.628408727 1
N 7 0.828201201 0.321550201 0.545075393 1
N 7 0.930854201 0.578201201 0.461742060 1
N 7 0.674203201 0.680854201 0.378408727 1
C 6 0.621650201 0.202686201 0.568888393 1
C 6 0.549718201 0.871650201 0.652221727 1
C 6 0.880754201 0.799718201 0.402221727 1
C 6 0.049718201 0.871650201 0.501041060 1
C 6 0.380754201 0.799718201 0.417707727 1
C 6 0.452686201 0.130754201 0.334374393 1
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C 6 0.121650201 0.202686201 0.584374393 1
C 6 0.452686201 0.630754201 0.652221727 1
C 6 0.121650201 0.702686201 0.402221727 1
C 6 0.049718201 0.371650201 0.485555060 1
C 6 0.380754201 0.299718201 0.568888393 1
C 6 0.549718201 0.371650201 0.334374393 1
C 6 0.880754201 0.299718201 0.584374393 1
C 6 0.952686201 0.630754201 0.501041060 1
C 6 0.621650201 0.702686201 0.417707727 1
C 6 0.806595201 0.224627201 0.446274393 1
C 6 0.527777201 0.056595201 0.529607727 1
C 6 0.695809201 0.777777201 0.612941060 1
C 6 0.027777201 0.056595201 0.623655060 1
C 6 0.195809201 0.777777201 0.540321727 1
C 6 0.474627201 0.945809201 0.456988393 1
C 6 0.306595201 0.224627201 0.373655060 1
C 6 0.474627201 0.445809201 0.529607727 1
C 6 0.306595201 0.724627201 0.612941060 1
C 6 0.027777201 0.556595201 0.362941060 1
C 6 0.195809201 0.277777201 0.446274393 1
C 6 0.527777201 0.556595201 0.456988393 1
C 6 0.695809201 0.277777201 0.373655060 1
C 6 0.974627201 0.445809201 0.623655060 1
C 6 0.806595201 0.724627201 0.540321727 1
H 1 0.844579201 0.207202201 0.471105393 1
H 1 0.545202201 0.094579201 0.554438727 1
H 1 0.657825201 0.795202201 0.637772060 1
H 1 0.045202201 0.094579201 0.598824060 1
H 1 0.157825201 0.795202201 0.515490727 1
H 1 0.457202201 0.907825201 0.432157393 1
H 1 0.344579201 0.207202201 0.348824060 1
H 1 0.457202201 0.407825201 0.554438727 1
H 1 0.344579201 0.707202201 0.637772060 1
H 1 0.045202201 0.594579201 0.387772060 1
H 1 0.157825201 0.295202201 0.471105393 1
H 1 0.545202201 0.594579201 0.432157393 1
H 1 0.657825201 0.295202201 0.348824060 1
H 1 0.957202201 0.407825201 0.598824060 1
H 1 0.844579201 0.707202201 0.515490727 1
C 6 0.710293201 0.215901201 0.340750393 1
C 6 0.536503201 0.960293201 0.424083727 1
C 6 0.792111201 0.786503201 0.507417060 1
C 6 0.036503201 0.960293201 0.395845727 1
C 6 0.292111201 0.786503201 0.645845727 1
C 6 0.465901201 0.042111201 0.562512393 1
C 6 0.210293201 0.215901201 0.479179060 1
C 6 0.465901201 0.542111201 0.424083727 1
C 6 0.210293201 0.715901201 0.507417060 1
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C 6 0.036503201 0.460293201 0.590750393 1
C 6 0.292111201 0.286503201 0.340750393 1
C 6 0.536503201 0.460293201 0.562512393 1
C 6 0.792111201 0.286503201 0.479179060 1
C 6 0.965901201 0.542111201 0.395845727 1
C 6 0.710293201 0.715901201 0.645845727 1
C 6 0.781771201 0.122786201 0.343441393 1
C 6 0.629618201 0.031771201 0.426774727 1
C 6 0.720633201 0.879618201 0.510108060 1
C 6 0.129618201 0.031771201 0.393154727 1
C 6 0.220633201 0.879618201 0.643154727 1
C 6 0.372786201 0.970633201 0.559821393 1
C 6 0.281771201 0.122786201 0.476488060 1
C 6 0.372786201 0.470633201 0.426774727 1
C 6 0.281771201 0.622786201 0.510108060 1
C 6 0.129618201 0.531771201 0.593441393 1
C 6 0.220633201 0.379618201 0.343441393 1
C 6 0.629618201 0.531771201 0.559821393 1
C 6 0.720633201 0.379618201 0.476488060 1
C 6 0.872786201 0.470633201 0.393154727 1
C 6 0.781771201 0.622786201 0.643154727 1
H 1 0.769915201 0.117274201 0.595999060 1
H 1 0.635130201 0.019915201 0.345999060 1
H 1 0.732489201 0.885130201 0.429332393 1
H 1 0.135130201 0.019915201 0.473930393 1
H 1 0.232489201 0.885130201 0.390597060 1
H 1 0.367274201 0.982489201 0.640597060 1
H 1 0.269915201 0.117274201 0.557263727 1
H 1 0.367274201 0.482489201 0.345999060 1
H 1 0.269915201 0.617274201 0.429332393 1
H 1 0.135130201 0.519915201 0.512665727 1
H 1 0.232489201 0.385130201 0.595999060 1
H 1 0.635130201 0.519915201 0.640597060 1
H 1 0.732489201 0.385130201 0.557263727 1
H 1 0.867274201 0.482489201 0.473930393 1
H 1 0.769915201 0.617274201 0.390597060 1
H 1 0.758120201 0.094175201 0.391681060 1
H 1 0.658229201 0.008120201 0.475014393 1
H 1 0.744284201 0.908229201 0.558347727 1
H 1 0.158229201 0.008120201 0.344915060 1
H 1 0.244284201 0.908229201 0.594915060 1
H 1 0.344175201 0.994284201 0.511581727 1
H 1 0.258120201 0.094175201 0.428248393 1
H 1 0.344175201 0.494284201 0.475014393 1
H 1 0.258120201 0.594175201 0.558347727 1
H 1 0.158229201 0.508120201 0.641681060 1
H 1 0.244284201 0.408229201 0.391681060 1
H 1 0.658229201 0.508120201 0.511581727 1
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H 1 0.744284201 0.408229201 0.428248393 1
H 1 0.844175201 0.494284201 0.344915060 1
H 1 0.758120201 0.594175201 0.594915060 1
H 1 0.825975201 0.114370201 0.352254393 1
H 1 0.638034201 0.075975201 0.435587727 1
H 1 0.676429201 0.888034201 0.518921060 1
H 1 0.138034201 0.075975201 0.384341727 1
H 1 0.176429201 0.888034201 0.634341727 1
H 1 0.364370201 0.926429201 0.551008393 1
H 1 0.325975201 0.114370201 0.467675060 1
H 1 0.364370201 0.426429201 0.435587727 1
H 1 0.325975201 0.614370201 0.51892106 1
H 1 0.138034201 0.575975201 0.602254393 1
H 1 0.176429201 0.388034201 0.352254393 1
H 1 0.638034201 0.575975201 0.551008393 1
H 1 0.676429201 0.388034201 0.46767506 1
H 1 0.864370201 0.426429201 0.384341727 1
H 1 0.825975201 0.614370201 0.634341727 1
Cu 29 0.0000000 0.5000000 0.446666667 1
Cu 29 0.500000 0.7500000 0.384666667 1
Cu 29 0.000000 0.7500000 0.41100000 1
Cu 29 0.000000 0.7500000 0.63400000 1
Cu 29 0.0000000 0.2500000 0.666666667 1
Br 35 0.860176201 0.963165201 0.918637787 1
N 7 0.965783201 0.178041201 0.773149453 1
C 6 0.939816201 0.984337201 0.95745212 1
N 7 0.930854201 0.078201201 0.851485453 1
C 6 0.952686201 0.130754201 0.812186453 1
C 6 0.974627201 0.945809201 0.689572453 1
H 1 0.957202201 0.907825201 0.714403453 1
C 6 0.965901201 0.042111201 0.917381787 1
C 6 0.872786201 0.970633201 0.920072787 1
H 1 0.867274201 0.982489201 0.83929712 1
H 1 0.844175201 0.994284201 0.968312453 1
H 1 0.864370201 0.926429201 0.928885787 1
Cu 29 0.5000000 0.2500000 0.666666667 1
Cu 29 0.500000 0.7500000 0.833333333 1
Cu 29 0.000000 0.7500000 0.863333333 1
Br 35 0.789239201 0.110176201 0.668637787 1
Br 35 0.642228201 0.039239201 0.75197112 1
Br 35 0.713165201 0.892228201 0.835304453 1
Br 35 0.142228201 0.039239201 0.72122112 1
Br 35 0.213165201 0.892228201 0.97122112 1
Br 35 0.360176201 0.963165201 0.887887787 1
Br 35 0.289239201 0.110176201 0.804554453 1
Br 35 0.360176201 0.463165201 0.75197112 1
Br 35 0.289239201 0.610176201 0.835304453 1
Br 35 0.142228201 0.539239201 0.918637787 1
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Br 35 0.213165201 0.392228201 0.668637787 1
Br 35 0.642228201 0.539239201 0.887887787 1
Br 35 0.713165201 0.392228201 0.804554453 1
Br 35 0.860176201 0.463165201 0.72122112 1
Br 35 0.789239201 0.610176201 0.97122112 1
N 7 0.574363201 0.215783201 0.856482787 1
N 7 0.536621201 0.824363201 0.93981612 1
N 7 0.928041201 0.786621201 0.68981612 1
N 7 0.036621201 0.824363201 0.866709453 1
N 7 0.428041201 0.786621201 0.78337612 1
N 7 0.465783201 0.178041201 0.700042787 1
N 7 0.074363201 0.215783201 0.950042787 1
N 7 0.465783201 0.678041201 0.93981612 1
N 7 0.074363201 0.715783201 0.68981612 1
N 7 0.036621201 0.324363201 0.773149453 1
N 7 0.428041201 0.286621201 0.856482787 1
N 7 0.536621201 0.324363201 0.700042787 1
N 7 0.928041201 0.286621201 0.950042787 1
N 7 0.965783201 0.678041201 0.866709453 1
N 7 0.574363201 0.715783201 0.78337612 1
C 6 0.768067201 0.189816201 0.70745212 1
C 6 0.562588201 0.018067201 0.790785453 1
C 6 0.734337201 0.812588201 0.874118787 1
C 6 0.062588201 0.018067201 0.682406787 1
C 6 0.234337201 0.812588201 0.932406787 1
C 6 0.439816201 0.984337201 0.849073453 1
C 6 0.268067201 0.189816201 0.76574012 1
C 6 0.439816201 0.484337201 0.790785453 1
C 6 0.268067201 0.689816201 0.874118787 1
C 6 0.062588201 0.518067201 0.95745212 1
C 6 0.234337201 0.312588201 0.70745212 1
C 6 0.562588201 0.518067201 0.849073453 1
C 6 0.734337201 0.312588201 0.76574012 1
C 6 0.939816201 0.484337201 0.682406787 1
C 6 0.768067201 0.689816201 0.932406787 1
N 7 0.674203201 0.180854201 0.934818787 1
N 7 0.571550201 0.924203201 0.684818787 1
N 7 0.828201201 0.821550201 0.76815212 1
N 7 0.071550201 0.924203201 0.788373453 1
N 7 0.328201201 0.821550201 0.70504012 1
N 7 0.430854201 0.078201201 0.95504012 1
N 7 0.174203201 0.180854201 0.871706787 1
N 7 0.430854201 0.578201201 0.684818787 1
N 7 0.174203201 0.680854201 0.76815212 1
N 7 0.071550201 0.424203201 0.851485453 1
N 7 0.328201201 0.321550201 0.934818787 1
N 7 0.571550201 0.424203201 0.95504012 1
N 7 0.828201201 0.321550201 0.871706787 1
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N 7 0.930854201 0.578201201 0.788373453 1
N 7 0.674203201 0.680854201 0.70504012 1
C 6 0.621650201 0.202686201 0.895519787 1
C 6 0.549718201 0.871650201 0.97885312 1
C 6 0.880754201 0.799718201 0.72885312 1
C 6 0.049718201 0.871650201 0.827672453 1
C 6 0.380754201 0.799718201 0.74433912 1
C 6 0.452686201 0.130754201 0.661005787 1
C 6 0.121650201 0.202686201 0.911005787 1
C 6 0.452686201 0.630754201 0.97885312 1
C 6 0.121650201 0.702686201 0.72885312 1
C 6 0.049718201 0.371650201 0.812186453 1
C 6 0.380754201 0.299718201 0.895519787 1
C 6 0.549718201 0.371650201 0.661005787 1
C 6 0.880754201 0.299718201 0.911005787 1
C 6 0.952686201 0.630754201 0.827672453 1
C 6 0.621650201 0.702686201 0.74433912 1
C 6 0.806595201 0.224627201 0.772905787 1
C 6 0.527777201 0.056595201 0.85623912 1
C 6 0.695809201 0.777777201 0.939572453 1
C 6 0.027777201 0.056595201 0.950286453 1
C 6 0.195809201 0.777777201 0.86695312 1
C 6 0.474627201 0.945809201 0.783619787 1
C 6 0.306595201 0.224627201 0.700286453 1
C 6 0.474627201 0.445809201 0.85623912 1
C 6 0.306595201 0.724627201 0.939572453 1
C 6 0.027777201 0.556595201 0.689572453 1
C 6 0.195809201 0.277777201 0.772905787 1
C 6 0.527777201 0.556595201 0.783619787 1
C 6 0.695809201 0.277777201 0.700286453 1
C 6 0.974627201 0.445809201 0.950286453 1
C 6 0.806595201 0.724627201 0.86695312 1
H 1 0.844579201 0.207202201 0.797736787 1
H 1 0.545202201 0.094579201 0.88107012 1
H 1 0.657825201 0.795202201 0.964403453 1
H 1 0.045202201 0.094579201 0.925455453 1
H 1 0.157825201 0.795202201 0.84212212 1
H 1 0.457202201 0.907825201 0.758788787 1
H 1 0.344579201 0.207202201 0.675455453 1
H 1 0.457202201 0.407825201 0.88107012 1
H 1 0.344579201 0.707202201 0.964403453 1
H 1 0.045202201 0.594579201 0.714403453 1
H 1 0.157825201 0.295202201 0.797736787 1
H 1 0.545202201 0.594579201 0.758788787 1
H 1 0.657825201 0.295202201 0.675455453 1
H 1 0.957202201 0.407825201 0.925455453 1
H 1 0.844579201 0.707202201 0.84212212 1
C 6 0.710293201 0.215901201 0.667381787 1
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C 6 0.536503201 0.960293201 0.75071512 1
C 6 0.792111201 0.786503201 0.834048453 1
C 6 0.036503201 0.960293201 0.72247712 1
C 6 0.292111201 0.786503201 0.97247712 1
C 6 0.465901201 0.042111201 0.889143787 1
C 6 0.210293201 0.215901201 0.805810453 1
C 6 0.465901201 0.542111201 0.75071512 1
C 6 0.210293201 0.715901201 0.834048453 1
C 6 0.036503201 0.460293201 0.917381787 1
C 6 0.292111201 0.286503201 0.667381787 1
C 6 0.536503201 0.460293201 0.889143787 1
C 6 0.792111201 0.286503201 0.805810453 1
C 6 0.965901201 0.542111201 0.72247712 1
C 6 0.710293201 0.715901201 0.97247712 1
C 6 0.781771201 0.122786201 0.670072787 1
C 6 0.629618201 0.031771201 0.75340612 1
C 6 0.720633201 0.879618201 0.836739453 1
C 6 0.129618201 0.031771201 0.71978612 1
C 6 0.220633201 0.879618201 0.96978612 1
C 6 0.372786201 0.970633201 0.886452787 1
C 6 0.281771201 0.122786201 0.803119453 1
C 6 0.372786201 0.470633201 0.75340612 1
C 6 0.281771201 0.622786201 0.836739453 1
C 6 0.129618201 0.531771201 0.920072787 1
C 6 0.220633201 0.379618201 0.670072787 1
C 6 0.629618201 0.531771201 0.886452787 1
C 6 0.720633201 0.379618201 0.803119453 1
C 6 0.872786201 0.470633201 0.71978612 1
C 6 0.781771201 0.622786201 0.96978612 1
H 1 0.769915201 0.117274201 0.922630453 1
H 1 0.635130201 0.019915201 0.672630453 1
H 1 0.732489201 0.885130201 0.755963787 1
H 1 0.135130201 0.019915201 0.800561787 1
H 1 0.232489201 0.885130201 0.717228453 1
H 1 0.367274201 0.982489201 0.967228453 1
H 1 0.269915201 0.117274201 0.88389512 1
H 1 0.367274201 0.482489201 0.672630453 1
H 1 0.269915201 0.617274201 0.755963787 1
H 1 0.135130201 0.519915201 0.83929712 1
H 1 0.232489201 0.385130201 0.922630453 1
H 1 0.635130201 0.519915201 0.967228453 1
H 1 0.732489201 0.385130201 0.88389512 1
H 1 0.867274201 0.482489201 0.800561787 1
H 1 0.769915201 0.617274201 0.717228453 1
H 1 0.758120201 0.094175201 0.718312453 1
H 1 0.658229201 0.008120201 0.801645787 1
H 1 0.744284201 0.908229201 0.88497912 1
H 1 0.158229201 0.008120201 0.671546453 1
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H 1 0.244284201 0.908229201 0.921546453 1
H 1 0.344175201 0.994284201 0.83821312 1
H 1 0.258120201 0.094175201 0.754879787 1
H 1 0.344175201 0.494284201 0.801645787 1
H 1 0.258120201 0.594175201 0.88497912 1
H 1 0.158229201 0.508120201 0.968312453 1
H 1 0.244284201 0.408229201 0.718312453 1
H 1 0.658229201 0.508120201 0.83821312 1
H 1 0.744284201 0.408229201 0.754879787 1
H 1 0.844175201 0.494284201 0.671546453 1
H 1 0.758120201 0.594175201 0.921546453 1
H 1 0.825975201 0.114370201 0.678885787 1
H 1 0.638034201 0.075975201 0.76221912 1
H 1 0.676429201 0.888034201 0.845552453 1
H 1 0.138034201 0.075975201 0.71097312 1
H 1 0.176429201 0.888034201 0.96097312 1
H 1 0.364370201 0.926429201 0.877639787 1
H 1 0.325975201 0.114370201 0.794306453 1
H 1 0.364370201 0.426429201 0.76221912 1
H 1 0.325975201 0.614370201 0.845552453 1
H 1 0.138034201 0.575975201 0.928885787 1
H 1 0.176429201 0.388034201 0.678885787 1
H 1 0.638034201 0.575975201 0.877639787 1
H 1 0.676429201 0.388034201 0.794306453 1
H 1 0.864370201 0.426429201 0.71097312 1
H 1 0.825975201 0.614370201 0.96097312 1
Cu 29 0.000000 0.500000 0.7800000 1
Cu 29 0.500000 0.7500000 0.7180000 1
Cu 29 0.000000 0.7500000 0.744333333 1
Cu 29 0.000000 0.7500000 0.967333333 1
[biso] 0.0
[note] Refs. 63, 74 and this work
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