Algorithms for classifying one-factorizations of regular graphs are studied. The smallest open case is currently graphs of order 12; one-factorizations of r-regular graphs of order 12 are here classified for r ≤ 6 and r = 10, 11. Two different approaches are used for regular graphs of small degree; these proceed one-factor by one-factor and vertex by vertex, respectively. For degree r = 11, we have onefactorizations of K 12 . These have earlier been classified, but a new approach is presented which views these as certain triple systems on 4n − 1 points and utilizes an approach developed for classifying Steiner triple systems. Some properties of the classified one-factorizations are also tabulated.
Introduction
An r-factor of a graph G is an r-regular spanning subgraph of G. An r-factorization of G is a partition of the edges of G into r-factors. We consider here one-factorizations (alternatively, 1-factorizations) of small regular graphs of even order 2n and degree 1 ≤ k ≤ 2n − 1. The complete graph K 2n is the unique regular graph of order 2n and degree 2n − 1.
Two one-factorizations are isomorphic if there exists a bijection between the vertices of the graphs that maps one-factors onto one-factors; such a bijection is an isomorphism.
The problem of classifying one-factorizations of regular graphs up to isomorphism was solved for 2n ≤ 10 in the mid-1980s [12, 28, 29] . With hundreds of objects for order 10, we have millions of objects for order 12; still Dinitz, Garnick, and McKay managed to classify the one-factorizations of K 12 -there are 526,915,620 such objects-in the early 1990s in less than eight months by distributing the problem to a network of workstations [10] . The order 12 case has remained open for other degrees (except for the smallest, trivial ones), and in fact does so for some parameters even after this study.
In this paper several algorithms for classification of one-factorizations of regular graphs are considered. In Section 2, we discuss algorithms for classifying one-factorizations that are based on a coding-theoretic viewpoint. Two algorithms are utilized, one that proceeds a one-factor at a time, and one that proceeds a vertex at a time. In Section 3, we present an algorithm for classifying one-factorizations that is based on viewing one-factorizations as certain triple systems. We also show how a classification of one-factorizations of K 2n can be used to deduce the one-factorizations of graphs of degree 2n − 2; up to isomorphism there is exactly one such graph, the graph obtained by deleting a one-factor from K 2n . In this manner, classification results for regular graphs of order 12 are obtained for degrees k ≤ 6 and k = 10, 11. Hence the cases k = 7, 8, 9 remain open. In none of the algorithms presented is a classification of regular graphs utilized. The classification results are summarized in Section 4.
One-Factorizations of Graphs with Small Degree
The algorithms for constructing one-factorizations of regular graphs of small degree k can be divided roughly into two types.
Algorithms of the first type utilize a classification of the underlying regular graphs (see [22] for an efficient classification algorithm for regular graphs) and classify the nonisomorphic one-factorizations one graph G at a time. This approach is employed in [28] . Also the approach to be presented in Section 3 admits generalization from complete graphs K 2n to arbitrary regular graphs, but such a generalization is not considered here.
Algorithms of the second type construct the one-factorizations directly without relying on a classification of regular graphs. Possibilities for such an algorithm include constructing the one-factorizations either vertex by vertex or factor by factor. The latter of these strategies is employed in [10] . (Strictly speaking, the algorithm in [10] is optimized for the case k = 2n − 1; if the algorithm is used for k < 2n − 1, it must be slightly relaxed.)
In this section we describe two algorithms that are based on viewing one-factorizations as certain error-correcting codes.
One-Factorizations and Codes
We recall some standard coding-theoretic terminology. Let Z q = {0, 1, . . . , q − 1} and write Z q for the set of all ordered -tuples (words)
A q-ary code of length is a nonempty set C ⊆ Z q . The minimum distance of a code
) q code is a q-ary code of length , cardinality M, and minimum distance d. A code is equireplicate if q divides |C| and every symbol occurs |C|/q times in every coordinate of the code.
Two codes are equivalent if the words in one code can be mapped onto the words of the other code by permuting the coordinates and the symbols separately in each coordinate of the code. In other words, denoting by S d the symmetric group of degree d, two codes are equivalent if and only if they are in the same orbit under the coordinate-and symbolpermuting action of the wreath product S q S on subsets of Z q . The automorphism group Aut(C) of a code C is the subgroup of S q S that consists of all group elements that map C onto itself.
By a result of Semakov and Zinov'ev [31] , the one-factorizations of K 2n -which in the context of [31] should be interpreted as resolutions of a 2-(2n, 2, 1) design-correspond to (2n−1, 2n, 2n−2) n codes. For convenience we here give a description of the correspondence in graph-theoretic terminology.
A one-factorization of K 2n gives rise to a (2n − 1, 2n, 2n − 2) n code as follows. Let F = {F (1), F (2), . . . , F (2n−1)} be a one-factorization of K 2n where F (1), F (2), . . . , F (2n−1) are the one-factors. For each one-factor F (i), label the edges in F (i) with numbers 0, 1, . . . , n − 1 so that no two edges in F (i) are labeled with the same number. Now associate with each vertex v in K 2n a word x v such that the symbol x v (i) is the label of the edge incident with v in F (i). It is straightforward to check that the resulting code {x v : v ∈ V (K 2n )} has the desired parameters.
The one-factorization of K 6 and the code in (1) illustrate the correspondence (with the edges in each one-factor labeled 0, 1, 2 from left to right).
By the generalized q-ary Plotkin bound [2, Theorem 3], a (2n − 1, 2n, 2n − 2) n code is equidistant and equireplicate. Thus, conversely, a (2n−1, 2n, 2n−2) n code always defines a one-factorization of K 2n . It is straightforward to check that this correspondence is oneto-one between equivalence classes of codes and isomorphism classes of one-factorizations. More generally, an equireplicate (k, 2n, k − 1) n code corresponds to a one-factorization of a regular graph of order 2n and degree k. 
Two Classification Methods
Constructing one-factorizations of regular graphs of order 2n and degree k one vertex at a time is equivalent to constructing the corresponding equireplicate (k, 2n, k − 1) n codes one word at a time. For this purpose we may employ the algorithm described in [14, 16] ; we refer the interested reader to these papers for details. Note that we do not here require that the codes be equidistant, and the algorithm should be modified accordingly.
In what follows we describe an alternative algorithm that constructs the equireplicate (k, 2n, k − 1) n codes one coordinate at a time using the canonical construction path method [20] . In [25] this general approach is applied to classify covering codes; the novelty in the present work is that there is no requirement to store any code equivalence class representatives due to the careful design of the step that extends a code by a new coordinate.
The coordinate-by-coordinate code classification algorithm has the top-level structure of a backtrack search. A partial solution in the search is an equireplicate (j, 2n, j − 1) n code C j , 1 ≤ j ≤ k. For j = k, the algorithm outputs C k as the representative of its equivalence class. For j < k, the algorithm extends C j by adding coordinate j + 1 so that the result C j+1 is an equireplicate (j + 1, 2n, j) n code. After C j+1 has been constructed, it is subjected to an isomorph rejection test. If the test accepts C j+1 , then the search is invoked recursively with C j+1 as input; otherwise C j+1 is rejected and the next extension of C j is considered.
The isomorph rejection test is based on a function m that associates to every code
. . , } of coordinates such that, for any two codes C, C , any isomorphism C → C maps m(C) onto m(C ). The test accepts C j+1 if and only if j + 1 ∈ m(C j+1 ). We compute m(C) by encoding C as a vertex-colored graph (see [24] ) and executing nauty [18] on the graph. As a side effect, we obtain generators for Aut(C).
We proceed to describe the extension step from C j to C j+1 . Label the codewords in C j as x 1 , x 2 , . . . , x 2n . The automorphism group Aut(C j ) acts on C j by permuting the words among themselves. Let H be the corresponding permutation group that acts on the indices {1, 2, . . . , 2n} instead of the words {x 1 , x 2 , . . . , x 2n }. We view each extension of C j into C j+1 as an ordered 2n-tuple Y = [y 1 , y 2 , . . . , y 2n ] of symbols such that y i ∈ Z q extends the word x i for all 1 ≤ i ≤ 2n. The direct product group S q × H acts on the set of ordered 2n-tuples of symbols by permuting the symbols and the positions. More precisely, for α ∈ S q and β ∈ H,
We assume that the tuples are ordered lexicographically so that Y < Y if and only if there exists an i such that y i < y i and y h = y h for all 1 ≤ h < i.
The extension step constructs exactly one 2n-tuple Y from each orbit of S q × H such that C j extended with Y is an equireplicate (j + 1, 2n, j) n code. We use the following orderly backtrack algorithm (see [11, 27] To test minimality of Y m , we determine for every β ∈ H m whether there exists an α ∈ S q such that αβY m < Y m . Note that min α∈Sq αβY m can be obtained from βY m by permuting the symbols so that, in order of the positions, every occurrence of every symbol a > 0 is preceded by an occurrence of a − 1.
Permutation group algorithms for manipulating automorphism groups can be found in [4, 32] .
One-Factorizations of Complete Graphs
The most efficient known algorithm for classifying one-factorizations of complete graphs can be found in [10] ; this algorithm constructs one-factors one by one and uses the method of canonical representatives [11, 27] for isomorph rejection. We present here an alternative approach that views one-factorizations as certain triple systems and classifies these using a modification of the algorithm in [15] .
In this way we are able to redo the classification of one-factorizations of K 12 in approximately 50 MIPS years, whereas 160 MIPS years was used for the classification in [10] . The next open instance is still out of reach, since there are apparently about 10 18 nonisomorphic one-factorizations of K 14 [10] .
One-Factorizations as Triple Systems
One-factorizations of K 2n may be viewed as certain triple systems. For such a one-factorization, we define a set U = {u 1 , u 2 , . . . , u 2n−1 } with one element for each one-factor, a set V = {v 1 , v 2 , . . . , v 2n } with one element for each vertex of the complete graph, and a set system containing a set {u a , v b , v c } exactly when the edge {v b , v c } occurs in the one-factor u a . The elements of U and V are called points. For example, the following set system describes a one-factorization of K 4 :
In other words, a one-factorization of K 2n is a triple system on 4n − 1 points with |U| = 2n − 1 and |V | = 2n, such that each triple, or block, contains one point from U and two points from V . Moreover, each pair of points in V as well as each pair of one point in U and one point in V must occur in exactly one block. Thus, such a triple system is a group divisible design (GDD) of constant block size 3, index 1, and group type (2n − 1) 1 1 2n (see [23] ). Two triple systems of one-factorizations are isomorphic if there exists a permutation of points (an isomorphism) that fixes U and V setwise and maps the blocks of one system onto the blocks of the other system. 
Generating Triple Systems
The triple system representation links one-factorizations closely to Steiner triple systems (STSs), which consist of 3-element blocks from a given set of points, such that every pair of points occurs in exactly one block. An efficient algorithm for classifying Steiner triple systems is presented in [15] . With small modifications that we present here, this algorithm can be adapted to classify triple systems of one-factorizations.
The main observation behind the algorithm in [15] and the present algorithm is that the construction of triple systems can be seen as an instance of the well known exact cover problem. In the present context, the task is to cover all pairs of points of the form {u a , v b } and {v b , v c } with triples of the form {u a , v b , v c }, where u a ∈ U and v b , v c ∈ V . Each triple covers the pairs of points that occur in it, and each pair is to be covered exactly once.
The classification algorithm has two stages. The first stage is a preprocessing stage in which the seeds-a select collection of partial triple systems of one-factorizations-for the main search are determined. The second stage is the main search, which consists of determining all extensions of each seed into triple systems of one-factorizations and rejecting isomorphs. The core of the second stage algorithm is an efficient exact cover algorithm [17] for completing the seeds into triple systems. Isomorphic triple systems are filtered from the output of the algorithm using the canonical construction path method [20] .
In the preprocessing stage, we fix the first block, {u 1 , v 1 , v 2 }, and construct all pairwise nonisomorphic triple systems consisting of blocks that intersect the first block. For K 2n , the total number of blocks in a seed is 1 + (n − 1) + 2(2n − 2) = 5n − 4. For the sake of clarity, we now abandon a general discussion for arbitrary n and study the case n = 6.
The number of blocks in a seed for n = 6 is 5n − 4 = 26. Up to isomorphism, the incidence matrix of these blocks is as shown in Figure 1 .
To complete the 10 final blocks of Figure 1 by filling out the part A, we carry out a backtrack search with isomorph rejection using nauty [18] and obtain 393 pairwise nonisomorphic 26-block seeds.
Compared with the approach in [10] , where a one-factor at a time is completed, we do indeed start with a one-factor-corresponding to the six first columns in Figure 1 but after that the search proceeds in a different direction. In fact, from the 27th block onwards, we do not even prescribe any order, but let the heuristic of the exact cover algorithm [17] direct the search.
Isomorph Rejection
To reject isomorphs among the generated triple systems of one-factorizations, we apply the following two tests.
The first test associates with each triple system X an Aut(X )-orbit m(X ) of blocks in X such that, for any two isomorphic X , X , every isomorphism X → X maps m(X ) onto m(X ). A triple system X generated by extending a seed S is accepted in the first test if and only if the block that intersects all the blocks in S occurs in m(X ). 111111 0000000000 0000000000 000000 1000000000 1000000000 000000 0100000000 0100000000 000000 0010000000 0010000000 000000 0001000000 0001000000 000000 0000100000 0000100000 000000 0000010000 0000010000 000000 0000001000 0000001000 000000 0000000100 0000000100 000000 0000000010 0000000010 000000 0000000001 0000000001 100000 1111111111 0000000000 100000 0000000000 1111111111 010000 1000000000 010000 0100000000 001000 0010000000 001000 0001000000 000100 0000100000 A 000100 0000010000 000010 0000001000 000010 0000000100 000001 0000000010 000001 0000000001 The second test varies depending on the order of Aut(S). For |Aut(S)| ≤ 1000, the second test is an exhaustive search through elements of Aut(S) that accepts X if and only if X is the lexicographic minimum of its orbit under Aut(S). For |Aut(S)| > 1000, the second test accepts X if and only if the canonical block graph of X (which is computed as a by-product of the first test) does not occur in a hash table that contains the canonical block graphs of all the triple systems encountered so far during the search for extensions of the seed S.
A triple system is output as the representative of its isomorphism class if and only if both tests accept it. We remark that these tests are essentially identical to those employed in [15] ; however, verifying that the tests function correctly also in the present case requires some work. Also the implementation of the first test differs somewhat from [15] . We proceed to describe these modifications.
A block graph or line graph of a triple system is obtained by taking one vertex for each block and inserting edges between blocks that have at least (here, exactly) one point in common. For the two isomorph rejection tests to function correctly, the triple systems of one-factorizations must be strongly reconstructible (see [1] ) from their block By a result of Deza [8, 9] , a set of m triples that have pairwise exactly one point in common is a sunflower if m > 7; if m = 7, the triples form either a sunflower or a Fano plane.
Recall that a Fano plane consists of seven triples over a set of seven points, such that each point occurs in exactly three triples, and each pair of points occurs together in exactly one triple. In a triple system of a one-factorization, exactly one of the three points in every triple is in U. Thus, a putative Fano plane in a triple system of a onefactorization must contain at least one point u i ∈ U. Furthermore, since u i can occur only in three of the seven triples, the putative Fano plane must contain another point u j ∈ U. By the structure of a one-factorization of a triple system, the points u i and u j do not occur together in a triple. On the other hand, the putative Fano plane requires these points to occur together in a triple. This contradiction shows that a triple system of a one-factorization cannot contain a Fano plane.
Consequently, for 2n − 1 ≥ 7 the maximum cliques of size 2n − 1 in the block graph are in a one-to-one correspondence with the sunflowers induced by the 2n vertices in V . This enables reconstruction of the V part of the triple system: a point v i ∈ V appears in exactly those blocks that occur in the maximum clique that corresponds to v i . To complete the U part of the triple system, just check the blocks that are nonintersecting in the V part to see if the corresponding vertices are joined by an edge.
Any isomorphism between block graphs must map maximum cliques onto maximum cliques, which induces a unique isomorphism between the underlying triple systems. This establishes strong reconstructibility.
Implementation Details for Isomorph Rejection
Following the ideas in [3] , we implement the first isomorph rejection test as a sequence of subtests of increasing computational difficulty. For this purpose, we require a fast invariant for distinguishing between blocks in a triple system. A Pasch configuration, also called a fragment or a quadrilateral, is a set of four triples of the form {u, w, y}, {u, x, z}, {v, w, z}, {v, x, y}.
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Pasch configurations have been used in a number of studies as isomorphism invariants for Steiner triple systems-see [6, 7] and the references therein. Pasch configurations are also fundamental to the success of the approach in [15] , where the number of times a block occurs in a Pasch configuration is used as a vertex invariant for speeding up isomorphism computations on block graphs. Exactly the same invariant is natural in the context of triple systems of one-factorizations as well. For such triple systems, a Pasch configuration takes the form
This means that the one-factors u a and u b form a 4-cycle in the vertices
(The cycle structure of a one-factorization is an important property of one-factorizations [33, 34] and a cornerstone in the approach in [10] .) The implementation of the first isomorph rejection test consists of four subtests. Let X be a triple system generated as an extension of a seed S. In the first subtest, we form an ordered partition of the blocks in X according to the number P (X , B) of Pasch configurations in which a block B ∈ X occurs. The cells of the partition consist of blocks with equal P (X , B) value; the cells are ordered by decreasing value of P (X , B). The first subtest rejects X unless the block that induces S occurs in the first cell (with the maximum P (X , B) value).
The second subtest refines the first cell of the partition based on the quantity
Q(X , B) =
x:x∈B B :x∈B ∈X
P (X , B ).
The subtest rejects X unless the block that induces S occurs in the first cell (with the maximum P (X , B) and Q(X , B) value). The third subtest accepts X if the first cell consists of a single block; otherwise we proceed to the fourth and final subtest. Note that if the third subtest accepts X , the unique block that induces S is fixed by all automorphisms of X . Thus, Aut(X ) is a subgroup of Aut(S).
In the fourth subtest we use nauty [18] to compute an Aut(X )-orbit m(X ) of blocks. We input the triple system X into nauty as the block graph L(X ) together with the ordered partition of blocks resulting from the first two subtests. As a by-product of executing nauty on L(X ) we obtain generators for Aut(L(X )) ∼ = Aut(X ) together with a canonically labeled version of L(X ) that can be used for isomorph rejection in the case |Aut(S)| > 1000. The orbit m(X ) is the Aut(X )-orbit of blocks that maps under isomorphism to the orbit containing the first (that is, lowest numbered) vertex in the canonically labeled version of L(X ). The fourth subtest accepts X if and only if the block that induces S occurs in m(X ).
One-Factorizations of Degree 2n − 2 and Order 2n
Uniqueness of a regular graph of degree 2n − 2 and order 2n follows directly from uniqueness of its complement graph, which is a regular graph of order 2n and degree 1, that is, a one-factor. Since a one-factorization of degree 2n − 2 and order 2n can always be extended to a one-factorization of a complete graph, we can use a classification of the latter objects to classify the former objects.
From each one-factorization of the complete graph of order 2n, there are 2n − 1 onefactors to remove, and we can get 2n − 1 one-factorizations of degree 2n − 2. But some of these may be isomorphic, and such isomorphs must be detected. However, if we know the automorphism group of a one-factorization-in particular, the orbits of one-factors under the automorphism group-this information can be used to directly find the desired objects. Namely, the new one-factorizations we get are nonisomorphic if and only if the removed one-factors are in different automorphism orbits. As a special case, if the full automorphism group is trivial, we obtain 2n−1 nonisomorphic one-factorizations of degree 2n − 2.
Since we get information about the automorphism groups in classifying one-factorizations of complete graphs as described earlier, it is a straightforward task to classify the one-factorizations of degree 2n − 2 simultaneously. Unfortunately, this approach cannot easily be generalized to graphs of order 2n with smaller degree than 2n − 2 because the complement of such a graph does not necessarily admit a one-factorization.
The Results
The approaches in Sections 2 and 3 were used to carry out classifications of one-factorizations of regular graphs of order 12 for degrees k ≤ 6 and k = 10, 11, respectively. The cases k = 7, 8, 9 still remain open.
Computing Resources
Before proceeding to the classification results, we briefly outline how the classification was carried out in practice. The classification runs were distributed using the batch system autoson [19] to a network of Linux PCs with CPU clocks ranging from 233 MHz to 1.66 GHz.
The duration of the classification of one-factorizations of k-regular graphs of order 12 was as follows. The case k = 3 can be solved in a few seconds on a 1.66-GHz PC, for k = 4 the time requirement is a few minutes, for k = 5 a little over six hours.
For k = 6, we divided the codeword-by-codeword search into 413 batch jobs, where each batch job consisted of carrying out the search starting from four of the 1652 sixcodeword partial codes. In total the codeword by codeword search required approximately 120 MIPS years (years of time on a computer that executes one million instructions per second; in deriving the MIPS values we used the rough estimate that a PC running backtrack search executes one instruction in one clock cycle, 1 MIPS year corresponds to approximately 5.3 hours of CPU time on a 1.66-GHz PC). The clique search in the algorithm, see [14] , took place after nine codewords had been fixed.
The coordinate by coordinate search for k = 6 was likewise divided into 157 batch jobs, where each job consisted of carrying out the search starting from one of the 157 the electronic journal of combinatorics 12 (2005), #R2 three-coordinate partial codes. In total the coordinate by coordinate search required approximately 160 MIPS years.
For k = 7, 8, 9, we classified only the uniform one-factorizations (see the following section) by discarding all partial solutions that were not uniform. This required a little less than a day on a 1-GHz PC.
For k = 10, 11, one batch job consisted of carrying out the main search from one of the 393 seeds. In total, the classification for k = 10, 11 required 50 MIPS years, whereas 160 MIPS years were required in [10] . This suggests a performance improvement; however, it should be noted that the number of executed instructions per second is a somewhat poor performance measure across different CPU architectures and instruction sets. A classification of the one-factorizations of K 12 can now be carried out in just under eleven days on a single 1.66-GHz PC, compared with just over 8 years of CPU time required by [10] one decade ago.
The Classification
The number of nonisomorphic one-factorizations of regular graphs of order 12 appears in Table 1 for each possible degree k, with the exception of k = 7, 8, 9, which remain open after this study. Also displayed in the table is the number of nonisomorphic regular graphs for each degree and order 12, from [11] . For k = 11, our results corroborate those obtained by Dinitz, Garnick, and McKay [10] . We focus on two key properties of the classified one-factorizations: the structure of the automorphism group and the cycle structure, that is, the collections of cycles that result in combining distinct one-factors in all possible ways. Of interest are those onefactorizations for which the cycle structure is uniform in the sense that all pairs of distinct one-factors result in isomorphic collections of cycles. In particular, a one-factorization is perfect if the union of every pair of distinct one-factors is a Hamiltonian cycle. The six uniform one-factorizations of K 12 appear in [10] . The uniqueness of the type 6 + 6 one-factorization of K 12 was shown in [5] and the five perfect one-factorizations of K 12 were classified in [26] . The other classification results for k ≥ 3 in Table 2 are new. Note that the classification is complete in the sense that also the cases k = 7, 8, 9 are included. A uniform one-factorization of type 4 + 4 + 4 is only possible for three graphs of order 12: the disjoint union of three copies of C 4 , the disjoint union of three copies of K 4 , and the union of K 4 and the cube K 2 × K 2 × K 2 . For each graph the one-factorization is unique up to isomorphism.
The complement of the disjoint union of three copies of C 4 is the only 9-regular graph of order 12 that admits a uniform one-factorization of type 4 + 8. This one-factorization is unique up to isomorphism and can be obtained by letting the automorphism group (0, 1)(2, 10, 3, 11) (6, 8, 7, 9) , (2, 9)(3, 8)(4, 5)(10, 11) act on the two representatives of one-factor orbits
Structure of Automorphism Groups
The nontrivial automorphisms of one-factorizations can be divided into those of prime order and nonprime order. A one-factorization with a nontrivial automorphism group the electronic journal of combinatorics 12 (2005), #R2 must necessarily admit at least one automorphism of prime order. For one-factorizations of K 12 , the types of different automorphisms were determined by Seah and Stinson [30] . There are six types of automorphisms of prime order (acting on the 12 vertices):
Additionally, there are eight types of automorphisms of nonprime order:
(See [13] for an analysis of the possible automorphism groups of one-factorizations of K 12 conducted without the use of computers.) For k = 10, the automorphism group of a one-factorization must be a group of automorphisms of a one-factorization of K 12 such that the group fixes at least a single one-factor. Thus, the admissible nontrivial automorphisms form a subset of the case k = 11. In fact, the only type of automorphism that does not occur in the k = 10 case is 1 1 11 1 , which necessarily acts transitively on the 11 one-factors. Based on our classification data, we can partition the one-factorizations with a nontrivial automorphism group into classes according to the automorphism group order and the types of prime order automorphisms (acting on the 12 vertices) that occur. This is done in Tables 4 to 9 for each applicable value k. (For reasons of page layout, the large tables appear before the references in Section 4.8.) The first column in each table contains the full automorphism group order, possibly followed by a letter to indicate division into subclasses according to the types of prime order automorphisms that occur in the class. The last column contains the number of nonisomorphic one-factorizations within a class. The last row contains the total number of nonisomorphic one-factorizations that admit an automorphism of a given type.
The automorphisms of nonprime order are summarized in Table 10 for all applicable values k. Each column in the table gives the number of nonisomorphic one-factorizations that admit an automorphism of the given type. Note that a one-factorization may admit many different types of automorphisms of nonprime order.
A reader with further interest is encouraged to contact the authors for electronic listings of the one-factorizations. For example, all the uniform one-factorizations and the one-factorizations with an automorphism group of order three or greater are readily available in electronic form. We shall now present some more details about the classified one-factorizations.
Dundas Index and Tightness Index
A quantity of interest in the study of the cycle structure of one-factorizations of complete graphs is the Q-index [21] , which is defined as follows. Let F = {F (1), F (2), . . . , F (2n − 1)} be a one-factorization of K 2n and let Q be a set of 2-regular graphs of order 2n. Partition the one-factors into classes such that if distinct F (i) and F (j) are in the same class, then F (i) ∪ F (j) is isomorphic to a graph in Q. The index of a partition is the size Previously this has been confirmed for 2n = 8 and 10 [33] . Based on the classification data, we obtain that the conjecture holds in the case 2n = 12; Table 3 partitions the nonisomorphic one-factorizations of K 12 into classes based on the Dundas index. Another special case of the Q-index is the tightness index T (F ), where Q consists of n/2 4-cycles (n even) or one 6-cycle and (n − 3)/2 4-cycles (n odd). Based on the nonexistence of type 4 + 4 + 4 uniform one-factorizations of order 12 for k > 3 (see Table  2 ), we obtain that the tightness spectrum B T (12) satisfies B T (12) ⊆ {1, 2, 3}. Moreover, since 3 does not divide 11, we have B T (12) ⊆ {1, 2}. For a perfect one-factorization of K 12 we obviously have T (F ) = 1. The case T (F ) = 2 occurs for the one-factorization in Figure 2. (We remark that a number of such one-factorizations exist.) Hence, we have B T (12) = {1, 2}.
Number of 4-Cycles
During the main search for k = 11 the number of 4-cycles in a one-factorization of K 12 is easily obtained as a by-product of executing the Pasch configuration invariant. Table  11 partitions the nonisomorphic one-factorizations of K 12 into classes according to the number of 4-cycles in the cycle structure.
The unique one-factorization of K 12 with the maximum number of 4-cycles (81 in total) is given in Figure 2 . 
A Digression: Order 10
In the process of developing the algorithms of this paper, they were tested against published classification results for small instances. This led to the discovery of two erroneous results on the number of nonisomorphic one-factorizations of regular graphs of order 10 in [28] : for degree 4 the number should be 310 instead of 313, and for degree 5 the number should be 3468 instead of 3472.
Correctness
To gain confidence in correctness of the classification, the classification for degrees k ≤ 6 was carried out using both algorithms from Section 2. For k = 10, 11, data from the computer runs can be used to arrive at a double counting argument. During the main search, we record for each seed S i the order of the automorphism group Aut(S i ) and the total number M i of triple systems found by the exact cover algorithm as extensions of S i . Similarly, for each isomorphism class X j of triple systems, we record the order of the automorphism group Aut(X j ). This allows us to count in two different ways the total number of triple systems of one-factorizations of K 12 . By the orbit-stabilizer theorem, 
Note that the scaling on the left-hand side of (3) is necessary because the left-hand side sum counts every triple system once for each of the 12 2 seeds that occur in a triple system. Using the classification data, both the left-hand side and the right-hand side of (3) evaluate to 10,070,314,878,246,926,155,776,000.
We can extend the double counting argument to work for k = 10 as follows. For each isomorphism class X j encountered for k = 10, we record the order of the automorphism 
These systems are in a one-to-one correspondence with the systems counted in (3): delete the last one-factor from a triple system for k = 11 to get a triple system with k = 10; conversely, append the unique missing one-factor to a triple system with k = 10 to get back the original triple system with k = 11. Evaluating (4) using the classification data gives the same result as (3), which gives us confidence that the classification for k = 10 is correct. 
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