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Several studies use an overlap in individuals (classes) between the training and test set during 
performance evaluation of face recognition systems, but little is known about the influence of having 
overlap in classes. This study investigates the influence of overlap in classes in the training and test set 
on recognition performance in a PCA/LDA-based log likelihood ratio classifier. 278 classes from the 
FRCG dataset with 20 samples per class are used to investigate overlap percentages of 0%, 25%, 50%, 
75%, and 100%. The results show an equal error rate of 3.09% at 0% overlap and an equal error rate of 
1.24% for 100% overlap. Additionally, no difference in performance was found between overlap 
percentages of 0% and 25%. The results of this study suggest that having a big overlap in classes 
between the training and the test set results in an overestimation of face recognition performance. 
1. Introduction 
PCA (principal component analysis) and LDA 
(linear discriminant analysis) based face 
recognition systems require training in order 
to function. During training, the system is 
presented with a dataset containing face 
images. The system then trains itself by 
extracting features from the images in the 
dataset. During use, the face recognition 
system uses these extracted features to 
compare two images (gallery and probe) to 
determine how much the images match.  
A common mistake in face recognition systems 
is “testing on the training set”. When the same 
data is used for both training and testing, an 
optimal and unrealistic result is acquired. [1] 
Much of the current research on face 
recognition systems uses an existing (either 
public or private) database containing sample 
images. This allows for repeated training and 
testing of a system without having to acquire 
face images from volunteers every time. 
Another advantage of the use of these 
databases is that the conducted tests are 
repeatable. [2] 
Knowledge exists of only a single recent study 
that investigates the generalization ability of 
face recognition algorithms by looking at the 
amount of overlap in training set and gallery 
images [3]. In this study the amount of overlap 
varied from 0% to 100% with 25% increments 
and a 100% overlap meant that all gallery 
images were also part of the training set. This 
can however be considered as “testing on the 
training set”. 
More often, studies do not use the exact same 
images for training and testing, but overlap 
does occur in individuals [4-6]. For example, 
these studies could have ten images per person 
of which five are used for training and the rest 
are used for evaluation. A different study used 
completely different databases (and thus 
different persons) for training and testing [2]. 
None of these studies however mention the 
influence of having overlap in individuals 
(classes) in the training and test set (same 
persons, different images). 
The purpose of this paper is to investigate the 
influence of the amount of overlap in 
individuals in the training and test set during 
evaluation of face recognition system 
performance. For this purpose, an in-house 
face recognition system of the University of 
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Twente (based on PCA/LDA) was used in 
conjunction with a modified subset of the 
FRGC dataset. 
2. Method 
2.1. System 
For this experiment the PCA/LDA-based in-
house face recognition system of the Services, 
Cybersecurity and Safety (SCS) group of the 
University of Twente is used. The system 
consists of a log likelihood ratio classifier for 
comparison of a probe sample and a reference 
sample to determine if the samples are of the 
same class (verification). This section describes 
the system generally. A more thorough 
explanation of the system at its log likelihood 
classifier is given in [7]. 
The classifier of the SCS system determines the 
likelihood that a probe belongs to the same 
class as an enrolled image. This can be 
determined by using the following equation 
for the log likelihood ratio: 
𝐿(𝑠𝑎𝑚𝑒 𝑐𝑙𝑎𝑠𝑠|𝒙, 𝒚) =    
𝒙𝑇𝜦𝒙 + 𝒚𝑇𝜦𝒚 + (𝒙 + 𝒚)𝑇𝜞(𝒙 + 𝒚) 
𝚪 and 𝚲 are defined as: 
𝜞 = 𝜮𝑤
−1[2𝜮𝑤
−1 + 𝜮𝑏
−1]
−1
𝜮𝑤
−1 
𝜦 = 1 − 𝜮𝑤 
In this equation, 𝜮𝒘 and 𝜮𝒃 are diagonal 
covariance matrices. 𝜮𝒘 contains the 
covariance within a class, while 𝜮𝒃 contains the 
covariance between different classes. 
Additionally, x and y are transformed probe 
and reference samples. The system transforms 
both probe and reference samples by 
translating the data, whitening the total 
distribution, and decorrelating the within class 
distribution.  
Because it is often hard to properly estimate 
the full covariance matrix, PCA and LDA are 
used to reduce the dimensionality of the data. 
With PCA, eigenvalues of the data are 
computed as described in [8]. Only the largest 
eigenvalues are used to estimate the 
covariance matrix as they describe the largest 
variation in the data. 
LDA is used to achieve a dimensionality 
reduction on the within-class covariance. This 
improves the between-class discrimination. 
Within the SCS system, the number of 
eigenvalues used for PCA and LDA are fixed 
by their PCA and LDA parameter. 
Lastly, the classifier also allows for multiple 
enrolment and multiple probes, but in this 
experiment only situations with single 
enrolment, single probe are regarded. 
2.2. Data 
The dataset used for this study originates from 
the FRGC dataset [9]. In total 5560 images (20 
images x 278 subjects) are used for all of the 
experiments. Before the experiments, the 
images were normalized on gray values and 
the eyes of all samples were aligned. Also, the 
background of all images was removed. 
In order to keep the results comparable, the 
number of classes and samples for both the 
training and test set are kept constant 
throughout the study. Since a situation with no 
overlap at all is regarded and since it is not 
allowed to use a single sample (one image of 
one individual) for both testing and training, 
the size of the training and testing set is 139 
classes with 10 samples per class. This also 
means that for every experiment only half of 
the samples is used (also see figure 2). 
MATLAB 2014a (The Mathworks, Inc.) is used 
to automate the experiments.  The program’s 
function randsample is used whenever a 
random distribution is required. 
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2.3. Sample selection 
It is unknown whether the samples for each 
class of the used dataset are randomly 
distributed. For example, in some classes a 
pattern in facial expressions is clearly visible in 
subsequent images (see figure 1). This can be 
of major influence on the experiments, as the 
training set used to train could potentially 
contain an above average number of samples 
with a certain facial expression (for example 
laughing). 
 
Figure 1. A randomly selected sequence of samples 
of one individual (class) showing a pattern in his 
facial expression in subsequent images. 
To investigate the influence of the composition 
of the dataset and the training and test sets on 
face recognition performance, a preliminary 
study is performed. In this preliminary study 
different parts of the dataset are selected for 
the training and the test sets. In each of the 
experiments there is no overlap in classes  
between de training and the test set and the 
training samples are selected from the first 
50% of the classes (in numerical order based on 
file name) and the test samples are selected 
from the last 50% of the classes. Four different 
distributions are investigated: 
1. the first ten samples of each class are 
used for training and the last ten 
samples of each class are used for 
testing (figure 2a); 
2. the last ten samples of each class are 
used for training and the first ten 
samples of each class are used for 
testing (figure 2b); 
3. a random selection of sample numbers 
for the test and training set is made 
and applied to each class (figure 2c); 
4. a random selection of ten samples per 
class is made for each class (figure 2d). 
For all experiments in this preliminary study 
the PCA and LDA parameters are set to 150 
and 40 respectively. The SCS system outputs 
score matrices, which can in turn be used to 
create a ROC curve. 
As the random selection methods (number 3 
and 4) give different result each time they run, 
it is never known if the resulting distribution is 
a well-balanced distribution: it is even possible 
that they result in the exact same distributions 
 
Figure 2. Schematic illustration of different distributions of the samples over the training and test set. 
Distributions (a) to (d) have no overlap in classes of the training and the test set, while distribution (e) does have 
overlap. In distributions (c), (d), and (e) the samples are randomly assigned to either the training or the test set. 
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as the first two selection methods (number 1 
and 2) –  this is unlikely though. To overcome 
this problem, experiments with the random 
methods (number 3 and 4) are conducted three 
times (with different random distributions). 
The resulting ROC curves are subsequently 
averaged on threshold [10] over the three 
different random distributions.  
Figure 3 shows the results of the preliminary 
study on sample selection. The ROCs show 
that the different distributions do affect the 
final results. To make sure that the specific 
composition of the dataset used for this study 
does not influence the results of the complete 
study, a random selection of samples (as 
distribution number 4) is used for every 
experiment throughout the rest of the study. 
To overcome the problem mentioned in the 
previous paragraph (a single random 
distribution might be biased), each experiment 
is conducted three times with three different 
random distributions and the results are 
subsequently averaged. 
2.4. PCA and LDA settings  
The PCA and LDA settings of the system are of 
influence on its performance. This is why a 
 
Figure 3. ROC curves of four different methods for sample selection. The left image shows the full ROC curve, 
while the right image only shows the top-left corner of the curve. The two lines of the random distributions 
are the averages of three independent random distributions. 
 
Figure 4. ROC curves of nine different combinations of PCA and LDA dimensionalities. The left image shows 
the full ROC curve, while the right image only shows the top-left corner of the curve. Each line is the average 
of three different randomly distributed sample sets. 
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second preliminary study is conducted to 
determine the optimal PCA and LDA settings 
for the rest of the experiment. Different 
combinations of PCA (100, 150, 200) and LDA 
(25, 37, 50) values are used to compute the 
lowest equal error rate (EER). The samples are 
selected randomly and there was no overlap 
between classes. Again, the first 50% of the 
classes was used as training set (figure 2c).  
Figure 4 shows the results of the experiments 
for the PCA and LDA settings. The best 
performance is achieved with dimensionalities 
of 100 for PCA and 50 for LDA. 
2.5. Method 
To investigate the influence of overlap in 
classes on face recognitions performance the 
results of both preliminary studies are used. 
Samples for each training and test set are 
selected in a random manner (figure 2e) and 
values of 100 and 50 respectively are used as 
PCA and LDA dimensionalities.  
Overlap between classes is varied between 0%, 
25%, 50%, 75%, and 100%. The selection 
procedure for the classes is done in a random 
manner. First, all classes that are part of both 
the test and training set are randomly selected 
from all classes. Subsequently, the classes that 
are only used for training are selected from the 
remaining classes. Lastly, the classes that are 
only used for testing are selected after the 
classes for training have been selected. 
To evaluate face recognition performance 
between different percentages of overlap, 
ROCs of each percentage of overlap is plotted 
and the corresponding equal error rates (EERs) 
are determined. 
3. Results 
The ROC curves of the different percentages in 
overlap are shown in figure 5 and table 1 
shows the corresponding equal error rates. 
Table 1. Equal error rates (EERs) for different 
percentages of overlap 
Overlap EER [%] 
0% 3.09 
25% 3.07 
50%  2.67 
75% 2.27 
100% 1.24 
 
Apart from 25% both figure 5 and table 1 show 
an increase in performance with increasing 
overlap. The values in table 1 indicate that the 
equal error rate at 100% overlap is 2.5 times 
lower than the equal error rate at 0% overlap. 
 
Figure 5. ROC curves of five different percentages of overlap in classes in the training and test set. The left 
image shows the full ROC curve, while the right image only shows the top-left corner of the curve. Each line is 
the average of three different randomly distributed sample sets. 
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4. Discussion 
The results show a clear increase in 
performance (a factor 2.5 between 0% and 
100% overlap) with an increasing amount of 
overlap. Only for 0% and 25% overlap no 
difference is found. The increase in 
performance with increasing overlap indicates 
that face recognition performance is 
overestimated in case of overlap of classes in 
the training and test set. 
It is expected that the increased amount of 
overlap increases performance because the 
classifier is trained to detect features that are 
unique to the training set. If the training set 
and the test set have overlap in classes, the 
classifier will be more capable of recognizing 
the different classes.  
A notable result is the lack of performance 
difference between 0% and 25% overlap.  The 
cause of this lack in difference is unknown, but 
it could have important implications for face 
recognition performance evaluation. If there 
really is no performance difference between 
0% and 25% overlap, bigger training and test 
sets can be used when evaluation performance   
– due to the 25% overlap – without getting an 
overestimation of performance (which is the 
case with higher percentages of overlap). 
In further research there are two areas of 
interest. The first is investigating the exact 
influence of overlap on performance. This 
study has found that recognition performance 
is overestimated with an increasing amount of 
overlap, but more research is required to 
assess how big the overestimation is for what 
percentages of overlap. The second area of 
interest is the seemingly lack of difference in 
performance between 0% and 25% overlap. In 
further research this should be investigated 
more thoroughly. 
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