The first spoken dialogue system is developed for the Persian language is introduced. This is a ticket reservation system with Persian ASR and NLU modules. The focus of the paper is on learning the dialogue management module. In this work, real on-line training data are used during the learning process. For on-line learning, the effect of the variations of discount factor (y) on the learning speed is investigated as the second contribution of the research. The optimal values for y were found and the variation pattern of the action-value function ( Q ) in the learning process was obtained. A probabilistic policy for selecting actions is used in this work for the first time instead of greedy policies employed in previous works.
INTRODUCTION
Today, the use of spoken dialogue systems (SOS's) has increased because of advances in dialogue management. The older touch tone computer telephony systems are also being replaced by the SOS's. In a typical SOS, the user speaks to the system in real time through a phone line; then this system provides the required information. An SOS has four parts: automatic speech recognition (ASR), natural language understanding (NLU), dialogue management (OM) and spoken language generation (SLG).
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Figure 1-Spoken dialogue system
The block diagram of an SOS is shown in Fig. 1 . The ASR goal is to transcribe the input speech. It gets an audio stream as the input and generates the recognized utterance as the output. The NLU goal is to produce meaning representation from ASR output. The OM unit receives its input from the NLU unit, and its outputs are the communicative goals. The SLG goal is to produce an output string to be spoken to the user. Its input is a communicative goal and its output is an audio stream.
The implementation and construction of an SOS are difficult in large tasks. The ASR errors are simulated in simulated training data [I] and employed by some researchers [2] for implementation of SOS. Because of this complexity and for decreasing the effect of errors on the performance of the system, mathematical methods are used for modeling and learning the OM unit.
The OM unit has an essential role in an SOS. The OM interacts in a natural way to help users get the information that the system supports. Selecting the best action in the conversation is the goal of the OM unit. The first generation of OM units were constructed without learning and their performances were not satisfactory. Today, different learning methods are used for training the OM unit.
Previous works have discussed that Markov decision process (MOP) and partially observable Markov decision process (PO MOP) provide a statistical framework for handling uncertainty in the states for the English language [2, 3, 4, 5] . Recently researchers compared model-based and model-free approaches for SOS's to show that the model-based approach didn't perform as welJ as the model-free approach [6] . Researchers used simulated training data for the English language [2, 3, 4, 5] . The model-free approach of reinforcement learning has near-optimal solution and needs a lot of data for learning. The problem occurring in learning procedure of the SOS's is that the OM unit learns from the first samples of the training data and usualJy is not affected by the rest of it. In order to influence the training procedure in a way that alJ the training data affects the OM learning procedure, in this paper we focus on finding the optimum value for the discounting factor in the learning process.
Previous learning methods for training OM unit [3, 7] have used a greedy policy for assigning actions to the states, i.e., they assign the most probable action to the state. In this work, the policy used for selecting actions during learning is based on a probabilistic selection method; furthermore, real users are employed for generating the training data. This paper is organized as follows. Section 2 discusses the reinforcement learning (RL) methods and the RL methods used for learning OM so far. Section 3 contains our approach for modeling and learning the OM unit. Section 4 contains our implementation issues such as conditions of our experiments and the data collection procedure. Section 5 shows our experimental results. Section 6 contains summary and conclusions.
LEARNING METHODS USED FOR DIALOGUE MANAGEMENT
Reinforcement learning methods are used by SDS's for mapping each state to the best corresponding action because these learning methods can decrease the effect of the errors that may occur in ASR and NLU units on the performance of the system [3] .
1. Reinforcement learning methods
Reinforcement learning explains how to map situations to actions for getting the maximum reward signal [8] . RL methods are dynamic programming (DP), Monte Carlo methods (MC), and temporal difference (TD). The DP methods are model-based methods which provide simple mathematical calculations but need a model of the environment. The MC methods are model-free methods, i.e., they don't need a model. Their drawback, however, is that they cannot be used for batch training since they are incremental learning methods. The TO methods are similar to the MC methods, but their convergence speed is higher than the MC, their disadvantage is being more difficult to analyze. Model-based approaches are used to compute optimal assignment of actions to states. It is assumed its state S and action A(s) sets are finite and its dynamics are based on a set of transition probabilities P�s and expected immediate rewards R�s for all s E S, a E A(s)and s E S.
Then DP can be used to compute the optimal action-value functions (Q*(s, a)) according to Bellman optimality equations (Eq. 1).
(1) y being the discount factor (0 :::; y :::; 1). The effect of y is that the states visited in the beginning of each episode are given less reward due to the effect of the discount factor. MC methods are model-free approaches. These are incremental methods usually used for episodic tasks. In the MC methods, at the end of each episode Q* (5, a) will be updated based on the average of the rewards obtained based on the current policy [8] . TO method can learn experiences without a model of the environment, and update Q*(s, a) step by step, not episode by episode [8].
Reinforcement learning for the DM
The speed of learning of the MC methods is lower than the DP methods, but the DP methods need the complete model including transition probabilities and expected immediate rewards. Conventional dialogue systems use simulated training data for modeling the environment [1] . OP methods use the simulated data for learning; this is the reason researchers have used the DP method [3, 6, 9, 10] . The MC methods are also used by certain researchers for the DM unit learning [2, 7, 11] . The simulated training data have been used for training the OM unit [2, 3, 6, 7, 9, 10] . The work presented in this paper is done using on-line MC methods for learning of the OM unit by 134 real user training data, in which real users provide real noises in ASR and NLU units.
PROPOSED APPROACH FOR DM MODELING AND LEARNING
In this paper, a ticket reservation system is designed. Getting the origin and the destination of the route are its initial goals and reserving tickets for users is the final outcome of this system. The designed system has 11 states shown in Fig. 2 . Each state contains two slots, the first slot is the origin and the second slot is the destination. Each slot can have three values. "0" means that the slot-value is unknown, "1" indicates that the slot value is known and "2" means that the slot-value is confirmed. In each state the "0" causes the system to do the "request" action and questions about the slot-value. For the "1" indicator, the system can do two types of actions; the system can go to the "goal" state with doing the "Go-to-goal" action or can do the "confirmation" action. If the system does the "confirmation" action and the user's judgment is "YES", the system goes to a state that the confirmed slot is "2". If the user's judgment is "NO" the system goes to a state that the confirmed slot is "0". If the output of NLU is "NULL", i.e., the NLU cannot match the output of the ASR with any grammar, the system remains in its previous state and repeats its previous action. The "start" state is defined for restarting the system. The "goal" state is the final state where the target is identified and the user is asked about the validity of the selected target.
Reinforcement learning based on MC method is used for learning. The goal of learning in this system is mapping each state to a specific action so that shorter dialogues and fewer errors are resulted. The action-value function, Q, represents the sum of rewards obtained for each action during the learning process. In the initial learning dialogue Q is set to be equal for all actions; then at the end of any episode, Q changes based on the reward acquired by any of these actions in the learning steps. For learning the OM unit, at first we use initial random policy, and then the system is trained with incremental training data. Our policy for selecting an action is not greedy or E-greedy. It's based on a probabilistic model, i.e., the probability of selecting each action depends directly on its Q value. It is computed by dividing the Q value of that action by the sum of the Q values of all actions within the same state. Since users are diverse and their judgments are different, when there are not enough training dialogues, finding out a suitable y for fast and correct convergence is a problem. After convergence, we change the discount factor y, then we retrain the DM unit with another initial random policy. This procedure is repeated with four different values of y.
Our reward function is defined in Table 1 based on the goals of the SOS. One of the goals is to learn whether it should ask questions for taking confirmation or not, as a result two actions, "confirmation" and "Go-to-goal", are defined for certain states. If a "confirmation" action is selected with the "YES" judgment of the user, this action Figure 2 -State-action block diagram gets a negative reward, and conversely for a "confirmation" action selected with the "NO" judgment. This results in shorter dialogues as well. At the end of each episode, the system asks the user about the validity of the selected target; if the user's judgment is "YES", positive reward is given to all actions that are selected throughout the episode, and negative rewards are given to the other actions and conversely when the user judgment is "NO". The advantage of the MC method with real users is that the system learns gradually with real noise. Consequently, it is more accurate than the DP methods with simulated users.
IMPLEMENTATION ISSUES
In the implemented system, users call the ticket reservation system and state their requests, at the end of each episode of dialogues, users are asked to give their judgment about the conversation. This judgment is used for explicit rewarding in addition to the automatic implicit rewards incorporated in this system. University A non selected action with the "YES" -3 judgment at the end of episode A selected action with the "YES" +5 judgment at the end of episode A non selected action with the "NO" +2 judgment at the end of episode A selected action with the "NO" -2 judgment at the end of episode A confirmation action selected with the -4 "YES" user judgment A confirmation action selected with the +4 "NO" user judgment students are asked to call the system.
The ASR used is a large vocabulary (2000 words) speaker-independent continuous Persian speech recognition engine. Context independent hidden Markov models are trained for each phoneme. The language model used is a trigram model. The NLU uses a context free grammar that is represented with partial robust parsing. This grammar has 400 rules and 64 non terminals and is designed for analyzing probable input sentences. Recorded sentences are used by the SLG.
EXPERIMENTAL RESULTS
In our experiments, the implicit rewarding criterion is unchanged and the effect of explicit reward is controlled by changing the y factor. Increasing the y factor results in faster learning while it may cause some parts of the on line training data to be ignored. On the other hand, reducing the y value slows down the learning process while it allows the system to use more comprehensive training data. The convergence to the optimal policy y=O.85 happens when the Q value of a single action within a state significantly surpasses the Q value of all other actions within the same state. The important point is that if the Q value of the winning action within a state remains constant during the learning process, the process is not functioning. In other words, in order to make sure the learning procedure is working a minimum is to happen in the Q value curve of the winning action before the final convergence (Figs. 3a, 4a, 4b ). For y = 1.0 and y = 0.8 and y = 0.85 the size of the provided training data was enough for convergence but for y = 0.5 it wasn't. Figs. 3a, 3b, 4a, and 4b show the graph of variations ofQ value versus the number of calls for state "3(1,1)" that uses both implicit and explicit rewards. At the end of the learning process, the action mapped to the state is the "Go-to-goal" for all values of y. For y = 1.0, the best action changes during learning; moreover, the best action is chosen incorrectly when few training dialogues are used (Fig. 3a) . For y = 0.8, however, the number of training dialogues increases and the best action keeps the most Q value during the whole learning process as shown in Fig. 4a . Setting y = 0.85 results in similar correct results ofy = 0.8 with about 40 less dialogue sessions.
SUMMARY AND CONCLUSION
The work presented in this paper is the first research on learning spoken dialogue systems for the Persian language. Model-free reinforcement learning was used for training the dialogue management unit in an SDS. In addition, real users for providing on-line training data were employed. The effect of discount factor ( y) variations on convergence speed and accuracy of the learning process was examined. Learning with y = 0.5 or lower resulted in ignoring the user judgment and increasing the effect of implicit reward on learning.
Finally, the optimal y value obtained on the Persian language with on-line learning and real training data was between O.S and 0.S5. For these y values, the final action selected at the end was the best action throughout the learning process with the difference that y=0.S5 resulted in faster convergence compared to y=O.S.
