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Resumen
Este trabajo presenta los resultados de la te´cnica heur´ıstica de
ABC (Artificial Bee Colony) utilizada para estimar los para´metros
de modelos de regresio´n no lineal. El algoritmo fue probado sobre 27
bases de datos de la coleccio´n NIST (2001), de las cuales 8 se con-
sideran con un alto grado de dificultad. Se presentan los resultados
experimentales.
Palabras clave: ABC, PSO, Regresio´n No Lineal.
Abstract
This article shows the results of ABC heuristic techniques (Artifi-
cial Bee Colony) that were used to estimate parameters for nonlinear
regression models. The algorithm was tested on 27 data bases from
the NIST collection (2001), 8 of these are considered to be high dif-
ficulty. Experimental results are presented.
Keywords: ABC, PSO, Nonlinear Regression.
Mathematics Subject Classification: 90C59, 62J02.
1 Introduccio´n
El me´todo heur´ıstico denominado Colonia de Abejas Artificiales (ABC) se
considera dentro de los me´todos de inteligencia de enjambre. Los me´todos
basados en inteligencia de enjambres han sido utilizados exitosamente para
resolver diferentes problemas de optimizacio´n general. El objetivo de este
trabajo es el presentar la heur´ıstica ABC para resolver el problema de
encontrar los valores de los para´metros en el problema de regresio´n no
lineal utilizando el criterio de mı´nimos cuadrados. En la Seccio´n 2, se
presenta el problema de regresio´n no lineal; en la Seccio´n 3, se describe la
heur´ıstica ABC y su implementacio´n para resolver el problema de regresio´n
no lineal; en la Seccio´n 4, se presentan los resultados obtenidos de aplicar
las heur´ısticas propuestas a las bases de datos muy conocidas NIST (2001);
finalmente en la Seccio´n 5 se proporcionan las conclusiones.
2 Regresio´n no lineal
Sean las variables x = (x1, x2, . . . , xm) e y observadas sobre n objetos,
donde (x1, x2, . . . , xm) son las variables explicativas y y es una variable a
explicar, que depende de x, se quiere describir la relacio´n de dependencia
de y respecto a x mediante una funcio´n f ; es decir, se quiere establecer la
relacio´n funcional y = f(x) +  donde  es un te´rmino de error que es una
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variable aleatoria con media cero (en este trabajo no supondremos que 
sigue alguna distribucio´n en particular). La funcio´n f depende general-
mente de ciertos para´metros, que denotaremos por θ por lo que la funcio´n
de regresio´n queda:
y = f(x, θ) +  (1)
En el problema de regresio´n, se quiere encontrar los valores del para´-
metro θ = (θ1, θ2, . . . , θp) tal que optimice algu´n criterio, en particular
se tomara´ el criterio de mı´nimos cuadrados, el cual mide la calidad de la
aproximacio´n funcional propuesta mediante la minimizacio´n de la suma de
las diferencias cuadra´ticas:
S(θ) = ‖y − f(x, θ)‖2 =
∑
i
[yi − f(xi, θ)]
2 (2)
donde xi = (x1i, x2i, . . . , xmi), e yi para i = 1, 2, . . . , n son las observa-
ciones de las variables, y ‖ · ‖ es la norma euclideana usual.
De lo anterior se tiene un problema de optimizacio´n global definido
como: dada una funcio´n objetivo:
S : D −→ <,
se desea encontrar [11]:
θ∗ = argminθ∈DS(θ).
El punto θ∗ es llamado el mı´nimo global, D es el espacio de bu´squeda
definido como D =
∏
i[ai, bi], ai < bi, i = 1, 2 . . . , p, esta especificacio´n de
S se conoce como restriccio´n de caja.
Salvo cuando f(x, θ) es una funcio´n lineal respecto del vector de para´-
metros θ, no se conoce una solucio´n general a este problema. Para el caso
no lineal, existen algoritmos iterativos deterministas (Levenberg-Maquardt
o Gauss-Newton) que pueden utilizarse en paquetes estad´ısticos, pero fallan
para encontrar las soluciones o´ptimas del problema.
Por tanto, cuando se desea encontrar un modelo de regresio´n no lineal
de mejor ajuste, respecto al criterio de mı´nimos cuadrados, se entra a un
problema de programacio´n general de tipo continuo, el cual es un problema
dif´ıcil de resolver (c.f. [11]).
3 Colonia de abejas artificiales (ABC)
El algoritmo de colonia de abejas artificiales es un me´todo que corresponde
al tipo de inteligencia de enjambre, el cual emula el comportamiento de
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encontrar fuentes de alimento para el forrajeo de las abejas de miel y el
compartimiento de informacio´n de las abejas para tal efecto. ABC fue
inicialmente propuesto por Karaboga [3] y ha sido aplicado a diferentes
problemas, tales como optimizacio´n restringida [4], redes neuronales [4], y
conglomerados ([9], [6]), entre otros.
En ABC, se clasifican a las abejas en tres clases: abejas empleadas
(en ingle´s: employed), abejas observadoras (en ingle´s: onlookers) y abejas
exploradoras (en ingle´s: scouts). Las abejas empleadas esta´n asociadas
con una fuente de alimento en particular, y son las que esta´n explotando el
alimento, a la vez que llevan consigo la informacio´n de esta fuente particular
de alimento a las observadoras. Las abejas observadoras son aquellas que
esta´n esperando en el a´rea de danza de la colmena para que las abejas
empleadas les compartan la informacio´n sobre las fuentes de alimento y
entonces toman una decisio´n de eleccio´n de alguna fuente de alimento.
Las abejas que salen del panal en busca de una fuente de alimento al azar
son las llamadas exploradoras.
En ABC, la mitad de las abejas son empleadas y la otra mitad son
observadoras, es decir, el nu´mero de abejas empleadas es igual al nu´mero
de fuentes de alimento que esta´n alrededor del panal. Las abejas empleadas
cuya fuente de alimento se agoto´ se convierten en exploradoras.
La posicio´n de una fuente de alimento representa una solucio´n factible
del problema de optimizacio´n y el monto de ne´ctar o de alimento de
la fuente de alimento corresponde a la calidad (en ingle´s: fitness) de la
solucio´n asociada representada a dicha fuente.
Los principales pasos del algoritmo ABC se detallan a continuacio´n.
En la fase de inicializacio´n, se generan aleatoriamente SN soluciones
(fuentes de alimento), SN denota el nu´mero de abejas empleadas, que es
igual al de abejas observadoras. Donde cada solucio´n θi, (i = 1, 2 . . . , SN)
es un vector contenido en el espacio D de p dimensiones, es decir, p es
el nu´mero de para´metros a optimizar. Entonces se evalu´a la cantidad de
ne´ctar fiti, que es el valor de la funcio´n a optimizar. En la fase de las abejas
empleadas, cada una de e´stas encuentra una nueva fuente de alimento vi
en la vecindad de θi utilizando la siguiente expresio´n:
vij = θij +Oij(θij − θkj) (3)
donde k ∈ {1, 2, . . . , SN} y j ∈ {1, 2, . . . , p} son ı´ndices que se eligen
aleatoriamente, y k 6= i, Oij es un nu´mero aleatorio con distribucio´n uni-
forme en el intervalo [-1,1]. Entonces cada abeja empleada compara la
nueva solucio´n contra la actual y memoriza la mejor mediante un procedi-
miento gloto´n (en ingle´s: greedy).
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En la fase de las abejas observadoras, cada una elije una fuente de
alimento con cierta probabilidad, la cual esta´ relacionada con el monto
de ne´ctar (fitness) de una fuente de alimento compartido por las abejas
empleadas. La probabilidad se calcula mediante:
Pj = fitj/
∑
i=1,...,SN
fiti. (4)
Este me´todo conocido como el me´todo de seleccio´n por ruleta, propor-
ciona a los mejores candidatos para tener una oportunidad mayor de ser
elegidos.
En la fase de las abejas exploradoras, si una fuente de alimento no puede
mejorarse durante un determinado nu´mero de ciclos, denominado como
l´ımite, es eliminada de la poblacio´n, y la abeja empleada de tal fuente de
alimento se convierte en exploradora. Las abejas exploradoras encuentran
nuevas fuentes de alimento al azar utilizando la siguiente ecuacio´n:
θij = θminj + rand[0, 1](θmaxj − θminj ) (5)
donde θminj y θmaxj son las cotas inferior y superior del para´metro j,
respectivamente.
Los pasos anteriores se repiten hasta un nu´mero ma´ximo de ciclos
(MCN) o hasta que el criterio de terminacio´n se satisfaga.
En la Tabla 1 se proporciona el pseudo-co´digo de ABC.
4 Resultados
La bondad de los resultados del algoritmo propuesto, se estimo´ mediante
la cantidad del nu´mero de d´ıgitos duplicados cuando se compararon con los
resultados certificados proporcionados en NIST(2001), los cuales se encon-
traron utilizando algoritmos deterministas iterativos (Levenberg-Maquardt
o Gauss-Newton). El nu´mero de d´ıgitos duplicados denotados por λ puede
ser calculado v´ıa el logaritmo del error relativo (McCullough and Wilson,
2005) calculado como:
λ =


0 si |w−c||c| ≥ 1,
1 si |w−c||c| < 1× 10
−11,
− log10(
|w−c|
|c| ) de otra forma.
donde c denota el valor certificado y w denota el valor estimado por el algo-
ritmo propuesto. De acuerdo a NIST (2001) y a [11], a excepcio´n del caso
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1. Inicialice la poblacio´n de soluciones θi, i = 1, 2 . . . , SN
2. Evalu´e la poblacio´n
3. ciclo=1
4. repita
5. Produzca nuevas soluciones vi para las abejas empleadas usando la
ecuacio´n 3 y evalu´elas
6. Aplique un proceso de seleccio´n gloto´n para las abejas empleadas
7. Calcule los valores de probabilidad Pi para las soluciones θi usando
la ecuacio´n 4
8. Produzca las nuevas soluciones vi para los observadoras desde las
soluciones θi seleccionadas dependiendo de Pi y evalu´elas
9. Aplique el proceso de seleccio´n gloto´n para las observadoras
10. Determine las soluciones abandonadas por las exploradoras, si exis-
ten, y con una nueva solucio´n θi producida aleatoriamente mediante
la ecuacio´n 5
11. Memorice la mejor solucio´n alcanzada
12. ciclo = ciclo + 1
13. hasta ciclo = MCN
Tabla 1: Pseudo-co´digo del algoritmo ABC [5].
donde el valor certificado sea esencialmente cero, un buen procedimiento
por mı´nimos cuadrados no lineal es el que permite duplicar 4 o´ 5 d´ıgitos
de los valores certificados. En este trabajo se presentan los resultados
considerando el valor de lambda obtenido mediante:
λ = − log10(
|w − c|
|c|
).
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BASE ABC BASE ABC
Suma de cuadrados λ Suma de cuadrados λ
Misra1a 1.246193236423E-01 3.26 Misra1b 7.559350183265E-02 2.77
1.2455138894E-01 1.666846200455E-01 0.47 7.5464681533E-02 8.462175539905E-02 0.92
1.0187876330E-01 1.337654178727E-01 1.51 7.9301471998E-02 7.799216086595E-02 1.69
Lower 1.040070510000E-02 0.72 lower 2.330902998895E-03 0.48
p=2, n=14 p=2, n=14
Lanczos3 Kirby2 3.946104765227E+00 1.98
1.6117193594E-08 1.612738445035E-08 3.2 3.9050739624E+00 5.094707020359E+00 0.52
2.9923229172E-05 2.921284365791E-08 0.09 1.6354535131E-01 4.350732767542E+00 1.05
lower 1.991691942054E-08 0.78 Average 2.737538808890E-01 0.34
p=6, n=24 2.727544738188E-09 0.48 p=5, n=151
Chwirut2 5.130499139667E+02 5.43 Hahn1 1.541489040249E+00 2.23
5.1304802941E+02 5.135593488886E+02 3 1.5324382854E+00 1.734970608737E+00 0.88
3.1717133040E+00 5.130997548199E+02 4.28 8.1803852243E-02 1.601320859281E+00 1.44
lower 7.873300718672E-02 0.5 Average 4.514250275332E-02 0.29
p=3, n=54 p=7, n=236
Chwirut1 2.384482682801E+03 5.63 Nelson
2.3844771393E+03 2.385633014588E+03 3.31 3.7976833176E+00 3.797683318961E+00 9.45
3.3616721320E+00 2.384620386707E+03 4.53 1.7430280130E-01 3.797684527011E+00 6.5
lower 2.124043232830E-01 0.54 Average 3.797683556328E+00 7.57
p=3, n=214 p=3, n=128 2.850666608633E-07 0.68
Gauss1 1.315822308956E+03 7.3 MGH17 5.510126685313E-05 2.08
1.3158222432E+03 1.315836860934E+03 4.95 5.4648946975E-05 6.545627276916E-05 0.7
2.3317980180E+00 1.315825157306E+03 5.9 1.3970497866E-03 5.772841370945E-05 1.37
lower 3.124346909022E-03 0.51 Average 2.371895725404E-06 0.33
p=8, n=250 p=5, n=33
Gauss2 1.247559115682E+03 4.61 Lanczos1 1.382856701572E-06 -18.99
1.2475282092E+03 1.248227994806E+03 3.25 1.4307867721E-25 3.957682176644E-05 -20.44
2.2704790782E+00 1.247811929764E+03 3.71 8.9156129349E-14 1.006299516928E-05 -19.73
lower 1.471730619843E-01 0.27 Average 7.458526538808E-06 0.33
p=8, n=250 p=6, n=24
DanWood 4.317365213766E-03 -3.21 Lanczos1********* 1.382856701572E-06 0.07
4.3173084083E-03 4.386038355564E-03 -4.96 3.9833194653E-21 3.957682176644E-05 -4.17
3.2853114039E-02 4.324373012067E-03 -4.28 1.006299516928E-05 -3.7
lower 1.343630209328E-05 0.45 Average 7.458526538808E-06 0.9
p=2, n=6 p=6, n=24
Tabla 2: Valores certificados y obtenidos por ABC.
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BASE ABC BASE ABC
Suma de cuadrados λ Suma de cuadrados λ
Misra1c 4.096694245072E-02 5.59 Thurber 6.051893227345E+03 1.14
4.0966836971E-02 4.213637584388E-02 1.54 5.6427082397E+03 7.150110727061E+03 0.57
5.8428615257E-02 4.103987118660E-02 3.23 1.3714600784E+01 6.523986073918E+03 0.83
Average 1.690854310003E-04 0.72 Higher 2.934594360000E+02 0.15
p=2, n=14 p=7, n=37
Misra1d 5.642158275559E-02 4.39 Rat42 8.056663541871E+00 4.76
5.6419295283E-02 5.876621833359E-02 1.38 8.0565229338E+00 8.100043985016E+00 2.27
6.8568272111E-02 5.678202866268E-02 2.49 1.1587725499E+00 8.064312308303E+00 3.29
Average 4.378418547269E-04 0.59 Higher 8.825566860000E-03 0.56
p=2, n=14 p=3,n=9
Rozman1 4.948485731697E-04 6.7 MGH09 3.075166957500E-04 4.44
4.9484847331E-04 4.948633782808E-04 4.52 3.0750560000E-04 3.086604947380E-04 2.43
4.8542984060E-03 4.948528623624E-04 5.22 6.6279236551E-03 3.079383257800E-04 2.99
Average 3.357659169081E-09 0.44 Higher 2.968207010000E-07 0.41
p=4, n=25 p=4, n=11
Gauss3 1.244523375708E+03 4.51 Rat43 8.787393792495E+03 3.95
1.2444846360E+03 1.246948560451E+03 2.7 8.7864049080E+03 8.809649791088E+03 2.58
2.2677077625E+00 1.245603605513E+03 3.14 2.8262414662E+01 8.793611076676E+03 3.2
Average 6.196283900000E-01 0.33 Higher 5.184666650000E+00 0.33
p=8, n=250 p=4, n=15
ENZO 7.885398513025E+02 7.09 Eckerle4 1.463588748727E-03 10.73
7.8853978668E+02 7.885666828890E+02 4.47 1.4635887500E-03 1.463588748728E-03 10.73
2.2269642403E+00 7.885473874251E+02 5.17 6.7629245447E-03 1.463588748727E-03 10.73
Average 5.961890590000E-03 0.44 Higher 9.508135030000E-18 0
p=9, n=168 p=3, n=35
Bennett5 5.503170754280E-04 1.3 MGH10 1.015920991194E+02 0.81
5.2404744073E-04 5.959532957649E-03 -1.02 8.7945855171E+01 3.918718617223E+04 -2.65
1.8629312528E-03 1.438058438700E-03 0.08 2.6009740065E+00 7.234996202446E+03 -1.63
Higher 1.213937290000E-03 0.55 Higher 7.841302900000E+03 0.59
p=3, n=154 p=3, n=16
BoxBod 1.168008876556E+03 10.42
1.1680088766E+03 1.168008876556E+03 10.42
1.7088072423E+01 1.168008876556E+03 10.42
Higher 9.187283870000E-13 0
p=2, n=6
Tabla 3: Valores certificados y obtenidos por ABC.
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La descripcio´n de las Tablas 2-3 es la siguiente: En la primera y cuarta
columnas se proporciona el nombre de la base de datos, debajo se pro-
porciona el valor certificado de la suma de cuadrados del residual, debajo
de e´ste, se proporciona el valor certificado de la desviacio´n de la suma
de cuadrados del residual, posteriormente se indica el grado de dificultad
y finalmente se indica el nu´mero de para´metros (p) y el nu´mero (n) de
datos de la base de datos. En la columna 2 y 5, se proporciona el mı´nimo,
ma´ximo, promedio y desviacio´n esta´ndar de la suma de cuadrados del resi-
dual obtenidos por ABC. En la tercera y sexta columnas se proporcionan
los valores de λ ma´ximo, mı´nimo, promedio y desviacio´n esta´ndar respecto
del valor certificado de la suma de cuadrados del residual obtenidos por
ABC.
Se realizaron 50 corridas considerando una poblacio´n de 250 part´ıculas
y 400 iteraciones por corrida para ABC utilizando los intervalos de bu´sque-
da, que se presentan en la Tablas 4-5, los cuales por lo general conten´ıan
los valores de inicio (starting values) de la literatura e incluyeron al mejor
valor reportado.
5 Conclusiones
Se utilizo´ la heur´ıstica de enjambres para optimizacio´n conocida como
Colonia de Abejas Artificiales para encontrar los valores de los para´metros
en problemas de regresio´n no lineal bien conocidos en la literatura.
En general, para encontrar los valores de los para´metros en problemas
de regresio´n no lineal, la utilizacio´n de ABC proporciona intervalos ma´s
compactos.
Por otro lado, de acuerdo a NIST(2001) y [11], a excepcio´n del caso
donde el valor certificado sea esencialmente cero, un buen procedimiento
por mı´nimos cuadrados no lineal es el que permite duplicar 4 o´ 5 d´ıgitos de
los valores certificados; por lo que las aproximaciones por ABC, como se
puede apreciar de las tablas 2-3, en alrededor del 30% (8 de las 27 bases de
datos) obtuvo 4 o ma´s para el valor promedio de λ, sin importar su grado
de dificultad. Cabe mencionar que la gran ventaja de ABC, es su fa´cil
implementacio´n y sus cortos tiempos de ejecucio´n, un trabajo posterior
sera´ la implementacio´n en paralelo, lo cual ayudara´ a mejorar los tiempos
y a la vez poder modificar la cantidad de abejas.
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Chwirut1 MGH09
lb=[0, 0, 0] lb=[0, 0, 0, 0]
ub=[0.2, 0.015, 0.025] ub=[0.25, 0.39, 0.415, 0 .39]
Gauss3 RAT43
lb=[94, 0, 80, 110, 20, 72, 140, 15] lb=[500, 5, 0.75, 1]
ub=[100, 0.1, 105, 113, 25, 75, 150, 25] ub=[800, 10, 1, 1.5]
ENZO ECKERLE
lb=[10, 3, 0 .5, 40, -2, -1.3, 25, -.1, 1.4] lb=[1, 0 400]
ub=[11, 4, 0 .6, 45, -0.7, 1, 30, .5, 1.5] ub=[2, 10, 500]
MGH17 MGH10
lb=[0.3, 1.9, -1.5, 0.01, 0.02] lb=[0, 6000, 300]
ub=[0.4, 2, -1.4, 0.02, 0.03] ub=[0.05, 6300, 400]
Thurber BoxBOD
lb=[1200, 1000, 500, 40, 0.7, 0.3, 0.03] lb=[100, 0]
ub=[1300, 1500, 600, 80, 1, 0.4, 0.05] ub=[300, 1]
Roszman1 Nelson
lb=[0.015, -7E-06, 1200, -182] lb=[2.5, 5E-09, -.06]
ub=[0.22, -5E-06, 1210, -181] ub=[2.7, 6E-09, -.05]
Lanczos3 Rat42
lb=[-1, -1, 0, 1, 0, 3] lb=[70, 1, 0.04]
ub=[1.5, 1.5, 5.6, 5.5, 6.5, 7.6] ub=[100, 3, 0.1]
Chwirut2 DanWood
lb=[0, 0, 0] lb=[0.7, 3]
ub=[0.2, 0.015, 0.015] ub=[1, 5]
Gauss1 Misra1b
lb=[94, 0, 98, 62, 20, 70, 178, 16.5] lb=[300, .0001]
ub=[99, 0.02, 101, 70, 25, 72, 180, 20] ub=[500, .0004]
Gauss2 Misra1c
lb=[90, 0, 100, 104, 17, 70, 148, 18] lb=[500, 0.0001]
ub=[100, 0.015, 104, 108, 25, 74, 155, 21] ub=[650, .00025]
Kirby2
lb=[1.5, -0.15, 0.0025, -0.002, 0.00001] Misra1d
ub=[2, -0.1, 0.003, -0.001, 0.00003] lb=[400, 0.0001]
ub=[500, 0.00035]
Tabla 4: Intervalos de bu´squeda para los para´metros, lb indica la cota inferior y
ub la cota superior (primera parte).
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Lanczos2
lb=[0.09, 0.9, 0.8, 3, 1.5, 5] Misra1a
ub=[0.1, 1.01, 0.9, 3.01, 1.6, 5.01] lb=[200, 0]
ub=[500, 0.5]
Hahn1
lb=[1, -0.2, 0.0035, -0.000001, -0.006, 0.0002, -0.0000002] Bennett5
ub=[1.1, -0.1, 0.005, -0.000002, -0.005, 0.0003, -0.0000001] lb=[-3000, 45, 0.8]
ub=[-2000, 50, 1]
Lanczos1
lb=[0.09, 1, 0.8, 3, 1.5, 5]
ub=[0.1, 1.000000002, 0.9, 3.000000002, 1.6, 5.000000002]
Tabla 5: Intervalos de bu´squeda para los para´metros, lb indica la cota inferior y
ub la cota superior (segunda parte).
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