Abstract-Previous work in antenna optimization has primarily focused on applications of optimization algorithms in conjunction with problem-specific or semi-analytic tools. However, recent developments in fast algorithms now offer the possibility of designs and moreover allow for full flexibility in material specification across three dimensions. As an example, this paper combines genetic algorithms (GA) and simulated annealing (SA) with fast hybrid finite-element boundary integral simulations to develop full three-dimensional (3-D) antenna designs using shape, topology, as well as material optimization. To illustrate these optimization methods as well as compare between GA and SA, three different antenna designs are considered. First, a folded-slot antenna is optimized for broad-band performance, followed by an irregular-shaped dual-band antenna design. As a third design, which combines shape and material optimization, a bandgap substrate is designed to substantially increase the bandwidth of a patch residing on the optimized substrate.
I. INTRODUCTION
F REQUENCY-selective volumes (FSVs) and electromagnetic bandgap (EBG) structures have emerged as a new multidisciplinary field of study [1] , [2] . A bandgap structure consists of composite materials where certain dielectric or metal sections are implanted (possibly periodically) within a background medium. In analogy to semiconductor crystals which may exhibit an electronic bandgap, in electromagnetics such bandgap structures are associated with a frequency band where propagation of electromagnetic (EM) waves is forbidden and may also be used to modify the reflective properties of multilayered structures. These features may be exploited in the design of EM devices. In the case of antennas, bandgap substrate consists of printed elements on periodic, or more generally, on some perforated substrates which can be designed to enhance antenna properties such as bandwidth and pattern. Parameters which affect the behavior of EBGs include their periodicity, shape and spacing of the implants, and the dielectric contrast between the composite materials.
Growing applications in wireless communications present us with continuing demands for new antenna designs. Various antenna features and performance metrics are desired, including miniaturization, pattern control, new composites and artificial dielectrics, and multifunction capabilities. Antenna design is therefore a topic of great importance to electromagnetics. It involves the selection of antenna physical parameters to achieve optimal gain, pattern performance, voltage standing-wave ratio (VSWR), bandwidth, and so on, subject to some specified constraints. Trial and error process is typically used for antenna design and consequently the designer is required to have great experience and intuition.
Recently, optimization methods have been introduced for antennas aimed at either improving the current design or at speeding up the design process [3] - [5] . The combination of various optimization methods and numerical techniques such as the method of moments (MoM) further enables the optimization of complicated patch antennas and layered EM devices [6] - [8] . Creation of irregular patch and frequency-selective surface (FSS) shapes have also been investigated for various purposes. Previous work includes -factor improvements using a combination of finite-difference time-domain (FDTD) and genetic algorithms (GA) [5] , and bandwidth improvement for patch antennas [3] and FSS shape design for microwave absorbers [9] with MoM and GA.
In this paper, we integrate design optimization methods with robust finite-element boundary-integral (FE-BI) methods for printed antenna design without limitations on antenna shape and topology, or substrate material distribution. To our knowledge, this is the first ever integration of optimization and rigorous FE-BI analysis tools, and the first paper to optimize three-dimensional (3-D) material distribution of a bandgap substrate for enhancing antenna bandwidth. A key element of this integration is the use of new fast algorithms recently introduced in the FE-BI formulation [10] , [11] . For design optimization we use the standard GAs, but we also considered other stochastic design approaches such as the simulated annealing (SA). A comparison of the two techniques is also given. This paper is organized as follows. Section II outlines GA and SA and how these methods work with the FE-BI solver. In Section III, we propose two design examples based on shape/topology optimization to serve as design practice and verification of the optimization process and integration with 0018-926X/02$17.00 © 2002 IEEE Fig. 1 . General optimization process using GA or SA and an FEM solver. exact computational tools. The examples include 1) a patch design with a folded-slot feed for increased bandwidth and 2) a dual band patch where we also take the opportunity to compare GA and SA performance. In Section IV, we consider a full 3-D design where the emphasis is on material design. In this case, a bandgap structure is designed to serve as the substrate for the patch subject to prespecified bandwidth requirements.
II. OPTIMIZATION METHODS AND EM ANALYSIS TOOLS
For the past several decades, gradient-free methods (a class of optimization methods which do not use derivative information but instead rely only on function values) have been introduced to search for global optima. Gradient-free methods [12] , or direct-search methods, are generally robust and particularly effective for problems with a large number of design variables, but typically require fast objective function evaluations for their practical implementation. They are largely independent of the initial design and solution domain. Therefore, global optima are more likely to be found. As can be understood, gradient-free methods work very well when many local optima exist, whereas gradient-based methods [13] , [14] break down in these cases. On the other hand, gradient-free methods are generally slow and require a large number of objective function evaluations to achieve convergence. Hence, they have limited use in problems involving complicated electromagnetic structures where traditional numerical simulations must be used for the objective function computation. Recent fast integral algorithms and their integration with finite-element methods make the use of such gradient-free optimizations more practical. This paper focuses on the integration of GA and SA with exact FE-BI analysis tools, and demonstrates design possibilities using full 3-D antenna models comprised of composite materials.
In what follows, we begin by briefly discussing the GA and SA algorithms and their integration with the FE-BI solver. We then proceed to use GA and SA with exact FE-BI tools for printed antenna design.
A. GAs
As discussed above, GA are robust, stochastic-based search methods modeled on the concepts of natural selection and evolution, and their underlying process has already been discussed [15] , [16] . There are two basic types of operators for GA. The crossover operator swaps parts of two solutions to generate two new solutions and the mutation operator randomly changes a small percentage of bits in chromosomes, from 1 to 0 or vice versa. The flowchart for a GA process is shown in Fig. 1(a) . In the beginning, a desired performance is described and formulated as a fitness function to be minimized by the GA optimizer, where is a vector of design variables (e.g., yes or no metallization of each pixel in the design domain, yes or no on the use of dielectric at certain locations, etc.). If the optimization model contains constraints, they can be included as penalties in the fitness function or encoded directly into the solution strings. Several initial designs coded into binary strings are produced for the first generation either by the user or randomly. For each design, the fitness values are computed using the FE-BI solver and rated. Good solutions survive and have offsprings, while bad solutions are discontinued. Pairs of good solutions are selected using certain strategies to perform crossover. Mutation is usually allowed with a very small probability to flip some bits from 0 to 1 in the binary string and vice versa, thus providing a way to introduce new designs. This process is repeated until the termination criteria are met. Then the optimal binary string is decoded back into the corresponding design. In GA, local optima are avoided by hyperplane sampling in the Hamming space (i.e., crossovers) plus random perturbations (i.e., mutations) [17] .
Both the FE-BI and GA codes were written in Fortran. For each specific problem, an interface code is also written to communicate between these two parts. The interface code reads in the initial population, translates them into the values of design variables, and inputs these variables to the FE-BI code for meshing and solving. The fitness function (i.e., objective function) is computed and sent to the GA code, which performs crossover and mutation accordingly. New generation is then formed and design variables are updated for the fitness evaluation again. For all the three optimization problems in this paper, a micro-GA is used with a tournament selection strategy (a widely used class of selection mechanisms that pick members of the population at random and then select from them in a manner that depends on a fitness criterion), with a shuffling technique for choosing random pairs for crossover. Uniform crossover with a crossover probability of 0.5 was used in conjunction with a mutation probability of 0.02. A population of five is formed in each of the GA generation. Convergence are typically achieved within 150 generations.
B. Simulated Annealing
Simulated annealing [18] , [19] was proposed by Kirkpatrick et al. in 1983 [20] . SA is a stochastic hill-climbing algorithm based on an analogy with the physical process of annealing. In physics of condensed matter, annealing is known as "a thermal process for obtaining low-energy states of a solid in a heat bath" [18] . The process contains two steps.
• Increase the temperature to a value at which the solid starts to melt. In this liquid state, all particles arrange themselves randomly.
• Decrease the temperature slowly until the particles arrange themselves in the ground state of the solid. In this ground state, the particles are arranged in a highly structured lattice and the system energy is minimal. To achieve the ground state, the melting temperature must be sufficiently high and the cooling is done sufficiently slow. One must use an annealing process, where the temperature of the system is elevated, and then gradually lowered, spending enough time at each temperature to reach thermal equilibrium. If insufficient time is spent at any temperature, especially near the freezing point, the solid will be frozen into a meta-stable state called quenching.
To apply SA to optimization problems, proper analogues must be identified between the SA and physical annealing: the energy equation becomes the objective function, the current state of the thermodynamic system becomes the iterate solution, ground state becomes the global minimum, and temperature becomes the control parameter for the process.
Briefly, SA works in the following manner to minimize an objective function [see Fig. 1 or reject with probability . 4) Decrease temperature according to some heuristic cooling schedule (for example, ). 5) Go to Step 2). SA is similar to GA (of single-size population) when crossovers are disabled and only mutations are used. Of course, SA has its unique characteristics and cannot be seen simply as equivalent to GA. An important aspect of SA is that optimization is not always mono directional (downhill). The probabilities of accepting an uphill move and step size are determined by the value of temperature , both of which are reduced as the temperature becomes lower. At the beginning of the SA process, is relatively large, making the step size large and the accepting probabilities high. Thus, more designs can be explored within the domain. As SA progresses, is lowered. Therefore, the step size is decreased and uphill moves are more likely to be rejected, constraining the search to a more "local" area. Eventually, the process settles by only accepting downhill moves. In this manner, SA prevents itself from getting stuck in inferior local optima and is more likely to settle in areas of global quality.
The disadvantage of SA is that parameter settings for the cooling schedules are very complicated and not well understood. Such parameters are the initial temperature, the relationship between step size and temperature, number of iterations at each temperature, and the temperature decrease rate at each step as cooling proceeds. Determining appropriate values for all these parameters is often accomplished through trial and error, which can become prohibitively expensive for all but the simplest problems. Similarly, although usually to a less extent, GA also bear the heuristic characteristics in choosing parameters for a specific problem, such as population size, crossover points, and mutation probability. Recently, an adaptive simulated annealing (ASA) algorithm [22] was introduced to improve the basic SA algorithm, but its study is beyond the scope of this paper.
III. DESIGN PRACTICE
In this section, two optimization design problems are investigated for the purpose of verification. First, a rectangular patch excited with a folded-slot feed is optimized for broad-band performance using GA. Later, GA and SA are compared for the design of an irregular-shaped dual-band patch antenna. We discuss the design effectiveness of both methods. 
A. Patch With Folded-Slot Feed
In this section, a novel configuration of a folded-slot feed for a rectangular patch antenna is designed to achieve a 22% impedance bandwidth (as compared to the standard patch bandwidth of 2-5%). A fast hybrid FE-BI code [10] having CPU requirements is used to compute the input impedance and integrate it with the GA optimizer. Finally, measured data are presented to validate the design.
One reason for considering the folded-slot feed is because it provides greater bandwidth [23] than traditional aperture-coupled slot feeds and allows for greater design flexibility. The proposed configuration is displayed in Fig. 2 and the goal is to find the optimal values for the various slot and strip widths of the folded-slot feed to achieve a 10-dB return loss over a 134-175-MHz (VHF frequencies) bandwidth with reference to a 50-input impedance. Therefore, the objective function can be defined to minimize the highest return loss among several sample frequencies (1) where refers to the return loss at 134, 154, and 174 MHz for this problem.
The actual antenna resides in a cavity of size 116 cm 56 cm, and the folded slot is separated from a patch by a foam substrate with and thickness cm. The rectangular patch on the top is fixed at length cm and width cm. There is an extra metal bar of length 64 cm and width 8 cm inside the folded slot which serves to reduce the input impedance value [24] . The design variables for this optimization problem are the slot widths and positions: , , , , and (see Fig. 2 ). For analysis, the whole antenna volume is discretized using the finite-element method (using prism elements for the volume and triangles for the surface integral) involving 44 000 edge unknowns with 7000 surface unknowns at the top boundary integral aperture. For this system size, the per-frequency CPU time is about 45-60 min on a SUN Ultra-10 workstation. Since the computation time per frequency is rather large, a continuous five-variable gradient-based optimization is not realistic. To simplify the design process, the sizes of the design variables are not allowed to change continuously, but only discretely within the fixed discretization grid of cm and cm. The values of the design variables for the initial and optimal designs are shown in Table I , and their performance is illustrated in Fig. 3 . The optimal design has an improved 10-dB bandwidth of 22.2% (from 136 to 170 MHz), as compared to the 15.9% bandwidth of the initial design. Both the initial and optimal designs were fabricated and measured. Fig. 4 shows the measured data of the optimal design. As seen, they are in excellent agreement with our simulations, thus verifying the analysis and design methods.
B. Irregular-Shaped Dual-Band Patch
For personal communications, multiband antennas are of particular interest. Here we consider a dual-band antenna design using a single patch. As above, the design will be carried out by combining an optimizer with an FE-BI solver. A relevant application is to design a patch that operates at the two GPS frequencies: 1227 and 1572 MHz, and it is appropriate to adapt a symmetric patch configuration. As shown in Fig. 5 , the design domain has a size of 5.36 cm 7.02 cm, residing on top of a cavity 10.72 cm (along -axis) 14.04 cm (along -axis) above a substrate of thickness 0.48 cm and a dielectric constant . This region is discretized using 6 6 rectangular grids, which are treated as design variables. Each variable is allowed to be either filled ( ) or empty ( ), although the four elements at the middle-right part of the domain are always filled with metal in order to fix the feed point. Also, due to the symmetry requirement, only the upper half of the domain needs to be considered. Therefore, we have 16 design variables . The objective function of this problem is chosen to be (2) where , for , refers to the return loss at three sample frequency points (1227, 1400, and 1573 MHz in this case). With such an objective function, more weight is placed on and , and less weight is placed on , therefore pushing the design to be dual-resonance rather than broad-band. We remark that this objective function can be combined with other criteria based on polarization and pattern requirements. However, at this point our focus will be only on the optimization of the return loss.
For comparison purposes, both GA and SA optimizers are separately applied to this design problem. Both methods generate the same optimal configuration shown in Fig. 6 , whereas the corresponding impedance and return loss are shown in Fig. 7 . As per design, the resonant frequencies of the optimized patch occur at both 1225 and 1571 MHz. However, the iteration histories for the GA and SA runs are quite different. Although GA and SA obtained the same optimal design, Fig. 8 shows that the GA algorithm finished at the 460th simulation (i.e., at the 92nd generation with a population size of five for each generation), whereas the SA took 850 simulations (50 trials over each of the 17 temperatures before convergence) to reach the same design. That is, the GA algorithm converged in nearly half the number of iterations (and CPU time) as compared to the SA algorithm. This might be caused by the selection of SA parameters such as step size, temperature decreasing rate, and the number of iterations at each temperature. If a different set of SA parameters are chosen to run this problem, the convergence speed might change. This is the disadvantage of SA, i.e., heavy reliance on parameters for the cooling schedule.
We close this section by noting that the proposed design was based on an objective function which only dealt with frequency tuning, but for this application a feed must also be designed for CP radiation. The latter was not discussed since it not was included as part of the design objective, but can be included either as a concurrent or a second step optimization.
IV. MATERIALS DESIGN
It is fair to state that shape (and even some topology) optimization has been extensively exploited for printed antenna design. However, designs utilizing full 3-D topology and material optimization have yet to be considered. It represents the only remaining parameter for developing novel electromagnetic devices and recent experience with bandgap substrates indicates that materials offer much potential for design. In this section, we show for the first time how designs based on periodic material substrates can lead to significant increases in patch antenna bandwidth.
Previous works have shown that bandgap substrates surrounding a patch antenna can be used to suppress surface waves [25] . However, considerable area is required around the patch antenna (on the order of at least three wavelengths [26] ) to accomplish this. Here we will consider a periodic substrate design which lies under the patch for bandwidth enhancement. Since it is reasonable to assume that bandwidth enhancement will occur near the resonance of the bandgap structure, we will first consider a bandgap layer such as that shown in Fig. 9 and work around the bandgap frequency. This slab has a background and a unit cell size of 2 cm 2 cm. The embedded periodic material blocks have and a size of 1 cm 1 cm. For this structure, the size of the periodic implants is a significant fraction of a wavelength. Therefore, a homogeneous cannot be used for modeling purposes. Instead, the substrate must be modeled exactly with different s at each substrate location, necessitating use of the finite-element method for material modeling. For our purposes, we used a special periodic FE-BI solver [10] for the analysis of 3-D doubly periodic structures having arbitrary material composition. Fig. 10 shows the reflection coefficient curve at normal incidence and as seen, the effective medium theory (with a homogenized ) fails to predict the resonance at the bandgap frequency around 10-11 GHz [27] . This curve also shows that operation should be around 10 GHz to exploit the bandgap property of this periodic substrate.
Given the above discussion, we proceed to set the following optimization goals after placing a patch on top of the bandgap substrate (see Fig. 11 ):
• optimize patch height (air layer) ,
• optimize the bandgap block shape, to achieve an impedance bandwidth of 15% with center frequency around 10.5 GHz.
For our design using GA, we choose a design domain comprised of 3 3 unit cell block configuration with the patch located at the center of the domain as shown in Fig. 11 . In actuality, the design domain is only 1/9 of the substrate by exploiting symmetry and periodicity, but the simulation is carried out on the whole domain since the substrate is now finite. The objective function of this optimization problem is (3) Fig. 9 . Geometry of the infinite bandgap structure. (4) where is the input impedance at the feed and . By minimizing the highest among the five, we could reduce the difference between the highest and lowest 's, therefore achieving a larger bandwidth [3] .
The original bandgap substrate (i.e., 3 3 square-shaped dielectric blocks with implanted in an medium, whose discretization is shown in Fig. 12 ) gave the 2 cm 2 cm patch a typical 10-dB bandwidth of 3%. This original design is used by the GA optimizer as one of the five initial designs. Each GA generation consists of five designs, with five frequencies computed for each design. On an HP 900-785 workstation, each generation takes about 30 min to finish. The optimal block configuration for the bandgap substrate is shown in Fig. 13 , separated by an air layer cm from the patch. The achieved impedance and return loss of the optimal design show a 10-dB bandwidth of 17.7% (see Fig. 14) . From this, it is clear that the various material combinations such as frequency selective volumes (FSVs) and frequency selective surfaces (FSSs) when used as substrates may have a significant effect on antenna bandwidth performance. 
V. CONCLUSION
Two stochastic design algorithms, one based on a genetic algorithm and the other on simulated annealing were integrated with a FE-BI solver to demonstrate full flexibility in designing antennas by combining shape, topology and material optimization. Of importance in generating such designs is the use of fast or algorithms in carrying out the hundreds and possibly thousands of solver calls within the design loop. In this paper, we demonstrated the integration of robust design and solver algorithms for three antenna applications having bandwidth and multiband operational objectives. The first two applications concentrated on size and shape optimization, and served as verifications of the integration process and design practice. They included: 1) a rectangular patch fed by a folded slot which was optimized to achieve a 22% bandwidth; and 2) a dual-frequency patch, designed using both GA and SA algorithms. The latter design was used for comparing the effectiveness and efficiency of GA and SA, with the conclusions that although both generated the same antenna shape, GA was found to be faster than SA.
The third optimization example, demonstrated the full 3-D capability of the design approach by concurrently exploiting both shape and material optimization to enhance the bandwidth of a simple rectangular patch on a bandgap substrate. For this case, the design algorithm generated a substrate which combined two layers, one of which was occupied by the bandgap structure whose material implants were nonrectangular and irregularly shaped. The delivered bandwidth using this substrate is a remarkable 17%. This would indicate that the designed substrate is likely to behave similar to a magnetic ground plane near the operational frequencies where the antenna shows its best bandwidth performance.
