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We consider the problem of scheduling a set of n independent jobs on m identical machines 
with the objective of minimizing the total finishing time. We combine the two most popular 
algorithms, LPT and MULTIFIT, to form a new one. MULTIFIT is well known to have better 
error bound than LPT with the price paid in running time. Although MULTIFIT provides a bet- 
ter error bound, in many cases LPT still can yield better results. This motivates the development 
of this new combined algorithm, which uses the result of LPT as the incumbent and then applies 
MULTIFIT with fewer iterations. The performance of this combined algorithm is better than that 
of LPT because it uses LPT as an incumbent. The error bound of this combined algorithm is 
never worse than that of MULTIFIT. For example, the error bound of implementing this combin- 
ed algorithm to the two-processor problem is $, compared to the error bound of f in 
MULTIFIT. Empirical results of the comparison for schedules obtained by the combined 
algorithm, MULTIFIT and LPT are also provided. 
Keywords. Multiprocessor scheduling, bin packing, worst-case analysis, heuristic method. 
1. Introduction 
The problem of scheduling a set of n independent jobs to m identical, parallel pro- 
cessors with the objective of minimizing the total finishing time is one of the most 
well-studied problems in scheduling theory (see, e.g., [l-4, 6*9]. Pn this problem, 
we are given a set of n independent jobs with processing time pi (i = 1, . . . , n) and m 
identical machines. Our purpose is to assign each job to be processed inone machine 
so as to minimize the makespan, i.e., the total finishing time. Let N denote the set 
of n jobs and let M*(N,m) be the optimal makespan of the problem. ithout am- 
biguity, we will use AW* to denote 
It is well known that this problem is NP-complete [5]. It is unlikely to have an 
efficient polynomial algorithm to find the optimal solution. ence several heuristics 
have been proposed. Among them, the following two methods are the most widely 
adopted. 
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(i) Longest Processing Time (LPT) method [7]. LPT algorithm first sorts the data 
such that p 1 2 p2 1 l rp, and then assigns the job in succession to the minimally 
loaded machine. Graham [7] has shown that the LPT algorithm will always find a 
schedule within (0 - 1/3m)M*. The time complexity of LPT is O(n T 3g n + n log va;l). 
(ii) MULTIFIT method [11. This method utilizes a bin-packing method in con- 
junction with a bisection search over bin capacity (where capacity is measured in 
time) to try to find the minimum capacity such that all n jobs will fit into the m bins. 
For each fixed bin capacity, the First Fit Decreasing (FFD) method is used to fit the 
jobs to the bin. Assume that the jobs have been sorted such that p1 zp21 -=a zp,. 
The FFD method assigns the job in succession tothe lowest indexed machine which 
can complete the job within the capacity. 
Let 
A = $, Piim (1) 
and let @upper = max(pr, 2A) and Glower = max(pl,A). We can describe the 
MULTIFIT algorithm as follows: 
MULTIFIT Algorithm 
Step 0. Set I= 0. 
Step 1. Set C = +(Clower + Cupper). Set I = I + 1. 
Step 2. Apply FFD with capacity C. 
Step 3. If we can assign all the jobs in N into m machines, then set Cupper = C and 
go to Step 4. Otherwise set C1O,,,e, = C and go to Step 4. 
Step 4. If I= k then stop. Otherwise go to Step 1. 
Remarks. (‘1) The final Cupper is the minimal capacity that can fit all jobs into m 
machines and is the makespan obtained by MULTIFIT. 
(2) k is predetermined and is the number of iterations of FPD. Usually, we set 
k= 7 for the reason stated below. 
(3) For each iteration in Step 2, the time complexity is O(n log m). There are k 
iterations. Hence the total time complexity is O(kn log m). If we include the sorting 
of the data, which needs O(n log n) operations, then the total time complexity of 
MULTIFIT algorithm is O(n log n t kn log m). 
Coffman et al. [l] have shown that implementing the MULTIFIT algorithm to the 
multiprocessor scheduling problem will always get a schedule within (1.22+ (#)M*. 
Note that (+)k comes from the binary search, because the value of M* is not 
known. After, k iterations of FFD, Cupper - CIO,,,& #M*. Note also that 
(t)710.008, hence we usually use k = 7. Later, Friesen [3] improved the error 
bound to (0.20 + (-+)‘). 
Note that LPT has an advantage in running time over MULTIFIT if k> 1. 
However, UL?'IFIT provides a better error bound. It is very important o note 
at it does not mean that will have a better performance in all cases. 
pirical tests show that in many cases LPT performs better than MU 
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(Please see for example, Section 3, [2] and [9]). A typical example is shown in the 
following. This example was used by [l] to show the tight error bound for 
2-processors problem. 
Example 1. Consider the scheduling problem with the following data. 
m=2 and n=6 with pr=3, 42=3, 
p3=2, p4=2, ps=2 and p6=2- 
Optimal solution: Assign jobs 1, 3 and 4 to machine 1 and the remaining jobs to 
machine 2. Makespan = 7. 
MULTIFIT algorithm: If 7 zz CC 8, then FFD will assign jobs 1 and 2 to machine 
1, jobs 3, 4 and 5 to machine 2, and job 6 is left. Hence MULTIFIT will yield a 
makespan which is greater than or equal to 8. 
LPT algorithm: Assigns jobs 1,3 and 4 to machine 1 and the remaining jobs into 
the second machine. Makespan= 7, the optimal solution. 
The above discussion motivates us to develop an algorithm which will always have 
a performance !lot worse than that of LPT and will have an error bound not worse 
than that of MULTIFIT. 
In this paper we develop a combined algorithm, call it COMBINE, which uses 
LPT as an incumbent schedule and then applies FFD with narrower gap between 
initial C,,,, and Crower. The time complexity of COMBINE is O(n log n + kn log m), 
the same as MULTIFIT, yet the number of iterations, k, is not greater than that 
of MULTIFIT. Since COMBINE uses LPT as the incumbent, he performance of
COMBINE is never worse than that of LPT. The error bound of implementing 
COMBINE to the multiprocessor p oblem is never worse than that of MULTIFIT. 
For example the error bound of implementing COMBINE to the two-processor 
problem is $, compared to 4 for WJLTIFIT. 
2. The combined algorithm 
Before we describe the combined algorithm, we first point out some important 
properties of the LPT algorithm. 
Lemma 1. Lef A be defined in equation (1) and iW be the makespan obtained by 
T algorithm for the m-processor p oblem. Then we have 
0 i 1/3m),pI, A) =M*s (2) 
(ii) LPT will assign a job to a ,machine only if the current load in that machime 
is less than A. 
(iii) g 
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All proofs are in the appendix. 
Now we are ready to describe the combined algorithm, call it COMBINE. 
INE Algorithm 
Step 1. Apply LPT algorithm and let M be the makespan. If MZ 1.54, then stop. 
Otherwise go to the next step. 
step 2. Apply MULTIFIT algorithm with initial C,,, = M and Crower = max(M/ 
($- I/3m),pr,A). 
Remarks. (i) Either the value of M obtained in Step 1, when MZ 1.5 A, or the final 
c upper in Step 2 is the makespan obtained by COMBINE. 
(ii) Without considering the time of sorting the data, the time complexity of run- 
ning LPT is O(n log m), exactly the same as one iteration of FFD in MULTIFIT. 
We usually use 7 iterations of FFD in MULTIFIT to narrow the gap between Cupper 
and C1ower to be less than (+)‘M*, ((i)’ = 0.0078). In COMBINE, although we first 
implelnent LPT, which has the same time complexity as FFD, yet LPT has narrowed 
down the gap between C,,, and Crower to be less than -fM*. Hence we need 
at most 6 iterations of FFD to make the gap to be less than f(*)6M*, 
<-#y = 0.0052). 
(iii) Instead of pre-setting the value of k, we may stop the algorithm once 
C upper -C rowers CrA, where a! is a small positive number and is determined by deci- 
sion maker. In Section 3, we use a= 0.005. 
(iv) In most practical problems, the makespan obtained by LPT is not greater 
than 1.2A, hence we may need fewer iterations of FFD in COMBINE. In Example 
1, since the makespan obtained by LPT is equal to A already, hence no iteration 
of FFD is needed in COMBINE. Usually, when the number of jobs compared to 
the number of machines available is large, then the makespan obtained by LPT is 
close to A (please see for example, Section 3 and [9]). Hence very few iterations of 
FFD are needed in COMEINE. This can be shown empirically in Section 3. 
From the discussion in the above remark (ii) and Lemma 1, it is easy to see that 
the following theorem is true. 
Theore= 1. T?L *e a rrw bound of implementing COMBINE with k- 1 iterations of 
FFD to the multiprocessor p oblem is not worse than that of MULTIFIT with k 
iterations of FFD. 
emark. Although we do not know for the general multiprocessor p oblem, how 
much improvement is obtained in the error bound for COMBINE over MULTIFIT, 
the following theorem shows that the improvement is significant for the two- 
processor problem. 
. If we apply ?he C algorithm, with one iteration iir L 
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k- 1 itmztiom in FFD, to a two-processor p oblem, then the makespan isalways 
within (F t- (+)k)M *. 
marks. (i) The error bound of applying the MULTIFIT algorithm, with k itera- 
ions of FFD, to a two-processor problem is ($ +(#k). It is easy to see that the 
improvement for CQMBINE over MULTIFIT in this case is significant. 
(ii) More accurately, we should replace (f + (f)k)M* in Theorem 2 by 
min{ zM*, ($+ #-)k-l)M*} for the reas stated in the following. Since we use 
the result of LPT as the incumbent for C BINE, and the error bound of LPT 
is + for the two-processor problem, h~rncc the makespan of COMBINE is not 
greater than gM* even if we do not use any iteration of FFD. Also we already 
zeduce the value of Cupper - Ct0wep to be less than or equal to $M* by LPT, hence 
after k- 1 iterations of FFD, Cupper-C*~~~~(~(p)k-lM*. 
Example 2. Consider a scheduling problem with the following data. 
m=2 and n=6 with pi=5, p2=3, 
pS=3, p4=3, ps=2, and ~6=2- 
Optimal solution: Assign jobs 1, 5 and 6 to machine 1 and the remaining jobs to 
machine 2. Makespan = A4 = 9. 
COMBINE algorithm: LPT will get a makespan of 10. For any 9s CC 10, FFD 
will assign jobs 1 and 2 to machine 1, jobs 3, 4 and 5 to machine 2, and job 6 is 
left. Hence COMBINE algorithm will yield a makespan of 10. 
3. Empirical results 
We compare the schedules obtained by COMBINE, MULTIFIT and LPT over 
different combinations of the number of jobs and machines available. For each fix- 
ed number of jobs and machines, 100 randomly generated problems were solved. 
The job sizes were generated from a normally distributed random variable truncated 
between 100 and $00. In applying COMBINE and ULTIFIT to the problem, we 
terminate the algorithm when Cupper - Ctower - <O.OOSA. The makespans of each trial 
were normalized by dividing it by max{pi, A}. This is a lower bound on the actual 
makespan, so the relative errors reported for each algorithm is somewhat exag- 
gerated. We present the average performance of these three algorithms 
We are also interested in the reduction of time complexity in using 
compared to MULTIFIT. Hence Table 1 also reports the number of iterations of 
respectively, where we count the ap 
tion of LPT in the co 
As we mentioned in Se Il.++ 
tions than used an average of 3 
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Comparison for schedules obtained by COMBINE, MULTIFIT, and LPT. 
_ 
Number of jobs Number of machines COMBINE MULTIFIT LPT 
2 
3 
2 
3 
4 
6 
8 
IO 
2 
3 
4 
6 
8 
IO 
2 
3 
4 
6 
8 
IO 
* 
1.004 (1.7) 
1.054 (6. I) 
1.001 (1.0) 
1.003 (1.3) 
1.025 (5 .O) 
1.006 (2.2) 
1.056 (5 .O) 
1.014 (3.3) 
I.001 (1.0) 
1 .OlO (3.0) 
1 .OIO (4.0) 
1.021 (5.0) 
1.033 (5.7) 
1.007 (2.4) 
1.000 (1.0) 
1.004 (2.9) 
I.001 (1.0) 
1.006 (3.0) 
1.015 (4.0) 
1.003 (1.3) 
** 
1.050 (8.0) 
1.055 (8.0) 
1.014 (8.0) 
1.013 (8.0) 
l.Oz5 (8.0) 
1.042 (8.0) 
1.063 (8.0) 
1.060 (8.0) 
1.007 (8.0) 
1.014 (8.0) 
1 .OlO (8.0) 
1.022 (8.0) 
1.032 (8.0) 
1.043 (8.0) 
I.004 (8.0) 
I.004 (8.0) 
1.006 (8.0) 
1.007 (8.0) 
1.014 (8.0) 
1.020 (8.0) 
1.006 
1.145 
i.001 
l.oQ4 
1.050 
1.009 
1.064 
1.018 
1.001 
1.015 
1.029 
1.057 
1.083 
1 .OlO 
1.000 
1.012 
1.001 
1.016 
1.030 
1.004 
* Number of iterations, including one iteration of LPT, for COMBINE. 
** Number of iterations for MULTIFIT. 
iterations compared to 8 for MULTIFIT. It is important to note that on the average, 
even though COMBINE uses fewer iterations than MULTIFIT, it yields a better 
makespan. 
We believe that COMBINE provides a good alternative to both LPT and 
MULTIFIT, since it takes advantage of both algorithms. Theorem 1 shows that its 
error bound is not worse than that of MULTIFIT, and hence is also better than that 
of LPT. Also it provides a better average performance than either, as we can see 
from Table 1. 
Appendix A. Proofs 
In all the proofs we assume that the jobs are already sorted so that 
pi zp21: .*. zpn. 
. (i) Note that it is trivia1 th is an upper bound of M*. It 
is obvious that pI and A are both lower bounds of *. Since Graham [7] has proved 
that n/is<0 - 1/3m) *, it is also true that /($ - 113~~) is a lower bound of 
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(ii) Note that LPT always assigns a job to a current lowest loaded machine. 
Hence it is obvious that the current load in that machine is less than A. Otherwise 
it means that the current load of every machine is not less than A, which implies 
that the total load already is greater than or equal to mA, a contradiction. 
(iii) Let M be the makespan obtained by LPT and let q be the number of jobs 
in the machine with total processing time equal to M. If there are several machines 
with total processing time equal to M, then let q be the largest number of jobs 
among them. Also letj be the last job that was assigned to that particular machine. 
If qr 3, then (ii) implies the total load in that machine xcluding job j is less than 
A. Hence it is easy to see that PjCO.SA, because PiZpj for all i~j. Thus 
MC ISA. 
Now suppose that q = 1. Then it is obvious that p1 = M= M*. The remaining 
case is that q = 2. In this case, let M occur in machine i and let 9 be the last job in 
machine i. If before job j was assigned, there is already one machine, say machine 
k, loaded with more than two jobs, then, similar to the discussion in the last 
paragraph we see that the processing time of the current last job in machine k is less 
than O.SA. Hencepj<0.5A and A#< LSA. On the other hand, if before jobsj was 
assigned, all the machines have at most two jobs then j = 2m - i + 1 and the first 
2m - i + 1 jobs will be scheduled in the following way. 
Machine number 
1 
2 
: . 
i 
. . 
m-1 
m 
Job assigned 
-_ I 
PI 
P2 
: e 
Pi P2m-i+1 
. : . : 
Pm-l Pm+2 
Pm Pm+1 
Note that pi+pzm_i+r = M. Suppose that MZ 1.5 A. We will show that in this 
case MS = M. Note that for any scheduling, we will have the following two cases. 
(a) Job i and job 2m _ i + 1 are assigned to the same machine0 
(b) Job i was assigned to one machine, say machine k, and job 2m - i+ 1 is not 
assigned to machine k. Then we have three subcases. 
(i) One job q<2m - i+ 1 is assigned to machine k. 
(ii) There are two jobs j and r being assigned to the same machine, where 
&z(l)..., i-n), and re{l,2, . . . . 2m-i+l}. 
(iii) There are more than two jobs being assigned to the same machine an 
these jobs belong to {1,2,...,2m-i+l}. 
For cases (a) and (b)(i), it is obvious that the makespan fo 
~SS than Pi+P2m_i+l* or case (b)(ii), note that pjrpi for 
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havepj+p,lpi+pzm_i+l if je{l,...,i-11 and re{l,2,...,2m-i+l}. Namely, 
the makespan for that scheduling is not less than pi -+pzm _ i+ 1. For case (b)(iii), 
note that Lemma 1 (ii) implies that pi< A. This implies that 
pam _i+ 1 >O.S A >0.5pi. Hence any job set which contains more than two jobs 
from {l,& . . . . 2m - i+ 1) will have a total processing time greater than 
Pi+P2m+i-I* 
The above discussion hi shown that the makespan for any scheduling isnot less 
th= Pi+-P2m-i+l and hence M*=~~+p~~++r =M. 
Proof of Theorem 2. The proof of the factor (+)k is omitted here. (Please see [l], 
or the remark (ii) immediately following COMBINE algorithm.) 
We will show that implementing COMBINE to a two-processor scheduling prob- 
lem, either LPT will yield a makespan ot greater than fM*, or for any CZfM* 
FFD will fit all the jobs into two machines. Equivalently, we will show that for any 
Cz$M* if FFD canno; fit all jobs into two machines, then LPT will yield a 
makespan that is not greater than FM*. 
For i= 1 and 2, let Ni be the set of jobs assigned to machine i in an optimal solu- 
tion and Mr be the total processing time of jobs assigned to Nk Without loss of 
generality, assume that Nr contains the first job. Now suppose that we apply FFD 
to the problem for Cr$!M* and let r be the largest index job that was not put into 
the first machine. Also let R be the sum of the processing times of all job j with 
j> r. For i= 1 and 2, let Mi denote the total processing time of jobs in machine i 
when FFD is applied. Also let INilr denote the number of jobs in Ni with index 
larger than r. 
Note first that if MiZ mini8 Mf, $M$) for some i, then the total processing 
time of the remaining jobs will not be greater than TM*, and hence we can fit all 
the jobs into two machines. Now suppose that prs gM*, then it is easy to see that 
Ml 2 $M* and we are done. For the remaining case suppose that pr>*M*. In 
this case it is easy to see that IN&14 for i= 1 and 2. 
Case (i): INI/,= 1. In this case it is easy to see that M, zMf. 
Case (ii): IM, lr= 2. In this case it is also easy to see that Ml 1 Mf. 
Case (iii): 1 Nr lr = 3. Suppose that 2 E Nr. Since iob 1 also belongs to Nr, it is 
easy to see that M, 1 Mr. If 2 E N2 and p2spk + -&*, where k is the second job 
in Nr, then we will have Ml 2 Mf because Cz$)M*z Mf + -&M*. 
Now suppose that 2 E N2 and &>pk + $M*. If there exists one job j such that 
$M*rp, +p2+p jS$M*, then pr +Pa+PjlC and hence M+pl +pf+pjZ$M* 
and we are done. Hence in the following we will assume that no such j exists and 
we will show that either MiZmin{ %M f, %Mf} or the makespan M yielded by 
LPT is not greater than FM*. Note that applying LPT to the problem, we will 
first assign job 1 to machine 1 and jobs 2 and 3 to machine 2. Since p2>pk + 
p2 +p3 > $M*. Also the definitions of pr 
and IN& imply that p1 nce p1:p2 +p3 and job 4 will be assigned to 
machine 1. 
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Let M be the makespan obtained by LPT and define q as the number ot jobs in 
the machine on which A4 occurs. If M occurs in both machines, then choose the 
larger number of jobs as q. We have the following cases. 
(a) q = 1. Since p1 c -$M*, it is impossible that q = 1. 
(b) q=2. Then p1 < $M* implies that MryM? 
(c) q= 3. Recall the definition of job r. If rG, then IA/J,= 3 implies 
MTlPl +P4+P5. Also we have IN&12 and Mfsp2+ps+R. Note that 
Ml zpr +pz + R zp2 +p3 + R 1 Mf, and we are done. 
Now suppose that r> 5; then p$pr> + *. Hence, if jobs 5 and 6 are assigned 
to the same machine, then the total processing time in that machine will be greater 
than M *. This will imply a contradiction to the assumption that q = 3. Thus we will 
consider the case that job 5 and job 6 are assigned to different machines. 
Suppose that )(Pr +P4) - (P2 +P3)l 5 $-M*. It is easy to see that ps -p6 s *M*. 
From the various assumptions of this case made so far, q=3 will imply that 
M-@A-M)s+M* and we have MsA + *M*sFM*. Now suppose that 
I(P1+Ps)-@2+P3))>$M** Then either p1 >p2+ $M*>$-M* or p3>p4+ 
-$M*> -$ M *. The former case is impossible. The latter case will imply that 
p1 > $M*. Since each machine contains at least hree jobs from { 1,2, .. . ,6}, we see 
that the total processing time in each machine is greater than $M* and we are done. 
(d) q =4. First note that if p31 %M*, then it is easy to see that $M*5p2+p3 5 
$!M* and we have M&fM*. Now suppose that p3 < $M*. 
Let j be the last job in the machine in which M occurs. If PjS%M*, then 
MsfM* because before being assigned job j the total load in that machine was 
not greater than @A -pj)/2. NOW suppose pj>QM*, then it is obvious that 
p1 +p2+pj> $-M*. Hence if we can prove that p1 +p2 +pjSfM*, then we have 
Ml rpl +p2 +pj> $M* and we are done. 
Since p1+p4<$M*+p4<@2+ps)+p4~p2+p3+p5, we will assign job 6 to 
machine 1 if we have assigned job 5 to machine 2. Since p3C $M*, we have 
p2 +p35p1 +p3cp1 + (p4 +pS). Hence, if we assign job 5 to machine 1, we will 
assign job 6 to machine 2. Thus we see that jz7 and 93 + l ** +pj- 5 >d@)-w*= 
$M*. This implies that p1 +pz+pj<U -$M*&fM*. 
(e) qz5. Let j be the last job in the machine in which M occurs. Then Pi< 
$M*, becaus eotherwise the total load in that machine before j was assigned was 
greater than M * which contradicts Lemma l(ii). Since Pj< $ 
M<$M*, because before job j was assigned the total load in that machine is not 
greater than (2A - Pj)n l 
Case (iv): [N,l,=4. In this case p&-M*. If IN&53, then 
p3 -e RrMf and we are done. If IN& =4, then r=8. In t 
p3+p4S2A-(ps+p6+p7+ps)12A-4p,S2 
p1+pz+p3-tp4+Rr$ 
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