Abstract-Most man-made environments, such as urban and indoor scenes, consist of a set of parallel and orthogonal planar structures. These structures are approximated by the Manhattan world assumption, in which notion can be represented as a Manhattan frame (MF). Given a set of inputs such as surface normals or vanishing points, we pose an MF estimation problem as a consensus set maximization that maximizes the number of inliers over the rotation search space. Conventionally, this problem can be solved by a branch-and-bound framework, which mathematically guarantees global optimality. However, the computational time of the conventional branch-and-bound algorithms is rather far from real-time. In this paper, we propose a novel bound computation method on an efficient measurement domain for MF estimation, i.e., the extended Gaussian image (EGI). By relaxing the original problem, we can compute the bound with a constant complexity, while preserving global optimality. Furthermore, we quantitatively and qualitatively demonstrate the performance of the proposed method for various synthetic and real-world data. We also show the versatility of our approach through three different applications: extension to multiple MF estimation, 3D rotation based video stabilization, and vanishing point estimation (line clustering).
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INTRODUCTION
I N scene understanding, we usually look at the big picture (i.e., a structure of the scene) first and catch details of the scene for a deeper understanding. In case of man-made environments surrounding us, the scenes have structural forms (from the layout of a city to buildings and many indoor objects such as furniture), which can be represented by a set of parallel and orthogonal planes. In the fields of computer vision and robotics, these structures are commonly approximated by Manhattan world (MW) assumption [1] . Under the MW assumption, three orthogonal directions, typically corresponding to X-, Y-, and Z-axes, are used to represent a scene structure, which are referred to as the Manhattan frame (MF) in previous studies [2] , [3] , [4] , [5] . 1 Recent studies have proposed a variety of MF estimation methods for scene representation [6] , [7] , [8] , [9] . In addition, MF estimation has been utilized as a key module for various vision applications [2] , [10] , [11] , [12] , [13] , [14] , [15] , [16] .
In order to ensure the versatile applicability to a broad range, a given MF estimation is required to have two properties: stability and efficiency. For stability, MF estimation needs to be robust against noise and outliers, and be accurate enough, since it could affect the overall performance of the subsequent applications. Also, it has to be insensitive to initialization, i.e., guarantee of a global optimum. As for efficiency, the computational complexity of the MF estimation has to remain reasonable. Even when its stability is guaranteed, an MF estimation with a high-order complexity is undesirable for time-critical applications, e.g., SLAM and navigation.
In this research, we propose a robust and fast MF estimation approach that guarantees globally optimal solution satisfying both stability and efficiency. We pose the MF estimation problem as a consensus set maximization, and solve it through a branch-and-bound (BnB) framework [17] . Typically, bound computation is one of the main factors that disturbs the computational efficiency of the BnB framework [18] . To resolve this, we suggest relaxing the original problem and define a new bound that can be efficiently computed on a 2D domain (i.e., extended Gaussian image, EGI [19] ). This allows the bounds to be computed using a few simple arithmetic operations with constant complexity, while still preserving the global optimality and the convergence property in our BnB framework. The proposed framework is illustrated in Fig. 1 . Our method is quantitatively and qualitatively validated with synthetic and real data. We also demonstrate the flexibility of our method in three applications: multiple MF estimation (a.k. a., a mixture of Manhattan frames, MMFs) of a scene, 3D rotation based video stabilization, and vanishing point estimation (line clustering). This paper extends our previous work published in [20] . We dedicate our effort to further analyze the behavior of the proposed algorithm in both mathematical and empirical perspectives. Specifically, we introduce several relationships essential for deriving the final results (Proposition 2), and provide detailed elucidation and proofs for each lemma and proposition that support theoretical guarantees of the proposed approach. Also, we show an empirical convergence rate of our method. In the experiment, we quantitatively compare with a few more recent MF estimation methods with both simulation and real data including sequential data. Moreover, we extend the application section (Section 8.3) in several aspects. We conduct a largescale experiment with 81 million measurements for MMF estimation, and the quality of video stabilization is improved. We newly provide a vanishing point estimation (line clustering). These demonstrate the versatility of the proposed approach in terms of scalability and stability. The implementation of this work is available online. 2 In summary, the contributions of this work are as follows:
We propose a branch-and-bound based, fast MF estimation. Our approach can process around 300,000 measurements in near real-time, and 81 million measurements in near 10 s. We relax the problem and present a new and efficient bound computation with constant-time complexity, while guaranteeing a globally optimal solution. Note that the proposed method is inherently robust by definition of consensus set maximization [21] , [22] . Our method has been validated through systematic experiments and real-world data. To show extensibility of our method, we present multiple MF estimations, video stabilization, and line clustering as potential applications. The remaining parts of the paper are organized as follows. The next section is dedicated to the related work of the MF estimation. In Section 3, we formally define the MF estimation problem as a cardinality maximization problem. Based on this formulation, we elucidate a BnB approach most related to our goal through Section 4, to clarify its limitations and differences with our proposed method presented in Section 5. Then, we lead to the analysis of the proposed method in Section 7. Owing to space constraints, all the detailed proofs up to Section 7 are placed in the supplementary material, which can be found on the Computer Society Digital Library at http://doi.ieeecomputersociety. org/10.1109/TPAMI.2018.2799944. Also, the implementation details are described in Section 6. Then, we demonstrate the superiority and versatility of the proposed method with synthetic and real experiments and various applications in Section 8. We finally discuss the remaining issues and conclude this paper in Section 9. To be concise, we summarize frequently used notations in Table 1 .
RELATED WORK
MF estimation of structured environments under MW assumption [1] is an essential part in high-level vision tasks e.g., scene understanding [2] , [10] , [14] , layout estimation [8] , [23] , [24] , [25] , 3D reconstruction [6] , [7] , focal length estimation [2] , [15] , etc. Depending on the type of input, understanding man-made scene structures (MF estimation) can be boiled down to two methods: estimating orthogonal vanishing points (VPs) in the image domain or estimating three dominant orthogonal directions (i.e., rotation matrix) on a 3D domain, such as depth or 3D point clouds.
Image-based approaches fundamentally rely on the perspective cues of the camera (i.e., a geometric relation between VPs extracted from line segments and Manhattan structure) [6] , [8] , [12] , [26] . There are some works that exploit additional information like structured learning [8] , [25] , [27] for robustness. We refer the reader to Ghanem et al. [3] for a more detailed review about image-based methods. On the other hand, recent studies have focused on accurately estimating dominant orthogonal directions of the scene on 3D using popular Kinect sensor [10] , [14] , [28] . As long as the related approaches are designed to reveal the Manhattan structure of a scene, we will refer to them as MF estimation approaches for the sake of clarity.
With 3D information, Silberman et al. [10] generate all possible MF hypotheses of a scene from both VPs of the image and surface normals. Then, all the hypotheses are Fig. 1 . Overview of the proposed MF estimation approach. First column: An example of input data and distribution of surface normals of a scene from the NYUv2 dataset [10] . Not limited to this, VP hypothesis from line pairs can also be fed as input. Second column: Its surface normal histogram, i.e., EGI, the 2D-EGI, and its integral image to efficiently calculate bounds. Third column: Illustration of the efficient bound based BnB framework using rotation search space. Fourth column: The estimated globally optimal MF. Last column: Three different applications: Multiple MFs, 3D rotation based video stabilization, and line clustering (vanishing point estimation).
2. http://sites.google.com/site/kdjoocv/cvpr2016_mf exhaustively scored by the number of measurements that support an MF, and then the best one is taken. Note that even though the method exhaustively searches all hypotheses, it does not mean that a whole solution space is searched. For a room layout of indoor scene (i.e., MF), Taylor et al. [28] estimate a gravity vector, which corresponds to the floor normal of the ground plane. This approach is based on physical assumptions that the vertical axis should be aligned with the gravity vector and large planar regions of the ground plane should be placed near the bottom of the image. Then, the other orthogonal normal vectors are sequentially estimated from the wall plane segments. Depending on the task, occasionally, only the gravity vector is required. Zhang et al. [29] estimate a floor normal by RANSAC [21] on a set of 3D points whose normals are close to the up-direction. Similar to Taylor et al., Gupta et al. [14] initialize a gravity vector by the y-axis of an RGB-D image and refine it using a simple optimization process. Ghanem et al. [3] have recently proposed a nonconvex MF estimation exploiting the inherent sparsity of the membership of each measured normal vector. Unfortunately, all the algorithms mentioned above are sub-optimal.
As the importance of the MF itself has grown, high stability and efficiency of MF estimation are desirable for general purposes. To guarantee stability, Bazin et al. [22] , [30] propose an orthogonal VP estimation based on a BnB framework, which guarantees the globally optimal solution. Bazin et al. [30] present an interval analysis-based BnB framework. This strategy is improved in [22] by exploiting the rotation search space [31] . However, BnB frameworks are usually too slow for real-time applications [18] . To alleviate this limitation, Parra et al. [18] propose a fast BnB rotation search method that uses an efficient bound function computation, which can register up to 1000 points in 2 s. However, it is still inadequate for real-time applications. To cope with it, Straub et al. [4] propose a GPU-supported MF inference method that operates in real-time, but does not guarantee global optimality. In contrast to the previous studies, the proposed MF estimation method with BnB framework guarantees a globally optimal solution, as well as a near real-time efficiency.
Recently, Straub et al. [2] suggest a new perspective on MF, which they first call an MMFs. It is a more flexible representation based on a motivation that strict MW assumption cannot represent many real-world man-made scenes. Inspired by this work, we also extend our method to multiple MF estimations as an application.
PROBLEM STATEMENT
The type of input for our problem can either be 3D surface normals (from depth map or 3D point cloud) or VP candidates (from line segments). For simplicity, we only consider surface normal as the input type in the main context, but we present the application with VP, i.e., line clustering in Section 8.3, later. Given a set of surface normals N ¼ fn i g N i¼1 , our goal is to estimate an MF of a scene, which consists of three orthogonal directions.
As implied by the orthogonal property of MF, the process of MF estimation is equivalent to estimating a proper rotation matrix R 2 SOð3Þ, which transforms the standard basis of a coordinate to new three orthogonal bases best aligned with dominant surface normals up to sign. Since a direction vector and its flipping vector indicate the same structural support, we incorporate both the bases of a coordinate and its flipping vectors into a set E ¼ fe j g 6 j¼1 3 of six canonical vectors. Then, estimating the optimal rotation matrix R Ã to the number of inliers can be formulated as the following cardinality maximization problem arg max
where ffða; bÞ is the angle distance between the vectors a and b, t is the inlier threshold, and ½½Á is the indicator function, which outputs 1 if a statement is true, otherwise 0. Specifically, the problem is to find the optimal rotation on the rotation manifold (i.e., solution search space) by counting the number of inlier normals in the input set (i.e., measurement space). Unfortunately, Eq. (1) is intractable to solve directly in a numerical optimization (known to be NP-hard) [30] , [32] . Following the approach of Li [32] , auxiliary variables y ij 2 f0; 1g are introduced for indicating whether the ith surface normal n i is an inlier (y ij ¼ 
Solving Eq. (2) is still challenging due to the non-linear geodesic distance measure, the non-linearity of the rotation manifold parameterization, and two families of unknowns An initial cube that tightly encloses the ball B p cðÁÞ A mapping from a cube to a rotation corresponding to the center of the cube X X L , X X U The boundary point sets of lower and upper inlier regions on the unit sphere manifold
The rectangular boundary sets tightly enclosingX entangled in a non-linear way. Although it constitutes a challenging type of non-convex problem, it can be dealt with the BnB framework described in Section 4.
BRANCH-AND-BOUND WITH ROTATION SEARCH
Branch-and-bound (BnB) is a general global optimization framework [17] consisting of branching and bounding steps. Its basic idea is to recursively divide a solution space into smaller congruent sub-spaces 4 (i.e., branching step) and test each sub-space whether it is possible to contain a global optimal solution (i.e., bounding step). Infeasible sub-spaces are excluded from the search space at an early stage so that unnecessary computations are avoided.
The keys of BnB framework are to define an appropriate search space and a bound function. In this section, we review the key parts of BnB for MF estimation and discuss its computational limitation.
Branching Part
The first key part of BnB is to define an appropriate search space, which is a rotation space in our MF estimation problem. We employ the angle-axis parameterization to represent a rotation matrix R, which is formed by a threedimensional vector b b in a ball B p of radius p, whose direction b b=kb bk and norm kb bk specify the axis and angle of a rotation matrix R [31] . In the angle-axis parameterization, any rotation can be represented by a point in the ball B p which is equivalent to the search space in this problem. Following convention, let D init be an initial cube that tightly encloses the ball B p . The cube representation makes the subdivision operation easy because it is axis-aligned. We divide the rotation search space into smaller congruent sub-spaces by octal subdivision of the cube for branching, as illustrated in the third column of Fig. 1 .
Given a sub-space partition, i.e., a cube, the next procedure of BnB is to test whether the sub-space could contain a globally optimal solution and then to exclude it for further solution search if it is classified as an infeasible sub-space to contain the optimal solution, as will be described in the following.
Bounding Part
For the rotation search problem, a useful and efficient bound computation is suggested by Bazin et al. [22] . We directly re-state the result of Bazin et al. for referring to the connection with our problem in Eq. (2).
Proposition 1 (Bazin et al. [22] ). Given a cube D with the half side length s and a mapping cðDÞ ¼ R that maps the cube D to the rotation R corresponding to the center of it, the following lower and upper bounds, L B and U B , are valid for the inlier cardinality for any rotations in the cube D.
X 6 j¼1 y ij s:t: y ij ffðn i ; Re j Þ y ij t; 
Proof. Proof is deferred to [22] .
t u
In Proposition 1, the solutions of Eqs. (3) and (4), L B and U B , are simply obtained by exhaustively checking the inlier constraint for each normal with respect to a given rotation R that corresponds to the center of a given cube D. We refer to this method as exhaustive BnB to distinguish with our approach.
In the above bound computation, a single evaluation of lower and upper bounds has OðNÞ complexity with respect to inlier computation. It is linear to the number of input normals, but along with the exponentially increased number of cubes by the branching step, this bound computation emerges as a main computational bottleneck in BnB frameworks. Algorithm 1. The prototype BnB algorithm for rotation space.
Calculate the rotation R i ¼ cðD i Þ for the cube center. 6:
Compute lower LðR i Þ and upper UðR i Þ bounds.
e., when at least one cube exists, whose lower bound is equal to U Ã ) or it reaches a desired accuracy level. Output: R Ã (i.e., the rotation matrix maximizing the number of inliers).
Procedure of BnB for Rotation Search Space
The overall procedure of the BnB method for rotation search space is listed in Algorithm 1. The algorithm reduces the volume of the search space iteratively by rejecting subspaces with the feasibility test until it converges to a globally optimal value or reaches the desired accuracy level.
To be specific, the cube-list L is first initialized with the cube D init that encloses the rotation ball B p . At every iteration, each cube in the cube-list is subdivided into octal subcubes with the half length size of its parent cube and stored in the cube-list, while removing the parent cubes from the list. For each sub-cube, rotation center, upper and lower bounds are computed, and then feasibility test is conducted with the bounds.
In the feasibility test, with computed bounds and given a cube, the algorithm tests whether it is possible for the cube to contain a globally optimal solution. Specifically, when the cube is not in the feasible region of the solution space or when its upper bound is less than the current maximum lower bound L Ã , we discard such a cube from the cube-list, as they are guaranteed not to contain the globally optimal solution. This makes infeasible sub-spaces excluded from search space at an early stage so that the global solution search can be done efficiently.
The remaining sub-spaces through the bounding step are subdivided recursively by branching step for further search. This procedure is carried out in every subdivision until a single cube remains, of which the lower bound and upper bound are same, or until the desired accuracy is achieved. The solution is the rotation of the center of the remaining cube that has the highest cardinality, i.e., the rotation guaranteed to be global optimum.
EFFICIENT BOUND COMPUTATION
As aforementioned in Section 4.2, the computational bottleneck arises from counting the cardinality one by one. We avoid this exhaustive counting by transferring data to an efficient measurement space which is extended Gaussian image (EGI) [19] . On EGI, we relax the original problem defined in Eq. (2) to fully exploit a structural benefit of EGI, and propose new efficient bound functions. We describe the EGI representation at the most basic level in Section 5.1, then we introduce the new bound functions in Section 5.2.
Efficent Measurement Space (2D-EGI)
For EGI representation, we discretize a unit sphere (i.e., measurement space) by simply tessellating it along azimuth and elevation axes, which have the ranges of ½0; 360 Þ and ½0; 180 , respectively. Then, a direction vector originated from the origin of the sphere is approximated and represented as its azimuth and elevation angles in a discrete unit. On the discretized azimuth and elevation coordinate, we construct a histogram of measurements (surface normals). As the histogram is known as an approximation to extended Gaussian image representation [19] , we will refer the EGI representation and the surface normal histogram interchangeably throughout this paper. The EGI representation on a 3D unit sphere can be directly transferred to the 2D-EGI domain (a.k.a. equirectangular projection), which provides powerful advantages as it allows the direct 2D representation [33] (especially with respect to memory access). The examples of EGI representation are shown as the heat map on the sphere (3D-EGI) and equirectangular map (2D-EGI) in the second column of Fig. 1 . The notations of EGI are formalized as follows. We denote 2D-EGI space as
, where m and n are the height and width as 180 Â s and 360 Â s, respectively, and s denotes the EGI resolution parameter meaning that each axis unit is 1=s
. There is a trade-off between accuracy and computation time by adjusting the EGI resolution. When computing the bound values given a rotation (the center of a given cube), the inlier cardinality is counted for the normal vectors within the regions specified by a given inlier threshold (e.g., t or t þ ffiffi ffi 3 p s). We call this region an inlier region. In the case of 3D-EGI, following Proposition 1, an inlier region can be represented as a circular region as illustrated in Fig. 2a , where their boundaries of inlier regions are denoted by blue and red circles, which correspond to lower and upper bounds respectively. Let X X L ¼ fX L j g 6 j¼1 and X X U ¼fX U j g 6 j¼1 be the sets of densely sampled boundary points of the lower and upper inlier regions around the six direction vectors fr j g 6 j¼1 on the spherical manifold of the measurement space, where r j ¼ Re j is a rotation axis.
Likewise, in 2D-EGI, the bound values can be computed by summing over the surface normal histogram within inlier regions, but in here the shapes of inlier regions are different from the ones on the 3D sphere. Once X X L and X X U are mapped onto the 2D-EGI, the transferred boundary setsX X L andX X U on the 2D-EGI domain appeared to have curved shapes as illustrated in Fig. 2b . The lower and upper bounds, L B and U B , can be efficiently computed by summing the histogram values within the transferred boundary sets on the 2D-EGI, but still, it has a linear complexity with respect to the area of the curved inlier regions. We instead relax the problem, so that further speed-up is possible for the bound computation.
Rectangular Lower and Upper Bounds
Regardless of the tightness of the bounds, any valid bounds 5 guarantee global optimality in the BnB framework [17] . By slightly relaxing the inlier condition on the 2D-EGI domain, we can improve the computational efficiency significantly while preserving the globally optimal property if its bounds are still valid.
Constraint relaxation. Since the transferred boundary setŝ X X L andX X U on the 2D-EGI have non-linear shapes, exhaustively traversing within the transferred boundaries is mandatory for every computation of the bounds. We instead (6) and (7) on the 2D-EGI. (e) An example of the polar case (when a boundary includes a pole of the spherical domain), where t 0 indicates an arbitrary threshold. In this case, the transferred boundary is distributed across all ranges of azimuth, and so it is for the rectangle boundary enclosing the transferred one's area.
5.
A valid bound must satisfy the following conditions [17] , [34] : 1) its lower and upper bounds satisfy inequality, i.e., no solution in the search space yields smaller/larger inlier cardinality than that of lower/ upper bound, 2) bounds asymptotically converge to the same value, i.e., a gap between lower and upper bound eventually converges to zero as the branching steps are iterated. The formal mathematical validity of bounds will be discussed later.
relax the problem defined in Eq. (2) 
where fðÁ; ÁÞ and uðÁ; ÁÞ are the angular distances between two vectors along the elevation and the azimuth axes of EGI, respectively, and t el and t az are inlier thresholds for each axis. We will discuss how to choose these inlier thresholds later. These constraints form a box constraint that can be efficiently computed.
Once we apply the relaxation, the problem we want to solve in Eq. (5) departs from the original one in Eq. (2). Thus, the globally optimal solution of the relaxed problem, the solution of Eq. (5), is not necessarily same with the one of exhaustive BnB, the solution of Eq. (2), but we expect it to be similar. This will be shown experimentally in Section 8.2.
Rectangular bounds. We apply BnB to the relaxed problem in Eq. (5) by defining new valid lower and upper bound functions similar to Proposition 1. For new bound functions to be closest to the original problem in Eq. (2), we find the tightest circumscribed rectangles ofX X L andX X U . We call these inlier regions the rectangular inlier regions, as shown in Fig. 2d . Once the boundaries are restricted to be axis-aligned and rectangle, the new boundaries are uniquely defined by finding the tightest circumscribed rectangle with four corner points along the elevation and azimuth axes, such that the rectangle includes the transferred boundary setsX X L and X X U as shown in Fig. 2c . Then, the bound functions of the relaxed problem in Eq. (5) can be defined as follows: 
where R ¼ cðDÞ denotes the rotation corresponding to the center of the cube D, e 2 is the y-axis directional basis of the 3D measurement space to measure an elevation angle. t L az ðÁÞ and t U az ðÁÞ indicate lower and upper inlier threshold functions for the azimuth axis, i.e., each function returns the half width of the tightest circumscribed rectangle (circumscribing transferred boundary X j ) at an elevation angle. Mathematically, transferred boundary X j , for a given direction vector and a threshold, on the 2D-EGI can be directly computed using Tissots indicatrix [35] . 6 Using Tissots indicatrix, t L az ðÁÞ and t U az ðÁÞ can be computed in advance by finding each circumscribed rectangle ofX X L andX X U and be stored into a look-up table as will be specified in Section 6.2.
As a polar case, when an inlier region (inner region of boundary points X j ) includes pole, its transferred boundarŷ X j maps across the whole azimuth range, as shown in Fig. 2e . Even in this case, the tightest circumscribed rectangle for the inner region ofX j (slashed region in Fig. 2e ) is uniquely determined and consistently provides validity of the rectangular bounds in Eqs. (6) or (7).
One may define an alternative lower bound of which form is a rectangular bound inscribing the curveX L j , instead of the circumscribed one. However, this definition has at least two flaws: 1) there are several ways to define inscribing rectangles, i.e., not uniquely determined as shown in Figs. 3a, and 2) as shown in Fig. 3b , the gap between the lower and upper bound does not converge to zero at any sub-division level, which is an essential condition for the validity of bounds [34] , [36] , [37] . Hence, the lower bound characterized by the inscribing rectangle may not guarantee global optimality as well as the convergence of the algorithm.
The feasibility constraints in the proposed rectangular inlier regions are interpreted as whether a pixel in the 2D-EGI map is inside the rectangle regions defined by inlier thresholds. Thus, the bound computation can be done by summing up the values in the rectangle regions, which is efficiently computed using the integral image [38] , i.e. only with "þ" and "À" operations of four corner values of the rectangular inlier region on the integral image.
Algorithm Procedure
With the proposed bound functions, the algorithm procedure is essentially same with Algorithm 1 using breadthfirst-search (BFS), except the bound computation in step 6 and stop condition of the algorithm. For the bounding step in the proposed scheme, the feasibility test is conducted 6. Equirectangular projection is characterized with the parameter ðh¼1; u 0 ¼90 Þ of Tissot's indicatrix model. Details refer to [35] . Specifically, its scale distortion rates along azimuth and elevation axes, a and b, are aðfÞ¼ 1 cos f and b¼1, respectively, i.e., the elevation axis is not distorted by the mapping, while the distortion along the azimuth axis is a function of elevation angle f.
based on the rectangular bounds (c.f. Section 5.2) instead of the bounds defined in Proposition 1. For the stop condition, we will derive a sufficient condition for algorithm termination later in Section 7.
IMPLEMENTATION DETAILS
Search Space Rejection
As aforementioned, given a rotation matrix R ¼ ½r 1 r 2 r 3 of a cube, a direction r i and its flipping direction vector Àr i (for i ¼ f1; 2; 3g) indicate the same direction vector, i.e., the rotation matrices R and ÀR indicate completely the same solution in MF estimation. Hence, since we do not need to search within the other half-sphere regions in the rotation solution space, we exclude that half of the space.
Threshold Look-Up Table (LUT)
While the relaxed problem in Eq. (5) on the 2D-EGI provides computational efficiency, because of 3D to 2D-EGI mapping, rectangular inlier region on the 2D-EGI varies depending on the location of r i . In this mapping, we observed a few properties regarding the shape of the rectangular inlier region. Based on this observation, we relieve redundant and repetitive computation by pre-calculating thresholds as a look-up table (LUT)
; r f i þ t el Þ, and the bottom one is maxð0 ; r f i À t el Þ. We can simply calculate the height of a rectangular boundary by the difference of top and bottom elevation values, i.e., minð180
; r
2Þ Except the polar case as shown in Fig. 2e , the half height of the rectangular inlier region is consistent as a constant, i.e., t and tþ ffiffi ffi 3 p s for the lower and upper rectangular inlier regions, respectively. That is, t el in the 2D-EGI is equal to t in the original domain. Regardless of r i locations, the heights of the rectangular inlier region are the same, as shown in 
Note that by virtue of the above properties 1Þ and 2Þ, the value of t el can be directly used without any further conversion; thus, we do not have to calculate t el in advance. For the property 3Þ, the relationship between the width and the elevation angle are related to a nonlinear distortion factor characterized by the notion of Tissot's indicatrix [35] . Thus, we pre-compute this value of t az ðÁÞ according to all the elevation angles and sub-division levels.
For pre-computing t az ðÁÞ, we first generate a vectorshaped LUT, whose dimension is equal to the height (elevation unit) of the 2D-EGI, i.e., 180 Â s, for a threshold t. Each element of this LUT stores t az ðÁÞ, i.e., the half width of rectangular inlier region of corresponding elevation angle. To calculate this value, we generate the set of boundary points of an inlier region, X j , for an elevation angle and a t, and map the set of points to the 2D-EGI to get corresponding transferred boundaryX j . Then, we find the tightest circumscribed rectangle and store its half width value. We repeat this process for every elevation angle.
For t Fig. 4c ). By using the LUTs, we can obtain a rectangular inlier region without any repetitive computation while running the algorithm.
ANALYSIS
In this section, we present analyses of the proposed method in terms of computational complexity, properties of the proposed bounds, and its convergence behavior.
Computational Complexity
Proposition 1 [22] states that each bound computation has OðNÞ complexity. For simplicity, let C be the number of cubes that should be evaluated in the BnB framework until convergence. Then, the computation complexity of the whole procedure is OðCNÞ. This is the case of Hartley and Kahl [31] and Bazin et al. [22] .
In our framework, constructing 2D-EGI by accumulating surface normals and the integral image take OðNÞ and OðHÞ, respectively, only once at the initial stage, where H denotes the number of bins of EGI, i.e., mn. Also, since each bound computation with the 2D-EGI representation takes Oð1Þ on the integral image, the BnB procedure on the proposed problem shows a linear complexity with respect to the number of evaluated cubes C. Thus, the overall algorithm complexity is OðC þ H þ NÞ which is still linear.
We can see that the proposed method is much faster than the exhaustive BnB method [22] , which has a quadratic complexity OðCNÞ. In practice, given a single depth image with resolution 640 Â 480, N is around 300;000 samples, and C is the range of hundreds of thousands to millions (or In the matrix-form LUT, the vertical axis indicates the elevation angle, the horizontal axis indicates the level of subdivision k, and a value of each entry encodes the half width size of its corresponding rectangular inlier region, which is color-coded. even larger). This provides a sense of what makes the proposed algorithm near real-time.
Properties of Rectangular Bounds
Prior to analyzing the proposed BnB algorithm, we first show the validity of the proposed rectangular bounds. We have the following properties for the rectangular bounds. Lemma 1. The rectangular bounds defined in Eqs. (6) and (7) have the following properties: As the maximum half side length s of a cube D goes to zero by sub-divisions during BnB procedure in Algorithm 1, there exists a small ! 0 such that U R À L R .
Because of space constraints, the proof can be found in the supplementary material, available online. Lemma 1a shows that the maximum cardinality of a given cube always lies within ½L R ; U R . Using this fact, we can test whether it is possible for a cube to have globally optimal cardinality in such a way comparing the upper bound of a cube with the maximum lower bound over all the cubes.
On the other hand, lemma 1b shows the convergence of the gap between the bounds. Thus, in an ideal case, we can guarantee to get point estimate as the number of iteration increases to infinity. These two lemmas imply that the proposed bound functions of Eqs. (6) and (7) are valid bounds in the perspective of BnB framework. These are indeed useful to further theoretically analyze the behavior of the rectangular bound in BnB, which will be discussed in the following section.
Convergence
From Lemmas 1a and 1b, we can show that our algorithm converges to a globally optimal solution.
Proposition 2. The BnB algorithm with the proposed rectangular bounds is guaranteed to converge to an -optimal solution of the globally optimal solution. That is, once it converges to a point estimate ( ! 0), it guarantees to converge to a globally optimal solution.
We only provide the sketch of proof here, and the detailed proof can be found in the supplementary material, available online. In the case of s ! 1 (continuous EGI), the classic convergence result of BnB with the proposed bounds, L R and U R , is valid by Lemmas 1a and 1b and by following the results of [17] , [34] . That is, the proposed method guarantees a globally optimal solution once it converges to a point estimate. This is an ideal case in that s ! 1. Now, consider s is finite (discrete EGI). Let ffiffi ffi 3 p ðs k À s kþ1 Þ 1=s be a stop criterion, where k is the level of subdivision. Since the stop criterion is a sufficient condition for the convergence in the discrete case, we can prove that geodesic angular distance between the globally optimal solution and a solution terminated with the stop criterion can be upper-bounded by expressed by 1=s in the right term of the stop criterion. Now, we might analyze the convergence rate of the proposed algorithm, which is rather useful to understand an algorithm. The convergence rate of a BnB algorithm [39] can be defined as Definition 1 (Convergence rate). Let D&SOð3Þ be a cube and a function f:D!R. Furthermore, consider the maximization problem, max R2D fðRÞ. We say a bound function has the convergence rate p 2 N if there exists a fixed constant a > 0 such that
Unfortunately, in BnB, most of the research on convergence rate of bound functions has been done only for analytic functions [39] , [40] , [41] , while our bound functions in Eqs. (6) and (7) are a purely non-parametric and nonanalytic form that highly depends on data. 7 It is quite challenging to formalize in that, according to data, the convergence rate will be varying.
Instead, as presented in Scholz [40] and Sch€ obel and Scholz [39] , we measure empirical convergence rates to understand the behavior of the proposed algorithm. Following the method of Sch€ obel and Scholz, to obtain empirical log a and p, we fit a linear regression of the following equation
for randomly sampled cubes during the BnB procedure. Moreover, depending on the levels of subdivision, the linear fits seem to be under-fitted, i.e., the convergence rates vary according to the level. These phenomena may come from two sources: 1) data characteristics of MF estimation, and 2) non-analytic property of the proposed bound function. Nonetheless, Fig. 5 shows that our algorithm has the empirical rate of convergence p%1, which converges approximately linearly.
EXPERIMENTAL RESULT
In this section, we present our experimental results to explore the performance of the proposed method and to compare with other recent approaches. We systematically [10] . Although both the linear functions fit roughly well, depending on the levels of subdivision, both linear fit look under-fitted. It indicates the varying convergence rate depending on data.
7. It is also the same for exhaustive BnB.
experiment with several criteria in simulation in Section 8.1, which shows how sensitive, accurate and robust the proposed algorithm is over other competitive methods.
Additionally, we analyze the convergence property and time profile of the proposed method. Then, in Section 8.2, we further evaluate our method on real datasets, the NYUv2 dataset [10] and the sequential dataset [4] , which shows the practicality of the proposed method in terms of accuracy and speed. Lastly, we present various extensions of our core algorithm to several applications such as multiple Manhattan frame estimation, 3D rotation based video stabilization, and vanishing point estimation (line clustering) in Section 8.3. A large-scale experiment is involved in the multiple Manhattan frame estimation application of Section 8.3.
Simulation
In the synthetic simulation, we perform various experiments to demonstrate stability (accuracy, robustness, and convergence) and efficiency (time profile) of the proposed BnB method. For synthetic data, we randomly drew three direction vectors orthogonal to each other, which correspond to ground truth MF, and additional direction vectors as outlier directions (we choose at least three outlier directions but not orthogonal to each other). We then sampled 300,000 surface normals on von-Mises-Fisher (vMF) distribution [42] , [43] , 8 which is an isotropic distribution on a unit sphere. We also uniformly sampled 20,000 surface normals on the unit sphere to generate sparse noise (see Fig. 6 ). Unless specifically mentioned, we fix the inlier threshold t as 5
, the EGI resolution parameter s as 2, and the inverse kappa k À1 as 0.01 for each experiment. As a metric, given a ground truth MF (rotation matrix R gt ) and an estimated MF (rotation matrix R est ), the angular deviation u u between the two matrices is measured by
where the entries of u u ¼ ½u x ; u y ; u z > are angular error deviations of each axis, absðÁÞ is element-wise absolute operation and deals with flipping directions, maxðÁÞ is row-wise max operation, i.e., it returns max value of each row, and arccosðÁÞ is element-wise arc cosine operation. Eq. (10) compares each axis of R gt with three axes of R est and computes smaller deviation of each axis. We ran each experiment 50 times on MAT-LAB and measured the mean of the max angular error.
Accuracy. We evaluate how much accuracy of our method is affected by factors such as the EGI resolution parameter, the inlier threshold, and data distribution. According to the EGI resolution parameter s, we test the trade-off between accuracy and runtime of the proposed method. Fig. 7a shows that, as s increases, the accuracy is improved, while the increasing rate of the runtime is critical. In other experiments, if not mentioned, we empirically choose s ¼ 2 as a reasonable trade-off. As another line of experiment, Fig. 7b shows that our method has stable accuracy regardless of the inlier threshold t.
We also evaluate accuracy according to the variance parameter of vMF distribution, namely k À1 , and compare our method against recent MF estimation methods: MMF [2] , RMFE [3] , and RTMF [4] . 9 In Straub et al. [4] , three types of RTMF were proposed: vMF-based, approximate, and tangent-space Gaussian model. Since vMF-based RTMF (vMF-RTMF) provides the best quantitative performance among them, we used it as the representative RTMF and refer to as RTMF simply, unless specified. For this experiment, we test k À1 on the range of ½0:0012; 0:08 in a log-scale. In Fig. 7d , each color dot indicates its mean of the maximum angular error, and each bar represents the standard deviation of maximum angular error. MMF and RTMF estimation show relatively large errors with unstable standard deviations. While RMFE shows less error than those of MMF and RTMF, it also has unstable deviations due to the bias toward an outlier direction. Even with increasing value, 10 RMFE shows unstable accuracy, as shown in Fig. 7e . On the other hand, our method shows stable and accurate performance.
Robustness. We validate the robustness of our method against outliers by comparing success rates with other methods. For outlier generation, we vary a ratio of outlier surface normals from 10% to 70% for a fixed kappa value (we set k ¼ 128), and assign outlier normals to one of the aforementioned outlier directions to be clustered. We classify a success of each trial if angular error against ground truth is lower than 5
. As shown in Fig. 7f , MMF and RTMF show low success rates and rapid decrease as the outlier ratio increases. RMFE, on the other hand, shows relatively stable success rate, but it is also sensitive in the high outlier ratio regimes regardless of , as shown in Fig. 7g . On the other hand, the proposed method turns out to be robust even in the high outlier ratio regimes.
Convergence. Fig. 7c shows how many sub-divisions (iterations) are typically required until convergence. 11 It commonly converges within 7 iterations. Moreover, it empirically shows that the lower and the upper bounds of the proposed BnB method converge to a specific value (implying the validity of the bounds), which supports the convergence property in Proposition 2.
Time profiling. To show the computational efficiency of our method, we compared the time profiles of exhaustive BnB [22] and the proposed BnB in Fig. 8 . Both methods have three steps in common: branch (subdivision), rotation center estimation, and bound computation, while the proposed 9. For a fair comparison, we used the publicly available codes and original parameters of the original authors.
10. In RMFE [3] ; is a weight parameter for sparsity. 11. With the breadth-first-search, the terminologies, iterations and subdivisions are used in the same meaning.
BnB has an additional EGI generation step for efficient bound estimation. For exhaustive BnB, bound computation takes 108:178s, which is 99:98% of the entire computational time, while the counterpart of the proposed BnB takes only 4:6ms. This turns out to reduce the bound computation time by more than 20;000 times.
Real-World Experiment
Evaluation on the NYUv2 dataset [10] . We evaluate the proposed method in terms of accuracy and speed with the realworld benchmark, the NYUv2 dataset, which contains 1,449 RGB-D images of various indoor scenes. In particular, we used the recently introduced MF evaluation protocol [3] on the NYUv2 dataset for quantitative evaluation. From each scene of the NYUv2 dataset, we extract around 300,000 surface normals as an input. We fix all the parameters of the proposed method as before. In Table 2 , we compare exhaustive BnB and the proposed BnB with the recent MF estimation approaches: MPE [28] , MMF [2] , ES [10] , RMFE [3] , and RTMF [4] . In case of MMF, we run 10 iterations, calculate the angular errors for multiple cases, and choose a minimum error to alleviate the randomness of its initialization. For RTMF, we do not compute runtime since it utilizes GPU parallelization. We test average angular errors on similar hardware configurations (i.e., a 3 GHz workstation on MATLAB) as done by Ghanem et al. [3] . For MPE, ES, and RMFE, we directly quote the results from Ghanem et al.
Since MPE is based on the assumption that a significant portion of the scene consists of the floor plane, it is sensitive to scene clutter and outliers. MMF shows less accurate result than those of ESand RMFE. We deduce the reason for MMF's poor performance in angular errors as the absence of noise/ outlier handling. ES and RMFE show comparable results, but their runtime is inefficient for real-time applications. While RTMF shows a reasonable result with real-time efficiency, it heavily relies on GPU requirement. Exhaustive BnB shows the most accurate result, but its runtime is intractable in the efficiency aspect. On the other hand, the proposed BnB performs stable while achieving near real-time efficiency. The accuracy difference between the exhaustive BnB and the proposed one may come from the relaxation gap, in that we solve a relaxed problem defined in Eq. (5), which is discussed later.
Evaluation on the sequence data [4] . As a quantitative evaluation for a sequence dataset, we used the video sequence dataset provided by Straub et al. [4] of which ground truth is captured by using a Vicon motion capture system to track a 3D pose of an RGB-D sensor with an attached IMU sensor. This dataset includes randomly waving camera motions in front of a wall with a rectangular pillar. Please refer the details of this dataset in Straub et al.
For the sequence scenario, Straub et al. [4] proposed a temporal information fusion approach by extended Kalman filter (EKF) with IMU sensor data, which is combined with RTMF's variants: vMF-based and approximate RTMFs (i.e., vMF-RTMF and approx.-RTMF). We compare our method without any modification against their methods.
For the dataset of 90 s length, Fig. 10 shows that the angular RMSEs of vMF-RTMF and approx.-RTMF are 6:39 and 4:92 , respectively. Using the EKF fusion with the IMU sensor, the angular RMSEs of vMF-RTMF and approx.-RTMF are 3:05 and 3:28 , respectively. 12 On the other hand, the angular RMSE of our method is 1:53
. Note that even though our method is applied frame-by-frame 12. We directly quote the result of RTMF [4] .
independently without any temporal consistency, our method outperforms all versions of RTMF.
Applications
We present several applications of our method: multiple Manhattan frame estimation, 3D rotation based video stabilization, and vanishing point estimation (line clustering). These are built on the robustness of the proposed method as evaluated in the previous sections, and demonstrate the practicality of our method. Extension to multiple Manhattan frames (MMFs). Since the strict MW assumption cannot represent general real-world indoor and urban scenes, Straub et al. [2] introduced a more flexible description of a scene, consisting of multiple MFs, known as a mixture of Manhattan frames. As an application, we extended the proposed method to MMFs by sequentially finding different MFs.
To estimate MMFs, we apply a greedy-like algorithm. For a given input data, we estimate the best optimal MF by the proposed BnB and update the normal data by discarding the set of normals that correspond to the inliers of the optimal MF. We then sequentially estimate the next optimal MF given the updated normal data. 13 Following Straub et al. [2] , we only regard MFs of which inlier normals are more than 15% of all valid normals as good MF estimates, to alleviate poor quality of depth measurements. We demonstrate our extension, i.e., MMFs inference for the small (indoor) and large (outdoor) scale datasets in Fig. 9 . For the small-scale dataset, we again used the NYUv2 dataset [10] for qualitative and quantitative evaluation. The proposed MMF inference shows qualitatively reasonable results, as shown in Figs. 9a and 9b . For the quantitative evaluation of MMFs, we newly provide an additional evaluation protocol on the NYUv2 dataset, i.e., ground truth of MMFs, where we annotate MMF ground truth by combining the ground truth number of multiple MFs from Straub et al. [2] 14 and 3D bounding boxes of scene objects from the SUN RGB-D dataset [44] . 15 We describe the detailed procedures for the evaluation protocol in the supplementary material, available online. Among 1,449 scenes of the NYUv2 dataset, we used 173 scenes that are categorized as multiple MFs. Using the metric in Eq. (10), we compute every possible combination between an estimated MF and all ground truth MFs and choose the smallest deviation as a rotation error of an estimated MF and compare with MMF [2] in Table 3 . In both 1 MF and 2 MFs cases, our method outperforms MMF. Interestingly, in case of 2 MFs, both methods show relatively larger angular error than those of 1 MF. This is because both methods commonly estimate multiple MFs that do not share any axis, and ground truth MFs in the dataset usually share a single vertical axis (typically orthogonal to the ground plane) as a dominant axis. Thus, results of both methods for 2 MFs are relatively sensitive than those of 1 MF.
For the large-scale test, we use the point clouds captured in the city center of Bremen, Germany, from Robotic 3D scan repository, 16 which freely provides 3D point clouds captured by the laser scanner and pose data in various scenes. This dataset consists of around 81 million 3D points. For this dataset, our method takes 10.124 s to estimate MMFs in total. In the breakdown in timing, the EGI generation takes 9.765 s, which occupies most of the computational time. As shown in Fig. 9c , the proposed method properly results in 4 MFs in the scene.
3D rotation based video stabilization. The goal of video stabilization is to generate a visually stable and pleasant video from a jitter video by camera shake. Recently, Jia et al. [46] proposed a video stabilization that exploits a 3D rotational motion model of a camera based on the fact that 3D motion models can reflect more realistic motion than 2D affine or projective motion. 17 For a 3D rotational model, they used a built-in gyroscope of smartphones or tablets. In our scenario, instead of the rotations obtained by a gyroscope, we utilize MF obtained by our method as 3D rotation matrices, so that the applicability of our method on video stabilization is verified. Note that we only use depth information to estimate 3D rotation matrix. Namely, as inputs for the stabilization [46] , we only use estimated MF to obtain smoothed camera path, and applied to RGB images.
We experiment on videos of the NYUv2 dataset [10] . We added rotation noise to mimic egocentric head motions and applied to the image and depth sequences. For visualization purpose, following the way of stabilization comparison in [46] , we overlay sampled feature trajectories, which are tightly related to the stabilization performance (see Fig. 11 ). The initial features are detected by FAST [47] , then be tracked by KLT [48] along consecutive frames. Note that these trajectories are not used in our algorithm, but only for visualization purpose. Fig. 11a shows the smooth feature trajectories of the original video (ground truth), which represent the true camera motion. Fig. 11b shows the jittering feature trajectories by synthetic rotation noise applied to the original videos. We compare the feature trajectories of the videos processed by stabilization [46] using 3D rotations estimated by our MF estimation (Fig. 11d ) and 3D rotations estimated by conventional structure from motion (SfM) [45] (Fig. 11c) . Overall, stabilization based on our approach produces more similar motion with ground truth when compared with those based on SfM. SfM-based stabilization provides comparable results when objects and textured planes are dominant, but 13. Since we do not estimate all MFs jointly, our algorithm for the MMFs application does not guarantee global optimality for whole MFs.
14. http://people.csail.mit.edu/jstraub/_pages/nyu-mmf-dataset/ 15. The SUN RGB-D dataset [44] consists of the union set of several datasets including the NYUv2 dataset (acquired by Kinect v1) as well as other datasets acquired by four different RGB-D sensors. 16 . http://kos.informatik.uni-osnabrueck.de/3Dscans/ 17. As the stabilization method used for this experiment only optimizes a given rotation path while ignoring a projective motion between image sequences, the stabilization performance solely depends on the quality of rotations estimated.
inherently SfM does not work for the scenes with a homogeneous plane. Also, as SfM runs on whole image sequences (matching every image pair with bundle adjustment optimizer), it cannot run online and takes significant time. One exceptional case to note is shown at the second row in Fig. 11 . Both our approach and SfM show straight motion while the ground truth motion is wavy. It is because the stabilization optimizes the rotation path to be smooth, deforming the original wavy motion. Nonetheless, the stabilization using our method shows plausibly stabilized results.
Vanishing point estimation and line clustering. Vanishing point (VP) estimation and line clustering are well-known chicken-and-egg problems [30] ; VPs can be obtained if the line clustering is known, and line clustering can be done if the VPs are known. Based on this fact, we first estimate VPs using our MF estimation and then line clustering as applications. In this scenario, we demonstrate the direct applicability of our method to VP estimation on structured scenes. In structured scenes, VPs in a 3D space (a.k.a., vanishing directions, VDs) tend to be orthogonal to each other. Under the MW assumption, we simply formulate the estimation of orthogonal VPs as consensus set maximization in the same way with MF estimation: estimating dominant and orthogonal directions (i.e., orthogonal VPs) given measurements (i.e., VP candidates). For simplicity to show direct applicability, we assume the known camera intrinsic.
Prior to results, we first explain how we generate VP candidates in a 3D space. We introduce a concept of the Gaussian sphere [49] , which is a convenient way to represent an image when the camera calibration parameters are known. On the Gaussian sphere, a line l i in the image is backprojected onto the sphere as a great circle, which is represented by a unit normal vector n i (see Fig. 12a ). Unless two lines are exactly same, two great circles of two lines intersect at two points, which are antipodal points [50] . They correspond to the VP candidate and are computed by v ¼ n i Â n j , where n i and n j are the normal vectors of two lines. We calculate VP candidates for every combination of two lines and use those as input measurements of EGI for our VP estimation. Fig. 12b is an example for calculated 3D VP candidates.
For validation, we use the York urban dataset (YUD) [51] consisting of 102 images acquired in indoor and outdoor man-made environments. The results in Fig. 13b qualitatively show that our method successfully finds VPs and line clustering in the real-world dataset. For a quantitative evaluation for the YUD, following the evaluation protocol [52] , [53], we evaluate our VP estimation using the cumulative density function of the angle to the horizon and its area under curve (AUC), as shown in Fig. 13a . Among various VP estimation methods [52] , [53] , [54] , [55] , [56] , [57] , we compare our method against the recent state-of-the-art methods that measure the horizon error. Also, we compare with RMFE [3] as a reference method in that the method estimates VPs in the same 3D domain as ours. In 2D horizon error, our method does not perform better than the recent methods, which are specifically designed to have minimum horizon error of 2D VP estimation. Comparing with RMFE on the same domain, our method outperforms RMFE, which is a consistent result with other experiments. On comparing with the recent methods, the rationale behind the limited performance of our method may be that, different from the recent methods that directly work on the 2D domain, we generate VP candidates on the Gaussian sphere from a set of 2D lines and estimate optimal VPs in a 3D space. This unavoidable process may introduce another source of error. Another potential limit may come from the orthogonality constraint of our method, while the other 2D VP estimation methods have some flexibility. Although our method is not the state-of-the-art on VP estimation, the applicability of our method to VP is quantitatively validated through this benchmark. Regarding the global optimality, our method may be useful for the scenarios requiring stability, efficiency, and robustness.
DISCUSSION AND CONCLUSION
Based on the motivation that MF estimation requires two properties (i.e., stability and efficiency) for general performance, we have presented a robust and fast MF estimation that guarantees a globally optimal solution. This can be achieved by relaxing the original problem and computing the bounds efficiently on the 2D-EGI domain. By virtue of this, the complexity of the bound computation is dramatically reduced to constant complexity. In theoretical aspects, we show the validity and the convergence of the proposed bounds. Then, based on these, the convergence property to global optimality is established. To validate the stability and the efficiency of our method, we systematically demonstrate our method on various synthetic and real-world datasets. These show that our method outperforms other stateof-the-art methods for speed, accuracy, and robustness. Since MF estimation is a fundamental problem, our proposed method, which is efficient, robust, and accurate, may improve the stability of other subsequent applications that adopt ours as preprocessing, including what we have shown: multiple MF estimation, video stabilization, and vanishing point estimation (line clustering). In the following, we discuss some open questions related to our paper:
Relaxation Gap. By relaxing the original problem in Eq. (2), our problem in Eq. (5) departs from the original one; hence, globally optimal solutions of both are not necessarily same, which introduces a relaxation gap between two problems. This gap leads to the accuracy difference between exhaustive BnB and our method in Table 2 . Fortunately, the difference may be negligible, but still, further mathematical [45] . (d) Motion of stabilized frames by rotations obtained by our method. Given rotations of frames, we use the stabilization algorithm proposed by Jia et al. [46] . We tested four scenes of which motions are different types: from the top to bottom row, living room 0002, living room 0006, and living room 0009 of the NYUv2 dataset [10] . analysis of the relaxation gap would be a worthwhile and interesting research direction.
Alternative Tree Search Method. One can adopt other tree search techniques like depth-first-search (DFS) or A* [58] , so that by identifying a promising direction for finding a higher value of lower bounds as early as possible, an efficient traverse can be done by inducing early rejection frequently. Since our contribution is on an efficient measurement computation, for simplicity and fairness, we use BFS for rotation solution search, which has been used as a standard technique for many BnB literatures [22] , [30] , [59] and its implementation and memory management are relatively easy. Hence, once BFS is replaced with an alternative technique, the overall efficiency will be improved. We leave this to future research. In So Kweon received the BS and MS degrees in mechanical design and production engineering from Seoul National University, South Korea, in 1981 and 1983, respectively, and the PhD degree in robotics from the Robotics Institute, Carnegie Mellon University, in 1990. He was with the Toshiba R&D Center, Japan, and he is currently a KEPCO chair professor in the Department of Electrical Engineering, since 1992. He served as a program co-chair of the ACCV 07' and a general chair of the ACCV 12'. He is on the honorary board of IJCV. He was a member of "Team KAIST," which won the first place in DARPA Robotics Challenge Finals 2015. He is a member of the IEEE and the KROS.
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