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Abstract - Poker is one of very popular game in the world with 
more than hundred million of combinations hand pattern. Due to 
huge number of combination, poker player is hard to make an 
accurate decision. The purpose of this research is to give a poker 
player a suggestion from comparison of different data mining 
algorithm. This experiment is conducted on C4.5 Algorithm, 
Decision Stump Algorithm, Naive Bayes Algorithm, Bayesian 
Network Algorithm, and Random Forest Algorithm on 25.010 data 
with 11 atribute through ten times of cross-validation. 
 
Abstrak—Poker merupakan salah satu permainan 
terpopuler didunia dengan kombinasi kartu tangan lebih dari 
ratusan juta. Karena jumlah yang banyak ini, pemain poker 
sulit untuk mengambil keputusan yang akurat. Tujuan dari 
penelitian ini adalah memberikan saran dari perbadingan 
algoritma data mining yang berbeda. Pengujian algoritma 
dilakukan pada algoritma C4.5, algoritma Decision Stump, 
algoritma Naive Bayes, algoritma Bayesian Network, serta 
algoritma Random Forest dengan menggunakan 25.010 data 
dengan 11 atribut dan melalui tahap cross-validation sebanyak 
sepuluh (10) kali. 
 
Kata Kunci—Bayesian Network, Algoritma C4.5, Algoritma 
Naïve Bayes, Random Forest, Decision Stump, Data Mining, 
Perbandingan Algoritma, Pola Kartu Poker. 
I. PENDAHULUAN 
Perkembangan teknologi informasi pada era globalisasi 
sekarang berlangsung dengan sangat pesat, hal ini menuntut 
perkembangan teknologi tersebut untuk dapat saling 
bersaing. Baik itu dalam kehidupan sehari-hari maupun 
didalam dunia bisnis dan hiburan yang dinamis dan penuh 
persaingan. Seiring dengan pertumbuhan bisnis, teknologi 
tidak lagi bisa unggul secara kompetitif hanya dengan 
memanfaatkan teknologi yang ada. Keberadaan akan 
teknologi-teknologi operasional tersebut memang penting, 
namun kebanyakan dari teknologi tersebut tidak dapat 
menghasilkan informasi strategis seperti yang diharapkan. 
Poker adalah salah satu permainan kartu yang paling 
populer didunia saat ini [1]. Persaingan yang terjadi dalam 
dunia permainan poker memaksa para pelakunya untuk 
selalu memikirkan strategi–strategi dan terobosan yang 
dapat menjamin kelangsungan prediksi pemainnya [2]. 
Meskipun peraturan didalam permainan poker itu simpel 
tetapi permainan poker ini tidak mudah untuk dikuasai [3], 
Database dalam jumlah yang besar merupakan salah satu 
aset berharga yang dimiliki dalam permainan poker. Sebagai 
salah satu permainan yang sering dimainkan oleh 
masyarakat luas. Pola Poker yang ada haruslah dapat 
 
digunakan dalam memprediksi strategi untuk mampu 
menghasilkan suatu informasi yang siap digunakan untuk 
membantu pengguna dalam mengambil keputusan strategis. 
Dari data pola kombinasi kartu poker tersebut, pemain poker 
dapat mengetahui prediksi apa yang akan muncul, seberapa 
jauh tinggi akurasi prediksi tersebut, dan resiko apa yang 
harus diambil . Untuk memenuhi kebutuhan-kebutuhan di 
atas, banyak cara yang dapat ditempuh. Salah satunya adalah 
dengan melakukan pemanfaatan data base menggunakan 
teknik Data Mining [4]. 
Bayesian network dan Decision tree adalah salah satu 
metode yang ada didalam data mining. Penggunaan metode 
ini telah banyak digunakan didalam penelitian-penelitian 
yang ada didunia, dari segi bioteknologi penelitian 
menggunakan metode ini memiliki tingkat akurasi yang 
tinggi, hingga mencapai 98,51% [5], dari segi medis pun 
penggunaan metode ini juga mencapai akurasi yang tinggi 
[6] [7]. 
Dari penggunaan kedua metode tersebut telah banyak 
terlahir penelitian-penelitian yang meng-hybrid atau 
menggabungkan kelebihan dari kedua metode itu. Seperti 
[8] penelitian mereka menggabungkan bayesian clustering 
dengan decision tree sebagai penggolong untuk mendeteksi 
gangguan pada sistem. Adapun penelitian lain yang 
dilakukan oleh [5] penelitian mereka menggabungkan 
metode bayesian network, principal component analysis, 
back propagation neural network dan decision tree dalam 
memanajemen pendapatan yang ada pada industri 
bioteknologi. Sedangkan penelitian dari [9] tentang masalah 
ketidakseimbangan yang ada pada saat klasifikasi. 
Pada pola poker, terdapat banyak klasifikasi yang ada 
[10]. Dengan jumlah pola yang banyak tersebut maka 
kemungkinan untuk memprediksi pola yang ada semakin 
sulit. Adapun penelitian yang dilakukan oleh [4] penelitian 
tersebut hanya menggunakan satu metode saja yaitu 
algoritma Bayesian. 
Berdasarkan uraian diatas, maka penelitian ini mencoba 
membandingkan tingkat akurasi dan kecepatan dari 
algoritma yang berbeda dengan menggunakan data sampel 
yang sama untuk melihat keunggulan dan kekurangan dari 
masing-masing algoritma yang berbeda tersebut. 
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A. Poker 
II. TINJAUAN PUSTAKA n 
Si 
Gain (S, A) = Entropy(S) + ∑ 
S 
 
+ Entropy(Si) 
Poker adalah permainan kartu keluarga yang berbagi 
taruhan aturan dan biasanya (tapi tidak selalu) dalam 
peringkat tangan. Permainan Poker berbeda dalam hal 
bagaimana kartu dibagikan, bagaimana tangan dapat 
terbentuk, apakah tangan tinggi atau rendah memenangkan 
taruhan di pertarungan (dalam beberapa Permainan, taruhan 
dibagi antara tangan tinggi dan rendah), batas taruhan dan 
bagaimana banyak putaran pertaruhan diperbolehkan. Dalam 
Permainan poker yang paling modern, putaran pertama 
 
(Persamaan 1) 
Keterangan : 
S : Himpunan kasus 
A : Atribut 
n : Jumlah partisi atribut A 
i=1 
pertaruhan dimulai dengan beberapa bentuk kontrak paksa. 
Aksi kemudian hasil ke kiri. Setiap pemain pada gilirannya 
baik harus sesuai dengan taruhan sebelumnya maksimum atau 
lipat, kehilangan jumlah taruhan sejauh ini dan semua bunga 
lebih lanjut di tangan. Seorang pemain yang cocok dengan 
taruhan juga dapat meningkatkan, meningkatkan taruhan. 
Babak taruhan berakhir ketika semua pemain telah baik cocok 
dengan taruhan terakhir atau dilipat. Jika semua, kecuali satu 
pemain kali lipat pada setiap putaran, pemain yang tersisa 
mengumpulkan taruhannya dan dapat memilih untuk 
menampilkan atau menyembunyikan tangan mereka. Jika 
lebih dari satu pemain tetap di pertarungan setelah ronde 
pertaruhan final, tangan akan ditampilkan dan tangan 
memenangkan mengambil taruhannya. 
Ada 311.875.200 cara (5-permutasi) untuk lima kartu 
yang dibagikan dari tumpukan 52 kartu, tapi karena urutan 
kartu tidak di permasalahkan, ada 5! = 120 yang diberikan 
dalam satu sisi tangan, sehingga hanya ada 2.598.960 ( 52 ) 
kemungkinan kombinasi dalam poker lima kartu. Demikian 
pula, dalam poker tujuh kartu terdapat 133.784.560 ( 52 ) 
kombinasi.[4] 
B. Algoritma C4.5 
Penggunaan algoritma C4.5 dalam pembuatan aplikasi 
data mining prediksi kartu poker karena algoritma C4.5 
merupakan algoritma yang digunakan untuk melakukan 
pembentukan pohon keputusan. Pohon keputusan tersebut 
mampu menghasilkan keputusan kompleks menjadi lebih 
sederhana, sehingga pengambil keputusan akan lebih 
menginterprestasikan solusi dari permasalahan. 
Secara umum algoritma C4.5 untuk membangun pohon 
keputusan adalah sebagai berikut. 
1) Pilih atribut sebagai akar. 
2) Buat cabang untuk tiap-tiap nilai. 
3) Bagi kasus dalam cabang. 
4) Ulangi proses untuk setiap cabang sampai semua 
kasus pada cabang memiliki kelas yang sama. 
Untuk memilih atribut sebagai akar, didasarkan pada 
nilai gain tertinggi dari atribut-atribut yang ada. Untuk 
menghitung gain digunakan rumus seperti tertera sebagai 
berikut : 
|Si| : Jumlah kasus pada partisi ke –i 
|S| : Jumlah kasus dalam S 
Setelah mendapatkan nilai gain, ada satu hal lagi yang 
perlu kita lakukan selanjutnya adalah mencari nilai Entropy. 
Entropy digunakan untuk menentukan seberapa informative 
sebuah input atribut untuk menghasilkan output atribut. 
Rumus dasar dari entropy tersebut adalah sebagai berikut: 
n 
Entropy (S) = ∑ −pi ∗ Log pi 
i=1 
(Persamaan 2) 
Keterangan : 
S : Himpunan kasus 
A : Fitur 
N : Jumlah partisi S 
pi : Proporsi dari Si terhadap S 
C. Bayesian Network 
Naive Bayes merupakan metode yang tidak memiliki 
aturan, Naive Bayes menggunakan cabang matematika yang 
dikenal dengan teori probabilitas untuk mencari peluang 
terbesar dari kemungkinan klasifikasi, dengan cara melihat 
frekuensi tiap klasifikasi pada data training. Naive Bayes 
merupakan metode klasifikasi populer dan masuk dalam 
sepuluh algoritma terbaik dalam data mining, algoritma ini 
juga dikenal dengan nama Idiot’s Bayes, Simple Bayes, dan 
Independence Bayes[11] 
Klasifikasi Naive Bayes adalah pengklasifikasian 
statistik yang dapat digunakan untuk memprediksi 
probabilitas keanggotaan suatu class. Klasifikasi bayesian 
didasarkan pada teorema Bayes, diambil dari nama seorang 
ahli matematika yang juga menteri Prebysterian Inggris, 
Thomas Bayes (1702-1761) [12]. 
Klasifikasi bayesian memiliki kemampuan klasifikasi 
serupa dengan decision tree dan neural network [13]. 
P(x|y) =
 P(y|x) P(x) 
P(y) 
(Persamaan 3) 
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keterangan : 
y : data dengan kelas yang belum diketahui 
x : hipotesis data y merupakan suatu kelas spesifik 
P(x│y) : probabilitas hipotesis x berdasar kondisi y 
(posteriori probability) 
P(x) : probabilitas hipotesis x (prior probability) 
P(y│x) : probabilitas y berdasarkan kondisi pada hipotesis x 
P(y) : probabilitas dari y 
D. Data Mining 
Data Mining merupakan teknologi yang sangat berguna 
untuk membantu baik itu individu atau perusahaan tertentu 
dalam menemukan informasi yang sangat penting dari 
gudang data mereka. Data mining adalah perpaduan dari ilmu 
statistik, kecerdasan buatan, dan penelitian bidang database 
[14]. Data mining didefisinikan sebagai proses tentang 
memecahkan masalah dengan menganalisis data yang berada 
dalam database [15]. 
Nama data mining berasal dari kemiripan antara 
pencarian informasi yang bernilai dari database yang besar 
dengan menambang sebuah gunung untuk sesuatu yang 
bernilai[16]. 
Data mining didefinisikan sebagai proses pengenalan pola 
dalam data. Data mining, sering disebut knowledge discovery 
in database (KDD), adalah suatu kegiatan yang meliputi 
pengumpulan, pemakaian data historis untuk menentukan 
keteraturan, pola atau hubungan dalam set data berukuran 
besar [15]. Keluaran dari data mining ini biasa dipakai untuk 
memperbaiki dan membantu pengambilan keputusan di 
masadepan [17]. 
 
 
Gambar 1. Kombinasi Kartu Poker 
 
Penentuan peringkat dari pola poker tersebut dimulai dari 
royal flush hingga high card dimana posisi atas memiliki nilai 
paling besar. Penelitian ini menggunakan dataset yang 
diambil dari situs database 
https://archive.ics.uci.edu/ml/datasets/Poker+Hand. Dataset 
tersebut memiliki 1.025.010 total data dengan rincian 
1.000.000 data berupa testing data dan 25.010 data berupa 
training data, dan setiap data tersebut memiliki 11 atribut. 
Adapun probabilitas kombinasi kartu poker itu antara lain 
sebagai berikut. 
 
Tabel 1. Probabilitas Kartu Poker 
III. METODE PENELITIAN 
A. Analisis Masalah 
Proses analisis dan prediksi dari kartu poker ini 
menggunakan kombinasi dari kartu yang ada ditangan 
pemain dengan kartu yang telah diletakkan. Dari hasil 
kombinasi tersebut maka dapat ditentukan apakah pemain itu 
berhasil menang atau tidak. 
Ada beberapa kombinasi dari pola kartu poker yang dapat 
terjadi, dengan contoh seperti dibawah ini. 
 
 
 
 
IV. HASIL DAN PEMBAHASAN 
Adapun pengujian metode yang dilakukan dalam 
penelitian menggunakan aplikasi WEKA dengan sampel 
sebanyak 25.010 dan 11 atribut dengan metode pengujian 
menggunakan, Algoritma C4.5, Decision Stump, Naive 
Bayes, Bayesian Network, dan Random Forest. Masing- 
masing metode itu menggunakan cross-validation sebanyak 
sepuluh (10) kali. Adapun rincian dari masing-masing 
eksperimen itu sebagai berikut. 
Pola Poker Kombinasi Tipe (Suit) Kemungkinan 
Jumlah 
Kombinasi 
Royal Flush 4 0.00000154 480 
Straight Flush 36 0.00001385 4320 
Four of a kind 624 0.0002401 74880 
Full House 3744 0. 00144058 449280 
Flush 5108 0. 0019654 612960 
Straight 10200 0. 00392464 1224000 
Three of a kind 54912 0. 02112845 6589440 
Two Pairs 123552 0. 04753902 14826240 
One Pair 1098240 0. 42256903 131788800 
Nothing / High Card 130540 0. 50117739 156304800 
Total 2598960 1.0 311875200 
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A. Eksperimen Algoritma C4.5 
 
 
Gambar 2. Eksperimen C4.5 
Dari gambar pengujian algoritma C4.5 diatas dapat dilihat 
metode ini memiliki kecepatan proses 0.07 detik dengan 
tingkat akurasi sebesar 57,537%. 
B. Eksperimen Algoritma Decision Stump 
 
 
Gambar 3. Eksperimen Decision Stump 
Dari gambar pengujian algoritma Decision Stump diatas 
dapat dilihat metode ini memiliki kecepatan proses 0.01 detik 
dengan tingkat akurasi sebesar 49,952%. 
C. Eksperimen Algoritma Naive Bayes 
 
 
Gambar 4. Eksperimen Naive Bayes 
Dari gambar pengujian algoritma Naive Bayes diatas 
dapat dilihat metode ini memiliki kecepatan proses 0 detik 
dengan tingkat akurasi sebesar 49,0644%. 
D. Eksperimen Algoritma Bayesian Network 
 
 
Gambar 5. Eksperimen Bayesian Network 
Dari gambar pengujian algoritma Bayesian Network 
diatas dapat dilihat metode ini memiliki kecepatan proses 
0.08 detik dengan tingkat akurasi sebesar 48,0764%. 
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E. Eksperimen Algoritma Random Forest 
 
 
Gambar 6. Eksperimen Random Forest 
Dari gambar pengujian algoritma Random Forest diatas 
dapat dilihat metode ini memiliki kecepatan proses 2,26 detik 
dengan tingkat akurasi sebesar 74,2863%. 
 
Dari lima eksperimen yang telah dilakukan diatas 
didapatkan peringkat dari metode itu sebagai berikut. 
 
Gambar 7. Peringkat Eksperimen 
 
 
V. KESIMPULAN 
Didalam penelitian ini dilakukan eksperimen pada lima 
algoritma data mining untuk prediksi pola kartu poker. Dari 
eksperimen itu metode Random Forest menempati peringkat 
pertama yang disusul dengan metode C4.5, Decision Stump, 
Naive Bayes dan Bayesian Network. Tetapi meskipun 
metode Random Forest tersebut memiliki peringkat pertama 
dengan akurasi tertinggi tetapi metode tersebut membutuhkan 
waktu yang lama sebesar 2,26 detik, jauh jika dibandingkan 
dengan metode lain yang hanya menggunakan waktu 0 
sampai 0.08 detik. 
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