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Weiner and Kalman-Bucy estimation problems assume that models describing 
the signal and noise stochastic processes are exactly known. When this modeling 
information, i.e., the signal and noise spectral densities for the Weiner filter and 
the signal and noise dynamic system and disturbing noise representations for
Kalman-Bucy filtering, is inexactly known, then the filter's performance is
suboptimal and may even exhibit apparent divergence. In this paper a system is 
designed whereby the actual estimation error covariance is bounded by the 
covariance calculated by the estimator. Therefore, the estimator obtains a bound 
on the actual error covariance which is not available, and also prevents its 
apparent divergence. The bounding filter can be of lower order than the original 
stochastic models; hence, a technique is devised of reducing the order of the 
filtering system and concurrently obtaining a figure of merit for its performance. 
For many cases, the design conditions devised for the steady-state Weiner 
filter apply to transient Kalman-Bucy filter performance. 
1. INTRODUCTION 
In practice a problem arises when it is desired to derive a minimum mean 
square error estimate of a signal in additive noise while the available statistical 
information on signal and noise are not exact. To cope with the problem many 
approaches have been suggested in the literature. Adaptive schemes are devised 
for the Kalman-Bucy problem which simultaneously obtain estimates of both 
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the system state and the system structure, resulting in increased system com- 
plexity andfor the use of restrictive simplifying assumptions (Abramson, 1968; 
Magill, 1965; Mehra, 1969; Shellenbarger, 1966; Smith, 1967). Other adaptive 
schemes develop procedures to control estimation performance, .g., prevent 
estimation error divergence, 1 by changing the filtering system structure along 
with estimating the system state (Cosaert, 1967; Jazwinski, 1968; Nahi, 1972; 
Schwarzbein, 1971). These schemes prevent estimation error divergence, 
without ascertaining the actual dynamic system or determining filtering system 
performance. 
A different approach is to design a filter, for a chosen set of possible modeling 
parameters. Such filters are called bounding filters if the actual estimation error 
covariance, which is an unknown quantity, is bounded by the covariance cal- 
culated by the estimator (Bertsekas, 1971; D'Appolito, 1969; Nahi, 1975; Nis- 
himura, 1967). Therefore, the calculated covariance (a known quantity) can be 
utilized as a meaningful measure of estimation performance. Furthermore, the 
actual error covariance will not diverge. 
The bounding filter design of Nishimura (1967) only treats the K/B problem 
with inexactly known a priori state and disturbing noise covariances. For 
stationary signal and noise stochastic processes, Nahi (1975) introduced bounding 
filters for the steady-state filtering problem with inexactly known modeling 
information, where conditions are obtained for the design of the optimum 
(minimum mean square error) bounding filter within an admissible class of 
solutions. These bounding filters may be of lower order than the original system, 
therefore, a technique was devised for reducing the order of the filtering system 
and concurrently obtaining a figure of merit for its performance. In this paper 
an alternate approach to design of bounding filters is introduced which will 
enable us to extend the results to specific nonstationary conditions. 
2. PROBLEM STATEMENT 
Let A = {/t ~} denote a set of autocorrelation function pairs representing the 
lack of precise a priori knowledge concerning the statistics of the signal and 
noise, i.e., h i = (qbs(tl, t2, i), q~ (t I , t2, i)) is the ith pair of possible correlation 
function of the signal and noise, respectively. 2 Let s(t, i) and n(t, i) represent the 
corresponding sample functions and 
y(t, i) = s(t, i) ~- n(t, i) (1) 
1 Reference is to apparent divergence (Fitzgerald, 1967), where steady state is reached 
but the associated errors are too large to allow estimates to be useful. 
2 The signal and noise means and cross correlation are assumed zero for the purpose 
of this paper. 
643/39/2-7 
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the associated observation. Let us choose a pair of correlation functions A k, 
not necessarily among the pairs included in A, i.e., 
A~ E Ji; A CA,  
and design the corresponding minimum mean square error filter. This filter 
is to be used for all observations y(t, i), producing the estimate of s(t, i) denoted 
by ~(t, k). The estimation error variance aa~(t, k I i) is defined by 
aa2(t, k I i) A E[s(t, i) -- ~(t, k)] 2 =A E[e2(t, i)], (2) 
where the subscript a represents the fact that %2(t, k l i) is the true variance if 
the true statistics were A i but those used in the design of the filter were A e. 
Furthermore, let 
ac2(t, k) A aa~(t, k ] k) A= E[e2(t, k)]. (3) 
Note that while the variance ac2(t, k) is a known quantity, the actual variance 
a~2(t, k [ i) is not known uniquely since it can be associated with any member 
A t e A. 
It is desired to select "design statistics" kk ~ A such that 
ae~(t, k) >/a~(t, k l i) ¥a ~ C A. 
Furthermore, we wish the bound ac2(t, k) to be as "tight" as possible. 
The desirability of such a filter is threefold: (i) The divergence of ~(t, k) is 
avoided, (ii) ao2(t, k) can be utilized as a measure of quality of the actual estimate, 
a~(t, k ] i), which is unavailable, and (iii) it is a very simple solution to problems 
associated with lack of exact a priori knowledge. 
3. CONDITIONS FOR ]~XISTENCE OF ]~OUNDINO FILTERS 
In this section a sufficiency condition for the existence of bounding filters is 
derived. The propagation of the estimation error e(t, i) for a given linear, in 
general time varying, filter with impulse response h(tl, t2) and for inputs s(t, i) 
and n(t, i) is diagrammed in Fig. 1. Similarly, the error e(t, h) results if the 
inputs were replaced by s(t, k) and n(t, k). 
s ( t ' i )~-~ t h(t,, t 2) :" s(t,i)l e(t'i)ERROR 
FIG. 1. Error propagation. 
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THEOREM 1. I f  for a particular A~ e.d, there exist real random processes 
So(t , i) and no(t , i), independent of s(t, i) and n(t, i), such that 
s(t, k) ~ s(t, i) + So(t, i) 
n(t, k) ~ n(t, i) + no(t, i) 
VA i e A, 
(4) 
gt >/ to, 
where ~ respresents first- and second-order statistical equivalence, then 
E[e2(t, h)] /> E[e2(t, i)], VA t E A and Vt >/ t  o . (5) 
Proof. The existence of real random processes o(t , i) and no(t , i) enables us, 
by using superposition, to separate the error e(t, k) into two parts 
e(t, k) -~ e(t, i) + eo(t , i) VA ~ e A and Vt >/ to ,  
where e(t, i) : g(t, i) - -  s(t, i), eo(t , i) = go(t, i) -- So(t , i) and g(t, i), g0(t, i) are 
the output responses of any time-variable filter with impulse response h(q ,  t2) 
to inputs s(t, i) + n(t, i) and so(t , i) @ no(t , i), respectively (Fig. 1). The pro- 
cesses (t, i) and n(t, i) are independent of So(t , i) and no(t, i), hence 
E[e2(t, k)] = E[eZ(t, i)] -[- E[eo2(t, i)1 V/V ~ A and Vt ) t o . (6) 
Since E(eo2(t, i)] is a positive quantity, (5) follows from (6) and the theorem is 
proved. 
The problem now is to derive conditions for which the stochastic processes 
So(t , i) and no(t , i) exist. These conditions correspond to the proper choice o£ 
A k. Clearly, for any A 7~ the lowest value for the upper bound %2(t, k) is obtained 
if h(t 1 , t~) is the corresponding minimum mean square error filter. 
Let s(t, i) and n(t, i) be wide-sense stationary processes with zero means and 
spectral densities q)s(w, i) and ~(co, i) corresponding to the correlation pair A ~ 
(Weiner filtering problem). The following corollary establishes the existence of 
So(t , i). Similar conditions can be derived for no(t , i). 
COROLLARY 1. Let q~s(oJ, k) correspond to the selected value A 7~ e zt. Then the 
random process o(t , i) in (4) exists i f  
(bs(~o, k) >~ q~s(co, i) VAt e A, Vco. (7) 
Proof. The zero mean real valued random process So(t , i) exists if its corre- 
sponding spectral density. ~b~o(OJ , i) is any integrable nonnegative function. Since 
the s(t, i) and So(t , i) processes are assumed independent, qss0(~o , i) can be repre- 
sented from (4) as 
~o(O~, i) = ~(~,  k) - ~(o~, i), (8) 
and, from (7), ~0(w, i) ~ 0 Vw. 
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In summary, Theorem 1 and Corollary 1 indicate that if A k e zT can be chosen 
such that 
cs(~, k) ~ es(~, i), 
VA i e A, go J, (9) 
¢~(~, k) ~ ~(,o, i) 
then 
E[e2(t, k)] = %~(k) ~ %~(k [i) = E[e2(t, i)]. (10) 
The results in Theorem 1 and Corollary 1 hold when s(t, i) and n(t, i) are 
correlated; the bounding-spectral density equations (9) must now include the 
cross spectral density term. 
This result was obtained in Nahi (1975) and Weiss (1972) using a different 
approach. Furthermore, it was shown that a choice of A 1~ leading to tighter 
bounds in (9), in general results in a lower value of a0~(k). The results were also 
generalized to include estimation problems where it is desired to estimate a
known linear function of the signal process and the observation contains a 
different linear function of the signal process. The alternate procedure for deriving 
the result above, however, is extendable to certain classes of nonstationary 
statistics, which is the aim of this paper. 
4. NONSTATIONARY STATISTICS: THE KALMAN--BucY FILTER 
In the following, Theorem 1 will be utilized to design a bounding filter for a 
scalar signal characterized by the output of an n-dimensional constant coefficient 
dynamic system with white noise input. Let the n-dimensional Markov process 
x(t) and the scalar observation y(t) be given by 
~(t) = Ax( t )  + Bu(t) ,  (11) 
y(t) = Cx(t) 4- Dr(t), (12) 
where u(t) and v(t) are m-dimensional nd scalar zero-mean uncorrelated random 
processes representing the system and observation oise, respectively, with the 
following statistics: 
E[u(tl) u'(t~)] = Q~(tl  - t~), 
(13) 
E[v(tl) v'(t2) ] = RS(t 1 -- t~). 
The signal and noise are defined as 
s(t) ~ Cx(t) and n(t) A Dr(t). (14) 
A, B, C, D, Q, R are constant matrices of appropriate dimensions and 3(t 1 -- t2) 
is the dirac delta function. The initial value of the state vector, x(0), in general, 
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is a random vector of zero mean and covariance matrix S(0). This in general 
leads to x(t) having nonstationary statistics. When the matrices A, B, C, D, Q, R, 
and S(O), referred to as the system parameters, are known exactly, i.e., the signal 
and noise models are known, then the minimum mean square estimate of s(t), 
~(t), given y(~-), 0 ~ ~- ~ t is obtained from the well-known K/B filter, Kalmaa 
(1961), i.e., 
d~(t)[dt = (A -- K( t )C)  ~(t) + 1<2(1)y(t), ~(0) = 0, (15) 
e(t) = c~(t), 
K(t)  = P(t)  C'[DRD'] -~, (16) 
dP(t)idt = [A --  K(t)C] P(t) + P(t)[A'  - -  C'K'(t)] + K( t )DRD'K( t )  -i- BQB' ,  
(I7) 
where 
P(t) =- E[x(t) --  ~(t)][x(t) --  ~(t)]'. (18) 
In many applications, however, it is only known that the system parameters 
assume one of a possible set of values, i.e., A i = [A i, B i, C i, D i, Qi, R ~, Si(0)], 
where h ~ is contained in the set A of all possible signal and noise representations, 
h i ~ A. We wish to select system parameters, represented by h e ~ A, and utilize 
them to design a K/B bounding filter. The corresponding filter (15)-(17) with 
output chosen as Ce~(t) is denoted by the impulse response h(t l ,  te). The signal 
and noise sample functions associated with the h i system parameters in (11)-(14) 
are denoted by s(t, i) and n(t, i), respectively. 
With the above definitions, the estimation errors defined by (2) and (3) become 
Ee2(t, i) = CkP~(t, k ] i) C '~" A= a z(t, k l i), 
(19) 
Eel(t, k) = CkP~(t, k I k) C ~" ~ %2(t, k ] k), 
where P~(t, k I i) and Pa(t, k ] k) are shorthand notations for the actual error 
covariance resulting from using the h(t 1 , t2) fitter corresponding to h k, when the 
actual signal process (11)-(14) corresponds to h i and h ~, respectively. Clearly, 
the results of Theorem 1 are applicable here, namely, if parameters )t 7~ are chosen 
such that they satisfy the conditions of Theorem 1, then 
~2(t, k) >~ %2(t, k ] i), VA ~ ~ A and Vt > 0. (20) 
Procedures for design of bounding filters for the following cases are given in 
this paper. 
(i) The parameters h i E A and h k ~ ZI lead to stationary random processes, 
i.e.~ 
cs~(o) c '  = z~( t ,  i), s,(o) = E[~(t, i) ~'(t, i)], vt, 
(21) 
cs~(o)  c '  = Es~(t, k), s~(o) = E[x(t, k) ~'(t, k)], vt. 
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(ii) The parameters A i ~ A and Ake ZI lead to asymptotically stationary 
(ASSP) processes, i.e., Si(O) and S~(0) are arbitrary covariance matrices, and 
both i and k systems are asymptotically stable. 
When processes are stationary a KfB bounding filter can be designed for all 
t />  t o by choosing filter design parameter A n which satisfies Corollary 1, i.e., (9). 
Therefore, the same design procedures used for the steady-state Weiner filtering 
problem apply to the K/B filtering problem with stationary signal and noise 
representations. 
Asymptotically Stationary KfB Filtering Problem 
For arbitrary initial covariance matrix Si(O), the random process x(t, i) and 
correspondingly s(t, i) will be nonstationary. This is due to an initial condition 
effect. Hence, if all A i ~A, (11) is an asymptotically stable system then s(t, i) 
will be an asymptotically stationary process. Furthermore, this process will be 
stationary in the special case when 
S~(0) = Z'(0) zx lim Ex(t, i) x'(t, i). (22) 
t->cO 
Again, a choice of A n ~/1 leading to a bounding filter must be made subject 
to existence of the real-valued random process Xo(t, i) in (4). The solution to (11) 
and (14) is given by 
s(t, i )  = CX ' ( t )  [x'(O) + Io' [X'(s)]- IB' , , ' (s) as], (23) 
where X*(s) is the transition matrix associated with A ~ and xi(O) is a zero-mean 
random variable with covariance Si(O). 
Let us first consider the case when Zi(O) -- Si(O) is a positive definite matrix. 
As a simple example, a nonstationary andom process atisfying this condition 
is the output of any stable dynamic system driven by white noise and having zero 
initial covariance, i.e., Si(O) = O. Let (i be a zero-mean random variable inde- 
pendent of xi(O) and 
Hence, 
E[x*(0) + ~q[x~(0) + $i], = Z'(O). 
E~,~, = z , (0 )  - s , (0)  >~ o. (24) 
Utilizing (23) the random process g(t, i) defined by 
~(t, i) & s(t, i) + c~x,(t) ~ (25) 
is a stationary random process, since it is the solution to (11)-(14) with initial 
condition C~(x~(O) + ~). Let the spectral density of g(t, i) be given by ~(w, i). 
The final results are given by the following theorem. 
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THEOREM 2. For an asymptotically stationary random process as defined by 
(11)-(14) and )t i with Zi (0 ) -  S~(0)positive definite, the real-valued random 
process so(t , i) exists for all )t i c A if A ~ ~ A is chosen such that 
(a) ¢(0~, k) > ¢(~,, i) va, c A, W.  
(b) Sk(O) is chosen as Zk(O). 
Proof. As a consequence of (b) above, s(t, k) ~- g(t, k) is stationary. From 
Corollary 1 and condition (a) a real-valued random process g0(t, i) exists such that 
s(t, k) ~ g(t, i) + go(t, i) V;~ ~ ~ A. (26) 
Substituting for ~(t, i) from (25) yields 
s(t, k) =-- s(t, i) + Cx~(t) ~ q- go(t, i). (27) 
We can then choose the real-valued process Cxi(t) ~i @ go(t, i) as So(t, i). 
For a non-positive definite Z~(0) -- S~(0), the existence of s(t, i) is a function 
of the structure of the system. However, a technique xists to restructure the 
the problem into a form where the equivalent Zi(O) --  S~(O) is positive definite a
(Weiss, 1972). The restructuring of the problem formulation results in a higher 
steady-state bounding error, i.e., for non-positive definite Zi(O) -- Si(O) problems 
the transient design procedure of Weiss (1972) results in a higher steady-state 
error. However, a large class of problems can be treated by the design procedure 
of Theorem 2 without resorting to the artifices of Weiss (1972). 
EXAMPLE. 
(11) and (12) where 
The random process x(t) and observation y(t) are described by 
--1 
0 
A = 
c = [1 o o], 
where 
2~<c~7,  
with 
Q=m[10 01], 
(28) 
3~</3~8,  ½~<R~<I ,  1 <~m~<10, (29) 
s(t) = xi(t ) and n(t) = v(t). ~ (30) 
The design of a bounding filter for the estimate of s(t) is required. First- and 
3 A K > 1 exists such that K Zi(O) -- Si(O) is positive definite and the bounding filter 
conditions are satisfied. 
4 The example treats uncertainties in dynamic system structure as well as noise co- 
variances. 
220 NAHI  AND WEISS  
third-order bounding filters will be investigated. The spectral density" of s(t) 
is given by Weiss (1972) 
4m( J  -? [(c~ @ 1) 2 + 1]) (31) 
• s(~o) = (~o2 + #2)(~o2 + ~,~)(,,,~ + 1) 
and 
~.(~o) = R. (32) 
The bounding envelope L(~o) = sup . . . .  e ~bs(oJ) in Fig. 2 is obtained by letting 
the variables in (31) vary over their ranges (29) and then choosing the maximum 
value for ¢~(oJ) at each ~o; the noise bounding envelope is m(oJ) = 1. 
The admissible signal spectral densities are limited to two sets; (i) a c/ass of 
third-order systems, and (ii) a class of first-order systems. The bounding 
spectral densities with the tightest bounds on the ¢~(oJ) terms were chosen in 
each of the restricted classes and are denoted by k 1 and k 2 where 
42(oJ 2 -F 10) 
q},(co, h,) = (oj2 -F 9)(c0 2 q- 4)(o~ 24- 1) ' (33) 
! 
',,! 
> 4-1, ', 
b-  t 
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klJ 
C3 I 
__j 3 -~ 
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0 I 
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Bounding spectral densities. 
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i.e., m = 10.5, a = 2,/3 = 3, and 
7.52 
~,(co, k2) = ,~2 t 0.64 " (34) 
A plot of ~8(6o, kl) and q~8(co, k2) appears in Fig. 2. The k z system obtains a 
tighter bounding curve, for most ~o, than the ke system; therefore, lower error 
values are expected. The corresponding design parameters, Weiss (1972), are 
denoted by k I and k2, where 
and 
[ 032v] FY] hi: A = --1 , B = , 
0 2 
[1 01] C = [1, 0, 0] ,  Q = 10.5 0 ' 
D=R=I ;  
k2: A = --0.8, B = (7.52)112, C=D=Q=R=I .  
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The performance of the corresponding filters was investigated by computer 
simulations. Three representative systems defined by sets of parameters from 
(29) were chosen for illustration; they are 
i1: ~ : 3, /~ = 4, R = 1, m : 10; 
i 2 :~=4,  f i=6 ,  R= 1, m= 10; 
/3 :a=7,  /3=8,  R= 1, m:10 .  
The case of stationary s(t, i) processes will be treated first. From Corollary 1, 
we expect he transient as well as the steady-state performance to be bounded. 
For initialization of the filters and the s(t, i) stochastic processes, steady-state 
initial conditions (Nahi, 1976) were used in the simulation. Figure 3 is a plot 
of the transient behavior of the calculated and actual error covariances, their 
steady-state values are listed in Table I. The designed filters calculated covariance 
bounds the actual error covariance for all time, as is expected. 
The case of asymptotically stationary stochastic processes with positive 
definite Zi(0) --  S~(0) matrices is illustrated next. It is expected from Theorem 2 
Ld 
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13d 
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• "x-- - - .x~ x 
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FIG. 4. Transient performance of filter: nonstationary model Z~(0) -- S~(0) positive 
definite. 
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Filter o~(kj) cra2(ks/il) %2(kj/i~) %2(k~/i~) 
Third-order kl 1.46 1.01 0.98 0.72 
First-order k~ 2.27 1.07 1.02 0.78 
that for the same filter design as above, and with steady-state initialization of the 
filter, i.e., S~(0) = Zk(0), that the transient as well as the steady-state p rformance 
will be bounded. The simulation results plotted in Fig. 4 again show that the 
designed filter's calculated covariance bounds the actual error covariances for 
all time. 
5. CONCLUSION 
Conditions for the existence of bounding filters are developed for the signal 
in noise problem with inexactly known stochastic models. The existence condi- 
tions can be applied to bounding filter designs for the Weiner filtering problem 
with inexactly known spectral densities and to a specific K/B filtering problem 
with inexactly known modeling information. For many cases, the design condi- 
tions derived for stationary statistics, Weiner filter, apply to nonstationary 
statistics, K/B filter. The designed filters obtain bounds on the actual error 
covariance which is not available and also prevent its apparent divergence. The 
bounding filters can be of lower order than the original stochastic models; 
therefore, a technique is devised for reducing the order of the filtering system 
and concurrently obtaining a figure of merit for its performance. 
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