Abstract. Flag manifolds are in general not symmetric spaces. But they are provided with a structure of Z k 2 -symmetric space. We describe the Riemannian metrics adapted to this structure and some properties of reducibility. We detail for the flag manifold SO(5)/SO(2) × SO(2) × SO (1) what are the conditions for a metric adapted to the Z 2 2 -symmetric structure to be naturally reductive.
Introduction
In this work we call flag manifold any homogeneous space
with p 1 + · · · + p k = n. We suppose also that p 1 ≥ p 2 ≥ · · · ≥ p k . When k = 2 and p 2 = 1, this space is isomorphic to the sphere S n−1 and it is a symmetric space. When k = 2 and p 1 = 1, the homogeneous space G/H is isomorphic to the Grassmannian manifold and it is also a symmetric space. But if k > 2 the homogeneous space G/H is reductive but not symmetric. In [2] and [4] we have shown that we can define on G/H a structure of Z k 2 -symmetric space, that is, the Lie algebra g of G admits a Z k 2 -grading. A Riemannian metric on G/H is called associated with the Z k 2 -symmetric structure if the natural symmetries defining the Z k 2 -symmetric structure are isometries. The Riemannian geometry is more complicated than the Riemannian geometry of symmetric spaces (or Z 2 -symmetric spaces); in particular, it is not always naturally reductive. In the paper we investigate the Z k 2 -symmetric Riemannian tensor on flag manifolds and develop all the computations when G/H = SO(5)/SO(2) × SO(2) × SO(1).
Riemannian Z k

-symmetric spaces
This notion has been introduced in [9] . Let G/H be an homogeneous space with a connected Lie group G. We denote by g and h respectively the Lie algebras of G and H.
with g e = h where e is the identity of Z
Thus the decomposition g = g e ⊕ m is reductive, not symmetric when k ≥ 2. [4] and [7] , it is possible to give a classification of the Z 2 2 -grading of complex simple Lie algebras. In the following list we give the pairs (g, g e = h) which the (local) classification of Z 2 2 -symmetric structures when G is a simple complex or G is simple compact and real.
is associated with a spectral decomposition of g defined by a family σ γ , γ ∈ Z k 2 of automorphisms of g satisfying
Any σ γ ∈ Aut(g) defines an automorphism s γ of G and H, if it is connected, corresponds to the identity component of the group
The diffeomorphisms s γ,x are called the symmetries of the Z k 2 -symmetric space G/H. By extension, we will also call symmetries, the automorphisms s γ of G. Remark. A Γ-symmetric space, when Γ is a cyclic group is usually called generalized symmetric space. In this case the grading of the Lie algebra is defined in the complex field and correspond to the roots of the unity. For a general presentation, see [8] . 
for all X, Y, Z ∈ m, where [ , ] m denote the projection on m of the bracket of g.
Thus the Riemmanian connection for g is given by
and the curvature tensor satisfies
for X, Y, Z ∈ m and where the term [X, Y ] h , Z corresponds to the linear isotropy representation of H into G/H.
Any Riemannian symmetric space is naturally reductive. It is not usually the case for Riemannian Z k 2 -symmetric spaces as soon as k ≥ 2. In this section we describe the Riemannian and Ricci tensors for any Z 2 -symmetric metric on the flag manifold SO(5)/SO(2) × SO(2) × SO(1). In particular we study some properties of these metrics when they are not naturally reductive. A Z 2 2 -grading of the Lie algebra so (5) is given by the decomposition
corresponding to the multiplication of Z 2 2 : a 2 = b 2 = c 2 = e, ab = c, ac = b, bc = a, e being the identity. To describe the components of the grading, we consider
. We have g e = so(2)⊕so(2)⊕so(1) and this grading induces the Z 2 2 -symmetric structure on SO(5)/SO(2) × SO(2) × SO(1). Moreover, from [2] , this grading is unique up an equivalence of Z 2 2 -gradings. We denote by {{X 1 , X 2 } , {A 1 , A 2 , A 3 , A 4 } , {B 1 , B 2 } , {C 1 , C 2 }} the basis of so (5) where each big letter corresponds to the matrix of so(5) with the small letter equal to 1 and other coefficients are zero. This basis is adapted to the grading. Let us denote by {ω 1 , ω 2 , α 1 , α 2 , α 3 , α 4 , β 1 , β 2 , γ 1 , γ 2 } the dual basis.
2 ) with tvw = 0 and u ∈ −4t 2 , 4t 2 .
Proof. It is explain in detail in [4] .
The Riemannian connection is given by
for any X, Y ∈ m, where U is the symmetric bilinear mapping on m × m into m defined by
for any X, Y, Z ∈ m. The bilinear mapping U is reduced to
the dual basis, this basis is orthonormal and the brackets [ , ] m are given by
Recall that the Riemannian connection ∇ is given by
and the Riemannian curvature R(X, Y ) is the matrix given by
The symmetric mapping U is given by:
Infinitesimal isometries are given by the vectors X ∈ m satisfying
In particular, if u = 0 and t 2 = v 2 = w 2 , the bilinear form B is ad(m)-invariant.
On the (non)naturally reductivity
We consider on the Z 
with tvw = 0 and u ∈ −4t 2 , 4t 2 .
Proposition 7. The Z Proof. Indeed, naturally reductivity means that
From the expression of U we deduce u = 0 and
Now, we assume that we have not the naturally reductivity property. In this case, we can study if such a Riemannian space is a d'Atri space, that is, the geodesic symmetries preserve the volume. Let us recall that naturally reductive homogeneous spaces are d'Atri spaces, but these two notions are not equivalent. We know some examples of d'Atri spaces which are not naturally reductive. The condition of being a d'Atri space is often difficult to compute because it is necessary to know the equations of geodesics. But the D'Atri definition is equivalent to the Ledger (infinite) system whose the first equation writes 
The non trivial Ledger equations (for the first condition) are
Thus we obtain ( * )
• If u = 0, thus ρ 11 = ρ 33 , ρ 14 = 0 and ( * ) is equivalent to
We obtain
Let us study the second equation. For this, since t = 0, we can consider the change of variables
The equation becomes
Now we put S = V + W, P = V W and we obtain P = −S 2 + 10S − 9 8 .
Since V and W are strictly positive, P > 0, which implies that −S 2 + 10S − 9 > 0, that is, S ∈ ]1, 9[ . With these conditions, V and W are the roots of X 2 − SX + P = 0. In fact they always exist since X 2 − SX + P = X 2 − SX + Since S ∈ ]1, 9[, P > 0 and X 1 > 0, X 2 > 0. We obtain 
