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　　　　　　　　　　　　　　　　　　　　Synopsis
　The　optimization　problems　of　linear　lumped　parameter　sptems　is　reduced　to　the　solution　of
wiener　and　Hopf　integral　equation　under　the　condition　of　the　least－mean－square　error；
・（t’）f（t一τ，）一∫lk（τ1）∫（t一τ1）！（t－・・）…
　　　　　　　　　　　　　τ2≧O
　The　left　hand　side　is　the　cross－correlation　of　random　ergodic　input　signal∫（のand　desired
output　signalθ（〆），　and　the　right　hand　side　is　the　convolution　integral　of　optimum　impulse
response　k（のand　the　auto－correlation　of　rondom　input　signal　f（の，　where　the　time　parameter
〆is　equal　to　t±α，α＞0，（t十α；prediction，　t一α；lag）And　then，　it　will　be　discussed　about
that　the　optimization　prQblems　is　not　always　possible　when　the　desired　outputθ（〆）has　the
polynomials　form　of！（りand！（のhas　standarized　symmetrical　probability　density　functions．
　The　simple　example　is　discussed　in　the　possible　case．
（1）　まえがき
　エルゴード・プロセスに属する入力f（のをある回
路に通すことにより，所望の出力
θ（の tl＝　　　t十α
予測　　t＋α
おくれt一α
　α＞0
を導く為の最適問題を最小自乗平均誤差にもとついて
論じた。しかし乍ら，もしもθ（tl）に
　θ（tt）＝≦7［f（tt）コ＝！（tノ）十f（tノ）2十f（tt）3十・…　■■
のような多項式を仮定した揚合には，その形によって
必ずしも自明でない解が存在するとは限らないことを
示した。このθ（のの形式と，f（のの確率分布との
関連にもとついて最適問題が解けるかどうかに関連す
ることが示されている。
さらに，最適問題が解ける場合の例題として，3乗波
を取り出す場合をとりあげた。とくに出力波として，
予測，おくれを持たせる問題を論じている。
　ただし，かんたんの為に線型でしかも集中定数系の
場合を論じた。
（2）　最適回路網
　ランダム入力信号！（の　を，インパルス応答関数
k（τ）を持つ集中定数系で且っ線型回路網を通したと
きの出力　ξ（の　を，ある，あらかじめ希望する出力
θ（のにできるだけ近づけたい。その為の一つの方法
として，誤差
　　　　　　　ε（彦）＝ξ（t）一θ（tl）　　　　　　　　　　　　（1）
の自乗平均
・（の・一’嚇∫1。・（t）・dt 2ーー
を，変分法による手段を経ることによって最小にする
為の必要十分条件式は，次式で与えられることが知ら
れている。
・（t・）ノ（t－・の一∫lk（・・）∫（t－・・）！（t－・2）…（・〉
τ1≧0
　　ただし〆＝t±α
　（3）式は，周知のごとく，ウィーナー・ホップ積分方
程式であって，〔3）式の解k（τ）で表わされる回路網を
最適であると定義されている。勿論，物理的に実現可
能なる為には
　　　　　k（・）一｛　k8’）；認　　｛・1
なる条件を満足していなければならない。この条件の
（109）
意味は，入力情報の加わる以前に，出力情報が存在し
てはならぬことを示している。
　したがって，この回路網の伝達関数K（のは，たと
えば，次のフーリエ変換によって与えられる。
　　　　　　K（・）一∫：．．k（・）e－・；dT　　（・｝
　　　　　　　5＝加
　また，（3）式のなりたつ場合に，最小自乗平均誤差
ε（t）2皿inが与えられて
・（・）・m・・－0（t・）・一轤P・（・）・（’・）f（・一・・・
となる。
　（3）　最適回路網の可能性について
希望出力θ（のがもしも
　　　　　　　θ（〆）＝9⊂！（tl）コ
で与えられたとしよう。
　いま，たとえば
　　　　　　　θ（〆）＝∫（’1）2
（6）
（7）
（8）
とすると，この場合の問題は，回路に入力f（のを通
すことによって，その入力の自乗波をとりだす為の最
適回路網を求める問題に帰着する。すなわち，回路網
は最適な掛算器となる。しかし乍ら，相互相関関数を
考えると
　　　　θ（t’）f（t一τ）＝！（tt）2f（t一τ）
　　－fi・f・一∬f・2f・P（！1・！・・τ±・）df・・f・（・｝
　ただし，fのエルゴード性から，時間平均を集合平
均で置きかえられる性質を用いた。
　また，fi＝f（tt），　f2＝∫⑰一τ）　とする。
　いまfについて
　　　　　∫娠加（f）P（！）df・＝＝・61・」　　ao）
なる正規直交関数系｛Ui（f）｝i＝0，1，2，……の導
入により結合確率密度関数ρ（fi，！2：τ）を次の如
く単一級数展関する。
　　　　P（！1，f2：τ±α）
　　　の　　＝Σαε（τ＋α）tei（！1）Ui（！2）P（fi）P（！2）　　に1）
　　　i＝1
ただし♪（！）は！の確率密度関数である。
　よって（9）式は，（10式を代入することにより
・（t’）f（t－・）一急・i（・±・）∫f・2Ztl（∫1W1）df，
　　　　　　　・∫個／・）P㈲df・
しかるに
∫！・u・（！・）P（f・）df・
（110）
　　　　　輝護鞠魏一2）
なるから，いま一般性を失わずに
　　　　　　　　f2＝0　　　　　　　　　　｛13）
とするとa2）式はi＝1のところでのみσfなる値をも
つことが分かる。しかるに
　　　　　＝1　　　　　　　　　　　　（1の
　　　　　　σf
となる。もしノ1が平均値のまわりに対称な確率密度関
数をもっならば，卿式は零となることが分かる。
　よって
　　　　　　　θ（tノ）f（t一τ）＝O　　　　　　　　　　　　　as｝
　ただし　θ（の＝f2（tt一τ）
　したがって，（3）式は
　　　・一∫lk（τ1）f（t一τ1）f（t－・・）d・・　a・）
となって，f（t一τ）f（t一τ2）はもともと入力！の自
己相関関数であって，これは明らかに存在することが
言えるので，結局自明でない解k（τ）は存在しないこ
とになる。
　このとき，最小自乗平均誤差は
　　　　　　　並）2皿・・＝1　　　　（1T
　　　　　　　　θ（t）2
となるが，この式の意味は，入力情報を何も含んでい
ないことを示している。これは当然のことである。
　さて，より一般に，解析関数9［f（のコを仮定して
　　　　　　　θ（〆）＝9〔f（〆）コ
　と置いた場合はどうなるであろうか。
いま，
∫fl2U，（f1）P（fi）df，
一∫f，・－f’一・（！・）df・
　　∫f13P（fi）df1
　　　　　　　　　Mθ（〆）＝＝9［！（tノ）コ＝Σ：！（〆）s
　　　　　　　　　8＝1
と仮定する。
　　　　　　　　　　M　　θ（tt）f（t一τ）＝Σf（t／）sノ（t一τ）
　　　　　　　　　s＝1
＝・
秩D，S∫f・・f・・（f，・f・，・±・）df，・f・
　　圭1、．。
　　　　　　　　　×P（fエ）P（f2）dflclf，
　　　lif一遷1蓮。α1（・±・）∫f・・zai（f1）P（fi）df・
　　　　　　　　　・∫f・Ui㈲P（f・）df1
第2番目の積分は前と同様にして
（18）
一ΣS・1（・±・）∬f1Sf・U・（f1）Ui（！1）Ui（！・）
（19）
　　　　　σ∫
　　　　　　　s＝1，　2，3，・・・…
よって，fに上述と同じ統計的性質を仮定すると
　　　s－・m（m－・・・…一・［誓］）
（ただ・閉は整数鰯を示す）
のときは
　　　　　　∫f・…，P（f1）df1－・
　　　　s＝2m十1　　（m＝0，1，2，　　　・）
のときは
　　　　　∫！・2・…W・）df，≒・
i＝1のときにのみσfを取り他ののこ対しては零
となる。
　しかるに，第一番目の積分は，i＝1のとき
　　　　∫f・・UI（fi）P（f1）df・
　　　　一∫f・・チ1ρ（fi）df1
　　　　－⊥∫f・・＋w1）df，
⑳
（21）
（22）
なることから
　　　　　　　θ（〆）ノ甲（t一τ）
は・・一・m（m－・…a團）の・きは自明でない
解は存在しない。また
　　　・一・m・・（m－・…2・……3・［M牙1］）
のときは存在する。以上をまとめると次の定理をうる。
　定理
　上述の意味における最適線型回路網は，もしも入力
！が平均値のまわりについて対称な確率密度関数を持
つならば，希望出力が，入力の偶数次項のみからなる
多項式を設定したときは自明でない解を持たない。ま
たもしも希望出力が入力の奇数次項からなるか或いは
偶数次項と混合している一般多項式形を設定したとき
は必ず自明でない解を持つ。
　（4）例題
　自明でない解をもっ場合のある単純な例として，い
ま入力の波形の3乗波を予測，あるいは，おくれの意
味を持たせ乍ら，取り出す問題を考えよう。この場合，
希望出力θ（tl）は
　　　　　　　θ（tt）＝f（tl）3　　　　　　　　　　　　　　　23）
と設定するのであるから
　　　　θ（の／（t一τ）＝！（tt）3f（t一τ）
　　＝2σf2！（tl）f（t一τ）十（f（tt）f（t一τ））2　　　　（24）
いま入力の自己相関関数を
　　　　f（tt）f（t一τ）＝σf2e’αlr土αl　　　　　　　　　tl5）
したがって，
　　　　　ノ1（t）f（t－・）＝σf2e－a1・1
と仮定すると（σf2はfの分散）
　　　　　θ（tt）ノ（t一τ）
　　　　＝2σf4emlr±αi「十σf4em2（vlτ±α1
となる。
（26）
（27｝
そこでいまメモリーTを充分長くとるT→。。と13）式
は
　　　　2σf4e一α1τ2±α1十σf4e－2α1τ2＋α1
　　　　∫lk（τ1）…e一α1τ1一τ・jdτ1
　　　　　　　τ2≧0
となる。よって入力の電カスペクトル密度は
　　　　　　　ψ（・）一難等
左辺の相互電カスペクトル密度は
　　　？・f（・）一睾菱、・±・α＋砦な。、・±・α
となる。
佗S）
〔29）
（30）
　これを用いて，スペクトル因子分解法によって解く。
しかし乍ら，この手続きはかなり紙数を必要とするの
で，結果のみをあげることにする。
　（i）予測回路の場合
　　　最適回路の伝達関数
　　　　K（・）－v癒ア（論・識）
　　　最小自乗平均誤差
　　　ε（禦in－・一、訊壽・金＋響）
　　　ただし
　　　　　　　A＝4a・f4〆・
　　　　　　　　　V2aσf2
　　　　　　　B＝3a・f4e－・a・
　　　　　　　　＞2ασ∫2
　（ii）おくれ回路の場合
　　　最適回路の伝達関数
　　　　K（s）－v器｛叢ビ・“轟・－sa
　　　　　　＋s遇a　（e－2aa－e－sa）｝
　　　最小自乗平均誤差
　　　　ε（㍗一・一、誼壽・翻釜B｝
　　　　　　　　　＋£（・－e－・aa）｝
ただし
A、＝　　4aσf4　eαα
　　V2ασ∫2
　　3α・∫4。…B＝　　V2ασノ2
（111）
（5）結　言
　　　　　4C＝＿ afff　　　　　　θ一2αα　　V2aσf2
　あるランダム入力信号f（のを通すことによって，
希望出力θ（tt）を設定した時の最適線型回路網は結局
（3）式の解で与えられることは，ことさら目新しいこと
ではない。しかし乍らいまもしもθ（t’）が！（t）の多
項式形で与えられて，しかも，f（のが平均値のまわ
りに対称な確率密度関数をもつならば，必ずしも自明
でない㈲式の解が存在するとは限らないことを定理に
示した。さらに自明でない解が存在する場合のある例
題を最後にのべた。しかし乍ら，さらに非線型回路に
よれば最小自乗平均誤差を小さくできることは明らか
と思われる。これにっいても前述の定理でのべた事柄
と同様な性質がわかっている。これについては別の機
会にゆずりたい。
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