In this paper the numerical strength of fragments of arithmetical comprehension, choice and general uniform boundedness is studied systematically. These principles are investigated relative to base systems T ! n in all nite types which are suited to formalize substantial parts of analysis but nevertheless have provably recursive function(al)s of low growth. We reduce the use of instances of these principles in T ! n -proofs of a large class of formulas to the use of instances of certain arithmetical principles thereby determining faithfully the arithmetical content of the former. This is achieved using the method of elimination of Skolem functions for monotone formulas which was introduced by the author in a previous paper.
Introduction
This paper studies the numerical strength of fragments ? of arithmetical comprehension, choice and uniform boundedness relative to weak base systems, formulated in the language of all nite types, which are suited to formalize substantial parts of analysis. In a previous paper ( 12] ) we have introduced a hierarchy G n A ! of systems where the de nable functions correspond to the well-known Grzegorczyk hierarchy. These systems extended by the schema of full quanti er-free choice AC ; -qf : 8x 9y A 0 (x; y) ! 9Y ( ) fAC ; -qf g; where A 0 is a quanti er-free formula, 1 and various non-constructive analytical axioms , having the form 8x 9y sx8z A 0 (x; y; z); including a generalized version of the binary K onig's lemma, allow to carry out a great deal of classical analysis even for n = 2; 3. The axioms and AC-qf do not contribute to the growth of extractable uniform bounds which in the particular case of G 2 A ! are polynomials (see 12] , 14] and in particular 10] for more information).
In contrast to this, fragments of arithmetical comprehension and choice as well as generalizations of our principle of uniform 0 1 -boundedness (from 12]) to more complex formulas do contribute signi cantly to the arithmetic strength of the base systems. In 13] we developed a general method to calibrate faithfully this contribution and applied it to instances of 0 1 -comprehension and 0 1 -choice. These results were then used in 15] to determine the arithmetical strength of single sequences of instances of the BolzanoWeierstra theorem for bounded sequences in IR d , the Ascoli-lemma and others.
In this paper we give a systematic treatment of the whole arithmetical hierarchy for comprehension, choice and uniform boundedness and determine precisely their arithmetical strength. We also consider much more complex formulas to be proved in these systems than we did in our previous papers.
In the following let us discuss now some of the di culties one has to deal with in order to achieve this goal and which indicate already the type of results one can expect. For simplicity we restrict ourselves for the moment to the second-order system EA 2 + AC 0;0 -qf instead of G n A ! + AC-qf + (which we actually are going to consider below). EA 2 is an extension of Kalmar-elementary arithmetic (with number quantiers) EA obtained by adding n-ary function quanti ers (for every n 1) 2 and the schema of explicit de nition of functions ED : 9f8x(f(x) = t x]); where t is a number term of EA 2 and x is a tuple of number variables. Furthermore EA 2 contains the schema of quanti er-free induction for all quanti er-free formulas of EA 2 which may contain function parameters. Finally EA 2 contains constants and their de ning equations for all elementary recursive functionals of type-level 2. In EA 2 the schema of quanti er-free induction can be expressed equivalently as a single axiom QF-IA : 8f(f(0) = 0^8x(f(x) = 0 ! f(x 0 ) = 0) ! 8x(f(x) = 0)):
Let us consider furthermore the restriction of arithmetical choice to 0 1 -(or equivalently to 0 2 -) formulas of L(EA 2 ) which like QF-IA can be expressed as a single second-order axiom 8f 0 1 -AC(f), where 3 0 1 -AC(f): 8a 0 (8x 0 9y 0 8z 0 (f(a; x; y; z) = 0) ! 9g8x; z(f(a; x; gx; z) = 0)): Now by iteration one easily veri es that EA 2 + 8f 0 1 -AC(f) proves already full arithmetical choice. So in order to prevent the arithmetical hierarchy of choice principles from collapsing we restrict ourselves to single instances of 8f 0 1 -AC(f) which later on are allowed however to depend on the parameters of the theorem to be proved. For the moment we forbid completely the occurrence of function parameters in 0 1 -AC, i.e. we consider the schema 0 1 -AC ? : 8x 0 9y 0 A(x; y) ! 9g8x A(x; gx); where A(x; y) is a 0 1 -formula without function parameters. 2 Since coding of nite tuples of numbers is available in EA one can in fact restrict oneself to unary function variables.
As a starting point for the introduction into our general program let us consider now the following question:
What arithmetical statements are provable in EA 2 + AC 0;0 -qf + 0 1 -AC ? ?
A rst observation is that 0 1 -AC ? proves 0 1 -CA ? , i.e. 9f8x(f(x) = 0 $ A(x)); where A(x) is a 0 1 -formula without function parameters. Combined with the axiom QF-IA this yields every function parameter-free instance of 0 1 -IA. Hence the rst-order system EA + 0 1 -IA is a subsystem of EA 2 + AC 0;0 -qf + 0 1 -AC ? .
What is the precise relationship between EA 2 + AC 0;0 -qf + 0 1 -AC ? and EA + 0 1 -IA? It will turn out that the former theory is conservative over the latter for some formulas, including 0 3 -sentences, but not for all formulas.
That EA 2 + AC 0;0 -qf cannot be conservative over EA + 0 1 -IA without some restriction imposed on the formulas follows from the following observation:
By applying the functional max fx := max i x (f(i)) to the function g in 0 1 -AC ? one obtains the corresponding instance of the so-called (bounded) collection principle for 0 1 -formulas Here is another arithmetical use of 0 1 -AC ? we can make relative to EA 2 + AC 0;0 -qf:
As mentioned above, 0 1 -CA ? is a trivial consequence of 0 1 -AC ? (in the presence of classical logic). Now combining 0 1 -CA ? with AC 0;0 -qf one can easily prove 0 2 -CA ? and therefore every function parameter-free instance of 0 2 -IA. Hence EA + 0 2 -IA is a subsystem of EA 2 + AC 0;0 -qf + 0 1 -AC ? as well even if the functional max were not included in EA 2 .
So the arithmetical strength of 0 1 -AC ? depends heavily on the second-order axioms, like QF-IA, AC 0;0 -qf and the characterizing axioms for functionals as max , which are available in the context in which 0 1 -AC ? is considered. 4 As a special corollary of the results of this paper it follows that EA 2 + AC 0;0 -qf + 0 k -AC ? is 0 k+2 -conservative over EA + 0 k -IA, which implies the result of H. Friedman, J.Paris/L.Kirby. Furthermore we show that EA 2 + AC 0;0 -qf + 0 k -AC ? is conservative over EA + 0 k -IA w.r.t. monotone formulas of arbitrary complexity. These results are sensitive to small changes of the base system EA 2 : E.g. if we add the primitive recursive functional it de ned by it fg0 := g(0) it fgx 0 := f(x; it fgx) to EA 2 , then the Ackermann-function becomes provably total in EA 2 + it + AC 0;0 -qf + 0 1 -AC ? and the resulting system proves the consistency of EA + 0 1 -IA: EA 2 + it + AC 0;0 -qf proves the second-order axiom of 0 1 -induction. Combined with 0 1 -CA ? one obtains every function parameterfree instance of 0 2 -IA. Hence EA + 0 2 -IA (which is known to prove the totality of the Ackermann-function as well as the consistency of EA + 0 1 -IA) is a subsystem of EA 2 + it + AC 0;0 -qf + 0 1 -AC ? . Using a more involved argument one can show that already EA 2 + it + 0 1 -AC ? proves the totality of the Ackermann function (see chapter 12 of 10] for details on this).
So any proof of conservation of systems based on 0 k -AC ? over 0 k -IA has to take into account carefully the structure of the functionals of type level 2 which are de nable in the given system. Things become of course even more complicated for the systems G n A ! + AC-qf + instead of EA 2 + AC 0;0 -qf which we are treating in this paper. In particular we show the following result: 4 These results will be used also to prove new conservation results for EA + 0 k -CP over EA + 0 k -IA which strengthen the Friedman-Paris-Kirby result. 5 Finally we consider generalizations 0 k -UB ? j n of the principle of uniform 0 1 -boundedness 0 1 -UB ? which was studied in 12]. 6 In 14] we showed that . 6 Whereas we generally use the superscript`?' to denote the restriction S ? of a schema S to function parameter-free instances of S, this superscript has a di erent meaning in the context of principles of uniform boundedness. Although this might be troublesome we wish to stick to the notation for these principles from 12] where they were introduced.
Whereas the straightforward generalization of 0 1 -UB ? to 0 k -formulas is inconsistent with G 2 A ! already for k = 1, our restricted version 0 k -UB ? j n ( introduced in the present paper) is consistent. In 15] we implicitly used (a special case of) 0 1 -UB ? j n to prove the Bolzano-Weierstra principle and the Ascoli-lemma and it were these proofs which were used to calibrate faithfully the arithmetical strength of these principles.
One of the results on 0 k -UB ? j n to be proved in the present paper is that we may strengthen the assumption of the rule stated above by adding 0 k -UB ? j n ( 3 uv) to 0 k+1 -CA( 1 uv)^ 0 k -AC( 2 uv).
Monotone formulas and their Skolem normal forms
In this section we review some of the proof-theoretic tools from 13] on which the present paper is based and also recall some of the basic concepts and de nitions from 12].
The set T of all nite types is de ned inductively by (i) 0 2 T and (ii) ; 2 T ) ( ) 2 T:
Terms which denote a natural number have type 0. Elements of type ( ) are functions which map objects of type to objects of type .
The set P T of pure types is de ned by (i) 0 2 P and (ii) 2 P ) 0( ) 2 P:
Brackets whose occurrences are uniquely determined are often omitted, e.g. we write 0(00) instead of 0(0(0)). Furthermore we write for short k : : : 1 instead of ( k ) : : : ( 1 ). Pure types can be represented by natural numbers: 0(n) := n + 1. The types 0; 00; 0(00); 0(0(00)) : : : are so represented by 0; 1; 2; 3 : : :. For arbitrary types 2 T the degree of (for short deg( ) ) is fi; : : :. We also have a bounded search functional b and bounded predicative recursion provided by recursor constantsR (where`predicative' means that recursion is possible only at the type{0{level as in the case of the (unbounded) Kleene-Feferman recursors b R ). Moreover G n A ! contains a quanti er-free rule of extensionality QF{ER. In addition to the de ning axioms for the constants of our theories all true sentences having the form 8x A 0 (x), where A 0 is quanti er{free and deg( ) 2, are added as axioms. By`true' we refer to the full set{theoretic model S ! . In given proofs however only very special universal axioms will be used which can be proved in suitable extensions of our theories. Nevertheless we include them all as axioms in order to emphasize that (proofs of) universal sentences do not contribute to the growth of extractable bounds. In particular this covers all instances of the schema of quanti er-free induction (The main results in this paper are also valid for the variant of G n A ! i where the universal axioms are replaced by the schema of quanti er{free induction). The restriction deg( ) 2 has a technical reason discussed in 12]. since the latter can be reduced to the former (relative to G n A ! for n 2) by coding l; x together and applying comprehension without number parameters to this pair.
In order to be able to apply the method of elimination of Skolem functions for monotone formulas from section 2 we follow this strategy:
Construct an arithmetical principle A ar (f) such that for suitable 1 ; 2 2
Because of 2) the use of 0 k -CA( uv) in a given proof of a monotone sentence f(x; u 1 ; v 1 ; : : : ; u m ; v m ; (u m+1 )) 6 = 0); 11 Here and in the following the quanti ers 8y 0 m+1 ; 9u 0 m+1 are only present if k is odd.
3) The Skolem normal form of 0 k -TND (f) pr is given by Since in all of our results we assume that (at least) n 2, it is no restriction in the de nition above to consider only single quanti ers.
Lemma 3.5 For every k 2 IN the following implication can be proved in
Proof:
For notational simplicity we con ne ourselves to the case k = 4 which well shows the general pattern of the proof for arbitrary k: ( 0 4 -TND(f) pr ) S yields the existence of functions g 1 ; g 2 ; h 1 ; h 2 such that which concludes the proof of (+) and hence of the lemma.
De nition 3. for all 0 k -formulas A(x; y). 12 Here the quanti ers 8x 0 1 and 9y 0 k may be empty (`dummy') quanti ers. In the same way as we shifted 8x 1 x 1 over 9x 2 we now move 8x 1 x 1 over 9x 4 , then permute 8x 1 x 1 with 8x 5 , move over 9x 6 and so on until we obtainÃ(a). This requires only 0 k?3 -instances (or simpler ones) of CP which can be considered a fortiori as instances 0 k?2 -CP( j a). Putting things together we have shown that (relative to G n A ! ): Since in our main results we assume n 2 or n 3 for the level n of G n A ! we also use for simplicity G 2 A ! in the following de nition and lemmas although some of them can be carried out even in G 1 We denote f by f 0 .
Lemma 3.12 Let k 1. There are (e ectively) nitely many terms 1 ; : : :; l 2 G 2 R ! such that
Proof: The lemma follows from lemma 3.10.
De nition 3.13 The`monotone' tertium-non-datur is given by It remains to show that 9u;xG(n; u;x) is equivalent to a 0 k -formula: Proof: Obvious.
Below we also need a certain`non-standard' axiom F ? where, for z 0 , (z; n)(k 0 ) := zk, if k < 0 n and := 0 , otherwise. F ? does not hold in the full set-theoretic type-structure but can be eliminated from proofs of monotone sentences in our theories. This axiom was introduced and studied in 12] and implies the principle of uniform 0 1 -boundedness which was mentioned in the introduction and which will be generalized in section 5 below.
Proposition 4.3 Let n 2, k 0 and B : 8u 1 8v tu9a 0 1 8b 0 1 : : : 9a 0 l 8b 0 l 9w B 0 be a sentence in L(G n A ! ), where B 0 is quanti er-free and t 2 G n R ! . Let 1 ; 2 2 G n R ! (of suitable types) and a set of sentences having the form 8x 9y sx8z A 0 (A 0 quanti er-free, s 2 G n R ! ). Then for a suitable 2 G n R ! the following holds: In the assumption of the rule the theory G n A ! + + AC-qf can be strengthened to 14 (G n A ! + + AC-qf ) F ? . Then in the rst conclusion G n A ! must be By lemma 3.14.2) the prenexation 15 A pr : 8u 1 8v tu9x8u 1 9y 1 8z 1 9v 1 : : : 9a 1 8b 1 : : : 9w (TND mon 0 ( uv) ! B 0 ) 14 Here means that F ? must not be used in the proof of the premise of an application of the quanti er{free rule of extensionality QF{ER. G n A ! satis es the deduction theorem w.r.t but not w.r.t +. 15 Note that A pr is not completely in prenex normal form because of the universal quanti ers hidden in v tu. However it has the form required in theorem 2.7 used below. Proof: The corollary follows from corollary 4.10 analogously to the proof of corollary 4.8.
Let EA be Kalmar-elementary arithmetic EA (with number quanti ers) and let us consider the variant G n A ! ? of G n A ! where the arbitrary true universal axioms 9) from its de nition in 12] are replaced by the schema of quanti erfree induction (with arbitrary parameters) 17 only. The results above also hold for G n A ! ? since no other universal axioms from 9) were used. EA can be considered as a subsystem of G 3 A ! ? and the latter is conservative over the former. Hence we obtain the following corollaries for EA: Corollary 4.12 Let A be an arbitrary sentence of EA. Then the following rule holds:
In particular we have the following Corollary 4.13 Let A;Ã be sentences from EA such that 17 Or equivalently the second-order axiom of quanti er-free induction. 
