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Abstract. Joint influence of two effects, namely, nonequilibrium spin injection by 
current, and current induced surface torque, on spin-valve type ferromagnetic 
metallic junctions is considered theoretically. The CPP configuration is assumed. 
The consideration is based on solving a coupled set of equations of motion for the 
mobile electron and lattice magnetizations. Boundary conditions are derived from the 
total magnetization flux continuity condition. A dispersion relation is derived for 
current dependent spin-wave fluctuations. The fluctuations become unstable under 
current density exceeding some threshold value (typical value is 1×106 - 3×107 
A/cm2). Joint action of the longitudinal spin injection and the torque lowers the 
instability threshold. The spin injection softens spin wave frequency near the 
threshold and can pin magnetization at the injecting contact. The pinning rises under 
the current increasing, so that the appearance of new spin-wave resonance lines can 
be observed.  
 
  PACS: 75.60.Ej, 75.70.Pa 
 
1. Introduction 
 Great attention is paid now to investigate features of current flowing through 
ferromagnetic junctions, i.e., structures with contacting ferromagnetic thin layers. As 
experiments showed, current can influence substantially the layer magnetic state of such 
junctions that leads to resistance jumps [1-3], as well as microwave emission [4-6]. 
 The mechanism of the current effect on the junction magnetic state is not clear enough so 
far. A mechanism was proposed [7] of the current effect on the ferromagnetic layer 
magnetization M by injection of nonequilibrium longitudinal (i.e., collinear to M) spins into the 
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layer. The mechanism theory was formed in [8-10]. The injection creates nonequilibrium carrier 
spin polarization in the layer. The polarization, in its turn, contributes to the sd exchange energy 
( )jsdU , as well as to the corresponding sd exchange effective field ( )jH sd  dependent on the 
current density j. Above some threshold current density, a reorientation first-order phase 
transition occurs, as well as an abrupt change in the magnetization vector M direction. Such a 
current induced magnetization reversal (or current induced switching) leads to resistance jumps 
that agree well with experimental data [1-3].  
 On the other hand, another mechanism of the current effect on the ferromagnetic layer 
state was proposed [11, 12] long before the experimental works [1-6]. According to this 
mechanism, the transverse (with respect to M) electron spin current is to vanish near the 
interface between two non-collinear ferromagnets. Owing to interaction of the mobile electrons 
with magnetic lattice (sd exchange interaction), a torque appears at the interface that has an 
effect on the lattice and transfers the lost spin current to it. As a result, the total spin current of 
the mobile electrons and the lattice remains continuous at the interface.  
 Besides the current dependent torque, a dissipative torque influences the M vector to 
restore magnetic equilibrium. With increasing the current density j, the dissipation effect is 
overcome, after all, by the current-induced torque. Then the initial state becomes unstable and 
the magnetization reversal occurs. As estimates show, such a switching mechanism also agrees 
with experiments [1-6]. 
 It was assumed in the original works [11, 12] that the transverse electron spin current 
vanished under ballistic transport conditions. An opposite limiting case, when diffusion transport 
dominates, is considered in [13, 14]. In the present work, we follow, in this point, the approach 
of Refs. 11, 12 and assume ballistic transport is valid near the interface. The quantitative validity 
criteria for this assumption are presented in Section 2.  
 An important question arises: how are things going in real experiments when both effects 
coexist, namely, longitudinal spin injection and corresponding current dependent effective field, 
and current dependent torque at the interface of the magnetic junction. Up to now, these effects 
were studied separately. Meanwhile, these effects do not only coexist, but influence each other 
also. Therefore, both effects are to be taken into account simultaneously, in scope of a unified 
theory, to understand better the experimental situation. Such a theory development is the aim of 
the present work. 
 Two comments should be made here. First, the theoretical description of the torque 
"anatomy" is a rather difficult microscopic quantum problem, as it is seen from the original 
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works [11, 12] and the other works including paper [15] devoted specially to such a description. 
Undoubtedly, solving that problem is of great interest in itself. However, such an approach 
would be an excessive complication if we tried to formulate desired unified theory on that base. 
It seems more reasonable to take advantage of difference between spatial scales of two 
phenomena indicated, namely, spin injection and torque. The torque is a purely surface effect. It 
acts near the interface within d distance comparable with the electron Fermi wavelength λF ~ 1 
nm. On the other hand, the nonequilibrium longitudinal spins inject inside the layer into much 
more spin diffusion length, l ~ 10 – 100 nm for ferromagnetic metals at room temperature. 
Consequently, the spin injection is a volume effect, to a considerable extent, in comparison with 
the torque. Therefore, the spin injection is described below by solving a coupled set of equations 
for the electron system and the M vector in the bulk of the ferromagnetic layer, while the torque 
is taken into account as a boundary condition for those equations. We show that such a boundary 
condition can be obtained easy enough from the total spin current conservation requirement.  
 The second comment concerns a methodical feature of the present work. Unlike from our 
preceding works [8-10] based on the variation principle of minimal magnetic energy, the 
problem is solved here by a purely dynamical way based on the linearized Landau – Lifshitz – 
Gilbert (LLG) equations. In [8-10] we described a reorientation phase transition under spin 
injection, which corresponded to disappearance of an energy minimum. The surface torque was 
not taken into account there. As shown below, the torque induced instability has nothing to do 
with the case of the phase transition and the energy minimum. This instability is due to an energy 
generation process that overcomes dissipative loss. Therefore, a general approach based on the 
equations of motion is to be chosen to describe simultaneously both types of instability. As 
shown earlier [9], both approaches are equivalent with respect to the purely injection mechanism. 
Such a conclusion is confirmed by calculations in present work, too.  
 
2. Model of magnetic junction 
 Let us consider a spin-valve type magnetic junction with current flowing across the layer 
interfaces (CPP geometry, see Fig. 1). The junction contains a ferromagnetic layer 1 with fixed 
orientation of the lattice and mobile electron spins. Such an orientation can be reached if high 
induced magnetic anisotropy takes place in the layer 1, and the layer is made of half-metal, in 
which only one of two spin subbands takes part in conduction [16]. Another ferromagnetic metal 
layer 2 with magnetization M is assumed to contain free spins, so that the magnetization 
direction can be changed by an external magnetic field H or spin-polarized current density j. 
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There is a very thin nonmagnetic spacer between the layers 1 and 2 (it is shown as a heavy line 
in Fig. 1). To close the electric circuit, a nonmagnetic metal layer 3 is necessary.  
 
 
 
Fig. 1.  A scheme of magnetic junction to illustrate processes in the layer 2. The contacting layers are labeled by 1, 
2, 3. The arrows show directions of the following vectors: M1 and m1 are magnetizations in the layer 1, M and m are 
magnetizations in the layer 2, external magnetic field H laying in the junction plane x = 0, and electron flux density 
j/e. The vertical dashed lines separate two ranges in the layer 2. In Fx λ≤≤0  range, precession takes place, 
which is shown with ovals. Vector m has both longitudinal and transversal components, m || and ⊥m , respectively. 
The precession angle decreases with x increasing. In Fx λ>  range, the precession vanishes, so that only the 
longitudinal component remains.  
 
 The plane x = 0 is the interface between the layers 1 and 2. Within the layer 1, the lattice 
magnetization M1 and the mobile electron magnetization m1 are collinear, while M1 vector is 
parallel to x = 0 plane. M1 and M vectors can make an angle χ ≠ 0. Therefore, the electrons 
transferred to layer 2 by the current appear in a non-stationary quantum state and "walk" between 
the spin subbands. It corresponds to precession of the mobile electron magnetization m and the 
lattice magnetization M (see Fig. 1). It was shown in [11, 12] that the spin of each an electron 
perform a precession with its own initial phase  
  ( ) ( )dkkd xx ↓↑ −=ϕ ,       (1) 
which depends on the distance d between the electron and the interface. In (1), ↑xk  and ↓xk  are x 
components of the electron wave vectors in spin-up (along M) and spin-down subbands. Because 
of the electron velocity statistical spread, the expression in the brackets in (1) changes in 
magnitude from 0 to Fλπ2 . Therefore, phase (1) is distributed within the interval π≤ϕ≤ 20  at 
Fd λ= . Since the transverse (with respect to M) component m⊥ of the vector m is a sum of 
      z       H 
 
        1      M             M                2                3  
  1M   1m                                
              m                      m  
 e/j                      e/j   
 
    0       Fλ         L     x  
 
     += ⊥mm m ||  m = m ||  
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transverse components of individual electrons δm⊥, the resultant cancellation takes place with 
sufficient accuracy, so that  
 ∑ →δ= ⊥⊥ 0mm .        (2) 
 Note, that l >> λF, so that spin relaxation does not affect the validity of condition (2). 
Besides, this condition was derived under assumption of the ballistic electron motion in 
Fx λ≤≤0  range, that is why the k vector was not changed by collisions. This is valid under 
Fpl λ>  condition, where pl  is the momentum relaxation length. Because of pl  ~ 1 – 10 nm and 
λF ~ 1 nm, typically, the ballistic regime condition can fulfil well. The layer 2 is assumed to be 
extended enough with thickness pF lL ,λ>> . 
 Important conclusions follow from condition (2): 
1) The precession in the layer 2 drops at a small distance d ~ λF ~ 1 nm from the layer 1 
interface. As a result, the transverse component of the mobile electron magnetization 
disappears, as well as corresponding spin current. In accordance with [11, 12], it leads to 
appearance of a torque that acts on the lattice and ensures continuity of the transverse 
component of the total magnetization (M⊥ + m⊥). 
2) At Fdx λ> ~ , mobile electrons adapt themselves to a new direction of the quantization axis 
(vector M) and occupy new spin subbands. The subband population depends on the current 
and is not equilibrium one. It is determined by a continuity condition for the longitudinal 
component of the mobile electron magnetization flux across the interface. The longitudinal 
component of the flux cannot be changed at small distances x << l. This is exactly the spin 
injection effect that was considered for the first time, apparently, in [17]. Such an effect is 
similar to the well known charge injection effect in semiconductors [18]2. In accordance with 
the typical estimate, pll >> , the injected electrons motion inside the layer 2 may be 
considered as a diffusion one.  
 
3. Basic equations 
 Let us consider processes in the layer 2, which may be described by means of a set of 
dynamical equations for magnetization vectors M and m. The lattice magnetization3 M obeys 
LLG equation 
                                                          
2 Spin injection can be realized not only by current, as in [17] or in the present work, but by means of polarized light 
too (see e.g. [19]). Apparently, the spin injection concept can acquire a great significance in future, comparable with 
the charge injection concept in semiconductor devices.  
3 We mean a lattice of magnetic ions described within a continuum approximation. 
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 [ ]  ∂∂κ+γ−=∂∂ tMt eff MMHMM ,, ,      (3) 
where γ is the gyromagnetic ratio, κ is dimensionless damping constant (0 < κ << 1),  
 sddeff x
A HHMnMnHH ++∂
∂+β+= 2
2
)(      (4) 
is effective field, β is dimensionless anisotropy constant, n is unit vector along the anisotropy 
axis, A is the intralattice inhomogeneous exchange constant, Hd is demagnetization field, Hsd is 
sd exchange effective field. The latter takes the form [17] 
 ( ) ( )tx
Utx sdsd ,
,
M
H δ
δ−= ,       (5) 
where ( )tx,Mδδ  is a variation derivative, and Usd is sd exchange energy, 
 ( ) ( )∫ ′′′α−= Lsd xdtxtxU
0
,, Mm ,       (6) 
parameter α being a dimensionless sd exchange constant (typical estimation is α ~ 104 – 106 [8]). 
Due to the last term in (4), the motions of M and m vectors appear to be coupled.  
 The mobile electron magnetization m obeys a general type continuity equation [17, 21] 
 [ ] 0, =τ
−+γα+∂
∂+∂
∂ mmMmJm
xt
,      (7) 
where τ is a time of relaxation to the local equilibrium value Mm ˆm≡ , and MMM ≡ˆ is the 
unit vector, J is electron magnetization flux density. To subsequent estimations, let us substitute 
into (7) the expression mm ∆ω=∂∂ t , where mmm −=∆ , ω is an effective frequency of the 
vector m temporal oscillations.  
 According to Section 2, vector m perform a precession very quickly under sd exchange 
field that is dominant in the range Fx λ<≤0 . The frequency of the precession is very high, 
namely, sdM ω≡γαω ~ . At typical parameter values: α ~ 2×104, M ~ 103 G, τ ~ 3×10–13 s, the 
estimation ωsdτ ~ 102 >> 1 is valid. Therefore the last (relaxation) term in (7) can be neglected. 
Then we can calculate the products ( )mM∆  and [ ]Mm,∆  from Eq. (7) and after this substitute 
the results back into Eq. (7). Finally we solve the equation with respect to ∆m and get:  
 [ ] ( )2 21 1 ˆˆ,ˆ ζ+ ∂∂⋅ζ+∂∂ζ+∂∂ω−=∆ − xxxsd JMMJMJm ,    (8) 
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where 1~ωω=ζ sd . It follows from (8), that the longitudinal and transversal (with respect to 
M) components of ∆m can be comparable in magnitude, that agrees with the picture of the 
electron spin precession in the range of the layer 2 near the interface (see Section 2).  
 However, a detailed analysis of the spin motion in this range is rather difficult, because 
flux J is to be calculated and expressed via vector m. In the range Fx λ<≤0 , it requires solving 
equation for density matrix, because the electrons are in quantum non-steady and 
inhomogeneous states. We try to avoid these difficulties further and show (see Section 4) that 
solving such a quantum problem is not necessary for our aims and can be replaced by 
introducing certain boundary condition.  
 Detailed analysis is to be carried out for the x > λF range. In this range, vectors m and M 
are to be almost collinear. Correspondingly, the effective frequency ω is determined by the 
vector M precession in rather low fields H, βM, Hd << αM. We assume the condition 
  ωτ << 1        (9) 
is valid, which allows to neglect time derivative in (7) in comparison with the relaxation term. 
The expression (8) remains valid, but we should replace τ→ω−1sd  and 1>>τω→ζ sd . These 
replacements change all the estimations in (8). The last term in the numerator of (8) becomes 
dominant now and we get  
  ( )x∂∂⋅τ−=∆ JMMm ˆˆ .      (10) 
By that, we confirmed the assumption made before (section 2) of an approximate collinearity of 
∆m (and, consequently, the whole vector m) and M vectors. The transversal components of m 
still exist, however, but they are small as a parameter (ωsdτ)–1 ~ 10–2 << 1 and will not be taken 
into account below.  
 The mobile electrons in the range x > λF, occupy two spin subbands with spin ↑ (parallel 
to M) and ↓ (antiparallel to M), respectively. Magnetization m contains contributions from the 
both subbands and can be presented as  
  ( ) MMm ˆˆ mnnB ≡−µ= ↓↑ ,      (11) 
where µB is Bohr magneton, ↓↑,n  are partial electron densities in the spin subbands. The total 
electron density ↓↑ += nnn  does not depend on x and t because of local neutrality conditions in 
metal. The magnetization flux density J in (10) also can be related with partial electric current 
densities in each subbands, ↑j , and ↑j . The relation has the following form  
 8
  ( )MJ ˆ↓↑ −µ= jjeB .       (12) 
The total current density ↓↑ += jjj  does not depend on x and t too, because of one-dimensional 
geometry of our model.  
 Let us consider a simple situation, when sd exchange gap in the layer 2 does not depend 
on x and t and, consequently, on the vector Mˆ  direction. Besides, the transport relaxation times 
in metals are rather small at room temperature, so that drift – diffusion approximation is valid. In 
scope of these assumptions, the spin current (12) has been calculated in [9]. By substituting the 
well known formulae for partial currents in (12) and following the way of calculations indicated 
in Ref. 9, we obtain 
  MJ ˆ~ 


∂
∂−µ=
x
mDQj
e
B ,      (13) 
where ( ) ( )↓↑↓↑ σ+σσ−σ=Q  may be understood as the conductivity spin polarization 
parameter, and ( ) ( )↓↑↑↓↓↑ σ+σσ+σ= DDD~  is the spin diffusion constant, ↓↑σ ,  and ↓↑,D  being 
partial conductivities and partial diffusion constants for spin up and spin down electrons, 
respectively. To obtain Eq. (13), an additional assumption should be made, namely, 
  1<<
Dj
j ,        (14) 
where τ≡ enljD  is a characteristic current density in the layer 2. The condition (14) means that 
the current disturbs the subband populations rather slightly, so that a low injection level is 
realized. With typical parameter values, n ~ 1022 cm–3, l ~ 3×10–6 cm, τ ~ 3×10–13 s, we get jD ~ 
1.6×1010 A/cm2. Further in the paper, only much lower currents will be of interest, namely, j ≤ 
107 – 108 A/cm2, because the instability thresholds in study have just such an order of magnitude. 
Therefore, condition (14) is valid well in our calculations.  
 Now, let us substitute (13) into Eq. (10), which is a form of the equation of motion (7). 
Then we obtain  
  022
2
=−−∂
∂
l
mm
x
m ,       (15) 
the ( )txm ,  function being defined in (11), while its equilibrium value m  was defined when 
discussion after the Eq. (7). Since the sd exchange gap is fixed, m  value does not depend on x 
and t. The spin diffusion length is τ= Dl ~ .  
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4. Boundary conditions 
 To determine the necessary solutions of the dynamical equations (3) and (15), we derive 
boundary conditions for those equations. The derivation is based on the continuity condition for 
summary (mobile electrons and lattice) magnetization flux at the interfaces.  
 Since the lattice in the layer 1 is pinned, the magnetization flux J1 in the layer appears 
due to the electric current only and corresponds to spin transport of the mobile electrons. 
Therefore, the magnetization may be described by a formula similar to (13), but without the 
second term containing derivative with respect to x, because the mobile electron magnetization 
in the layer cannot be changed in space. Than the flux J1 takes the form 
 111 MˆJ jQe
Bµ= ,        (16) 
where 111ˆ MMM = , parameter Q1 is defined analogously to Q in (7) with partial conductivities 
and diffusion constants taken for the layer 1. The flux (16) has both longitudinal and transversal 
components with respect to vector Mˆ , namely,  
 ( )MMMJ ˆˆˆ 11||1 jQeBµ= ,       (17) 
 [ ][ ]MMMJ ˆ,ˆ,ˆ 111 jQeBµ=⊥ .       (18) 
 Because of absence of longitudinal spin relaxation within the range Fx λ<≤0 , the 
longitudinal component of the flux (16) should be identical with the flux (13) near x = 0 
interface. If we put χ+χ−= cosˆsinˆˆ 1 zyM , where the unit vectors along the coordinate axes are 
zyx ˆ,ˆ,ˆ , then the following relation is to be fulfilled at x = 0:  
 ( )
x
mDQj
e
MMjQ
e
B
zy
B
∂
∂−µ=χ+χ−µ ~cosˆsinˆ1 .    (19) 
This is the first of desired boundary conditions. 
 The second boundary condition can be obtained by taking into account that the 
transversal component of the mobile electron magnetization flux disappears in the range 
Fx λ<≤0  (see Eq. (2) and subsequent discussion). It follows from the total flux continuity that 
the flux (18) is to continue in the layer 2 as a lattice magnetization flux. The explicit expression 
for the latter one is derived in Appendix I (see formula (I.4)). Putting it equal to (18) at x = 0, we 
obtain 
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  [ ][ ] 


∂
∂=µ
x
aMjQ
e
B MMMMM
ˆ
,ˆˆ,ˆ,ˆ 11 ,     (20) 
where a = γMA, in accordance with Appendix I. The condition (19), in a slightly different form, 
was discussed and applied earlier (see, e.g., [9]). As to condition (20), it is, apparently, novel 
one. In the chosen coordinate system (see Fig. 1), the condition (20) gives two relations valid at x 
= 0: 
 
,0cosˆ
ˆ
,0sinˆcosˆ
ˆ
=χ−∂
∂
=χ+χ+∂
∂
x
y
zy
x
Mk
x
M
MkMk
x
M
      (21) 
where eaMjQk B 1µ= . Component zMˆ  can be found from 1ˆ =M  condition.  
 Now, let us consider the interface between the layers 2 and 3 at x = L. Layer 3 is 
nonmagnetic one, so that Q3 = 0. Then the continuity condition for the longitudinal flux takes the 
form 
 
x
mD
x
mDQj
e
B
∂
∂−=∂
∂−µ 33~~        (22) 
at x = L. Since the lattice magnetization is absent in the layer 3, the lattice magnetization flux is 
to vanish at the interface, i.e., 0
ˆ
,ˆ =


∂
∂
x
aM MM , or, in components, 
 0
ˆ
,0
ˆ =∂
∂=∂
∂
x
M
x
M yx         (23) 
at x = L. 
 The next important conditions appear due to a penetration of mobile electrons through the 
interfaces. Such a penetration leads to the spin subband chemical potential differences are to be 
continuous at the interfaces. We neglect thermal spread of the Fermi steps in both subbands. 
Direct calculation leads in this case to the following expression for the chemical potential 
difference: 
 ( ) ( ) ( ) mNmggB ∆≡∆



ζ+ζµ=ζ−ζ ↓↑
−
↓↑
112 1 ,    (24) 
where ( )ζ↓↑,g  are partial densities of states in the spin subbands, ζ  is an equilibrium chemical 
potential. The continuity condition for the difference (24) at the interface between the layers 2 
and 3 may be written in the form  
 11
 33 mNmN ∆=∆ .        (25) 
 On the other hand, the chemical potential difference undergoes a break at the interface 
between the layers 1 and 2. This is due to the idealization of the layer 1, in which all the spins are 
assumed to be pinned completely.  
 We solve Eq. (15) with the boundary conditions (19), (22) and (25). Then we obtain the 
following distribution of the injected magnetization ∆m(x) in the layer 2: 
 
( ) {
( )[ ] ( ) ( )[ ]},sinhcoshcosˆsinˆ
cosh
coshsinh
1 ξ−λν+ξ−λ⋅−χ+χ−+
ξλν+λ
µ=∆
QMMQ
Qn
j
jxm
zy
B
D    (26) 
where λ = L/l and ξ = x/l. Parameter  
 
D
D
j
j
Nn
nN 3
33
⋅=ν          (27) 
characterizes the influence of the layer 3. 
 
5. Static state and fluctuations 
 Let an external field H is applied along the positive direction of z axis, and the anisotropy 
axis is parallel to this axis, too. Then in absence of current, when there is no coupling between 
the layers in our model, the layer 2 magnetization is aligned along z axis.  
 With current turning on, spins flow through the interfaces x = 0, L. This current creates 
connection between 1, 2 and 3 layers and can change the magnetization direction in the layer 2. 
To describe this process, let us calculate Usd energy by substituting (26) into (6). We obtain 
 ( ) 


λν+λ
ν−⋅


µ⋅+⋅α−α−=
coshsinh
1)0ˆ( 11
D
Bsd j
jnQlMLmU MM .  (28) 
To calculate variation derivative (5), Usd energy is to be presented as a functional of vector M(x). 
Then we obtain, in particular, 
 
( ) ( ) ( ) ( )
( ) ( )( ) ),(ˆ0ˆ(
,ˆˆ
)(
)(
11
00
ε−δ⋅=+⋅δ
δ
=′−′δ⋅′=′δ
δ=δ
δ ∫∫
x
x
xxdxxxxMd
x
ML
x
LL
MMM
M
MM
MM
   (29) 
with ε → +0. By using (28) and (29), we calculate sd exchange field: 
 ( ) ( ) ( )ε−δ⋅


λν+λ
ν−⋅


µ⋅α+α= xl
j
jnQxmx
D
Bsd coshsinh
1ˆˆ 11MMH .  (30) 
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 The first term in (30) is directed along M and does not contribute to the equation of 
motion (3). The second term is directed along M1. Under an arbitrary χ angle, this term, as well 
as Hsd field and effective field Heff as a whole (see (4)), may have direction that is different from 
the direction of z axis. It is clear, that the magnetization M  in the static state, which is 
determined by [ ] 0, =effHM  equation, may deviate from z axis, too. Besides, owing to the 
boundary conditions (21), M  magnetization comes out to be inhomogeneous in the layer 2. 
Once more great difficulty is that LLG equation determining M is nonlinear one. 
 Fortunately, two certain angles exist, namely χ = 0 and χ = π, for which vector M  can 
be found easily. Indeed, at the angles indicated, (21) and (23) conditions fulfil for the vector M  
that is independent on coordinate x and has components 0=xM  and 0=yM . Since vector M  is 
parallel to z axis, the equation of motion (3) also fulfils in the static state. Therefore, we obtain 
for χ = 0, π 
 0== yx MM , 0>= MM z .       (31) 
We consider further only these last indicated values of the angle χ and therefore investigate the 
stability only for the static state (31). In particular, we have zM ˆ11 ⋅= M  with 
0cos 111 <−=⋅π= MMM  at χ = π. 
 It is convenient for subsequent calculations to replace δ-function in the formula (30) with 
the following finite expression: 
 

−⋅→ε−δ
r
x
r
x exp1)(         (32) 
with subsequent passing to the limit r → +0. Under such a passage, the right-hand side of (32) is 
nonzero only at x = 0 point, while integral of the function over x from 0 to ∞ is equal to 1.  
 Let us introduce fluctuations ∆M by the following way: 
 MzM ∆+⋅= ˆM .         (33) 
 We linearize LLG equation (3) with respect to ∆M and than substitute into that equation 
the exchange field in the form (30) and the demagnetization field in the form ˆ4d xM= − π∆ ⋅H x . 
After the substitution we obtain  
 
,exp
,exp
2
2
2
2
xx
xxy
yy
yyx
M
r
x
r
lB
x
Ma
t
M
t
M
M
r
x
r
lB
x
M
a
t
M
t
M
∆

 

−γ−Ω+∂
∆∂−=∂
∆∂κ−∂
∆∂
∆

 

−γ−Ω−∂
∆∂=∂
∆∂κ+∂
∆∂
   (34) 
where the following notations are used: 
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 ( )MHH ax π++γ=Ω 4 , ( )ay HH +γ=Ω ,     (35) 
 


λν+λ
ν−⋅µα=
coshsinh
1~ 1QDe
jlB B  ,      (36) 
MH a β=  is anisotropy field. The coefficients in (34) contain x variable. It is convenient to 
change the variable: 
 ,
2
exp 

−⋅=
r
xby  aBlrb γ= 2 .      (37) 
Then the temporal Fourier components ( )tiMM yx ω−∆∆ exp~,  obey the following equations: 
 
.44
4
,44
4
222
2
2
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
 κω+Ω−+∂
∆∂+∂
∆∂
  (38) 
 Equations (38) are familiar in structure to the Bessel equation, however, the components 
∆Mx and ∆My in the equations are coupled with each other. To uncouple the components, 
consider a set of equations 
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( ) .044
,044
22
2
22
2
=∆⋅ω+∆⋅
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 κω−Ω−
=∆⋅ω−∆⋅

 κω−Ω−
xyy
yxx
Mi
a
rMi
a
rs
Mi
a
rMi
a
rs
     (39) 
The solvability condition for the set gives the following expression for s2: 
 ( )[ ]2222 422 ω+Ω−Ω±κω−Ω+Ω⋅= yxyx iars .     (40) 
 As seen, there are two different values of s2. Each of them corresponds to a certain 
fluctuation type and is to be taken into account in stability analysis. Let us take any of the 
solutions (40), substitute it to Eq. (39) and use the equations to exclude ∆My component from the 
first of Eqs. (38) and ∆Mx component from the second one. As a result, each of the Eq. (38) 
transforms into a standard equation for the Bessel functions with s index. Therefore, general 
solution of the Eq. (38) can be written as 
 ( ) ( ) ( )yYByJAyM syxsyxyx ⋅+⋅=∆ ,,, ,       (41) 
where Js and Ys are Bessel functions of the first and the second kind, respectively [22], yxA ,  and 
yxB ,  are the constants to be found from the boundary conditions (21) and (23) taken at π=χ . 
The solubility condition from which four constants yxA ,  and yxB ,  are to be found is written 
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down in Appendix II. There the limiting passage prescribed by substitution (32) is carried out. 
As a result, the following dispersion relation is obtained for fluctuations: 
 Φ=⋅ qLqL tan ,         (42) 
where  
 ikL
a
BL ±λ
γ−=Φ
2
,         (43) 
and parameter risq 2≡  is determined by (40) and further plays a role of a wavenumber.  
 The form of expression (42) coincides with the well-known dispersion relation for 
standing spin waves in a layer of ferromagnet [20, 23]. The right-hand side Φ has a meaning of 
an effective pinning parameter for the lattice spins at the layer faces (at x = 0 plane, in 
particular). Note that in our model there is no induced magnetic anisotropy pinning the surface 
lattice spins. It may be seen immediately from the boundary conditions (21) and (23). 
Nevertheless, an effective pinning takes place due to the current j. According to (43), the real 
part of Φ describes the pinning due to the exchange effective field, while the imaginary one 
describes effective pinning due to the torque. It is interesting, in this connection, that an 
experimental studying of spin-wave resonance (SWR) absorption in magnetic junctions could 
give an important information about the surface spin pinning character.  
 The dispersion relation (42) is used further to calculate complex eigenfrequency ω of the 
fluctuations and find the instability conditions, that are the conditions when 0Im ≥ω .  
 
6. Instability of fluctuations 
 Let us analyze the solutions of Eq. (42). The simplest situation corresponds to the 
absence of any current. By definition of parameters B and k (see (36) and (21)), it follows from 
(43) that Φ = 0 at j = 0. The case corresponds to the SWR under free (unpinned) spins at the 
layer sides. In this case, Eq. (42) has the following solutions: 
 π= nqL  and 


 π+Ω+Ωκ−


 π+Ω⋅


 π+Ω=ω 2
22
2
22
2
22
2
2 L
nai
L
na
L
na yxyx , (44) 
n = 0, ±1, ±2,... Formulae (44) are obtained with using definition risq 2=  and Eq. (40). Since 
0Im <ω  in (44), the fluctuations are stable due to dissipation in absence of current.  
 Let us turn on now the current with 0>ej . According to (43), we have  
  1ReIm <<κη=ΦΦ ,        (45) 
where  
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1
coshsinh
1
−


 


λν+λ
ν−τκαγ≡η M .      (46) 
 Parameter (46) may be less or more than 1, or it may be of the order of 1. As it will be 
seen somewhat further, the parameter describes relation between the torque and spin injection 
contributions to the current induced instability threshold and increment. But the inequality (45) 
typically remains valid due to low value of the dissipation parameter κ << 1.  
 Let us estimate the right-hand part of (42) taking (45) into account. We have 
 ( )j1
coshsinh
1Re −θ⋅


λν+λ
ν−λ=Φ≈Φ ,      (47) 
where ( ) lQjeAMj B 1ταµ≡θ  is current dependent. Take, for example, typical parameter values 
α ~ 2×104, Q1 ~ 0.3, τ ~ 3×10–13 s, l ~ 17 nm, A ~ 10–12 cm2, M ~ 103 G. At j ~ 3.3×107 A/cm2, 
that corresponds to the instability threshold (see, e.g., [1-3]), we have ( ) 17.0≈θ j . Figure 2 
allows find the values λ′=λ at which 1=Φ  under the different ν indicated. As seen, 
7.04.0 <λ′<  that corresponds to 7 ≤ L ≤ 12 nm. As far as we know, only thicknesses L within 
the range from 2 to 10 nm was studied so far [1]. In accordance with the estimates, inequalities 
1<<Φ  or 1≤Φ  fulfil at such thicknesses. However, at somewhat larger thicknesses L ≈ 20 – 
80 nm (or λ ≈ 1 – 5) 1>>Φ  condition can fulfil. Therefore, we consider both large and small 
values of Φ  (really, the limiting cases 1<<Φ  and 1>>Φ ).  
0.0 0.2 0.4 0.6 0.8 1.0
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λ
λ[1-ν(shλ+νchλ)-1]
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 Fig. 2. A diagram to determine junction parameters, which correspond to various values of the effective 
lattice spins pinning parameter Φ : 1=Φ  at ( )jθ  level, 1<Φ  below this level, and 1>Φ  above it. The ν 
parameter takes the following values: 1 - 0=ν ;   2 - 5.0=ν ;   3 - 1=ν ;   4 - 3=ν ;   5 - 10=ν ;   6 - 
∞=ν . 
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 6.1. Instability at 1<<Φ . The solutions of Eq. (42) are close to SWR modes (44). First, 
consider a solution close to homogeneous resonance with n = 0. We retain only the main term 
122 <<Lq  in the left-hand side of Eq. (42) and use the definition risq 2= , as well as formulae 
(40), (43). Then we obtain a quadratic equation with respect to frequency ω:  
 

 

 ±κω−λ
γ−Ω⋅

 

 ±κω−λ
γ−Ω=ω
L
akiB
L
akiB yx
2 .    (48) 
 The roots of the equation are complex ones. The direct calculations of the real and 
imaginary parts of the roots give 
 ( ) 222
2
1Re1 VWW
L
ak ++⋅±κ±=ω⋅κ+ ,     (49) 
 ( ) 222
2
12
2
Im1 VWWByx ++−⋅±


λ
γ−Ω+Ωκ−=ω⋅κ+ ,   (50) 
where any combinations of the signs may be taken, and 
 
( ) ( )
.2
,
4
2
2
2
2



λ
γ−Ω+Ω⋅=
Ω−Ω⋅κ−−


λ
γ−Ω⋅


λ
γ−Ω=
B
L
akV
L
akBBW
yx
yxyx
    (51) 
 We retain only the upper sign in (50), which allows instability. Then the instability 
condition takes the form 
 0
2
2 ≤

−


λ
γ−Ω⋅


λ
γ−Ω⋅κ
L
akBB
yx .      (52) 
 Two sources of instability occurrence are seen clearly from the condition (52). One of 
them is the injected spin contribution to the effective field (30). This contribution is described 
with the terms proportional to parameter B (see (36)). The other instability source is the torque 
contribution acting at the boundary x = 0. The last contribution arises due to the boundary 
conditions (21) and is described with the term ~ k2. 
 According to (52), the dissipation loss influences two contributions indicated by 
principally different ways. Dissipation is not substantial for injection type instability, because 
yB Ω>λγ  condition is sufficient. On the other hand, if only the torque is retained (B → 0), then 
some threshold due to dissipation is to be overcome. At the same time, joint action of both 
mechanisms always decreases the left-hand part of (52) and, consequently, facilitates occurrence 
of instability.  
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 Since B  and k  are proportional to current, we can obtain a quadratic equation 
determining the threshold current density jth by equating the right-hand part of (52) to zero. 
Solving the equation gives  
 
( ) ( )( )2
2211
12
4
η−
η+−−+⋅η=
−−
⊥
ffff
j
jth ,      (53) 
where 
 
1
0
Q
LeM
j
Bµ
ωκ=⊥ ,         (54) 
yxΩΩ=ω0  means SWR frequency at n = 0 (cf. (44)), xyf ΩΩ= . The parameter j⊥ (54) is 
nothing but the threshold current density under only the torque acting, i. e., at B = 0. It follows 
from the general formula (53) for the threshold, that ⊥→ jjth  at 1>>η . On the other hand, if η 
<< 1, then the spin injection instability mechanism dominates. In the latter case, the threshold is  
 ( ) ( )( )[ ]1coshsinh
coshsinh
1 −λν+λαµ
λν+λλ+⋅=η⋅= ⊥ nQ
HHjfjj
B
a
Dth ,     (55) 
that coincides with one obtained earlier [9] by other method, namely, by using minimal magnetic 
energy condition (remember the current density Dj  is defined in (14)). In complete 
correspondence with the paper [9], formula (55) refers to homogeneous fluctuations, because the 
SWR mode with qL << 1 is taken.  
 Note an important relationship between threshold currents and SWR frequencies. It 
follows from (49) and (50) 
 
( )
⊥
=ω
ω
j
jthth
0
Re
.         (56) 
 Ratio (56) tends to zero at η → 0 and to 1 at η → ∞. This is because the torque can 
influence only the SWR damping and can change its sign at the instability threshold. Torque do 
not change the resonance frequency. On the other hand, injection influences also the real part of 
the frequency by making it vanish at the threshold. The eigenfrequency softening occurs, which 
is analogous with a reorientation transition in an external magnetic field. This allows an 
interesting possibility to identify experimentally the injection mechanism by measuring the 
resonance frequency at the current density near the threshold value.  
 Ratio (56) as a function of η parameter at various f values is shown in Fig. 3. Note that 
the instability threshold is always lower than the torque induced threshold (54). Let us estimate 
the threshold (54) using the set of typical parameters indicated after formula (47). Additionally, 
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let us take: damping constant κ = 3×10–2, resonant frequency ω0 = 2.3×1010 c–1, and λ = 0.4. 
Then we obtain j⊥ ≈ 2.7×107 A/cm2. A similar estimate is given by formula (55) within its 
validity range. Therefore, estimates of the threshold current density agree well with experimental 
data.  
0 1 2 3 4 5
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Fig. 3. The threshold current density and spin wave eigenfrequency at the threshold as functions of parameter η that 
characterizes relative contributions of the torque and spin injection. The curves differ each other in the values of 
parameter xyf ΩΩ= : 1 – f = 0.1; 2 – f = 0.2; 3 – f = 0.5. 
 
 6.2. Instability of the inhomogeneous SWR modes having n ≠ 0 numbers at 1<<Φ . 
Corresponding solutions of Eq. (42) are close to the zeros of qLtan , i.e.,  
 
LnL
nq π
Φ−π≈ .         (57) 
Using formula (40) once more and definitions risq 2/=  and (43), we have a quadratic equation 
to find frequency ω. We separate real and imaginary parts of the equation roots, as it has been 
done above for Eq. (48). Then the instability condition 0Im >ω  takes the form 
 0222
22
2 <

−


λ
γ−

 π+Ω⋅




λ
γ−

 π+Ω⋅κ
L
akB
L
naB
L
na yx    (59) 
which is similar to that of Eq. (52). Therefore, the conclusions about the effective field and 
torque contributions retain validity.  
 The threshold current density nthj  with n ≠ 0 is calculated just the same way as in the 
preceding section. We obtain then  
( ) [ ]212221122 )1)(1(4)(21221 η+++−−++⋅η−η⋅= −−−⊥ gfngfnffffgnjj nth ,  (59) 
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where 20
2 Lag ωπ=  parameter is introduced. It follows from (59) that the instability threshold 
rises abruptly with number n.  
 6.3. Now consider an instability at 1>>Φ . In that case, the dispersion relation (42) is 
greatly modified by the current. Because of (45) inequality, there is a solution with dominant 
imaginary part of q, as can be confirmed by a direct substitution. For the solution,  
 ( )22 Lq Φ−≈ .          (60) 
 By using risq 2=  and (43) definitions, we transform Eq. (42) in a quadratic equation 
for frequency ω: 
 ( ) ( )

 γ±κω−+γ−Ω⋅

 γ±κω−+γ−Ω=ω Blkiak
a
BlBlkiak
a
Bl
yx 2
)(2)( 2
2
2
2
2 . (61) 
 Equation (61) differs significantly from (48) in two aspects. First, the current induced 
corrections to frequencies Ωx,y are quadratic in the current, rather than linear. Secondly, both 
mechanisms, injection field (~ B) and torque (~ k2), contribute simultaneously to the real and 
imaginary parts of the multipliers in the square brackets in Eq. 61.  
 The instability condition 0Im >ω  takes the form 
 ( ) ( ) ( ) 02 222222 <γ−

 +γ−Ω⋅

 +γ−Ω⋅κ Blkak
a
Blak
a
Bl
yx .   (62) 
 As distinct from the condition (52), the instability becomes impossible if the injection 
effective field is absent, i.e., at B = 0. On the hand, in absence of the torque (k = 0), the 
instability may be possible under yaBl Ω>γ 2)(  condition.  
 Since B ~ j and k ~ j, we obtain a biquadratic equation for determining the threshold 
current density. By solving the equation, we obtain  
 ( ) ( ) yxyxyxBth
a
Q
ej ΩΩη+Ω−Ω−Ω+Ω⋅η−⋅αγτµ=
22
2
1
16
412
.  (63) 
 This formula is valid under the condition 1>>Φ . The condition corresponds to the 
range that lies well above the θ level in Fig. 2. In this range, all the curves rise linearly with λ. 
Then parameter η does not depend, practically, on λ (i.e., on the layer thickness L), in 
accordance with (46). Therefore the threshold (63) does not depend on L, too. Such a feature 
contrasts with the linear rising of the threshold at 1<<Φ  (see (54) and (55)). The difference is 
due to the fact, that the inhomogeneous fluctuations with |q| >> L–1 are most unstable at 1>>Φ , 
in accordance with the solution (60). Using a standard set of parameters, we may find easy the 
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thickness L ≥ 20 nm should be taken to realize the condition 1>>Φ . Then the threshold current 
density becomes jth ≈ 3×106 A/cm2 at Ωx ≈ 2.3×1011 s–1, Ωy ≈ 1.8×109 s–1, so that the threshold 
may be lower by an order of magnitude in comparison with the estimates made using formulae 
(54) and (55), which are valid for a very small L . 
 
7. Electric current effect on spin wave spectra 
 The current through the junction influences not only the spin wave decrement, ωIm , but 
also the spin wave spectrum, ωRe . We discuss such an influence in more detail by considering 
two effects, as examples: 1) softening of the spin modes near the instability threshold, and 2) 
appearance of new spin modes due to the current.  
 7.1. We consider the softening effect for n = 0 mode with neglecting dissipation. Let us 
assume 1<<Φ , for definiteness. We obtain then immediately from Eq. (48)  
 


 ⋅η−⋅

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jf 111Re
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 By using (53), we have finally 
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 A number of curves are plotted in Fig. 4 using formula (65). The threshold jth in the 
formula should be taken at the corresponding value of η for each curve. One can see that ωRe  
decreases with approaching the instability threshold. The decrease becomes steeper with 
decreasing η, i.e., under conditions, when the injection effective field becomes more important. 
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 In the opposite case, 1>>Φ , similar curves was obtained also ,and the frequency 
decrease near the threshold appears more abrupt.  
 Fig. 4. The spin wave eigenfrequency as a 
function of the current density. The frequency 
softening occurs with approaching the threshold. The 
results correspond to n = 0 mode at 1<<Φ  and f = 
0.1. The curves differ in the values of parameter η: 1 – 
η = 0.1; 2 – η = 1; 3 – η = 5; η = 10. 
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 7.2. The mentioned effect of new mode appearance takes place at 1>>Φ . A number of 
solutions of Eq. (42) having the real part of q much more than imaginary one appears in that 
limiting case. These solutions exist additionally to the only solution considered in section 6.3. 
Since the condition (45) always fulfils, Eq. (42) takes the form 
 1Retg >>Φ≈⋅ qLqL .        (66) 
 The solutions mentioned are close to 
 

 +⋅π≈
2
1n
L
q .         (67) 
 According to SWR theory [20, 23], such solutions with half-integer numbers in brackets 
correspond to natural oscillation of a layer with tightly pinned surface magnetization. In our 
case, the pinning arises due to large value of ΦRe , i.e., to high injection effective field. The 
situation looks like as if the injected spins create unidirectional magnetic anisotropy near the 
surface x = 0 due to sd exchange; it is the anisotropy that pins the magnetization.  
 
8. Conclusions 
 The joint action of two electric current induced effects is considered for the first time in 
the present work, namely, 1) nonequilibrium spin injection, and 2) surface torque. These effects 
act together on a state of a ferromagnetic free layer of spin-valve type metallic junction.  
 At the current densities exceeding certain threshold (typically, 106 - 3×107 A/cm2) spin-
wave fluctuations in the junction become unstable. The joint action of the effects mentioned 
lowers the instability threshold.  
 The surface torque determines the instability threshold in junctions with thin enough free 
layer (L ~ 2 – 7 nm) and low dissipation (κ < 10–2). In this case, the instability threshold rises 
linearly with L and corresponds, practically, to homogeneous excitation of the ferromagnetic 
layer.  
 The nonequilibrium longitudinal spin injection determines the instability threshold in 
junctions with thick enough free layer (L > 20 nm) and high enough dissipation (κ ~ 3×10–2). 
Under such conditions, the threshold corresponds to inhomogeneous excitation of the layer. The 
threshold current density appears to be low enough, ~ 106 A/cm2.  
 Current induced injection of nonequilibrium longitudinal spins causes instability because 
of reorientation phase transition in the exchange effective field created by the spins. Therefore, 
the injection influences not only the fluctuation decrement, but also the fluctuation spectrum. 
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The eigenfrequencies of the spin fluctuations tend to zero (soften) with the current increasing 
and approaching to the threshold value.  
 In contrast, the surface torque influences only the decrement, not the spin fluctuation 
spectrum. This fact can be used to identify the instability mechanism in experiment.  
 Under high spin injection in ferromagnetic metallic layer, effective pinning occurs of the 
layer magnetization near the injecting contact. As calculations show, such a pinning leads to 
appearance of new SWR modes under current increasing.  
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Appendix I 
The lattice magnetization flux 
 The LLG equation takes the form 
 [ ] [ ] 


∂
∂κ+′γ−γ−


∂
∂⋅γ−=∂
∂
− tx
A
t ds
MMHMHMMMM ,ˆ,,, 2
2
,   (I.1) 
where ( ) dHnMnHH +β+≡′ . Let us assume the estimates 1<<κ  and [ ] [ ]ds−<<′ HMHM ,,  
to be valid within Fx λ<≤0  range. Then two last terms in the right-hand side of (I.1) can be 
neglected. Transform the vector product with the second derivative in (I.1) by the following 
way: 
 

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∂
∂
∂
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
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.    (I.2) 
 With simplifications made and taking into account (I.2), the Eq. (I.1) takes the form 
 [ ] 0,ˆ, =






∂
∂
∂
∂+γ+∂
∂
− x
a
xt ds
MMHMM ,      (I.3) 
where AMa γ= . 
 The first term in (I.3) is the magnetization change in time, while the second one is 
proportional to the torque, which the mobile electrons affect the lattice. Hence, the last term is a 
divergence of the lattice magnetization flux. Therefore,  
 ⊥J 


∂
∂=
x
a MM ,ˆ          (I.4) 
 23
means the lattice magnetization flux, while a is magnetization diffusion constant. 
 
Appendix II 
Towards the derivation of the dispersion relation for fluctuations 
 Substitution of the general solution (41) into the boundary conditions (21) and (23) leads 
to the following solvability condition: 
 0I4I 22
22
1 =+ k ,         (II.1) 
where 
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the primes mean differentiating with respect to y variable. According to (32), we should pass to 
the limit 0+→r . It means, in particular, a limiting case should be considered of small indices 
and arguments of the Bessel functions, because of rb ~  and rs ~ , in accordance with (37) 
and (40). We use the following approximate formulae: 
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 We take these functions and their derivatives at y = b and r
L
bey 2
−= . Substituting the 
results into (II.2) and retaining the main terms at 0→r  gives 
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 We use formulae ( ) ( )sss Γ=+Γ 1  and ( ) ( ) 21sin sssss −≈π⋅
π−=−ΓΓ  here. 
 By substituting (II.5) in (II.1) we obtain 
 02
22
tan
222
=

+


 −
s
kr
s
b
r
Ls .        (II.6) 
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The ratios s/r and b2/s tend to finite limits at 0→r . With q = is/2r notation and the parameter b 
definition (37) taking into account, the dispersion relation (42) is obtained. 
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