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Background/purpose: With advancements in computer technology, postsurgical video 
image simulations are becoming more frequently used in orthognathic surgery. 
Simulations can greatly affect decision making by patients and also provide infor-
mation to surgeons and orthodontists. However, most of the current commercial video 
image prediction software is only suitable for patient education but is not precise 
enough for clinical communication and treatment planning. The purpose of this study 
was to evaluate and improve post-orthognathic surgery image predictions.
Materials and methods: In this retrospective study, 30 bimaxillary protrusion patients 
who underwent two jaw surgeries were recruited. Simulations were compared with 
the actual postsurgical facial profile. An artificial neural network (ANN) was used to 
improve the predictions.
Results: The lower lip was the least accurate point, and the prediction error on the 
sagittal plane was +4.0 mm. After applying the ANN to the input data, the prediction 
error was reduced to +0.3 mm with a > 80% improvement rate. The overall probability 
of the prediction errors being < 2 mm was 52% before improvement and 84.5% after 
improvement. Improvement rates of the average prediction errors on the sagittal 
and vertical planes were 43.9% and −6.6%, respectively.
Conclusion: With the help of an ANN, the accuracy and reliability of the postsurgical 
profile video image predictions were greatly improved to a clinically applicable and 
treatment planning level.
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Introduction
Facial esthetic improvement is the main reason 
patients seek surgical correction of dentofacial 
deformities.1 However, the definition of an ideal re-
sult for facial improvement after surgical orthodontic 
treatment is very subjective. Therefore, prevision 
of the improvement has become an important issue 
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among patients, surgeons, and orthodontists.2,3 
Several measures were proposed to predict the post-
surgical facial profile.4−7 With advancements in 
digital imaging technology, profile predictions are 
generated by computer.8−15 However, the accuracy 
and reliability of these simulations and the results 
are often not very satisfactory (Table 1).16−23 Most 
authors suggest that current simulation programs 
are good for patient education but not accurate 
enough for treatment planning. Therefore, it is im-
portant to improve the accuracy and reliability of 
video image simulations. However, during a litera-
ture review, no articles related to improving post-
surgical profile video imaging predictions were 
found. A new methodology should be developed to 
improve video simulations.
Artificial intelligence is a branch of computer 
science capable of analyzing complex medical data. 
Its potential to exploit meaningful relationships 
within a dataset can be used for diagnosis, treat-
ment, and predicting outcomes in many clinical 
scenarios.24 Artificial neural networks (ANNs) are 
biologically inspired computer programs designed 
to simulate the way in which the human brain 
processes information.25 They are systems that can 
learn; in most situations, an operator trains the sys-
tem with a set of input and output data belonging 
to a particular category. If new data of the same 
category but beyond the training set are presented 
to the system, the network can use the learned data 
to predict outcomes with no specific programming 
related to the category of events involved.26
We propose that ANNs possess the ability to im-
prove post-orthognathic surgery image predictions. 
The purpose of this study was to evaluate video 
image predictions after orthognathic surgery and 
improve them with an ANN.
Materials and methods
This research was based on a previous study pub-
lished by Lu et al.16 in 2003. The samples consisted 
of 30 adult patients who met the following criteria: 
(1) having no congenital craniofacial deformities; 
(2) having no head or neck trauma or surgical his-
tory; and (3) having undergone the Wassmund pro-
cedure to set back the anterior maxilla and the 
Köle procedure to set back the anterior mandible 
with or without genioplasty.
Lateral cephalometric radiographs and profile 
photographs were taken within 6 months before sur-
gery and at least 6 months after surgery. The head 
films and photographs were acquired in the natural 
head position with the teeth in centric occlusion 
and the lips in a relaxed posture. There were no 
fixed orthodontic appliances shown on either the 
head films or photographs.
Evaluating the prediction
An (x, y) coordinate system was set up in order to 
evaluate the accuracy of the prediction (Fig. 1). The 
SN plane was defined as the horizontal reference 
Table 1. Literature review of the least accurate area in software prediction of facial soft tissue changes after 
orthognathic surgery
Author Least accurate Predicted error (mm) Sample size Type of surgery Software
Lu et al.16 Lower lip +4.0 ± 2.3 (H) 30 Wassmund maxillary setback DI
 Upper lip +1.7 ± 2.4 (V)  Köle mandibular setback
Kazandjian Upper lip +2.25 ± 3.63 (H) 30 Mandibular setback QC, PoP
et al.18 Lower lip −2.23 ± 2.85 (V)
Sameshima Lower lip +1.71 ± 1.37 (H) 32 Maxillary impaction OTP, PrP
et al.19  +2.88 ± 2.62 (V)
Syliangco Lower lip +1.61 ± 1.24 (H) 39 Mandibular advancement OTP, PrP
et al.20  +1.77 ± 1.26 (V)
Konstiantos Lower lip +1.57 ± 2.0 (H) 21 LeFort I osteotomy DP
et al.21 Pronasal −1.64 ± 1.4 (V)
Hing22 Lower lip +1.9 ± 0.38 (H) 16 Mandibular advancement QC
 Chin −0.5 ± 0.78 (V)
+ = indicates that the predicted landmark was anterior (horizontal) or inferior (vertical) to the actual one; H = horizontal plane; 
V = vertical plane; DI = Dolphin Imaging; − = indicates that the predicted landmark was posterior (horizontal) or superior (vertical) 
to the actual one; QC = Quick Ceph (Orthodontic Processing, CA, USA); PoP = Portrait Planner (Rx Data Inc., TN, USA); 
OTP = Orthognathic Treatment Planner (Pacific Coast Software, CA, USA); PrP = Prescription Portrait (Rx Data Inc.); 
DP = Dentofacial Planner (Dentofacial Software, Toronto, Ontario, Canada).
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plane (x-axis), and a line perpendicular to this 
plane through the sella was defined as the vertical 
reference plane (y-axis). Hard-tissue landmarks 
recorded included the anterior nasal spine (ANS), 
lower incisor root apex (LIX), and pogonion (pog). 
The angle of the upper incisor to the SN plane and 
the lower incisor mandibular plane angle were also 
recorded. Soft-tissue landmarks recorded included 
the tip of the nose (Prn), subnasale (Sn), soft-tissue A 
point (A), upper lip (UL), lower lip (LL), soft-tissue B 
point (B), and soft-tissue pogonion (Pog). Tracings of 
the presurgical and postsurgical cephalograms were 
superimposed at the cranial base to ensure that 
the (x, y) planes were accurately transferred. The 
tracings and photographs were then input into the 
computer, digitized, and superimposed following 
the instructions of the prediction software (Dolphin 
Imaging version 6; Dolphin Imaging & Management 
Solutions, Chatsworth, CA, USA). The perpendicular 
distances of each landmark to both reference planes 
(x- and y-axes) were recorded before and after 
surgery. Treatment changes of hard tissues in each 
case were obtained from the differences between 
the pre- and postsurgical linear measurements. The 
hard-tissue image was moved according to the pre-
scribed distances (the treatment change) using these 
calculations and the visual treatment objective 
function in the software. A predicted postsurgical 
video image was thus generated. The predicted soft-
tissue outline and the corresponding coordinates of 
the soft tissue were also automatically generated. 
Differences in the soft-tissue outline between the 
predicted tracing and the actual profile were com-
pared (error of prediction) to test the accuracy of 
this software.
Improving the prediction with an ANN
Following the instructions of the prediction soft-
ware we used in this study, eight specific hard-tissue 
movements were input into the software to gener-
ate the prediction. In addition, we wanted to 
simplify the improvement procedure and avoid 
modifying the parameters or even reprogramming 
the software. So improving the prediction focused 
on altering the input values to the software.
Twenty of the 30 patients were randomly se-
lected to establish the ANN (Group A) and the other 
10 patients were used to verify the improvement 
(Group B). Manual hard-tissue adjustments were 
performed by one orthodontist and met the ad-
justment requirements (Fig. 2). The requirements 
were the designated soft-tissue point prediction 
errors of < 2 mm in the order of Pog, LL, B, UL, A, 
Sn, and Prn. When the error of the predicted soft-
tissue point was adjusted to the required level, 
the previous soft-tissue points were rechecked to 
ensure that the prediction errors were still in an 
acceptable range (< 2 mm). If the requirements 
were not met after 10 trials, the hard-tissue move-
ments were adjusted to achieve the prediction 
error of the previous soft-tissue point of < 2 mm 
and the prediction error of the present soft-tissue 
point was as close to 2 mm as possible. After the 
adjustment, the adjusted hard-tissue movement 
was recorded and used as a target set of the ANN. 
In order to provide a larger training sample size for 
the ANN, the adjustment procedures were performed 
three times spaced by at least a 1-week interval. 
Sixty datasets were provided to train the ANN.
The ANN was created with the software 
NeuroSolutions version 4.2 (NeuroDimension Inc., 
Gainesville, FL, USA). The adopted neural network 
was set up with two hidden layers. Each hidden layer 
possessed the function of a feed-forward back-
propagation learning algorithm and was composed 
of eight processing elements with the tanh axon 
(Fig. 3). There were eight input neurons for the 
original treatment changes in hard tissues (original 
hard-tissue movement) and eight output neurons 
for adjusted treatment changes of hard tissues 
(adjusted hard-tissue movement). The input data 
included the movements of the ANS on the x- and 
y-axes, Pog on the x- and y-axes, the angle of upper 
incisor to SN plane, the lower incisor root apex on 
the x- and y-axes, and the lower incisor mandibular 
plane angle. The original hard-tissue movements of 
Group A were used as the learning set. The manually 
SN vertical
(y-axis)
SN (x-axis)
Pog Pog′
B′
A′
LL 
UL 
Sn
ANS Prn
N 
S 
LIX 
Fig. 1 Cephalometric landmarks used in this study. A = 
soft-tissue A point; B = soft-tissue B point; LIX = lower 
incisal apex; LL = lower lip; N = nasion; Pog = pogonion; 
Pog = soft-tissue pogonion; Prn = tip of the nose; S = sella; 
Sn = subnasale; UL = upper lip.
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adjusted hard-tissue movements of Group A were 
used as the target set. The ANN was then trained.
Evaluating the improved prediction
Group B patients were used to test the accuracy of 
the improvement. The original hard-tissue move-
ments of each patient in Group B were input to the 
trained ANN, and an adjusted hard-tissue move-
ment was then generated. These new generated 
values were input to the prediction software, and 
an improved postsurgical video image prediction 
was then produced. The prediction errors between 
the actual final profile and the improved predicted 
soft-tissue outline were calculated and compared 
with those without improvement.
Results
Original prediction errors
Data of the original prediction errors were derived 
from a previous study by Lu et al.16 When comparing 
Check if previous
adjusted soft tissue
error < 2 mm
Check if previous
adjusted soft tissue
error < 2 mm
Pog′
A′
LL 
Sn 
UL B′
Prn 
EPog′ < 2 mm
EA′ < 2 mm
ELL < 2 mm
EUL < 2 mm
ESn < 2 mm
EB′ < 2 mm
EPrn < 2 mm
Complete
Fig. 2 Adjustment requirement flow chart. A = soft-tissue A point; B = soft-tissue B point; E = prediction error; LL = 
lower lip; Pog = soft-tissue pogonion; Prn = tip of the nose; Sn = subnasale; UL = upper lip.
Input layer Hidden layers Output layer
Fig. 3 Architectural graph of the adopted neural network. This network consisted of one input layer, two hidden 
layers, and one output layer. Each layer possessed eight neurons.
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the landmarks located in the computer-generated 
prediction with the actual profile change on the 
sagittal plane (Table 2), mean differences of < 1 mm 
between the two groups were seen in three of 
seven soft-tissue measurements, including the tip 
of the nose, soft-tissue A point, and the upper lip. 
The most accurate region was located at soft-tissue 
A point. The largest difference was shown in the 
region of the lower lip. In general, the predictions 
tended to underestimate the amount of soft-tissue 
retraction except for the subnasale and soft-tissue 
pogonion.
When comparing landmarks of the computer-
generated prediction with the actual profile changes 
on the vertical plane, mean differences of < 1 mm 
between the two groups were seen in six of seven 
soft-tissue measurements, including the tip of the 
nose, subnasale, soft-tissue A point, the lower lip, 
soft-tissue B point, and soft-tissue pogonion. The 
greatest differences were seen in the region of 
the upper lip with an average of 1.7 mm. The most 
accurate prediction was located at soft-tissue B 
point.
When the data were divided into three catego-
ries (errors of < 1, 1−2, and > 2 mm), the frequency 
of the prediction errors on the sagittal plane (Table 
3) presented a wide range of standard deviations 
(SDs) with a significant bipolar spread, especially 
in the region of the lower lip. Eighty percent of 
the predictions had a difference of > 2 mm in the 
lower lip region. The most reliable region of the 
prediction was located at the tip of the nose, with 
Table 2. Prediction errors*
 Sagittal plane Vertical plane
 Original prediction†  Improved prediction Original prediction† Improved prediction
 (mm) (mm) (mm) (mm)
Tip of the nose +0.5 ± 1.2 +0.7 ± 1.5 −0.5 ± 1.5 +0.1 ± 1.8
Subnasale −1.7 ± 2.1 −2.4 ± 1.1 −0.8 ± 1.5 −1.0 ± 1.4
Soft-tissue A point +0.1 ± 2.0 0 ± 1.2 +1.0 ± 2.6 +0.2 ± 1.1
Upper lip +0.8 ± 2.7 +0.6 ± 1.0 +1.7 ± 2.4 +0.6 ± 0.9
Lower lip +4.0 ± 2.3 +0.8 ± 1.0 +0.3 ± 3.6 −0.1 ± 1.2
Soft-tissue B point +3.2 ± 3.0 0 ± 1.6 −0.1 ± 3.4 +0.5 ± 1.8
Soft-tissue pogonion −1.3 ± 3.2 +0.2 ± 0.9 +0.8 ± 3.7 −0.1 ± 0.7
*Data are presented as X (average of differences between the prediction and actual final result) ± SD (standard deviation of 
differences between prediction and actual final result); †data of the original prediction derived from a previous study.16 + = indi-
cates that the predicted landmark was anterior (sagittal) or inferior (vertical) to the actual one; − = indicates that the predicted 
landmark was posterior (sagittal) or superior (vertical) to the actual one.
Table 3. Frequency of the prediction errors*
 Sagittal plane Vertical plane
 Original prediction† (%) Improved prediction (%) Original prediction† (%) Improved prediction (%)
 < 1 mm 1−2 mm > 2 mm < 1 mm 1−2 mm > 2 mm < 1 mm 1−2 mm > 2 mm < 1 mm 1−2 mm > 2 mm
Tip of the 63 27 10 50 30 20 60 20 20 60 20 20
 nose
Subnasale 17 27 57  0 50 50 63 13 23 60 20 20
Soft-tissue 33 37 30 50 40 10 27 23 50 60 40  0
 A point
Upper lip 33 13 53 50 40 10 30 30 40 70 30  0
Lower lip  7 13 80 70 10 20 17 37 47 60 20 20
Soft-tissue 13 20 67 20 50 30 23 30 47 60 20 20
 B point
Soft-tissue 23 20 57 70 30  0 10 23 67 80 20  0
 pogonion
Overall‡ 27 22 51 44 36 20 33 25 42 64 24 12 
*Prediction errors were divided into three categories: errors of < 1, 1∼2, and > 2 mm; †data of original prediction derived from 
a previous study;16 ‡the overall value is the average of all prediction errors.
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a difference of < 1 mm in 63% and < 2 mm in 90%. 
The overall region presented 49% prediction errors 
of < 2 mm on the sagittal plane.
The frequency of prediction errors on the verti-
cal plane was more concentrated when compared 
with those on the sagittal plane. The most reliable 
region of prediction was located at the tip of the 
nose and subnasale with 60% and 63% errors of
< 1 mm, respectively. The least reliable region was 
located at the soft-tissue pogonion with only 10% 
of the prediction errors of < 1 mm. The overall re-
gion presented 58% of prediction errors of < 2 mm 
on the vertical plane.
The distribution of prediction errors was plot-
ted as scattergrams (Fig. 4). The individual points 
of the scattergrams were obtained from subtract-
ing the actual final landmarks from the predicted 
landmarks. The scattergram of the original predic-
tions showed that the prediction error of distribu-
tion of the tip of the nose and subnasale was more 
accurate and concentrated. The tip of the nose, the 
lower lip, and soft-tissue B point were estimated 
to be in a more anterior position. The subnasale 
was estimated to be in a more posterosuperior po-
sition. The upper lip was estimated to be in a more 
inferior position.
Improved prediction errors
When comparing landmarks of the improved com-
puter-generated prediction with the actual profile 
change on the sagittal plane (Table 2), mean differ-
ences of < 1 mm between the two groups were seen 
in six of seven soft-tissue measurements, including 
the tip of the nose, soft-tissue A point, the upper 
lip, the lower lip, soft-tissue B point, and the soft-
tissue pogonion. The most accurate regions were 
located at soft-tissue A and B points. The largest 
differences were shown in the region of the subna-
sale. In general, the predictions tended to under-
estimate the amount of soft-tissue retraction 
except for at the subnasale.
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Fig. 4 Scattergrams of the prediction errors. Individual points in the scattergrams were obtained by the coordinates 
of the predicted landmarks minus those of the actual final landmarks. Positive values indicate that the predicted 
landmarks were anterior (x-axis) or inferior (y-axis) to the actual ones, while negative values indicate that the 
predicted landmarks were posterior (x-axis) or superior (y-axis) to the actual ones. Those labeled “improved” were 
scattergrams with improved predictions. B = soft-tissue B point; A = soft-tissue A point; Pog = soft-tissue pogonion.
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When comparing landmarks of the improved 
computer-generated prediction with the actual 
profile changes on the vertical plane, mean differ-
ences of < 1 mm between the two groups were seen 
in six of seven soft tissue measurements, including 
the tip of the nose, soft-tissue A point, the upper lip, 
the lower lip, soft-tissue B point, and the soft-tissue 
pogonion. The greatest differences were seen in the 
region of the subnasale with an average of 1.0 mm. 
The most accurate prediction was located at the 
soft-tissue pogonion.
The frequency of the improved prediction errors 
(Table 3) of the sagittal plane was located more in 
the region of < 1 mm compared with those without 
improvement. The most reliable region of the pre-
diction was located at the soft-tissue pogonion, with 
a difference of < 1 mm in 70% and < 2 mm in 100%. 
The second most reliable region was located at the 
lower lip, with a difference < 1 mm in 70% and < 2 mm 
in 80%. The least reliable region of the prediction 
was located at the subnasale with a difference 
> 2 mm in 50%. The overall region presented 80% of 
prediction errors of < 2 mm on the sagittal plane.
The frequency of prediction errors on the verti-
cal plane was more concentrated when compared 
with those on the sagittal plane. The most reliable 
region of prediction was located at the tip of the 
nose and subnasale with 60% and 63% errors of 
< 1 mm, respectively. The least reliable region was 
located at the soft-tissue pogonion with only 10% 
of the prediction errors of < 1 mm. The overall re-
gion presented 58% of prediction errors of < 2 mm 
on the vertical plane.
After improvement, the scattergrams (Fig. 4) 
showed that the prediction errors of distribution 
were more concentrated than those without im-
provement. The tip of the nose, the upper lip, and 
the lower lip were estimated to be in a more ante-
rior position. The subnasale was estimated to be in 
a more posterosuperior position. Soft-tissue B point 
was scattered around the origin of the coordinates, 
while the soft-tissue pogonion was distributed near 
the origin of the coordinates. When comparing 
the distribution of Group B samples with and with-
out improvement (Fig. 5), we found that the distri-
bution of errors with improvement were more 
concentrated and also closer to the origin of the 
coordinates. Because of smaller prediction errors 
before improvement, the distribution of the scat-
tergram of the tip of the nose with and without 
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Fig. 5 Scattergrams of the prediction errors of Group B with and without improvement.  = prediction errors without 
improvement;  = prediction errors with improvement. A = soft-tissue A point; B = soft-tissue B point; Pog = soft-tissue 
pogonion.
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improvement was similar. The scattergram of the 
subnasale showed that the prediction errors with 
improvement were concentrated to the center of 
those without improvement. The scattergram of 
the soft-tissue A point, the upper lip, and the soft-
tissue pogonion showed that the improved predic-
tion errors were concentrated to the center of those 
without improvement and were also concentrated 
to the origin of the coordinates. The scattergram 
of the lower lip and soft-tissue B point showed that 
the prediction errors with improvement were con-
centrated toward the origin of the coordinates.
Examples of predicted profile images, actual 
postsurgical profiles, and predicted profile images 
with improvement are presented in Fig. 6.
Performance of the ANN
In order to evaluate the improvement ability of the 
AAN for each soft-tissue point, the improvement 
rates were calculated and are listed in Table 4. 
The improvement rate of the average error was 
defined as:
|average error of prediction| − |average 
error of improved prediction|
 × 100%
|average error of prediction|
The improvement rate of the SD was defined as:
|SD of prediction error| − |SD of improved 
prediction error|
 × 100%
|SD of prediction error|
On the sagittal plane, the lower face region 
showed better improvement when compared with 
all samples. The improvement rates exceeded 80%. 
Soft-tissue A and B points were the most greatly 
improved and showed 100% improvement rates. This 
means that the prediction errors were eliminated, 
Fig. 6 Two examples of the video prediction and improved video prediction. The computer-generated prediction, 
actual final image, and improved prediction are represented by the left, middle and right images. Note the differ-
ences in the lip region among these images. The improved predictions were more similar to the actual final images.
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and the average error was 0. The improvement 
rate of the least accurate point, the lower lip, was 
80%. The improvement rates of the tip of the nose 
and subnasale were negative and showed that the 
improvement actually made them less accurate. 
Most SDs of the soft-tissue points improved except 
for the tip of the nose. The soft-tissue point that 
possessed the largest SD, the soft-tissue pogonion, 
had the highest improvement rate of the SD. The 
improvement rates of the upper and lower lips ex-
ceeded 50%. On average, the improvement rate of 
the average error on the sagittal plane was 43.9%, 
and that of the SD was 42.9%.
On the vertical plane, the soft-tissue pogonion, 
the soft-tissue A point, and the tip of the nose 
possessed the largest improvement rate of average 
errors when compared with all samples. The im-
provement rates of these points exceeded 80%. The 
most greatly improved point was the soft-tissue 
pogonion which showed 87.5% improvement. The 
improvement rate of the least accurate point, 
the upper lip, was 64.7%. The improvement rate of 
the most accurate point, the soft-tissue B point, 
was −400%. The improvement rate of the SD of the 
soft-tissue pogonion was the highest, while that of 
the tip of the nose was the lowest. The improvement 
rate of the average error of the tip of the nose was 
80%; however, the improvement rate of the SD was 
−20%. This shows that the range of the error distri-
bution was wider after improvement at this soft-
tissue point. On average, the improvement rate of 
the average error on the vertical plane was −6.6%, 
and the improvement rate of the SD was 43.1%.
Generally, the overall improvement rate of the 
average error was 18.7%, and the overall improve-
ment rate of the SD was 43.0%.
Discussion
The basic model of ANNs was proposed by Warren 
McCulloch (a neurologist) and Walter Pitts (a math-
ematician) in 1943.27 They developed a neural 
network using simple binary threshold functions. 
According to Mitchell,28 ANNs provide powerful tools 
to approach real situations by learning examples. 
They provide powerful effects in visual recognition, 
acoustic recognition, and image recognition. They are 
able to find useful information among original data 
and establish a model for decision making and re-
sults prediction. A feed-forward back-propagation 
learning ANN29 was used in this study. Such net-
works are made up of layers of neurons, typically 
an input layer, one or more hidden layers, and an 
output layer. Each layer is fully connected to the 
other layers. The neurons are connected by links that 
are associated with numerical weightings. A neural 
network learns from its experience in a training 
environment through repeated adjustments of these 
weightings.
ANNs are widely used in medical research.30−39 
Folland et al.31 used an ANN to discriminate cardiac 
sounds. They used multilayer perceptron and radial 
basis function for their neural network. The results 
showed that the abilities to discriminate abnormal 
cardiac sounds were 84% and 88%. Spicker et al.32 
Table 4. Improvement rate
 Sagittal plane Vertical plane
 Avg (%) Std (%) Avg (%) Std (%)
Compared with all samples
 Tip of the nose −40.0 −25.0 +80.0 −20.0
 Subnasale −41.2 +47.6 −25.0 +6.7
 Soft-tissue A point +100.0 +40.0 +80.0 +57.7
 Upper lip +25.0 +63.0 +64.7 +62.5
 Lower lip +80.0 +56.5 +66.7 +66.7
 Soft-tissue B point +100.0 +46.7 −400.0 +47.1
 Soft-tissue pogonion +83.3 +71.9 +87.5 +81.1
Compared with Group B
 Tip of the nose 0.0 0.0 +66.7 +5.3
 Subnasale −20.0 +56.0 −25.0 −7.7
 Soft-tissue A point +100.0 +40.0 +66.7 +56.0
 Upper lip +14.3 +56.5 +50.0 +47.1
 Lower lip +77.8 +58.3 +80.0 +68.4
 Soft-tissue B point +100.0 +36.0 +44.4 +41.9
 Soft-tissue pogonion +33.3 +75.7 +88.9 +73.1
Avg = improvement rate of the average error; Std = improvement rate of the standard deviation.
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predicted the sequence of human p53 tumor sup-
pressor gene with an ANN. Ortolani et al.33 used an 
ANN to monitor changes in electroencephalographs 
(EEGs) in order to determine the anesthetic depth 
of patients. The EEGs of 150 patients were used for 
the input data, and the anesthetic depth judged 
by the anesthetist was used as the target set. 
Another 50 patients were used to test the system, 
and they found that this ANN was able to detect 
the anesthetic depth of patients. Baxt et al.34 used 
an ANN to quickly diagnose patients with chest pain 
and discriminate ones with acute cardiac infarc-
tion. They trained the ANN with 2204 patients with 
chest pain and a final diagnosis. The symptoms and 
signs of another 128 patients with acute cardiac 
infarction were input into the system, and 121 pa-
tients were correctly diagnosed. They concluded 
that this system was useful for preliminarily diag-
nosing patients in the emergency room. Lo et al.37 
predicted breast cancer invasion with ANNs. Nine 
mammographic findings and patient age were used 
as input data, and the results of a biopsy were 
used as the output data. They found that the spe-
cificity of this system was 100% and the sensitivity 
was 71%, and thought this knowledge might help in 
surgical planning and to reduce the costs and mor-
bidity of unnecessary biopsies. In dentistry, ANNs 
are also used for diagnosis and screening. Devito 
et al.38 used an artificial multilayer perceptron 
neural network to diagnose proximal caries. They 
trained the network with 160 radiographic images 
and found that the diagnostic improvement using 
the neural network was 39.4%. The results were 
better than the average of the examiners. Radke 
et al.39 differentiated normal temporomandibular 
joints and non-reducing displaced disks with an 
ANN. All normal subjects were detected as normal 
patients with 100% specificity, while 86.8% of pa-
tients were correctly classified. Speight et al.30 uti-
lized an ANN for oral cancer screening; they trained 
the network with 1662 samples and used another 
365 samples for the test. They found the sensitiv-
ity to be 0.80 and the specificity to be 0.77. For 
general dentists, the screening sensitivity was 0.74 
and the specificity was 0.99. The authors thought 
that this ANN was applicable considering the 
costs.
According to research by Romani et al.40, nearly 
50% of orthodontists surveyed could not detect 
changes of 2 mm in vertical movement of the max-
illa. In the present study, 2 mm was chosen as the 
threshold of tolerance for improved prediction error 
in order to establish the target set of the ANN. To 
set up the sequence of the soft-tissue check points 
when modifying hard-tissue movements, the less 
accurate points were improved first. In this study, 
the lower lip and chin region was a less accurate 
region and the upper lip and nose region was a rel-
atively accurate region. Thus, the sequence of soft-
tissue check points began from Pg then LL, B, UL, 
A, Sn, and ended at Prn.
Although ANNs are widely used in the fields of 
both medicine and dentistry, they are mainly used 
in decision making, diagnosis, and prognosis pre-
diction.24 No article regarding improving postsurgi-
cal facial profile imaging predictions was found 
during a literature review. Thus, comparisons with 
similar studies in the literature are difficult to 
make. However, the present study shows another 
potential application of ANNs in dentistry.
The results of the present study confirmed that 
ANNs are able to improve the postsurgical facial 
profile prediction to a clinically applicable level. 
After the improvement by the ANN, most of the 
prediction errors were < 1 mm, except for the sub-
nasale. The improvement rate of the subnasale was 
also the worst among the evaluated soft-tissue 
landmarks. A similar situation was found at the tip 
of the nose. This might have been due to the method 
of gaining the target set in this study. In this study, 
the movement of hard tissue was adjusted in order 
to make the prediction more accurate. After one 
soft-tissue point achieved a prediction error of 
< 2 mm by changing the hard-tissue movement, we 
went to the next soft-tissue point. It is possible 
that we adjusted the prediction error of the present 
soft-tissue point to < 2 mm but made the predic-
tion error of the previous soft-tissue points > 2 mm. 
In our protocol, this change would be abandoned, 
and all prediction errors of the previous soft-tissue 
points should remain < 2 mm. The sequence of the 
adjustments was the soft-tissue pogonion, the lower 
lip, soft-tissue B point, the upper lip, soft-tissue A 
point, the subnasale, and the tip of the nose. The 
prediction error of the nose region was of least 
concern, and this might have led to less improve-
ment or even a worse prediction.
From the scattergrams, we found that the im-
proved prediction errors were concentrated in the 
origin of the coordinate and/or to the center of 
original prediction errors. It seemed that the im-
provement in the ANN was to eliminate the most 
dispersed points and become concentrated at the 
center of the distribution and the origin of the 
coordinates.
On the vertical plane, the improvement rate of 
the most accurate point, soft-tissue B point, was 
−400%. The improvement rate of this point seemed 
to be very poor; however, the average prediction 
error of this point after improvement was rather 
small (0.5 mm). When compared with Group B sam-
ples only, the improvement rate was 44% (Table 4). 
This might have been due to the average predic-
tion error of the soft-tissue B point of all samples 
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being smaller than that of Group B, thus the value 
of the improvement rate was negative.
In this study, the target set of the ANN was ob-
tained by manual adjustment. This means that the 
intelligence of the operator to make the predicted 
image more similar to the final actual image was 
transplanted to the artificial network. The artifi-
cial networks process this intelligence with math-
ematical variables which are optimized during the 
training process. According to Scott et al.41, the 
accuracy of the new predictions of the artificial 
network depends upon the completeness of the 
training process and the degree to which the train-
ing cases represent the population for which the 
network will be used. Because of the limited sam-
ple size in this study, the manual adjustment was 
repeated three times in order to provide more train-
ing samples for the ANN. The repeated manual ad-
justment of a specific case might be similar; however, 
it was regarded as an independent case, because 
each adjustment provided the independent predic-
tion intelligence and a representative population 
for the ANN.
Because of limitations of the prediction software, 
the hard-tissue movement of the ANS, Pog, lower 
incisor root apex, angle of upper incisor to the SN 
plane, and lower incisor mandibular plane angle 
were the only values we were able to modify and 
improve the predictions. The prediction might be 
more accurate and reliable if more variables, such 
as surgical and orthodontic methods, were able to 
be input to and adjusted by the ANN.
Conclusion
1.  The tip of the nose and the upper lip were the 
most reliable areas when using the video simu-
lation to predict the postsurgical outcomes with 
bimaxillary protrusion surgery.
2.  The prediction of the lower lip was the least 
accurate area and tended to underestimate the 
amount of soft-tissue retraction.
3.  The frequency of the overall prediction errors 
of < 2 mm without improvement was 52%.
4.  With the improvement of the ANN, the average 
prediction errors and SDs were smaller, and the 
error distribution became more concentrated.
5.  With the improvement of the ANN, the frequency 
of the overall prediction errors of < 2 mm was 
84.5%.
6.  The improvement rates of the ANN were 18.7% 
for average errors and 43.0% for the SDs.
7.  The ANN possesses the ability to improve the 
postsurgical video image profile predictions to 
a clinically applicable and treatment planning 
level.
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