Introduction {#s1}
============

The brain is organized at multiple spatial scales ranging from individual neurons to systems of distributed brain areas ([@BHT056C60]). The identification of brain areas has been largely based on finding reliable differences in one or more features related to cellular/subcellular architecture, connectivity, topography, or function (e.g., [@BHT056C24]). Observations anchored on the convergence of these features have facilitated precise delineation of discrete brain areas; for example, the borders of area MT in the macaque (also known as area V5) can be defined by MT\'s independent representation of the visual field, the presence of neurons with sensitivity to particular properties of visual motion, distinct patterns of incoming and outgoing connections, and the thick band of myelin that is present in layer IV (e.g., Van [@BHT056C74]).

Efforts to parcellate the human brain into a map of areas date back at least to the beginning of the 20th century (e.g., [@BHT056C10]; [@BHT056C78]). These seminal studies relied on detailed histological analysis of postmortem brains and have guided our descriptions of human brain organization and function. However, many area parcellations have been found to be either incomplete or inaccurate; accordingly, descriptions of brain areas are continually revised and modified as parcellation methods continue to be developed ([@BHT056C70]; [@BHT056C85]). Most recently, the introduction of neuroimaging has made it feasible to noninvasively parcellate the brain\'s cortical and subcortical structures.

Many immediate and tangible benefits would result from successful parcellation of the human brain using neuroimaging. A clear picture of the organization of functional areas in individual subjects would allow deeper insights into underlying functional anatomy (e.g., [@BHT056C20]). Subject-specific parcellation would allow straightforward analyses within a subject by identifying individual regions of interest (e.g., [@BHT056C56]). Individual parcellations could enhance cross-subject analysis both at the level of regions (cf. ([@BHT056C67])) and improve intersubject registration using functional features in addition to anatomical features (e.g., [@BHT056C55]). Most recently, there has been a surge of interest to characterize functional and anatomical "connectomes" ([@BHT056C66]; [@BHT056C75]); a method that could reliably parcellate the brains of individual subjects could drive rational node definition for the purposes of the analysis of large-scale brain networks ([@BHT056C83]).

Brain parcellation using neuroimaging is still a nascent enterprise, often resulting in parcellations that are either incomplete or incompatible with one another. For example, an effective strategy to parcellate sensory brain areas involves mapping the ordered projection of a sensory surface (e.g., the retina, skin, or cochlea) within brain areas that exhibit a topographic organization of that sensory input (e.g., [@BHT056C61]; [@BHT056C27]; for review see [@BHT056C79]). However, many areas do not map to a specific sensory surface in a clear and discernable way.

Beyond topographic mapping, parcellations have also been obtained using imaging sequences sensitive to cyto-, myelo-, and chemoarchitecture (e.g., [@BHT056C31]; [@BHT056C13]; for review see [@BHT056C70]). In many of these cases, the basic strategy has been to identify borders between areas by identifying transitions in the given property. Parcellations have also been derived by examining transitions in the patterns of interareal relationships, including anatomical connectivity via fiber bundles measured using diffusion imaging (e.g., [@BHT056C37], [@BHT056C38]; [@BHT056C7]; [@BHT056C6]; [@BHT056C36]; [@BHT056C44]) and functional connectivity measured by correlations of low-frequency blood oxygenation level-dependent (BOLD) signal acquired during resting wakefulness \[i.e., resting-state functional connectivity (RSFC) magnetic resonance imaging (MRI); [@BHT056C14]; [@BHT056C49]; [@BHT056C50]; [@BHT056C5]; [@BHT056C33]; [@BHT056C40]\]. As with topographic mapping, parcellation strategies that identify boundaries detected by a specific imaging modality can be limited in their applicability to particular expanses of the brain. For example, imaging sequences sensitive to the myelin content of gray matter can be highly effective in delineating areas with differential levels of myelination \[e.g., the stria of Gennari that defines the primary visual cortex (V1; [@BHT056C29]), or the thick layer of myelin in layer IV of visual area 5 (V5/MT; [@BHT056C2]; [@BHT056C72])\], but considerable portions of the cerebral cortex remain undifferentiated by myelin content alone (e.g., [@BHT056C30]; [@BHT056C31]).

An alternative possibility is to parcellate brain areas by dissociating them based on their patterns of evoked activity. If a battery of task and stimulus manipulations was available that was capable of eliciting activity in every brain area, brain parcellation might be accomplished by dissociating the brain areas based on their function. However, both the ideal experimental battery and the specific contrasts to identify accurate area divisions are uncertain. Further, collecting a large experimental battery on every subject for which parcellation is required may require unreasonably long data acquisition sessions.

Thus, the development of complementary parcellation strategies is necessary. Here, we present an approach for brain area parcellation inspired by "snowball sampling" methods employed in the social network sciences (e.g., [@BHT056C32]; [@BHT056C80]). Snowball sampling works on the assumption that members of a population of interest are typically able to identify one another via shared relations (e.g., a social network of musicians in a community). Snowball sampling relies on starting with a potential member of the social network of interest (e.g., a known musician), identifying that individual\'s acquaintances who share the feature of interest (e.g., playing an instrument), identifying the acquaintances\' instrument playing acquaintances, and so forth, until a sample of individuals who reasonably represent a network of musicians have been identified. This general approach has also been used to identify network members in other domains, such as technological networks (e.g., to describe the world-wide web through web-page links ([@BHT056C1]) and even neural networks at the level of synaptic connections ([@BHT056C35]).

The application to identification of brain areas with neuroimaging should be apparent: Snowball sampling could be used to identify the areas to which a starting area is related (its neighbors), the areas to which the neighbors are related (neighbors of neighbors), and so forth, until a large collection of related brain areas are revealed. The fundamental requirement of snowball sampling is the ability to measure relationships between objects of interest. For our snowball sampling approach, we use RSFC as a basis for defining relationships between areas of the brain. RSFC is defined by the correlation of low-frequency (e.g., \<0.08 Hz) BOLD signal fluctuations obtained in the absence of imposed tasks ([@BHT056C8]; for reviews see [@BHT056C28]; [@BHT056C9]). Although RSFC relationships are likely mediated by anatomical connectivity, they are not restricted to direct structural connections ([@BHT056C76]; [@BHT056C34]; for reviews see [@BHT056C19]; [@BHT056C83]).

This report describes the use of snowball sampling using RSFC relationships (RSFC-Snowballing) to identify area centers across broad expanses of the brain. While the term "area" is conventionally restricted to parcellations of the cerebral cortex, for brevity we will use the term more generally throughout this report, in reference to cortical areas as well as subdivisions of subcortical nuclei and the cerebellum. This strategy is complementary to yet distinct from approaches that attempt to identify the locations where a given property transitions (boundary mapping), in that it attempts to highlight the central parts of brain areas rather than the boundaries between them.

To foreshadow what follows, we will start with a description of the general method of RSFC-Snowballing by beginning with a single starting location and by iteratively mapping its functional correlations. We will then describe how this basic process can be applied more broadly to estimate area centers by aggregating the results from numerous starting locations. Following this, we will highlight the utility of RSFC-Snowballing for parcellating cortical and subcortical structures and then demonstrate how the parcellation is largely invariant to numerous parameters \[e.g., starting locations, correlation threshold, radius of the seed region of interest (ROI)\]. Next, we will describe the application of the RSFC-Boundary Mapping technique ([@BHT056C14]) to parcellate a subject\'s cortical surface. We will then perform direct comparisons of our RSFC parcellation methods (RSFC-Snowballing and RSFC-Boundary Mapping), assess their correspondence, and also report measurements of the reliability of parcellations both within and across subjects. We will conclude by describing initial steps in comparing RSFC parcellation with area identification defined by task-evoked data, yielding evidence that our RSFC parcellation methods identify functionally meaningful entities.

Subjects and General Methods {#s2}
============================

Subjects and Data Acquisition Parameters {#s2a}
----------------------------------------

Subjects were recruited from the Washington University community and were screened with a self-report questionnaire to ensure that they had no current or previous history of neurological or psychiatric diagnosis. Informed consent was obtained from all subjects. The study was approved by the Washington University School of Medicine Human Studies Committee and Institutional Review Board.

RSFC data were collected from subjects who were instructed to relax while fixating on a black crosshair against a white background. Single-subject analyses focused on 8 subjects (3 females, mean age = 26 years, age range = 24--27 years). For each subject, 4 runs \[2.5 s repetition time (TR), 128 steady-state frames (320 s) per run\] were acquired in each scan session during 2 separate sessions that were separated by multiple intervening days (average interval of 20 days intervening between the 2 scan sessions; range: 7--53 days).

Data Acquisition Parameters {#s2b}
---------------------------

For the resting-state data sets, structural and functional MRI (fMRI) data were obtained with a 3.0-T Siemens MAGNETOM Trio Tim Scanner (Erlangen, Germany) and a Siemens 12-channel head matrix coil. To help stabilize the head position, each subject was fitted with a thermoplastic mask fastened to holders on the headcoil. A *T*~1~-weighted sagittal magnetization-prepared rapid acquisition gradient-echo (MPRAGE) structural image was obtained \[echo time (TE) = 3.08ms, TR(partition) = 2.4 s, time to inversion = 1000 ms, flip angle = 8°, 176 slices with 1 × 1 × 1 mm voxels; [@BHT056C47]\]. An auto align pulse sequence protocol provided in the Siemens software was used to align the acquisition slices of the functional scans parallel to the anterior commissure--posterior commissure plane and centered on the brain. This plane is parallel to the slices in the Talairach atlas ([@BHT056C68]). Functional imaging was performed using a BOLD contrast sensitive gradient-echo echo-planar sequence (TE = 27 ms, flip angle = 90°, in-plane resolution = 4 × 4 mm). Whole-brain echo-planar imaging (EPI) volumes (magnetic resonance frames) of 32 contiguous, 4-mm thick axial slices were obtained every 2.5 s. A *T*~2~-weighted turbo spin echo structural image (TE = 84 ms, TR = 6.8 s, 32 slices with 1 × 1 × 4 mm voxels) in the same anatomical planes as the BOLD images was also obtained to improve alignment to the atlas.

Data Preprocessing {#s2c}
------------------

### Standard fMRI Preprocessing {#s2c1}

Functional images were first processed to reduce artifacts ([@BHT056C46]). These steps included: 1) Correction of odd versus even slice intensity differences attributable to interleaved acquisition without gaps, 2) correction for head movement within and across runs, and 3) across-run intensity normalization to a whole-brain mode value of 1000. Atlas transformation of the functional data was computed for each individual using the MP-RAGE scan. Each run was then resampled to an isotropic 3-mm atlas space ([@BHT056C68]), combining movement correction and atlas transformation in a single cubic spline interpolation ([@BHT056C42]; [@BHT056C65]). This single-interpolation procedure avoids blurring that would be introduced by multiple interpolations. All subsequent operations were performed on the atlas-transformed volumetric time series.

### RSFC-Specific Preprocessing {#s2c2}

For RSFC analyses, several additional preprocessing steps were utilized to reduce spurious variance unlikely to reflect neuronal activity. RSFC preprocessing was performed in 2 iterations. In the first iteration, RSFC preprocessing included, in the following order: (i) Multiple regression of nuisance variables from the BOLD data, including whole-brain signal (cf. [@BHT056C57]), ventricular signal, white matter signal, 6 detrended head realignment parameters obtained by rigid-body head motion correction, and the first-order derivative terms for all aforementioned nuisance variables, (ii) a temporal band-pass filter (0.009 \< *f* \< 0.08 Hz), and (iii) volumetric spatial smoothing (a 6-mm full-width at half-maximum in each direction).

Following the initial RSFC preprocessing iteration, and to ameliorate the effect of motion artifact on RSFCs, data were processed following the recently described "scrubbing" procedure ([@BHT056C52]). Temporal masks were created to flag motion-contaminated frames, so that they could be ignored during subsequent nuisance regression and correlation calculations. Motion-contaminated volumes were identified by frame-by-frame displacement (FD, calculated as the sum of absolute values of the differentials of the 3 translational motion parameters and 3 rotational motion parameters) and by frame-by-frame signal change (DVARS). Volumes with FD \>0.3 mm or DVARS \>3% signal change were flagged. In addition, the 2 frames acquired immediately prior to each of these frames and the 2 frames acquired immediately after these frames were also flagged to account for the temporal spread of artifactual signal resulting from the temporal filtering in the first RSFC preprocessing iteration.

The RSFC preprocessing steps outlined above (steps i--iii; including nuisance regression, temporal filtering, and volumetric smoothing) were applied in the second iteration on RSFC data that excluded volumes flagged during motion scrubbing. Following all RSFC preprocessing steps outlined above, one subject\'s day 2 data had an insufficient number of frames remaining following movement scrubbing (48 frames) and this session was excluded from all analyses. The mean percent of frames excluded from the remaining subjects was 15.9% (range: 3.8--38.0%; minimum of 327 frames remaining per subject).

Methods/Results 1: Implementation and Demonstration of RSFC-Snowballing {#s3}
=======================================================================

RSFC-Snowballing Basic Methods {#s3a}
------------------------------

RSFC-Snowballing is an iterative procedure that uses seed-based RSFC to identify locations correlated with a starting seed location (i.e., the "neighbors" of the seed, in a graph theoretic sense), then identifies the neighbors of the neighbors, and so forth. It is important to be clear that a neighbor of a given seed need not be physically adjacent to the seed, but rather is defined by the presence of a RSFC relationship above a given threshold. Adopting the naming convention of snowball sampling in social network analysis ([@BHT056C80]), each iteration of identified neighbors is termed a "zone." A diagram of the basic process is presented in Figure [1](#BHT056F1){ref-type="fig"}*a* using an initiating seed ROI placed in the posterior cingulate cortex (pCC; Montreal Neurological Institute coordinates: 0 --45 42 obtained from [@BHT056C81]), an area of the "default system" ([@BHT056C63]; [@BHT056C54]). It should be apparent that the locations (neighbors) correlated with a given seed location are typically the clusters of contiguous voxels that can have a varying extent. We can represent each of the clusters as their local maxima (i.e., peak voxel coordinate locations) and then seed these locations to identify neighbors over subsequent zones. By aggregating the peak voxel coordinate locations identified over multiple zones, a whole-brain voxel-wise map can be produced that reflects a spatial distribution of the identified peaks as well as a measure of the number of times each peak was identified (i.e., its magnitude or peak density). Following three zones of snowballing, the pCC\'s peak density map includes voxels in other areas of the default system, including the angular gyrus, dorsal and medial prefrontal cortex, middle frontal gyrus, and medial and lateral temporal cortex (Fig. [1](#BHT056F1){ref-type="fig"}*b*). Figure 1.RSFC-Snowballing is an iterative procedure that identifies and combines the neighbors (peaks) of seed-based resting-state correlations over multiple zones to produce a peak density map for the starting seed location. (*a*) RSFC-Snowballing is depicted using the posterior cingulate cortex (pCC) as a starting seed location. While we have restricted our depiction of the procedure to the neighbors of a subset of regions within each zone set, the procedure is replicated across all identified neighbors in every zone of snowballing. (*b*) The neighbor locations (i.e., voxel coordinates) identified across all zones are tallied in the pCC peak density map, which reflects the spatial distribution of peaks identified following RSFC-Snowballing of the pCC. The pCC peak density map includes regions of the default system (e.g., the angular gyrus, Ang. Gyr.) and the dorsal and ventral medial prefrontal cortex (dmPFC/vmPFC), but also regions not typically associated with the default system \[e.g., the inferior frontal gyrus (IFG) and insula cortex (insula)\].

Three observations are important to highlight: First, rather than identifying parcels that contain uniform peak density values within the parcel\'s extent, the pCC\'s peak density map is a continuous distribution of peak tallies centered around local maxima (this finding is similar to what is observed with voxel-wise distributions of task-evoked activity). We hypothesize that the peak density value is lesser at locations that are transition points (or boundaries) between adjacent areas and greater within an area\'s interior. Therefore, peak density local maxima may be used to label the inner points of areas. It is worth noting that these inner points will often turn out to be distinct from a putative area\'s geometric center.

Secondly, in contrast to a typical RSFC map, the pCC peak density map following three zones of snowballing (Fig. [1](#BHT056F1){ref-type="fig"}*b*) is not limited to the primary neighbors of the pCC (i.e., regions with which the pCC is correlated), nor to regions of the default system. This effect is a result of the iterative nature of RSFC-Snowballing; while many of the neighbors of the pCC are members of the default system (Fig. [1](#BHT056F1){ref-type="fig"}*a*, first zone), the neighbors of the neighbors need not exhibit the same pattern of correlations. It is perhaps not surprising that some default regions are correlated with regions that are not correlated with the pCC (for further discussion see [@BHT056C83]). For example, the middle frontal gyrus (Fig. [1](#BHT056F1){ref-type="fig"}*a*, first zone) is correlated with other regions of the default system (e.g., the angular gyrus and ventral medial prefrontal cortex in the second zone), but is also correlated with a region of the inferior frontal gyrus (IFG), that is, neither correlated with the pCC (see neighbors of the IFG ROI in the third zone) nor typically associated with the default system.

Thirdly, while regions outside of the default system have been identified (e.g., in the IFG), the pCC peak density map following 3 zones of snowballing "misses" large expanses of the brain. To identify peaks in the rest of the brain, one approach might be to run the RSFC-Snowballing over additional zones. However, this strategy would be computationally demanding, might still be constrained by the choice of the starting seed location such that locations of sparse connectivity are not identified, and could theoretically result in estimates of area center locations that are biased by the starting location.

Initializing RSFC-Snowballing From Multiple Starting Seed Locations {#s3b}
-------------------------------------------------------------------

Based on the reasons noted above, our implementation of RSFC-Snowballing involves initializing RSFC-Snowballing from multiple starting seed locations (i.e., from a predefined set of coordinates or an initialization location set, Fig. [2](#BHT056F2){ref-type="fig"}*a*), iterating over a series of zones to create a peak density map for each of these starting locations (Fig. [2](#BHT056F2){ref-type="fig"}*b*), and then combining the peak density maps derived from each starting location to arrive at an aggregate peak density map (Fig. [2](#BHT056F2){ref-type="fig"}*c*). Aggregating the peak density maps from multiple starting locations should minimize the potential bias of a single starting seed location and provide the estimates of area centers across broad expanses of the brain\'s cortical and subcortical structures. Figure 2.Overview of RSFC-Snowballing using multiple starting seed locations. (*a*) Initialization location set consisting of seed locations (*n* = 464) that were regularly spaced across a flattened cortical surface. (*b*) For each seed location in the initialization location set, RSFC-Snowballing iteratively identifies the neighbors (peaks of RSFC) of seed ROIs over multiple zones and adds these neighbors to a peak density map. (*c*) The independently derived peak density maps from each of the seed locations of the initialization location set are summed to arrive at an aggregate peak density map.

The ideal starting locations for the tracking patterns of relationships would be a set of known parcellated areas. However, as the goal of RSFC-Snowballing is to derive the set itself, the ideal starting locations for RSFC-Snowballing are presumed to be unknown. To create the initialization location set (Fig. [2](#BHT056F2){ref-type="fig"}*a*), regularly spaced Cartesian grids were generated on the flattened PALS-B12 average surface of the left and right hemispheres using the Caret software ([@BHT056C73]). Each hemisphere\'s grid covered the entire cortical surface. Grid points were spaced 20 mm apart on the flattened surface; a total of 464 points were created across the 2 hemispheres. The 3-dimensional (3D) stereotactic coordinates from the PALS-B12 average fiducial (midthickness) surface for each grid location were used to obtain the voxel coordinates (3 × 3 × 3 mm resolution) containing that point. Accordingly, the regular surface-grid RSFC-Snowballing seed location set comprised 464 coordinate locations limited to the cortical surface of the left and right hemispheres.

Each coordinate location within the initialization location set served as an independent starting seed ROI for RSFC-Snowballing (Fig. [2](#BHT056F2){ref-type="fig"}*b*). A spherical ROI (5-mm radius) was created around the starting coordinate location and its average time course was extracted from the subject\'s resting-state BOLD scan. A Pearson correlation coefficient was computed between this seed ROI\'s time course and the time course for each voxel across the whole-brain volume. The correlation map was then smoothed with a Gaussian kernel \[a 6-mm full-width at half-maximum (FWHM)\] and thresholded (*r* \> 0.2) to identify voxels that demonstrated a strong correlation with the seed ROI\'s time course. To identify the seed ROI\'s connectivity neighbors (i.e., regions that were most correlated with the seed ROI), the local maxima (peaks) of the contiguous clusters of voxels that both surpassed the correlation threshold and had a minimum distance of 10 mm between peaks were identified. These neighbors corresponded to the first zone of RSFC-Snowballing. The location of each of the identified neighbors from the first zone was then used as a center for a new seed ROI (5-mm radius), and the process was run again to identify the second zone of neighbors (zone 2). Finally, the neighbors of a third zone (zone 3) were identified by seeding all neighbors identified in the second zone. This resulted in a list of all peak coordinate locations (neighbors) identified across seed ROIs from each zone. Importantly, a given peak could be identified multiple times and by multiple seed ROIs, and the full peak coordinate list was retained for each zone. All peak location coordinates identified in each ROI\'s coorelation map across the 3 zones were combined to generate a voxel-wise map for each starting seed ROI. The value at each voxel in this peak density map reflected a count of the number of times that voxel was identified as a peak.

In the final step, an aggregate RSFC-Snowballing peak density map for the initialization location set was derived by summing all the starting location\'s peak density maps (Fig. [2](#BHT056F2){ref-type="fig"}*c*). This aggregate peak density map represents the number of times a voxel was identified as a peak across all ROI correlation maps, across all zones, and across all starting seed ROI locations. The aggregate peak density map was spatially smoothed using a 6-mm FWHM Gaussian kernel and normalized relative to the maximum peak value to facilitate viewing and comparison across subjects.

RSFC-Snowballing Results {#s3c}
------------------------

### RSFC-Snowballing Reveals a Nonuniform Distribution of Correlation Peaks across Cortical and Subcortical Structures in an Individual Subject {#s3c1}

For each subject, the RSFC-Snowballing aggregate peak density map exhibited a nonuniform distribution of peak counts across the brain. (Fig. [3](#BHT056F3){ref-type="fig"}*a*; for additional subjects see [Supplementary Fig. 1](http://cercor.oxfordjournals.org/lookup/suppl/doi:10.1093/cercor/bht056/-/DC1)). A subset of voxels exhibited relatively high peak counts. The locations of voxels with high RSFC-Snowballing peak counts were distinct from the locations of the starting points in the initialization location set. For example, while the initialization location set was derived from a Cartesian grid placed on the flattened cortical surface, distinct clusters of circumscribed peaks were also identified in noncortical structures, including the head of the caudate, putamen, subnuclei of the thalamus, hippocampus, and regions throughout the lateral and medial cerebellum. Figure 3.RSFC-Snowballing of a single subject\'s resting-state data reveals the locations of area centers across cortical and subcortical structures. (*a*) The distribution of peak counts identified by RSFC-Snowballing is nonuniform across the brain. Locations of high peak counts are prevalent throughout cortical and subcortical structures. While all analyses are conducted on unthresholded aggregate peak density maps, the aggregate depicted peak density map has been normalized and thresholded (1%) relative to the maximum peak value to facilitate viewing. (*b*) Local maxima were identified on the subject\'s unthresholded aggregate peak density map to highlight the inner points of the areas. The subject\'s aggregate peak density map and locations of the local maxima of this map are displayed on the subject\'s inflated cortical surfaces (top) and coronal and axial views of the subject\'s anatomical image for subcortical and cerebellar structures, respectively.

For display purposes, the aggregate peak density maps presented throughout this report have been thresholded (for an illustrative unthresholded map see [Supplementary Fig. 2](http://cercor.oxfordjournals.org/lookup/suppl/doi:10.1093/cercor/bht056/-/DC1)). It is important to note that while thresholding was carried out for visualization, this procedure would bias area parcellation toward only identifying areas that exhibit a higher peak value and potentially missing areas that exhibit sparse connectivity. As such, although we present aggregate peak density maps following thresholding in the figures, all analyses on the RSFC-Snowballing aggregate peak density maps (e.g., the detection of local maxima, comparison across subjects, comparison with task data, etc.) were computed on subjects\' unthresholded maps.

Figure [3](#BHT056F3){ref-type="fig"}*b* highlights the voxels identified as local maxima of our illustrative subject\'s unthresholded RSFC-Snowballing peak density map. For maxima detection, we imposed a minimum maxima-to-maxima distance criterion of 10 mm. As such it is theoretically possible that we identified multiple maxima satisfying this distance criteria that were all located within a single area. We attempted to test this possibility directly (see Methods/Results 3). In the illustrative subject depicted in FIgure [3](#BHT056F3){ref-type="fig"}, a total of 374 cortical and subcortical local maxima were identified across both hemispheres (mean of 8 subjects: 415 and range across 8 subjects: 374--455).

### The Peak Distribution Revealed by RSFC-Snowballing Is Invariant to Initialization Location Set {#s3c2}

To determine whether a subject\'s RSFC-Snowballing aggregate peak density map was sensitive to the starting locations, we ran RSFC-Snowballing using a second independent initialization location set for each subject. This second initialization set consisted of locations defined from meta-analysis of task-evoked data and thus may constitute a set of more rational starting points for capturing functional area relationships. The meta-analysis was performed on a collection of studies where independent groups of subjects performed different tasks with different stimuli. Specifically, the task-defined area centers were identified by searching a large fMRI dataset, acquired in a single scanner (a 1.5-T Siemens MAGNETOM Vision MRI scanner) for brain regions that reliably displayed significant activity when certain tasks were performed (e.g., button pressing) or certain signal types were expected (e.g., error-related activity). The task-defined area centers consisted of 151 coordinate locations across the cerebral cortex and subcortical structures, including the basal ganglia, thalamus, and cerebellum (for the details of analysis see [@BHT056C53]) and were distinct from initialization locations defined by the regularly spaced surface-grid (Fig. [4](#BHT056F4){ref-type="fig"}*a*). Figure 4.The RSFC-Snowballing aggregate peak density map is highly similar across initialization location sets within a subject. (*a*) Task-defined initialization location set (including subcortical locations along midline views and cerebellar locations outside of the cortical representation). (*b*) Lateral inflated views of the left hemisphere depict the high similarity in the distribution of RSFC-Snowballing peaks using two different initialization location sets. Peak density maps are normalized and thresholded (1%) relative to the maximum peak value to facilitate viewing. (*c*) Voxel-wise scatter plot demonstrates the similarity in the aggregate peak density maps produced by independent initialization location sets. Voxels of high and low peak values are comparable across the 2 aggregate peak density maps.

The final peak map derived from the task-derived location set was strikingly similar to the peak map derived from the surface-grid location set (Fig. [4](#BHT056F4){ref-type="fig"}*b*). To corroborate the qualitative observation, a spatial correlation was computed between the aggregate peak density maps generated from each initialization location set. The spatial distribution of the peaks was highly similar (Pearson\'s correlation coefficient: *r* = 0.996; mean of 8 subjects: *r* = 0.981; range across 8 subjects: *r* = 0.942 to 0.997; Fig. [4](#BHT056F4){ref-type="fig"}*c*).

### Many Features Revealed by RSFC-Snowballing Are Relatively Insensitive to Numerous Parameter Settings {#s3c3}

There are a number of parameters that can be varied in implementing RSFC-Snowballing (e.g., the radius of the ROI, correlation threshold, and the number of zones). Parameter selection was based, in part, by a motivation to utilize similar parameters as standard seed-based RSFC analyses (e.g., radius of ROI). However, we also systematically tested the impact of different parameter settings on the estimation of area centers derived from RSFC-Snowballing within a subject.

The results presented throughout this report were obtained using a ROI seed radius of 5 mm for each seed-based correlation map (i.e., each instance of neighbor identification). As it is possible that the radius of the seed ROI may have an impact on the neighbors that are identified, we varied the seed radius size and recomputed the RSFC-Snowballing peak density maps using the regular surface-grid starting location sets.

We used ROI seeds with a radius of 2.5 mm and also ROI seeds that were limited to individual voxels corresponding to each of the coordinate locations. The RSFC-Snowballing aggregate peak density maps were highly similar across the different ROI radius sizes, suggesting that this parameter has minimal impact on the final result (the range of spatial correlation between each subject\'s aggregate peak density map using 5-mm radius spherical ROIs vs. using 2.5-mm radius spherical ROIs: *r* = 0.948--0.995; the range of spatial correlation between each subject\'s aggregate peak density map using 5-mm radius spherical ROIs vs. using voxel ROIs: *r* = 0.952--0.995; Fig. [5](#BHT056F5){ref-type="fig"}*a*). Figure 5.Many of the features of the RSFC-Snowballing aggregate peak density map are similar across a range of parameter settings. (*a*) The size of the seed ROI (a single voxel vs. a 2.5-mm radius ROI built around the voxel vs. a 5-mm radius ROI built around the voxel) used throughout RSFC-Snowballing had minimal impact on the peak density maps. An illustrative subject\'s (subject 2) aggregate peak density maps are displayed below the bar plot. (*b*) Similarity in the aggregate peak density maps was more variable when examining the impact of different correlation thresholds for neighbor identification. The aggregate peak density maps following more stringent thresholds (*r* \> 0.2 and *r* \> 0.3) were more similar than the aggregate peak density maps produced using each of these thresholds relative to the aggregate peak density map produced using a lower threshold (*r* \> 0.1) across the majority of subjects. An illustrative subject\'s (subject 2) aggregate peak density maps are displayed below the bar plot. (*c*) A single subject\'s data are displayed to demonstrate the similarity in aggregate peak density maps following a variable number of zones of RSFC-Snowballing. Aggregate peak density maps were created following 1--4 zones of RSFC-Snowballing, and the spatial similarity of the maps was computed between the 4 independent analyses (spatial correlation *r* values in matrix). The similarity of peak density maps appears to asymptote following 3 zones of RSFC-Snowballing (left; i.e., compare similarity following 4 zones of RSFC-Snowballing with that following 1, 2, and 3 zones of RSFC-Snowballing). This observation can be further appreciated by examining the distribution of peaks across the number of zones of RSFC-Snowballing on the subject\'s left hemisphere (right). All peak density maps are normalized and thresholded (1%) relative to the maximum peak value to facilitate viewing, and are displayed on the subject\'s inflated cortical surface.

We next tested the choice of correlation threshold for identifying neighbors. Increasing the correlation threshold (*r* \> 0.3) for neighbor identification had a marginal impact on the aggregate peak density map (the range of spatial correlation between each subject\'s aggregate peak density map using *r* \> 0.2 vs. \>0.3 correlation threshold for neighbor identification: *r* = 0.731--0.951; Fig. [5](#BHT056F5){ref-type="fig"}*b*). However, while results obtained by decreasing the correlation threshold (*r* \> 0.1) retained many of the features identified using higher thresholds, this manipulation also resulted in peaks in regions of the white matter and ventricles. These peak density maps also lacked some of the specificity seen in peak density maps derived from other parameter settings.

Finally, we tested whether the choice of the number of RSFC-Snowballing zones has an impact on the peak density maps. While the peak density map following 1 and 2 zones of RSFC-Snowballing differed from one another and from the peak density map obtained following 3 zones of RSFC-Snowballing, we found a high degree of similarity between peak density maps following 3 or 4 zones of RSFC-Snowballing. This result suggests that the spatial similarity of the peak density maps asymptotes after 3 zones of RSFC-Snowballing when initiated using the present starting location sets (illustrative subject shown in Fig. [5](#BHT056F5){ref-type="fig"}*c*).

As an alternate test of the impact of the parameter selection on RSFC-Snowballing parcellation, we computed voxel-wise comparisons of subject\'s RSFC-Snowballing aggregate peak density maps. Specifically, for each of the parameters that were tested (initialization location set, radius of seed ROI, correlation threshold for neighbor identification, and the number of zones), a whole-brain voxel-wise repeated-measures analysis of variance (ANOVA) was computed on subject\'s aggregate peak density maps treating subject as the random factor (*P* \< 0.05 corrected for the false discovery rate (FDR), minimum cluster size of 100 surface vertices). This analysis revealed whether and which voxels were sensitive to one of the tested levels of a given parameter. Consistent with the correlation analyses (Fig. [5](#BHT056F5){ref-type="fig"}), while the initialization location sets and the radius of seed ROI had a minimal outcome on RSFC-Snowballing aggregate peak density map values (no voxels exhibited a significant main effect), the choice of the number of zones and threshold for neighbor correlation had a greater impact (Fig. [6](#BHT056F6){ref-type="fig"}). We take this observation as supporting evidence that correlation threshold for neighbor identification and zone parameters need to be carefully considered when employing RSFC-Snowballing for area parcellation. Figure 6.RSFC-Snowballing aggregate peak density maps are most sensitive to the choice of correlation threshold and the number of zones. Maps depict voxel-wise repeated-measures ANOVA main effect maps (treating subject as the random factor) for each of the parameters tested (initialization location set, radius of seed ROI, correlation threshold for neighbor identification, and number of zones). The analysis demonstrates that a considerable number of voxel\'s aggregate peak density map values are highly sensitive to correlation threshold and the number of RSFC-Snowballing zones, but not the initialization location set or radius of seed ROIs tested. All maps depicted on the partially inflated PALS atlas surface ([@BHT056C73]).

Methods/Results 2: Comparison with RSFC-Boundary Mapping {#s4}
========================================================

If RSFC-Snowballing identifies the interiors of areas (area centers), then RSFC-Snowballing peak density maps should exhibit an areal parcellation complementary to maps obtained by boundary-detection techniques. In order to compare the area centers derived from RSFC-Snowballing with an alternate method of parcellation that identifies area boundaries, we employed RSFC-Boundary Mapping ([@BHT056C14]). RSFC-Boundary Mapping rests on the assumption that an area\'s RSFCs are relatively uniform within the extent of an area and may be distinct from the RSFCs of an adjacent area. Identifying locations where the patterns of RSFC correlations exhibit abrupt transitions provides the estimates of putative boundaries between areas. This abrupt transition can be illustrated by drawing a line across the cortical surface of a single subject and by measuring and comparing the RSFC maps between points along the line. As seen in Figure [7](#BHT056F7){ref-type="fig"}, the RSFC maps do not change smoothly, but exhibit rapid changes. Furthermore, these locations of change are consistent in both directions (i.e., from a region in the supramarginal gyrus to a region in the angular gyrus, or in reverse), suggesting the presence of a functional boundary between 2 adjacent areas similar to that which is observed when measuring connectional anatomy. This basic approach can be extended across the cortical surface with the aid of image-processing tools to create a voxel-wise estimate of the likelihood with which a location is being identified as a boundary between 2 points in the brain. Figure 7.Patterns of RSFC exhibit abrupt changes across the lateral parietal cortex in a single subject. RSFC maps were derived for vertices (R2--R9) between a region in the supramarginal gyrus (SMG) and angular gyrus (AG) of a single subject (defined anatomically; vertices are shown as black triangles). The plot depicts the similarity of every vertex\'s RSFC map with the RSFC map of every other vertex. RSFC maps are strikingly similar from SMG to R3, followed by a location of abrupt change (R4--R5). A similar pattern is revealed in the reverse direction (from AG toward SMG), providing additional support for the identification of a transition point (or area border) at R4--R5. Similarity values have been color coded to denote RSFC similarity with SMG (blue) or AG (maroon). Two vertices (R4 and R5; color-coded gray) have RSFC maps that are not highly similar to either the SMG or AG groups. RSFC maps of a subset of the regions are depicted on the lower panel, along with the spatial similarity of the map to other maps. Regions in the lateral and medial parietal cortex are circled to highlight 2 locations that exemplify the pattern of stability followed by change described.

RSFC-Boundary Mapping Methods {#s4a}
-----------------------------

The RSFC-Boundary Mapping method used here represents the evolution of an analysis strategy first described by [@BHT056C14] that was designed to highlight transitions in correlation patterns across the surface of the brain. The original technique took advantage of 2-dimensional image processing tools for gradient calculation and edge detection by sampling time courses from a Cartesian grid of ROIs projected onto a patch on a flattened cortical surface (e.g., [@BHT056C49]). The cuts required for flattening the surface lead to distortions in the surface representation and make gradients near the cut surface\'s edge more difficult to interpret. We employed a version of the method that avoids these issues by performing all computations directly on the subject\'s "midthickness" cortical surface, a closed surface mesh that was resampled to reflect the spatial resolution of the RSFC data. Further, rather than restricting boundary mapping to a small patch, we performed the analysis on each hemisphere\'s whole cortical surface using recently developed caret software tools (<http://brainvis.wustl.edu/wiki/index.php/Caret:About>).

An overview of the RSFC-Boundary Mapping method we employed is depicted in Figure [8](#BHT056F8){ref-type="fig"}. Following the volumetric registration procedures, the atlas-registered MPRAGE anatomical image for each subject was processed through the Freesurfer analysis pipeline (Freesurfer 4.5; [@BHT056C17]; [@BHT056C16]; [@BHT056C25]; [@BHT056C58], [@BHT056C59]) to generate white matter, pial, and spherical surfaces for each subject. A gray midthickness surface was generated by averaging the pial and white matter surfaces. For each subject, cortical surfaces were then registered to the PALS-B12 atlas ([@BHT056C73]). The full-resolution (73 730 vertices) PALS-registered mesh was resampled to a coarser mesh of 18 434 \[18K\] vertices (∼2.5-mm average vertex spacing on the midthickness) that approximates the spatial resolution of the fMRI data. Figure 8.Overview of RSFC-Boundary Mapping. RSFC-Boundary Mapping was implemented on a closed topology. For each hemisphere, an 18 434 (18K) node PALS-registered cortical surface mesh was first generated for the subject. A full-volume RSFC map was computed for each vertex, and the spatial correlation between each pair of vertices RSFC maps was computed to create a correlation matrix (18K × 18K). Each column of this correlation matrix represents the spatial similarity of a given vertex location\'s RSFC map with the RSFC map of all other vertices and can be represented on the subject\'s cortical surface. Regions of high transition in the similarity of patterns of RSFC were identified by computing the first spatial derivative of these similarity maps (i.e., spatial gradient magnitude maps). A mean RSFC spatial gradient image for the subject\'s left hemisphere is computed by averaging across all the spatial gradient maps and depicts the likelihood with which a given location is being identified as an areal boundary.

The time courses of each subject\'s RSFC BOLD volume were then projected to each subject\'s 18K PALS-registered cortical surface mesh using trilinear interpolation. Full-volume correlation maps were generated for each surface vertex by correlating their time courses with the time courses of every voxel in the brain (18K vertices × 65 549 voxels). Full-volume correlation maps were used at this stage rather than surface correlation maps in order to retain the contribution of subcortical structures to each surface vertices overall correlation pattern. The similarity of each vertex\'s correlation map to every other correlation map was then found by computing their spatial correlation. This approach generated an 18K-by-18K correlation matrix, each row of which could be displayed on the surface and where the intensity at each vertex indicated how similar the correlation map at that position was to the reference vertex\'s correlation map. These 18K spatial similarity images were smoothed along the surface with a Gaussian kernel (FWHM = 6 mm) and then the first spatial derivative was computed across the surface to generate 18K gradient maps. High gradient magnitudes in these maps represent rapid transitions in the underlying full-volume correlation patterns. The 18K gradient maps were combined to generate an average spatial gradient map. The algorithm used for calculating gradients along a cortical surface is a general use Caret function available with Caret 5.65 and has been used to find surface gradients in other data types ([@BHT056C31]). This average spatial gradient map reflects the likelihood with which each location was identified as representing a point of rapid change in the RSFC maps between 2 adjacent locations of the brain. Finally, to facilitate the identification of sharp edges in the average gradient image for area boundary definition, we employed a nonmaxima suppression procedure by suppressing vertices that were not local maxima with respect to at least 2 pairs of spatially adjacent vertex gradient values in the average gradient image.

Comparison with RSFC-Boundary Mapping Results {#s4b}
---------------------------------------------

### RSFC-Snowballing Peak Voxel Locations Fall Within Area Borders Defined by RSFC-Boundary Mapping {#s4b1}

As was observed in the RSFC-Snowballing peak distribution maps, there was a nonuniform distribution of gradient values across subject\'s RSFC-Boundary Mapping maps (e.g., Fig. [9](#BHT056F9){ref-type="fig"}*a*; for additional subjects see [Supplementary Fig. 3](http://cercor.oxfordjournals.org/lookup/suppl/doi:10.1093/cercor/bht056/-/DC1)). We compared the peak values identified using RSFC-Snowballing with gradient values identified using RSFC-Boundary Mapping within the same individuals by projecting RSFC-Snowballing peak values to each subject\'s cortical surface. This comparison was limited to the cortical gray matter, as the implementation of RSFC-Boundary Mapping used here did not extend to subcortical structures or the cerebellum. Figure 9.Peaks defined by RSFC-Snowballing are surrounded by gradients defined by RSFC-Boundary Mapping in an illustrative subject. (*a*) Voxel-wise distribution of mean gradient values defined by RSFC-Boundary Mapping reveal nonuniformity in the average gradient value (i.e., likelihood of an area boundary) across the cortical surface for an individual subject (presented on the subject\'s native 18K vertex surface mesh). (*b*) A scatter plot demonstrates the relationship between the 2 independent methods of RSFC area parcellation. As an additional illustration of the correspondence, dashed lines indicate the thresholds applied to compute the chi-square test for independent samples (inset), and the corresponding map of these thresholded values is depicted in (*c*). Voxels with high peak values as defined by RSFC-Snowballing are largely surrounded by voxels with high gradient values as defined by RSFC-Boundary Mapping, demonstrating that the 2 methods of area parcellation complement one another closely.

Vertices with a higher likelihood of being an area center as defined by RSFC-Snowballing tended not to have a higher likelihood of being an area boundary as defined by RSFC-Boundary Mapping (Fig. [9](#BHT056F9){ref-type="fig"}*b*). This observation was confirmed by computing Pearson\'s product--moment correlation coefficient between the vertices of each of the 2 RSFC parcellation maps for each subject. For all subjects, there was a significant negative correlation between their RSFC-Snowballing aggregate peak density values and their RSFC-Boundary Mapping average gradient values (mean of 8 subjects: *r* = −0.23; range across 8 subjects: *r* = −0.17 to −0.32, all $\documentclass[12pt]{minimal}
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}{}$P'\hbox{s} \ll 0.00\hbox{1}$\end{document}$). The negative relationship was reliably different from 0 across subjects (*t*~(7)~ = −14.0, *P* \< 0.00001).

As noted earlier, the thresholding procedure could bias parcellation. For the purposes of illustration, however, a threshold was applied to each map (RSFC-Snowballing aggregate peak density map and RSFC-Boundary Mapping gradient map following nonmaxima suppression) to identify the vertices with the highest peak values (threshold of 0.05 which corresponds to \>5% of maximum peak value) and highest gradient values (mean gradient value \>0.03), respectively. A chi-square test for independence revealed that vertices identified as having a high likelihood of being a center of an area versus a border between areas came from non-overlapping populations \[*X*^2^ (1, *N* = 36868) = 2188, *P* ≪ 0.001; mean of 8 subjects: *X*^2^ (1, *N* = 36868) = 1777; range across 8 subjects: *X*^2^ (1, *N* = 36868) = 800 to 3006, all *P*\'s ≪ 0.001; Figure 9b inset\]. Figure [9](#BHT056F9){ref-type="fig"}*c* depicts the thresholded maps together for an illustrative subject. The majority of the strongest peaks identified using RSFC-Snowballing fall in between the strong gradients identified using RSFC-Boundary Mapping.

While the analysis focused on examining the independence of the highest peak and gradient values by converting each variable into a discrete outcome (i.e., the presence or absence of an area center or area border), and the choice of threshold may seem somewhat arbitrary in this regard, the statistical test was also computed over a range of RSFC-Snowballing threshold values (0.01 of the maximum peak density value to 0.1 in steps of 0.01). For all subjects, across the complete range of tested thresholds, the results of the chi-square tests were consistent and revealed a high degree of nonoverlap in vertices identified as centers by RSFC-Snowballing versus vertices identified as borders by RSFC-Boundary Mapping (all $\documentclass[12pt]{minimal}
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### Area Centers Defined by RSFC-Snowballing Exhibit Distinct Patterns of RSFC {#s4b2}

To further illustrate the complementarity of RSFC-Snowballing and RSFC-Boundary Mapping, we zoom in on a portion of the middle and inferior frontal gyrus of the left hemisphere in our illustrative subject (Fig. [10](#BHT056F10){ref-type="fig"}*a*). A number of strong boundaries defined by RSFC-Boundary Mapping separate the vertices with high peak values defined by RSFC-Snowballing. The local maxima of the RSFC-Snowballing aggregate peak density map were identified (using an unthresholded map), and seed-based voxel-wise resting-state correlation maps were computed for spherical seed ROIs built around each of the local maxima (a 5-mm radius). Figure 10.Adjacent peaks identified by RSFC-Snowballing exhibit distinct patterns of resting-state correlations. (*a*) Focusing on the middle and inferior frontal gyrus of the left hemisphere of a subject reveals the clusters of high peak count as identified by RSFC-Snowballing that are separated by strong gradients as identified by RSFC-Boundary Mapping. (*b*) Area centers defined by RSFC-Snowballing exhibit distinct patterns of resting-state correlations. Local maxima of the RSFC-Snowballing aggregate peak density map have dissimilar resting-state correlation maps (arrows denote the spatial correlation of the RSFC maps) and different patterns of resting-state correlations with specific regions (e.g., the angular gyrus highlighted with a purple circle and the anterior cingulate gyrus highlighted with a teal circle). (*c*) RSFC-Snowballing identifies 4 area centers that are not separated by strong gradients in the medial parietal cortex of a subject, providing evidence that RSFC-Snowballing may be able to identify unique parcellations of brain areas. (*d*) The area centers identified in the medial parietal cortex exhibit subtle, yet distinct patterns of resting-state correlation (e.g., the lateral frontal cortex highlighted with a purple circle), providing evidence that they may be functionally distinct areas. RSFC-Snowballing and RSFC-Boundary Mapping parcellation maps are depicted as thresholded maps as in Figure [9](#BHT056F9){ref-type="fig"}*c*, to facilitate viewing.

The ROIs separated by strong gradients typically exhibit different patterns of functional connectivity, suggesting that they are portions of distinct cortical areas (Fig. [10](#BHT056F10){ref-type="fig"}*b*). For example, the ROI in the dorsal portion of the middle frontal gyrus (ROI "v": −43 19 46) exhibits positive resting-state correlations with regions of the default network, including the pCC, angular gyrus (highlighted with a purple circle), and medial prefrontal cortex. An adjacent ROI (ROI "w": −39 39 21), located more anteriorly on the middle frontal gyrus, sits on the other side of a set of strong gradients (i.e., the putative boundary between 2 areas). This region\'s pattern of resting-state correlations is quite different: Positive correlations are observed with the anterior cingulate gyrus (highlighted with a teal circle), supramarginal gyrus, and posterior insula cortex. Moreover, this anterior middle frontal gyrus ROI ("w") exhibit strong negative correlations with regions positively correlated with the dorsal middle frontal gyrus ROI. To confirm these qualitative observations, we computed spatial correlations between each pair of ROIs\' RSFC maps. Adjacent ROI pairs defined by RSFC-Snowballing that are separated by strong gradients tend to have very dissimilar RSFC maps.

### RSFC-Snowballing Provides Unique Information to Inform RSFC-Boundary Mapping {#s4b3}

The presence of a non-perfect negative correlation between RSFC-Snowballing and RSFC-Boundary Mapping parcellations (Fig. [9](#BHT056F9){ref-type="fig"}*b*) suggests that the methods are not completely redundant. RSFC-Snowballing and RSFC-Boundary Mapping may each provide unique cortical parcellation information in certain locations. This observation may be due to a practical as opposed to a conceptual limitation of each of the methods---operationally, the thresholds that are most useful for a given method of parcellation may miss distinctions in another method of parcellation. For example, adjacent areas that share very similar patterns of RSFC would have a weak boundary between them, yet the centers might be highlighted by RSFC-Snowballing.

In Figure [10](#BHT056F10){ref-type="fig"}*c*, we focus on a medial portion of the posterior parietal cortex to demonstrate this feature of RSFC-Snowballing. Four area centers identified by RSFC-Snowballing were enclosed by a strong border identified by RSFC-Boundary Mapping with no obvious border between them (based on the threshold that revealed prominent and reasonable borders throughout other locations in the cortex). Three of these locations fall along the posterior- and midcingulate cortex, and the fourth location was in the precuneus. Although the 4 ROIs exhibit similar patterns of RSFC connectivity (Fig. [10](#BHT056F10){ref-type="fig"}*d*), a specific feature of their patterns of functional connectivity provides evidence that they may be distinct. In particular, the presence of a negative RSFC with the lateral frontal cortex serves to distinguish between the ROIs (highlighted with a purple circle). It is important to note that the observed pattern would not be present if the 4 ROIs were all subclusters within a single area whose correlation pattern progressively changed with a march toward its boundary. The presence of a strong negative correlation with the lateral frontal cortex is only observed in the most inferior (ROI "n": 0--47 36) and the most anterior (ROI "o": 0--16 41) of the 4 parietal regions. It is also worth noting that the spatial correlation between the RSFC maps is opposite to that which would be observed if the spatial similarity between the maps were related to geometric distance between the ROIs (e.g., the correlation maps of ROIs "n" and "p" are more similar to one another than ROIs "o" and "p").

Methods/Results 3: Reliability of RSFC Parcellation Within and Between Subjects {#s5}
===============================================================================

To test whether the RSFC-Snowballing provides similar parcellation across 2 independent scans collected from the same subject, the consistency of the RSFC-Snowballing aggregate peak density maps was examined across multiple scan sessions that were separated by multiple intervening days. Each of our subjects was scanned on 2 separate days with an average interval of 20 days intervening between the 2 scan sessions (range: 7--53 days). As noted earlier, data from one subject\'s "day 2" resting state scan had an insufficient amount of data remaining following RSFC preprocessing.

Reliability Results {#s5a}
-------------------

### RSFC-Snowballing Parcellations Exhibit Considerably Greater Similarity Within an Individual Scanned Across Multiple Days than Across Individuals {#s5a1}

Subjects demonstrated relatively high spatial similarity between their day 1/day 2 RSFC-Snowballing parcellation maps. For example, comparing the RSFC-Snowballing aggregate peak density maps for a subject scanned on 2 separate sessions with 13 intervening days between the scans revealed a high degree of similarity (Fig. [11](#BHT056F11){ref-type="fig"}; mean spatial correlation between each subject\'s day 1 and day 2 RSFC-Snowballing aggregate peak density maps = 0.62, range of all subjects: *r* = 0.48--0.76). Figure 11.RSFC-Snowballing parcellation maps are more similar across independent scans of the same individual than across individuals. (*a*) An illustrative subject demonstrates higher spatial similarity between their day 1/day 2 RSFC-Snowballing aggregate peak density maps relative to the spatial similarity between their day 1 aggregate peak density map and the day 1 aggregate peak density map of another subject. (*b*) Spatial similarity for each subject\'s day 1 RSFC-Snowballing aggregate peak density maps relative to their day 2 aggregate peak density map is higher than the average of the similarity between each subject\'s day 1 aggregate peak density map relative to all other subject\'s day 1 aggregate peak density maps (error bars denote standard error of the mean).

While the day 1/day 2 similarities in RSFC-Snowballing parcellation maps for subjects were relatively high, the spatial similarity between subjects\' parcellation maps was lower (mean spatial correlation between each subject\'s day 1 RSFC-Snowballing aggregate peak density map and all other subject\'s day 1 RSFC-Snowballing aggregate peak density maps: *r* = 0.18, range: *r* = 0.11--0.21). These qualitative observations were confirmed by a direct comparison: The within-subject day 1/day 2 spatial similarity was significantly greater than the between-subject spatial similarity (*t*~(6)~ = 12.5, *P* \< 0.0001). Comparable patterns were observed when comparing the subject\'s RSFC-Boundary Mapping average gradient maps within and across subjects ([Supplementary Fig. 4](http://cercor.oxfordjournals.org/lookup/suppl/doi:10.1093/cercor/bht056/-/DC1)). These observations collectively highlight the variability in the spatial distribution of RSFC area parcellation across subjects despite being registered to a common space.

### RSFC-Snowballing Parcellation Maps Exhibit Several Features that Are Consistent Across Subjects {#s5a2}

While the day 1/day 2 comparison of the RSFC parcellation maps revealed greater variability between subjects than within subjects, many of the voxels with the highest peak values seemed to be in similar locations across subjects (see [Supplementary Fig. 1](http://cercor.oxfordjournals.org/lookup/suppl/doi:10.1093/cercor/bht056/-/DC1)). To statistically examine the reliability of the RSFC-Snowballing parcellation maps across subjects, RSFC data from an additional 40 subjects (20 females, mean age = 25 years, age range = 21--30 years) were processed, parcellated with RSFC-Snowballing, and analyzed using a voxel-wise one-sample *t*-test across subject\'s average RSFC-Snowballing aggregate peak density maps \[One-sample *t*-tests were computed across the median of the average RSFC-Snowballing aggregate peak density map.  This test would normally be performed against the mean of the average map, but since the distribution of peak density values is non-normally distributed (there is a slight skew toward higher peak values), we performed the statistical test against the median as it reflects a more accurate metric of central tendency of the dataset.\]. The observed *P*-value distribution was used to calculate a FDR threshold, controlling for the expected proportion of false positives among suprathreshold locations ([@BHT056C82]). Only voxels associated with a *P*-value \<0.05 are reported.

Figure [12](#BHT056F12){ref-type="fig"} depicts the locations exhibiting consistent RSFC-Snowballing parcellation features across subjects. The presence or absence of significance at a particular location is related to variability in the peak density value, anatomical location, or a combination of these factors. The locations of the voxels with the reliable aggregate peak density map values include a number of the area centers highlighted earlier (i.e., regions along the middle frontal gyrus and posterior regions of the medial parietal cortex). Other locations with the high peak density value consistently revealed by RSFC-Snowballing include regions of the anterior insular cortex, angular gyrus, supramarginal gyrus, IFG, and anterior cingulate/medial-superior frontal cortex. Figure 12.RSFC-Snowballing aggregate peak density maps exhibit consistent features across subjects. Statistical map revealing locations that exhibit reliable peak density values across the RSFC-Snowballing parcellation maps of 40 subjects (*P* \< 0.05, corrected for FDR). Hot values represent peak values statistically higher than the overall distribution. Statistical maps are depicted on the partially inflated PALS surface ([@BHT056C73]).

Methods/Results 4: Comparison with Area Centers Defined From Task-Evoked Data {#s6}
=============================================================================

If RSFC-Snowballing parcellation reveals functionally plausible area centers, then area centers defined by task-evoked activity should overlap with area centers defined by RSFC-Snowballing. Similarly, area centers defined by task-evoked activity should exhibit higher RSFC-Snowballing peak counts than would be expected by chance.

A large battery of task-evoked data was not available for each of our subjects. As a preliminary test of overlapping parcellation, we used an alternative strategy in which area centers were first defined by a large meta-analysis of task-evoked data. For this purpose, we used the same locations identified in the task-evoked meta-analysis described earlier (for locations, see Fig. [4](#BHT056F4){ref-type="fig"}*a*).

Comparison With Task-Evoked Data Results {#s6a}
----------------------------------------

### Task-Defined Area Centers Exhibit Relatively Higher RSFC-Snowballing Peak Counts {#s6a1}

The task-defined method of area parcellation is quite distinct from the subject-specific methods of area parcellation highlighted throughout the present report. Task-evoked area centers were derived from a meta-analysis across many subjects performing many different tasks, and the data for this meta-analysis were collected on a different scanner than the scanner on which RSFC data were collected.

Despite the differences in the methods of area parcellation noted above, we directly quantified the agreement between the 2 methods of parcellation by determining whether task-defined area centers exhibited higher RSFC-Snowballing peak counts than would be observed at random locations. Analysis was conducted using subject\'s average day 1/day 2 aggregate peak density maps (with the exception the one subject for which only a day 1 RSFC-Snowballing aggregate peak density map was available). The mean RSFC-Snowballing aggregate peak density map value at each task-defined area center location was computed for every subject. For comparison, we also evaluated the mean RSFC-Snowballing aggregate peak density map value at each location in the regularly spaced initialization location set since these locations were generated with no reference to task activity. Across subjects, the mean peak value was significantly greater at task-defined area centers than at the surface-grid locations (*t*~(7)~ = 3.81, *P* = 0.007; Fig. [13](#BHT056F13){ref-type="fig"}). Voxels that were identified as area centers through a meta-analysis of task-evoked data across many subjects had higher RSFC-Snowballing peak values across our individual subjects\' aggregate peak density maps than voxels distributed regularly across the cortical surface. Figure 13.Task-defined area centers (obtained from a meta-analysis of task-evoked data in an independent collection of subjects) have significantly greater mean RSFC-Snowballing peak values than regularly spaced locations. The mean RSFC-Snowballing peak density value was computed across all task-defined area center locations and regularly-spaced locations for each subject\'s aggregate peak density map independently. Error bars denote the standard error of the mean.

As a second set of analyses to determine the overlap between area centers defined by RSFC-Snowballing and task-defined data, we performed chi-square tests for independence using every subject\'s RSFC-Snowballing aggregate peak density maps (average of day 1/day 2 data). Each subject\'s RSFC-Snowballing aggregate peak density maps were first thresholded to identify voxels identified as area centers, and the incidence of overlap for the task-defined and regular-grid locations was determined. As noted earlier, a thresholding procedure can bias area detection, so we performed this test over a range of thresholds (0.01 of the maximum peak density value to 0.1 in steps of 0.01). The chi-square tests revealed that the task-defined locations had a greater proportion of overlap with area centers defined by RSFC-Snowballing than the regular-grid locations. This was the case for every subject across all thresholds \[range across subjects *X*^2^ = 4.95--493.67, all *P*\'s \< 0.0001 with one *P* \< 0.05 (with Yate\'s correction for continuity)\]. Collectively, these observations provide important initial evidence that peaks defined by RSFC-Snowballing converge with parcellation defined by task-evoked functional activity in individual subjects.

Discussion {#s7}
==========

RSFC-Snowballing can parcellate an individual\'s brain into cortical area centers (or specifically, the interiors of areas) and subdivisions of subcortical structures with relatively high reliability. This parcellation complemented the parcellation generated with RSFC-Boundary Mapping, but also provided additional distinctions across cortical and subcortical structures not revealed by RSFC-Boundary Mapping. Importantly, estimates of area centers defined by RSFC-Snowballing showed some overlap with peaks defined by meta-analysis of task-evoked data, providing preliminary evidence that the RSFC parcellations are functionally meaningful.

Distinct brain areas often have distinct properties related to function, architectonics, and connectivity. By focusing on transitions in these properties, boundary mapping techniques can identify borders between adjacent brain areas. While this general approach has been applied across various modalities for both invasive (e.g., [@BHT056C10]; [@BHT056C78]; [@BHT056C72]; [@BHT056C3]; [@BHT056C12]) and noninvasive brain parcellations (e.g., [@BHT056C37]; [@BHT056C14]; [@BHT056C31]; [@BHT056C13]), there are important limitations to the approach. The first limitation is practical: Detecting transitions in a given property is highly contingent on the measuring tool\'s sensitivity to that property and the thresholds used to define the presence or absence of a border; in general, more subtle transitions are going to be more difficult to detect. A second, greater, limitation is conceptual: Adjacent areas need not exhibit distinct fingerprints for a given property. Exclusively relying on the transitions of a single property (e.g., architectonics or connectivity) for the purposes of parcellation may miss divisions between areas that may be distinguishable by different properties or methods. For these reasons, it is necessary to develop complementary techniques and methods for parcellation, such as RSFC-Snowballing.

Convergence of RSFC-Snowballing, RSFC-Boundary Mapping, and Parcellation from Task-Evoked Data {#s7a}
----------------------------------------------------------------------------------------------

RSFC-Snowballing is conceptually complementary to boundary mapping techniques in that it attempts to identify the strongest estimates of "nonborders"\', or area centers. To test the complementary nature of RSFC-Snowballing and boundary mapping using patterns of RSFC (RSFC-Boundary Mapping), we first described a method to extend the RSFC-Boundary Mapping method across the whole cortical surface and then directly compared the parcellation derived from this method with RSFC-Snowballing parcellation in the same subjects. Surface vertices that exhibited high aggregate peak density map values (i.e., more likely to be area centers) were less likely to exhibit high gradient map values (i.e., less likely to be an area boundary; Fig. [9](#BHT056F9){ref-type="fig"}). Closer examination confirmed that many adjacent area centers identified by RSFC-Snowballing were separated by strong borders identified by RSFC-Boundary Mapping, and exhibited highly distinct patterns of RSFCs. The non-perfect negative correlation suggests that the 2 methods are more than just complementary.

We highlighted some locations where RSFC-Snowballing provided informative parcellation to complement RSFC-Boundary Mapping. For example, RSFC-Snowballing revealed putative divisions in cortical regions surrounded by a strong RSFC-Boundary Mapping gradient (i.e., Fig. [10](#BHT056F10){ref-type="fig"}*c*). The failure to find contiguous borders between the RSFC-Snowballing parcellations within the medial parietal cortex may be related to the fact that each method (RSFC-Boundary Mapping and RSFC-Snowballing) is sensitive to different acquisition, preprocessing, and analysis choices of RSFC. It is worth noting that similar divisions of the posterior medial parietal cortex have been reported using postmortem histological analysis of cytoarchitecture ([@BHT056C77]), autoradiography ([@BHT056C51]), and connectivity ([@BHT056C6]; [@BHT056C43]) garnering additional support for our RSFC-Snowballing based parcellation of this part of the brain. We were also able to leverage RSFC-Snowballing to parcellate structures currently inaccessible by the present RSFC-Boundary Mapping methods. Here, RSFC-Boundary Mapping was restricted to the cortical surface, although in principle, gradients could be applied to subcortical gray matter structures as well. The ability of RSFC-Snowballing to easily operate across the volume of the brain makes it useful for parcellating structures not in the cerebral cortex, such as the cerebellum and various subcortical nuclei (Fig. [3](#BHT056F3){ref-type="fig"}).

In addition to demonstrating the complementarity of RSFC parcellations using the different methods (RSFC-Snowballing and RSFC-Boundary Mapping), it is important to both examine convergence between parcellations derived from fundamentally different data types and also to determine whether the RSFC parcellations are functionally meaningful. Although a large battery of task-evoked data was not available for each of our subjects, task-defined area centers from a large meta-analysis of task-evoked data across subjects were available. We recognize that this comparison is not ideal---area centers defined over groups of subjects performing different tasks need not correspond to an individual subject\'s area centers. Nevertheless, our preliminary test revealed evidence for convergence in the methods of area parcellation: Area centers defined by task-evoked activity exhibited significantly higher RSFC-Snowballing peak counts in individual subject\'s RSFC-Snowballing peak density maps than that observed at random locations. Subsequent work will be necessary to explore the compatibility between the methods of parcellation in greater detail and using subject-specific task-defined area parcellation.

Limitations of RSFC Area Parcellations {#s7b}
--------------------------------------

There are at least several limitations to both the methods described in the present report, and parcellating the brain with RSFC in general. First, while RSFC-Snowballing focuses on identifying the centers/interiors of areas, it may be poorly suited to identifying the entire extent of an area. Parcellations that fail to include areal extent will likely result in an under-representation of the anatomy and function of areas. Given that RSFC-Boundary Mapping is suited to delineating area borders, yet often identifies discontinuous borders, one appealing idea would be to combine approaches, where possible, and leverage each method\'s strength to create a more complete and accurate parcellation.

Second, there may be locations in the brain where RSFC, in general, may either fail to identify areal divisions or reveal additional features, independent of the specific method used (i.e., RSFC-Snowballing or RSFC-Boundary Mapping). Typical gradient-echo fMRI scans cannot cover the whole brain at usable signal-to-noise ratio because of signal dropout from magnetic field inhomogeneities created by air-filled sinuses located close to the brain. As such, RSFC-based parcellation will naturally fail in these locations. There is also strong reason to suspect that RSFC may reveal additional features in areas that exhibit the topographic mapping of a sensory surface. For example, RSFC has revealed that visually responsive areas exhibit the patterns of resting-state correlations that follow the lines of visual eccentricity (i.e., foveal vs. eccentric) in addition or as opposed to the areal divisions (i.e., V1 vs. V2; e.g., [@BHT056C76]). Accordingly, RSFC parcellation in these areas may follow retinotopic divisions in addition to areal divisions. \[Along similar lines, distinct patterns of connectivity for face and body subregions ([@BHT056C39]; [@BHT056C45]; [@BHT056C69]) in the somatosensory and motor cortex may result in additional RSFC parcellation than that obtained with architectonic parcellation.\]

Last, we anticipate that technological improvements in EPI and improved image processing techniques will reduce the amount and extent of smoothing needed during both preprocessing and the various steps for parcellation methods we\'ve described, thereby enabling visualization of RSFC correlations and parcellations with better spatial resolution and correspondence both within modality and across modality.

In addition to boundary detection and peak finding (e.g., using RSFC-Snowballing or analysis of task-evoked data), other methods of brain analysis are frequently used to examine brain organization. Clustering and source separation techniques can be applied to RSFC time series to identify the groups of voxels that share similar temporal covariance (e.g., [@BHT056C64]; [@BHT056C48]; [@BHT056C21]; [@BHT056C53]; [@BHT056C84]). Importantly, as the aim of a clustering tool is to aggregate similar elements and to separate them from other elements, they neither mandate spatially contiguous parcels nor ensure that parcels with similar properties will be separated from one another. For example, depending on the total number of components returned (in the case of an independent component analysis decomposition) or the correlation threshold (in the case of community detection in graph theoretic analysis of RSFC), a single cluster can include multiple disparate areas that are distributed throughout the brain (e.g., a "default system" component or community). Conversely, functionally distinct, but spatially adjacent, areas with similar properties can often be aggregated into a single cluster (e.g., a "visual system" component or community). As such, while clustering tools might be able to parcellate some brain areas and areal borders when applied correctly, it is important to understand their limitations.

Several recently developed RSFC methods have focused on identifying the voxels that are the network "hubs" or locations of greatest "global connectivity" (e.g., [@BHT056C11]; [@BHT056C15]; [@BHT056C71]). We have previously argued how using voxels as nodes in a brain network misrepresents the underlying neurobiology and can lead to mischaracterization of basic network properties, such as clustering, path length, and hub identity ([@BHT056C83]). It is quite possible that many of the locations identified as area centers by RSFC-Snowballing converge with locations identified as points of high voxel-wise connectivity by these other methods, and future work will assess the degree of overlap between the different methods. We argue here, however, that the value of this enterprise is not necessarily to identify the location of highest "global connectivity" or "hubs", but rather to parcellate areas across the brain based on identifying locations where connectivity is relatively greater (e.g., in the interior of an area as compared to at it\'s border). As conveyed throughout the present report, we hypothesize that these densely connected (correlated) locations are strong candidates for cortical area centers and subdivisions of subcortical structures.

It is not surprising that a single method or modality is unable to parcellate all cortical and subcortical divisions. Furthermore, for any given parcellation method, there are multiple choices that must be made in deciding what constitutes a meaningful division (e.g., the correct threshold or statistical test for deciding there is an area center or boundary). As mentioned earlier, the "ideal" methods and parameter choices may be different for different brain areas. While we have made some decisions for the purposes of demonstration, it is not necessary that the choices that we made were optimal or that the optimal choice will be obvious by focusing on a single method or modality of parcellation. For these reasons, similar to parcellation of brain areas in other species (e.g., [@BHT056C24]), parcellation of human brain areas will be a product of the convergence of multiple analysis approaches and modalities. The development of novel strategies and approaches that complement previous methods while simultaneously overcoming some of their conceptual and methodological limitations will aid noninvasive parcellation of the brain. To this end, although we have focused our efforts on demonstrating how snowball sampling can be applied to RSFC, this approach could also be applied to alternative modalities of brain imaging (e.g., diffusion imaging).

Future Directions {#s7c}
-----------------

The area parcellation derived from RSFC-Snowballing was highly invariant across starting location sets and a range of parameter settings, providing evidence for its robustness in identifying area centers. Subjects\' RSFC parcellations were fairly similar across repeat sessions of scanning (both RSFC-Snowballing and RSFC-Boundary Mapping), indicating that the area parcellation defined by RSFC is relatively stable. Interestingly, the spatial correlation between RSFC parcellation maps were comparable with the cross-session reliability that has been observed in measurements of single RSFC connections and correlation maps within individual subjects (e.g., [@BHT056C18]; [@BHT056C62]). It will be important to determine whether the residual variance relates to underlying variability in RSFC measurement over time, or signal noise that persists.

While many of the area centers that exhibited high RSFC-Snowballing peak values and high RSFC-Boundary Mapping gradient values overlapped across subjects, there was considerable variability between subject\'s area parcellations. This observation is consistent with prior reports that have demonstrated within-cohort variability in brain area organization as defined by task-evoked activity (e.g., [@BHT056C22]; [@BHT056C23]; [@BHT056C55]), architectonics (e.g., [@BHT056C4]; [@BHT056C12]), and anatomical connectivity (e.g., [@BHT056C38]). Between-subject registration of RSFC parcellation maps may benefit from alternate atlas registration techniques, such as those that focus on surface-curvature ([@BHT056C26]) or nonlinear registration ([@BHT056C41]). As between-subject differences are more likely to be pronounced across different cohorts of subjects (e.g., across the lifespan and in patient populations), accurately localizing and comparing cognitive operations across individuals and groups of individuals motivate the need for subject-specific brain parcellation. Fortunately, RSFC can be extracted with minimal effort from most of the populations, allowing RSFC-Snowballing and RSFC-Boundary Mapping to parcellate and compare brain areas across individual brains that span ranges of age, mental health, and even species.
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