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1. Introduction
1.1. Regular partitions of point-line geometries
Let X be a nonempty ﬁnite set and let R ⊆ X × X be a relation on X .
A partition P = {X1, X2, . . . , Xk} of X is called right-R-regular if there exist constants rij (1 i, j k)
such that for every x ∈ Xi, there are precisely rij elements y ∈ Xj such that (x, y) ∈ R. The (k × k)th
matrix whose (i, j)th entry (i.e. the entry in row i ∈ {1, . . . , k} and column j ∈ {1, . . . , k}) is equal to rij
is denoted by RP . Let ErP denote the multiset whose elements are the complex eigenvalues of RP , the
multiplicity of an element λ of ErP being equal to the algebraic multiplicity of λ regarded as eigenvalue
of RP .
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A partition P = {X1, X2, . . . , Xk} is called left-R-regular if there exist constants lij (1 i, j k) such
that for every y ∈ Xi, there are precisely lij elements x ∈ Xj such that (x, y) ∈ R. The (k × k)th matrix
whose (i, j)th entry (1 i, j k) is equal to lij is denoted by LP . Let ElP denote the multiset whose
elements are the complex eigenvalues of LP , the multiplicity of an element λ of ElP being equal to the
algebraic multiplicity of λ regarded as eigenvalue of LP .
Notice that a partition P of X is left-R-regular if and only if P is right-R−1-regular, where R−1 :=
{(y, x)|(x, y) ∈ R}. So, for symmetric relations R, right-R-regular and left-R-regular partitions are the
same. In this case, we will talk about R-regular partitions and we will denote RP = LP also byMP .
Given two ﬁnite multisetsM = {λ1, . . . , λk} andM′ = {λ′1, . . . , λ′k′ }whose elements are complex
numbers, we denote by O(M,M′) the multiplicity of 0 as an element of the multiset
{λi − λ′j|1 i k, 1 j k′}.
For a proof of the following proposition, see De Wispelaere and Van Maldeghem [14, Lemma 3.3]
(special case) or De Bruyn [9, Theorem 1.1].
Proposition 1.1. Let X be a nonempty ﬁnite set and let R ⊆ X × X be a relation on X. LetP = {X1, X2, . . . ,
Xk} be a partition of X which is right-R-regular and let rij (1 i, j k) denote the corresponding coefﬁcients.
Let P ′ = {X′1, X′2, . . . , X′k′ } be a partition of X which is left-R-regular and let lij (1 i, j k′) denote the
corresponding coefﬁcients. Then the following holds:
(1) O(ErP , E
l
P ′) 1;
(2) If O(ErP , E
l
P ′) = 1, then there exist numbers ηij , 1 i k and 1 j k′, only depending on the
numbers rmn (1m, n k) and lm′n′ (1m′, n′  k′) such that |Xi ∩ X′j | = ηij · |X|.
(3) Suppose the following: (i) R is symmetric; (ii) there exists a μ ∈ N \ {0} such that for any x ∈ X ,
there are preciselyμ elements y ∈ X for which (x, y) ∈ R; (iii)O(ErP , ElP ′) = 1. Then |Xi ∩ Xj′ | =
|Xi|·|Xj′ |
|X|
for any (i, j) ∈ {1, . . . , k} × {1, . . . , k′}.
Now, let S be a point-line geometry with point set X and symmetric collinearity relation R. So, if
x1, x2 ∈ X , then (x1, x2) ∈ R if and only if x1 /= x2 and there is a line containing x1 and x2. Put v = |X|,
X = {p1, p2, . . . , pv} and let A be the (v × v)-matrix whose (i, j)th entry is equal to 1 if (pi, pj) ∈ R and
equal to 0 otherwise. The eigenvalues of the collinearity matrix A are independent of the ordering of
the points of X and are called the eigenvalues of S . The following lemma is known, see e.g. [15, Section
5.2] or [16, Theorem 9.3.3], but we add a proof since it is very short and easy.
Lemma 1.2. Suppose A can be partitioned as
A =
⎡⎢⎢⎣
A11 · · · A1k
...
. . .
...
Ak1 · · · Akk
⎤⎥⎥⎦ ,
where each Aii, i ∈ {1, . . . , k}, is square and each Aij , i, j ∈ {1, . . . , k}, has constant row sum bij. Then any
eigenvalue of the matrix B = (bij)1 i,j k is also an eigenvalue of A.
Proof. Suppose Aij , i, j ∈ {1, . . . , k}, is a (vi × vj)-matrix. Then v = v1 + v2 + · · · + vk . Suppose Y is
a (k × 1)-matrix which is an eigenvector of B corresponding to some eigenvalue λ of B. Let Y ′ denote
the (v × 1)-matrix obtained from Y by replacing the (i, 1)-entry yi of Y by the (vi × 1)-matrix with
all entries equal to yi. It is straightforward to verify that Y
′ is an eigenvector of A corresponding to the
same eigenvalue λ. 
Now, suppose that P = {X1, . . . , Xk} is an R-regular partition of the set X . We will also say that P is
a regular or equitable partition of S . We may without loss of generality suppose that we have ordered
the points of X = {p1, . . . , pv} in such a way that if pi ∈ Xl and pj ∈ Xm with l < m, then i < j. If we
partition the matrix A in submatrices Aij , i, j ∈ {1, . . . , k}, such that Aij has dimension |Xi| × |Xj|, then
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Table 1
The considered (dual) polar spaces.
Π Δ e Quads
W(2n − 1, q) DW(2n − 1, q) 1 Q(4, q)
Q(2n, q) DQ(2n, q) 1 W(q) = W(3, q)
Q+(2n − 1, q) DQ+(2n − 1, q) 0 DQ+(3, q)
Q−(2n + 1, q) DQ−(2n + 1, q) 2 H(3, q2)
H(2n − 1, q) DH(2n − 1, q) 1
2
Q−(5,√q)
H(2n, q) DH(2n, q) 3
2
DH(4, q)
each of these submatrices has constant row sum. Lemma 1.2 then implies that every eigenvalue of
B = MP is an eigenvalue of S . We can say more:
Lemma 1.3. The matrix B is diagonalizable.
Proof. Counting in two different ways the number of pairs (x, y) ∈ R where x ∈ Xi and y ∈ Xj yields|Xi| · bij = |Xj| · bji for all i, j ∈ {1, . . . , k}. Now, letQ be the diagonalmatrix of size k × kwhose (i, i)th
entry is equal to
√|Xi| (i ∈ {1, . . . , k}). The fact that |Xi| · bij = |Xj| · bji for all i, j ∈ {1, . . . , k} implies
that Q · B · Q−1 is a symmetric matrix. Hence, Q · B · Q−1 and B are diagonalizable. 
Many regular partitions of a given point-line geometry S are associated with nice substructures of
S , see [14] for the case of generalized hexagons. The eigenvalues of a regular partitionmight carry some
combinatorial information on the substructures from which they are derived. Indeed, as Proposition
1.1(3) indicates, the knowledge of the eigenvalues is a helpful tool for calculating intersection sizes
for all kind of combinatorial structures. In the present paper, we make a study of regular partitions of
ﬁnite dual polar spaces.
1.2. Regular partitions of dual polar spaces
Dual polar spaces are important examples of point-line geometrieswhich are related topolar spaces
(see [3] and [23, Chapter 7]).
Let Π be one of the following polar spaces of rank n 2:
(1) the symplectic polar space W(2n − 1, q) whose singular subspaces are the subspaces of the
projective space PG(2n − 1, q) which are totally isotropic with respect to a given symplectic polarity
of PG(2n − 1, q);
(2) the parabolic polar space Q(2n, q) whose singular subspaces are the subspaces of PG(2n, q)
which are contained in a given nonsingular parabolic quadric of PG(2n, q);
(3) thehyperbolicpolar spaceQ+(2n − 1, q)whosesingular subspacesare thesubspacesofPG(2n −
1, q) which are contained in a given nonsingular hyperbolic quadric of PG(2n − 1, q);
(4) the elliptic polar space Q−(2n + 1, q) whose singular subspaces are the subspaces of PG(2n +
1, q) which are contained in a given nonsingular elliptic quadric of PG(2n + 1, q);
(5) the Hermitian polar space H(2n − 1, q), q square, whose singular subspaces are the subspaces
of PG(2n − 1, q) which are contained in a given nonsingular Hermitian variety of PG(2n − 1, q);
(6) the Hermitian polar space H(2n, q), q square, whose singular subspaces are the subspaces of
PG(2n, q) which are contained in a given nonsingular Hermitian variety of PG(2n, q).
In each of the above cases, q is some prime power. Notice that the polar spaces W(2n − 1, q) and
Q(2n, q) are isomorphic if and only if q is even. With Π there is associated a dual polar space Δ of
rank n. This is the point-line geometry whose points, respectively lines, are the (n − 1)-dimensional,
respectively (n − 2)-dimensional, singular subspaces ofΠ , with incidence being reverse containment.
We will denote a dual polar space by putting a “D” in front of the name of the corresponding polar
space. With each of the above (dual) polar spaces, we associate a parameter e as deﬁned in Table 1.
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The polar space Π has
(qn−1)(qe+n−1+1)
q−1 singular points and
∏n−1
i=0 (qe+i + 1) maximal singular
subspaces. Every line of Δ contains qe + 1 points and every point of Δ is contained in qn−1
q−1 lines. By
Brouwer et al. [2, Theorem 9.4.3], the dual polar space Δ has n + 1 eigenvalues, namely the numbers
λj := qe qn−j−1q−1 − q
j−1
q−1 , j ∈ {0, . . . , n}. The multiplicity of the eigenvalue λj , j ∈ {0, . . . , n}, is equal to
fj = qj
[
d
j
]
q
1+qd+e−2j
1+qd+e−j
∏j
i=1
1+qd+e−i
1+qi−e . Here,
[
d
j
]
q
denotes the relevant Gaussian binomial coefﬁcient.
The dual polar space Δ is an example of a near polygon [7]. This means that for every point x and
every line L, there exists a unique point on L nearest to x. Here distances d(·, ·) are measured in the
collinearity graph of Δ. Since the maximal distance between two points of Δ is equal to n, Δ is a
near 2n-gon. For every point x of Δ and every i ∈ N, Δi(x) denotes the set of points of Δ at distance
i from x. For every point x of Δ, we deﬁne x⊥ := Δ0(x) ∪ Δ1(x). If S is a subspace of Δ, then we
denote by S˜ the subgeometry ofΔ induced on the point set S by those lines ofΔwhich are completely
contained in S. If α is a singular subspace of dimension n − 1 − k (k ∈ {0, . . . , n}) of Π , then the
set of all maximal singular subspaces of Π containing α is a convex subspace Fα of diameter k of
Δ. Conversely, every convex subspace of diameter k of Δ is obtained in this way. In the sequel, we
will say that α is the singular subspace of Π corresponding to Fα . If ∗1, . . . , ∗k are k 1 objects of Δ
(i.e. points or nonempty sets of points), then 〈∗1, . . . , ∗k〉 denotes the smallest convex subspace of Δ
containing∗1, . . . , ∗k . The convex subspaces ofΔ through a given point x ofΔ deﬁne a projective space
isomorphic to PG(n − 1, q). So, if Fi, i ∈ {1, 2}, is a convex subspace of diameter n − δi through x, then
F1 ∩ F2 has diameter at least n − (δ1 + δ2). Every two points x and y of Δ at distance δ ∈ {0, . . . , n}
from each other are contained in a unique convex subspace of diameter δ. These convex subspaces are
called quads if δ = 2, hexes if δ = 3 and maxes if δ = n − 1. In the last column of Table 1, we have
mentioned the isomorphism class of the quads for each of the considered dual polar spaces. If F is a
convex subspace of diameter δ ∈ {2, . . . , n} of Δ, then F˜ is a dual polar space of rank δ of the same
type as Δ. If x is a point and F is a convex subspace of Δ, then F contains a unique point πF(x) nearest
to x. Moreover, d(x, y) = d(x,πF(x)) + d(πF(x), y) for every point y of F .
A regular partition of a ﬁnite dual polar space Δ of rank n 2 can be constructed from any group
G of automorphisms of Δ. Indeed, the set of all G-orbits on the set of points of Δ is an example of
a regular partition. This suggests that many classes of regular partitions in a given ﬁnite dual polar
space of rank nmight exist. However, not all these regular partitions are probably interesting. For the
application alluded to in Proposition 1.1(3) regular partitions having few eigenvalues (or at least, those
having fewer than n + 1 eigenvalues) are interesting.
The aim of this paper is to collect those classes of regular partitions of dual polar spaces which are
related to nice geometrical substructures of dual polar spaces which have recently been under study
in the literature. For each given regular partition, we also determine their parameters and eigenvalues.
In Section 2 we give some general methods which will enable us to quickly compute the eigenvalues
of many regular partitions.
The (dual) polar spaces of rank 2 are precisely the generalized quadrangles [19]. Every regular
partition of size 2 of a generalized quadrangle is either a so-called tight set or a so-calledm-ovoid, see
[1]. Tight sets and m-ovoids of generalized quadrangles have already been studied in the literature,
see the papers [1,5,6,17,18]. Any regular partition of one of the generalized quadrangles occurring in
the last column of Table 1 gives rise to regular partitions of dual polar spaces of rank n 3 by applying
a construction which we will call extension (see Class 3 below).
In the following sections we will discuss several examples of regular partitions of dual polar
spaces. We have divided these examples into nine classes according to certain similarities in their
constructions.
Class 1. This class contains some trivial examples of regular partitions. Additional regular partitions
of dual polar spaces of rank n 2 can be derived from these examples by applying the construction
mentioned in Class 3 (a few times).
(a) Let Δ be one of the above-mentioned dual polar spaces of rank n 2 with parameters q and e,
and let X denote the point set of Δ. Then {X} is a regular partition of Δ with eigenvalue λ0 = qe qn−1q−1 .
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(b) Let Δ be one of the above-mentioned dual polar spaces of rank n 2 with parameters q and
e. Let P denote the partition of Δ consisting of only singletons. Then P is a regular partition of Δ
with associated eigenvalues λj = qe qn−j−1q−1 − q
j−1
q−1 , j ∈ {0, . . . , n}. The multiplicity of the eigenvalue
λj , j ∈ {0, . . . , n}, is equal to fj = qj
[
d
j
]
q
1+qd+e−2j
1+qd+e−j
∏j
i=1
1+qd+e−i
1+qi−e .
(c) Let L be a line of size s + 1 and P a partition of L in k 1 subsets. Then P is a regular partition
with eigenvalues s (multiplicity 1) and −1 (multiplicity k − 1).
Class 2. This class contains examples of regular partitions which are related to sets of maxes of dual
polar spaces. Let Δ be one of the above-mentioned dual polar spaces of rank n 2 with parameters q
and e.
(a) Let
{
F
(1)
1 , . . . , F
(1)
n1 , F
(2)
1 , . . . , F
(2)
n2 , . . . , F
(k)
1 , . . . , F
(k)
nk
}
be a set of mutually disjoint maxes of Δ.
Here, n1, n2, . . . , nk are k 1 strictly positive integers. For every i ∈ {1, . . . , k}, put Xi := F(i)1 ∪ · · · ∪
F
(i)
ni . Let X0 denote the complement of X1 ∪ · · · ∪ Xk in Δ. If X0 /= ∅, then {X0, . . . , Xk} is a regu-
lar partition of Δ with associated eigenvalues λ0 = qe qn−1q−1 (multiplicity 1) and λ1 = qe q
n−1−1
q−1 − 1
(multiplicity k).
(b) Suppose X1 is a nonempty proper subspace of Δ for which there exist nonzero constants α and
β such that through every point of X1 there are precisely α lines and β maxes which are contained
in X1. Let X2 denote the complement of X1 in Δ. Then {X1, X2} is a regular partition with eigenvalues
λ0 = qe qn−1q−1 and λ1 = qe q
n−1−1
q−1 − 1.
(c) Suppose Δ is not isomorphic to DQ+(2n − 1, q). Let M1 and M2 denote two mutually disjoint
maxes of Δ. Put X1 := M1 ∪ M2. Let X2 denote the set of points of Δ not contained in X1 which are
containedona line joining apoint ofM1 with apoint ofM2. LetX3 be the set of points ofΔnot contained
in X1 ∪ X2. Then {X1, X2, X3} is a regular partition of Δ with eigenvalues λ0 = qe qn−1q−1 (multiplicity 1)
and λ1 = qe qn−1−1q−1 − 1 (multiplicity 2).
(d) LetM1,M2,X2 andX3 beas in (c). Then {M1,M2, X2, X3} is a regularpartitionofΔwitheigenvalues
λ0 = qe qn−1q−1 (multiplicity 1) and λ1 = qe q
n−1−1
q−1 − 1 (multiplicity 3).
Class 3. We will now give a method for constructing new regular partitions from a given regular
partition.
Let Δ be one of the above-mentioned dual polar spaces of rank n 2 with parameters q and e
and let F be a convex subspace of diameter n − δ, δ ∈ {0, . . . , n}, of Δ. Let λj = qe qn−δ−j−1q−1 − q
j−1
q−1 ,
j ∈ {0, . . . , n − δ}, denote the eigenvalues of F˜ and let λ′j = qe q
n−j−1
q−1 − q
j−1
q−1 , j ∈ {0, . . . , n}, denote
the eigenvalues of Δ. Let P = {X1, . . . , Xk} be a regular partition of F˜ . For every i ∈ {0, . . . , δ} and
every j ∈ {1, . . . , k}, let Yij denote the set of points x at distance i from F for which πF(x) ∈ Xj . Then
P ′ = {Yij|0 i δ, 1 j k} is a regular partition of Δ. We call P ′ the extension of P . If λi1 , . . . , λik
are the k not necessarily distinct eigenvalues of the regular partition P , then λ′il+j , l ∈ {1, . . . , k} and
j ∈ {0, . . . , δ}, are the k(δ + 1) not necessarily distinct eigenvalues of the regular partition P ′.
We will now give a special case of the above. For every i ∈ {0, . . . , δ}, let Zi denote the set of points
of Δ at distance i from F . Then by example (1a) and the above, {Z0, Z1, . . . , Zδ} is a regular partition of
Δ with associated eigenvalues λ′j = qe q
n−j−1
q−1 − q
j−1
q−1 , j ∈ {0, . . . , δ}.
Class 4. The regular partitions of this class are related to sub-polar-spaces of polar spaces.
(a) Let Π be one of the above-mentioned polar spaces of rank n 2 with parameters q and e. Let
Π ′ be a nondegenerate polar space of rank m 2 with parameters q and e′ which is obtained from
Π by intersecting it with a subspace α of the ambient projective space of Π . Put k := min(m, n +
e − m − e′). Let Xi, i ∈ N, denote the set of maximal singular subspaces of Π which intersect α
in an (m − 1 − i)-dimensional singular subspace of Π ′. Then {X0, X1, . . . , Xk} is a regular partition
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of the dual polar space Δ associated with Π . The associated eigenvalues are λj = qe qn−j−1q−1 − q
j−1
q−1 ,
j ∈ {0, . . . , k}.
(b) LetΠ be one of the followingpolar spaces of rankn 2:Q(2n, q),Q+(2n − 1, q),Q−(2n + 1, q).
By Table 1, there is a parameter e ∈ {0, 1, 2} associated with Π . Let α be a subspace of the ambient
projective space of Π which intersects Π in a nonsingular hyperbolic quadric Q+(2m − 1, q), m 2.
Let M+ and M− denote the two families of maximal singular subspaces of Q+(2m − 1, q). Recall
that two maximal singular subspaces of Q+(2m − 1, q) belong to the same family if they intersect
in a subspace of even co-dimension. Put k := min(m, n + e − m). Let Xi, i ∈ N, denote the set of
maximal singular subspaces ofΠ which intersect α in an (m − 1 − i)-dimensional singular subspace
of Q+(2m − 1, q). Let X
0 , 
 ∈ {+,−}, denote the set of all maximal singular subspaces of Π which
intersect α in an element of M
 . Then {X+0 , X−0 , X1, . . . , Xk} is a regular partition of the dual polar
space Δ associated with Π . The associated eigenvalues are the numbers λj = qe qn−j−1q−1 − q
j−1
q−1 , j ∈
{0, . . . , k}, and thenumberλm = qe qn−m−1q−1 − q
m−1
q−1 . So, if k = m, then the eigenvalueλm of the regular
partition {X+0 , X−0 , X1, . . . , Xk} has multiplicity 2.
Class 5. The regular partitions of this class are related to so-called SDPS-sets. These are sets of points
of dual polar spaces satisfying certain nice properties, see Section 7.
Suppose n = 2m is even and letΔ be one of the dual polar spaces DW(2n − 1, q), DQ−(2n + 1, q).
Let X be an SDPS-set ofΔ and let Xi, i ∈ {0, . . . ,m}, denote the set of all points ofΔ at distance i from X .
Then {X0, X1, . . . , Xm} is a regular partition ofΔwith associated eigenvalues λ2j = qe qn−2j−1q−1 − q
2j−1
q−1 ,
j ∈ {0, . . . ,m}. Recall here that e = 1 if Δ = DW(2n − 1, q) and e = 2 if Δ = DQ−(2n + 1, q).
Class 6. The regular partitions of this class are related to isometric embeddings of symplectic dual
polar spaces into Hermitian dual polar spaces.
ByDeBruyn [8], thereexistsup to isomorphismaunique setX ofpointsofDH(2n − 1, q2) satisfying:
(i) X˜ ∼= DW(2n − 1, q); (ii) X˜ is isometrically embedded into DH(2n − 1, q2), i.e. for all x1, x2 ∈ X , the
distance between x1 and x2 in X˜ coincides with the distance between x1 and x2 in DH(2n − 1, q2).
Put m :=  n
2
. Let Xi, i ∈ {0, . . . ,m}, denote the set of points of DH(2n − 1, q2) at distance i from X .
Then {X0, X1, . . . , Xm} is a regular partition of DH(2n − 1, q2) with eigenvalues λj = q q2n−2jq2−1 − q
2j−1
q2−1 ,
j ∈ {0, . . . ,m}.
Class 7. The regular partitions of this class are related to hyperplanes of dual polar spaces. A hyperplane
is a proper subspace which meets each line.
(a) By Shult [22], there exists a hyperplane X1 of DQ(6, q) such that X˜1 is isomorphic to the split-
Cayley generalized hexagon H(q). Such a hyperplane is called a hexagonal hyperplane of DQ(6, q). Let
X2 denote the complement of X1 in DQ(6, q). Then {X1, X2} is a regular partition of DQ(6, q) with
associated eigenvalues λ0 = q3 + q2 + q and λ2 = −1.
(b) Let Q−(7, q) be a nonsingular elliptic quadric of PG(7, q). Let π be a hyperplane of PG(7, q)
which intersects Q−(7, q) in a nonsingular parabolic quadric Q(6, q). Let X1 be a set of singular planes
of Q(6, q) which deﬁnes a hexagonal hyperplane of the dual polar space DQ(6, q) associated with
Q(6, q). Let X2 denote the set of singular planes of Q(6, q) not contained in X1, let X3 denote the set of
singular planesα ofQ−(7, q) such that every singular planeofQ(6, q) throughα ∩ π belongs toX1, and
letX4 denote the set of singular planesofQ
−(7, q)notbelonging toX1 ∪ X2 ∪ X3. ByPralle [20],X1 ∪ X3
is a hyperplane ofDQ−(7, q). Wewill show that {X1, X2, X3, X4} is a regular partition ofDQ−(7, q)with
eigenvalues λ0 = q4 + q3 + q2, λ1 = q3 + q2 − 1, λ2 = q2 − q − 1 and λ3 = −q2 − q − 1.
(c) Let Q(8, q) be a nonsingular parabolic quadric of PG(8, q) and let π be a hyperplane of PG(8, q)
which intersects Q(8, q) in a nonsingular hyperbolic quadric Q+(7, q) ofπ . Let X1 := M+ andM− be
the two families of maximal singular subspaces of Q+(7, q). For everymaximal singular subspace α of
Q(8, q) not contained in π , let α
 , 
 ∈ {+,−}, denote the unique element of M
 through α ∩ π . Let
HS
(7, q)denote thehalf-spin geometry forQ+(7, q)deﬁnedon the setM
 . So, the points, respectively
lines, of M
 are the elements of M
 , respectively the lines, of Q+(7, q), and incidence is reverse
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containment. The geometries HS+(7, q) and HS−(7, q) are isomorphic to the point-line system of the
quadric Q+(7, q). So, there exists a hyperplane X2 of HS−(7, q) whose points and lines deﬁne a polar
space Q(6, q). Let X3 denote the set of maximal singular subspaces of Q(8, q) not contained in π for
which α− ∈ X2. By Cardinali et al. [4], X1 ∪ X2 ∪ X3 is a hyperplane of the dual polar space DQ(8, q)
associated with Q(8, q). Let X4 ⊆ M− denote the set of maximal singular subspaces of Q+(7, q) not
belonging to X1 ∪ X2 and let X5 denote the set of maximal singular subspaces of Q(8, q) not belonging
to X1 ∪ X2 ∪ X3 ∪ X4. Then {X1, X2, X3, X4, X5} is a regular partition of DQ(8, q)with eigenvalues λ0 =
q4 + q3 + q2 + q, λ1 = q3 + q2 + q − 1, λ2 = q2 − 1, λ3 = −q2 − 1 and λ4 = −q3 − q2 − q − 1.
(d) LetH(5, q2) denote a nonsingular Hermitian variety of PG(5, q2) and let ζ denote the Hermitian
polarity of PG(5, q2) associated with H(5, q2). Let α be a plane of PG(5, q2) satisfying the following
properties: (i) α and αζ are disjoint; (ii) α ∩ H(5, q2) is a unital of α; (iii) αζ ∩ H(5, q2) is a unital of
αζ . Let X1 denote the set of singular planes of H(5, q
2) which contain a point of α, or equivalently, a
point of αζ . By De Bruyn and Pralle [10], there exist precisely q + 1 hyperplanes of DH(5, q2) which
arise from the so-called Grassmann-embedding of DH(5, q2) which contain X1. Let X2 be a set of
points of DH(5, q2) such that X1 ∪ X2 is one of these q + 1 hyperplanes of DH(5, q2). Let X3 denote
the complement of X1 ∪ X2 in DH(5, q2). Then {X1, X2, X3} is a regular partition of DH(5, q2) with
eigenvalues λ0 = q5 + q3 + q, λ1 = q3 + q − 1 and λ2 = −q2 + q − 1.
Class 8. The regular partitions of this class are related to isometric embeddings of some near hexagons
in dual polar spaces of rank 3.
(a) Let X1 be subspace of DW(5, q) such that X˜1 is a [(q + 1) × (q + 1) × (q + 1)]-cube which is
isometrically embedded intoDW(5, q). Let X2, respectively X3, denote the set of points ofDW(5, q) not
contained in X1 which are collinearwith precisely q + 1, respectively 1, point(s) of X1. Then {X1, X2, X3}
is a regular partition ofDW(5, q)with associated eigenvaluesλ0 = q3 + q2 + q,λ1 = q2 + q − 1 and
λ2 = −1.
(b) Let X1 be a subspace of DH(5, q
2) such that X˜1 is a [(q + 1) × (q + 1) × (q + 1)]-cube which
is isometrically embedded into DH(5, q2). Let X2, X3, respectively X4, denote the set of points of
DH(5, q2) not contained in X1 which are collinear with precisely q + 1, 1, respectively 0, point(s) of X1.
Then {X1, X2, X3, X4} is a regular partition of DH(5, q2) with associated eigenvalues λ0 = q5 + q3 + q
(multiplicity 1), λ1 = q3 + q − 1 (multiplicity 2) and λ2 = −q2 + q − 1 (multiplicity 1).
(c) The near hexagon Q(4, q) × Lq+1 is obtained by taking q + 1 isomorphic copies of the gener-
alized quadrangle Q(4, q) and joining the corresponding points to form lines of size q + 1. Let X1 be
a subspace of DH(5, q2) such that X˜1 ∼= Q(4, q) × Lq+1 is isometrically embedded into DH(5, q2). Let
X2, X3, respectively X4, denote the set of points of DH(5, q
2) not contained in X1 which are collinear
with precisely q2 + 1, q + 1, respectively 1, point(s) of X1. Then {X1, X2, X3, X4} is a regular parti-
tion of DH(5, q2) with associated eigenvalues λ0 = q5 + q3 + q (multiplicity 1), λ1 = q3 + q − 1
(multiplicity 2) and λ2 = −q2 + q − 1 (multiplicity 1).
Class 9. The regular partitions of this class are related to some “sporadic” isometric embeddings of
near octagons in dual polar spaces of rank 4. We refer to [7] for the deﬁnition of the near octagons
involved in the constructions.
(a) Let X1 be a subspace of DH(7, 4) such that X˜1 is isomorphic to the near octagon H4. Sup-
pose moreover that X˜1 is isometrically embedded into DH(7, 4). Let X2, X3, X4, X5, respectively X6,
denote the set of points of DH(7, 4) which are collinear with 7, 5, 3, 1, respectively 0, point(s) of
X1. Then {X1, X2, X3, X4, X5, X6} is a regular partition of DH(7, 4) with eigenvalues λ0 = 170, λ1 = 41
(multiplicity 2) and λ2 = 5 (multiplicity 3).
(b) Let X1 and X2 be as in (a). Then ˜X1 ∪ X2 ∼= DW(7, 2) and {X1, X2} is a regular partition of˜X1 ∪ X2 ∼= DW(7, 2) with eigenvalues λ′0 = 30 and λ′1 = 13.
(c) Let X1 be a subspace of DH(7, 4) such that X˜1 is isomorphic to the near octagon G4. Suppose
moreover that X˜1 is isometrically embedded into DH(7, 4). Let X2, respectively X3, denote the set of
points ofDH(7, 4)which are collinear with 15, respectively 7, points of X1. Then {X1, X2, X3} is a regular
partition of DH(7, 4) with associated eigenvalues λ0 = 170, λ1 = 41 and λ2 = 5.
Merging. If the parameters of a regular partition satisfy certain conditions, then anew regular partition
can be derived from it by a procedure calledmerging.
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LetΔ be one of the above dual polar spaces of rank n 2. Let {X1, X2, . . . , Xk} be a regular partition
ofΔwith associated parameters aij , 1 i, j k. Let {K1, . . . , Kk′ } be a partition of the set {1, . . . , k}. For
every i ∈ {1, . . . , k′}, put X′i :=
⋃
j∈Ki Xj . If for all i1, i2 ∈ {1, . . . , k′}, the number bi1,i2 :=
∑
j2∈Ki2 aj1,j2
is independent of the element j1 ∈ Ki1 , then {X′1, X′2, . . . , X′k′ } is a regular partition of Δ with asso-
ciated parameters bi1,i2 , 1 i1, i2  k
′. Several examples of merging can be given making use of the
constructions given above. We will restrict ourselves to one example.
Consider a max M of Δ and a point x ∈ M. Let Xi, i ∈ {0, . . . , n − 1}, denote the set of points of
M at distance i from x. Then P = {X0, X1, . . . , Xn−1} is a regular partition of M˜ (see Class 3). Let Yi,
i ∈ {0, . . . , n − 1}, denote the set of points of Δ not contained in M for which πM(x) ∈ Xi. Then the
extensionP ′ = {X0, X1, . . . , Xn−1, Y0, Y1, . . . , Yn−1} ofP is a regular partition ofΔ. Now, put X′0 := X0,
X′i := Xi ∪ Yi−1 (i ∈ {1, . . . , n − 1}) and X′n = Yn−1. Then {X′0, X′1, . . . , X′n} is a regular partition of Δ
since X′i , i ∈ {0, . . . , n}, consists of all points of Δ at distance i from x.
Some applications. Let Δ be one of the above dual polar spaces of rank n 2. As already said before,
Proposition 1.1(3) can be used to determine the intersection size of two substructures X1 and X2 of Δ
if they belong to regular partitions P1 and P2 whose eigenvalues satisfy certain properties. We will
now give a number of instances where Proposition 1.1(3) can be applied.
(1) Let Δ be the dual polar space DQ(6, q), let P1 be a regular partition of Δ associated with a
hexagonal hyperplane of DQ(6, q) (see Class (7a)) and let P2 be one of the regular partitions of Δ
belonging to Class 2.
(2) Let Δ be the dual polar space DQ(6, q), let P1 be a regular partition of Δ associated with a
hexagonal hyperplane of DQ(6, q) and let P2 be a regular partition of DQ(6, q) associated with one of
the following sub-polar-spaces of Π = Q(6, q) (see Class (4a)): Q+(5, q); Q(4, q).
(3) Let Δ be the dual polar space DQ(6, q), let P1 be a regular partition of Δ associated with
a hexagonal hyperplane of DQ(6, q) and let P2 be a regular partition of DQ(6, q) associated with a
sub-polar-space Q+(5, q) ⊆ Q(6, q) as described in Class (4b).
(4) Let Δ be one of the dual polar spaces DW(4n − 1, q), DQ−(4n + 1, q), n 1, and let X be an
SDPS-set of Δ. Let P1 be the regular partition of Δ associated with X (see Class 5) and let P2 be one of
the regular partitions of Δ belonging to Class 2.
(5) LetΔ be the dual polar space DW(4n − 1, q), n 2, and let X be an SDPS-set ofΔ. Let P1 be the
regular partition of Δ associated with X and let P2 denote a regular partition of Δ associated with a
sub-polar-space Π ′ ∼= W(4n − 3, q) of Π = W(4n − 1, q) (see Class (4a)).
(6) Let Δ be the dual polar space DW(4n − 1, q) ∼= DQ(4n, q), n 1 and q even, and let X be an
SDPS-set of Δ. Let P1 be the regular partition of Δ associated with X , and let P2 denote a regular
partition of Δ which is associated with one of the following sub-polar-spaces of Π = Q(4n, q) (see
Class (4a)): Q+(4n − 1, q); Q−(4n − 3, q)(n 2); Q(4n − 2, q)(n 2).
(7) LetΔ be the dual polar space DQ−(4n + 1, q), n 1, let X be an SDPS-set ofΔ and let P1 be the
regular partition of Δ associated with X . Let P2 be a regular partition of Δ which is associated with
one of the following sub-polar-spaces of Π = Q−(4n + 1, q) (see Class (4a)): Q−(4n − 1, q)(n 2);
Q(4n, q).
(8) Let Δ be the dual polar space DW(7, 2), let X be an SDPS-set of Δ and let P1 be the regular
partition ofΔ associated with X . LetP2 be a regular partition ofΔ associated with a sub-near-octagon
isomorphic to H4 which is isometrically embedded into DW(7, 2) (see Class (9b)).
2. Methods for determining the eigenvalues of regular partitions of dual polar spaces
Let F(i)n , i ∈ {1, 2, . . . , 6}, be the family of dual polar spaces of rank n 2 whose associated polar
spaces are as described in (i) of Section 1.2. For every prime power r, there corresponds a dual polar
space Δr ∈ F(i)n . The value of q corresponding to Δr is equal to r if i ∈ {1, 2, 3, 4} and equal to r2 if
i ∈ {5, 6}.
The computation of the eigenvalues of a regular partition with a large number of classes can be a
very difﬁcult problem since it is equivalent to the computation of the eigenvalues of a square matrix
with large dimension. In the case the regular partition belongs to a suitable inﬁnite family of regular
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partitions, we will present solutions to this problem, see Corollaries 2.2, 2.4 and 2.6. In many cases,
these corollaries will allow us to compute the eigenvalues with a minimal amount of effort. We will
apply these results a number of times.
2.1. The case of quadratic and symplectic dual polar spaces
Suppose i ∈ {1, 2, 3, 4}. Then e ∈ {0, 1, 2}. For every j ∈ {0, . . . , n}, let λj(x) be the polynomial
xe x
n−j−1
x−1 − x
j−1
x−1 = xe ·
∑n−j−1
i=0 xi −
∑j−1
i=0 xi of Z[x]. Similarly, for every j ∈ {0, . . . , n}, let λ′j(x) be
the polynomial xe+n−j − xj of Z[x]. Put N :=  e+n
2
. Then we have
• {(λ′j(x))2|0 j n} = {(λ′j(x))2|0 jN};
• deg(λ′0(x)) > deg(λ′1(x)) > · · · > deg(λ′N(x)), where we have taken the convention that the
zero polynomial of Z[x] has degree −∞ (if e + n is even, then λ′N(x) = 0).
Lemma 2.1. Let k 1 and let aij(x) ∈ Z[x] for all i, j ∈ {1, . . . , k}. LetR be an inﬁnite set of prime powers.
Suppose that for every q ∈ R, all eigenvalues of the matrix A(q) := (aij(q))1 i,j k belong to the set{λ0(q), λ1(q), . . . , λn(q)}. Suppose also that i1, . . . , ik are k not necessarily distinct elements of {0, . . . , n}
such that the following holds for every q ∈ R :
(1) λi1(q) + λi2(q) + · · · + λik(q) = a11(q) + a22(q) + · · · + akk(q);
(2) [λi1(q)]2 + [λi2(q)]2 + · · · + [λik(q)]2 = [a11(q)]2 + [a22(q)]2 + · · · + [akk(q)]2+ 2 ·∑1 l<l′  n all′(q) · al′l(q).
Then for every q ∈ R, λi1(q), λi2(q), . . . , λik(q) are all the k not necessarily distinct eigenvalues of the
matrix A(q).
Proof. We need to prove that the equation
det(X · Ik − A(q)) = (X − λi1(q))(X − λi2(q)) · · · (X − λik(q)) (1)
holds for every q ∈ R. The right-hand and left-hand sides of Eq. (1) can be regarded as polynomials
of degree k in X whose coefﬁcients are polynomials in q. So, in order to prove (1) for every q ∈ R, it
sufﬁces to prove that Eq. (1) holds for an inﬁnite number of elements of R. We will prove below that
Eq. (1) holds for all prime powers q ∈ Rwhich are bigger than a certain number K .
Since deg(λ′0(x)) > deg(λ′1(x)) > · · · > deg(λ′N(x)), we know that there exists a K > 0 such that
λ′i(q) > k · λ′i+1(q) 0 for every i ∈ {0, . . . ,N − 1} and every element q > K of R. So, we also have
(λ′i(q))2 > k · (λ′i+1(q))2 for every i ∈ {0, . . . ,N − 1} and every element q > K ofR.
Now, suppose q is some prime power ofR bigger than K . We know that there exist k not necessarily
distinct elements j1, . . . , jk of {0, . . . , n} such that
det(X · Ik − A(q)) = (X − λj1(q))(X − λj2(q)) · · · (X − λjk(q)). (2)
Equating the coefﬁcients of Xk−1 in the left-hand and right-hand sides of Eq. (2), we ﬁnd that λj1(q) +
λj2(q) + · · · + λjk(q) = a11(q) + a22(q) + · · · + akk(q). Hence,
λi1(q) + λi2(q) + · · · + λik(q) = λj1(q) + λj2(q) + · · · + λjk(q). (3)
Equating the coefﬁcients of Xk−2 in the left-hand and right-hand sides of Eq. (2), we ﬁnd that∑
1 l<l′  k λjl(q) · λjl′ (q) =
∑
1 l<l′  k(all(q)al′l′(q) − all′(q)al′l(q)), i.e. 12
(
(λj1(q) + λj2(q)+
· · · + λjk(q))2 − (λj1(q))2 − (λj2(q))2 − · · · − (λjk(q))2
)
= 1
2
(
(a11(q) + a22(q) + · · · + akk(q))2
−(a11(q))2 − (a22(q))2 − · · · − (akk(q))2
)
−∑1 l<l′  k all′(q)al′l(q). Togetherwithλj1(q) + λj2(q)
+ · · · + λjk(q) = a11(q) + a22(q) + · · · + akk(q), this implies that [λj1(q)]2 + [λj2(q)]2 + · · · +
[λjk(q)]2 = [a11(q)]2 + [a22(q)]2 + · · · + [akk(q)]2 + 2 ·
∑
1 l<l′  k all′(q)al′l(q). So, we have
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[λi1(q)]2 + [λi2(q)]2 + · · · + [λik(q)]2 = [λj1(q)]2 + [λj2(q)]2 + · · · + [λjk(q)]2. (4)
Now, Eqs. (3) and (4) imply that
λ′i1(q) + λ′i2(q) + · · · + λ′ik(q) = λ′j1(q) + λ′j2(q) + · · · + λ′jk(q) (5)
and
[λ′i1(q)]2 + [λ′i2(q)]2 + · · · + [λ′ik(q)]2 = [λ′j1(q)]2 + [λ′j2(q)]2 + · · · + [λ′jk(q)]2. (6)
Since (λ′i(q))2 > k · (λ′i+1(q))2 for every i ∈ {0, . . . ,N − 1}, there exist by Eq. (6) constants Mi, i ∈{0, . . . ,N}, such that:
(1) there are preciselyMi elements l ∈ {1, . . . , k} for which (λ′il(q))2 = (λ′i(q))2;
(2) there are preciselyMi elements l ∈ {1, . . . , k} for which (λ′jl(q))2 = (λ′i(q))2.
Clearly, M0 + · · · + MN = k. For every i ∈ {0, . . . ,N}, let M′i , respectively M′′i , denote the num-
ber of l ∈ {1, . . . , k} for which λ′il(q) = λ′i(q), respectively λ′jl(q) = λ′i(q). Then Eq. (5) implies that
(2M′0 − M0)λ′0(q) + · · · + (2M′N − MN)λ′N(q) = (2M′′0 − M0)λ′0(q) + · · · + (2M′′N − MN)λ′N(q), i.e.
M′0λ′0(q) + · · · + M′Nλ′N(q) = M′′0λ′0(q) + · · · + M′′Nλ′N(q). Since M′0 + · · · + M′N  k, M′′0 + · · · +
M
′′
N  k and λ
′
i(q) > k · λ′i+1(q) 0 for every i ∈ {0, . . . ,N − 1}, this implies that M′0 = M′′0 ,M′1 =
M
′′
1 , . . . ,M
′
N = M′′N . It follows that the multisets {λ′i1(q), λ′i2(q), . . . , λ′ik(q)} and {λ′j1(q), λ′j2(q), . . . ,
λ′jk(q)} are equal. Hence, also the multisets {λi1(q), λi2(q), . . . , λik(q)} and {λj1(q), λj2(q), . . . , λjk(q)}
are equal. This implies that
det(X · Ik − A(q)) = (X − λj1(q))(X − λj2(q)) · · · (X − λjk(q))
= (X − λi1(q))(X − λi2(q)) · · · (X − λik(q)).
This is precisely what we needed to prove. 
The following is a corollary of Lemmas 1.2 and 2.1.
Corollary 2.2. Let k 1 and let aij(x) ∈ Z[x] for all i, j ∈ {1, . . . , k}. Let R be an inﬁnite set of prime
powers. Suppose that for every q ∈ R,Pq = {X1(q), X2(q), . . . , Xk(q)} is a regular partition of Δq with
associated coefﬁcients aij(q), 1 i, j k. Suppose also that i1, . . . , ik are k not necessarily distinct elements
of {0, . . . , n} such that the following holds for every q ∈ R :
(1) λi1(q) + λi2(q) + · · · + λik(q) = a11(q) + a22(q) + · · · + akk(q);
(2) [λi1(q)]2 + [λi2(q)]2 + · · · + [λik(q)]2 = [a11(q)]2 + [a22(q)]2 + · · · + [akk(q)]2+ 2 ·∑1 l<l′  n all′(q) · al′l(q).
Then for every q ∈ R, λi1(q), λi2(q), . . . , λik(q) are all the k not necessarily distinct eigenvalues of the
regular partition Pq of Δq.
Lemma 2.3. Let k 1 and let aij(x) ∈ Z[x] for all i, j ∈ {1, . . . , k}. LetR be an inﬁnite set of prime powers.
Suppose that for every q ∈ R, all eigenvalues of the matrix A(q) := (aij(q))1 i,j k belong to the set{λ0(q), λ1(q), . . . , λn(q)}. Suppose also that i1, . . . , ik are k not necessarily distinct elements of {0, . . . , n}
satisfying:
(1) There is at most one l ∈ {1, . . . , k} for which il = n+e2 .
(2) There exists no two distinct elements l1, l2 ∈ {1, . . . , k} for which il1 + il2 = e + n.
(3) λi1(q) + λi2(q) + · · · + λik(q) = a11(q) + a22(q) + · · · + akk(q).
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Then for every q ∈ R, λi1(q), λi2(q), . . . , λik(q) are all the k not necessarily distinct eigenvalues of the
matrix A(q).
Proof. We need to prove that the equation
det(X · Ik − A(q)) = (X − λi1(q))(X − λi2(q)) · · · (X − λik(q)) (7)
holds for every q ∈ R. The right-hand and left-hand sides of Eq. (7) can be regarded as polynomials
of degree k in X whose coefﬁcients are polynomials in q. So, in order to prove (7) for every q ∈ R, it
sufﬁces to prove that Eq. (7) holds for an inﬁnite number of elements of R. We will prove below that
Eq. (7) holds for all prime powers q ∈ Rwhich are bigger than a certain number K .
By conditions (1) and (2), the sum of the absolute values of the coefﬁcients of the polynomial
λ′i1(x) + λ′i2(x) + · · · + λ′ik(x) is equal to either 2k − 2 or 2k depending on whether there exists an
l ∈ {1, . . . , k} for which il = e+n2 or not. This implies that if j1, j2, . . . , jk are k not necessarily distinct
elements of {0, . . . , n} such that thepolynomialsλ′i1(x) + λ′i2(x) + · · · + λ′ik(x) andλ′j1(x) + λ′j2(x) +· · · + λ′jk(x) of Z[x] are equal, then the multisets {i1, i2, . . . , ik} and {j1, j2, . . . , jk} are also equal. This
implies that there exists a K > 0 such that if q > K is an element ofR and j1, j2, . . . , jk are k elements
of {0, . . . , n} such that the multisets {i1, i2, . . . , ik} and {j1, j2, . . . , jk} are distinct, then also λ′i1(q) +
λ′i2(q) + · · · + λ′ik(q) and λ′j1(q) + λ′j2(q) + · · · + λ′jk(q) are distinct.
Now, suppose that q is some prime power of R bigger than K . We know that there exist k not
necessarily distinct elements j1, . . . , jk of {0, . . . , n} such that
det(X · Ik − A(q)) = (X − λj1(q))(X − λj2(q)) · · · (X − λjk(q)). (8)
Equating the coefﬁcients of Xk−1 in the left-hand and right-hand sides of Eq. (8), we ﬁnd that λj1(q) +
λj2(q) + · · · + λjk(q) = a11(q) + a22(q) + · · · + akk(q). Hence, λi1(q) + λi2(q) + · · · + λik(q) =
λj1(q) + λj2(q) + · · · + λjk(q)andλ′i1(q) + λ′i2(q) + · · · + λ′ik(q) = λ′j1(q) + λ′j2(q) + · · · + λ′jk(q).
As said before the fact that q > K implies that themultisets {i1, i2, . . . , ik} and {j1, j2, . . . , jk} are equal.
Eq. (8) then implies that
det(X · Ik − A(q)) = (X − λi1(q))(X − λi2(q)) · · · (X − λik(q)).
This is precisely what we needed to prove. 
The following is a corollary of Lemmas 1.2 and 2.3.
Corollary 2.4. Let k 1 and let aij(x) ∈ Z[x] for all i, j ∈ {1, . . . , k}. Let R be an inﬁnite set of prime
powers. Suppose that for every q ∈ R,Pq = {X1(q), X2(q), . . . , Xk(q)} is a regular partition of Δq with
associated coefﬁcients aij(q), 1 i, j k. Suppose also that i1, . . . , ik are k not necessarily distinct elements
of {0, . . . , n} satisfying
(1) There is at most one l ∈ {1, . . . , k} for which il = n+e2 .
(2) There exists no two distinct elements l1, l2 ∈ {1, . . . , k} for which il1 + il2 = e + n.
(3) λi1(q) + λi2(q) + · · · + λik(q) = a11(q) + a22(q) + · · · + akk(q).
Then for every q ∈ R, λi1(q), λi2(q), . . . , λik(q) are all the k not necessarily distinct eigenvalues of the
regular partition Pq of Δq.
2.2. The case of Hermitian dual polar spaces
Suppose i ∈ {5, 6}. Then e ∈ { 1
2
, 3
2
}. For every j ∈ {0, . . . , n}, letλj(x) be the polynomial x2e x2n−2j−1x2−1
− x2j−1
x2−1 = x2e
∑n−j−1
i=0 x2i −
∑j−1
i=0 x2i of Z[x]. The degrees of the n + 1 nonzero polynomials λj(x),
j ∈ {0, . . . , n}, are mutually distinct.
I. Cardinali, B. De Bruyn / Linear Algebra and its Applications 432 (2010) 744–769 755
Lemma 2.5. Let k 1 and let aij(x) ∈ Z[x] for all i, j ∈ {1, . . . , k}. Let R be an inﬁnite set of prime
powers. Suppose that for every r ∈ R, all eigenvalues of the matrix A(r) := (aij(r))1 i,j k belong to
the set {λ0(r), λ1(r), . . . , λn(r)}. Suppose also that i1, . . . , ik are k not necessarily distinct elements of{0, . . . , n} such that λi1(r) + λi2(r) + · · · + λik(r) = a11(r) + a22(r) + · · · + akk(r) for every r ∈ R.
Then for every r ∈ R, λi1(r), λi2(r), . . . , λik(r) are all the k not necessarily distinct eigenvalues of the
matrix A(r).
Proof. We need to prove that the equation
det(X · Ik − A(r)) = (X − λi1(r))(X − λi2(r)) · · · (X − λik(r)) (9)
holds for every r ∈ R. The right-hand and left-hand sides of Eq. (9) can be regarded as polynomials
of degree k in X whose coefﬁcients are polynomials in r. So, in order to prove (9) for every r ∈ R, it
sufﬁces to prove that Eq. (9) holds for an inﬁnite number of elements of R. We will prove below that
Eq. (9) holds for all prime powers r ∈ Rwhich are bigger than a certain number K .
Let σ be the permutation of {0, . . . , n} such that deg(λσ(0)(x)) > deg(λσ(1)(x)) > · · · >
deg(λσ(n)(x)). Obviously, there must exist a K > 0 such that |λσ(i)(r)| > 2k · |λσ(i+1)(r)| for every
i ∈ {0, . . . , n − 1} and every r > K ofR.
Now, suppose r is some prime power ofR bigger than K . We know that there exist k not necessarily
distinct elements j1, . . . , jk of {0, . . . , n} such that
det(X · Ik − A(r)) = (X − λj1(r))(X − λj2(r)) · · · (X − λjk(r)). (10)
Equating the coefﬁcients of Xk−1 in the left-hand and right-hand sides of Eq. (10), we ﬁnd thatλj1(r) +
λj2(r) + · · · + λjk(r) = a11(r) + a22(r) + · · · + akk(r). Hence,
λi1(r) + λi2(r) + · · · + λik(r) = λj1(r) + λj2(r) + · · · + λjk(r). (11)
Since |λσ(i)(r)| > 2k · |λσ(i+1)(r)| for every i ∈ {0, . . . , n − 1}, Eq. (11) implies that the multisets{λi1(r), λi2(r), . . . , λik(r)} and {λj1(r), λj2(r), . . . , λjk(r)} are equal. This implies that
det(X · Ik − A(r)) = (X − λj1(r))(X − λj2(r)) · · · (X − λjk(r))
= (X − λi1(r))(X − λi2(r)) · · · (X − λik(r)).
This is precisely what we needed to prove. 
The following is a corollary of Lemmas 1.2 and 2.5.
Corollary 2.6. Let k 1 and let aij(x) ∈ Z[x] for all i, j ∈ {1, . . . , k}. Let R be an inﬁnite set of prime
powers. Suppose that for every r ∈ R,Pr = {X1(r), X2(r), . . . , Xk(r)} is a regular partition of Δr with
associated coefﬁcients aij(r), 1 i, j k. Suppose also that i1, . . . , ik are k not necessarily distinct elements
of {0, . . . , n} such that λi1(r) + λi2(r) + · · · + λik(r) = a11(r) + a22(r) + · · · + akk(r) for every r ∈
R. Then for every r ∈ R, λi1(r), λi2(r), . . . , λik(r) are all the k not necessarily distinct eigenvalues of the
regular partition Pr of Δr .
3. Class 1
(a) If X denotes the point set of the dual polar space Δ, then {X} is a regular partition of Δ with
coefﬁcient matrix [qe qn−1
q−1 ] and associated eigenvalue λ0 = qe q
n−1
q−1 .
(b) Let Δ and P be as in Class (1b). Then the coefﬁcient matrix of the regular partition P (with
respect to some ordering of the elements of P) is a collinearity matrix of Δ. So, the eigenvalues of the
regular partition P are the numbers λj , j ∈ {0, . . . , n}, and the multiplicity of the eigenvalue λj of P is
equal to fj .
(c) Let L be a line of size s + 1 and let P = {X1, X2, . . . , Xk} be a partition of L. If we put ni := |Xi|,
i ∈ {1, . . . , k}, then n1 + n2 + · · · + nk = s + 1. Clearly, P is a regular partition of L with coefﬁcient
matrix
756 I. Cardinali, B. De Bruyn / Linear Algebra and its Applications 432 (2010) 744–769
M =
⎡⎢⎢⎢⎣
n1 − 1 n2 · · · nk
n1 n2 − 1 · · · nk
...
...
. . .
...
n1 n2 · · · nk − 1
⎤⎥⎥⎥⎦ .
The eigenvalues of P are the roots of the polynomial det(M − X · Ik). This polynomial is easily shown
to be equal to (−1)k(X − s)(X + 1)k−1. [(i) Replace the ﬁrst column of the matrix M − X · Ik by the
sum of all columns; (ii) replace each entry in the ﬁrst column by “1" by introducing a factor s − X;
(iii) replace (column i ∈ {2, . . . , k}) by (column i) - ni × (column 1).] So, the eigenvalues of the regular
partition P are s (multiplicity 1) and −1 (multiplicity k − 1).
4. Class 2
(a) Let {X0, X1, . . . , Xk} be the partition of the point set of Δ as described in Class (2a). Put n :=
n1 + n2 + · · · + nk . It is straightforward to verify that {X0, X1, . . . , Xk} is a regular partition of Δ with
associated coefﬁcient matrix⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
qe
qn−1
q−1 − n n1 n2 · · · nk
qe+n−1 + 1 − n qe qn−1−1
q−1 + n1 − 1 n2 · · · nk
qe+n−1 + 1 − n n1 qe qn−1−1q−1 + n2 − 1 · · · nk
...
...
...
. . .
...
qe+n−1 + 1 − n n1 n2 · · · qe qn−1−1q−1 + nk − 1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
The eigenvalues can easily be calculated using the procedure sketched when we discussed Class (1c).
The eigenvalues are λ0 = qe qn−1q−1 (multiplicity 1) and λ1 = qe q
n−1−1
q−1 − 1 (multiplicity k).
(b) Let Δ, X1 and X2 be as described in Class (2b).
LetM be amax ofΔ contained in X1. PutN := |M|. Every point ofM is contained in precisely qn−1−1q−1
lines which are contained inM. An easy counting argument yields |X1| = N + N(α − qn−1−1q−1 )qe. The
total number of maxes which are contained in X1 is equal to
|X1|·β
N
=
(
1 + (α − qn−1−1
q−1 )q
e
)
β .
Now, let x be a point not contained in X1 and let μx denote the number of points of X1 which are
collinear with x. Counting in two different ways the number of pairs (y,M)where y ∈ X1 ∩ x⊥ andM
a max through y contained in X1 yields μx = 1 + (α − qn−1−1q−1 )qe.
By the above, {X1, X2} is a regular partition of Δ with associated coefﬁcient matrix⎡⎢⎣ αqe qe q
n−1
q−1 − αqe
1 +
(
α − qn−1−1
q−1
)
qe qe
qn−1
q−1 − 1 −
(
α − qn−1−1
q−1
)
qe
⎤⎥⎦ .
The eigenvalues are λ0 = qe qn−1q−1 and λ1 = qe q
n−1−1
q−1 − 1.
(c) Let Δ,M1,M2, X1, X2 and X3 be as described in Class (2c).
Suppose x ∈ X1. Then x ∈ Mi for some i ∈ {1, 2}. Then x is collinear with qe qn−1−1q−1 other points of
Mi and 1 point of M3−i. So, x is collinear with qe q
n−1−1
q−1 + 1 other points of X1. If y is a point of X2
collinear with x, then y is necessarily contained in the unique line through xmeetingM1 andM2. So, x
is collinear with qe − 1 points of X2 and qe qn−1q−1 −
(
qe
qn−1−1
q−1 + 1
)
− (qe − 1) = qe+n−1 − qe points
of X3.
Suppose x ∈ X2. Let L denote the unique line through x meeting M1 in a point x1 and M2 in a
point x2. The point x is collinear with a unique point of M1 (namely x1) and a unique point of M2
I. Cardinali, B. De Bruyn / Linear Algebra and its Applications 432 (2010) 744–769 757
(namely x2). So, x is collinear with precisely two points of X1. If y is one of the q
e − 2 points of L \
{x, x1, x2}, then y ∈ X2. If z is one of the qe qn−1−1q−1 points of M1 at distance 1 from x1, then the line
zπM2(z) contains a unique point of X2 at distance 1 from x. Every point of X2 at distance 1 from x is
obtained in one of the two ways described above. So, x is collinear with (qe − 2) + qe qn−1−1
q−1 points of
X2 and q
e q
n−1
q−1 − 2 − (qe − 2) − qe q
n−1−1
q−1 = qe+n−1 − qe points of X3.
Suppose x ∈ X3. Put x1 = πM1(x) and x2 = πM2(x). If xx1 = xx2, then x1 and x2 are collinear and
x is contained in the line x1x2, contradicting x /∈ X2. So, xx1 /= xx2 and Q := 〈xx1, xx2〉 is a quad. In
fact, Q is the unique quad through x meetingM1 andM2 (in lines). Since xx1 /= xx2, the points x1 and
x2 are not collinear. Since x is collinear with a unique point of M1 (namely x1) and a unique point of
M2 (namely x2), x is collinear with precisely two points of X1. Suppose that y is a point of X2 collinear
with x. If Ly denotes the unique line through ymeetingM1 andM2, then 〈xy, Ly〉 is a quad whichmeets
M1 andM2. Hence, Q = 〈xy, Ly〉 and y ∈ Q . Now, in the quad Q there are qe + 1 lines which meetM1
andM2. Among these q
e + 1 lines there is a line containing x1 and a line containing x2. On each of the
qe − 1 remaining lines there is a unique point of X2 collinear with x. Hence, x is collinear with qe − 1
points of X2 and q
e q
n−1
q−1 − 2 − (qe − 1) = qe q
n−1
q−1 − (qe + 1) points of X3.
So, {X1, X2, X3} is a regular partition of Δ with associated coefﬁcient matrix:⎡⎢⎢⎢⎣
qe
qn−1−1
q−1 + 1 qe − 1 qe+n−1 − qe
2 (qe − 2) + qe qn−1−1
q−1 q
e+n−1 − qe
2 qe − 1 qe qn−1
q−1 − (qe + 1)
⎤⎥⎥⎥⎦ .
The associated eigenvalues are λ0 = qe qn−1q−1 (multiplicity 1) and λ1 = qe q
n−1−1
q−1 − 1 (multiplicity 2).
(d) LetM1,M2, X1, X2 and X3 be as in Class (2c). Then {M1,M2, X2, X3} is a regular partition ofΔ. The
associated coefﬁcient matrixM is readily obtained from the coefﬁcient matrix of the regular partition
{X1, X2, X3} of Δ. We ﬁnd:
M =
⎡⎢⎢⎢⎢⎢⎢⎣
qe
qn−1−1
q−1 1 q
e − 1 qe+n−1 − qe
1 qe
qn−1−1
q−1 q
e − 1 qe+n−1 − qe
1 1 (qe − 2) + qe qn−1−1
q−1 q
e+n−1 − qe
1 1 qe − 1 qe qn−1
q−1 − (qe + 1)
⎤⎥⎥⎥⎥⎥⎥⎦ .
The associated eigenvalues are λ0 = qe qn−1q−1 (multiplicity 1) and λ1 = qe q
n−1−1
q−1 − 1 (multiplicity 3).
5. Class 3
We continue with the notation which we introduced in Section 1.2 when we discussed Class 3. Let
M denote the coefﬁcient matrix of P with respect to the ordering (X1, . . . , Xk) and let M′ denote the
coefﬁcient matrix of P ′ with respect to the ordering (Y01, . . . , Y0k , Y11, . . . , Y1k , . . . , Yδ1, . . . , Yδk). We
determine the entries ofM′ in terms of the entries ofM.
Let x be a point of Δ at distance i ∈ {0, . . . , δ} from F . Suppose y = πF(x) lies in Xj where j ∈
{1, . . . , k}. If y′ is a point of F at distance n − δ from y, then since y lies on a shortest path between
x and y′, we have 〈x, y′〉 = 〈x, y, y′〉 = 〈x, F〉. So, F ′ := 〈x, F〉 has diameter i + n − δ. Since d(u, v) =
d(u,πF(u)) + d(πF(u), v) = d(u,πF(u)) + n − δ  n + i − δ for every u ∈ F ′ and every v ∈ F at dis-
tance n − δ from πF(u), we have that every point in F ′ has distance at most i from F .
Suppose L is a line through x containing a pointw at distance i − 1 from F . Then obviouslyπF(w) =
πF(x) = y and L is contained in 〈x, y〉. The qe − 1 points of L distinct from x and w necessarily lie at
distance i from y and hence also at distance i from F .
If w is a point at distance 1 from x, then d(πF(x),πF(w)) = d(y,πF(w)) 1. If y = πF(w) and
d(y,w) i, then since the line xw contains a unique point nearest to y, xw contains a unique point at
distance i − 1 from y and xw ⊆ 〈x, y〉.
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So, we have the following:
(a) There are
qi−1
q−1 points collinear with x which are contained in 〈x, y〉 and which lie at distance
i − 1 from F , namely one on each line through x contained in 〈x, y〉. All these points lie in Yi−1,j since
y is the unique point of F nearest to each of these points.
(b) There are
qi−1
q−1 (q
e − 1) points collinear with x which are contained in 〈x, y〉 and which lie at
distance i from F . All these points lie in Yij since y is the unique point of F nearest to each of these
points.
(c) There are qe
qn−qi+n−δ
q−1 points collinear with x which are not contained in F
′. All these points
belong to Yi+1,δ . For, if u is one of these points, then since d(u, v) = d(u, x) + d(x, v) for every point v
of F ⊆ F ′, we have d(u, F) = d(x, F) + 1 = i + 1 and πF(u) = πF(x) = y.
(d) There are qe
qi+n−δ−qi
q−1 points collinearwith xwhich are contained in F
′, but not in 〈x, y〉. All these
points lie at distance i from F . If u is one of these points, then since u /∈ 〈x, y〉, we have πF(u) /= y. So,
πF(y) lies at distance 1 from y. Conversely, if z ∈ Xj′ lies at distance 1 from y (and hence at distance
i + 1 from x), then there are precisely qi+1−1
q−1 − q
i−1
q−1 = qi points u ∈ Xij′ collinear with x for which
πF(u) = z, namely one on each line of 〈x, z〉 through x not contained in 〈x, y〉 ⊆ 〈x, z〉.
If we considerM′ as a block matrix with blocks of size (k × k), then by the above, we have:
• M′ii = qi · M + q
i−1
q−1 (q
e − 1) · Ik for every i ∈ {0, . . . , δ};
• M′i,i+1 = qe q
n−qi+n−δ
q−1 · Ik for every i ∈ {0, . . . , δ − 1};
• M′i,i−1 = q
i−1
q−1 · Ik for every i ∈ {1, . . . , δ};
• M′ij = Ok for all i, j ∈ {0, . . . , δ} with |i − j| 2.
Here, Ik denotes the (k × k) identity matrix and Ok denotes the (k × k) zero matrix. So, P ′ is a
regular partition.
Now, for every eigenvalue λ of F˜ , let Nλ denote the following (δ + 1) × (δ + 1) matrix:
• (Nλ)ii = qiλ + qi−1q−1 (qe − 1) for every i ∈ {0, . . . , δ};
• (Nλ)i,i+1 = qe qn−qi+n−δq−1 for every i ∈ {0, . . . , δ − 1};
• (Nλ)i,i−1 = qi−1q−1 for every i ∈ {1, . . . , δ};• (Nλ)ij = 0 for all i, j ∈ {0, . . . , δ} with |i − j| 2.
By Lemma 1.3, there exists a nonsingular (k × k)-matrix Q such that Q−1MQ is a diagonal matrix.
Let Q ′ be the k(δ + 1) × k(δ + 1)-matrix which, regarded as a block matrix with blocks of size k × k,
has the following description:
• (Q ′)ii = Q for every i ∈ {0, . . . , δ};• (Q ′)ij = Ok for all i, j ∈ {0, . . . , δ} with i /= j.
Then we have:
• (Q ′−1M′Q ′)ii = qi · (Q−1MQ) + qi−1q−1 (qe − 1) · Ik for every i ∈ {0, . . . , δ};
• (Q ′−1M′Q ′)i,i+1 = qe qn−qi+n−δq−1 · Ik for every i ∈ {0, . . . , δ − 1};
• (Q ′−1M′Q ′)i,i−1 = qi−1q−1 · Ik for every i ∈ {1, . . . , δ};
• (Q ′−1M′Q ′)ij = Ok for all i, j ∈ {0, . . . , δ} with |i − j| 2.
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Letλi1 , . . . , λik denote the k eigenvalues ofP (i.e. ofM). Ifweapply suitable equivalent permutations
to the rows and columns of thematrix Q ′−1M′Q ′, thenwe ﬁnd amatrixM′′ which, regarded as a block
matrix with blocks of size (δ + 1) × (δ + 1), has the following description:
• (M′′)ll = Nλil for every l ∈ {1, . . . , k};• (M′′)ij = Oδ+1 for all i, j ∈ {1, . . . , k} with i /= j.
So, theeigenvaluesofM′ areobtainedbycollectingall theeigenvaluesof thekmatricesNλi1 , . . . ,Nλik .
We will now prove that for every j ∈ {0, . . . , n − δ}, the eigenvalues of Nλj are λ′j , λ′j+1, . . . , λ′j+δ .
Notice ﬁrst that since λj can occur as an eigenvalue of some regular partition of F˜ (see Class (1b)), all
eigenvalues of Nλj must be eigenvalues of Δ by the previous paragraph. Putting P = Nλj , we easily
ﬁnd:
• Pii = qe+n−δ−j+iq−1 − q
j+i
q−1 − q
e−1
q−1 for every i ∈ {0, . . . , δ};
• Pi,i+1 = qe qn−qi+n−δq−1 for every i ∈ {0, . . . , δ − 1};
• Pi,i−1 = qi−1q−1 for every i ∈ {1, . . . , δ};• Pij = 0 for all i, j ∈ {0, . . . , δ} with |i − j| 2.
For every i ∈ {0, . . . , δ}, we have λ′j+i = q
e+n−j−i
q−1 − q
j+i
q−1 − q
e−1
q−1 , i ∈ {0, . . . , δ}. We clearly have∑δ
i=0 Pii =
∑δ
i=0 λ′j+i. It is also straightforward to verify that
∑δ
i=0(λ′j+i)2 −
∑δ
i=0(Pii)2 = 2 ·∑δ−1
i=0 Pi,i+1Pi+1,i = 2 q
e+n−δ
(q−1)2
(
q2δ+2−1
q2−1 − qδ(δ + 1)
)
. By Lemmas 2.1 and 2.5, this implies that λ′j ,
λ′j+1, . . . , λ′j+δ are the eigenvalues of Nλj .
6. Class 4
(a) We continue with the notation which we introduced when we deﬁned Class (4a). Recall that Xi,
i ∈ N, denotes the set of all maximal singular subspaces of Π which intersect α in an
(m − 1 − i)-dimensional singular subspace of Π ′. Clearly, X0 /= ∅ and Xj = ∅ if jm + 1.
Suppose x is a point of Xi, where i is some element of {0, . . . ,m}. Then x ∩ α has dimension
m − 1 − i. The map y → y ∩ α deﬁnes a bijective correspondence between the set of points y of
Xi−1 collinear with x and the set of (m − i)-dimensional singular subspaces ofΠ ′ containing x ∩ α. It
follows that there are
ai,i−1 :=
(
qi − 1
)(
qi+e′−1 + 1
)
q − 1
points of Xi−1 collinear with x. (Notice that if i 2, then ai,i−1 equals the total number of singular
points of a polar space of rank i which is of the same type as Π ′.)
There are two possibilities for a point y of Xi collinear with x: (i) y contains x ∩ α; (ii) y does not
contain x ∩ α.
Thenumberofpointsyof (Xi−1 ∪ Xi) \ {x}collinearwithxwhichcontainx ∩ α is equal to qn−m+i−1q−1 qe
since there are
qn−m+i−1
q−1 hyperplanes of x containing x ∩ α and each of these q
n−m+i−1
q−1 hyperplanes is
contained inqemaximal singular subspacesofΠ distinct fromx.Hence,x is collinearwith
qn−m+i−1
q−1 q
e −
(qi−1)(qi+e′−1+1)
q−1 points of Xi \ {x} which contain x ∩ α.
The map y → y ∩ α deﬁnes a bijective correspondence between the set of points of Xi collinear
with xwhich do not contain x ∩ α and the set of (m − 1 − i)-dimensional singular subspaces β ofΠ ′
which intersect x ∩ α in an (m − 2 − i)-dimensional singular subspace of Π ′ such that (x ∩ α) ∪ β
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is not contained in a singular subspace of Π ′. So, the number of points of Xi collinear with xwhich do
not contain x ∩ α is equal to
1
qm−i−1
⎛⎝ (qm − 1)(qm+e′−1 + 1)
q − 1 −
qm−i − 1
q − 1 −
(qi − 1)(qi+e′−1 + 1)
q − 1 q
m−i
⎞⎠
= q2i+e′ q
m−i − 1
q − 1 .
So, x is collinear with ai,i−1 = (qi−1)(qi+e
′−1+1)
q−1 points of Xi−1,
ai,i := q
n−m+i − 1
q − 1 q
e − (q
i − 1)(qi+e′−1 + 1)
q − 1 + q
2i+e′ qm−i − 1
q − 1
points of Xi \ {x},
ai,i+1 := qe q
n − 1
q − 1 − ai,i−1 − ai,i = q
2i+e′ (qm−i − 1)(qn+e−m−e′−i − 1)
q − 1
points of Xi+1 and
ai,j := 0
points of every Xj where j ∈ {0, . . . ,m} with |i − j| 2.
From the above coefﬁcients, we readily observe that Xi /= ∅ if and only if i ∈ {0, . . . , k}, where
k = min(m, n + e − m − e′). Moreover, {X0, . . . , Xk} is a regular partition of Δ.
Notice that the eigenvalues λj = qe qn−j−1q−1 − q
j−1
q−1 , j ∈ {0, . . . , k}, satisfy the conditions (1) and (2)
of Corollary 2.4.
If k = m, then∑ki=0 aii is equal to
m∑
i=0
qe
qn−m+i − 1
q − 1 −
m∑
i=0
qi − 1
q − 1 +
m∑
i=0
qm+i+e′ + qi+e′−1 − q2i+e′−1 − q2i+e′
q − 1
=
m∑
i=0
qe
qn−i − 1
q − 1 −
m∑
i=0
qi − 1
q − 1
=
k∑
i=0
λi.
If k = n + e − m − e′, then∑ki=0 aii is equal to
k∑
i=0
qe
qm+e′−e+i − 1
q − 1 −
k∑
i=0
qi − 1
q − 1 +
k∑
i=0
qe+n−m+i + qi+e′−1 − q2i+e′−1 − q2i+e′
q − 1
=
k∑
i=0
qe
qn−i − 1
q − 1 −
k∑
i=0
qi − 1
q − 1
=
k∑
i=0
λi.
In any case, it follows from Corollaries 2.4 and 2.6, that the numbers λj , j ∈ {0, . . . , k} are the eigen-
values of the regular partition {X0, X1, . . . , Xk} of Δ.
(b) We will continue with the notation which we introduced when we deﬁned Class (4b). By (a),
we know that {X+0 ∪ X−0 , X1, . . . , Xk} is a regular partition of Δ. We denote by M the corresponding
coefﬁcient matrix. We have
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M =
⎡⎢⎢⎢⎢⎣
qn−m−1
q−1 q
e + qm−1
q−1 a01 0 · · ·
2 a11 a12 · · ·
0 a21 a22 · · ·
...
...
...
. . .
⎤⎥⎥⎥⎥⎦ .
It isnowstraightforward toverify that also {X+0 , X−0 , X1, . . . , Xk} is a regularpartitionofΔ. Its coefﬁcient
matrixM′ is easily obtained fromM. We have
M′ =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
qn−m−1
q−1 q
e q
m−1
q−1 a01 0 · · ·
qm−1
q−1
qn−m−1
q−1 q
e a01 0 · · ·
1 1 a11 a12 · · ·
0 0 a21 a22 · · ·
...
...
...
...
. . .
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
It is not so difﬁcult to show that
det(X · Ik+2 − M′) =
(
X −
(
qe
qn−m − 1
q − 1 −
qm − 1
q − 1
))
· det(X · Ik+1 − M).
Let us consider the matrix X · Ik+2 − M′. Then the following operations can be performed on this
matrix.
(1) Subtract the second row from the ﬁrst row.
(2) Replace the ﬁrst row by [1 −1 0 0 · · ·] by removing a factor X − (qe qn−m−1
q−1 − q
m−1
q−1 ).
(3) Add the ﬁrst column to the second column.
(4) Calculate the determinant of the matrix by expanding according to the ﬁrst row.
So, the eigenvalues of the regular partition {X+0 , X−0 , X1, . . . , Xk} of Δ are the numbers λj , j ∈{0, . . . , k}, and the number λm.
7. Class 5
Let Δ be a thick dual polar space of rank 2n, n 1. A set X of points of Δ is called an SDPS-set of Δ
if it satisﬁes the following properties:
(1) No two points of X are collinear in Δ.
(2) If x, y ∈ X such that d(x, y) = 2, then X ∩ 〈x, y〉 is an ovoid of the quad 〈x, y〉.
(3) The point-line geometry Δ˜ whose points are the elements of X and whose lines are the quads
of Δ containing at least two points of X (natural incidence) is a dual polar space of rank n.
(4) For all x, y ∈ X , d(x, y) = 2 · d˜(x, y), where d˜(x, y) denotes the distance between x and y in the
dual polar space Δ˜.
(5) If x ∈ X and L is a line of Δ through x, then L is contained in a (necessarily unique) quad of Δ
which contains at least two points of X .
SDPS-sets of dual polar spaces were introduced in De Bruyn and Vandecasteele [11], see also [7,
Chapter 5]. If Δ is a ﬁnite thick dual polar space of rank 2n admitting an SDPS-set X with associated
sub-dual-polar-space Δ˜, then by Theorem 5.31 of [7] (whose proof is partly based on results of Pralle
and Shpectorov [21]), either
(1) Δ ∼= DW(4n − 1, q) and Δ˜ ∼= DW(2n − 1, q2), or
(2) Δ ∼= DQ−(4n + 1, q) and Δ˜ ∼= DH(2n, q2).
For each of the two possible cases, examples of SDPS-sets are known to exist. For a proof of the
following proposition, see [11] or [7, Chapter 5].
Proposition 7.1. Let X be an SDPS-set of a thick dual polar space Δ of rank 2n. For every point x of Δ, put
f (x) := d(x, X). Then the following properties hold:
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(1) Every line L of Δ contains a unique point xL with smallest f -value. So, f (x) = f (xL) + 1 for every
point x ∈ L \ {xL}.
(2) The maximal value attained by f is equal to n.
(3) Every point x of Δ is contained in a unique convex subspace Fx of diameter 2 · f (x) satisfying the
following property: a line L through x contains a (necessarily unique) point with f -value f (x) − 1 if and
only if L is contained in Fx.
Now, let Δ be one of the dual polar spaces DW(4n − 1, q),DQ−(4n + 1, q), and let X be an SDPS-
set of Δ. For every i ∈ {0, . . . , n}, let Xi denote the set of points of Δ at distance i from X . Then by
Proposition 7.1,P = {X0, X1, . . . , Xn} is a regular partition ofΔ. Also, by Proposition 7.1, the parameters
aij , i, j ∈ {0, . . . , n}, of the regular partition are easily calculated. We ﬁnd
• aii = q2i−1q−1 (qe − 1) = q
e+2i
q−1 − q
2i
q−1 − q
e−1
q−1 for every i ∈ {0, . . . , n};
• ai,i+1 = q2n−q2iq−1 qe for every i ∈ {0, . . . , n − 1};
• ai,i−1 = q2i−1q−1 for every i ∈ {1, . . . , n};• aij = 0 for all i, j ∈ {0, . . . , n} with |i − j| 2.
Here,e = 1 ifΔ = DW(4n − 1, q)ande = 2 ifΔ = DQ−(4n + 1, q). Recall thatλ2i = qe q2n−2i−1q−1 −
q2i−1
q−1 = q
e+2n−2i
q−1 − q
2i
q−1 − q
e−1
q−1 for every i ∈ {0, . . . , n}. Obviously, we have that
∑n
i=0 λ2i =
∑n
i=0 aii.
It is straightforward to verify that
∑n
i=0(λ2i)2 −
∑n
i=0(aii)2 = 2 ·
∑n−1
i=0 ai,i+1 · ai+1,i = 2q
e
(q−1)2(
q4n+4−1
q4−1 − q2n(n + 1)
)
. Corollary 2.2 now implies that the numbersλ2i, i ∈ {0, . . . , n}, are the eigen-
values of P .
8. Class 6
We take the following results from De Bruyn [8].
Proposition 8.1. Let Y be a set of points of DH(2n − 1, q2), n 2, such that Y˜ ∼=DW(2n − 1, q) is iso-
metrically embedded into DH(2n − 1, q2). Then:
(1) The maximal distance between a point of DH(2n − 1, q2) and the set Y is equal to  n
2
.
(2) If x is a point of DH(2n − 1, q2) at distance δ ∈ {0, . . . ,  n
2
} from Y , thenΓδ(x) ∩ Y is an SDPS-set
of a convex subspace of diameter 2δ of Y˜ .Moreover, d(x, y) = δ + d(Γδ(x) ∩ Y , y) for every point y ∈ Y .
(3) If n is even, then the set of points of DH(2n − 1, q2) at distance atmost n
2
− 1 fromY is a hyperplane
of DH(2n − 1, q2).
Now, let X be a set of points ofDH(2n − 1, q2) such that X˜ ∼=DW(2n − 1, q) is isometrically embed-
ded into DH(2n − 1, q2). For every convex subspace F of X˜ , let F denote the unique convex subspace of
DH(2n − 1, q2)containingF andhaving thesamediameterasF . Putm :=  n
2
and letXi, i ∈ {0, . . . ,m},
denote the set of points ofDH(2n − 1, q2) at distance i from X . Then by Proposition 8.1(1), {X0, . . . , Xm}
is a partition of the point set of DH(2n − 1, q2).
We will now prove that {X0, . . . , Xm} is a regular partition of DH(2n − 1, q2). Let x be a point of
DH(2n − 1, q2) at distance i from X . Then Ax := Γi(x) ∩ X is an SDPS-set of a convex subspace Fx of
diameter 2i of X˜ . The maximal distance between two points of Ax is equal to 2i. So, x lies on a shortest
path between two points of Ax ⊆ Fx . Hence, x ∈ Fx .
Supposeu is a point ofDH(2n − 1, q2) collinearwith x at distance i − 1 fromX . ThenΓi−1(u) ∩ X ⊆
Γi(x) ∩ X ⊆ Fx . So, u has also distance i − 1 from Fx . Moreover, u is contained in Fx since it lies on a
shortest path between x ∈ Fx and a point of Γi(x) ∩ X ⊆ Fx .
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By Proposition 8.1(3) applied to the isometric embedding of F˜x into F˜x , we see that every line of Fx
through x contains a unique point at distance i − 1 from Fx . By the previous paragraph, this point is
also the unique point on that line at distance i − 1 from X .
By the previous two paragraphs we know that x is collinear with precisely
q4i−1
q2−1 points of Xi−1 and
q4i−1
q2−1 (q − 1) = q
4i−1
q+1 points of Xi ∩ Fx distinct from x.
Now, suppose that F is one of the
qn−2i−1
q−1 convex subspaces of diameter 2i + 1 of X˜ containing Fx .
If L is one of the q4i lines through x contained in F but not in Fx , then by Proposition 8.1(1) and the
discussion above, L \ {x} is completely contained in Xi. The number of points of Xi collinear with x
which arise in this way is equal to
qn−2i−1
q−1 q
4i+1.
Now, suppose that L is a line through x not contained in Fx which contains a point u /= x at distance
i from X . Then every point of Γi(x) ∩ X ⊆ Fx has distance i + 1 from u and every point of Fx ⊆ Fx
has distance at least i + 1 from u. Let v be an arbitrary point of Γi(u) ∩ X . Then since v /∈ Fx and
d(x, v) d(x, u) + d(u, v) = i + 1, v has distance i + 1 from x. By Proposition 8.1(2), v is collinear
with some point of Γi(x) ∩ X ⊆ Fx . So, F := 〈Fx , v〉 is a convex subspace of diameter 2i + 1 of X˜ . Since
u is contained on a shortest path between x ∈ F and v ∈ F , we have L = xu ⊆ F .
By the above discussion, x is collinear with
q4i−1
q+1 + q
n−2i−1
q−1 q
4i+1 = qn+2i+1
q−1 − q
2+1
q2−1q
4i − 1
q+1 other
points of Xi and q
q2n−1
q2−1 − q
4i−1
q2−1 −
(
qn+2i+1
q−1 − q
2+1
q2−1q
4i − 1
q+1
)
= q4i+2(qn−2i−1−1)(qn−2i−1)
q2−1 points of
Xi+1.
Summarizing, we have that {X0, X1, . . . , Xm} is a regular partition of DH(2n − 1, q2) with coefﬁ-
cients:
• aii = qn+2i+1q−1 − q
2+1
q2−1q
4i − 1
q+1 for every i ∈ {0, . . . ,m};
• ai,i−1 = q4i−1q2−1 for every i ∈ {1, . . . ,m};
• ai,i+1 = q4i+2(qn−2i−1−1)(qn−2i−1)q2−1 for every i ∈ {0, . . . ,m − 1};• aij = 0 for all i, j ∈ {0, . . . ,m} with |i − j| 2.
Recall that λi = q q2n−2i−1q2−1 − q
2i−1
q2−1 for every i ∈ {0, . . . ,m}. If n is even (so, m = n2 ), then one cal-
culates that
∑m
i=0 λi =
∑m
i=0 aii = (q
n+1−1)(qn+2−1)
(q2−1)2 − n+22(q+1) . If n is odd (so,m = n−12 ), then one cal-
culates that
∑m
i=0 λi =
∑m
i=0 aii = (q
n+1−1)(qn+2−1)
(q2−1)2 − n+12(q+1) . Corollary 2.6 implies that the numbers
λj , j ∈ {0, . . . ,m}, are the eigenvalues of the regular partition {X0, X1, . . . , Xm} of DH(2n − 1, q2).
9. Class 7
(a) By Shult [22] (see also [20]), there exists a hyperplane X1 of DQ(6, q) such that X˜1 is isomorphic
to the split-Cayley hexagonH(q). Let X2 denote the complement of X1 in DQ(6, q). Recall thatH(q) has
(q3 + 1)(q2 + q + 1) points and that every point of H(q) is incident with precisely q + 1 lines. So,
|X1| = (q3 + 1)(q2 + q + 1) and |X2| = (q + 1)(q2 + 1)(q3 + 1) − |X1| = (q3 + 1)q3. Every point
of X1 is collinear with q(q + 1) other points of X1 and q3 points of X2. Every point x ∈ X2 is collinear
q2 + q + 1 points of X1 (one on each line through x) and q3 − 1 points of X2. So, {X1, X2} is a regular
partition of DQ(6, q) with coefﬁcient matrix[
(q + 1)q q3
q2 + q + 1 q3 − 1
]
.
The eigenvalues of the regular partition are λ0 = q3 + q2 + q and λ2 = −1.
(b) Let Q−(7, q), π , Q(6, q), X1, X2, X3 and X4 be as described in Class (7b).
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Let x be a point of X1. Then as in (a) above, x is collinear with (q + 1)q other points of X1 and
q3 points of X2. There are q + 1 singular lines of Q(6, q) contained in the singular plane x with the
property that every singular plane of Q(6, q) through each of them belongs to X1. Each such line is
contained in precisely q2 − q singular planes belonging to X3. So, x is collinear with (q + 1)(q2 − q)
points of X3 and q
2(q2 + q + 1) − (q + 1)q − q3 − (q + 1)(q2 − q) = q3(q − 1) points of X4.
Let x be a point of X2. Then as in (a) above, x is collinear with q
2 + q + 1 points of X1 and q3 − 1
points of X2. Clearly, x cannot be collinear with points of X3. So, x is collinear with q
2(q2 + q + 1) −
(q2 + q + 1) − (q3 − 1) = q4 − q points of X4.
Let x be a point of X3. Then x ∩ π is a singular line of Q(6, q) which is contained in q + 1 singular
planes ofX1 and 0 singular planes ofX2. There are q
2 − q − 1 singular planes ofX3 \ {x} through x ∩ π .
We show that these are all the singular planes of X3 \ {x} which are collinear with x ∈ X3. Suppose
to the contrary that y is a singular plane of X3 \ {x} collinear with x which does not contain the line
x ∩ π . Then x ∩ y and y ∩ π are two singular lines of Q−(7, q) which intersect x ∩ π in a point p.
The singular lines x ∩ π and y ∩ π of Q−(7, q) respectively correspond to lines L1 and L2 of DQ(6, q)
which are contained in the quad Q of DQ(6, q) corresponding to the point p. Since x, y ∈ X3, the lines
L1 and L2 are contained in the hexagonal hyperplane of DQ(6, q) deﬁned by X1. Now, if a hexagonal
hyperplane of DQ(6, q) contains two distinct lines which are contained in a quad, then these two lines
necessarilymeet in a point. Applying this fact here,we see that 〈x ∩ π , y ∩ π〉must be a singular plane
of Q−(7, q). But this is impossible, since y is the unique singular plane through y ∩ π whichmeets the
singular plane x in a singular line. It follows that the point x is collinearwith precisely q2 − q − 1 other
points of X3. So, x is collinear with q
2(q2 + q + 1) − (q + 1) − (q2 − q − 1) = q3(q + 1) points of
X4.
Let x be a point of X4. The singular line x ∩ π of Q(6, q) is contained in q + 1 singular planes of
Q(6, q), precisely one of which belongs to X1. So, x is collinear with 1 point of X1 and q points of X2.
Since X1 ∪ X3 is a hyperplane, x is collinear with precisely q2 + q + 1 points of X1 ∪ X3 (one on each
line through x). It follows that x is collinear with q2 + q points of X3 and q2(q2 + q + 1) − 1 − q −
(q2 + q) = q4 + q3 − 2q − 1 points of X4.
So, {X1, X2, X3, X4} is a regular partition of DQ−(7, q) with coefﬁcient matrix⎡⎢⎢⎢⎣
(q + 1)q q3 (q + 1)(q2 − q) q2(q2 − q)
q2 + q + 1 q3 − 1 0 q4 − q
q + 1 0 q2 − q − 1 q4 + q3
1 q q2 + q q4 + q3 − 2q − 1
⎤⎥⎥⎥⎦ .
The associated eigenvalues are λ1 = q4 + q3 + q2, λ2 = q3 + q2 − 1, λ3 = q2 − q − 1 and λ4 =−q2 − q − 1.
(c) Let Q(8, q), π , Q+(7, q), M+, M−, X1, X2, X3, X4 and X5 be as described in Class (7c). Recall
that by Cardinali et al. [4], H := X1 ∪ X2 ∪ X3 is a hyperplane of the dual polar space Δ = DQ(8, q)
associated with Q(8, q). If F is a hex of Δ, then by [4], one of the following two possibilities occurs:
(i) There exists a point x ∈ F such that F ∩ H consists of all points of F at distance at most 2 from x.
If this case occurs, then F is called a singular hex. The point x is called the deepest point of F .
(ii) F ∩ H is a hexagonal hyperplane of F˜ . If this case occurs, then F is called a hexagonal hex.
Lemma 9.1. (i) If x is a point of H, then either every line through x is contained in H or there exists a unique
hex F through x such that the lines through x contained in H are precisely the lines through x contained in
F.
(ii) The singular hexes ofΔ are precisely the hexes ofΔwhich correspond to the points of Q(8, q)which
are contained in Q+(7, q).
(iii) If F is a singular hexwith deepest point x, then x ∈ X1 = M+. Conversely, every point of X1 = M+
is the deepest point of a unique singular hex.
(iv) Let x ∈ X1 = M+. Then the lines through xwhich are contained inH are precisely the lines through
x which are contained in the unique singular hex which has x as deepest point.
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Proof. Claims (i), (ii) and (iii) have been proved in Cardinali et al. [4]. We will now also prove Claim
(iv). Let x ∈ X1 = M+ and let F denote the unique singular hex through x which has x as deepest
point. Then every line through x which is contained in F is also contained in H. Let L be an arbitrary
line through x not contained in F and let F ′ denote an arbitrary hex through L. The point of Q(8, q)
corresponding to F ′ is contained in the maximal singular subspace x ∈ M+. Hence, by Lemma 9.1(ii),
F ′ is a singular hex. Since the quad F ∩ F ′ is contained in H, the deepest point x′ of F ′ is contained in
F ∩ F ′. Since x, x′ ∈ M+ and x /= x′, we necessarily have d(x, x′) = 2. This implies that L ⊆ F ′ is not
contained in H since L \ {x} ⊆ Δ3(x′). 
Let xbeapointofX1 = M+. Clearly, nootherpointofM+ is collinearwith x. Let F denote theunique
singular hex for which x is the deepest point. If L is one of the q2 + q + 1 lines through x contained in
F , then L contains a unique point of X2 and q − 1 points of X3. If L is one of the q3 lines through x not
contained in F , then by Lemma9.1(iv) L contains a unique point ofX4 and (q − 1)points ofX5. It follows
that x is collinear with 0 other points of X1, q
2 + q + 1 points of X2, (q2 + q + 1)(q − 1) = q3 − 1
points of X3, q
3 points of X4 and q
3(q − 1) points of X5.
Let x be a point of X2. Then every line through x is contained in H. Each such line contains a unique
point of X1 = M+ and q − 1 points of X3. So, x is collinear with q3 + q2 + q + 1 points of X1, 0 points
of X2, (q
3 + q2 + q + 1)(q − 1) = q4 − 1 points of X3, 0 points of X4 and 0 points of X5.
Let x be a point of X3. Then x is collinear with a unique point of X1 = M+, a unique point of
X2 ⊆ M− and no point of X4 ⊆ M−. If every line through x is contained in H, then every hex through
x is singular, which is impossible by Lemma 9.1(ii) and the fact that the maximal singular subspace x
is not contained in Q+(7, q). By Lemma 9.1(i), precisely q2 + q + 1 lines through x are contained in
H. So, x is collinear with q(q2 + q + 1) − 1 − 1 = q3 + q2 + q − 2 points of X3 and q4 + q3 + q2 +
q − 1 − 1 − (q3 + q2 + q − 2) = q4 points of X4.
Let x be a point of X4. Every line through x contains a unique point of X1 = M+ and q − 1 points
of X5. So, x is collinear with q
3 + q2 + q + 1 points of X1, 0 other points of X2 ∪ X3 ∪ X4 and (q −
1)(q3 + q2 + q + 1) = q4 − 1 points of X5.
Let x be a point of X5. Then x is collinearwith a unique point ofM+, a unique point of X4 ⊆ M− and
no point of X2 ⊆ M−. Since H is a hyperplane, the point x is collinear with precisely q3 + q2 + q + 1
points of H = X1 ∪ X2 ∪ X3. It follows that x is collinear with a unique point of X1, 0 points of X2,
q3 + q2 + q + 1 − 1 = q3 + q2 + q points of X3, 1 point of X4 and q4 + q3 + q2 + q − 1 − (q3 +
q2 + q) − 1 = q4 − 2 points of X4.
So, {X1, X2, X3, X4, X5} is a regular partition of Δ with coefﬁcient matrix⎡⎢⎢⎢⎢⎢⎣
0 q2 + q + 1 q3 − 1 q3 q4 − q3
q3 + q2 + q + 1 0 q4 − 1 0 0
1 1 q3 + q2 + q − 2 0 q4
q3 + q2 + q + 1 0 0 0 q4 − 1
1 0 q3 + q2 + q 1 q4 − 2
⎤⎥⎥⎥⎥⎥⎦ .
The associated eigenvalues are λ0 = q4 + q3 + q2 + q, λ1 = q3 + q2 + q − 1, λ2 = q2 − 1, λ3 =−q2 − 1 and λ4 = −q3 − q2 − q − 1.
(d) Let X1, X2 and X3 be sets of points of DH(5, q
2) as described in Class (7d). By De Bruyn and
Pralle [10], there exist two partitions of X1 in q
3 + 1 quads. Two quads belonging to distinct partitions
intersect in a line. Also by De Bruyn and Pralle [10], through each point of X1 there are q
3 + q2 + 1
lines which are contained in X1 ∪ X2, 2q2 + 1 of these lines are contained in X1 and the remaining
q3 − q2 lines containqpoints ofX3. Througheachpoint ofX2 there areq3 + 1 lineswhich are contained
in X1 ∪ X2 and each of these lines contains a unique point of X1. Notice also that since X1 ∪ X2 is a
hyperplane ofDH(5, q2), every point x ∈ X3 is collinear with q4 + q2 + 1 points of X1 ∪ X2 and q3 + 1
of these points are contained in X1 (recall that X1 has a partition in q
3 + 1 quads and that each such
quad contains a unique point collinear with x).
It follows that {X1, X2, X3} is a regular partition of DH(5, q2) with associated coefﬁcient matrix
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⎡⎢⎣2q3 + q q4 − q3 q5 − q4q3 + 1 (q3 + 1)(q − 1) q3(q2 − q + 1)
q3 + 1 q4 − q3 + q2 (q − 1)(q4 + q2 + 1)
⎤⎥⎦ .
The associated eigenvalues are λ0 = q5 + q3 + q, λ1 = q3 + q − 1 and λ2 = −q2 + q − 1.
10. Class 8
(a) Let X1 be a subspace of DW(5, q) such that X˜1 is a (q + 1) × (q + 1) × (q + 1)-cube which
is isometrically embedded into DW(5, q). So, |X1| = (q + 1)3. Every quad Q of X˜1 is contained in a
unique quad Q of DW(5, q). This quad Q contains |Q | − |Q | = (q + 1)(q2 − q) points of DW(5, q)
not contained in X1. Put X2 = ⋃Q (Q \ Q), where the union ranges over all quads Q of X˜1. We have
|X2| = 3(q + 1) · (q + 1)(q2 − q) = 3q(q − 1)(q + 1)2. A point x ∈ X1 is contained in q2 + q + 1
lines of DW(5, q) and three quads Q1,Q2,Q3 of X˜1. One easily veriﬁes that there are (q − 1)2 lines
through x not contained in Q1 ∪ Q2 ∪ Q3. Now, let X3 denote the set of points of DW(5, q) which are
collinear with a unique point of X1. Then by the above |X3| = |X1| · (q − 1)2 · q = q(q − 1)2(q + 1)3.
Since |X1| + |X2| + |X3| = (q + 1)(q2 + 1)(q3 + 1) we have counted all the points of DW(5, q). We
will now prove that {X1, X2, X3} is a regular partition of DW(5, q).
Let x be a point of X1. There are 3 lines L through x such that L \ {x} is contained in X1, 3(q − 1)
lines L through x such that L \ {x} is contained in X2 and (q − 1)2 lines L through x such that L \ {x}
is contained in X3. It follows that x is collinear with 3q other points of X1, 3q(q − 1) points of X2 and
q(q − 1)2 points of X3.
Let x be a point of X2. Then there exists a unique quad Q of X˜1 such that x ∈ Q \ Q . The subgrid
Q of Q contains q + 1 points collinear with x and these are all the points of X1 collinear with x. The
points of X2 which are collinear with x are either contained in Q \ Q or contained in one of the quads
R, where R is one of the q quads of X˜1 disjoint from Q . Each such quad R is disjoint from Q and contains
a unique point (of X2) collinear with x. So, x is collinear with (q
2 − 1) + q = q2 + q − 1 points of X2.
It follows that x is collinear with q(q2 + q + 1) − (q + 1) − (q2 + q − 1) = q3 − q points of X3.
Let x be a point of X3. Then there exists a unique point y of X1 collinear with x. Each point of X2
collinear with x is contained in one of the quads Q , where Q is one of the 3q quads of X˜1 not containing
y. Each such quad Q contains a unique point (of X2) collinear with x. It follows that x is collinear with
3q points of X2. So, x must be collinear with q(q
2 + q + 1) − 1 − 3q = q3 + q2 − 2q − 1 points of
X3.
So, {X1, X2, X3} is a regular partition with associated coefﬁcient matrix⎡⎢⎣ 3q 3q(q − 1) q(q − 1)2q + 1 q2 + q − 1 q3 − q
1 3q q3 + q2 − 2q − 1
⎤⎥⎦ .
The associated eigenvalues are λ0 = q3 + q2 + q, λ1 = q2 + q − 1 and λ2 = −1.
(b) SupposeX1 is a subspace ofDH(5, q
2) such that X˜1 is a (q + 1) × (q + 1) × (q + 1)-cubewhich
is isometrically embedded into DH(5, q2). So, |X1| = (q + 1)3. Every quad Q of X˜1 is contained in a
uniquequadQ ofDH(5, q2). This quadQ contains (q + 1)(q3 − q)pointswhicharenot contained inX1.
Put X2 = ⋃Q (Q \ Q), where the union ranges over all quads Q of X˜1. We have |X2| = 3(q + 1) · (q +
1)(q3 − q) = 3q(q − 1)(q + 1)3. A point x ∈ X1 is contained in q4 + q2 + 1 lines of DH(5, q2) and
three quads Q1,Q2,Q3 of X˜1. One easily veriﬁes that there are (q
2 − 1)2 lines through x not contained
in Q1 ∪ Q2 ∪ Q3. Now, let X3 denote the set of points of DH(5, q2) not contained in X1 ∪ X2 which
are collinear with a (necessarily unique) point of X1. Then by the above, |X3| = |X1| · (q2 − 1)2 · q =
q(q − 1)2(q + 1)5. Let X4 denote the set of points of DH(5, q2) not contained in X1 ∪ X2 ∪ X3. Then|X4| = (q + 1)(q3 + 1)(q5 + 1) − |X1| − |X2| − |X3| = q3(q − 1)3(q + 1)3.Wewill nowprove that{X1, X2, X3, X4} is a regular partition of DH(5, q2).
Let x be a point of X1. There are three lines L through x such that L \ {x} is contained in X1, 3(q2 − 1)
lines L through x such that L \ {x} is contained in X2 and (q2 − 1)2 lines L through x such that L \ {x}
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is contained in X3. It follows that x is collinear with 3q other points of X1, 3q(q
2 − 1) points of X2,
q(q2 − 1)2 points of X3 and 0 points of X4.
Let x be a point of X2. Then there exists a unique quad Q of X˜1 such that x ∈ Q \ Q . The subgrid Q of
X˜1 contains q + 1 points collinearwith x and these are all the points ofX1 collinearwith x. The points of
X2 which are collinear with x are either contained in Q \ Q or in a quad Rwhere R is one of the q quads
of X˜1 which are disjoint from Q . Each such quad R is disjoint from Q and contains a unique point (of
X2) collinear with x. It follows that x is collinear with [q(q2 + 1) − (q + 1)] + q = q3 + q − 1 points
of X2. There are q quads R of X˜1 which are disjoint from Q and each of these quads contains q + 1
points at distance 2 from x. If yR is one of these points, then x and yR have q
2 − 1 neighbors which
are not contained in Q ∪ R. All these neighbors belong to X3. Conversely, every point of X3 collinear
with x is obtained in this way. It follows that x is collinear with q(q + 1)(q2 − 1) = q(q − 1)(q + 1)2
points of X3. Hence, x is collinear with q
5 + q3 + q − (q + 1) − (q3 + q − 1) − q(q − 1)(q + 1)2 =
q2(q − 1)2(q + 1) points of X4.
Let x be a point of X3. Then x is collinear with a unique point y of X1. The points of X2 which are
collinear with x are contained in a quad Q where Q is one of the 3q quads of X˜1 not containing y.
Each such quad Q contains a unique point (of X2) collinear with x. So, x is collinear with precisely 3q
points of X2. For every point z of X3 collinear with x, let z
′ denote the unique point of X1 collinear
with z. There are precisely q − 1 points z of X3 collinear with x for which z′ = y, namely the q − 1
points on the line xy distinct from x and y. Now, there are 3q points in X1 which have distance 1 from
y. If u is one of these points, then x and u have q2 − 1 common neighbors which are not contained
in any quad Q where Q is a quad of X˜1. All these points belong to X3. If u is one of the q
2 points of
X1 at distance 2 from x and not collinear with y, then u and x have q
2 − 2 common neighbors which
are not contained in any quad Q where Q is a quad of X˜1. All these points belong to X3. Now, every
point of X3 collinear with x is obtained in one of the above-described ways. Hence, x is collinear with
(q − 1) + 3q(q2 − 1) + q2(q2 − 2) = q4 + 3q3 − 2q2 − 2q − 1 points of X3. So, x is collinear with
(q5 + q3 + q) − 1 − 3q − (q4 + 3q3 − 2q2 − 2q − 1) = q2(q − 1)(q2 − 2) points of X4.
Let x be a point of X4. Then x is collinear with 0 points of X1. Every quad Q where Q is one of the
3(q + 1)quads of X˜1 contains a unique point (ofX2) collinearwith x. Hence, x is collinearwith 3(q + 1)
points of X2. Now, x lies at distance 2 from precisely (q + 1)2 points of X1. If y is one these points, then
there are three neighbors of x and y which belong to X2 (one in each quad Q where Q is a quad of
X˜1 through y). The remaining q
2 − 2 neighbors belong to X3. So, x is collinear with (q + 1)2(q2 − 2)
points of X3. It follows that x is collinear with q
5 + q3 + q − 3(q + 1) − (q + 1)2(q2 − 2) = q5 −
q4 − q3 + q2 + 2q − 1 points of X4.
So, {X1, X2, X3, X4} is a regular partition of DH(5, q2) with associated coefﬁcient matrix⎡⎢⎢⎢⎣
3q 3q(q2 − 1) q(q2 − 1)2 0
q + 1 q3 + q − 1 q(q − 1)(q + 1)2 q2(q − 1)2(q + 1)
1 3q q4 + 3q3 − 2q2 − 2q − 1 q2(q − 1)(q2 − 2)
0 3(q + 1) (q + 1)2(q2 − 2) q5 − q4 − q3 + q2 + 2q − 1
⎤⎥⎥⎥⎦ .
The associated eigenvalues are λ0 = q5 + q3 + q (multiplicity 1), λ1 = q3 + q − 1 (multiplicity 2)
and λ2 = −q2 + q − 1 (multiplicity 1).
(c) Suppose X1 is a subspace ofDH(5, q
2) such that X˜1 ∼= Q(4, q) × Lq+1 is isometrically embedded
into DH(5, q2). So, |X1| = (q + 1)2(q2 + 1). Every quad Q of X˜1 is contained in a unique quad Q
of DH(5, q2). If Q is one of the (q + 1)(q2 + 1) grid-quads of X˜1, then Q contains (q + 1)(q3 − q)
points which are not contained in X1. If Q is one of the q + 1 Q(4, q)-quads of X˜1, then Q contains
(q + 1)(q3 − q2) points which are not contained in X1. Put X2 := ⋃Q (Q \ Q)where the union ranges
over allQ(4, q)-quadsQ of X˜1 andX3 := ⋃Q (Q \ Q)where theunion rangesover all grid-quadsQ of X˜1.
Then |X2| = (q + 1) · (q + 1)(q3 − q2) = q2(q − 1)(q + 1)2 and |X3| = (q + 1)(q2 + 1) · (q + 1)
(q3 − q) = q(q − 1)(q + 1)3(q2 + 1). Everypoint x ofX1 is contained inq + 2quadsQ1,Q2, . . . ,Qq+2
of X˜1. One easily veriﬁes that there are q(q − 1)2(q + 1) lines through x not contained in Q1 ∪ Q2 ∪· · · ∪ Qq+1. Now, let X4 denote the set of points of DH(5, q2) not contained in X1 ∪ X2 ∪ X3 which are
collinear with a (necessarily unique) point of X1. Then by the above, |X4| = |X1| · q(q − 1)2(q + 1) ·
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q = q2(q − 1)2(q + 1)3(q2 + 1). Since |X1| + |X2| + |X3| + |X4| = (q + 1)(q3 + 1)(q5 + 1),wehave
counted all the points of DH(5, q2).
Let x be a point of X1. There are q + 2 lines L through x such that L \ {x} is completely contained
in X1, q(q − 1) lines L through x such that L \ {x} is completely contained in X2, (q2 − 1)(q + 1) lines
through x such that L \ {x} is completely contained in X3 and q(q − 1)2(q + 1) lines L through x such
that L \ {x} is completely contained in X4. So, x is collinear with q(q + 2) other points of X1, q2(q − 1)
points of X2, q(q − 1)(q + 1)2 points of X3 and q2(q − 1)2(q + 1) points of X4.
Let x be a point of X2. Then there exists a unique Q(4, q)-quad Q of X˜1 such that x ∈ Q \ Q . The
quad Q contains q2 + 1 points collinear with x and these are all the points of X1 collinear with x.
The points of X2 which are collinear with x are either contained in Q \ Q or in a quad R where R is
one of the q Q(4, q)-quads of X˜1 which are disjoint from Q . Each such quad R is disjoint from Q and
contains auniquepoint (ofX2) collinearwith x. It follows that x is collinearwith (q
2 + 1)(q − 1) + q =
q3 − q2 + 2q − 1 points of X2. Clearly, x cannot be collinear with points of X3. So, x is collinear with
precisely q5 + q3 + q − (q2 + 1) − (q3 − q2 + 2q − 1) = q(q4 − 1) points of X4.
Let x be a point of X3. Then there exists a unique grid-quad Q of X˜1 such that x ∈ Q \ Q . The quad
Q contains q + 1 points collinear with x and these are all the points of X1 collinear with x. No point
of X2 is collinear with x. The points of X3 which are collinear with x are either contained in Q \ Q or
in a quad R where R is one of the q3 grid-quads of X˜1 which are disjoint from Q . Each such quad R
is disjoint from Q and contains a unique point (of X3) collinear with x. It follows that x is collinear
with (q3 − 1) + q3 = 2q3 − 1 points of X3 and (q5 + q3 + q) − (q + 1) − (2q3 − 1) = q3(q2 − 1)
points of X4.
Let x be a point of X4. Then x is collinearwith a unique point y of X1. IfQ is one of the q Q(4, q)-quads
of X˜1 not containing y, then the unique point of Q collinear with x belongs to X2. If Q is one of the
(q + 1)q2 grid-quads of X˜1 not containing y, then the unique point of Q collinear with x belongs to
X3. It follows that x is collinear with q points of X2 and (q + 1)q2 points of X3. This implies that x is
collinear with (q5 + q3 + q) − 1 − q − (q + 1)q2 = q5 − q2 − 1 points of X4.
So, {X1, X2, X3, X4} is a regular partition with associated matrix⎡⎢⎢⎢⎣
q(q + 2) q2(q − 1) q(q − 1)(q + 1)2 q2(q − 1)2(q + 1)
q2 + 1 q3 − q2 + 2q − 1 0 q(q4 − 1)
q + 1 0 2q3 − 1 q3(q2 − 1)
1 q (q + 1)q2 q5 − q2 − 1
⎤⎥⎥⎥⎦ .
The associated eigenvalues are λ0 = q5 + q3 + q (multiplicity 1), λ1 = q3 + q − 1 (multiplicity 2)
and λ2 = −q2 + q − 1 (multiplicity 1).
11. Class 9
(a) In De Bruyn and Vandecasteele [12], the so-called valuations of the near octagon H4 were
classiﬁed. This information was subsequently used to obtain some information regarding isometric
embeddings of H4 into DH(7, 4).
Suppose X1 is a subspace of DH(7, 4) such that X˜1 ∼=H4 is isometrically embedded into DH(7, 4).
Then by De Bruyn and Vandecasteele [12, Section 3], every point of DH(7, 4) not contained in X1 is
collinear with either 7, 5, 3, 1 or 0 points of X1. Let X2, X3, X4, X5, respectively X6, denote the set of
points of DH(7, 4) not contained in X1 which are collinear with 7, 5, 3, 1, respectively 0 points of X1. It
can be proved that {X1, X2, X3, X4, X5, X6} is a regular partition of DH(7, 4) with associated coefﬁcient
matrix⎡⎢⎢⎢⎢⎢⎢⎣
20 10 40 60 40 0
7 23 0 28 112 0
5 0 31 40 30 64
3 2 16 37 48 64
1 4 6 24 71 64
0 0 10 25 50 85
⎤⎥⎥⎥⎥⎥⎥⎦ .
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The computation of the entries of this matrix involves a lot of (sometimes long) technical calculations
involving properties of the convex subspaces of H4. We have therefore opted to give only the matrix.
The eigenvalues of the regular partition {X1, X2, . . . , X6} are λ0 = 170, λ1 = 41 (multiplicity 2) and
λ2 = 5 (multiplicity 3).
(b) LetX1 andX2 beas in (a). ThenbyDeBruynandVandecasteele [12, Section3], ˜X1 ∪ X2 ∼= DW(7, 2).
It is straightforward to verify that {X1, X2} is a regular partition of ˜X1 ∪ X2 with associated coefﬁcient
matrix[
20 10
7 23
]
.
The eigenvalues of the regular partition {X1, X2} of ˜X1 ∪ X2 ∼= DW(7, 2) are λ′0 = 30 and λ′1 = 13.
(c) In De Bruyn and Vandecasteele [13], the so-called valuations of the near octagon G4 were
classiﬁed. This information was subsequently used to obtain some information regarding isometric
embeddings of G4 into DH(7, 4).
Suppose X1 is a subspace of DH(7, 4) such that X˜1 ∼=G4 is isometrically embedded into DH(7, 4).
Then by De Bruyn and Vandecasteele [13, Section 6.6], every point of DH(7, 4) not contained in X1 is
collinear with either 15 or 7 points of X1. Let X2, respectively X3, denote the set of points of DH(7, 4)
not contained in X1 which are collinear with 15, respectively 7, points of X1. Then it can be proved that{X1, X2, X3} is a regular partition of DH(7, 4) with associated coefﬁcient matrix⎡⎣44 72 5415 65 90
7 56 107
⎤⎦ .
Again, the computation of the entries of this matrix involves some technical calculations involving
properties of the convex subspaces of G4. The eigenvalues of the regular partition {X1, X2, X3} are
λ0 = 170, λ1 = 41 and λ2 = 5.
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