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L2-BETTI NUMBERS ARISING FROM THE LAMPLIGHTER GROUP
PERE ARA AND JOAN CLARAMUNT
Abstract. We apply a construction developed in a previous paper by the authors in order to obtain
a formula which enables us to compute ℓ2-Betti numbers coming from a family of group algebras
representable as crossed product algebras. As an application, we obtain a whole family of irrational
ℓ
2-Betti numbers arising from the lamplighter group algebra K[Z2 ≀ Z], being K a subfield of the
complex numbers closed under complex conjugation. This procedure is constructive, in the sense that
one has an explicit description of the elements realizing such irrational numbers. This extends the
work made by Grabowski, who first computed irrational ℓ2-Betti numbers from the algebras Q[Zn ≀Z],
where n ≥ 2 is a natural number. We also apply the techniques developed to the (generalized)
odometer algebra O(n), where n is a supernatural number. We compute its ∗-regular closure, and
this allows us to fully characterize the set of ℓ2-Betti numbers arising from O(n).
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1. Introduction and the Atiyah problem
In 1963, Atiyah and Singer [6] established a very nice relation between the analytical index of
an elliptic differential operator D, closely related to the dimension of the finite-dimensional space of
solutions of the homogeneous equation Df = 0, and the topological index of D, defined in terms of
topological data relating the compact manifold M over which D is defined. This relation is nowadays
called the Atiyah-Singer Index Theorem.
In [5] Atiyah extended the Atiyah-Singer Index Theorem to the non-compact setting; more con-
cretely, to the arena of non-compact manifolds M equipped with a free cocompact action of a discrete
group G y M (i.e. with M/G compact). In this situation, the space of solutions of the equation
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Df = 0 becomes an infinite-dimensional Hilbert space HD, and the concept of analytic index is ex-
tended by using the theory of von Neumann algebras. This theory provides a well-defined notion of
dimension for HD, called the von Neumann dimension of HD. This new framework led Atiyah to
define the so-called ℓ2-Betti numbers as von Neumann dimensions of ℓ2-cohomology groups [34].
In his paper [5] Atiyah observed that, in case G is a finite group, the ℓ2-Betti numbers coincide
(modulo rescaling by |G|) with the previously-known Betti numbers. Thus in this situation, they
are in fact rational numbers, and indeed Atiyah posed the following question, which is nowadays
commonly known as the Atiyah Conjecture.
Question (Atiyah). Is it possible to obtain irrational values of ℓ2-Betti numbers?
Although they were defined analytically, ℓ2-Betti numbers can be defined in an algebraic setting,
purely in terms of the group G and without explicit mention of the manifold M (see Section 2.2 for a
detailed explanation). In this line, a real positive number r is said to be an ℓ2-Betti number arising
from G, with coefficients in a fixed subfield K ⊆ C closed under complex conjugation, whenever there
exists a matrix operator T ∈ Mn(KG) such that the von Neumann dimension of ker T is equal to
r. Following this algebraic point of view, stronger questions –in relation with the original Atiyah
question– were formulated over the years. One of its strongest versions is the so-called Strong Atiyah
Conjecture.
Strong Atiyah Conjecture (SAC). The set of ℓ2-Betti numbers arising from G with coefficients
in K is contained in the subgroup
∑
H
1
|H|Z of Q, where H ranges over the finite subgroups of G.
The lamplighter is precisely the first counterexample to the SAC, as proven by R. I. Grigorchuk and
A. Żuk [20], see also [13] for a more elementary proof. More recently, the original Atiyah’s question has
been solved in the negative, and some authors, including Austin [7], Grabowski [18, 19] and Pichot,
Schick and Żuk [37] have found examples of groups having irrational values of ℓ2-Betti numbers. In
particular, Grabowski shows in [19] that there are transcendental numbers that appear as ℓ2-Betti
numbers of the lamplighter group. Nevertheless, the following version of the SAC is still open.
Strong Atiyah Conjecture, bounded case (BSAC). Suppose that there exists an upper bound
for the orders of the finite subgroups of G. Then the SAC holds for G.
In particular it is open for torsion-free groups, which gives a generalization of the famous Kaplan-
sky’s zero-divisor Conjecture. For an extensive study of Atiyah’s original question and strong versions
of it, see [7, 15, 16, 18, 21, 22, 23, 24, 28, 29, 30, 31, 32, 33, 35].
During the last 40 years, the importance of both the SAC and BSAC has increased due to the wide
variety of their consequences in several branches of mathematics, see for instance [12, 14, 26, 28, 29,
32, 33, 34].
One of the main problems (following these lines) is to actually compute the whole set C(G,K) of
ℓ2-Betti numbers arising from G with coefficients in K. In this paper, we uncover a portion of this
set for the lamplighter group Γ with coefficients in an arbitrary subfield K ⊆ C closed under complex
conjugation. The group Γ is defined to be the semidirect product of Z copies of the finite group Z2
by Z, i.e.
Γ =
(⊕
i∈Z
Z2
)
⋊ρ Z,
whose automorphism ρ implementing the semidirect product is the well-known Bernoulli shift. A
precursor of our work here can be found in the paper [4] by Ara and Goodearl. In that article, the
authors attack this problem algebraically, by trying to uncover the structure of what is called the
∗-regular closure RKΓ of the lamplighter group algebra KΓ inside U(Γ), the algebra of unbounded
operators affiliated to the group von Neumann algebra N (Γ) or, more algebraically, the classical ring
of quotients of N (Γ). The precise connection between the ∗-regular closure RKΓ and the set C(Γ,K)
has been provided recently by a result of Jaikin-Zapirain [23], which states that the rank function on
RKΓ, obtained by restricting the canonical rank function on U(Γ), is completely determined by its
values on matrices over KΓ. Since RKΓ is ∗-regular, this can be rephrased in the form
φ(K0(RKΓ)) = G(Γ,K),
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where φ is the state on K0(RKΓ) induced by the restriction of the rank function on KΓ, and G(Γ,K)
is the subgroup of R generated by C(Γ,K) [3, Proposition 4.1]. The algebra RKΓ, together with tight
connections with C(Γ,K), has been recently studied by the authors in [3].
A key observation in light of the development of the work presented in this paper is to realize the
lamplighter group algebra as a Z-crossed product ∗-algebra
KΓ ∼= CK(X)⋊T Z
through the Fourier transform. Here X = {0, 1}Z is the Pontryagin dual of the group ⊕i∈Z Z2,
topologically identified with the Cantor set, CK(X) is the set of locally constant functions f : X →
K, and T : X → X is the homeomorphism of X implemented by the Bernoulli shift. There is a
natural measure µ on X, namely the usual product measure, having taken the
(
1
2 ,
1
2
)
-measure on
each component {0, 1}. This measure is ergodic, full and T -invariant, so we can apply the techniques
developed in [2] to study the Z-crossed product algebra A := CK(X)⋊TZ by giving ‘µ-approximations’
of the space X, which at the level of the algebra A correspond to certain ‘approximating’ ∗-subalgebras
An ⊆ A (see [2, Section 4.1], also [3, Section 6]). By using [2, Theorem 4.7 and Proposition 4.8], we
obtain a canonical faithful Sylvester matrix rank function rkA on A which coincides, in case K is a
subfield of C closed under complex conjugation, with the rank function rkKΓ on the group algebra
KΓ naturally inherited from the canonical rank function in the ∗-regular ring U(Γ) [3, Proposition
5.10]. In light of this, one can define ‘generalized’ ℓ2-Betti numbers in this more general setting, that
is, arising from the Z-crossed product algebra A = CK(X) ⋊T Z, for K an arbitrary field and T an
arbitrary homeomorphism on a Cantor set X.
Turning back to the lamplighter group algebra KΓ, Graboswki has shown in a recent paper [19] the
existence of irrational (in fact transcendental) ℓ2-Betti numbers arising from Γ, exhibiting a concrete
example in [19, Theorem 2]. With this result, the lamplighter group has become the simplest known
example which gives rise to irrational ℓ2-Betti numbers. Very roughly, his idea is to compute ℓ2-Betti
numbers by means of decomposing them as an infinite sum of (normalized) dimensions of kernels
of finite-dimensional operators (i.e. matrices). He then realizes these matrices as adjacency-labeled
matrices of certain graphs in order to determine the global behavior of the dimensions of their kernels.
We use these ideas in this work, but applied to our construction. Our main result is the following:
Theorem 1.1 (Theorem 4.5). Let Γ be the lamplighter group, and K any subfield of C closed under
complex conjugation.
Then for any family of natural numbers {di}1≤i≤n, and any family of polynomials {pi(x)}0≤i≤n
of positive degrees and non-negative coefficients, such that the linear coefficient of p0(x) is non-zero,
there exists a matrix operator A over KΓ such that
dimN (Γ)(ker A) = q0 + q1
∑
k≥1
1
2p0(k)+p1(k)d
k
1+···+pn(k)d
k
n
for some non-zero rational numbers q0, q1. If moreover the constant coefficient of p0(x) is 0, then∑
k≥1
1
2p0(k)+p1(k)d
k
1+···+pn(k)d
k
n
∈ G(Γ,K).
Here dimN (Γ)(ker A) stands for the von Neumann dimension of A (see Subsection 2.2). Thus we
obtain a whole family of irrational and even transcendental ℓ2-Betti numbers arising from Γ. Another
source of irrational ℓ2-Betti numbers arising from Γ comes from the fact that the ∗-regular closure
RKΓ contains a copy of the algebra of non-commutative rational power series Krat〈X〉 in infinitely
many indeterminates, see [3, Subsection 6.2] and Subsection 4.3. Using this, we obtain in Subsection
4.3 that G(Γ,K) contains for instance the irrational algebraic number 14
√
2
7 .
We also apply our machinery to study a particular crossed product algebra known as the (gener-
alized) odometer algebra. It is defined as the Z-crossed product algebra O := CK(X) ⋊T Z where
X = {0, 1}N is the one-sided shift space, and the automorphism T : X → X implementing the crossed
product is given by addition of the element (1, 0, 0, ...) with carry over. Although it is not possible to
realize the odometer algebra as a group algebra, this example is interesting in its own right because we
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are able to fully determine the structure of its ∗-regular closure RO (see Theorem 5.4), and thus giving
a complete description of the set of ℓ2-Betti numbers arising from O (Theorem 5.6). A particular
odometer has also been studied by Elek in [16], although the author does not exactly compute the
∗-regular closure RO; instead, the author computes its rank-completion, which shows that it must be
isomorphic to the von Neuman continuous factor MK (cf. [3, Proposition 4.2]).
This work is structured as follows. In Section 2 we provide essential background and preliminary
concepts about Sylvester matrix rank functions and ℓ2-Betti numbers for general group algebras. We
summarize, in Section 3, a general approximation construction for Z-crossed product algebras using
measure-theoretic tools, which enables us to construct a canonical Sylvester matrix rank function over
the crossed product algebra. Using this construction, we derive a formula for computing ℓ2-Betti
numbers over this large class of algebras (Formula (3.4)). In Section 4 we focus on the particular
case of the lamplighter group algebra. We explicitly realize it as a Z-crossed product algebra, thus
enabling us to apply the whole theory developed in [2] and [3]. Our main result (Theorem 4.5) provides
a vast family of irrational, and even transcendental, ℓ2-Betti numbers arising from the lamplighter
group. We also explore another method to find ℓ2-Betti numbers arising from the lamplighter group,
using the algebra of non-commutative rational series. Finally we study, in Section 5, the (generalized)
odometer algebra in great detail, and we are able to completely determine the algebraic structure of
its ∗-regular closure (Theorem 5.4). We use this characterization in Theorem 5.6, where we explicitly
compute the whole set of ℓ2-Betti numbers arising from the odometer algebra.
2. Preliminaries
2.1. ∗-regular rings and rank functions. A ∗-regular ring is a regular ring R endowed with a
proper involution ∗, that is, x∗x = 0 if and only if x = 0. In a ∗-regular ring R, for every x ∈ R there
exist unique projections e, f ∈ R such that xR = eR and Rx = Rf . It is common to denote them by
e = LP(x) and f = RP(x), and are termed the left and right projections of x, respectively. We refer
the reader to [1, 8] for further information on ∗-regular rings.
For any subset S ⊆ R of a unital ∗-regular ring, there exists a smallest unital ∗-regular subring of
R containing S ([4, Proposition 6.2], see also [33, Proposition 3.1]). This ∗-regular ring is denoted by
R(S,R), and called the ∗-regular closure of S in R.
Let us denote by M(R) the set of finite matrices over R of arbitrary size, i.e.
⋃
n≥1Mn(R).
Definition 2.1. A Sylvester matrix rank function on a unital ring R is a map rk : M(R) → R+
satisfying the following conditions:
a) rk(0) = 0 and rk(1) = 1;
b) rk(M1M2) ≤ min{rk(M1), rk(M2)} for any matrices M1 and M2 of appropriate sizes;
c) rk
(
M1 0
0 M2
)
= rk(M1) + rk(M2) for any matrices M1 and M2;
d) rk
(
M1 M3
0 M2
)
≥ rk(M1) + rk(M2) for any matrices M1, M2 and M3 of appropriate sizes.
The notion of Sylvester matrix rank function was first introduced by Malcolmson in [36] on a
question of characterizing homomorphisms from a fixed ring to division rings. Equivalent definitions
exist, introduced by Malcolmson itself and Schofield [38]. For more theory and properties about
Sylvester matrix rank functions we refer the reader to [23] and [38, Part I, Chapter 7].
In a regular ring R, any Sylvester matrix rank function rk is uniquely determined by its values on
elements of R, see e.g. [17, Corollary 16.10]. This is no longer true if R is not regular.
Any Sylvester matrix rank function rk on a unital ring R defines a pseudo-metric by the rule
d(x, y) = rk(x− y). The rank function is called faithful if the only element with zero rank is the zero
element. In this case, d becomes a metric on R. The ring operations are continuous with respect to d,
and rk extends uniquely to a Sylvester matrix rank function rk on the completion R of R with respect
to d.
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For a ∗-subring S of a ∗-regular ring R, there are tight connections between the structure of
projections of the ∗-regular closure R(S,R) and possible values of a Sylvester matrix rank function
defined on R, see for instance [23, 3].
2.2. ℓ2-Betti numbers for group algebras. In this subsection we define ℓ2-Betti numbers arising
from a group G with coefficients in a subfield K ⊆ C closed under complex conjugation.
Let G be a discrete, countable group. For any subring R ⊆ C closed under complex conjugation, let
RG denote the group ∗-algebra of G with coefficients in R, consisting of formal finite sums∑γ∈G aγγ
with aγ ∈ R. The sum operation is defined pointwise, the product is induced by the group product
and the ∗-operation is defined by linearity and according to the rule (aγγ)∗ = aγγ−1, for aγ ∈ R and
γ ∈ G. Let also ℓ2(G) denote the Hilbert space of all square-summable functions f : G → C with
obvious addition and scalar multiplication, and inner product defined by
〈f, g〉ℓ2(G) =
∑
γ∈G
f(γ)g(γ) for f, g ∈ ℓ2(G).
The space ℓ2(G) has a basis, naturally identified with G, consisting of indicator functions ξγ ∈ ℓ2(G)
for each γ ∈ G. Here ξγ is defined to be 1 over the element γ and 0 otherwise.
Observe that G acts faithfully on ℓ2(G) by left (resp. right) multiplication λ : G→ B(ℓ2(G)) (resp.
ρ : G→ B(ℓ2(G))), defined by
λγ(f)(δ) = f(γ
−1δ) and ργ(f)(δ) = f(δγ)
for f ∈ ℓ2(G) and γ, δ ∈ G. Either λ or ρ extend R-linearly to actions RG y ℓ2(G) by bounded
operators, preserving the ∗-operation. We will identify RG with the image of λ inside B(ℓ2(G)).
We denote by N (G) the weak-completion of CG ⊆ B(ℓ2(G)), which is commonly known as the
group von Neumann algebra of G. An equivalent algebraic definition can be given: it consists exactly
of those bounded operators T : ℓ2(G)→ ℓ2(G) that are G-equivariant, i.e. the relation ργ ◦T = T ◦ργ
is satisfied for every γ ∈ G. The algebra N (G) is endowed with a normal, positive and faithful trace,
defined as
trN (G)(T ) := 〈T (ξe), ξe〉ℓ2(G) for T ∈ N (G).
Note that for an element T =
∑
γ∈G aγγ ∈ CG, its trace is simply the coefficient ae.
All the above constructions can be extended to k× k matrices: the ring Mk(RG) acts faithfully on
ℓ2(G)k by left (resp. right) multiplication. We denote the extended actions by λk and ρk, respectively.
We identify Mk(RG) with its image Mk(RG) ⊆ B(ℓ2(G)k) under λk. We denote by Nk(G) the
weak-completion of Mk(CG) inside B(ℓ2(G)k), which is easily seen to be equal to Mk(N (G)). The
previous trace can be extended to an unnormalized trace over Mk(N (G)) by setting, for a matrix
T = (Tij) ∈Mk(N (G)),
TrNk(G)(T ) :=
k∑
i=1
trN (G)(Tii).
A finitely generated Hilbert (right) G-module is any closed subspace V of ℓ2(G)k, invariant with
respect to the right action ρ⊕k := ρ⊕ k· · · ⊕ρ. For V ≤ ℓ2(G)k a finitely generated Hilbert G-module,
the corresponding projection operator pV : ℓ2(G)k → ℓ2(G)k onto V belongs to Nk(G). One then
defines the von Neumann dimension of V as the trace of pV :
dimN (G)(V ) := TrNk(G)(pV ).
In the particular case of matrix group rings Mk(KG), being K ⊆ C a subfield closed under complex
conjugation, every matrix operator A ∈ Mk(KG) gives rise to an ℓ2-Betti number, in the following
way. Consider A as an operator A : ℓ2(G)k → ℓ2(G)k acting on the left, and take pA ∈ Nk(G) to be
the projection onto ker A, which is a finitely generated Hilbert G-module. One can then consider the
von Neumann dimension of ker A, which is simply the trace of the projection pA.
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Definition 2.2. A real positive number r is called an ℓ2-Betti number arising from G with coefficients
in K if, for some integer k ≥ 1, there exists a matrix operator A ∈Mk(KG) such that
dimN (G)(ker A) = TrNk(G)(pA) = r.
We denote the set of all ℓ2-Betti numbers arising from G with coefficients in K by C(G,K). It should
be noted that this set is always a subsemigroup of (R+,+). We also write G(G,K) for the subgroup
of (R,+) generated by C(G,K).
It is also possible to define the von Neumann dimension by means of a Sylvester matrix rank function,
as follows. Let U(G) be the algebra of unbounded operators affiliated to N (G); equivalently, the
classical ring of quotients of N (G). It is a ∗-regular ring possessing a Sylvester matrix rank function
rkU(G) defined by
rkU(G)(U) := TrNk(G)(LP(U)) = TrNk(G)(RP(U))
for any matrix U ∈ Mk(U(G)), where LP(U) and RP(U) are the left and right projections of U
inside the ∗-regular algebra Mk(U(G)), respectively. Notice that these projections actually belong to
Nk(G). In particular, we obtain by restriction a Sylvester matrix rank function rkKG over KG. So
for a matrix operator A ∈Mk(KG) we have the equality
(2.1) dimN (G)(ker A) = k − rkKG(A).
3. Approximating crossed product algebras through a dynamical perspective
We recall the general construction used in [2] on approximating Z-crossed product algebras.
Let T : X → X be a homeomorphism of a totally disconnected, compact metrizable space X,
which we also assume to be infinite (e.g. one can take X to be the Cantor space). Let also K be
an arbitrary field endowed with a positive definite involution. The algebras of interest are Z-crossed
product algebras of the form
A := CK(X)⋊T Z,
where CK(X) denotes the algebra of locally constant functions f : X → K; equivalently, the algebra of
continuous functions f : X → K whenK is endowed with the discrete topology. For the approximation
process, a T -invariant, ergodic and full probability measure µ on X is also needed. We refer the reader
to [2, Section 3] for a detailed exposition of the construction.
For any clopen subset ∅ 6= E ⊆ X and P any (finite) partition of the complement X\E into clopen
subsets, let B be the unital ∗-subalgebra of A generated by the partial isometries {χZt | Z ∈ P}.
There exists a quasi-partition of X (i.e. a countable family of non-empty, pairwise disjoint clopen
subsets whose union has full measure) given by the T -translates of clopen subsets W of the form
(3.1) W = E ∩ T−1(Z1) ∩ · · · ∩ T−k+1(Zk−1) ∩ T−k(E)
for k ≥ 1 and Zi ∈ P , whenever these are non-empty. In fact, if we write |W | := k (the length of W )
and V := {W 6= ∅ as above}, then for a fixed W ∈ V and 0 ≤ i < |W | the element χT i(W ) belongs to
B, and moreover the set of elements
eij(W ) = (χX\Et)
iχW (t
−1χX\E)
j , 0 ≤ i, j < |W |,
forms a set of |W | × |W | matrix units in B (that is, they satisfy eik(W )elj(W ) = δk,leij(W ) for all
indices 0 ≤ i, j, k, l < |W |). In addition, by [2, Proposition 3.11] the element hW := e00(W ) + · · · +
e|W |−1,|W |−1(W ) is central in B and we have a ∗-isomorphism
hWB ∼= M|W |(K).
In this way one obtains an injective ∗-representation π : B →֒ ∏W∈VM|W |(K) =: RB defined by
π(a) = (hW · a)W [2, Proposition 3.13].
From now on the ∗-algebra B corresponding to (E,P) as above will be denoted by A(E,P).
Take now {En}n≥1 to be a decreasing sequence of clopen sets of X together with a family {Pn}n≥1
consisting on (finite) partitions into clopen sets of the corresponding complements X\En, satisfying:
a) the intersection of all the En consists of a single point y ∈ X;
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b) Pn+1 ∪ {En+1} is a partition of X finer than Pn ∪ {En};
c)
⋃
n≥1(Pn ∪ {En}) generates the topology of X.
By writing Vn for the set of all the non-empty subsets W of the form (3.1) corresponding to the
pair (En,Pn), and setting An := A(En,Pn) and Rn :=
∏
W∈Vn
M|W |(K), we get injective ∗-
representations πn : An →֒ Rn, in such a way that the diagrams
An   ιn // _
πn

An+1 _
πn+1

  ιn+1 // An+2 _
πn+2

  // · · ·   // A∞ _
π∞

Rn
  jn // Rn+1
  jn+1 // Rn+2
  // · · ·   // R∞
commute. Here ιn is the natural embedding ιn(χZt) =
∑
Z′ χZ′t where the sum is taken with respect
to all the Z ′ ∈ Pn+1 satisfying Z ′ ⊆ Z, the maps jn : Rn →֒ Rn+1 are the embeddings given in
[2, Proposition 4.2], and A∞,R∞ are the inductive limits of the direct systems (An, ιn), (Rn, jn),
respectively.
Remark 3.1. The algebra A∞ can be explicitly described in terms of the crossed product, as follows.
For U ⊆ X an open set, denote by Cc,K(U) the ideal of CK(X) generated by the characteristic
functions χV , where V ranges over the clopen subsets V ⊆ X contained in U . By [2, Lemma 4.3],
A∞ coincides with the ∗-subalgebra of A = CK(X) ⋊T Z generated by CK(X) and Cc,K(X\{y})t.
One can define a Sylvester matrix rank function on each Rn by the rule
(3.2) rkn(M) =
∑
W∈Vn
µ(W )Rk(MW ) for M = (MW )W ∈ Rn,
being Rk the usual rank of matrices. These Sylvester matrix rank functions are compatible with
respect to the embeddings jn, so they give rise to a well-defined Sylvester matrix rank function rk∞
on R∞.
Theorem 3.2. [2, Theorem 4.7 and Proposition 4.8] Following the above notation, if Rrk := R∞ de-
notes the rank-completion of R∞ with respect to its Sylvester matrix rank function rk∞ (see Subsection
2.1), then there exists an injective ∗-homomorphism πrk : A→ Rrk making the diagram
A Rrk
A∞ R∞
πrk
π∞
⊇ ⊇
commutative, and sending the element t to πrk(t) = limn πn(χX\Ent). Moreover, we obtain a Sylvester
matrix rank function rkA on A by restriction of rk∞ (the extension of rk∞ to Rrk) on A, which is
extremal and unique with respect to the following property:
(3.3) rkA(χU ) = µ(U) for every clopen subset U ⊆ X.
Finally, the rank-completion of A with respect to rkA gives back Rrk, that is A = Rrk.
In particular, since Rrk has the structure of a ∗-regular algebra, we can consider the ∗-regular
closure of A inside Rrk, which we denote by RA := R(A,Rrk), see [3] for more details. The ∗-regular
closure RA is extensively studied in [3]. For our purposes, it will become important when computing
ℓ2-Betti numbers arising from the (generalized) odometer algebra in Section 5.
3.1. A formula for computing ℓ2-Betti numbers inside B. In this subsection we give a formula
for computing ℓ2-Betti numbers of elements from matrix algebras over the approximation algebra
B = A(E,P). We will use ideas from [19], although applied to our construction.
By Theorem 3.2, the algebra A = CK(X) ⋊T Z possesses a ‘canonical’ Sylvester matrix rank
function rkA, unique with respect to Property (3.3). It is then natural to ask which is the set of
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positive real numbers reached by such a Sylvester matrix rank function. In other words, it would be
interesting to determine exactly the set
C(A) := rkA
( ⋃
k≥1
Mk(A)
)
⊆ R+.
This set has the structure of a semigroup of (R+,+) (cf. Definition 2.2). The subgroup of (R,+)
generated by C(A) will be denoted by G(A). It turns out that, in the special case of the lamplighter
group algebra KΓ, with K ⊆ C any subfield closed under complex conjugation, the group G(A)
coincides with G(Γ,K) (see Section 4).
Definition 3.3. For an element A ∈ Mk(A), we define its von Neumann A-dimension via (cf.
Equation (2.1))
dimA(ker A) := k − rkA(A).
It is shown in Section 4 that this definition coincides with (2.1) in the case of the lamplighter group
algebra.
We now focus on the approximation algebra B = A(E,P), where recall that E is any non-empty
clopen subset of X, and P a (finite) partition of the complement X\E into clopen subsets. Let
π : B → RB be the faithful ∗-representation on RB =
∏
W∈VM|W |(K) given by π(a) = (hW · a)W .
We extend π to a faithful ∗-representation, also denoted by π, over matrix algebras
π : Mk(B)→Mk(RB) ∼=
∏
W∈V
Mk(K)⊗M|W |(K)
in a canonical way. Hence rkA can be computed over elements A ∈ Mk(B) by means of the formula
(recall (3.2))
rkA(A) =
∑
W∈V
µ(W )Rk(π(A)W ),
where Rk is the usual rank of matrices. Note that π(A)W ∈ Mk(K) ⊗M|W |(K) = Mk|W |(K). We
thus obtain the following proposition.
Proposition 3.4. With the above notation, for a given element A ∈Mk(B) we have the formula
dimA(ker A) =
∑
W∈V
µ(W )dimK(ker π(A)W ).
Here dimK(·) denotes the usual K-dimension of finite-dimensional K-vector spaces.
Proof. It is just a matter of computation, using that Rk(M) = m − dimK(ker M) for any matrix
M ∈Mm(K) and that V forms a quasi-partition of X, so
∑
W∈V µ(W )|W | = 1. 
Fix now {eij | 0 ≤ i, j < k} a complete system of matrix units for Mk(K). For a fixed W ∈ V,
the family {eij ⊗ ei′j′(W ) | 0 ≤ i, j < k; 0 ≤ i′, j′ < |W |} is a complete system of matrix units
for Mk(K) ⊗M|W |(K), where the ei′j′(W ) are the matrix units for hWB = M|W |(K) introduced in
Section 3. In particular π(eij⊗1)W = eij⊗hW . Let nowMk(K)⊗M|W |(K) act on the K-vector space
Kk ⊗K |W |, with K-basis B = {ei ⊗ ei′(W ) | 0 ≤ i < k; 0 ≤ i′ < |W |}, by left matrix multiplication:
(eij ⊗ ei′j′(W )) · (ea ⊗ ea′(W )) = δj,aδj′,a′ ei ⊗ ei′(W ).
Let 〈·, ·〉 be the scalar product on Kk ⊗ K |W | associated to the basis B. Then for an element
A ∈Mk(B), the entry of the matrix π(A)W corresponding to the eij ⊗ ei′j′(W ) component is given by
〈π(A)W · (ej ⊗ ej′(W )), ei ⊗ ei′(W )〉.
One can think of the matrix π(A)W as the adjacency-labeled matrix of an edge-labeled graph EA(W )
defined as follows:
a) The vertices are the pairs (ei, ei′(W )), for 0 ≤ i < k, 0 ≤ i′ < |W |.
b) We have an arrow from (ej , ej′(W )) to (ei, ei′(W )) if and only if
〈π(A)W · (ej ⊗ ej′(W )), ei ⊗ ei′(W )〉 6= 0.
In this case, we label the arrow as d(j,j′),(i,i′) := 〈π(A)W · (ej ⊗ ej′(W )), ei ⊗ ei′(W )〉.
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Here adjacency-labeled matrix means that the coefficient of π(A)W corresponding to the eij⊗ei′j′(W )
component is exactly d(j,j′),(i,i′). There is an example of such a graph in Figure 1, corresponding to
the matrix
π(A)W = d1 ·e11⊗e21(W )+d2 ·ek−2,k−2⊗e21(W )+d3 ·ek−1,k−2⊗e22(W )+d4 ·e11⊗e|W |−2,|W |−2(W ).
e0(W ) e1(W ) e2(W ) · · · e|W |−2(W ) e|W |−1(W )
e0 • • • · · · • •
e1 • • d1 // • · · · •
d4
 •
...
...
...
. . .
...
...
ek−2 • • d2 // •
d3

· · · • •
ek−1 • • • · · · • •
Figure 1. An example of a graph EA(W )
If we denote by GrA(W ) the set consisting of the connected components of the graph EA(W ) and
by AC , for C ∈ GrA(W ), the adjacency-labeled matrix of the corresponding connected component
C, then the matrix π(A)W is similar to the block-diagonal matrix diag(AC1 , AC2 , ..., ACr ), being
GrA(W ) = {C1, ..., Cr}. As a consequence, and by using Proposition 3.4, we obtain the formula
(3.4) dimA(ker A) =
∑
W∈V
∑
C∈GrA(W )
µ(W )dimK(ker AC),
which will be used in Section 4 for explicit computations of ℓ2-Betti numbers.
The following lemma is an adaptation of [19, Lemma 20] in our notation, and provides a graphical
way for computing dimensions of kernels of finite matrices.
Lemma 3.5 (Flow Lemma at (ei, ei′(W ))). An element α =
∑
j,j′ λ(j,j′)ej ⊗ ej′(W ) ∈ Kk ⊗ K |W |
belongs to the kernel of the matrix π(A)W if and only if, for every vertex (ei, ei′(W )),∑
j,j′
λ(j,j′)d(j,j′),(i,i′) = 0.
Proof. See the proof of [19, Lemma 20]. 
One can think of this system of equations in a graphical way: if we think of the variable λ(i,i′) as
the label of the vertex (ei, ei′(W )), then the Flow Lemma at this vertex is telling us that∑
all arrows having
range (i,i′)
(label of the arrow) · (label of the source of the arrow) = 0.
To see how exactly the Flow Lemma works explicitly, we refer the reader to the appendix given in
[19], where some applications of it in concrete examples are described. We include an example for the
convenience of the reader.
Example 3.6. Consider a matrix operator A over B whose W -matrix π(A)W has the following graph
EA(W ):
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e0(W ) e1(W ) e2(W ) e3(W ) e4(W )
e0 •
−1

−1
// •
1

−1

−1
// •
1

−1

−1
// •
1

−1

•
1

−1

e1 •
1
 −1
// •
1
 −1
// •
1
 −1
// •
1

−1

•
1

−1
OO
e2 •
1
 •
1
−1
oo •
1
−1
oo •
1
−1
oo •
1

−1
OO
The Flow Lemma gives the following set of equations for the labels λ(i,i′) of the vertices:
0 = 0,
λ(0,1) − λ(0,0) = 0,
λ(0,2) − λ(0,1) = 0,
λ(0,3) − λ(0,2) = 0,
λ(0,4) − λ(1,4) = 0
;

λ(1,0) − λ(0,0) = 0,
λ(1,1) − λ(1,0) − λ(0,1) = 0,
λ(1,2) − λ(1,1) − λ(0,2) = 0,
λ(1,3) − λ(1,2) − λ(0,3) = 0,
λ(1,4) − λ(2,4) = 0
;

λ(2,0) − λ(2,1) = 0,
λ(2,1) − λ(2,2) = 0,
λ(2,2) − λ(2,3) = 0,
λ(2,3) − λ(1,3) = 0,
λ(2,4) − λ(0,4) = 0.
The equations colored black correspond to one connected component of the graph, and the equations
colored blue correspond to the other connected component of the graph.
The solution of this system of equations has two degrees of freedom, namely λ(0,0) and λ(0,4), and
so dimK(ker π(A)W ) = 2.
4. The lamplighter group algebra
In this section we apply the construction given in Section 3 to the lamplighter group algebra. This
algebra is of great relevance because, among other things, it gave the first counterexample to the
Strong Atiyah Conjecture (SAC), see for example [20], [13]. We refer the reader to [3, Section 5],
where a further application of the construction from Section 3 to a wider class of group algebras is
given.
Definition 4.1. The lamplighter group Γ is defined to be the wreath product of the finite group of
two elements, Z2, by Z. In other words,
Γ = Z2 ≀ Z =
(⊕
i∈Z
Z2
)
⋊σ Z,
where the action implementing the semidirect product is the well-known Bernoulli shift σ defined by
σn(x)i = xi+n for x = (xi) ∈
⊕
i∈Z
Z2.
If we denote by t the generator corresponding to Z and by ai the generator corresponding to the ith
copy of Z2, we have the following presentation for Γ:
Γ = 〈t, {ai}i∈Z | a2i , aiajaiaj , tait−1ai−1 for i, j ∈ Z〉.
Let now K ⊆ C be a subfield of C closed under complex conjugation, which will be the involution
on K. As in [3, Section 6], the Fourier transform F gives a ∗-isomorphism KΓ ∼= CK(X)⋊T Z =: A
through the identifications
1 7→ χX , ei := 1 + ai
2
7→ χUi , t 7→ t,
where X = {0, 1}Z is the Cantor set, T the shift map defined by T (x)i = xi+1 for x = (xi) ∈ X, and
Ui is the clopen set consisting of all points x ∈ X having a 0 at the ith component.
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Given ǫ−k, ..., ǫl ∈ {0, 1}, the cylinder set {x = (xi) ∈ X | x−k = ǫ−k, ..., xl = ǫl} will be throughout
denoted by [ǫ−k · · · ǫ0 · · · ǫl]. The collection of all the cylinder sets constitutes a basis for the topology
of X.
We take µ to be the product measure on X, where the
(
1
2 ,
1
2
)
-measure on each component {0, 1} is
considered. It is well-known (see e.g. [25, Example 3.1]) that µ is an ergodic, full and shift-invariant
probability measure on X. Therefore by Theorem 3.2 we can construct a Sylvester matrix rank
function rkA on A = CK(X)⋊T Z, as exposed in Section 3.
Proposition 4.2. As in Subsection 2.2, let rkKΓ be the Sylvester matrix rank function on KΓ in-
herited from U(Γ). Then rkKΓ and rkA coincide through the Fourier transform F : KΓ ∼= A. As
consequences,
(i) the von Neumann dimension of a matrix operator A ∈ Mk(KΓ) equals its von Neumann
A-dimension, that is,
(4.1) dimN (Γ)(ker A) = dimA(ker F (A));
(ii) the set of ℓ2-Betti numbers arising from Γ with coefficients in K coincides with the set⋃
k≥1
{dimA(ker A) | A ∈Mk(A)},
which is closely related to C(A) = rkA
(⋃
k≥1Mk(A)
)
. In fact, G(Γ,K) = G(A).
Proof. Both rkKΓ and rkA coincide by Theorem 3.2, as observed in [3, Subsection 6.1]. In particular,
for a matrix operator A ∈Mk(KΓ) we compute, using Formula (2.1),
dimN (Γ)(ker A) = k − rkKΓ(A) = k − rkA(F (A)) = dimA(ker F (A)).
The rest of the proposition follows easily, as exposed in [3, Subsection 6.1]. 
4.1. The approximating algebras An for the lamplighter group algebra. In this subsection
we summarize the contents of [3, Subsection 6.1] in relation to the approximating algebras An in the
particular case of the lamplighter group algebra. We identify KΓ = CK(X) ⋊T Z under the Fourier
transform.
We take En = [1 · · · 1 · · · 1] (with 2n + 1 one’s) for the sequence of clopen sets, whose intersection
gives the point y = (..., 1, 1, 1, ...) ∈ X. We also take the partitions Pn of the complements X\En to
be
Pn = {[00 · · · 0 · · · 00], [00 · · · 0 · · · 01], ..., [01 · · · 1 · · · 11]}.
Let An := A(En,Pn) be the unital ∗-subalgebra of A = CK(X) ⋊T Z generated by the partial
isometries {χZt | Z ∈ Pn}. The set Vn consists of the non-empty W of the following types:
a) W0 = [11 · · · 1 · · · 111] of length 1 (there are 2n+ 2 ones);
b) W1 = [11 · · · 1 · · · 11011 . . . 1 · · · 11] of length 2n+ 2 (there are 4n+ 2 ones, and a zero);
c) W (ǫ1, ..., ǫl) = [11 · · · 1 · · · 110ǫ1 · · · ǫl011 · · · 1 · · · 11] of length (2n + 3) + l,
where in the last type l ≥ 0, and each ǫi ∈ {0, 1}, but with at most 2n consecutive ones in the
sequence (ǫ1, ..., ǫl). We understand l = 0 as having no ǫi, so there are only 2 zeros in the middle of
the corresponding W .
We now recall the definition of the m-step Fibonacci sequence, as in [3, Definition 6.2]. We take
m = 2n + 1.
Definition 4.3. For k ∈ Z+ we define the kth m-acci number, denoted by Fibm(k), recursively by
setting
Fibm(0) = 0, Fibm(1) = Fibm(2) = 1, Fibm(3) = 2, . . . , Fibm(m− 1) = 2m−3,
and for r ∈ Z+,
Fibm(r +m) = Fibm(r +m− 1) + · · ·+ Fibm(r).
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Lemma 4.4 (Lemma 6.3 of [3]). For k ≥ 2, Fibm(k) is exactly the number of possible sequences
(ǫ1, ..., ǫl) of length l = k − 2 that one can construct with zeroes and ones, but having at most m− 1
consecutive one’s.
We thus have injective ∗-representations πn : An →֒ Rn defined by the rule πn(x) = (hW · x)W ,
where we have the concrete realization Rn = K ×
∏
k≥1Mm+k(K)
Fibm(k). We will use the sequence
{An}n≥0 in the next subsection for computing rational values of ℓ2-Betti numbers arising from Γ.
4.2. Some computations of ℓ2-Betti numbers for the lamplighter group algebra. Although
it does not appear in our approximating sequence, we now introduce the algebra A1/2, which gives the
first non-trivial approximating algebra exhibiting irrational behavior of the ℓ2-Betti numbers arising
from some elements of A1/2. Throughout this subsection K will be any subfield of C closed under
complex conjugation, which will be the involution on K.
We take as a non-empty clopen subset E1/2 = [11], and the partition P1/2 = {[00], [01], [10]}
of the complement X\E1/2. The algebra A1/2 := A(E1/2,P1/2) is then the unital ∗-subalgebra of
A = CK(X)⋊T Z generated by the partial isometries {χ[00]t, χ[01]t, χ[10]t}; equivalently, it is the unital
∗-subalgebra generated by s−1 = e−1t and s0 = e0t.
The set V1/2 consists of the non-empty W of the form:
a) either W = [111] of length 1, or
b) W = [110k110k21 · · · 0kr11] of length k = k1 + · · · + kr + (r + 1), with r, ki ≥ 1,
where 0ki denotes 0
ki· · · 0. It is easily checked that,
∑
W∈V1/2
|W |µ(W ) = 1
23
+
∑
r≥1
∑
k1,...,kr≥1
k1 + · · ·+ kr + (r + 1)
2k1+···+kr+(r+3)
=
1
23
+
∑
r≥1
3r + 1
2r+3
= 1,
so indeed the T -translates of the W ∈ V1/2 form a quasi-partition of X.
We are now ready to give examples of matrix operators A ∈Mn(KΓ) with irrational von Neumann
dimension by using part (i) of Proposition 4.2, together with the Formula (3.4). Our main result is
the following.
Theorem 4.5. Fix n ≥ 0. For 0 ≤ l ≤ n, take
pl(x) = a0,l + a1,lx+ · · · + aml,lxml
polynomials of degrees ml ≥ 1 with non-negative integer coefficients, and we require that a1,0 ≥ 1.
Take also d1, ..., dn ≥ 2 natural numbers.
There exists then an element A inside some matrix algebra over A1/2 such that
(4.2) dimN (Γ)(ker A) = q0 + q1
∑
k≥1
1
2p0(k)+p1(k)d
k
1+···+pn(k)d
k
n
,
where q0, q1 are non-zero rational numbers which can be explicitly computed. Therefore we get a
bunch of irrational and even transcendental ℓ2-Betti numbers arising from the lamplighter group Γ. If
moreover a0,0 = 0, then ∑
k≥1
1
2p0(k)+p1(k)d
k
1+···+pn(k)d
k
n
∈ G(Γ,K).
Proof. Since the proof of the theorem is quite technical, we will start by giving some examples of
elements whose von Neumann dimensions behave as stated, first by just considering a single polynomial
p(k) and then by considering p(k)dk. After that, we will present an explicit element having von
Neumann dimension as in (4.2).
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We start by giving a concrete example, p(x) = 2 + x+ x2. Consider the element from M11(A1/2)
given by
A =− χ[00]t−1 · e1,1 − χ[0] · e2,1 − χ[00]t−1 · e2,2
− χ[10] · e3,2 − χ[00]t · e3,3 − χ[01] · e4,3
− χ[00]t−1 · e4,4 − χ[0] · e5,4 − χ[00]t−1 · e5,5
− χ[10] · e6,5 − χ[00]t · e6,6 − χ[01] · e0,6
− χ[010]t2 · e8,1 − χ[00]t · e8,8 + χ[0] · e9,8
− χ[00]t · e9,9 − χ[01] · e10,9
− χ[010]t · e9,7 + χ[010]t−1 · e0,7
+ χ[0] · (Id11 − e0,0 − e7,7 − e10,10)− χ[01] · e1,1,
being the family {ei,j | 0 ≤ i, j < 11} a complete system of matrix units for M11(K) 1. If we take
W = [111] we observe that π(A)W equals the zero 11 × 11 matrix, so its kernel has dimension 11.
Figure 2 gives the prototypical graph EA(W ) that appears in case one takes a W of the second form
[110k110k21 · · · 0kr11] with length k = k1 + · · · + kr + (r + 1). By having in mind the Formula (3.4),
we study the different types of connected components of the graph EA(W ). From now on, each loop
should be labeled with a 1, although we have not make it explicit.
In this concrete example we have four different types of connected components C for the graph,
namely:
a) C1, given by the graphs with only one vertex •. Note that in this case dimK(ker AC1) = 1, and
we have 12 + 8r + 3(k1 + · · ·+ kr) connected components of this kind.
b) C2, given by the graph
• 
1

−1
// • 
1

−1
// · · · −1 // • 
1

−1
// • 
1
•  −1 // •  −1 // · · · −1 // •  −1 // • 
−1
· · · •
If we apply the Flow Lemma (Lemma 3.5) to this connected component, we get dimK(ker AC2) =
1. We only have one connected component of this kind.
c) C3, given by the graph
· · · •
• 
−1

• 
−1

−1
oo · · ·
−1
oo • 
−1

−1
oo •
−1

−1
oo
• 
−1

• 
−1
oo · · ·
−1
oo • 
−1
oo • 
−1
oo
•  −1 // •  −1 // · · · −1 // •  −1 // • 
−1
• 
−1

• 
−1

−1
oo · · ·
−1
oo • 
−1

−1
oo • 
−1

−1
oo
• 
−1

• 
−1
oo · · ·
−1
oo • 
−1
oo • 
−1
oo
•  −1 // •  −1 // · · · −1 // •  −1 // • 
−1
XX
Again the Flow Lemma applies to give dimK(ker AC3) = 1. We only have one connected com-
ponent of this kind.
1It should be mentioned here that this example is similar to the one given in [19], although some differences are present:
apart from the fact that the element is not the same, our construction realizes the ’levels’ ei as a result of allowing
matrix algebras over A1/2.
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e0(W ) e1(W ) · · · ek1 (W ) ek1+1(W ) ek1+2(W ) · · · ek1+k2+1(W ) ek1+k2+2(W ) · · · · · · ek−kr−1(W ) · · · ek−2(W ) ek−1(W )
e0 • • · · · • • • · · · • • · · · · · · • · · · • •
e1 • •

−1

· · ·
−1
oo •
−1

−1
oo
−1

• • 
−1

· · ·
−1
oo •
−1

−1
oo
−1

• · · · · · · • 
−1

· · ·
−1
oo •
−1

−1
oo •
e2 • •

−1

· · ·
−1
oo • 
−1
oo • • 
−1

· · ·
−1
oo • 
−1
oo • · · · · · · • 
−1

· · ·
−1
oo • 
−1
oo •
e3 • •
 −1
// · · · −1 // • 
−1

• •  −1 // · · · −1 // • 
−1

• · · · · · · •  −1 // · · · −1 // • 
−1

•
e4 • •

−1

· · ·
−1
oo • 
−1

−1
oo • • 
−1

· · ·
−1
oo • 
−1

−1
oo • · · · · · · • 
−1

· · ·
−1
oo • 
−1

−1
oo •
e5 • •

−1

· · ·
−1
oo • 
−1
oo • • 
−1

· · ·
−1
oo • 
−1
oo • · · · · · ·
−1

• 
−1

· · ·
−1
oo • 
−1
oo •
e6 • •
 −1
// · · · −1 // • 
−1
XX
• •  −1 // · · · −1 // • 
−1
XX
• · · · · · · •  −1 // · · · −1 // • 
−1
XX
•
e7 • • · · · • •
−1

❃
❃
❃
❃
❃
❃
❃
❃
❃
❃
❃
❃
❃
1
WW
• · · · • •
−1

❀
❀
❀
❀
❀
❀
❀
❀
❀
❀
❀
❀
1
YY
· · · · · ·
−1

✿
✿
✿
✿
✿
✿
✿
✿
✿
✿
✿
✿
• · · · • •
e8 • •

1

−1
// · · · −1 // • 
1

• • 
1

−1
// · · · −1 // • 
1

• · · · · · · • 
1

−1
// · · · −1 // • 
1

•
e9 • •
 −1
// · · · −1 // • 
−1

• •  −1 // · · · −1 // • 
−1

• · · · · · · •  −1 // · · · −1 // • 
−1

•
e10 • • · · · • • • · · · • • · · · · · · • · · · • •
Figure 2. The graph EA(W ) for a W = [110k110k21 · · · 0kr11] of length k. Each loop should be labeled with a 1.
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d) Finally C4, given by the graphs
· · · • · · ·
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• 
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•  −1 // •  −1 // · · · −1 // •  −1 // • 
−1

· · ·
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
• 
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
−1
oo · · ·
−1
oo • 
−1

−1
oo • 
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• 
−1
oo · · ·
−1
oo • 
−1
oo • 
−1
oo · · ·
•  −1 // •  −1 // · · · −1 // •  −1 // • 
−1
YY
· · ·
· · · •
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1
XX
· · ·
· · · • 
1

−1
// • 
1

−1
// · · · −1 // • 
1

−1
// • 
1
· · · •  −1 // •  −1 // · · · −1 // •  −1 // • 
−1
· · · · · · •
These connected components are the essential part of the whole graph since they give rise to the
irrationality of dimN (Γ)(ker A). Once more, by virtue of the Flow Lemma, we get
dimK(ker AC4) =
{
3 if ki+1 = k2i
2 otherwise
}
= 2 + δki+1,k2i
.
We have r − 1 connected components of this kind.
We can now compute the von Neumann dimension of ker A using Formula (3.4):
dimN (Γ)(ker A) =
∑
W∈V1/2
µ(W )
( 4∑
i=1
dimK(ker ACi)
)
=
11
8
+
∑
r≥1
∑
k1,...,kr≥1
1
2k1+···+kr+(r+3)
[
12 + 10r + 3(k1 + · · ·+ kr) +
r−1∑
i=1
δki+1,k2i
]
=
11
8
+
1
8
∑
r≥1
12 + 16r
2r
+
1
8
(∑
r≥1
r − 1
2r
)(∑
k≥1
1
2k2+k
)
=
55
8
+
1
2
(∑
k≥1
1
2k2+k+2
)
≈ 6.9082337619...
which is an irrational number (its binary expansion is clearly non-periodic).
With this example in mind, we now construct an element whose von Neumann dimension equals
q0 + q1
∑
k≥1
1
2p(k)
,
being q0, q1 non-zero rational numbers and p(x) = a0 + a1x + · · · + anxn a polynomial of degree
n ≥ 2 with non-negative integer coefficients, whose linear coefficient satisfies a1 ≥ 1. We consider the
element from M3n+5(A1/2) given by
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A =− χ[00]t−1 · e1,1 − χ[0] · e2,1 − χ[00]t−1 · e2,2
− χ[10] · e3,2 − χ[00]t · e3,3 − χ[01] · e4,3 − (a1 − 1)χ[01] · e0,3
+
n−2∑
i=1
(
− χ[00]t−1 · e3i+1,3i+1 − χ[0] · e3i+2,3i+1 − χ[00]t−1 · e3i+2,3i+2
− χ[10] · e3i+3,3i+2 − χ[00]t · e3i+3,3i+3 − χ[01] · e3i+4,3i+3 − ai+1χ[01] · e0,3i+3
)
− χ[00]t−1 · e3n−2,3n−2 − χ[0] · e3n−1,3n−2 − χ[00]t−1 · e3n−1,3n−1
− χ[10] · e3n,3n−1 − χ[00]t · e3n,3n − anχ[01] · e0,3n
− χ[010]t2 · e3n+2,1 − χ[00]t · e3n+2,3n+2 + χ[0] · e3n+3,3n+2
− χ[00]t · e3n+3,3n+3 − χ[01] · e3n+4,3n+3 − χ[010]t · e3n+3,3n+1 + χ[010]t−1 · e0,3n+1
+ χ[0] · (Id3n+5 − e0,0 − e3n+1,3n+1 − e3n+4,3n+4)− χ[01] · e1,1.
Again, π(A)W gives the zero (3n+ 5)× (3n+5) matrix for W = [111], so its kernel has dimension
3n + 5. For a W = [110k110k21 · · · 0kr11] of length k = k1 + · · · + kr + (r + 1), its graph EA(W ) has
four different types of connected components C, namely:
a) C1, given by the graphs with only one vertex •. Here dimK(ker AC1) = 1, and we have (3n +
6) + (3n + 2)r + 3(k1 + · · ·+ kr) connected components of this kind.
b) C2, given by the graph
• 
1
−1
// • 
1
−1
// · · · −1 // • 
1
−1
// • 
1•  −1 // •  −1 // · · · −1 // •  −1 // • 
−1
· · · •
We compute dimK(ker AC2) = 1. We only have one connected component of this kind.
c) C3, given by the graph
· · · •
• 
−1

• 
−1

−1
oo · · ·
−1
oo • 
−1

−1
oo •
−1

−1
oo
• 
−1

• 
−1
oo · · ·
−1
oo • 
−1
oo • 
−1
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•  −1 // •  −1 // · · · −1 // •  −1 // • 
−(a1−1)
bb
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
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oo • 
−1

−1
oo • 
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
−1
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• 
−1

• 
−1
oo · · ·
−1
oo • 
−1
oo • 
−1
oo
•  −1 // •  −1 // · · · −1 // •  −1 // • 
−a2
YY
−1
...
... · · · ... ...
−1
• 
−1

• 
−1

−1
oo · · ·
−1
oo • 
−1

−1
oo • 
−1

−1
oo
• 
−1

• 
−1
oo · · ·
−1
oo • 
−1
oo • 
−1
oo
•  −1 // •  −1 // · · · −1 // •  −1 // • 
−an
UU
We get dimK(ker AC3) = 1. We only have one connected component of this type.
d) Finally C4, given by the graphs
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· · · • · · ·
• 
−1

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•  −1 // •  −1 // · · · −1 // •  −1 // • 
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• 
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oo · · ·
−1
oo • 
−1
oo • 
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oo · · ·
•  −1 // •  −1 // · · · −1 // •  −1 // • 
−a2
YY
−1
· · ·
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−1

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...
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. . .
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• 
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
• 
−1

−1
oo · · ·
−1
oo • 
−1

−1
oo • 
−1

−1
oo · · ·
• 
−1

• 
−1
oo · · ·
−1
oo • 
−1
oo • 
−1
oo · · ·
•  −1 // •  −1 // · · · −1 // •  −1 // • 
−an
UU
· · ·
· · · •
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✾
✾
✾
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· · ·
· · · • 
1
−1
// • 
1
−1
// · · · −1 // • 
1
−1
// • 
1· · · •  −1 // •  −1 // · · · −1 // •  −1 // • 
−1
· · · · · · •
Here
dimK(ker AC4) =
{
3 if ki+1 = p(ki)− ki − a0
2 otherwise
}
= 2 + δki+1,p(ki)−ki−a0 .
We have r − 1 connected components of this kind.
Putting everything together, we compute
dimN (Γ)(ker A) =
3n+ 5
8
+
∑
r≥1
∑
k1,...,kr≥1
1
2k1+···+kr+(r+3)
[
(3n + 6) + (3n+ 4)r + 3(k1 + · · · + kr)
]
+
∑
r≥1
∑
k1,...,kr≥1
1
2k1+···+kr+(r+3)
[ r−1∑
i=1
δki+1,p(ki)−ki−a0
]
=
3n+ 5
8
+
1
8
∑
r≥1
(3n + 6) + (3n+ 10)r
2r
+
2a0
8
(∑
r≥1
r − 1
2r
)(∑
k≥1
1
2p(k)
)
=
12n+ 31
8
+
2a0
8
∑
k≥1
1
2p(k)
,
which is an irrational number since the degree of the polynomial is at least 2. Note that, in the special
case a0 = 0, we obtain a number of the form q0 + 12mα, being α =
∑
k≥1
1
2p(k)
.
Let us do a further step: we now construct an element with von Neumann dimension exactly
q0 + q1
∑
k≥1
1
2k+p(k)d
k ,
with q0, q1 non-zero rational numbers, p(x) a polynomial of degree at least 1 with non-negative integer
coefficients, and d ≥ 2 a natural number. We consider the element from M3n+6(A1/2) given by
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A =− dχ[10] · e1,2 − χ[00]t · e1,1 − a0χ[01] · e0,1
− dχ[00]t−1 · e2,2 − χ[0] · e3,2 − dχ[00]t−1 · e3,3
− dχ[10] · e4,3 − χ[00]t · e4,4 − χ[01] · e5,4 − a1χ[01] · e0,4
+
n−2∑
i=1
(
− χ[00]t−1 · e3i+2,3i+2 − χ[0] · e3i+3,3i+2 − χ[00]t−1 · e3i+3,3i+3
− χ[10] · e3i+4,3i+3 − χ[00]t · e3i+4,3i+4 − χ[01] · e3i+5,3i+4 − ai+1χ[01] · e0,3i+4
)
− χ[00]t−1 · e3n−1,3n−1 − χ[0] · e3n,3n−1 − χ[00]t−1 · e3n,3n
− χ[10] · e3n+1,3n − χ[00]t · e3n+1,3n+1 − anχ[01] · e0,3n+1
− χ[010]t2 · e3n+3,2 − χ[00]t · e3n+3,3n+3 + χ[0] · e3n+4,3n+3
− χ[00]t · e3n+4,3n+4 − χ[01] · e3n+5,3n+4
− χ[010]t · e3n+4,3n+2 + χ[010]t−1 · e0,3n+2
+ χ[0] · (Id3n+6 − e0,0 − e3n+2,3n+2 − e3n+5,3n+5)− χ[01] · e2,2.
For W = [111], π(A)W gives the zero (3n+ 6)× (3n + 6) matrix, so its kernel has dimension 3n+ 6.
For a W = [110k110k21 · · · 0kr11] of length k = k1 + · · · + kr + (r + 1), its graph EA(W ) has four
different types of connected components C, namely:
a) C1, given by the graphs with only one vertex •. Here dimK(ker AC1) = 1, and we have (3n +
7) + (3n + 3)r + 3(k1 + · · ·+ kr) connected components of this type.
b) C2, given by the graph
• 
1
−1
// • 
1
−1
// · · · −1 // • 
1
−1
// • 
1•  −1 // •  −1 // · · · −1 // •  −1 // • 
−1
· · · •
We compute dimK(ker AC2) = 1. We only have one connected component of this type.
c) C3, given by the graph
· · · •
•  −1 // •  −1 // · · · −1 // •  −1 // • 
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• 
−d

• 
−d
oo · · ·
−d
oo • 
−d
oo • 
−d
oo
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oo · · ·
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oo • 
−1
oo • 
−1
oo
•  −1 // •  −1 // · · · −1 // •  −1 // • 
−a2
XX
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...
... · · · ... ...
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• 
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• 
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
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oo · · ·
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
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
−1
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• 
−1

• 
−1
oo · · ·
−1
oo • 
−1
oo • 
−1
oo
•  −1 // •  −1 // · · · −1 // •  −1 // • 
−an
UU
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We get dimK(ker AC3) = 1. We only have one connected component of this type.
d) Finally C4, given by the graphs
· · · • · · ·
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1
−1
// • 
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Here
dimK(ker AC4) =
{
3 if ki+1 = p(ki)dki
2 otherwise
}
= 2 + δki+1,p(ki)dki .
We have r − 1 connected components of this kind.
In this case, we compute
dimN (Γ)(ker A) =
3n+ 6
8
+
∑
r≥1
∑
k1,...,kr≥1
1
2k1+···+kr+(r+3)
[
(3n + 7) + (3n+ 5)r + 3(k1 + · · · + kr)
]
+
∑
r≥1
∑
k1,...,kr≥1
1
2k1+···+kr+(r+3)
[ r−1∑
i=1
δki+1,p(ki)dki
]
=
3n+ 6
8
+
1
8
∑
r≥1
(3n + 7) + (3n+ 11)r
2r
+
1
8
(∑
r≥1
r − 1
2r
)(∑
k≥1
1
2k+p(k)dk
)
=
12n+ 35
8
+
1
8
∑
k≥1
1
2k+p(k)dk
which is again an irrational number, and even transcendental (see e.g. [39]). Just as before, the
rational number accompanying α =
∑
k≥1
1
2k+p(k)d
k is of the form
1
2m .
After these examples one can derive the pattern in order to obtain an exponent of the form
p0(k) + p1(k)d
k
1 + · · ·+ pn(k)dkn
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by simply adding more levels, i.e. by considering matrices of higher dimension, and gluing the corre-
sponding graphs in an appropriate way. We write down the corresponding element that gives rise to
such a pattern. If we let N = m0+ · · ·+mn to be the sum of the degrees of the polynomials p0, ..., pn
respectively, with pi(x) =
∑mi
j=0 aj,ix
j for 0 ≤ i ≤ n, then the element realizing the preceding pattern
belongs to M3N+n+5(A1/2), and is given explicitly by
A =− χ[00]t−1 · e1,1 − χ[0] · e2,1 − χ[00]t−1 · e2,2
− χ[10] · e3,2 − χ[00]t · e3,3 − χ[01] · e4,3 − (a1,0 − 1)χ[01] · e0,3
+
m0−2∑
j=1
(
− χ[00]t−1 · e3j+1,3j+1 − χ[0] · e3j+2,3j+1 − χ[00]t−1 · e3j+2,3j+2
− χ[10] · e3j+3,3j+2 − χ[00]t · e3j+3,3j+3
− χ[01] · e3j+4,3j+3 − aj+1,0χ[01] · e0,3j+3
)
− χ[00]t−1 · e3m0−2,3m0−2 − χ[0] · e3m0−1,3m0−2 − χ[00]t−1 · e3m0−1,3m0−1
− χ[10] · e3m0,3m0−1 − χ[00]t · e3m0,3m0 − am0,0χ[01] · e0,3m0
− χ[01] · e3m0+2,1
− d1χ[10] · e3m0+1,3m0+2 − χ[00]t · e3m0+1,3m0+1 − a0,1χ[01] · e0,3m0+1
− d1χ[00]t−1 · e3m0+2,3m0+2 − χ[0] · e3m0+3,3m0+2
− d1χ[00]t−1 · e3m0+3,3m0+3 − d1χ[10] · e3m0+4,3m0+3
− χ[00]t · e3m0+4,3m0+4 − χ[01] · e3m0+5,3m0+4 − a1,1χ[01] · e0,3m0+4
+
m1−2∑
j=1
(
− χ[00]t−1 · e3m0+3j+2,3m0+3j+2 − χ[0] · e3m0+3j+3,3m0+3j+2
− χ[00]t−1 · e3m0+3j+3,3m0+3j+3 − χ[10] · e3m0+3j+4,3m0+3j+3
− χ[00]t · e3m0+3j+4,3m0+3j+4 − χ[01] · e3m0+3j+5,3m0+3j+4
− aj+1,1χ[01] · e0,3m0+3j+4
)
− χ[00]t−1 · e3(m0+m1)−1,3(m0+m1)−1 − χ[0] · e3(m0+m1),3(m0+m1)−1
− χ[00]t−1 · e3(m0+m1),3(m0+m1) − χ[10] · e3(m0+m1)+1,3(m0+m1)
− χ[00]t · e3(m0+m1)+1,3(m0+m1)+1 − am1,1χ[01] · e0,3(m0+m1)+1
− χ[01] · e3(m0+m1)+3,1
...
− χ[01] · e3(N−mn)+n+1,1
− dnχ[10] · e3(N−mn)+n,3(N−mn)+n+1 − χ[00]t · e3(N−mn)+n,3(N−mn)+n
− a0,nχ[01] · e0,3(N−mn)+n − dnχ[00]t−1 · e3(N−mn)+n+1,3(N−mn)+n+1
− χ[0] · e3(N−mn)+n+2,3(N−mn)+n+1 − dnχ[00]t−1 · e3(N−mn)+n+2,3(N−mn)+n+2
− dnχ[10] · e3(N−mn)+n+3,3(N−mn)+n+2 − χ[00]t · e3(N−mn)+n+3,3(N−mn)+n+3
1s
t
p
ol
yn
om
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l
2n
d
p
ol
yn
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l
n
th
p
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yn
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l
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− χ[01] · e3(N−mn)+n+4,3(N−mn)+n+3 − a1,nχ[01] · e0,3(N−mn)+n+3
+
mn−2∑
j=1
(
− χ[00]t−1 · e3(N−mn)+3j+n+1,3(N−mn)+3j+n+1
− χ[0] · e3(N−mn)+3j+n+2,3(N−mn)+3j+n+1
− χ[00]t−1 · e3(N−mn)+3j+n+2,3(N−mn)+3j+n+2
− χ[10] · e3(N−mn)+3j+n+3,3(N−mn)+3j+n+2
− χ[00]t · e3(N−mn)+3j+n+3,3(N−mn)+3j+n+3
− χ[01] · e3(N−mn)+3j+n+4,3(N−mn)+3j+n+3
− aj+1,nχ[01] · e0,3(N−mn)+3j+n+3
)
− χ[00]t−1 · e3N+n−2,3N+n−2 − χ[0] · e3N+n−1,3N+n−2
− χ[00]t−1 · e3N+n−1,3N+n−1 − χ[10] · e3N+n,3N+n−1
− χ[00]t · e3N+n,3N+n − amn,nχ[01] · e0,3N+n
− χ[010]t2 · e3N+n+2,1
+ χ[010]t
−1 · e0,3N+n+1
− χ[010]t · e3N+n+3,3N+n+1
− χ[00]t · e3N+n+2,3N+n+2 + χ[0] · e3N+n+3,3N+n+2
− χ[00]t · e3N+n+3,3N+n+3 − χ[01] · e3N+n+4,3N+n+3
+ χ[0] · (Id3N+n+5 − e0,0 − e3N+n+1,3N+n+1 − e3N+n+4,3N+n+4)− χ[01] · e1,1.
n
th
p
ol
yn
om
ia
l
la
st
gr
ap
h
The elements in between connect the different polynomials pi, and the contributions (monomials) of
the polynomials (that is, the sum p0(k) + p1(k)dk1 + · · · + pn(k)dkn) are accumulated in the χ[01] · e0,0
component. A simplified schematic of a prototypical graph appearing here is as follows.
· · · • · · ·
• · · · •

· · ·
... 1st polynomial
...
ZZ
· · ·
• · · · •
``
· · ·
...
...
. . .
...
...
...
...
...
. . .
...
...
• · · · • · · ·
... (n+ 1)th polynomial
...
SS
· · ·
• · · · •
VV
· · ·
· · · •

✼
✼
✼
✼
✼
✼
✼
✼
✼
YY
· · ·
· · · •

// •

// · · · // •

// •
· · · • // • // · · · // • // •
· · · · · · •
21
Using the same procedure as before, a straightforward (but quite tedious) computation allows us to
conclude the proof. We only write down the contribution corresponding to the components C4 of the
graph EA(W ) where W is of the second type, which are the ones that contribute to the irrationality
of the ℓ2-Betti number. We get
dimK(ker AC4) = 2 + δki+1,p0(ki)−ki−a0,0+p1(ki)dki1 +···+pn(ki)d
ki
n
.
We have r − 1 connected components of this kind. Thus the contribution to dimN (Γ)(ker A) coming
from these graphs is
∑
r≥1
∑
k1,...,kr≥1
1
2k1+···+kr+(r+3)
[
2(r − 1) +
r−1∑
i=1
δ
ki+1,p0(ki)−ki−a0,0+p1(ki)d
ki
1 +···+pn(ki)d
ki
n
]
=
2
8
∑
r≥1
r − 1
2r
+
2a0,0
8
(∑
r≥1
r − 1
2r
)(∑
k≥1
1
2p0(k)+p1(k)d
k
1+···+pn(k)d
k
n
)
=
1
4
+
2a0,0
8
∑
k≥1
1
2p0(k)+p1(k)d
k
1+···+pn(k)d
k
n
.
We leave the rest of the details to the reader. Note, again, that in the special case a0,0 = 0 the ir-
rational number α =
∑
k≥1
1
2p0(k)+p1(k)d
k
1
+···+pn(k)d
k
n
is accompanied by a rational number of the form 12m .
For the second part of the theorem, note that in the general case we have obtained irrational
numbers of the form q0 + q1α, being α the irrational number
α =
∑
k≥1
1
2p0(k)+p1(k)d
k
1+···+pn(k)d
k
n
,
and q0, q1 non-zero rational numbers with q1 of the form 12m for some m ≥ 1. In particular, q0+ q1α ∈G(Γ,K). By a result of Ara and Goodearl [4, Corollary 6.14], the group G(Γ,K) contains all the
rational numbers, and hence the element q1α belongs to G(Γ,K) too. Since q1 = 12m , we get
α = q1α+
2m· · · +q1α ∈ G(Γ,K).
This completes the proof of the theorem. 
Remark 4.6. By making use of the ideas and techniques developed in Theorem 4.5, one can con-
struct elements whose associated ℓ2-Betti number has a binary expansion following different kinds of
exotic patterns. For example, by gluing in an appropriate way two graphs corresponding to different
polynomials p1(x) and p2(x), that is, by constructing graphs of the form C3 but substituting the
bottom right graph (the one contributing to ki+1) by another graph corresponding to the polynomial
p2(x), we can obtain terms in the computation of the associated ℓ2-Betti number of the form∑
k1,k2≥1
δp1(k1),p2(k2)
2k1+k2
,
and more generally of the form∑
k1,k2≥1
δ
p0(k1)+p1(k1)d
k1
1 +···+pn(k1)d
k1
n ,q0(k2)+q1(k2)l
k2
1 +···+qm(k2)l
k2
m
2k1+k2
,
being pi(x), qj(x) polynomials satisfying the hypotheses of the theorem, and di, lj ≥ 2 integers.
To conclude this section, it may be instructive to compute some rational values. In [20] (cf. [13,
4, 18]) the authors compute the von Neumann dimension of the element defined by e0t + t−1e0 =
χX\E0t+ t
−1χX\E0 , which belongs to the first of our approximating algebras, A0. We will compute,
in general, the von Neumann dimension of the element an = χX\Ent + t
−1χX\En belonging to the
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∗-subalgebra An. Under πn –and recalling that Rn = K ×∏k≥1Mm+k(K)Fibm(k) with m = 2n + 1–
it gives
πn(an) = (0, (tm+k + t
∗
m+k,
Fibm(k)... , tm+k + t
∗
m+k)k≥1),
where tr is the r × r lower-triangular matrix given by
tr =

0 0
1 0
. . . . . .
. . . 0
0 1 0
 .
It is then straightforward to show that
dimK(ker (tm+k + t
∗
m+k)) =
{
1 if k is even
0 otherwise
so
dimN (Γ)(ker an) =
1
2m+1
+
∑
k≥1
Fibm(2k)
22m+2k
.
This sum can be computed by using the summation rule∑
k≥1
Fibm(2k)
22k
= 2m−1
2m+1 − 1
2m+2 + 1
,
whose proof can be found in [10, Lemma 3.2.11]. We then have
dimN (Γ)(ker an) =
3
1 + 22n+3
.
Note that dimN (Γ)(ker a0) = 13 , and we recover the result from [20, 13]. Also, as n → ∞, this value
tends to zero, as expected since an → t+ t−1 in rank, which is invertible inside Rrk.
4.3. Rational series and ℓ2-Betti numbers. A more algebraic perspective to attack the problem
of computing values from G(A1/2) ⊆ G(Γ,K) is through the determination of the ∗-regular closure
R1/2 of the algebra A1/2 seen inside R1/2 = K ×
∏
k≥1Mk+2(K)
Fib2(k) through the embedding
π1/2 : A1/2 →֒ R1/2, and taking advantage of [3, Proposition 4.1] which states that the values of
ranks of elements from R1/2 are all included in G(Γ,K). As shown in [3, Proposition 6.7] (see also [3,
Definition 4.25 and Theorem 4.26]), R1/2 contains an algebra isomorphic to the algebra Krat〈X〉 of
non-commutative rational series in infinitely many variables. More precisely, R1/2 contains a copy of
the ∗-regular closure of Krat〈X〉◦ in K〈〈X〉〉◦, where the notation ◦ indicates that these algebras are
endowed with the Hadamard product (see [3, Sections 4 and 6] for details). Write X = {x1, x2, . . . , },
and set Xn = {x1, . . . , xn}. In the case of the algebra A1/2, the set of pure special terms is the set of
all terms of the form χ[10i1]t
i+1, for i ≥ 1, together with the degree 0 term [1], which is the unit of the
algebra S1/2[[t;T ]]. Therefore, by the results in [3, Subsection 6.2], there is an isomorphism of graded
algebras K〈〈X〉〉 ∼= S1/2[[t;T ]] sending xi to χ[10i1]ti+1, where we set d(xi) = i+ 1 and d(1) = 0.
For n ≥ 1, let L be a language over Xn, i .e., a subset of the free monoid X∗n on Xn. We now give a
formula for the rank of the element Ψ(L)pE, where we follow the notation from [3, Proposition 4.20],
and where
L :=
∑
w∈L
w
is the characteristic series associated to L. Let s(L) =
∑
j≥0 αjx
j be the series in Z+[[x]] such that
αj is the number of words w ∈ L such that d(w) = j. Then we have
(4.3) rk(Ψ(L)pE) =
∑
W∈V1/2
µ(W )Rk(Ψ(L)e00(W )) =
1
23
∑
w∈L
1
2d(w)
=
1
8
s(L)
(1
2
)
,
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where we make use of (3.2). We say that s(L) ∈ Z+[[x]] is the generating function of L with respect
to d, and we denote by αL the real number rk(Ψ(L)pE) described in (4.3).
We now recall the notion of a rational language (see [9, Chapter 3]).
Definition 4.7. A language over a finite subset F is said to be rational if it can be obtained, with a
finite number of steps, from the finite subsets of the free monoid F ∗ by using the operations:
a) finite union;
b) finite product: L1L2 := {w1w2 ∈ F ∗ | w1 ∈ L1, w2 ∈ L2};
c) ∗-product: L∗ := ⋃k≥0 Lk.
A characterization for the rational languages is the following ([9, Lemma 3.1.4]). A language over
a finite alphabet F is rational if and only if it is the support of some rational series z ∈ Z+〈〈F 〉〉. In
fact, if L is a rational language over F , its characteristic series L =
∑
w∈Lw belongs to Rrat〈F 〉◦ for
any semiring R ([9, Proposition 3.2.1]). It turns out that the set of rational languages over F , which
we will denote by L(F ), forms a Boolean subalgebra of P (F ∗), the power set of F ∗ ([9, Corollary
3.1.5]).
However, the converse may not be true. Indeed, for a subfield K of C closed under complex
conjugation, given a rational series z =
∑
w∈F ∗ λww ∈ Krat〈F 〉◦ it may be the case that its support
L = supp(z) is not a rational language. We put
K(F ) := {supp(z) | z ∈ Krat〈F 〉◦} ⊆ P (F ∗),
and we letBrat(F ) be the Boolean algebra of subsets of F ∗ generated by K(F ). Then by [3, Proposition
6.10] the ∗-regular closure of Krat〈F 〉◦ inK〈〈F 〉〉◦ is exactly the set of all the formal power series whose
support belongs to Brat(F ).
We gather some of these facts in the following.
Proposition 4.8. Let n ≥ 1 and let Xn = {x1, . . . , xn}, endowed with the degree function d(xi) = i+1.
With the above notation, we have L(Xn) ⊆ K(Xn) ⊆ Brat(Xn). The sets L(Xn) and Brat(Xn) are
Boolean subalgebras of P (X∗n), but this is not the case in general for K(Xn). Moreover, if L ∈ Brat(Xn),
then αL ∈ G(Γ,K).
Proof. See [9, Chapter 3]. The fact that αL ∈ G(Γ,K) for L ∈ Brat(Xn) follows from [3, Propositions
4.1, 4.26, 6.7 and 6.10]. 
We now show that rational languages give rise to rational ℓ2-Betti numbers.
Lemma 4.9. If a series
∑
j≥0 αjx
j ∈ Z+[[x]] is the generating function of a rational language L ∈
L(Xn) with respect to d, then it is a rational series with constant term either 0 or 1. Consequently,
αL ∈ Q.
Proof. Suppose αj = #(L ∩ d−1({j})), being L ∈ L(Xn) a rational language. In particular the series
L =
∑
w∈Lw is rational. Define a map ρ : Xn → Z+[[x]] by setting ρ(b) = xd(b). By [9, Proposition
1.4.2], the map ρ extends uniquely to a morphism ρ : Z+〈〈Xn〉〉 → Z+[[x]] which induces the identity
on Z+ and, moreover, preserves rationality. Then
ρ
(∑
w∈L
w
)
=
∑
w∈L
xd(w) =
∑
j≥0
αjx
j
is rational in Z+[[x]], and clearly its constant term is either 0 or 1.
By [9, Proposition 6.1.1], there exist polynomials p(x), q(x) ∈ Z[x] such that the series ∑j≥0 αjxj
is the power series expansion of the rational function p(x)1−xq(x) , that is,
s(L) =
∑
j≥0
αjx
j =
p(x)
1− xq(x) = p(x)
[
1 +
∑
j≥0
(xq(x))j
]
.
Consequently, if L ∈ L(Xn), then αL = 18s(L)
(
1
2
) ∈ Q. 
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We obtain now a concrete irrational algebraic number of the form αL for a suitable L ∈ Brat(X2).
Let L be the language on X2 = {x1, x2} given by
L = {w ∈ X∗2 | |w|x1 = |w|x2}.
Here |w|xi is the number of appearances of xi in w, for i = 1, 2. Then by [9, Example 3.4.1],
L ∈ Brat(X2) (although L is not a rational language). Therefore we get
αL =
1
8
∑
j≥0
αj
2j
=
1
8
∑
j≥0
(
2j
j
)
1
25j
∈ G(Γ,Q).
Since ∑
j≥0
(
2j
j
)
xj =
1√
1− 4x,
we obtain αL = 14
√
2
7 ∈ G(Γ,Q). Taking different choices of variables xr, xs, with r 6= s, we indeed
obtain that G(Γ,Q) contains all the algebraic numbers
1
8
√
2t
2t − 1 , for t ≥ 3.
Similar formulas can be obtained to compute the ranks of elements coming from the copy of the
algebra Krat〈X〉 in the ∗-regular closure Rn of An in Rn, where An are the approximations of KΓ
described in Subsection 4.1. The only differences are that we have different degree functions on X,
depending on n, and that the factor 1/8 must be substituted by the factor 2−2n−2.
5. The odometer algebra
In this last section we focus on computing the whole set of values that the Sylvester matrix rank
function constructed from Theorem 3.2 can achieve in the case of the (generalized) odometer algebra.
We first recall its definition.
Fix a sequence of natural numbers n = (ni)i∈N with ni ≥ 2 for all i ∈ N, and consider Xi to be the
finite space {0, 1, ..., ni − 1} endowed with the discrete topology. From these we form the topological
space X =
∏
i∈NXi endowed with the product topology, which is in fact a Cantor space. Let T be
the homeomorphism on X given by the odometer, namely for x = (xi) ∈ X, T is given by
T (x) =

(x1 + 1, x2, x3, ...) if x1 6= n1 − 1,
(0, ..., 0, xm+1 + 1, xm+2, ...) if xj = nj − 1 for 1 ≤ j ≤ m and xm+1 6= nm − 1,
(0, 0, ...) if xi = ni − 1 for all i ∈ N.
Note that the odometer action is just addition of (1, 0, ...) by carry-over.
Let (K,−) be any field with a positive definite involution −. The (generalized) odometer algebra
is defined as the crossed product ∗-algebra O(n) := CK(X) ⋊T Z. We obtain a measure µ on X
by taking the usual product measure, where we consider the measure on each component Xi which
assigns mass 1ni on each point in Xi. It is well-known (e.g. [11, Section VIII.4]) that µ is an ergodic,
full and T -invariant probability measure on X, which in turn coincides with the Haar measure µ̂ on X
if one considers X as an abelian group with addition by carry-over. We denote by rkO(n) the Sylvester
matrix rank function on O(n) given by Theorem 3.2.
5.1. Characterizing the ∗-regular closure RO(n). We explicitly compute the ∗-regular closure
RO(n) of the odometer algebra. Recall that it is defined as the ∗-regular closure of O(n) inside Rrk
through the embedding O(n) →֒ Rrk given by Theorem 3.2. We will use the notation [a1a2 . . . ar] for
the cylinder sets {(xj)j∈N | xi = ai, 1 ≤ i ≤ r}, where 0 ≤ ai < ni, 1 ≤ i ≤ r.
Define new integers pm := n1 · · ·nm for m ∈ N. At each level m ≥ 1, we take Em = [00 · · · 0] (with
m zeroes) for the sequence of clopen sets, whose intersection gives the point y = (0, 0, ...) ∈ X. We
take the partition Pm of the complement X\Em to be the obvious one, namely
Pm = {[10 · · · 0], ..., [(n1 − 1)0 · · · 0], ..., [(n1 − 1)(n2 − 1) · · · (nm − 1)]}.
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We denote by O(n)m the unital ∗-subalgebra of O(n) generated by the partial isometries {χZt | Z ∈
Pm}. The quasi-partition Pm is really simple in this case: write Zm,l = T l(Em) for 1 ≤ l < pm. Note
that these clopen sets form exactly the partition Pm, and that T (Zm,pm−1) = Em. Therefore there is
only one possible W ∈ Vm, which has length pm and is given by
W = Em ∩ T−1(Zm,1) ∩ T−2(Zm,2) ∩ · · · ∩ T−pm+1(Zm,pm−1) ∩ T−pm(Em) = Em.
The representations πm : O(n)m → Rm, x 7→ (hW · x)W become ∗-isomorphisms, where Rm =
Mpm(K). Under this identification, the embeddings ιm : O(n)m →֒ O(n)m+1 become the block-
diagonal embeddings
Mpm(K) →֒Mpm+1(K), x 7→ diag(x, nm+1. . . , x),
so that O(n)∞ := lim−→mO(n)m ∼= lim−→mMpm(K). Note that O(n)∞ is already ∗-regular, but it does
not contain O(n): in fact, it is contained in O(n). Intuitively, in order to get containment of the
whole algebra O(n) we need to adjoin to O(n)∞ the element t.
Definition 5.1. For every m ≥ 1, we denote by O(n)tm the unital ∗-subalgebra of O(n) generated by
O(n)m and t.
We can completely characterize these ∗-subalgebras.
Lemma 5.2. There exists a ∗-isomorphism O(n)tm ∼= Mpm(K[tpm, t−pm ]).
Proof. For 0 ≤ i, j < pm, the elements e(m)ij := eij(Em) form a complete system of matrix units inside
O(n)tm, so there is an isomorphism O(n)tm ∼= Mpm(T ) with T being the centralizer of the family
{e(m)ij | 0 ≤ i, j < pm} in O(n)tm. The isomorphism is given explicitly by
a 7→
pm−1∑
i,j=0
aije
(m)
ij , with aij =
pm−1∑
k=0
e
(m)
ki · a · e(m)jk ∈ T,
which is also a ∗-isomorphism. Since tpme(m)ij t−pm = e(m)ij and
t =
pm−1∑
i=0
te
(m)
ii =
pm−2∑
i=0
e
(m)
i+1,i + t
pme
(m)
0,pm−1
∈Mpm(K[tpm , t−pm ]),
we deduce that T = K[tpm, t−pm], as desired. 
The inclusion O(n)tm ⊆ O(n)tm+1 translates to an embedding from Mpm(K[tpm, t−pm ]) to
Mpm+1(K[t
pm+1 , t−pm+1 ]) that extends the previous one Mpm(K) →֒ Mpm+1(K), and sends the
element tpm · Idpm to the element
0pm 0pm t
pm+1 · Idpm
Idpm 0pm 0pm
. . . . . .
nm+1
. . . 0pm
0pm Idpm 0pm
 .
Lemma 5.3. O(n) is ∗-isomorphic to the direct limit lim−→mMpm(K[tpm, t−pm ]) with respect to the
previous embeddings.
Proof. By Remark 3.1 the algebra O(n)∞ contains CK(X), hence the ∗-subalgebra of O(n) generated
by t and O(n)∞ is O(n) itself. Now each O(n)m sits inside O(n)tm, hence O(n)∞ = lim−→mO(n)m ⊆
lim−→mO(n)tm. But t ∈ lim−→mO(n)tm already, so O(n) = lim−→mO(n)tm ∼= lim−→mMpm(K[tpm, t−pm ]) by
Lemma 5.2. 
We are now ready to compute RO(n).
Theorem 5.4. There is a ∗-isomorphism RO(n) ∼= lim−→mMpm(K(tpm)), where we specify the transition
maps Mpm(K(t
pm)) →֒Mpm+1(K(tpm+1)) during the course of the proof.
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Proof. We have embeddings O(n)tm →֒ O(n) →֒ RO(n) →֒ Rrk. By [3, Lemma 4.4], the rational
function field K(tpm) sits inside RO(n). Hence there is, for each m ≥ 1, a commutative diagram
O(n)tm 

//
 _

Mpm(K(t
pm)) 

// RO(n)
=
O(n)tm+1 

// Mpm+1(K(t
pm+1)) 

// RO(n)
It is straightforward to prove that for any non-zero element q(t) ∈ K[tpm , t−pm ], the corresponding
matrix inMpm+1(K[t
pm+1 , t−pm+1 ]) becomes invertible inMpm+1(K(t
pm+1)). Therefore the embedding
O(n)tm →֒ O(n)tm+1 extends uniquely to an embedding Mpm(K(tpm)) →֒ Mpm+1(K(tpm+1)), and the
previous commutative diagrams give embeddings
O(n) ∼= lim−→
m
O(n)tm →֒ lim−→
m
Mpm(K(t
pm)) →֒ RO(n).
But lim−→mMpm(K(t
pm)) is already ∗-regular and contains O(n), so necessarilyRO(n) ∼= lim−→mMpm(K(tpm)),
as required. 
In particular, since lim−→mMpm(K(t
pm)) has a unique Sylvester matrix rank function, it coincides
with the one given by Theorem 3.2 under the previous ∗-isomorphism.
5.2. Characterizing the set C(O(n)). We characterize the set C(O(n)) of all positive real values
that the Sylvester matrix rank function rkO(n) can achieve, and the subgroup G(O(n)) it generates.
First, let
C(RO(n)) := rkRO(n)
( ⋃
k≥1
Mk(RO(n))
)
⊆ R+
and note that C(O(n)) ⊆ C(RO(n)). The following definition will be essential.
Definition 5.5. For each sequence n = (n1, n2, ...) of positive integers ni ≥ 2, one may associate to
it the supernatural number
n =
∏
i≥1
ni =
∏
q∈¶
qεq(n),
where ¶ is the set of prime numbers ordered with respect to the natural ordering, and each εq(n) ∈
{0} ∪ N ∪ {∞}.
As in [27, Definition 7.4.2], from any supernatural number n one can construct an additive subgroup
of Q, denoted by Z(n), consisting of those fractions ab with a ∈ Z, and b ∈ Z\{0} being of the form
b =
∏
q∈¶
qεq(b),
where εq(b) ≤ εq(n) for all q ∈ ¶, and εq(b) = 0 for all but finitely many q’s. If n comes from a
sequence n = (n1, n2, ...) as above, Z(n) is exactly the additive subgroup of Q consisting of those
fractions of the form
a
n1 · · ·nr , with a ∈ Z and r ≥ 1.
Theorem 5.6. We have C(O(n)) = C(RO(n)) = Z(n)+. In particular, G(O(n)) = Z(n).
Proof. The argument is similar to the one given in the proof of [3, Proposition 4.1]. Since RO(n) is
a ∗-regular ring with positive definite involution, each matrix algebra Mk(RO(n)) is also ∗-regular.
Hence for each A ∈ Mk(RO(n)) there exists a projection P ∈ Mk(RO(n)) such that rkRO(n)(A) =
rkRO(n)(P ). We conclude that C(RO(n)) equals the set of positive real numbers of the form rkRO(n)(P ),
where P ranges over matrix projections with coefficients in RO(n). Now each such projection P
is equivalent to a diagonal matrix [17, Proposition 2.10], that is of the form diag(p1, p2, ..., pr) for
some projections p1, ..., pr ∈ RO(n), so that rkRO(n)(P ) = rkRO(n)(p1) + · · · + rkRO(n)(pr). But since
RO(n) ∼= lim−→mMpm(K(tpm)) by Theorem 5.4, the set of ranks of elements in RO(n) is contained in
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Z(n)+ ∩ [0, 1]. Therefore rkRO(n)(P ) ∈ Z(n)+. This proves the inclusion C(RO(n)) ⊆ Z(n)+. The
inclusion Z(n)+ ⊆ C(O(n)) is straightforward, since for 0 ≤ i < pm we have rkO(n)(e(m)ii ) = 1pm .
The last part of the theorem is immediate. 
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