Type I error rate. However, the stepwise procedure has also been characterized as failing to detect interaction effects in empirical studies. This issue has led to questions regarding the method's statistical power (Bobko, 1986; Zedeck, 1971) Stepwise moderated regression analysis was first described by Saunders (1955 Saunders ( , 1956 ) as a statistical tool for assessing moderator effects at an individual level of analysis. Shortly thereafter, Chow (1960) described an identical procedure for assessing interaction effects at a macro level of organizational research. Since that time, the infrequency in the applied psychological literature of findings supportive of moderator effects has fueled concerns over the power of the procedure (Zedeck, 1971 ).
More recently, Bobko (1986) and Venkatraman (1989) have reported specific concerns regarding the correspondence or &dquo;fit&dquo; between an interactive conceptual framework and statistical procedures used to evaluate the framework.
The difficulty in detecting interactions has often been attributed to multicollinearity among predictor variables, particularly between a multiplicative interaction and its respective component main effects (Drazin & Van de Ven, 1985; Sockloff, 1976a Sockloff, , 1976b . Unfortunately, recent attempts to statistically control for multicollinearity effects (e.g., Morris, Sherman, & Mansfield, 1986) have not proved fruitful (Cronbach, 1987) . Although Paunonen and Jackson (1988) demonstrated that stepwise moderated regression is not susceptible to inflation of Type I error in the presence of multicollinearity, Cronbach (1987) has recently called for more sensitive research strategies for the detection of interaction effects.
Because the statistical procedure is sound, what alternate research strategies should be pursued ? At best, an investigator is confronted with a well-formulated theory that dictates the strategy of choice. For example, Bobko (1986) Cronbach (1987) and Venkatraman (1989) , applied researchers are frequently faced with models that are weakly specified.
Yet another strategy focuses on the reduction of measurement error (Schwab, 1980 Stahl & Harrell, 1981; Russell, 1985) . Furthermore (Likert, 1932 ).
Likert's response scales contained five scale steps (strongly agree, agree, undecided, disagree, and strongly disagree). Likert and others demonstrated that this procedure resulted in low levels of random error variation (i.e., high reliability) in resultant scale scores (Edwards & Kenney, 1946; Likert, 1932; Rasmussen, 1989) . Furthermore, Cicchetti, Showalter, and Tyrer (1985) and Jenkins and Taber (1977) Cohen (1983) and Peters and Van Voorhis (1940) (Anderson, 1982; Birnbaum & Veit, 1974 (1983) demonstrated that the coarseness of the dependent scale will attenuate simple correlations, the same transformation will also attenuate additive main effects in multiple regression. Note that this type of result is also demonstrated in the R,,2,, column of Table 2 for the Y2 dependent variable, whereas the opposite effect-that is, an inflation of jR~d&horbar;occurred for Y3 (however, dependent variables in Table 2 Arnold, 1981; Prescott, 1986; Russell, 1985; Venkatraman, 1989 Arnold, 1981, and Norman, 1986 ). An additional approach to overcoming the cognitive problem in applied research of response reduction that is induced by scale coarseness would require investigators to shift their initial focus from the dependent variable to the independent variables. Specifically, investigators must identify the number of conceptually distinct levels possible for each independent variable before developing measurement scales for the dependent variable. For example, Arnold (1981) used the results of earlier work by Shanteau (1974) (Cox, 1950) 
