We report on the adequacy of using Sato processes to value equity structured products. In models used to price options on realized variance, the latter must be a random variable with a positive variance. An analysis of this variance of realized variance for Sato processes shows that these processes may be suited to option contracts on realized volatility. Nonlinear pricing principles based on hedging to acceptability are outlined for the purpose of pricing structured transactions. It is shown that typically different products should be priced using different models. Pricing comparisons of Sato process prices with other standard models like Heston stochastic volatility, with and without jumps, VGSA, local volatility and local CGMY are also provided. Sato processes tend to overprice cliquets relative to other models. They also maintain the value of long dated out-of-the-money realized variance options.
Introduction
Equity structured products have cash flows defined by functions of the stock price from contract initiation to either maturity or early termination. There are now a wide variety of structures issued by the financial industry including as typical examples locally and globally, capped and floored, arithmetic or product cliquets, options on realized variance, and swing or reverse swing cliquets. The industry has undergone considerable growth with the US notional in 2004 standing at 12 billion dollars, rising to 50 billion dollars in 2005 and a further projected growth of up to 25% in 2006. It is the fastest growing investment class in the United States. Structured Retail Products reports that there are over 140,000 individual product offerings from over 900 companies representing a total world sales of over 600 billion Euros. For a better appreciation of the development of this market we present graphs of the total number of monthly issues, and the financial value of these issues in eight major financial markets. These are Belgium, France, Germany, Italy, The Netherlands, Spain, the UK and USA. Figure (1 ) presents the total number of issues, while the financial values are presented in Figure ( 2). The longest series is for Belgium with 128 monthly observations, beginning in January 1996. We have kept the same length for all series ending in August 2006 and have filled in the earlier periods with zeros for the other series. The series lengths were for Belgium, 128, France 110, Germany 78, Italy 105, The Netherlands 86, Spain 82, the UK 117, and the USA 86. We observe a steady growth in issues in Belgium, The Netherlands, Spain and the UK, a stabilisation in France and rapid growth in the German, Italian and US markets. In terms of volume, there is a steady rise in most markets and rapid growth in the German and US markets. An appendix provides a list of product names and their common abbreviations.
The pricing, marking and risk management of these products is typically done by the simultaneous calibration, across strike and maturity, of a stochastic process model to the prices of vanilla options at market close. The calibrated model is then employed to generate stock price paths and the product price is determined on computing a discounted expected cash flow of the specified payoff. The product is then regularly marked to market using a model selected for this purpose for the period the product is held by the issuer. Different products are generally marked using different models that address the product risks adequately. The validity of such a pricing methodology is grounded as we show below (See section 6) in the principles of pricing to acceptability (Carr, Geman, Madan (2001) ).
Four important lessons emerge from this analysis (See section 6 for further details). First and foremost is the observation that risk neutral pricing though useful is not relevant for the pricing of structured products. We interpret risk neutral pricing in its classical form of pricing all products under a single change of measure. This linear pricing rule applies to liquid markets quoting bidirectional prices but the ask and bid prices for structured products are respectively convex and concave functionals. Second, price variation across models is incorrectly seen as model risk as the highest are close to ask prices while the lowest are close to bid prices and the other model valuations are not associated with any transaction and do not have the status of being prices. Third risk neutral models are useful as one seeks the maxima and minima of admissible risk neutral valuations to determine ask and bid prices respectively. It is expected, for example, that the maximum risk neutral valuation will occur for different products at different models. Hence, it is natural, proper and accurate for different products to be marked using different models. Fourth and finally, we show that if the same cone of acceptability is applied across the industry then even though ask and bid prices are not linear, arbitrage across market partcipants is nonetheless excluded.
Apart from the underlying asset, the relatively most liquid traded assets with market information are vanilla options on the underlying. The activity of issuing, marking to market, and risk managing structured products has naturally led to demands for creating stochastic process models capable of synthesizing the surface of vanilla option prices. These prices are typically represented by the matrix of implied volatilities indexed by the strike and maturity dimensions.
It is well recognized that the Black and Scholes (1973) and Merton (1973) geometric Brownian motion model is not capable of such a surface synthesis. Hence this model is never used as a candidate model for structured product valuation. Early improvements on this model offered by Lévy processes like the variance gamma model (Madan and Seneta (1990) , Madan, Carr and Chang (1998)), or the hyperbolic model (Eberlein and Keller (1995) , Eberlein (2001) ) were found to be successful in synthesizing the slice across strikes for a given maturity, and on occasion the slice across maturity for a given strike. These models are on occasion employed to price structures possessing a dominating cash flow at a point of time, like a structured note or a credit default swap. However, these models have a theoretical term structure of skewness and kurtosis inconsistent with observed market surfaces. For Lévy processes (see Konikov and Madan 2002) , the skewness decreases like the reciprocal of the square root of maturity while excess kurtosis decreases like the reciprocal of maturity, but these entities are often constant or increasing in market implied surfaces. As a consequence, these models are not employed to value structures with a balanced cash flow at a variety of dates.
Models that can synthesize the surface include the Heston stochastic volatility model (Heston (1993) ), preferably including jumps (Bakshi, Cao and Chen (1997) ), Lévy stochastic volatility models like VGSA proposed in Carr, Geman, Madan and Yor (2003) , and nonparametric structures like local volatility (Dupire (1994) , Derman and Kani (1994) ) and the local Lévy model (Carr, Geman, Madan and Yor (2004) ). The stochastic volatility models are two dimensional Markov models and it is known that the vanilla option surface is not really capable of identifying entities like the rate of mean reversion in variance or the volatility of the instantaneous variance. The nonparametric structures like local volatility and local Lévy processes are one dimensional Markov processes with local volatility accessing all its skewness from the leverage effect engineered by the dependence of volatility on the asset price. Local Lévy processes have an additional source of skewness embedded in a skewed local motion.
Recently, Carr, Geman, Madan and Yor (2007) showed that a wide class of additive processes (with independent but inhomogeneous increments) can also synthesize the surface of option prices, remarkably with as few as four parameters. These processes are associated with the law at unit time of a subclass of Lévy processes defined by the condition that the law at unit time be self decomposable or a limit law. Sato (1991) showed that when such a self decomposable law is scaled to define the marginal law at time t as that of t γ times the unit time law, then there always exists an additive process possessing these marginal laws. We term this additive process the Sato process.
The fact that Sato processes fit the surface well on many underliers for most days does not automatically qualify them as good models for stuctured product valuation. In this regard we answer the title of Schoutens, Simons and Tistaert (2004), "A Pefect Calibration! Now what?". This is done by first investigating how forward implied volatility curves in the model contrast with those observed in reality across the spectrum of assets and time periods.
Additionally, our interest in Sato processes is further motivated by contracts trading options on realized variance or volatility, with a long maturity. The underlier for these contracts is an average realized variance that in many models converges to its expected value. Consequently the variance of the cash flow declines towards zero. As a result, out-of-the-money options on realized variance have negligible model values. In order that long maturity out-of-the-money options on realized variance be valuable in a model, the average realized variance must remain a random variable and not converge to a constant. We show that the Sato processes have this feature. An alternative approach, not pursued here, is to employ processes with long range dependence (Heyde and Yang, 1997) .
The object of this paper is to report on the adequacy of Sato processes as valuation models for equity structured products. We report on the properties of the forward return distributions embedded in these processes and compare the valuations they provide for structured products with the stochastic volatility, local volatility and local Lévy models. In the process we develop a uniform methodology for simulating a large class of Sato processes based on the Ziggurat method of Marsaglia and Tsang (1984) .
We find that the inhomogeneity embedded in Sato processes enhances forward return skews and reduces at the money volatilities. This leads to a possible overpricing of cliquets relative to other models. In contrast, Sato processes do maintain the value of long dated out of the money options on variance or volatility, while in contrast these values drop sharply towards zero for a number of parametric models.
The outline of the paper is as follows. Section 2 presents the Sato process, its spot and forward characteristic functions and Lévy systems. A preliminary evaluation of embedded forward returns is presented in section 3 based on an illustrative calibration to S&P 500 options on May 17, 2006. Section 4 presents a theoretical analysis of the variance of long maturity average realized variance for Sato processes. The uniform strategy for the simulation of a large class of Sato processes is developed in Section 5. Section 6 outlines the pricing principles relevant for the pricing of structured products. Section 7 summarizes a number of standard models used for structured product pricing. Section 8 presents the parameter values for the calibrated models. The products priced in this study are described in Section 9. Pricing results are reported in Section 10. Section 11 concludes.
The Sato Process
The Sato processes we consider, as models for the logarithm of the stock price, are constructed from the law at unit time of a subclass of pure jump Lévy processes. Let L(t) denote this Lévy process and we suppose that the Lévy density is k(x), x ∈ R−{0}. The appropriate subclass is defined by the condition that L(1) = X be a zero mean self decomposable (SD) random variable with no Gaussian component. It is shown in Sato (1999) that self decomposability is equivalent to h(x) = |x|k(x) being a decreasing function of x for x > 0 and an increasing function of x for x < 0. Carr, Geman, Madan and Yor (2007) refer to the size scaled Lévy density h as the self decomposability characteristic.
For the Sato process the marginal laws of (X(t), t ≥ 0) are given by scaling and for a scaling constant γ > 0, we have
It follows that the characteristic function of X(t) is of the form
The process X(t) is employed in modelling the process for the logarithm of the stock price on incorporating in addition a drift correction. Since for a risk neutral stock price model the continuously compounded return equals r − q, where r is the continuously compounded interest rate and q is the dividend yield, we define
where we assume that E [exp (X(t))] is finite. We may then write
It is shown in Carr, Geman, Madan and Yor (2007) that X(t) is an additive process with the inhomogeneous Lévy density g(x, t) given by
The self decomposability property of h 0 < 0 for x > 0 and h 0 > 0 for x < 0 is then critical to g(x, t) being positive and thus a density. The subclass of Sato processes we focus on here is one in which the inhomogeneous Lévy density is itself also decreasing in x for positive x and increasing in x for negative x. This is the case for example when h(x) and h(−x) are both completely monotone functions for x > 0.
Since we know that we have an additive process consistent with the marginals the forward log returns have an easily defined characteristic function given by
We may employ these characteristic functions to construct forward log return densities by Fourier inversion. We use these densities via the transform methods of Carr and Madan (1999) to price options on the forward gross return
We report on the prices of options on the forward gross return and construct the Black-Merton-Scholes implied volatility curves for these forward starting options at a variety of forward dates t for a range of maturities h and associated strikes a. A forward starting call option with a 100 dollar notional on the gross return pays at t + h for the strike a the cash flow
This option has a time t price w t (a, h) in the model obtained given by
Note that the conditional expectation E t by the independence of the increments depends only on the calendar time t.
The self decomposable characteristics we employ, in addition to the Variance Gamma (V G) (Madan, Carr and Chang (1998) ), the Normal Inverse Gaussian (NIG) (Barndorff-Nielsen (1998)), and the Meixner (MXNR) process (Schoutens (2002) , (2003) 
Properties of Forward Returns
We have observed that many implied volatility surfaces on many underliers and on many days are well fitted by the marginal distributions associated with the Sato process and the spot characteristic functions (4) taken at t = 0. This finding was reported in Carr, Geman, Madan and Yor (2007) .
We now assess the impact of the time inhomogeneity built into the Sato process on the distribution of forward log returns. For this purpose we construct forward Black-Merton-Scholes implied volatility surfaces σ t (a, h) from the forward gross return call prices w t (a, h). These are the forward, at time t > 0, gross return implied volatility surfaces associated with any Sato process model calibrated to market implied volatilities at time 0. Every Sato process when calibrated at time 0 produces via the characteristic function (4) the forward call option surface w t (a, h) for any forward date t, across the range of strikes a and maturities h. These prices may then be transformed into Black-Merton-Scholes implied volatilities σ t (a, h). Our objective here is to ascertain the difference between these forward implied volatility surfaces and those produced by the Sato process at time 0. The latter are consistent with wide market observations as documented in Carr, Geman, Madan and Yor (2007) , the former may not be.
With a view to detecting whether these forward return distributions are close to the spot distributions associated with the Sato process at time 0, we first ask if these forward Sato option prices are well fitted by the time 0 Sato process or the spot Sato model. In essence we ask if the family of forward Sato return distributions are similar to the type of distributions seen daily in the spot option surfaces.
For this exercise we consider 8 models. These are the scaled self decomposable forms of the V G, NIG, MXNR, GH and the CGM Y model with Y fixed at the levels .25, .5, .75 and 1.25. These models are all fitted to European option prices on the S&P 500 index for May 17, 2006 with maturities between one month and two years. The data is obtained from OptionMetrics available at W RDS the Wharton Research Data Service. Only out-of-the money options are utilized to minimize the impact of American features. Furthermore, European prices are constructed by first fitting a geometric Brownian motion model of constant volatility to the American price and using this volatility via the Black Scholes formula to generate a European price that is subsequently used in the calibrations. There were 230 options in all. The fit statistics reported are the root mean square error (RM SE), the average absolute error (AAE) and the average percentage error (AP E) defined as the average absolute error divided by the average option price. Table 1 presents the fit statistics of the eight models on the spot surface. We observe that all the models fit the 230 options of the spot surface at a comparable level. We next construct the forward option price surfaces w t (a, h) for t = 1, 2, 5 years. We construct three surfaces using 21 strikes a ranging from 80 to 120 in 2 dollar intervals, and four maturities h, ranging from .25 to one year in steps of . 25 . This gives us a total of 84 options for each of the three forward dates. These prices are obtained by Fourier inversion of the characteristic function for forward returns (4) modified as described in Carr and Madan (1999) for option pricing. The parameter values used are those estimated for the spot model and hence we investigate the nature of future implied volatilities of the estimated spot model in the model.
We then fit each Sato process model at time 0, to each of its three forward surfaces. The fit statistics of all eight models are presented in Tables 2, 3 and  4. We observe from the reported average percentage errors in these tables, that for each model as we go out in the forward date, the quality of the fit of the spot model to the forward surface deteriorates. This is indicative of a divergence of the internal forward return distributions of the model from what is seen in spot markets. We may also measure the average difference in implied volatilities for all strikes and maturities between the forward implied volatility curves and the spot curve for each model. These are measured by the root mean square difference in implied volatilities and are reported in Table 5 . We observe that generally the inhomogeneity tends to take the implied volatility curves further from the initial spot curve as we move further into the future of the Sato process models.
To further investigate the nature of this divergence we graph the forward implied volatility curves for each model. The curves are for fixed maturities of 3 months, 6 months, 9 months and one year. For each maturity we show in blue the spot curve, while in red, black, and magenta we show the curve one year forward, two years forward, and five years forward. We present 5 graphs, one for CGM Y with Y = .5, and the others for Sato processes associated with the V G, NIG, MXNR, and GH distributions. Each graph contains four subgraphs, one for each of four maturities, with four curves on each subgraph, for the spot implied volatility curve, and the one, two and five year forward implied volatility curves.
We see from these graphs that the forward return distributions are closer to each other than they are to the spot distribution. They also have substantially lower at the money volatilities and sharper skews than those of the spot curve. 
The Variance of Realized Variance for Sato Processes
We are interested here in analysing the long term behavior of average realized quadratic variation for the additive Sato processes associated with the scaled marginals of a self decomposable law at unit time. For this purpose it is sufficient to focus attention on the symmetric case. The inhomogeneous Lévy density for the jumps is given on the positive side by
We define by q(t) the realized quadratic variation to time t per unit time or
The expectation of V (t) is easily evaluated on noting that
Making the change of variable yu γ = x we get
The expectation of
and this is constant, increasing or decreasing according as γ equals, exceeds, or is below 1/2. We note that this expectation is the price of the variance swap contract to time t. For Lévy processes X(t) this price is a constant independent of maturity and here with scaling we have the possibility of a term structure in the variance swap rate.
From the perspective of options on q(t), our interest shifts to the random variable q(t). The Laplace transform of q(t) is
nd we may determine the variance of q(t) from the Laplace transform of V (t).
It is shown in Carr, Geman, Madan and Yor (2005) that when X(t) is a Lévy process with Lévy density g(x) then V (t) is a Lévy process with Lévy density
It follows that the Laplace transform of V (t) is
and so for q(t) we get
The negative of the partial derivative of this Laplace transform with respect to λ evaluated at λ = 0 is
and this is constant across t as expected. For the second partial derivative we have
Evaluating at λ = 0 and subtracting the square of the expectation we get that the variance is R ∞ 0 y 2 v(y)dy t and thus the variance of q(t) decreases like t, with the variable approaching a constant, as we expect.
In the case of a Sato process, however, we have that the inhomogeneous Lévy density for V (t) is
The Laplace transform of V (t) is now
and for q(t) we get
The mean value is given by 1 t
and in the symmetric case we have
We now make the substitution √ y = u γ w to get
as we computed before. For the variance we wish to evaluate the second partial derivative with respect to λ and on subtracting the square of the mean we will have on evaluating at λ = 0 the term
and we see that unlike the Lévy case the variance of q(t) is constant, increasing or decreasing according as 2γ equals, exceeds or falls short of unity. Hence, for the Sato process q(t) can remain a random variable with a positive variance at all t.
Uniformly Simulating Sato Processes
Suppose we wish to generate the path of the Sato process from time 0 to time T. We do this by generating the paths of the log price and then taking the exponential. The log price over an interval of length t has a drift as implicitly specified in the equation (2) plus a sum of jumps with the compensator given through the density in equation (3) . Making the change of variable u = x/t γ we may write the density for the compensator of the corresponding process U(t) with jumps u as
We may then simulate the process ln S(t) as
where U (t) is a jump process with compensator specified via the density (6) and a(t) is the drift component. The process U (t) has an arrival rate of jumps decreasing in time as is evidenced by the division by t in equation (6) . The distribution of jump sizes is however independent of t and has a decreasing density in the absolute value of the jump size. Of course these jumps in the process U have to be scaled by t γ at time t to get the jumps of the process for the logarithm of the stock price.
The arrival rate of jumps in the process U (t) on the positive side, for jumps exceeding ε, is given by
while on the negative side we get
The distribution of jump sizes ε + v on the positive side is
while on the negative side it is
Both f p (v), f n (v) are decreasing densities, for all Sato processes that we consider. This makes them ideally suited to simulation using a Ziggurat cover as described in Marsaglia and Tsang (1984) . We draw from these densities by the Ziggurat method where for the distribution of the tail we approximate by an exponential density, except for the CGMY. In the case of the CGMY we have an exact expression in terms of the incomplete gamma function. The shape parameter can be organized to be 2 − Y > 0, on integrating by parts two times.
We use the Ziggurat to simulate the paths on a daily basis. For the first day however the division of arrival rates by t amounts to a division by zero and we cannot do the simulation of the first day using the Ziggurat. Here we use the time 0 characteristic function of the log price for one day and construct the cumulative distribution function by Fourier inversion. An application of the inverse uniform method then yields a draw from the log price process at the first day. Subsequently we employ the Ziggurat method, first drawing a Poisson number of positive and negative jumps, and then using the Ziggurat to sample the actual jump sizes of the process for U(t). The move in the logarithm of the stock price is then formed by adding to the required drift, the positive jumps in U(t), scaled at time t by t γ , and subtracting the similarly scaled jumps on the negative side.
Structured Product Pricing Principles
The standard methodology of risk neutral pricing is not relevant for the pricing of structured products, though we shall see that risk neutral models play a critical role. Under the principles of risk neutral pricing all products are priced under a single change of measure and this linearity of the pricing operator is a consequence of the absence of arbitrage (Harrison and Kreps (1979) , Harrison and Pliska (1981) ). These are the pricing principles relevant to liquid markets where one may transact in both directions at the same price. For specially designed structured products there are two transaction prices and one buys at the ask price and sells at the bid price and these prices are not generally given by a linear operator.
The properties of the bid and ask prices may be seen by considering the consequences of hedging to acceptability. A structured product may be represented as a state contingent cash flow whereby we payout in present value terms the sum x = (x s , s ∈ S) for a finite set of states s. We may hedge this liability by trading in zero cost or self financed liquid assets with asset j yielding the cash flow (Y js , s ∈ S). With the position α j in liquid asset j and the sale of x at the ask price a we have the net cash flow
The cash flow c is certainly acceptable if c s ≥ 0 for all states ≥ s. More generally we adopt the definition of acceptable cash flows of Artzner, Eber, Delbaen and Heath (1998), also studied in the form presented here in Carr, Geman and Madan (2001) . In this formulation the cash flow c is acceptable if it belongs to a convex cone containing the positive orthant. More specifically we suppose the existence of a finite set of valuation or test measures given by the columns of the positive matrix B such that c is acceptable just if cB or
The ask price for the cash flow is the smallest such price and is then the solution to the linear programming problem
By virtue of being a solution to such a minimization problem we see that the ask price is a convex functional of the liability x and linear pricing does not hold.
A similar argument shows that the bid price b(x) is the solution to
The solution to a maximization problem is a concave functional and again we do not have a linear pricing rule. These considerations establish our remark in the introduction that directional ask prices are convex functionals while bid prices are concave functionals.
We may learn more about the ask and bid prices by considering the dual to these linear programming problems. The dual to the ask price problem yields
Similarly we have for the bid price problem that
The nonnegativity of q along with the condition that the entries sum to unity yields that Bq is a special measure on the set of scenarios, one that is in the convex hull of the test measures B. Furthermore, the measure Bq is a risk neutral measure as it reprices the zero cost liquid assets Y at their zero market price. The measures Bq are then a subcollection of risk neutral models with the bid price the smallest of these model valuations while the ask price is the largest. Hence in general we may compute a wide range of admissible model valuations with the ask price being the largest valuation and the bid price, the smallest valuation. All other valuations do not represent prices but are just candidate valuations. The differences in model valuations are therefore not evidence of model risk but just intermediate calculations in the procedure to locate the bid and ask prices.
We also learn from the dual that the ask price will be attained for different products at different models and the use of different models to mark different products is no inconsistency but just the logical consequence of hedging to acceptability.
Though risk neutral valuation is not relevant for structured product valuation as linear pricing fails, risk neutral models and valuations by market tested equivalent martingale measures remain useful. This is because the models defined by Bq are risk neutral models by virtue of the repricing condition Y Bq = 0. However the search is constrained to be in the convex hull of B and not over all risk neutral models or equivalent martingale measures. Were we to take the latter, it is well known that the ask price would be a superreplication price while the bid price would be a subreplication price and the spread too wide. Our subsequent analysis restricts attention to market tested equivalent martingale measures as embedded in calibrated pricing models commonly used in the financial industry.
Finally we observe that these nonlinear, convex and concave ask and bid prices are free of arbitrage provided market participants use the same cone of acceptability. In this case, for 0 < λ < 1, the purchase of the package λx 1 + (1 − λ)x 2 at the ask price a(λx 1 + (1 − λ)x 2 ) coupled by the sale of the components at the bid prices λb(x 1 ), (1−λ)b(x 2 ) results in the non-positive cash flow
The first inequality is a consequence of the concavity of the bid price and the second follows from the domination of bid prices by ask prices.
There are then four important consequences of hedging to acceptabilty, noted in the introduction. The ask and bid prices are not given by a linear or risk neutral pricing principle. The former is a convex functional obtained as the maximum of admissible risk neutral valuations while the latter is a concave functional obtained as the minimum of a similar set of risk neutral valuations. The model valuations supporting products vary with the product being priced. Finally, agreement on the cone of acceptability leaves these nonlinear pricing rules free of exposure to arbitrage.
The Reference Models
Apart from the Sato processes used to calibrate the surface there are a number of standard models used in the financial industry for calibrating a surface of option prices and then valuing a variety of structured products. These include the Heston stochastic volatility (HSV ) model (Heston (1993) ), a stochastic volatility extension of the Merton jump diffusion model that we term (SV J), (Bakshi, Cao and Chen (1997) ). A stochastic volatility extension of a Lévy process termed (V GSA) (Carr, Geman, Madan and Yor (2003)). In addition we consider two nonparametric structures, local volatility (LV ) (Dupire (1994), Derman and Kani (1994) ) and a local Lévy (LL) (Carr, Geman, Madan and Yor (2004) ) process that in particular is a localized form of CGM Y. We briefly summarize these processes in separate subsections of this section.
HSV
The Heston stochatic volatility model has the risk neutral stock price S(t) evolving in accordance with the stochastic differential equations
where r is the risk free rate, q the dividend yield, κ is the mean reversion rate in the variance, θ is the long term volatility, λ is the volatility of volatility, (W S (t), W v (t), t ≥ 0) are standard Brownian motions with instantaneous correlation ρ. This is a five parameter process where in addition to κ, θ, λ, and ρ one also estimates the level of the initial variance v(0). The model was simulated with a Milstein first order correction to the diffusion evolution and as zero is a reflecting boundary with positive θ, we replaced the simulated value of y on each path by 10 −7 whenever it went negative.
SVJ
The Merton jump diffusion model is extended to incorporate stochastic volatility by the model specification in differential form
This model extends the Heston model by allowing for jumps of size x at time t as counted by the random measure µ(dx, dt) with arrival rate λ J and Gaussian jump sizes of mean µ J and jump variance σ 2 J . There are in all 8 parameters, given by v(0), λ J , µ J , σ J , κ, η, λ, and ρ.
VGSA
This is a V G Lévy process running at a speed given by a CIR or square root process. The specific dynamics are
where (X(t), t ≥ 0) is the two parameter V G process with Lévy measure
There are in all six parameters, y(0), G, M, κ, θ, and λ.
LV
The local volatility model is a nonparametric model with continuous sample paths and stock price dynamics given by
dS(t) = (r − q)S(t)dt + σ(S(t), t)S(t)dW (t)
with a nonparametric local volatility surface σ(S, t) and (W (t), t ≥ 0) a driving Brownian motion. The function σ(S, t) may be inferred from the call option price surface C(K, T ) for the call price of strike K and maturity T via the Dupire equation
For smooth derivatives with respect to both arguments we employ model prices from a calibration of V GSSD to infer the local volatility function.
LL
The local Lévy model is a generalization of local volatility that runs a pure jump Lévy process with Lévy measure k(x) at a nonparametric space time dependent speed a(S, t). The dynamics are given in compensated jump form by
The specific Lévy measure we localize is CGMY where the C parameter is absorbed by the speed function and
This specification is the result of a number of studies on a variety of index options. The nonparametric speed function may be recovered on solving the convolution equation
Again for smooth derivatives we employed call option prices from the calibration of V GSSD.
The Sato processes
We employ the Ziggurat simulator described in section 4 to simulate the Sato processes. This method is readily applied to processes with an elementary closed form for the Lévy measure. Hence we restricted attention to the MXNR and CGM Y processes. The V G is also amenable to analysis but as forward returns are in this case from a compound Poisson process with finite activity and a charge at zero we considered just the CGMY and MXNR processes. For CGM Y we considered three values of Y and these are .25, .5 and .75.
The Calibrated Models
We present here the parameters and fit statistics for the calibrated processes. The fit statistics are in order the root mean square error (RM SE), the average absolute error (AAE), and the average percentage error (AP E). The number of options used in the calibration was 230 and they ranged in maturity from a month to two years. The HSV parameters were initial volatility 0.1424, long term volatility 0.1564, mean reversion 3.1140, volatility of volatility 0.4764 and correlation −0.7124. The fit statistics are 0.6453, 0, 4798, 0.0288.
The SV J parameters were initial variance 0.02064, jump arrival rate 2.52, mean jump size 0.000574, jump standard deviation 0.0155, mean reversion 2.701, volatility of volatility 0.5147, and correlation −0.6987. The fit statistics were 0.6251, 0.4705, 0.0283.
The V GSA parameters were initial speed 10.8277, negative decay rate 24.9927, positive decay rate 46.0252, mean reversion of speed 2.7896, long term speed 5.9009 and volatility of speed 7.1422. The fit statistics were 0.7445, 0.5735, 0.0345. 
The Structured Products Priced
On these path spaces we priced four cliquets, options on realized variance and options on volatility. The first two cliquets priced are arithmetical with local floors and global caps, or local caps and global floors. We denote by R n the return over month n. For each product we consider five maturities given by the end of the first to the fifth year.
For the locally floored and globally capped cliquet with local floor LF and global cap GC the payoff at maturity is
while for the locally capped with cap LC and globally floored with floor GF it is
We denote by ω a particular realization of the path space of prices and returns. The local floors and caps were ±5, 10, 15 percent while the global caps and floors were ±25 and 50 percent. There were therefore 6 products in each of the two classes LF GC and LCGF.
In addition to these basic cliquets we priced swing and reverse swing cliquets. Swing cliquets payoff on large local moves independent of direction and incorporate a global cap. The reverse swing cliquet pays on small moves locally and has the payoff dropping to zero for a large move. The exact payoff on the swing cliquet is
while the payoff on the reverse swing cliquet is
The prices of these claims are spot prices and are discounted expected values of the associated cash flows. We denote these by w LF GC , w LCGF , w SC , and w RSC . For the swing cliquet we used the strikes of 5, 10, 15% with global caps at 25, 50% and this gave 6 products. For the reverse swing cliquet the values for k were still 5, 10, 15% but the global caps were set at 500, and 1000 to provide us with again 6 products.
In addition to cliquets we considered options on variance and volatility. Denote by R t the return on day t, measured as a log price relative. The realized variance to day T is defined by
For an option on variance with strike k quoted as a volatility in annualized terms the payoff to the option is V arOpt(ω) = 10000
For an option on volatility the payoff is
Our quote on the variance and volatility options are on a forward basis and are not discounted. For the variance option we have
while for the vol option we quote
By the concavity of the square root function we expect that w volopt < w varopt.
For the strikes on the variance and volatility options we used six strikes starting at 10% and increasing by 5 percentage points to a maximum of 35%. This gave six products for both the variance and volatility options.
The Prices
The structured prices are presented in six tables for the six product classes, LF GC, LCGF, SC, RSC, V arOpt, and V olOpt. Each table has 9 columns for the nine models HSV, SV J, V GSA, LV, LL, CGM Y SAT O(Y = .25, .5 and .75), and MXNRSAT O. There are thirty rows in each table to cover the five annual maturities for each of six products. For the cliquets the first fifteen rows employ the lower absolute global cap for three local caps or floors while the last fifteen rows use the larger absolute global cap. For the variance and volatility options we have six strikes and five maturities for each strike. We comment on each of the six tables in the following subsections, in the order of the products listed above, combining the comments on the variance and volatility options into one subsection.
LFGC
The Sato processes give a higher value for these cliquets with SV J and LL giving values closer to these from among the other processes. Local volatility gives the lowest values excepting the large local floor of −15%. In each case the values rise with maturity and the global cap and fall as we lower the local floor.
The sharper skews for forward returns in Sato processes observed in Section 3 probably account for the higher cliquet prices.
LCGF
For the local cap of 5% the Sato processes give a substantially higher value, excepting V GSA. For higher caps the values are closer with SV J and LV giving among the highest values for the 15% local cap, though the CGMY SAT O(Y = .75) is close for this cap. As we raise the local cap the optionality disappears and we have an in the money situation with the calibrated models in basic agreement. For an effective cap the Sato processes have higher prices possibly due to lower at the money volatilities as seen in section 3.
The values rise as we raise the local cap and the maturity and fall as the global floor is dropped. The increase is quite pronounced for most models as we raise the local cap, but it is particularly so for HSV and LV for the 5% local cap and the global floor of −25%.
SC
For the 5% strike the Sato processes give intermediate values when compared with the values of the other models. At higher strikes the Sato processes give a higher value, excepting LL that remains comparable with the Sato processes. The Sato processes reach the tails more easily than the models dominated by diffusion components. This is also a feature of the sharply rising implied volatility curves for forward returns seen in Section 3.
The values fall with the strike and rise with maturity. The drop with strike is quite marked for the parametric models (HSV, SV J, V GSA) and LV. It is less so for LL and the Sato processes.
RSC
The reverse swing cliquet with a lower global cap was more like a bond and we raised the cap to see the differences between the models. Focusing on the larger global cap of 1000, we see that the Sato processes are close to LL with the parametric models (HSV, SV J, V GSA) and LV giving substantially lower values. The values rise with the global cap, the local payout strike and the maturity.
VarOpt and VolOpt
Options on variance are priced above options on volatility as expected. The values drop with the strike quite substantially for the parametric models HSV, SV J, and V GSA. This drop is less marked for LV but is still quite substantial at the lower maturities when compared with LL. For the longer maturities LV and LL are comparable. The values rise with maturity for LV and fall for LL. The Sato processes maintain value with both strike and maturity with the values not falling that fast with strike or maturity. This is presumably a consequence of the effects of scaling as outlined in the theoretical analysis of the variance of realized quadratic variation for Sato processes presented in Section 4.
Finally we present graphs of prices for the six products using six models. The products are the locally floored and globally capped cliquet LF GC with the floor at −10 and the cap at 25, the locally capped at 10 and globally floored at −25 LCGF cliquet, the swing cliquet SC with a strike at 10 and cap 25, the reverse swing cliquet RSC with strike 10 and cap 500 and the variance V AR OP T ION and volatility options V OL OP T IONS struck at 25. The six models are HSV, SV J, V GSA, LV, LL, and CGMY Sato with Y = .5. The other Sato prices were similar and we graph just one Sato price.
Conclusion
This paper presents the properties of Sato processes, introduced in Carr, Geman, Madan and Yor (2007) , as models for structured product pricing. These are additive processes with inhomogeneous but independent increments. We observe that the forward return distributions depart from spot return distributions with falling at the money volatilities and sharper skews. To their advantage they are possibly suitable as models for options on realized variance, as the inhomogeneity induces realized variance to remain a random variable over the longer horizon, unlike the situation for Lévy processes or more generally short memory processes. In addition we develop a uniform simulation method for a wide class of Sato processes based on the construction of a Ziggurat from the base Lévy density.
With respect to pricing structured products it is shown that linear or risk neutral pricing principles are not relevant. Instead the ask and bid prices are shown to be concave and convex functionals respectively, consistent with the principles of hedging to acceptability. It is also observed that ask prices are the maximum of a range of risk neutral valuations while bid prices are the minimum of a similar range. The risk neutral valuations correspond to selected equivalent martingale measures. A natural consequence is that different products should be priced by different risk neutral models. The resulting nonlinear pricing is also free of arbitrage provided there is agreement across market participants on the cone of acceptable risks.
Path spaces are generated for a variety of Sato processes and a number of reference models commonly used in the industry. Comparative prices are provided for a range of structured products including options on realized variance. It is observed that the Sato processes over price cliquets relative to other models. They also maintain the value of long dated options on realized variance.
