ABSTRACT With the development of deep learning, image super-resolution has made great breakthroughs. However, compared with a color image, the performance of depth map super-resolution is still poor. To address this problem, multilevel recursive guidance and progressive supervised network (MRG-PS) is proposed in this paper. First, a multilevel recursive guidance architecture is presented to extract features of a color stream and depth stream, in which the depth stream is guided by the color features at each level. Second, a progressive supervision module is developed to supervise the multilevel recursion to obtain depth residual information on different levels. Finally, a residual fusion and construction strategy is designed to fuse all residual information and reconstruct the high-resolution depth map. The experimental results demonstrate that the proposed method outperforms the state-of-the-art methods.
I. INTRODUCTION
Recently, depth map is being widely utilized in many applications involving stereo display, machine vision, virtual reality [1] , [2] . Compared with texture image, the depth map is difficult to capture precisely by depth sensing technologies. At present, the methods of acquiring depth map mainly include three categories, namely, stereo matching methods, laser scanning methods, and range sensing methods [3] , [4] . However, the resolution of depth map is usually lower than that of the corresponding color image. In addition, the object edge of depth map is easy to distort. These drawbacks hinder the development of many technologies, such as 3D reconstruction, view synthesis, and object detection [5] - [7] . In order to solve this problem, depth map super-resolution technology is developed to improve the quality of depth map.
As a challenging issue, image super-resolution (SR) aims at improving the quality of a low-resolution (LR) image to produce a high-resolution (HR) image [8] , [9] . At the same
The associate editor coordinating the review of this manuscript and approving it for publication was Zhanyu Ma. time, the high-frequency information of LR image can be reconstructed by the super-resolution methods [10] . Image super-resolution technology includes color image SR and depth map SR. Different from color image, there is no complex texture information in the depth map, which is only composed of smooth regions and less object edges. Due to the fact that the high-frequency information of image edges is easy to lose, thus the reconstruction of sharp edges is more difficult. Therefore, more attention has been paid to repairing the edges of depth map, which is the main task of depth map super-resolution.
In this paper, we propose a novel dual-stream network to achieve the depth map SR, which utilizes the low-resolution depth map and the high-resolution color image simultaneously. The main contributions of this paper can be summarized as follows. 1)A dual-stream convolutional neural network based on multilevel recursive guidance and progressive supervision is proposed to solve the depth map SR. 2) A multilevel recursive guidance architecture with recursive block is presented to extract color and depth feature maps, and the color feature maps are utilized to guide the depth map SR at each level. 3) In order to learn multiple phased depth map predictions, a progressive supervision module is explored to generate multilevel residual submaps. 4) Considering the different information of residual submaps, a residual fusion and reconstruction strategy is developed to fuse submaps information and reconstruct depth map.
The rest of this paper is organized as follows. In Section 2, we summarize and discuss the related works. Section 3 presents the proposed depth map super-resolution method in details. Experimental results and comparisons are reported in Section 4. Finally, the paper is concluded in Section 5.
II. RELATED WORKS
In past decades, a large number of algorithms have been developed to address the super-resolution issue. These methods are grouped into three categories, namely, traditional interpolation filtering methods, external examplebased methods, and deep learning methods [11] - [13] .
The traditional interpolation filtering methods are defined as prediction-based methods, which work well at the smooth area. However, they have poor performance at the discontinuous area and lead to magnifying the jagged artifacts. In order to overcome this drawback, the joint bilateral filters were developed to repair the distorted edges with an additional edge weighting scheme [1] . In addition, the joint trilateral filters were also proposed, which considered the gradient information of depth map [4] and view synthesis quality [5] . However, these methods may introduce annoying noises in the process of image upsampling. In addition, it is limited to predict missing pixels only based on the information of image itself.
To solve the issue of traditional interpolation filtering [14] , many external example-based methods have been proposed to explore the relationship between LR and HR. Sandeep and Jacob [6] used a joint Gaussian mixture model (GMM), which is learned from concatenated vectors of high and low resolution patches, to solve single image SR problem. Kiechle et al. [15] introduced a co-sparse analysis model to capture the interdependency of registered intensity and depth information. Zhang et al. [16] took advantage of the complementary information from intensity image and depth map, and learned a joint dictionary to reconstruct a fine quality depth map. Mandal et al. [10] utilized some HR depth maps for creating sub-dictionaries of exemplars to reconstruct a dense depth map. Zhao et al. [17] combined the residual and sparse representation, where multiple dictionaries are used to successively learn the residual boundary information.
In recent years, deep learning has been widely applied in a wide range of applications [18] - [21] . Super-resolution methods based on deep learning have shown great advantages over traditional methods. As the pioneer work, SRCNN [22] introduced deep learning into super-resolution for the first time, and proved that the sparse representation can be viewed as a convolutional neural network (CNN). Based on the advantages of CNN, several improved frameworks have been proposed to improve the performance of SR. The residual network [23] and the densely connected network [24] were proposed to enhance the network learning capability for SR. RCAN [25] utilized a residual channel attention network to obtain very deep trainable network as well as learn more useful channel-wise features. SFT-GAN [3] tried to recover natural and realistic texture conditioned on the categorical priors, for which the spatial feature transform (SFT) layer was proposed. DRRN [26] combined the two structures of residual and recursion to construct a concise network for image super-resolution. As the network continues to deepen and widen, computational complexity and memory consumption become challenges. To alleviate these questions, Hui et al. [8] proposed information distillation network for single image super-resolution. However, due to the different inherent properties between depth map and color image, these methods do not work well for depth map super-resolution. To obtain sharper depth edge, some color-guided depth map SR methods are designed by dual-stream convolutional neural network. Ni et al. [9] utilized the edge map as guidance information to refine the object edges of depth map. MSG-Net [13] complemented LR depth features with HR intensity features by using a multi-scale fusion strategy to resolve depth map upsampling. Similarly, Yang et al. [27] utilized a plain stacked convolutional network to extract joint features to obtain a HR depth map.
III. PROPOSED METHOD
Considering that the edges of low-resolution depth map are often damaged severely, it is difficult to recover sharp edges only from depth map itself. In this paper, a dual-stream colorguided structure is proposed to solve the ill-posed problem of depth map super-resolution. The proposed method consists of four parts, including domain transformation, multilevel recursive guidance, progressive supervision, and residual fusion and reconstruction.
A. STRUCTURE OF MRG-PS NETWORK
The proposed MRG-PS network is shown in Fig.1 . As shown in the figure, the network includes color and depth streams. The input of color stream is the HR color map Y h , which is the luminance channel of YCbCr space. The input of depth stream is the bicubic-interpolated LR depth map D l . First, the HR color maps and LR depth maps are transformed to the feature domain by convolutional layer f y0 and f d0 respectively. Thus, the basic features F y and F d are obtained by
, where y and d denote color and depth stream respectively. Second, the basic features F y are sent to the multilevel recursive block of color stream for extracting guidance features, and the F d are sent to the multilevel recursive block of depth stream for extracting depth features. Then, the guidance features are combined with depth features to form compound feature maps. Third, the compound feature maps at each level are further sent to the progressive supervision module to generate multilevel residual submaps. Finally, an estimation of HR depth map is obtained by using the residual fusion and reconstruction strategy.
B. MULTILEVEL RECURSIVE GUIDANCE
The mapping relationship between low resolution and high resolution is crucial to SR task, which determines the quality of depth map reconstruction. In this paper, a multilevel recursive guidance architecture is proposed to fit the complex mapping relationship. The proposed architecture is a dualstream framework, which is designed to gradually improve the depth map resolution by interactive recursive blocks. As shown in Fig.2 , the main parts of the multilevel recursive guidance architecture include color recursive block, depth recursive block, and guidance.
1) COLOR RECURSIVE BLOCK
The recursive block of color stream consists of two convolutional layers, f y1 and f y2 , which are used to extract the color residual features. In addition, the basic features F y are added to the color residual features to get the output of color recursive block. In this paper, each execution of recursive block is defined as one level. Suppose that the output of the n-th level recursion is H Y n (n ∈ (1, N ) ), which is determined as follows.
where Y denotes color stream. H Y (n−1) denotes the output of (n − 1)-th level recursion, and H Y 0 = F y . N represents total recursive levels.
2) DEPTH RECURSIVE BLOCK
Depth recursive block has the partially symmetric structure with color recursive block. It also contains two convolutional layers, f d1 and f d2 , which are applied to obtain the depth residual features. Similar to color recursive block, the basic features F d are added to the depth residual features to get the intermediate output of depth recursive block. The intermediate output of the n-th level recursion, G D n , is given by:
where D denotes depth stream. H D (n−1) denotes the final output of (n − 1)-th level recursion, and H D 0 = F d .
3) GUIDANCE
In order to provide favorable auxiliary information for depth map reconstruction, the output of recursive block in color stream is introduced into the depth stream. At each recursive level, the feature maps from color and depth recursive blocks are cascaded first, which form a group of new features with double channels. Then, the new features are synthesized by convolutional layer f d3 to get the compound feature map H D n , which denotes the final output of depth recursive block at n-th level:
where H Y n is the output of color recursive block and G D n is the intermediate output of depth recursive block at n-th level. The compound features map H D n is sent to the next level recursion as well as the progressive supervision module.
C. PROGRESSIVE SUPERVISION
In order to learn multiple phased depth map predictions, the progressive supervision module is introduced in this paper. First, each residual submap is generated from each output of depth stream. Then, the LR depth map is added to residual submap to obtain a phased depth map prediction. The MSE loss between the prediction and the ground truth is calculated finally.
Considering the progressive relationship between the outputs of different recursive levels, multiple specific convolutional layers are adopted to supervise different recursive levels. The progressive supervision module can generate residual submaps of different levels. In addition, The signal of early prediction loss can be backpropagated directly to the recursive block through very few layers, thus quickly updating the parameters of the recursive block. Therefore, the problems of gradient disappearance and explosion are alleviated.
Assumed that the n-th residual submap is R hn , which is generated from n-th level compound feature map H D n , the R hn is formulated as:
where f sn is a convolutional layer. Then, the LR depth map D l is added to the residual submap R hn to get the depth map prediction. The MSE loss L n between the prediction and ground truth can be expressed as:
in which, M is the number of training patches. D i l denotes i-th low-resolution depth patch, and D i h is the corresponding ground truth. The total supervision loss L s of this module is defined as:
D. RESIDUAL FUSION AND RECONSTRUCTION
Super-resolution reconstruction is a pixel-wise prediction task. To avoid the loss of pixel information, all residual submaps of different levels are considered comprehensively.
First, the residual submaps are cascaded to extract fused features by convolutional layer f f .
where R h1 , , , R hN represent the multilevel residual submaps. Then the reconstruction layer f r is implemented on the fused features to reconstruct residual map R h .
Finally, the initial low-resolution depth map D l is added to R h to obtain the high-resolution depth map D h .
In the training phase, the reconstruction loss L r is defined as:
where D i h is the i-th reconstructed patch, and D i h denotes the corresponding ground truth. The final loss function L is expressed as:
IV. EXPERIMENTS A. EXPERIMENTAL SETTINGS
In this section, we train our model with a total of 980 image pairs, including 403 image pairs from MPI-SintelStereo Datasets [28] , 566 image pairs from Scene Flow Datasets [29] , and 11 image pairs from Middlebury Stereo Datasets [30] , [31] . Each image pair consists of a color image and a depth map. 5 widely used image pairs Art, Books, Cones, Teddy and Tsukuba from Middlebury Stereo Datasets are validated in the test phase. All the training data is cropped to form overlapping patches of 48 × 48 size for each stream and normalized to the range of [0, 1] . Regarding the number of levels in the multilevel recursive guidance architecture, experimental results demonstrate that 6-level recursion performs best. The channel number of all convolutional layers is 64, and the kernel size is 3 × 3. To keep the dimensions of all feature maps consistent, we pad zeros for convolutional layers. The min-batch size is set to 64 in the training phase. The learning rate mechanism uses a stepwise decay strategy, i.e., every 10 epochs iteration, the learning rate is decreased to half. The base learning rate is set to 0.1. For different scale factors (2×, 4×, 8×), we train specific networks respectively. We train and update our model using stochastic gradient descent (SGD) on one NVIDIA GeForce GTX 1080Ti GPU.
B. COMPARISON RESULTS
To demonstrate the effectiveness of the proposed method, the quantitative and qualitative evaluations are conducted in this study. We compare the proposed method with the stateof-the-art methods, i.e. GMM [6] , Kiechle's method [15] , SRCNN [22] , MSG-Net [13], Yang's method [27] . [6] . (c) Kiechle's method [15] . (d) SRCNN [22] .
(e)MRG-PS (ours).
The results of GMM [6] , Kiechle's method [15] and SRCNN [22] are obtained by retraining their models with depth data. The results of MSG-Net [13] and Yang's method [27] are quoted from their papers. Table 1 shows the quantitative comparison between the proposed method and the other five methods, and the root mean square error (RMSE) are conducted in this section. As shown in the table, the performance of GMM [6] is the worst. Kiechle's method [15] does well in upsampling depth maps at large scale (8×). However, in case of small scale (2×), the RMSE of Kiechle's method [15] is almost twice that of the best. The other four methods are based on CNN, and our method achieves the best performance at different scales. It can be seen that the RMSE obtained by the proposed method is lower than that of SRCNN [22] in all the cases. Compared with MSG-Net [13] , the proposed method has better performance especially in 2× and 4× cases. The RMSE of proposed method is lower than that of Yang's method [27] in the 4× case, and almost equal in the 2× and 8× cases. However, the proposed method uses fewer parameters, which avoids over-fitting and achieves comparable results. In summary, thanks to the proposed multilevel recursive guidance structure and rich residual information provided by progressive supervision module, the RMSE of reconstructed results by our method is lower than that of current methods. Fig. 3 illustrates the visual comparison result of 8× superresolution for Art and Books. It can be seen that the GMM [6] method cannot work well for upsampling at 8× scale, which causes annoying artifacts on the reconstructed depth map. The results of SRCNN [22] have serious ringing effects and messy noise. For example, the pen in Fig.3(d) has pseudo edges, since the SRCNN only uses three convolutional layers to train the SR model. The results of Kiechle's method [15] have obvious jaggy artifacts. In contrast, our method tries to resolve the boundary artifacts problem by multiple recursive guidance and progressive supervision, thereby achieving more satisfactory reconstructed depth map with sharper edge.
V. CONCLUSION
In this paper, a novel color-guided multilevel recursion and progressive supervision network is presented to solve the depth map super-resolution. The multilevel recursive architecture realizes the multilevel guidance of color map to depth map super-resolution. Progressive supervision module enables recursive blocks to fit the relationship between LR and HR, and generates residual submaps at different levels. Moreover, all residual submaps are fused to reconstruct depth map by residual fusion and reconstruction strategy. Experimental results have shown that the proposed MRG-PS achieves superior performance in depth map super-resolution.
