processes, which are modelled as the product of a potential rate with three dimensionless factors 10 related to soil water content, nitrogen content and temperature. These equations involve a total 11 set of 15 parameters, four of which are site-specific and should be measured on site, while the 12 other 11 are considered global, i.e. invariant over time and space. We first gathered prior informa- scales.
Introduction
In both of these equations, the generalised Darcy's law has subsequently been introduced in order 1 to better simulate water dynamics in fine-textured soils (Gabrielle et al., 1995) . are partitioned on a daily basis to currently growing organs (roots, leaves, stems, fruits) accord-6 ing to crop development stage. The latter is driven by the accumulation of growing degree days, 7 as well as cold temperature and day-length for crops sensitive to vernalisation and photoperiod. Lastly, crop N uptake is computed through a supply/demand scheme, with soil supply depending 9 on soil nitrate and ammonium concentrations and root length density.
10
A micro-biological sub-model simulates the turnover of organic matter in the plough layer. composition, mineralisation and N-immobilisation are modelled with three pools of organic mat-12 ter (OM): the labil OM, the microbial biomass and the humads. Kinetic rate constants define the pore space (F W ), nitrate content (F N ) and temperature (F T ) in the topsoil, as follows:
In a similar fashion, the daily nitrification rate (Ni, kg N ha −1 d −1 ) is modelled as the product 
Nitrous oxide emissions resulting from the two processes are soil-specific proportions of total 5 denitrification and nitrification pathways, and are calculated according to:
where r is the fraction of denitrified N and c is the fraction of nitrified N that both evolve as N 2 O.
7
The N 2 O sub-model of CERES-EGC involves a total set of 15 parameters of which four of them 8 are site-specific and must be measured on site, while the other 11 are considered global, i.e. in- the response functions with the associated parameters are described in Appendix A (Eqs. 7-12).
18
Prior information was gathered on all parameters on a literature review. For lack of information 19 on the form of the pdf of these parameters, the latter were assigned uniform distributions within 20 their likely range derived from literature data (Table 1) . Parameters were supposed to be en-
21
tirely independent (i.e. non-correlated). This type of hypotheses, which are likely to be violated 22 densities may be very small numbers, rounding errors needed to be avoided and all calculations 20 were carried out using logarithms. The logarithm of the data likelihood is thus set up, for each 21 data set Y i , as follows:
where y j is the mean N 2 O flux measured on sampling date j in the data set Y i and σ j the standard less than 60%. The chains filtered in this way were considered to be a representative sample from 25 the posterior pdf, and from this sample were calculated the mean vector, the variance matrix and 1 the 90% confident interval for each parameter.
2
The generation and analysis of the Markov chains were carried out with the statistical package 3 R (R Development Core Team, 2008) and in particular its coda package (Plummer et al., 2006) .
4
The CERES-EGC model was encapsulated within R as a library, generated from the original (ii) to obtain better estimates for the global parameters (initially deemed universal in the model).
10
The first objective was pursued by calibrating the parameters for each data set separately, which is 11 referred to later on as the dataset-by-dataset procedure. In a second step, the global parameters
12
were calibrated by running our procedure with the 11 data sets simultaneously (multi-dataset 13 procedure), i.e. by calculating the posterior distribution as:
where Y i is the data of the i th site and the ∝ symbol means 'proportional to'. In this case, the 15 log-likelihood is calculated as the sum of the log-likelihoods of all the data sets (for a given 16 parameter set in the MCMC chain).
17

Evaluation of model predictions
18
The performance of the calibration procedures was assessed by calculating the root mean square 19 error (RMSE). RMSE was defined, for each data set Y i , as follows (Smith et al., 1996) :
Posterior parameter distributions
1 Figure 1 shows boxplots of the posterior parameter distributions after calibration with the dataset-2 by-dataset and the multi-dataset procedures. Such representation makes it possible to visualize 3 differences between parameter pdfs across datasets, while the shape of the boxplot reveals the 4 dispersion and symmetry of the marginal distributions. Our Bayesian procedure generally gen-5 erated uni-modal distributions, and convergence test corroborated that the MCMC chains con-6 verged. Figure 2 presents the 50 and 97.5% quantiles of the Gelman-Rubin shrink factor for the 7 11 parameters calibrated with the data set of La Saussaye, and shows that it approached 1 for all 8 parameters, evidencing the convergence of the calibration.
9 Figure 1 shows that the posterior distributions became narrower compared to the uniform prior 10 distributions, which is undoubtedly due to the efficiency of our calibration procedure. This was particular true for parameters θ 10 (the half-saturation constant of nitrification response 23 to ammonium) and θ 11 (the Q10 factor for nitrification) for the data sets of Champnoël AN, La
24
Saussaye and Grignon. We should therefore reconsider the prior ranges for these parameters.
The rightmost boxplot in each of the 11 graphs in Figure 1 depicts the distribution obtained with 1 the multi-dataset procedure. The shape of this boxplot and its median value appeared to be more 2 constrained by certain datasets than others, which may be explained by the fact that data sets 3 with a comparatively larger number of observations of higher precision had substantially more 4 weight in the log-likelihood function. For example, the boxplots of the multi-dataset calibration 5 exhibited high similarity with those of the La Saussaye site for parameters θ 1 , θ 3 and θ 6 .
6
Some data sets were collected in the same sites, i.e. under identical climate patterns and soil 7 types but with differentiated crop management (the Rafidin, Le Rheu and Champnoël datasets).
8
Since the parameters of the N 2 O module are mostly related to soil properties, it was expected 9 that the calibration should produce similar distributions for these three sites. To a certain extent,
10
this was the case for the parameters θ 2 , θ 3 and θ 6 , giving support to the idea that these param- parameter pdfs with a wider spread (and thus higher uncertainty) than in the dataset-by-dataset 17 calibration, owing to the wide ranges covered by the dataset-specific pdfs. While this was true 18 of some parameters (e.g., θ 4 , θ 5 , and θ 7 ), it was the opposite for others (most notably θ 1 and θ 3 ). that the minimum WFPS for nitrification activity (θ 8 ) were centred on a unique value, while the 24 optimum WFPS (θ 7 ) was lower in the calibration with two data sets. The calibrated maximum
25
WFPSs for nitrification (θ 9 ) were centred on 90%. eters θ 1 (the WFPS threshold triggering denitrification) and θ 6 (the exponent of the power-law).
6
Hénault and Germon (2000) and Heinen (2006) showed that denitrification was highly sensitive 7 to θ 1 , and that this parameter was dependent on soil type. The response of denitrification to 8 soil temperature (F T ) had a similar shape across the various parameterizations, for temperatures 9 lower than 25°C which corresponds to the range encountered in the field experiments. This 10 leads to the conclusion that the function calibrated with the multi-dataset procedure could be 11 considered universal.
12
Bayesian calibration also quantifies correlations between parameters in the posterior. Most pa-13 rameters were cross-correlated, with coefficients higher than 0.4 for 6 of them ( (2007)), in response to significant rains.
10
The Bayesian calibration managed to circumvent the simulation of these two unobserved peak 11 fluxes by raising the WFPS threshold for denitrification (θ 1 ) from 62% (default value) to 73%, to believe that the parameter set summarised in Table 1 could be a good compromise when the 21 model will be applied for a new site.
22
In addition, Table 5 shows that the calibration did not really improve the simulations for two 23 datasets: Villamblain and Arrou. For both datasets, the data were not informative enough to 24 significantly improve parameter estimation. In the case of Arrou, the discrepancies may also too strong a deviation from the model hypotheses. butions. The calibrated model could predict daily N 2 O fluxes rather well, except for the highest 10 peaks with high experimental error which it failed to predict in some cases.
11
In addition, the procedure makes it possible to quantify model output uncertainty in the calcula- is 25 times higher than ours, compared to an estimate of 3.16% using the N 2 O measurements.
20
Their observed emission range was an order of magnitude higher than that of our database. As-21 similate such extreme data with our procedure would be helpful to enlarge the prediction range
22
of CERES-EGC, and to check its ability to predict annual emissions higher than 10 kg N 2 O-
23
N ha −1 y −1 .
24
Our results also suggested that annual N 2 O emissions were not strictly proportional to fertiliser 25 N rate, which is in agreement with the results of Barton et al. (2008 and Km denit the half-saturation constant (mg N kg −1 soil).
where F W is the denitrification response factor to soil WFPS, Tr W F P S is a threshold value below 5 which no denitrification occurs and POW is the exponent of the power law.
where F T is the denitrification response function to soil temperature (T,°C), in the form of two 10) where N N is the nitrification response factor to [NH + 4 ], the soil ammonium content (mg N kg −1 soil).
11
The half-saturation constant Km nit (mg N kg −1 soil) is calculated at each soil water content (Hp, w/w).
where N W is the nitrification response function to soil water content. Nitrification is assumed to 2 increase linearly from a minimum WFPS (MIN W F P S ) up to an optimal value (OPT W F P S ) and 3 then to linearly decrease down to a maximum WFPS (MAX W F P S ) (Rolland et al., 2008) .
where N T is the response factor to soil temperature (T,°C) and Q10 nit is the Q10 factor for this 5 reaction.
6
Appendix B. The Metropolis-Hastings algorithm
7
The Metropolis-Hastings algorithm consists of three steps:
8
Step 1. Randomly generate a new "candidate" parameter vector
where δ is a random vector generated using a multivariate normal distribution;
10
Step 2. Calculate the ratio of the posterior probability of the candidate vector over the posterior 11 probability of the current candidate:
In our case, since calculations are made using logarithms, we compute the log of α as the 13 difference between the log of the posterior probability of the candidate vector minus the 14 log of the posterior probability of the current vector.
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hal-00342825, version 1 -1 Dec 2008 Table 5 : Root mean square errors (RMSE, in g N 2 O-N ha −1 d −1 ) based on: the prior expectancy of predictions, the posterior expectancy of predictions, the posterior expectancy of parameters, the maximum a posteriori parameter vector and the posterior expectancy of predictions from the multi-dataset procedure. Figure 1: Posterior distributions of the 11 calibrated parameters (θ 1 to θ 11 ) represented as boxplots over the prior range of variation (corresponding to the range of the y-axis). The boxplots are computed from calibration dataset-by-dataset and with the "multi-dataset" procedure. The boxplots depict the median (solid line), the 2nd and 3rd quartiles (bars), the 1st and 4ht quartiles (dotted line), and the extreme values (excluding outliers). 
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