ABSTRACT Recently, semisupervised classification methods have been widely applied in many scientific fields, among them, the graph-based methods of semisupervised classification have attracted great attention due to their effectiveness. However, most existing graph-based multi-view methods only construct a graph on each view, and cannot make full use of the abundant information provided by multi-view data. In addition, some semisupervised classification methods directly learn a fixed graph with original input data which contain noise that result in unreliable graphs. Based on these considerations, we propose a novel adaptive multi-view semisupervised classification model which construct a joint global-local graph with total views to attain the connection between each view and within each view. Our model can obtain a better consistency structure and learn the weight coefficient automatically after finite iterations. We also develop a nongreedy optimization algorithm to solve our objective function. In our model, we studied the effect of the global structure on the overall classification performance, and the experiments verified the theoretical derivation. We also studied the effect of label ratio on classification accuracy in different algorithms. The experimental results show that the classification accuracy of our algorithm is higher than other existing algorithms in the range of moderate label ratio so that it has great advantages in practical applications. When the global graph is added, the model still has good performance in terms of running time and convergence rate. The comprehensive experiments on different real-world datasets show the effectiveness of the proposed approach and demonstrate the advantage over other methods.
I. INTRODUCTION
Nowadays, multi-view data, which is obtained from different views, has been widely applied in many scientific fields. [1] Among these applications, multi-view semi-supervised classification method has attracted much attention due to its extraordinary performance. Semi-supervised classification is to use a small number of labeled samples [2] and their category information and data distribution information of unlabeled samples to establish a classification model, then classify unknown sample data sets [3] . The method makes full use of the labeled sample's information, which not only reduces the requirement of the labeled sample size, but also improves the accuracy and generalization ability of the classification model [4] . As a result, the semi-supervised classification method is applied in various aspects, such as text
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classification [5] , face recognition, image classification [6] and clustering [7] , [8] etc. It play an active role in machine learning, data mining and bioinformatics [9] .
At present, most existing semi-supervised classification methods can be roughly divided into four categories: Disagreement-Based Methods, Generative Methods, Discriminative Methods and Graph-Based Methods [10] . Among them, Due to the graph-based semi-supervised classification method is relatively straightforward. The objective function is a convex function that is easy to optimize, and the method has good generalization ability [11] . The graph-based semisupervised classification methods are widely studied recent years.
The graph-based method employs a manifold hypothesis that constructs a graph with local information of the sample to approximate or estimate the data manifold if the data manifold is unknown, and marks the unlabeled sample with the labeled sample based on the constructed graph [12] .
The main idea is to construct a graph based on the training sample set. The nodes on the graph represent the training samples, the nodes are connected by edges, and the weights of the edges represent the similarity between the samples, and then the objective function is defined [13] . By optimizing the objective function, it can correctly classify the labeled samples. In recent years, as graph-based methods have achieved good classification results, more and more graph-based methods have been proposed [14] - [23] .
The classical semi-supervised classification method based on graph is label propagation (LP), which was proposed by Zhu et al. [24] , in their work, labeled and unlabeled data are represented as vertices in a weighted graph, with edge weights encoding the similarity between instance. In digit and text classification, LP shows good experimental results. However, it results in the binary classification problem. Based on label propagation (LP), many semi-supervised classification methods are proposed [25] - [27] . Widmann and Verberne [20] proposed a semi-supervised learning method through submanifold. It first introduced a k-nearest neighbor graph to describe local neighborhood among the data set. Karasuyama and Mamitsuka [28] proposed multiple graph label propagation by spare integration (SMGI), which use sparse weights to linearly combine different graphs to implement label propagation (LP). Cai et al. [29] introduced an adaptive multi-modal semi-supervised classification algorithm which considers each type of feature as one modality, it learns a shared class indicator matrix and weights for different modalities.
Since many semi-supervised classification methods have specific weighting parameters that need to be adjusted, this has a lot of work in practical work. Nie et al. [30] proposed Parameter-Free Auto-Weighted Multiple Graph Learning (AMGL) method, which automatically learn the optimal weights for each graph, rather than introducing an additional parameter like the previous method. Motivated by this, they also proposed Multi-view Learning with Adaptive Neighbors (MLAN) [31] . It performs the local manifold structure learning simultaneously and adaptively modifies similarity matrix during each iteration until reach to the optimal one. In addition, it can learn the weight coefficient automatically after finite iterations. However, MLAN only focuses on the local structure and ignores the impact of the global structure on overall performance.
In this paper, we proposed a new multi-view semiclassification method named Adaptive Semi-Supervised Classification by joint Global and Local graph (SSC-GL), Our model not only has the advantages of MLAN, but also has the following contributions:
• Since the global term is added to the objective function, it is possible to study the effect of the weight of the global term in the objective function on the overall classification performance. At the same time, we can also study the impact of the addition of the global structure on the model running time and convergence rate. This kind of global thinking can also be used in other areas. • The proposed model makes full use of the rich information provided by the global structure, it exploits both the global structure embedded in the concatenated views and local manifold structure embedded in different views. Thus, the learned similarity matrix can well characterize the intrinsic relationship between data and obtain a better consistency structure, which is important for multi-view semi-supervised classification.
• Comprehensive experiments on several real-world data sets show the effectiveness of proposed approach, and demonstrate the advantage over other methods.
II. RELATED WORK
Through extensive reading of relevant literature on semisupervised classification, In this section, we first summarize strong and weak points of major competitors and our proposed model in TABLE 1. By summarizing the strong and weak points of the major competitors and our model, we can conclude that our model is innovative and advantageous. Since our model is to add a global graph based on MLAN to get a better consistency structure, so as to get a better classification effect, so next we briefly review the principle and objective function of MLAN. Finally, for the shortcoming of MLAN, we propose an improved idea. VOLUME 7, 2019 A. MULTI-VIEW LEARNING WITH ADAPTIVE NEIGHBORS Notations: Given a set of data points {x 1 , x 2 , · · · , x n }, x v i is the v -th view of the data point x i , S = {s ij } ∈ R n×n is the similarity matrix. Degree matrix D S is diagonal matrix and 
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very large number, according to [31] , [32] , problem (1) is equivalent to the following problem.
Through Eq. (2) we can find that the first item is about local structure, MLAN only focuses on the information of the local graph, but ignores the influence of the global graph on the semi-supervised classification. [33] , [34] III. ADAPTIVE SEMI-SUPERVISED CLASSIFICATION BY JOINT GLOBAL AND LOCAL GRAPH A. MOTIVATION
The key point of multi-view semi-supervised classification is to learn a consistent structure from different views. Only using local structure information is not enough to construct the consistent structure. Considering this, we add the global structure, which cooperates with local structure to learn a shared similarity matrix between different views. In this way, the graph learned is able to keep consistency of the same class better. At the same time, to study the impact of the global structure in more detail, we introduce parameters γ in front of the global structure. Therefore, we propose a new semi-supervised classification method which is Adaptive Semi-supervised classification by joint global and local graph (SSC-GL).
B. OBJECTIVE FUNCTION
The objective function is:
where
] is the i-th concatenated feature, the first item is the local structure, both first and third item of Eq. (3) are the same as Eq. (1), the second item is the global structure which is added to preserve rich information hidden between different views. Accordingly, Eq. (3) adds an additional parameter γ which balances the global and local graph's role in the objective function. By simple algebra, we can get:
where w v and ϕ are the adaptive parameters which are respectively defined as:
We can set the global graph as the graph which constructed by the (m + 1)-th view, so the Eq (4) can be converted to:
where ϕ v is the adaptive parameter corresponding to (m + 1)-th view.
Similar to the optimization process of MLAN [31] , our proposed method can be optimized to:
After initialization, S is known in the (t + 1) -th iteration, in other words, S is the value after the t-th update. Thus, we can easily calculate ϕ v by Eq. (9), and update F by minimizing Eq. (10) . In this situation, the first two terms of Eq. (10) become constants. Therefore, solving Eq. (10) is transformed into solving the following formula:
Thus, the optimal solution of Eq. (7) can be converted into the following problems
Take the derivative of Eq. (13) and let the derivative be 0 [24] , we can get
2) FIX F AND ϕ v , UPDATE S When ϕ v is fixed, the first item of Eq (10) through exchanging the order of summation, then it can be written as
which represents the weighted distance between data point x i and x j , then Eq. (10) becomes
where the method to calculate α is the same as MLAN.
After iteration, the final single class label could be assigned to unlabeled data points by following decision function
The position where the maximum value of each line of F is set to 1, while other places are set to 0. Then compare Algorithm 1 Adaptive Semi-Supervised Classification by Joint Global and Local Graph (SSC-GL) F with the label. Finally, obtain the classification accuracy (ACC). The Algorithm is summarized in Algorithm 1. The programming language is MATLAB.
D. COMPLEXITY ANALYSIS
Our model is composed of three stages [35] which are normalization process, initialization process and iterative update process, we analyze them separately. Donate m as the number of views and t p is the number of iterations to achieve convergence in classification process.
In normalization process, the complexity is O 1 = O(mn + 2m). In initialization process, the complexity is O 2 = O(m + n). In the iterative update process,
E. CONVERGENCE ANALYSIS
The proposed algorithm can find a local and global optimal solution. To prove its convergence, we need to utilize the lemma introduce by [36] .
Lemma 1: For any positive real number p and q, the following inequality holds
Proof convergence: We need to prove that updated S will decrease the objective value of problem (3) until converge. Suppose the updated S isS, in each iteration, we know that
From Lemma 1, we have
Sum over the Eq. (20) and Eq. (21) in two sides separately, we can get
This proves the convergence of the algorithm.
IV. EXPERIMENTS
In this section, we evaluate our method on six multiview datasets and compared it with several state-of-theart methods. Our source code can be found in https : //github.com/zhuangforjj/MLAN _SSC_global.
A. EXPERIMENT SETUP 1) COMPARISON ALGORITHMS
The comparison algorithms of the experiments are singleview classification methods and multi-view classification methods which have good classification effect: Single-view classification algorithm is the classic label propagation (LP) [24] , Multi-view classification algorithms are Parameter-Free Auto-Weighted Multiple Graph Learning (AMGL) [30] and Multi-view Learning with Adaptive Neighbours (MLAN) [31] .
2) EVALUATION METRIC
We use the classification accuracy (ACC) to evaluate the classification results, which is the proportion of the correctclassified data points in all unlabeled data. Its calculation method is: Let the total number of data points be n, the ratio of labels be radio, and the number of data points with the correct classification of unlabeled data points be n 1 , thus
3) CONTROL VARIABLES
In all experiments, each type of images was randomly drawn 20% for marking. For the same data set, if we randomly selected for marking each time, the result of each classification will be a little different. In order to better compare the difference of classification accuracy between the existing semi-supervised classification methods and our proposed model. On the data set, we randomly selected 20% of each type of images for the first time. Then on the same data set, experiments for all the next methods still use the same mark as the first time. Therefore, in the case of controlling the variables, the classification effect of different classification methods can be better compared.
4) PARAMETER SETTINGS
For the proposed method SSC-GL, there are two parameters λ and γ , respectively introduced by the Laplacian matrix rank constrain and the global item. In all experiments. Considering of simpleness and accelerating the convergence procedure, we can initialize λ to a random positive value, 1 to 30 in our experiment, we decrease it (λ=λ/4) if the connected components of S is greater than class number c or increase it (λ= 4λ) if smaller than c in each iteration, and γ is tuned from 0 to 3 by a step of 0.1. On all data set, each sample is assigned 9 nearest neighbours to construct graph. For other compared methods, we set their parameters to the optimal value if they have.
5) DATASETS
MSRC-v1 dataset [37] contains 240 images of 8 class. We select 7 classes composed of tree, airplane, bicycle, cow, face, car, building, and each class has 30 images. Five kinds of features are: 512 dimensional GIST feature, 256 dimensional LBP feature, 254 dimensional CENTRIST feature, 576 dimensional HOG feature and 24 dimensional CM feature. The specific labeling process is: Since the MSRC-v1 dataset has 7 types of 210 images, each type has 30 images, each type extracts 20% of the images to be labeled, that is, each type draws 6 images for labeling, a total of 42 images were extracted from the entire dataset for labeling.
On the MSRC-v1 dataset, the index number of the randomly extracted images are list = [1, 5, 12, 19, 23, 28 [38] contains 101 categories of images. We select 441 images of 7 classes, i.e. Face, Motorbikes, Garfield, Dolla-Bill, Stop-Sign Windsor-Chair and Snoopy. Three features including 620 dimensional HOG feature, 1160 dimensional LBP feature and 2560 dimensional SIFT feature.
The specific labeling process is: Since the Cal101 dataset has 7 types of 441 images, each type has 63 images, each type extracts 20% of the images to be labeled, that is, each type draws 12 images for labeling, a total of 84 images were extracted from the entire dataset for labeling.
On the Cal101 dataset, the index number of the randomly extracted images are: The specific labeling process is: Since the HW dataset has 10 types of 2000 images, each type has 200 images, each type extracts 20% of the images to be labeled, that is, each type draws 40 images for labeling, a total of 400 images were extracted from the entire dataset for labeling.
On the HW dataset, the index number of the randomly extracted images are: [40] is a real-world web image dataset, which contains 269,648 images in 81 concepts. 12 categories of animal concepts are selected, including cow, elk, horse, lion, cat, tiger, whales, wolf, dog, hawk, squirrel and zebra anima. Six low-level features are extracted to represent each image: 144 color correlogram, 128 wavelet texture,, 64 color histogram, 500 bag of words based, 73 edge direction histogram and 225 block-wise color moment on SIFT descriptions.
NUS-WIDE dataset
The specific labeling process is: Since the NUS-WIDE dataset has 12 types of 2400 images, each type has 200 images, each type extracts 20% of the images to be labeled, that is, each type draws 40 images for labeling, a total of 480 images were extracted from the entire dataset for labeling.
On the NUS-WIDE dataset, the index number of the randomly extracted images are [41] is a two-view dataset including two different modalities, i.e., visual and textual data. It contains 2,500 images about drosophila embryos belonging to 5 categories. Each image is represented by a 1750-dimensions visual vector and a 79-dimensions textual feature vector. In our experiment, the specific labeling process is: Since the BDGP dataset has 5 types of 2500 images, each type has 500 images. We extract 20% of the images of each type to be labeled and mark one image every 5 images.
Notting-Hill dataset [42] is a well-known video face benchmark, which is generated from movie ''Notting Hill''. There are 5 types of 550 images, each type has 110 images. We extract 20% of the images of each type to be labeled, the index number of the randomly extracted images are: . TABLE 2, TABLE 3, TABLE 4 and TABLE 5 list the average ACC of each approach and standard deviation (Std) on the four data sets. Through the analysis TABLE 2-5, we get some conclusions as following:
• Almost all multi-view classification methods achieve superior result than the best of single-view approaches. It shows that multi-view method is more effective than single view semi-supervised method, because multiview data can provide different views and richer information.
• We can see that the proposed method SSC-GL outperform other state-of-the-art methods in almost all experiments. On MSRC, Cal101, HW and NUS-WIDE data sets, the classification accuracy of SSC-GL has increases of 6.04%, 5.66%, 0.83%, 3.16% respectively compared with MLAN. Among them, the classification accuracy rate of HW in above multi-view classification methods has reached 97% or more. Therefore, the promotion of the SSC-GL method on the HW data set is not as obvious as other data sets.
• SSC-GL is very robust to the parameter λ, which is as the same as the MLAN. Thus, we just need to adjust the parameter γ to the optimal value. VOLUME 7, 2019 
C. DISSCUSSION 1) THE EFFECT OF GLOBAL PARAMETER
From the analysis in the previous section, we know that SSC-GL is very robust to parameter λ, we only need to adjust the value of the global parameter γ to achieve the highest classification accuracy. The experiments are performed on the same four datasets as the previous section, and the sample label ratio is still 20%. The value of parameter γ is taken from 0 to 3 in steps of 0.1. On the same dataset, when γ takes different values, it is guaranteed that the label index number is the same as the previous section, so that the variables are well controlled, thereby avoiding the influence on the classification accuracy rate due to the different random labels of the experiment, and ensuring the correctness of the experiment. FIGURE 1 shows the effect of global parameter γ on the overall classification performance on four datasets. We can see from FIGURE 1 that when γ is equal to 0, the classification accuracy is the same as MLAN (MSRC-v1 is 0.8869, Cal101 is 0.7423, HW is 0.9769 and NUS-WIDE is 0.4266). This also confirms our theoretical derivation, when γ is equal to 0, the global structure in Eq. (3) of the objective function does not exist, then the objective function is the same as MLAN, and the classification accuracy should be the same. Therefore, the theoretical derivation is consistent with the experimental results, and the correctness of the algorithm is verified.
When γ is gradually increased from 0 to a small range, the classification accuracy is gradually increasing. When γ is equal to 0.2, the maximum value of ACC is reached. This is because when we combine the global graph appropriately, the classification accuracy is improved. Therefore, we take γ equal to 0.2 in the experiment. After that, as γ continues to increase, the classification accuracy gradually decreases. This is easy to understand because if over-emphasizing the global structure in the objective function, the classification accuracy will drop and slightly jitter.
2) THE EFFECT OF LABEL RATIO
In previous experiments, the label ratio of all datasets was 20%. In this section of the experiment, we study the effect of label ratio on four data sets. We use AMGL [30] and MLAN [31] which are mentioned above as the comparison algorithms of our proposed algorithm, and conduct the same experiments, while the label ratio is from 0.05 to 0.95 in steps of 0.05. When the label ratio is selected, the images of the label is randomly selected for each experiment. Since different labels will slightly affect the classification accuracy. We repeat 50 experiments of each label ratio, then take the average ACC of 50 experiments. In SSC-GL, we take γ = 0.2. FIGURE 2 shows the effect of the label ratio on the overall classification performance of AMGL, MLAN and SSC-GL. The yellow curve represents AMGL model, while the red curve represents SSC-GL model, and the blue curve represents MLAN model. FIGURE 2 can be analyzed from the following two aspects:
The one is to compare the SSC-GL with MLAN and AMGL. On four datasets, three curves have similar trends. On the whole, the two curves of MLAN and SSC-GL are basically above the curve of AMGL. Next, we only need to compare the two curves of MLAN and SSC-GL. When the label ratio is in the range of very small to large (the label ratio of MSRC dataset ranges from 0.05 to 0.65, Cal101 from 0.05 to 0.6, HW from 0.05 to 0.8, and NUS-WIDE from 0.05 to 0.6), the red curve is always above the blue curve, i.e. the SSC-GL has a higher classification accuracy than the MLAN at the same label ratio. When the label ratio is very large (more than 0.7), the classification accuracy of SSC-GL is roughly the same or slightly lower than that of MLAN. We know that in the real semi-supervised classification, the label ratio is usually in a moderate range, therefore, our SSC-GL model has a greater advantage in semi-supervised classifications in practical applications.
The other is only to observe the red curve of SSC-GL itself and study the change in the classification accuracy rate when the label ratio changes. When the label ratio is 0.05 (i.e. the starting point of the curve), The classification accuracy of the experiment is the lowest, the label ratio at the starting point is too small so that the model does not get enough learning; As the label ratio increases slowly, the classification accuracy increases rapidly. This is because the algorithm gets more and more learning; when the label ratio increases to a certain value, the classification accuracy increases slowly or tends to be stable. This is because the existing labels can be well learned, and continuing to increase the label ratio has a little effect on the algorithm. When the label ratio reaches a very large value, such as 0.85, the classification accuracy continues to rise or fall a little. Through the above analysis, in the experiment, the label ratio is kept within the appropriate range, and the classification effect will be better.
3) MODEL STABILITY STUDY
Before updating the iteration, we need to initialize the value of the similar matrix S, our model's initialization method of S has shown in Algorithm 1. In this section, we study the effect of different initial values S to classification accuracy and convergence rate of the model on four datasets.
Different initialization method 1:
The input sample X is multi-view data set, and it has m views. We regard the global view as the (m + 1)-th view in our model. Construct a similarity matrix S(v) for each view, then S can be initialized to S = Different initialization method 2: Initialize S with a Gaussian distribution:
otherwise, 
4) COMPARE WITH MLAN
Since we added a global structure based on MLAN to get a better classification effect, for a more detailed study of the effects on adding global graph on the classification accuracy, running time and rate of convergence of the model, we compared our model SSC-GL with MLAN separately in this section. We compare on 6 datasets, including the previously mentioned MSRC, Cal101, HW and NUS datasets, as well as the newly added Notting-Hill and BDGP datasets.
a: CLASSIFICATION ACCURACY
During the experiment, the three aspects of evaluation metric, variables controlling, parameter settings are the same as those described in the previous section. Classification accuracy of MLAN and SSC-GL is shown in The computer processor we use for the experiment is AMD Athlon(tm) X4 860K Quad Core Processor 3.70GHz, the computer's RAM is 8.00 GB. On each dataset, we repeat the experiments five times and then take the average. TABLE 7 show the average running time and standard deviation on each dataset. From TABLE 7, we can see that the running time of SSC-GL is slightly longer than MLAN on most datasets. It is due to the addition of global graph, which increases the complexity of the algorithm. However, on MSRC and BDGP datasets, SSC-GL's running time is shorter. This is because on these two datasets, although the time for one iteration of SSC-GL is longer, in order to achieve convergence, MLAN iterates more times, resulting in a higher overall running time than our model. Therefore, in consideration of running time, SSC-GL still has good performance.
c: RATE OF CONVERGENCE
In the previous section, we have theoretically proved the convergence of our proposed model. On six datasets, we experimentally verify the convergence and the rate of convergence. We studied the convergence of MLAN and SSC-GL methods on each dataset. The value of the objective function changes with the number of iterations as shown in FIGURE 4. From FIGURE 4, we can conclude that MLAN and SSC-GL change similarly on the four databases, and both converge after iteration. The initial value of the first iteration of SSC-GL is higher than MLAN, which is due to the fact that SSC-GL adds an item to the objective function compared to MLAN. After SSC-GL converges, the value of objective function is smaller than that of MLAN, which is also a reflection of better classification effect.
V. CONCLUSION AND FUTURE WORK
In this paper, we introduce a novel adaptive multi-view semi-supervised classification model named SSC-GL. Different from other semi-supervised classification methods, our method explicitly considers both the local and global structures embedded in multi-view data and obtains a better consistency structure. Besides, we give an iterative algorithm to solve the objective and prove the convergence of our algorithm. Through experiments, we studied the effect of the global structure on the overall classification performance, and the experiments verified the theoretical derivation. And we also studied the effect of label ratio on classification accuracy in different algorithms. When the global graph is added, the model still has good performance in terms of running time and convergence rate. The experimental results show that the classification accuracy of our algorithm is higher than other existing algorithms in the range of moderate label ratio so that it has great advantages in practical applications. In classification performance, extensive experimental results show that the proposed model achieve superior performances. Future work may use the global thinking into Multi-view clustering or Cross modal classification. In future direction of multi-view semi-supervised classification, labeled data can be regarded as a view input, which can make full use of prior information, and classification accuracy might be improved.
