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Zusammenfassung
Zunehmende Gro¨ße und Komplexita¨t von kinetischen Modellen biochemischer Syste-
me erfordern effiziente numerische Methoden zur Identifizierung funktioneller Einhei-
ten, die unabha¨ngig voneinander betrachtet werden ko¨nnen. Daru¨ber hinaus verlangt
das hochgradig nichtlineare Verhalten biologischer Systeme dynamische Verfahren zur
Komplexita¨tsreduktion. Im Rahmen dieser Arbeit wurden methodische Ansa¨tze entwi-
ckelt, welche die modulare Struktur biochemischer Netzwerke dynamisch analysieren
und eine Aussage u¨ber die Auswirkungen zeitabha¨ngiger Spezies- bzw. Flusssto¨rungen
auf das Verhalten der Systeme ermo¨glichen. Die lokale Methode zur Komplexita¨ts-
reduktion basiert auf dem Konzept der Zeitskalenseparation und erlaubt eine fehler-
kontrollierte Analyse von Spezieskopplungen an die maßgebende Dynamik der bioche-
mischen Netzwerke in einer kleinen Umgebung des Referenzpunktes auf der Lo¨sungs-
trajektorie. Eine Erweiterung des lokalen Ansatzes zur Komplexita¨tsreduktion stellen
die globalisierten Verfahren dar. Sie beruhen auf einer Sensitivita¨tsanalyse entlang der
Lo¨sungstrajektorien, die auf vorher definierten Zeitintervallen stattfindet. Zusa¨tzlich
zur stu¨ckweisen Analyse der Spezieskopplungen ermo¨glichen die globalen Verfahren ei-
ne fehlerkontrollierte Identifizierung lokaler Erhaltungsbeziehungen. Weiterhin bildet
eine modifizierte Hauptkomponentenanalyse der Flusskontrollkoeffizienten, welche die
Propagation der Flusssto¨rungen mit der Zeit beschreiben, die Basis eines Algorithmus
zur Analyse wechselseitiger Flussbeziehungen in Reaktionssystemen. Die aussagekra¨fti-
gen Anwendungen der entwickelten Verfahren auf das Peroxidase-Oxidase-Modell und
auf unterschiedliche Modelle fu¨r Glykolyse in Hefe zeigen die systembiologische Rele-
vanz der Methoden im Sinne von Gewinnung funktioneller Einsichten in die Dynamik
biochemischer Systeme.
Abstract
Increasing size and complexity of kinetic models of biochemical systems require efficient
numerical methods for identification of functional subsystems which can be studied in-
dependently. Moreover, the highly nonlinear behaviour of biological systems calls for
dynamic complexity reduction techniques. Within the scope of this thesis methodolo-
gical approaches were developed which analyze the modular structure of biochemical
networks dynamically and allow a statement about the effects of the time-dependent
species or flux perturbations on the behaviour of the systems. The local complexity
reduction method is based on the concept of time-scale decomposition and permits
an error-controlled analysis of species couplings to the active dynamics of biochemi-
cal networks in the neighborhood of a reference point on the solution trajectory. The
globalized methods represent an extension of the local approach. They are based on
the sensitivity analysis along state trajectories whithin user defined time intervals. In
addition to the piecewise analysis of species couplings the global approach allows an
error-controlled identification of local conservation relations. Furthermore, a modified
principal component analysis of the flux control coefficients describing the propagation
of small flux perturbations with time forms the basis of an algorithm for the analysis
of reciprocal flux relations in reaction systems. The meaningfull applications of the
developed algorithms to the Peroxidase-Oxidase model and to different models for gly-
colysis in yeast show the biological relevance of the methods in the sense of providing
of functional insights into dynamics of biochemical systems.
i
Danksagung
An dieser Stelle mo¨chte ich mich bei all den Menschen bedanken, die zum Gelin-
gen dieser Arbeit beigetragen haben.
Mein Dank richtet sich an Prof.Dr.Dr. h.c. Ju¨rgen Warnatz und Prof.Dr.Dr.
h.c. Hans Georg Bock, die mich am Interdisziplina¨ren Zentrum fu¨r Wissenschaft-
liches Rechnen bei meiner Arbeit unterstu¨tzt haben.
Herzlich danke ich PD Dr. Dirk Lebiedz fu¨r seine zielgerichtete Betreuung die-
ser Arbeit, viele Anregungen und zahlreiche Diskussionen, die mir unter anderem
den Einstieg in den biologischen Teil des Projekts erleichtert haben.
Dr. Ju¨rgen Zobeley, Prof.Dr. Ursula Kummer und Dr. Irina Surovtsova von
EML Research gGmbH in Heidelberg danke ich fu¨r ihre Kooperation.
Mein Dank richtet sich an Dr. Ulrich Brandt-Pollmann und Jan Albersmeyer
aus der Arbeitsgruppe von Prof. H.G. Bock fu¨r ihre wertvollen Tipps bezu¨glich
DAESOL.
Bedanken mo¨chte ich mich auch bei allen meinen Kolleginnen und Kollegen
aus der Gruppe von Prof. Ju¨rgen Warnatz am IWR, insbesondere bei Oliver
Slaby und Lavinia Ciossu fu¨r eine angenehme Atmospha¨re in unserem Bu¨ro,
bei Volkmar Reinhardt fu¨r seine Unterstu¨tzung bei computerspezifischen Fragen
und bei Dr. Mario Mommer fu¨r die hilfreichen wissenschaftlichen Diskussionen.
Ich danke Ingrid Hellwig fu¨r ihre unermu¨dliche Hilfe bei allen administrativen
Ta¨tigkeiten sowie Oliver Slaby und Georgiana Baldea, die sich die Mu¨he gemacht
haben, das gesamte Manuskript sehr gru¨ndlich Korrektur zu lesen.
Mein besonderer Dank geht an meine Familie, die mich durch Ho¨hen und Tie-
fen dieser Arbeit begleitet und immer zu mir gehalten hat. Meinem Mann Walter
danke ich fu¨r die emotionale Unterstu¨tzung wa¨hrend meiner Promotionszeit und
den Glauben an mich. Meiner Tochter Sophia danke ich dafu¨r, dass sie mir immer
wieder auf ihre liebe, kindliche Art die Kraft zum Weitermachen gibt, ohne es
selbst richtig wahrzunehmen. Meinen Eltern und meinen Schwiegereltern danke
ich fu¨r die intensive Unterstu¨tzung bei der Betreuung der Tochter.
iii
Inhaltsverzeichnis
1 Einleitung 1
2 Kinetische Grundlagen 7
2.1 Sto¨chiometrische Matrix . . . . . . . . . . . . . . . . . . . . . . . 7
2.2 Massenwirkungskinetik . . . . . . . . . . . . . . . . . . . . . . . . 8
2.3 Enzymatische Reaktionen . . . . . . . . . . . . . . . . . . . . . . 10
2.3.1 Enzymkinetik . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.3.2 Enzyminhibierung . . . . . . . . . . . . . . . . . . . . . . 12
3 Theorie und Numerik von ODEs und DAEs 15
3.1 Theorie gewo¨hnlicher Differentialgleichungen . . . . . . . . . . . . 15
3.1.1 Einfu¨hrung . . . . . . . . . . . . . . . . . . . . . . . . . . 15
3.1.2 Existenz und Eindeutigkeit der Lo¨sung . . . . . . . . . . . 16
3.1.3 Autonome Systeme . . . . . . . . . . . . . . . . . . . . . . 18
3.2 Numerische Lo¨sung von Anfangswertproblemen . . . . . . . . . . 19
3.2.1 Steife Differentialgleichungen . . . . . . . . . . . . . . . . . 20
3.2.2 Extrapolationsverfahren . . . . . . . . . . . . . . . . . . . 20
3.2.3 Lineare Mehrschrittverfahren . . . . . . . . . . . . . . . . 26
3.2.3.1 BDF-Verfahren . . . . . . . . . . . . . . . . . . . 29
3.2.3.2 Numerische Realisierung von BDF-Verfahren . . 30
3.3 Berechnung der Sensitivita¨ten . . . . . . . . . . . . . . . . . . . . 31
3.3.1 Externe numerische Differentiation . . . . . . . . . . . . . 32
3.3.2 Interne numerische Differentiation . . . . . . . . . . . . . . 32
3.4 Singula¨re Sto¨rungsprobleme . . . . . . . . . . . . . . . . . . . . . 33
3.5 Grundlagen fu¨r Behandlung von DAEs . . . . . . . . . . . . . . . 37
3.5.1 Unterschiedliche Formen von DAEs . . . . . . . . . . . . . 37
3.5.2 Differentieller Index einer DAE . . . . . . . . . . . . . . . 38
3.5.3 Existenz und Eindeutigkeit der Lo¨sung . . . . . . . . . . . 39
3.5.4 Konsistente Anfagswerte . . . . . . . . . . . . . . . . . . . 39
4 Lokale Analyse der Spezieskopplungen 41
4.1 Methoden zur Dimensionsreduktion . . . . . . . . . . . . . . . . . 42
4.2 Zeitskalenanalyse . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
v
vi INHALTSVERZEICHNIS
4.2.1 Systeme mit konstanten Koeffizienten . . . . . . . . . . . . 45
4.2.2 Nichtlineare Systeme . . . . . . . . . . . . . . . . . . . . . 47
4.3 Adaptive Berechnung der reduzierten Dimension . . . . . . . . . . 51
4.3.1 Herleitung des Fehlerkriteriums . . . . . . . . . . . . . . . 52
4.3.2 Realisierung des Fehlerkriteriums im Algorithmus . . . . . 55
4.4 Kopplungsanalyse . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
4.5 Algorithmische Realisierung . . . . . . . . . . . . . . . . . . . . . 60
5 Globale Analyse der Spezieskopplungen 69
5.1 Richtungsidentifizierung im Phasenraum . . . . . . . . . . . . . . 70
5.1.1 Reelle Block-Schur-Zerlegung der Propagationsmatrizen . . 71
5.1.2 Singula¨rwertzerlegung der Propagationsmatrizen . . . . . . 73
5.2 Abscha¨tzung des Fehlers . . . . . . . . . . . . . . . . . . . . . . . 75
5.3 Analyse des Kopplungsverhaltens . . . . . . . . . . . . . . . . . . 76
5.4 Identifizierung der Erhaltungsbeziehungen . . . . . . . . . . . . . 78
5.5 Algorithmische Realisierung . . . . . . . . . . . . . . . . . . . . . 79
6 Anwendung der Verfahren 87
6.1 Peroxidase-Oxidase-Modell . . . . . . . . . . . . . . . . . . . . . . 87
6.2 Glykolyse . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
7 Flussanalyse 103
7.1 Metabolische Kontrollanalyse . . . . . . . . . . . . . . . . . . . . 104
7.2 Kontrollkoeffizienten fu¨r transiente Dynamiken . . . . . . . . . . . 106
7.3 Analyse der Flusskontrollkoeffizienten . . . . . . . . . . . . . . . . 108
7.3.1 Hauptkomponentenanalyse . . . . . . . . . . . . . . . . . . 109
7.3.1.1 Hauptkomponenten in R2 . . . . . . . . . . . . . 109
7.3.1.2 Hauptkomponenten in Rm . . . . . . . . . . . . . 111
7.3.1.3 Reduktion der Datendimension . . . . . . . . . . 113
7.3.2 Hauptkomponentenanalyse der Flusskontrollmatrizen . . . 113
7.4 Algorithmus mit Beispielen . . . . . . . . . . . . . . . . . . . . . . 118
7.4.1 Algorithmische Realisierung . . . . . . . . . . . . . . . . . 118
7.4.2 Michaelis-Menten-System . . . . . . . . . . . . . . . . . . 120
7.4.3 Glykolyse . . . . . . . . . . . . . . . . . . . . . . . . . . . 123
8 Zusammenfassung und Ausblick 133
8.1 Zusammenfassung der Arbeit . . . . . . . . . . . . . . . . . . . . 133
8.2 Ausblick . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 135
Literaturverzeichnis 137
Tabellenverzeichnis 147
Abbildungsverzeichnis 149
INHALTSVERZEICHNIS vii
Index 153
Kapitel 1
Einleitung
Biologische Systeme zeichnen sich vor allem durch ihre hohe Komplexita¨t aus.
Ihre zahlreichen Komponenten sind so miteinander vernetzt, dass im Inneren
eine fu¨r sich funktionierende Einheit entsteht, deren Analyse speziell entwickelter
Methoden bedarf. Ein gutes Beispiel dafu¨r ist die kleinste sichtbare Einheit aller
Lebewesen – die Zelle. Jede Zelle stellt ein eigensta¨ndiges System dar, das in der
Lage ist, Nahrung aufzunehmen und sie in Energie umzusetzen. Zellen reagieren
auf Reize und sind im Stande sich zu vermehren. Es gibt demnach eine Fu¨lle von
Zusammenha¨ngen zwischen den einzelnen Bestandteilen einer Zelle, die allerdings
nicht elementar und aufgrund ihrer Vielzahl und Komplexita¨t nicht leicht zu
erforschen sind.
Der Aufgabe, Methoden fu¨r ein besseres Versta¨ndnis komplexer biologischer
Systeme zu entwickeln, hat sich die Systembiologie (engl.: systems biology) (Kita-
no [60], [61]) gestellt. Dabei geht es darum, nicht nur die strukturellen Beziehun-
gen eines Systems, sondern auch sein dynamisches Verhalten unter verschiedenen
externen und internen Bedingungen zu untersuchen (Kitano [59]). Dies ist aber
nur dann mo¨glich, wenn Entwicklung computergestu¨tzter Modelle und Verfah-
ren zur Analyse komplexer Systeme begleitend zur experimentellen Forschung
betrieben wird. Aufgrund der hohen Komplexita¨t biochemischer Systeme neh-
men auch Verfahren zur Komplexita¨tsreduktion einen wichtigen Stellenwert in
der Systembiologie ein. Ihr prima¨res Ziel richtet sich dabei auf eine Zerlegung
des Systems in mehrere Module, die getrennt voneinander betrachtet werden
ko¨nnen. Sie soll den Wissenschaftlern helfen modellbezogen Zusammenha¨nge und
Kopplungsstrukturen biochemischer Systeme schneller zu erkennen.
In der Vergangenheit wurden einige Verfahren entwickelt, die zum besseren
Versta¨ndnis biochemischer Systeme beitragen. Im Folgenden seien einige Metho-
den kurz vorgestellt.
Die sto¨chiometrische Netzwerkanalyse (engl.: stoichiometric network analysis,
SNA) wurde 1988 von Clarke [19] entwickelt. Sie bezieht sich auf die Sto¨chio-
metrie eines Systems, die im Gegensatz zu kinetischen Eigenschaften meistens
bekannt ist. Analyse der Extremalpfade (engl.: extreme pathways) (Schilling et
1
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al. [88]) sowie Analyse der sogenannten elementaren Flussmoden oder Elemen-
tarmoden (engl.: elementary flux modes) (Schuster und Hilgetag [91], Schuster et
al. [89]) stellen weitere Ansa¨tze dar, die sich auf die topologische Struktur bio-
chemischer Netzwerke beziehen. Es werden kleine Unternetzwerke als Folge von
Reaktionen identifiziert, die unabha¨ngig vom kompletten Netzwerk ein Fließ-
gleichgewicht (engl.: steady-state) einnehmen ko¨nnen. Dabei ist die Menge der
Unternetzwerke eindeutig. Beim Ansatz der Extremalpfade wird zusa¨tzlich eine
lineare Unabha¨ngigkeit der Pfade gefordert, so dass Extremalpfade eine Teilmen-
ge der elementaren Flussmoden darstellen. Wegen der gewu¨nschten Unabha¨ngig-
keit entsprechen Extremalpfade den Kanten eines mehrdimensionalen konvexen
Kegels, der alle mo¨glichen Steady-State-Flu¨sse durch das gesamte Netzwerk bein-
haltet (Papin et al. [77]).
Mit Hilfe der Extremalpfade und der elementaren Flussmoden wurden viele
relevante Eigenschaften biologischer Systeme charakterisiert und neue Hypothe-
sen aufgestellt. Eine große Anzahl an metabolischen Netzwerken wurde analysiert.
Dazu za¨hlen auch die menschlichen roten Blutko¨rperchen (Schuster et al. [90], Wi-
back und Palsson [114]) und das Bakterium Escherichia coli (Stelling et al. [98],
Liao et al. [69]). Weitere Anwendungsbeispiele sowie eine allgemeine Einfu¨hrung
in die Theorie der Extremalpfade und der Elementarmoden beschreiben Papin et
al. in [77]. Fu¨r eine computerunterstu¨tzte Analyse sto¨chiometrischer Eigenschaf-
ten biochemischer Netzwerke sei auf die Software METATOOL [79] verwiesen.
Durch ihre hierarchische und modulare Organisation bieten metabolische Netz-
werke eine gute Basis fu¨r ihre Zerlegung in unabha¨ngige Untereinheiten, die so-
genannten Module (Ravasz et al. [80]). So wurden mehrere Algorithmen entwi-
ckelt, die diese strukturelle Eigenschaft der metabolischen Netzwerke ausnutzen
und somit zum besseren Versta¨ndnis komplexer Systeme beitragen. Ravasz et
al. [80] benutzen die sogenannte topologische U¨berlappungsmatrix (engl.: topo-
logical overlap matrix) als Grundlage fu¨r einen hierarchischen Clusteringalgo-
rithmus mit den durchschnittlichen Distanzen zwischen den generierten Clustern
(Average-Linkage-Verfahren) (Everitt und Dunn [32]). Gagneur et al. [40] grup-
pieren in einem iterativen Verfahren Reaktionen eines bipartiten Graphen (De-
ville et al. [31]) in Abha¨ngigkeit von der Anzahl der Speziesverbindungen mit den
Reaktionsknoten. Holme et al. [53] benutzen in ihrem Algorithmus ein heuristi-
sches Maß, das sogenannte betweenness centrality, fu¨r die sukzessive Entfernung
der Reaktionsknoten aus dem bipartiten Graphen. Eine U¨bersicht u¨ber die ent-
wickelten Methoden zur Berechnung der sogenannten Co-Sets (engl.: correlated
reaction sets), bestehend aus Reaktionen eines biochemischen Netzwerkes, die
immer in einem funktionellen Zustand des Netzwerkes zusammen auftreten, und
ihre Anwendung sind ausfu¨hrlich in (Papin et al. [78]) beschrieben.
Die Metabolische Kontrollanalyse (engl.: metabolic control analysis, MCA)
wurde Mitte der 70er Jahre von Kacser und Burns [56] bzw. Heinrich und Rapo-
port [49], [48] entwickelt. Die zwei Gruppen erstellten unabha¨ngig voneinander
einen theoretischen Rahmen fu¨r eine Sensitivita¨tsanalyse komplexer Netzwerke
3bezu¨glich der Parametervariationen in der Na¨he des Steady-State. In spa¨teren
Publikationen, siehe z. B. (Fell und Sauro [36], Reder [81]) wurde dieser Ansatz
vervollsta¨ndigt und mathematisch pra¨zisiert.
Die Standardtheorie der metabolischen Kontrollanalyse bezieht sich auf Sys-
teme im Fließgleichgewicht (Heinrich und Schuster [51]). Diese wurde auf zahlrei-
che biochemische Systeme angewandt, siehe z. B. Fell [35] und Wildermuth [116].
Versuche, die Theorie der metabolischen Kontrollanalyse auf periodische Syste-
me bzw. Systeme mit transienter Dynamik zu erweitern, wurden vor allem von
Kholodenko et al. [58] bzw. Ingalls und Sauro [55] unternommen.
Die meisten oben erwa¨hnten Methoden basieren auf den topologischen Ei-
genschaften der Netzwerke oder beschra¨nken sich auf spezielle Dynamiken und
ermo¨glichen somit einen eher begrenzten Einblick in die dynamische Struktur
biochemischer Systeme. Dabei zeigen die aktuellen experimentellen Daten, dass
viele biochemische Systeme ein a¨ußerst nichtlineares Verhalten aufweisen. Sehr
gute Beispiele dafu¨r sind die Peroxidase-Oxidase-Reaktion (PO-Reaktion) (Schee-
line et al. [87]) und die glykolytischen Oszillationen (Nielsen et al. [73]). Diese
Systeme zeichnen sich durch eine große Bandbreite an nichtlinearer Dynamik
aus. Dazu geho¨ren einfache und komplexe Oszillationen sowie Chaos (Scheeline
et al. [87], Nielsen et al. [73]).
Das Ziel dieser Arbeit besteht darin, methodische Ansa¨tze zu entwickeln, die
Erkenntnisse u¨ber dynamische Wechselwirkungen zwischen den einzelnen Netz-
werkkomponenten liefern und somit zur Komplexita¨tsreduktion der betrachteten
Systeme beitragen. Der Schwerpunkt liegt in erster Linie auf dem Kopplungsver-
halten der am Reaktionsmechanismus beteiligten Spezies und Netzwerkflu¨sse an
die maßgebende Dynamik des gesamten Systems. Die Methoden sollen vor allem
eine Aussage u¨ber die Auswirkungen zeitabha¨ngiger Spezies- bzw. Flusssto¨rungen
auf das dynamische Verhalten des Systems ermo¨glichen.
Es ist naheliegend, dass Auswirkungen der Speziessto¨rungen auf die System-
dynamik mit Hilfe der charakteristischen Zeitskalen der Systemprozesse unter-
sucht werden ko¨nnen. Biologische Systeme umfassen meistens eine Vielzahl un-
terschiedlich schnell ablaufender Prozesse. Auf der Genebene z. B. erfolgen Zu-
standsa¨nderungen im Bereich von Minuten oder Stunden, auf der neuronalen
Ebene dagegen im Bereich von Millisekunden. Die langsamen Prozesse wirken
dabei geschwindigkeitsbestimmend (Voet et al. [112]). Liegt nun die Dynamik ei-
ner Spezies komplett in einem Raum schnell relaxierender Prozesse, so wu¨rde das
bedeuten, dass ihre Zustandsa¨nderungen schnell mit der Zeit abklingen und somit
keinen Einfluss auf die Entwicklung des dynamischen Systemverhaltens ausu¨ben.
Daher eignet sich der Ansatz der Zeitskalenseparation, der insbesondere bei che-
mischen Systemen im Rahmen der Modellreduktion angewandt wird (Okino und
Mavrovouniotis [74], Tomlin et al. [104]), fu¨r die Analyse der Spezieskopplun-
gen biologischer Systeme. Der Ansatz basiert auf der Annahme, dass schnelle
Prozesse von der langsamen Dynamik entkoppelt werden ko¨nnen. Die bekann-
testen Methoden, die auf dem Konzept der Zeitskalenseparation aufbauen, sind
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die CSP-Methode (engl.: computational singular perturbation) (Lam [62], Lam
und Goussis [64]), die sogenannte ILDM-Methode (engl.: intrinsic low-dimensional
manifold) (Maas und Pope [70]) und die MEPT-Methode (engl.: minimal entro-
py production trajectory) (Lebiedz [65], Winckler [117]). Fu¨r die Analyse der
Spezieskopplungen an die maßgebende Systemdynamik eignet sich die ILDM-
Methode insofern am besten, da sie fu¨r jeden betrachteten Punkt auf der Lo¨sungs-
trajektorie Richtungen im Phasenraum identifiziert, in die schnelle und langsame
Prozesse ablaufen. Allerdings knu¨pft die Aufspaltung des Systems in zwei Teile
nicht an die Dynamik des Systems an. Es wird eine konstante Dimension des
langsamen Unterraumes angenommen. Um eine zeitabha¨ngige Aufspaltung der
Systemprozesse zu ermo¨glichen, wird eine Erweiterung des ILDM-Konzeptes mit
einem von Deuflhard und Heroth [29] vorgeschlagenen Fehlerkriterium fu¨r die
Kontrolle des durch die Relaxation schneller Prozesse entstandenen Fehlers in den
langsamen Komponenten vorgenommen. Dies ermo¨glicht eine fehlerkontrollierte
Identifizierung relaxierender Moden. Weiterhin sorgt eine speziell fu¨r nichtor-
thogonale Vektoren entwickelte Formel (Shaik et al. [93]) fu¨r eine automatische
Analyse der lokalen Spezieskopplungen an die maßgebende Systemdynamik.
Der oben beschriebene lokale Ansatz beschra¨nkt sich nur auf eine infinitesimal
kleine Umgebung des betrachteten Punktes auf der Trajektorie. Eine Erweiterung
des lokalen Konzeptes der Zeitskalenseparation auf beliebig große Zeitabschnitte
wird als “globaler” oder “stu¨ckweiser” Ansatz (Lebiedz et al. [67]) bezeichnet.
Diese Methode basiert auf der Analyse der Sensitivita¨tsmatrizen, welche die Pro-
pagation der Anfangswertvariationen entlang der Lo¨sungstrajektorie beschreiben.
Die Analyse der Propagationsmatrizen mittels der reellen Block-Schur-Zerlegung
bzw. der Singula¨rwertzerlegung hilft dabei, stark kontrahierende Richtungen im
Phasenraum, in welche die Sto¨rungen der Zustandsvariablen relaxieren, zu identi-
fizieren. Eine iterative Relaxation stark kontrahierender Moden und der Vergleich
der dadurch verursachten Abweichungen in den transformierten differentiellen
Variablen mit der benutzerdefinierten Toleranzgrenze liefern schließlich die mini-
male Dimension eines reduzierten Systems und die Moden, welche vom aktiven
Teil des Systems entkoppeln. Zusa¨tzlich zur Bestimmung stark kontrahierender
Moden bietet dieser Ansatz eine algorithmisch leicht zu realisierende Mo¨glichkeit
zur fehlerkontrollierten Identifizierung lokaler Erhaltungsbeziehungen (Lebiedz et
al. [68]).
Desweiteren wird in dieser Arbeit ein Algorithmus zur dynamischen Ana-
lyse gegenseitiger Wechselwirkungen zwischen den Netzwerkflu¨ssen vorgestellt.
Diese Methode basiert auf einer modifizierten Hauptkomponentenanalyse (engl.:
principal component analysis, PCA) (Everitt und Dunn [32], Fahrmeir [33]) der
Flusskontrollkoeffizienten, die im Rahmen der metabolischen Kontrollanalyse ein
Maß fu¨r die Fa¨higkeit der Flu¨sse (Reaktionen) sich gegenseitig beeinflussen zu
ko¨nnen darstellen. Dabei wird nicht nur die Flusskontrollmatrix am Ende des
betrachteten Trajektorienstu¨ckes in die Analyse einbezogen, sondern auch ihre
zeitliche Entwicklung innerhalb des betrachteten Zeitabschnittes.
5Gliederung der Arbeit
Kapitel 2 der vorliegenden Arbeit widmet sich den kinetischen Grundlagen che-
mischer Reaktionen und gibt eine Einfu¨hrung in die Massenwirkungs- und En-
zymkinetik.
Kapitel 3 befasst sich mit den theoretischen und numerischen Grundlagen
zur Behandlung von gewo¨hnlichen Differentialgleichungssystemen (engl.: ordinary
differential equations, ODE) und differentiell-algebraischen Gleichungssystemen
(engl.: differential algebraic equations, DAE). Es werden grundlegende Begrif-
fe sowie Existenz- und Eindeutigkeitsaussagen fu¨r Lo¨sungen von Anfangswert-
problemen eingefu¨hrt. Neben der Numerik des extrapolierten linear-impliziten
Eulerverfahrens auf einem a¨quidistanten Gitter widmet sich dieses Kapitel dem
BDF-Verfahren (engl.: backward-differentiation formulas), dessen Grundlage ein
lineares Mehrschrittverfahren bildet. Daru¨ber hinaus wird das Prinzip der inter-
nen numerischen Differentiation zur Berechnung der Sensitivita¨tsmatrizen erla¨u-
tert und ein wichtiges Resultat aus dem Gebiet der singula¨ren Sto¨rungsprobleme,
na¨mlich die asymptotische Entwicklung von Lo¨sungen singula¨r gesto¨rter Proble-
me, pra¨sentiert.
Fu¨r die Analyse lokaler Spezieskopplungen an die aktive Dynamik des ge-
samten Systems wurde ein Algorithmus entwickelt, auf dessen theoretische und
numerische Einzelheiten in Kapitel 4 eingegangen wird. Zuna¨chst werden allge-
meine Begriffe wie Zeitskala und Relaxation eines Prozesses am Beispiel linearer
und nichtlinearer Systeme eingefu¨hrt und das im Algorithmus eingesetzte Feh-
lerkriterium zur lokalen Berechnung der reduzierten Dimension hergeleitet. Im
Anschluss findet eine Anwendung des beschriebenen Algorithmus auf zwei kleine
biochemische Systeme statt.
In Kapitel 5 wird der Algorithmus zur lokalen Analyse der Kopplungen an
schnelle und langsame Dynamiken der am Reaktionsmechanismus beteiligten
Spezies auf Trajektorienstu¨cke erweitert. Zur Identifizierung stark kontrahieren-
der Richtungen stehen zwei Mo¨glichkeiten zur Verfu¨gung: die reelle Block-Schur-
Zerlegung und Singula¨rwertzerlegung der Propagationsmatrizen, die mittels der
internen numerischen Differentiation berechnet werden. Weiterhin wird das im Al-
gorithmus eingesetzte Maß fu¨r die Gu¨te iterativ berechneter DAE-Approximatio-
nen des transformierten ODE-Systems sowie Formeln fu¨r eine automatische Be-
rechnung der dynamischen Spezieskopplungen vorgestellt. Im Anschluss wird eine
Mo¨glichkeit zur Identifizierung lokaler Erhaltungsbeziehungen vorgefu¨hrt und an-
hand zweier biochemischer Systeme – Michaelis-Menten-System und Oregonator
– die Relevanz algorithmisch begru¨ndeter Kopplungsaussagen gezeigt.
Nach der Anwendung der in Kapiteln 4 und 5 dargestellten Methoden zur
Kopplungsanalyse der Spezies an die aktive Dynamik widmet sich Kapitel 6
gro¨ßeren biochemischen Systemen, um potenzielle Entkopplungen zu identifizie-
ren. Dazu geho¨ren die Peroxidase-Oxidase-Reaktion, die sich durch ein reichhal-
tiges dynamisches Verhalten auszeichnet, und ein Modell fu¨r den Glukoseabbau
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in Hefe. Fu¨r beide Modelle findet eine ausfu¨hrliche Diskussion der erzielten Er-
gebnisse numerischer Komplexita¨tsreduktion statt.
Kapitel 7 befasst sich mit der dynamischen Analyse der gegenseitigen Wechsel-
beziehungen der Netzwerkflu¨sse. Nach einer allgemeinen Einfu¨hrung in die meta-
bolische Kontrollanalyse folgt eine Herleitung der Kontrollkoeffizienten unter dem
Aspekt ihrer mo¨glichen Berechnung fu¨r Nicht-Steady-State-Trajektorien. Danach
wird eine Methode aus dem Gebiet der multivariaten Datenanalyse, die soge-
nannte Hauptkomponentenanalyse, vorgestellt, die nach einigen Modifikationen
fu¨r die Untersuchung gegenseitiger Beziehungen der Flu¨sse eingesetzt wird. Der
Schluss des Kapitels widmet sich der biochemischen Anwendung des dargestellten
Algorithmus.
Im letzten Kapitel werden die beschriebenen Methoden zusammengefasst und
ihre potentielle Weiterentwicklung diskutiert.
Kapitel 2
Kinetische Grundlagen
Die Kinetik (Voet et al. [112], Atkins und de Paula [4]) befasst sich mit den
Geschwindigkeiten chemischer Reaktionen mit der Zielsetzung, einzelne Reak-
tionsschritte detailliert zu beschreiben. Da die Geschwindigkeit einer Reaktion
und ihre A¨nderung bei unterschiedlichen Bedingungen eng an den Reaktionsweg
gebunden ist, liefert sie wichtige Hinweise auf den Reaktionsmechanismus.
Dieses Kapitel behandelt neben der sto¨chiometrischen Matrix die Massenwir-
kungs- und Enzymkinetik, die dabei helfen, die Reaktionseigenschaften in Form
von mathematischen Gleichungen zu formulieren.
2.1 Sto¨chiometrische Matrix
Unter Sto¨chiometrie (Atkins und de Paula [4]) versteht man das Verha¨ltnis der
in einer chemischen Reaktion umgesetzten Stoffmengen. So werden beispielsweise
in der folgenden Reaktion mit dem Geschwindigkeitskoeffizienten k1
2A
k1−→ 2B + C (2.1)
2 mol A in 2 mol B und 1 mol C umgewandelt. Damit lauten die sto¨chiometri-
schen Koeffizienten fu¨r die Substanzen A, B und C −2, 2 bzw. 1. Die Vorzeichen
der sto¨chiometrischen Koeffizienten ha¨ngen von der Orientierung der jeweiligen
Reaktion ab. Substanzen auf der linken Seite, die als Edukte bezeichnet werden,
erhalten ein negatives, dagegen die Produkte auf der rechten Seite der Reakti-
onsgleichung ein positives Vorzeichen.
Eine Reaktion der Form
A + B −→ D
la¨uft in Wirklichkeit oft u¨ber eine Folge von Elementarreaktionen (einfache mo-
lekulare Prozesse), z. B.:
A + B
k1−→ C
C
k2−→ D. (2.2)
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In diesem Fall wird das Reaktionssystem in die Elementarreaktionen zerlegt, de-
ren sto¨chiometrische Koeffizienten in einer Matrix zusammengefasst werden. So
lautet die sto¨chiometrische Matrix fu¨r 2.2:
N =


−1 0
−1 0
1 −1
0 1


A
B
C
D
Dabei stellen die Spalten der Matrix N die sto¨chiometrischen Koeffizienten der
einzelnen Elementarreaktionen und die Zeilen die Koeffizienten der an den Ele-
mentarreaktionen beteiligten Spezies dar.
Die Definition der sto¨chiometrischen Matrix la¨sst erkennen, dass sie unabha¨n-
gig von den kinetischen Eigenschaften (z. B. Geschwindigkeitskoeffizienten k1 und
k2 der einzelnen Reaktionen) ist. Sie basiert nur auf der Kenntnis des molekularen
Mechanismus des Systems und bietet daher eine gute Grundlage fu¨r die Analyse
der strukturellen Eigenschaften (bio)chemischer Systeme. Fu¨r diese Zwecke wer-
den vor allem Analysemethoden eingesetzt, die Verfahren der linearen Algebra
auf die sto¨chiometrische Matrix anwenden (Heinrich und Schuster [51]).
2.2 Massenwirkungskinetik
Ein chemisches System mit n Spezies und m reversibel verlaufenden Elementar-
reaktionen la¨sst sich in der allgemeinen Schreibweise (Crampin et al. [20]) als
n∑
i=1
n
′
ijXi
k±j
⇋
n∑
i=1
n
′′
ijXi, j = 1, ..., m (2.3)
darstellen. Dabei entsprechen Xi den Spezies, k+j und k−j den positiven Ge-
schwindigkeitskoeffizienten der j-ten Hin- und Ru¨ckreaktion und n
′
ij und n
′′
ij den
sto¨chiometrischen Koeffizienten der Edukte bzw. der Produkte der j-ten Reakti-
on, so dass die Differenzen n
′′
ij − n′ij den Eintra¨gen nij in der sto¨chiometrischen
Matrix N entsprechen.
Die A¨nderungsrate der Spezieskonzentrationen la¨sst sich mathematisch als
Differentialquotient aus der Konzentrationsa¨nderung und der Zeita¨nderung dar-
stellen. Sie setzt sich aus der Summe der Reaktionsgeschwindigkeiten vj(x, p)
aller Reaktionen zusammen, in denen die Spezies Xi als Edukt oder als Produkt
auftaucht, multipliziert mit den sto¨chiometrischen Koeffizienten:
dxi
dt
=
m∑
j=1
(n
′′
ij − n
′
ij)vj(x, p), i = 1, ..., n. (2.4)
Dabei bezeichnet xi die Konzentration der Spezies Xi, x = (x1, ..., xn)
T und
p = (k+1, k−1, ..., k+m, k−m)
T. Wird v(x, p) als ein Vektor aus den einzelnen Re-
aktionsgeschwindigkeiten vj(x, p) fu¨r j = 1, ..., m definiert, so la¨sst sich 2.4 in der
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Vektorschreibweise als
dx
dt
= Nv(x, p) (2.5)
formulieren.
Die Reaktionsgeschwindigkeit vj(x, p) dru¨ckt die Geschwindigkeit aus, mit der
die an der jeweiligen Reaktion j beteiligten Stoffe verbraucht oder gebildet wer-
den. Im 19. Jahrhundert wurde von den norwegischen Chemikern Guldberg und
Waage das Massenwirkungsgesetz aufgestellt. Es beru¨cksichtigt bei Elementar-
reaktionen die Abha¨ngigkeit der Geschwindigkeiten von der Konzentration der
Reaktanten bei einer konstanten Temperatur. Die Reaktionsgeschwindigkeit ist
demnach proportional zur Wahrscheinlichkeit eines Zusammenstosses zwischen
den Reaktanten, die wiederum proportional zum Produkt aus den mit den Mole-
kularita¨ten (sto¨chiometrischen Koeffizienten) potenzierten Konzentrationen der
Reaktionspartner ist. Dies wird durch die folgenden Geschwindigkeitsgleichungen
ausgedru¨ckt:
vj(x, p) = k+j
n∏
l=1
x
n
′
lj
l − k−j
n∏
l=1
x
n
′′
lj
l , j = 1, ..., m.
Im chemischen Gleichgewicht einer Reaktion findet keine A¨nderung der Zu-
sammensetzung des Reaktionsgemisches mehr statt, d. h. die Reaktion j kommt
mit vj(x, p) = 0 zum Erliegen. Damit folgt∏n
l=1 x
n
′′
lj
l eq∏n
l=1 x
n
′
lj
l eq
=
n∏
l=1
x
(n
′′
lj
−n
′
lj
)
l eq =
k+j
k−j
= Kj eq,
wobei xl eq die entsprechenden Gleichgewichtskonzentrationen darstellen. Kj eq
wird hierbei als Gleichgewichtskonstante der j-ten Reaktion bezeichnet.
Die Reaktionsgeschwindigkeiten vj(x, p) ha¨ngen somit von den Spezieskon-
zentrationen x und den Geschwindigkeitskoeffizienten k±j der einzelnen Hin- und
Ru¨ckreaktionen ab, die im Vektor p zusammengefasst sind. Werden die molare
Konzentration in Mol pro Liter und die Zeit in Sekunden angegeben, so la¨sst
sich die Reaktionsgeschwindigkeit in Mol pro Liter und Sekunde (mol · l−1 · s−1)
angeben. Fu¨r den Reaktionsmechanismus 2.2 ergeben sich somit folgende Reak-
tionsgeschwindigkeiten:
v1 = k1x1x2, v2 = k2x3
mit x1 = [A], x2 = [B] und x3 = [C], wobei die Speziesbezeichnungen in den
eckigen Klammern die Konzentrationen der jeweiligen Spezies darstellen. Multi-
plikation mit der sto¨chiometrischen Matrix N
dx
dt
=


−1 0
−1 0
1 −1
0 1


(
v1
v2
)
=


−v1
−v1
v1 − v2
v2


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liefert vier Differentialgleichungen, welche die A¨nderungsraten der Spezieskon-
zentrationen beschreiben.
2.3 Enzymatische Reaktionen
Enzyme (Voet et al. [112]) sind homogene Biokatalysatoren, die aus den in der Na-
tur vorkommenden Proteinen oder Nukleinsa¨uren bestehen. Ihre Moleku¨lstruktur
entha¨lt ein aktives Zentrum, das fu¨r die Bindung der Substrate (die Ausgangs-
stoffe der jeweiligen Reaktion) und die Synthese der Produkte verantwortlich ist.
Enzyme beschleunigen den Reaktionsablauf und bleiben nach Beendigung der
Reaktion unverbraucht zuru¨ck.
S
E−→ P (2.6)
Schema 2.6 zeigt eine einfache Darstellung der durch das Enzym E katalysierten
Umwandlung von Substrat S in das Produkt P.
Ein wichtiger Aspekt bei den enzymatischen Reaktionen ist deren Regulation,
z. B. die Hemmung bzw. Aktivierung der Enzymaktivita¨t durch Fremdsubstan-
zen, die dem Organismus in Form von Medikamenten zugefu¨hrt wurden, oder
durch einen natu¨rlichen Stoff einer Zelle, der dort in den Regulationsmechanis-
mus eingebunden ist.
In den folgenden zwei Abschnitten soll na¨her auf die Modellierung der en-
zymatisch katalysierten Reaktionen am Beispiel einer irreversibel verlaufenden
Enzymreaktion und auf die Einbindung enzymatischer Hemmung in die Reakti-
onsgeschwindigkeit eingegangen werden.
2.3.1 Enzymkinetik
Eine enzymatisch katalysierte Reaktion la¨sst sich wie folgt modellieren:
S + E
k±1
⇋ ES
k2→ P + E. (2.7)
Demnach bilden Substrat S und Enzym E zuna¨chst einen Enzym-Substrat-Kom-
plex ES, der dann entweder wieder in die Edukte zerfa¨llt oder unter Freisetzung
des Enzyms zum Produkt P weiter reagiert.
Die zeitlichen A¨nderungsraten der Spezieskonzentrationen fu¨r S, ES und P
aus 2.7 lassen sich gema¨ß der in Kapitel 2.2 dargestellten Massenwirkungskinetik
beschreiben:
d[S]
dt
= k−1[ES]− k+1[S][E] (2.8)
d[ES]
dt
= k+1[S][E]− k−1[ES]− k2[ES] (2.9)
d[P]
dt
= k2[ES]. (2.10)
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1913 formulierten Leonor Michaelis und Maude Menten die Annahme, dass
k−1 ≫ k2. Wird zusa¨tzlich vorausgesetzt, dass auch k1 ≫ k2 gilt, so stellt die
Umsetzung des Enzym-Substrat-Komplexes ES zum Produkt P und Enzym E
den geschwindigkeitsbestimmenden Schritt dar. In diesem Fall kann davon aus-
gegangen werden, dass das Zwischenprodukt ES in einem stationa¨ren Zustand
vorliegt (Briggs und Haldane [16]), seine Konzentration sich also nach einer kur-
zen Initialphase nicht a¨ndert:
d[ES]
dt
= 0. (2.11)
Unter der Quasistationarita¨tsannahme 2.11 und aufgrund der Erhaltungsglei-
chung
[E]total = [E] + [ES]
la¨sst sich aus 2.9 folgende Beziehung herleiten:
[ES] =
[E]total[S]
k−1+k2
k+1
+ [S]
.
Damit ergibt sich fu¨r die Reaktionsgeschwindigkeit der Produktbildung
vP =
d[P]
dt
= k2[ES] =
k2[E]total[S]
KM + [S]
, (2.12)
wobei KM =
k−1+k2
k+1
die sogenannte Michaelis-Menten-Konstante darstellt. An
dieser Stelle soll erwa¨hnt werden, dass auch hier vP von den Spezieskonzen-
trationen und den Geschwindigkeitskoeffizienten abha¨ngt. In diesem Abschnitt
wird jedoch auf die explizite Angabe dieser Abha¨ngigkeiten aus vereinfachenden
Gru¨nden verzichtet. Bei hohen Substratkonzentrationen ([S]≫ KM) erreicht die
Geschwindigkeit einen Maximalwert und ha¨ngt nicht mehr von [S] ab, so dass
gilt:
vP = vmax = k2[E]total.
Nach dem Einsetzen der Definition von KM und vmax in 2.12 entsteht schließlich
die sogenannte Michaelis-Menten-Beziehung
vP =
vmax[S]
KM + [S]
. (2.13)
Der Ableitung der Michaelis-Menten-Beziehung 2.13 wurde eine irreversibel
verlaufende Enzymreaktion zugrundegelegt. Ein großer Teil von Enzymreaktionen
verla¨uft hingegen reversibel
S + E
k±1
⇋ ES
k±2
⇋ P + E. (2.14)
Die reversiblen Enzymgleichungen 2.14 werden in zwei irreversible Michaelis-
Menten-Reaktionen gema¨ß 2.7 zerlegt. Dabei entsteht die Hinreaktion durch
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k−2 = 0 und die Ru¨ckreaktion durch k+1 = 0. Fu¨r beide Richtungen werden
nach dem gleichen Schema wie fu¨r 2.7 die Reaktionsgeschwindigkeiten
v1 =
v1max[S]
KMS + [S]
, v2 =
v2max[P]
KMP + [P]
aufgestellt und in einer gemeinsamen Michaelis-Menten-Beziehung
v = v1 − v2 = KMPv
1
max[S]−KMSv2max[P]
KMSKMP + [S]KMP + [P]KMS
(2.15)
zusammengefasst.
Bei reversiblen Enzymreaktionen wird, im Gegensatz zu irreversiblen, das
Substrat nur soweit verbraucht, bis ein Gleichgewichtszustand erreicht ist, bei
dem sich die Umsatzgeschwindigkeiten beider Richtungen gegenseitig kompensie-
ren. Die Geschwindigkeit der Gesamtreaktion ist dann v = 0 und Gleichung 2.15
vereinfacht sich zu
KMPv
1
max[S]eq = KMSv
2
max[P]eq,
wobei [S]eq und [P]eq die entsprechenden Gleichgewichtskonzentrationen darstel-
len. Die Gleichgewichtskonstante der gesamten Reaktion ist demnach gegeben
durch
Keq =
[P]eq
[S]eq
=
KMPv
1
max
KMSv2max
.
Das Ku¨rzen von KMSKMP aus 2.15 und das anschließende Ausklammern von
v1max[S]/KMS im Za¨hler liefern
v = v1max
[S]
KMS
(
1− Γ
Keq
)
1 + [S]
KMS
+ [P]
KMP
(2.16)
mit Γ = [P]/[S].
Eine detaillierte Herleitung der Reaktionsgeschwindigkeiten fu¨r die irreversi-
bel und reversibel verlaufenden enzymatischen Reaktionen der Form 2.7 und 2.14
findet sich in (Voet et al. [112]) und (Bisswanger [10]).
2.3.2 Enzyminhibierung
Die Wirkung eines Enzyms kann durch die Gegenwart einer Substanz oder eines
Inhibitors I auf unterschiedliche Art und Weise unterdru¨ckt werden. In diesem
Abschnitt werden zwei grundlegende Arten von Enzymhemmung dargestellt.
Bei der kompetitiven Hemmung konkurriert der Inhibitor mit dem Substrat
um das aktive Zentrum und reduziert somit seine Fa¨higkeit zur Substratbindung.
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Eine kompetitive Hemmung kann beispielsweise u¨ber den folgenden Mechanismus
beschrieben werden:
S + E
k±1
⇋ ES
k2→ P + E (2.17)
I + E
k±3
⇋ EI. (2.18)
Hierbei wird angenommen, dass der Inhibitor I reversibel an das Enzym bindet,
wobei sich rasch ein Gleichgewicht mit der Gleichgewichtskonstanten
KIa =
[E][I]
[EI]
einstellt.
Bei der nichtkompetitiven Hemmung hingegen konkurriert der Inhibitor nicht
um das aktive Zentrum des Enzyms, sondern bindet an einen anderen Teil des
Enzymmoleku¨ls. Bei diesem Prozess wird die Geometrie des Enzyms gesto¨rt und
damit die Substratbindung verhindert. Weil Inhibitor und Substrat nicht um die
gleiche Stelle konkurrieren, kann der Inhibitor auch an den Komplex ES bin-
den und so einen Komplex ESI bilden. Somit werden bei der nichtkompetitiven
Hemmung die Reaktionsgleichungen 2.17–2.18 um die Gleichung
I + ES
k±3
⇋ ESI (2.19)
erweitert. In diesem Fall kann auch fu¨r die zweite Bindungsreaktion des Inhibitors
ein Gleichgewicht angenommen werden mit
KIb =
[ES][I]
[ESI]
,
wobei KIa und KIb verschieden sind. Fu¨r beide Formen der Enzymhemmung gilt
die Erhaltungsgleichung
[E]total = [E] + [EI] + [ES] + [ESI]
mit [ESI] = 0 bei der kompetitiven Hemmung, da in diesem Fall kein ESI-
Komplex vorliegt.
Mit der Stationarita¨tsannahme 2.11 und der obigen Erhaltungsgleichung la¨sst
sich – wie in Abschnitt 2.3.1 beschrieben – die Reaktionsgeschwindigkeit fu¨r die
Produktbildung entsprechend den Reaktionen 2.17–2.19, die eine nichtkompeti-
tive Enzymhemmung beschreiben, herleiten:
vP =
vmax[S]
KM(1 +
[I]
KIa
) + (1 + [I]
KIb
)[S]
. (2.20)
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Diese Reaktionsgeschwindigkeit entspricht der allgemeinen Michaelis-Menten-Be-
ziehung 2.13 mit [I] = 0. Aus 2.20 la¨sst sich ebenfalls die Reaktionsgeschwindig-
keit fu¨r die kompetitive Enzymhemmung herleiten. In diesem Fall bindet der
Inhibitor nur an das freie Enzym, so dass 0 < KIa <∞, KIb →∞ und [I]KIb → 0.
Gleichung 2.20 kann folglich zu
vP =
vmax[S]
KM(1 +
[I]
KIa
) + [S]
spezifiziert werden. Weitere Formen der Enzymhemmungen, wie z. B. unkompe-
titive oder partielle Hemmung, sowie detaillierte Herleitung der jeweiligen Reak-
tionsgeschwindigkeiten sind in (Bisswanger [10]) beschrieben.
Kapitel 3
Einfu¨hrung in die Theorie und
Numerik von ODEs und DAEs
Dieses Kapitel widmet sich den grundlegenden Definitionen und Sa¨tzen aus der
Theorie und Numerik gewo¨hnlicher Differentialgleichungssysteme. Dadurch soll
der Umgang mit der Problemstellung der vorliegenden Arbeit in den folgenden
Kapiteln erleichtert werden.
In den ersten drei Unterkapiteln findet sich eine Einfu¨hrung in die grundlegen-
den Begriffsbildungen und eine Antwort auf die Existenz- und Eindeutigkeitsfrage
fu¨r Lo¨sungen von Anfangswertproblemen in Form von ODEs. Es werden nume-
rische Methoden zur Lo¨sung von Systemen gewo¨hnlicher Differentialgleichungen
und zur Berechnung der Lo¨sungssensitivita¨ten bezu¨glich Parametervariationen
betrachtet.
Den U¨bergang zu den differentiell-algebraischen Gleichungen schaffen sin-
gula¨re Sto¨rungsprobleme mit der Mo¨glichkeit einer asymptotischen Entwicklung
ihrer Lo¨sungen. Dieses Resultat wird spa¨ter einen wichtigen Beitrag bei der Her-
leitung des Abbruchkriteriums fu¨r eine fehlerkontrollierte Analyse der lokalen
Spezieskopplungen leisten.
3.1 Theoretische Grundlagen fu¨r gewo¨hnliche
Differentialgleichungen
3.1.1 Einfu¨hrung
Eine explizite gewo¨hnliche Differentialgleichung erster Ordnung ist gegeben durch
dx
dt
= x˙ = F (t, x), t ∈ I. (3.1)
Dabei ist x : I → Rn eine gesuchte differenzierbare Funktion auf einem Intervall
I ⊂ R und F : D ⊂ R × Rn → Rn eine gegebene Funktion. Im Fall n = 1
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spricht man von einer skalaren gewo¨hnlichen Differentialgleichung und im Fall
n > 1 von einem System von gewo¨hnlichen Differentialgleichungen. Die Diffe-
rentialgleichung 3.1 heißt explizit, da der ho¨chste Ableitungsterm isoliert auf-
taucht, und gewo¨hnlich, da die unbekannte Funktion nur von einer reellen Va-
riable abha¨ngt (Walter [113]).
Definition 3.1 Ein Anfangswertproblem fragt nach einer Lo¨sung x : I ⊂
R → Rn, x ∈ C1, die im vorgegebenen Punkt (t0, x0) ∈ D ⊂ R × Rn startet, so
dass neben der Differentialgleichung 3.1 die Anfangsbedingung
x(t0) = x0
erfu¨llt ist.
Hierbei kann das Intervall I abgeschlossen, halboffen oder offen sein. Aus verein-
fachenden Gru¨nden wird die Variable t ∈ R als Zeit bezeichnet. Die Menge D
heißt dann (um die Zeit) erweiterter Phasen- oder Zustandsraum. Der Vektor x
charakterisiert den Zustand eines Systems und heißt deshalb Zustandsvektor.
3.1.2 Existenz und Eindeutigkeit der Lo¨sung
Nach der Einfu¨hrung der grundlegenden Definitionen geht es in diesem Abschnitt
darum, die Existenz- und Eindeutigkeitsfrage fu¨r Lo¨sungen der Anfangswert-
probleme zu kla¨ren. Dies geschieht mittels der beiden grundlegenden Sa¨tze von
Peano und Picard-Lindelo¨f. Aus letzterem resultiert das Hauptergebnis dieses
Kapitels, der globale Existenz- und Eindeutigkeitssatz (Aulbach [5]).
Satz 3.1 (Peano) Gegeben sei die stetige Funktion F : D → Rn auf einer offe-
nen Teilmenge D des R1+n. Dann besitzt jedes der Anfangswertprobleme
x˙ = F (t, x), x(t0) = x0, (t0, x0) ∈ D (3.2)
eine lokale Lo¨sung, d. h. es gibt ein β = β(t0, x0) > 0 derart, dass das Anfangs-
wertproblem 3.2 auf dem Intervall [t0−β, t0+ β] mindestens eine Lo¨sung besitzt.
Beweis: Siehe (Aulbach [5]). 2
Der Satz von Peano garantiert demnach fu¨r Differentialgleichungen mit einer ste-
tigen rechten Seite die Existenz einer lokalen Lo¨sung fu¨r das Anfangswertproblem.
Um zusa¨tzlich die Eindeutigkeit der Lo¨sung zu erzwingen, wird die Stetigkeits-
voraussetzung an F (t, x) mit der sogenannten Lipschitz-Stetigkeit bezu¨glich der
Variable x verscha¨rft.
3.1. THEORIE GEWO¨HNLICHER DIFFERENTIALGLEICHUNGEN 17
Definition 3.2 Gegeben sei die Funktion g : D ⊆ Rm+n → Rk. Gibt es hierbei
eine Konstante L ≥ 0 mit
‖g(s, x)− g(s, y)‖ ≤ L‖x− y‖ fu¨r alle (s, x), (s, y) ∈ D,
so heißt, die Funktion g(s, x) genu¨ge auf D einer (globalen) Lipschitz-Bedin-
gung bezu¨glich x (mit der Lipschitz-Konstante L) oder die Funktion g(s, x)
ist (global) Lipschitz-stetig bezu¨glich x in D.
Wenn es zu jedem Punkt in D eine Umgebung U gibt, so dass die Ein-
schra¨nkung von g(s, x) auf U ∩ D dort einer Lipschitz-Bedingung bezu¨glich x
genu¨gt, so heißt g(s, x) (lokal) Lipschitz-stetig bezu¨glich x in D.
Ist g(s, x) von s unabha¨ngig, so entfa¨llt bei den vorstehenden Begriffsbildungen
der Zusatz “bezu¨glich x”.
Eine Forderung nach der auf dem gesamten Definitionsbereich vorliegenden globa-
len Lipschitz-Stetigkeit wu¨rde dermaßen einschra¨nkend sein, dass sie nur von we-
nigen Differentialgleichungen erfu¨llt sein wu¨rde. Um zu einer geeigneten Fassung
des Satzes von Picard-Lindelo¨f zu gelangen, wird der lokale Begriff der Lipschitz-
Stetigkeit verwendet.
Satz 3.2 (Picard-Lindelo¨f) Ist D eine offene Teilmenge des R1+n und ist F :
D → Rn stetig und bezu¨glich x (lokal) Lipschitz-stetig, so besitzt jedes der An-
fangswertprobleme
x˙ = F (t, x), x(t0) = x0, (t0, x0) ∈ D
eine eindeutig bestimmte lokale Lo¨sung, d. h. es existiert ein β = β(t0, x0) > 0
derart, dass das Anfangswertproblem auf dem Intervall [t0−β, t0+β] genau eine
Lo¨sung besitzt.
Beweis: Siehe (Aulbach [5]). 2
Der Satz von Picard-Lindelo¨f liefert fu¨r ein gegebenes Anfangswertproblem jeweils
eine Lo¨sung mit kompaktem Lo¨sungsintervall. Es stellt sich daher die generelle
Frage, ob fu¨r eine vorliegende Lo¨sung das Lo¨sungsintervall vergro¨ßert werden
kann, und wie dies gegebenenfalls erfolgt. Diese Frage la¨sst sich mit dem Prinzip
der Lo¨sungsfortsetzung beantworten, indem der rechte “Endpunkt” (t0+α, x(t0+
α)) der vom Satz 3.2 gelieferten Lo¨sungskurve als neuer Anfangspunkt gewa¨hlt
wird. Auf das zugeho¨rige Anfangswertproblem
x˙ = F (t, x), x(t0 + α) = xt0+α
la¨sst sich dann wiederum der Satz 3.2 anwenden. Allerdings existieren Anfangs-
wertprobleme, deren Lo¨sungen auf beschra¨nkten Intervallen unbeschra¨nkt sind
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und sich daher nicht auf ganz R fortsetzen lassen, obwohl die rechten Seiten der
Differentialgleichungen den Voraussetzungen des Satzes 3.2 genu¨gen. Somit resul-
tiert der globale Existenz- und Eindeutigkeitssatz, der eine eindeutige Lo¨sung auf
einem maximalen Lo¨sungsintervall Imax(t0, x0) mit den Randpunkten I
−(t0, x0)
bzw. I+(t0, x0) liefert.
Satz 3.3 (Globaler Existenz- und Eindeutigkeitssatz) Die Menge D ⊆
R1+n sei offen und die fu¨r alle (t, x) ∈ D erkla¨rte Funktion F : D → Rn sei
stetig und bezu¨glich x (lokal) Lipschitz-stetig. Dann gibt es zu jedem (t0, x0) ∈ D
ein eindeutig bestimmtes, t0 enthaltendes, offenes Intervall (I
−, I+) ⊆ R mit fol-
genden Eigenschaften:
1. Das Anfangswertproblem
x˙ = F (t, x), x(t0) = x0 (3.3)
besitzt genau eine Lo¨sung mit dem Existenzintervall (I−, I+).
2. Ist ν : J → Rn eine weitere Lo¨sung des Anfangswertproblems 3.3, so gilt
J ⊆ (I−, I+) und ν(t) ist die Einschra¨nkung der in 1. beschriebenen Lo¨sung
auf das Intervall J.
Beweis: Siehe (Aulbach [5]). 2
Das in diesem Satz beschriebene Intervall Imax := (I
−, I+) wird als das zum
Anfangswertproblem 3.3 geho¨rige maximale Existenz- oder Lo¨sungsintervall be-
zeichnet. Die in 1. beschriebene Lo¨sung stellt die maximale Lo¨sung des Anfangs-
wertproblems 3.3 dar.
3.1.3 Autonome Systeme
Ha¨ngt die rechte Seite der Differentialgleichung 3.1 nicht von der Zeit ab, so
handelt es sich um ein autonomes Anfangswertproblem
x˙ = F (x), x(t0) = x0, (3.4)
anderenfalls um ein nichtautonomes Anfangswertproblem. Im autonomen Fall
wird eine offene Menge D0 ⊂ Rn betrachtet, so dass die rechte Seite eine Abbil-
dung F : D0 → Rn darstellt. Diese Menge D0 heißt Phasen- oder Zustandsraum.
Jedes Anfangswertproblem 3.2 la¨sst sich durch Einfu¨hrung einer zusa¨tzli-
chen unabha¨ngigen Variable s(t) := t in ein autonomes Anfangswertproblem
u¨berfu¨hren. Dazu wird 3.2 mit der Wecker-Differentialgleichung (Bock [13]) er-
ga¨nzt
s˙(t) = 1, s(t0) = t0.
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(
s(·)
x(·)
)
stellt dann die Lo¨sung eines autonomen Anfangswertproblems der Form
(
s˙(t)
x˙(t)
)
=
(
1
F (s, x)
)
,
(
s˙(t0)
x˙(t0)
)
=
(
t0
x0
)
dar.
Eine wichtige Eigenschaft autonomer Differentialgleichungen ist die Transla-
tionsinvarianz (Deuflhard und Bornemann [28]), welche besagt, dass die Startzeit
t0 bei autonomen Problemen keine Rolle spielt. Eine Zeittranslation transformiert
Lo¨sungen zu verschiedenen Startzeiten aber gleichen Anfangswerten ineinander.
Insbesondere darf bei autonomen Problemen die Startzeit t0 willku¨rlich festgelegt
werden. Hier sei t0 = 0 gewa¨hlt.
Im Kontext autonomer Differentialgleichungen wird von Trajektorien im Pha-
senraum gesprochen. Eine Trajektorie ist die Bildmenge {x(t) ∈ Rn : t ∈ I}
einer (maximalen) Lo¨sung x : I → Rn. Im Gegensatz dazu wird der Graph
{(t, x(t)) ∈ R1+n : t ∈ I} einer solchen Lo¨sung, also eine Teilmenge des R1+n, als
Lo¨sungskurve oder Integralkurve bezeichnet.
Definition 3.3 Ist x eine Lo¨sung des Anfangswertproblems 3.4 und x(t1) = x(t2)
mit t1 6= t2, so ist x periodisch mit der Periode T = t2 − t1.
Definition 3.4 Ein Punkt a ∈ Rn heißt stationa¨rer Punkt oder Gleichge-
wichtspunkt (engl.: steady-state point) von F in 3.4, falls F (a) = 0 ist.
Da autonome Probleme eine spezielle Klasse der nichtautonomen Probleme dar-
stellen, gelten fu¨r sie die bisher erzielten Ergebnisse bezu¨glich der Existenz und
der Eindeutigkeit der Lo¨sung.
3.2 Numerische Lo¨sung von Anfangswertproble-
men
Dieser Abschnitt befasst sich mit der numerischen Lo¨sung von Anfangswert-
problemen in Form von gewo¨hnlichen Differentialgleichungen. Dabei wird insbe-
sondere auf die Methoden eingegangen, die in den Integratoren LIMEX (Deufl-
hard und Nowak [30]) und DAESOL (Bauer et al. [7]) implementiert sind. LIMEX
basiert auf einem Extrapolationsverfahren mit linear-impliziter Eulerdiskretisie-
rung und ist online unter [39] verfu¨gbar. DAESOL verwendet fu¨r die Integration
ein BDF-Verfahren und berechnet zusa¨tzlich dazu Sensitivita¨ten der Lo¨sungen
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bezu¨glich der Variationen der Eingabegro¨ßen in Form von Ableitungen, die mit-
tels der internen numerischen Differentiation (vergleiche Abschnitt 3.3.2) gene-
riert werden. Es werden unter anderem die zentralen Begriffe wie Konsistenz und
Konvergenz sowohl fu¨r Einschritt- als auch fu¨r Mehrschrittverfahren eingefu¨hrt.
Beide Integratoren verfu¨gen u¨ber eine adaptive Schrittweiten- und Ordnungs-
steuerung, auf die hier nicht na¨her eingegangen wird. Hierbei sei auf die Dis-
sertationsarbeit von Bauer [6] und das Buch von Deuflhard und Bornemann [28]
verwiesen. Außerdem eignet sich sowohl LIMEX als auch DAESOL fu¨r die Lo¨sung
steifer Differentialgleichungen.
3.2.1 Steife Differentialgleichungen
Der Begriff Steifheit wurde zum ersten Mal von Curtiss und Hirschfelder in [22]
eingefu¨hrt, nachdem sie beobachteten, dass bei gewissen Differentialgleichungen
explizite Verfahren, auf welche spa¨ter eingegangen wird, versagen.
Steife Systeme sind durch die Existenz langsam vera¨nderlicher Lo¨sungen cha-
rakterisiert, denen sich schnelle Lo¨sungskomponenten na¨hern. Sie treten in vielen
Anwendungen auf, zu denen insbesondere Beispiele aus der chemischen Reak-
tionskinetik mit unterschiedlich schnell verlaufenden Teilreaktionen za¨hlen.
Bis heute gibt es in der Literatur keine einheitliche Definition der Steifheit.
Einige gebra¨uchliche Definitionsversuche sind (Simeon [94]):
• Ein System gewo¨hnlicher Differentialgleichungen ist steif, wenn explizite
numerische Verfahren aus Stabilita¨tsgru¨nden extrem kleine Schrittweiten
verwenden, obwohl sich die Lo¨sung kaum a¨ndert; implizite Verfahren dage-
gen große Schrittweiten einsetzen ko¨nnen.
• Ein lineares System x˙ = Ax ist steif, wenn A einige Eigenwerte λj mit stark
negativem Realteil und einige mit schwach negativem Realteil besitzt, d. h.
das Verha¨ltnis
max
j
|Re(λj)|
min
j
|Re(λj)|
ist sehr groß. Im nichtlinearen Fall x˙ = F (x) betrachtet man die Jacobi-
matrix ∂F
∂x
(x).
3.2.2 Extrapolationsverfahren
Extrapolation ist ein Verfahren zur Konvergenzbeschleunigung numerischer Me-
thoden zur Lo¨sung von Differentialgleichungen (Hermann [52]). In diesem Ab-
schnitt wird die Extrapolationstechnik am Beispiel der Einschrittverfahren er-
kla¨rt.
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Ein Einschrittverfahren approximiert die Lo¨sung x(t) : I ⊂ R → R eines
Anfangswertproblems
x˙ = F (t, x), x(t0) = x0 (3.5)
durch eine Gitterfunktion vh(t) : Ih → Rn, wobei ein a¨quidistantes Gitter
Ih = {t ∈ [t0, tmax] : t = tl, l = 0, 1, ..., N, tl = t0 + lh} (3.6)
mit vh(tl) = vl fu¨r tl ∈ Ih angenommen wird.
Definition 3.5 Ein Einschrittverfahren zur Bestimmung einer Gitterfunk-
tion vh(t) : Ih → Rn hat die Gestalt
vl+1 = vl + hφ(tl, vl; h), l = 0, ..., N − 1 (3.7)
v0 = x0.
Dabei heißt φ Verfahrensfunktion oder Inkrementfunktion des Einschritt-
verfahrens.
Das explizite Eulerverfahren mit
φ(tl, vl; h) = F (tl, vl)
stellt das einfachste Einschrittverfahren zur Lo¨sung eines Anfangswertproblems
dar. Seine implizite Form ist gegeben durch
φ(tl, vl; h) = F (tl+1, vl+1).
Wa¨hrend beim expliziten Eulerverfahren nur eine Auswertung der rechten Seite
F no¨tig ist, um einen Integrationsschritt durchzufu¨hren, erfordert das implizite
Eulerverfahren die Lo¨sung eines nichtlinearen Gleichungssystems.
Fu¨r die qualitative Beurteilung der Verfahren sind mehrere Begriffe eingefu¨hrt
worden.
Definition 3.6 Das Einschrittverfahren 3.7 heißt konsistent fu¨r das Anfangs-
wertproblem 3.5 falls fu¨r den lokalen Diskretisierungsfehler
le(tl+1) = lel+1 := x(tl+1)− x(tl)− hφ(tl, vl; h)
mit der exakten Lo¨sung des Anfangswertproblems x(t) gilt:
τ (h) := max
t∈[t0,tmax]
||le(t+ h)||
h
→ 0 fu¨r h→ 0.
Es besitzt die Konsistenzordnung p, wenn
τ (h) = O(hp).
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Somit beschreibt die Konsistenzordnung die Qualita¨t der numerischen Approxi-
mation in einem Schritt. Fu¨r die Beurteilung der Qualita¨t der Approximation
nach k Schritten wird der globale Fehler eingesetzt.
Definition 3.7 Ein Einschrittverfahren 3.7 heißt konvergent fu¨r das Anfangs-
wertproblem 3.5 wenn fu¨r jede Gitterfolge Ih fu¨r den globalen Diskretisie-
rungsfehler
ε(h, t) := x(t)− vh(t), t ∈ Ih (3.8)
die Beziehung
ε := max
t∈Ih
||ε(h, t)|| → 0 fu¨r h→ 0
gilt. Das Einschrittverfahren hat die Konvergenzordnung p, wenn gilt
ε(h) = O(hp).
Um die Eignung der numerischen Verfahren fu¨r die Lo¨sung steifer Differential-
gleichungen bewerten zu ko¨nnen, wird eine von Dahlquist [23] eingefu¨hrte Test-
gleichung
x˙ = λx(t) (3.9)
mit λ ∈ C und Re(λ) ≤ 0 eingesetzt. Eine Analyse der Diskretisierung fu¨r 3.9
nach 3.7 ergibt:
(i) Expliziter Euler: vl+1 = vl + hλvl = v0(1 + hλ)
l+1
(ii) Impliziter Euler: vl+1 = vl + hλvl+1 = v0(
1
1−hλ
)l+1
Damit im expliziten Fall (i) die fallende Lo¨sung x(t) = x0e
λt von 3.9 approximiert
wird, muss gelten
|1 + hλ| ≤ 1. (3.10)
Erfu¨llt h zu einem gegebenen λ Restriktion 3.10 nicht, so wa¨chst die Lo¨sung. Im
impliziten Fall (ii) ist wegen Re(λ) ≤ 0 die Ungleichung∣∣∣∣ 11− hλ
∣∣∣∣ ≤ 1 (3.11)
fu¨r alle h > 0 erfu¨llt. Das implizite Verfahren ist hier also u¨berlegener.
Definition 3.8 Ein numerisches Verfahren heißt A-stabil (absolut stabil),
falls seine Anwendung auf die Testgleichung 3.9 fu¨r jede Schrittweite h > 0 stets
eine nicht wachsende Folge von Approximationen vl erzeugt, so dass
|vl+1| < |vl|
fu¨r alle l gilt.
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Abbildung 3.1: Links: Stabilita¨tsgebiet des expliziten Eulerverfahrens; rechts: Stabi-
lita¨tsgebiet des impliziten Eulerverfahrens.
Die Anwendung der Einschrittverfahren auf die Testgleichung 3.9 fu¨hrt auf eine
Vorschrift
vl+1 = R(z)vl
mit der zum Verfahren geho¨rigen Stabilita¨tsfunktion R und z := hλ. Beim expli-
ziten Eulerverfahren ist R(z) := 1+z, beim impliziten dagegen R(z) := 1/(1−z).
Definition 3.9 Das Stabilita¨tsgebiet eines Einschrittverfahrens 3.7 ist die Men-
ge
S := {z ∈ C : |R(z)| ≤ 1}.
Somit folgt die A¨qivalenz:
Satz 3.4 Fu¨r ein Einschrittverfahren 3.7 gilt:
A-stabil ⇐⇒ C− ⊂ S.
Das Stabilita¨tsgebiet des expliziten Eulerverfahrens stellt eine Kreisscheibe mit
Radius 1 und Mittelpunkt -1 dar (vergleiche linke Abbildung in 3.1). Liegt z = hλ
in S, so arbeitet das Verfahren stabil, ansonsten instabil. Das Stabilita¨tsgebiet
des impliziten Eulerverfahrens ist rechts in Abbildung 3.1 skizziert. Die kom-
plette negative Halbebene ist in S enthalten, was auf die A-Stabilita¨t des Ver-
fahrens schliessen la¨sst. Demnach gibt es fu¨r das implizite Eulerverfahren keine
Einschra¨nkungen an die Gro¨ße der Zeitschritte h aufgrund von Stabilita¨t.
Eine Abschwa¨chung der A-Stabilita¨t stellt die von Widlund in [115] eingefu¨hr-
te A(α)-Stabilita¨t dar.
Definition 3.10 Ein numerisches Verfahren heißt A(α)-stabil mit 0 < α <
π/2, wenn gilt
Sα := {z ∈ C− : |arg(z)− π| ≤ α} ⊂ S.
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Abbildung 3.2: Stabilita¨tsgebiet eines A(α)-stabilen numerischen Verfahrens.
Das Stabilita¨tsgebiet eines A(α)-stabilen numerischen Verfahrens entha¨lt dem-
nach statt der kompletten negativen Halbebene nur deren Teilgebiet mit dem
Winkel α.
Im LIMEX-Integrator wird ein linear-implizites Eulerverfahren (Deuflhard
und Bornemann [28]) verwendet. Dieses Verfahren eignet sich genauso gut fu¨r
steife Differentialgleichungen wie das implizite Eulerverfahren, erfordert jedoch
weniger Rechenaufwand (Deuflhard und Bornemann [28]), da in jedem Integra-
tionsschritt nur ein lineares Gleichungssystem zu lo¨sen ist. Dazu wird die Diffe-
rentialgleichung 3.5 in die Form
x˙ = Jx(t) + F (t, x)− Jx(t), J ≈ ∂F
∂x
(t, x)
gebracht und nur der erste lineare Summand Jx(t) implizit diskretisiert. Somit
hat ein linear-implizites Eulerverfahren folgende Gestalt
(I − hJ)(vl+1 − vl) = hF (tl, vl).
Der Nachteil der Eulerverfahren liegt in der kleinen Konsistenzordnung p = 1.
Verfahren ho¨herer Ordnungen lassen sich mit Hilfe der sogenannten Extrapolation
konstruieren. Dazu wird zu einer vorgegebenen Grundschrittweite h und einer
monoton fallenden Folge
H = {hi : hi = h
ni
, ni ∈ F , i = 0, 1, ..., k}
lokaler Schrittweiten hi eine Folge von Na¨herungen mit Hilfe eines Grundverfah-
rens mit der Verfahrensfunktion φ berechnet
z0 := vl
zd+1 := zd + hiφ(tl + dhi, z
d; hi), d = 0, ..., ni − 1
vl+1 := z
ni .
F ist eine monoton steigende Folge natu¨rlicher Zahlen. In LIMEX wird z. B.
eine harmonische Folge F = {1, 2, 3, ...} verwendet (Deuflhard und Bornemann
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[28]). Durch die berechneten Na¨herungen wird ein Interpolationspolynom gelegt.
Die Extrapolation auf die Schrittweite 0 liefert dann eine Approximation fu¨r die
exakte Lo¨sung an der Stelle tl+1, deren Ordnung gro¨ßer als die Ordnung des
verwendeten Grundverfahrens ist. Dabei kommt die asymptotische Entwicklung
des globalen Diskretisierungsfehlers bezu¨glich der Schrittweite h zum Einsatz.
Satz 3.5 (Satz von Gragg) Seien F aus dem Anfangswertproblem 3.5 und die
Verfahrensfunktion φ des Einschrittverfahrens 3.7 der Ordnung p ≥ 1 hinreichend
oft differenzierbar. Der lokale Diskretisierungsfehler des Einschrittverfahrens be-
sitze eine asymptotische Entwicklung der Form
le(tl+1) = dp+1(tl+1)h
p+1 + · · ·+ dp+q(tl+1)hp+q +D(tl+1, h)hp+q+1
mit stetig differenzierbaren di(tl+1). Dann besitzt auch der globale Diskretisie-
rungsfehler fu¨r alle h ∈ H eine asymptotische h-Entwicklung der Form
ε(h, tl+1) = ep(tl+1)h
p + · · ·+ ep+q−1(tl+1)hp+q−1 + Ep+q(tl+1, h)hp+q.
Dabei sind die Funktionen ei : [tl, tl+1] → Rn stetig differenzierbar und genu¨gen
den Differentialgleichungen
e˙i =
∂F
∂x
(t, x)ei(t)− di+1, ei(tl) = 0, i = p, ..., p+ q − 1.
Desweiteren gibt es ein h > 0 und ein M <∞, so dass das Restglied mit
||Ep+q(tl+1, hi)|| ≤M ∀hi ≤ h
beschra¨nkt bleibt. Fu¨r symmetrische Verfahren existiert eine asymptotische Ent-
wicklung in h2.
Beweis: Siehe (Stoer und Bulirsch [99]) oder (Strehmel und Weiner [101]). 2
Mit T (hγi ) := z
ni , γ ∈ {1, 2} folgt aus der Definition des globalen Diskretisierungs-
fehlers 3.8 und aus dem Satz 3.5, dass T (hγi ) eine asymptotische Entwicklung
besitzt. Wird ferner das Restglied in der Entwicklung vernachla¨ssigt, so stellt
T (hγi ) na¨herungsweise ein Polynom in h
γ
i dar. Das Interpolationspolynom zu den
Stu¨tzstellen T (hγi ) hat demgema¨ß folgende Gestalt
P (hγ) = x(tl+1)− ephγp − · · · − ep+khγ(p+k)
mit
P (hγi ) = T (h
γ
i ), i = 0, 1, ..., k.
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Die Extrapolation des Polynoms P (hγ) auf die Schrittweite Null erfolgt schließlich
mit der Aitken-Neville-Formel (Strehmel und Weiner [101])
Ti,0 := T (h
γ
i ), i = 0, ..., k
Ti,j := Ti,j−1 +
Ti,j−1 + Ti−1,j−1
( ni
ni−j
)γ − 1 , j = 1, ..., k, i = j, ..., k
mit dem bekannten Schema
T0,0
T1,0 T1,1
T2,0 T2,1 T2,2
...
...
...
. . .
Tk,0 . . . . . . . . . Tk,k.
Jedes Element Ti,j aus dem obigen Tableau ist ein Einschrittverfahren mit der
Konvergenzordnung (j + 1)γ bezu¨glich der Grundschrittweite h (Bock [13]).
Folglich la¨sst sich mit Hilfe der Extrapolation die Ordnung der Einschrittver-
fahren beliebig hoch treiben. Allerdings muss dabei mit einem Verlust an Stabi-
lita¨t gerechnet werden. So liegt z. B. bei einer Extrapolation des linear-impliziten
Eulerverfahrens (implementiert in LIMEX) ab der dritten Spalte des Extrapola-
tionstableaus keine A-Stabilita¨t mehr vor. Die resultierenden Verfahren sind in
diesem Fall A(α)-stabil mit α = 89.77◦ (Deuflhard und Bornemann [28]).
3.2.3 Lineare Mehrschrittverfahren
Die allgemeinen linearen Mehrschrittverfahren approximieren die Lo¨sung x(t) :
I ⊂ R → Rn eines Anfangswertproblems der Form 3.5 durch eine Gitterfunktion
vh(t) : Ih → Rn, indem sie zur Berechnung eines Na¨herungswertes vl+k im Git-
terpunkt tl+k = tl + kh die k zuru¨ckliegenden Na¨herungswerte vl+k−j, j = 1, ..., k
und die zugeho¨rigen Funktionswerte verwenden. Dabei wird ebenfalls ein a¨qui-
distantes Gitter 3.6 betrachtet.
Definition 3.11 Ein lineares Mehrschrittverfahren mit k Schritten fu¨r die
Bestimmung einer Gitterfunktion vh(t) zur Lo¨sung des Anfangswertproblems 3.5
auf dem Gitter 3.6 ist durch die Vorgabe der k Startwerte
vh(tl) = vl, l = 0, 1, ..., k − 1
und einer Differenzengleichung
k∑
j=0
αjvl+j = h
k∑
j=0
βjF (tl+j, vl+j), l = 0, 1, ..., N − k (3.12)
mit αj, βj ∈ Rn und αk 6= 0, |α0| + |β0| 6= 0 festgelegt. Das Verfahren heißt
explizit , wenn βk = 0, sonst implizit .
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Das Mehrschrittverfahren 3.12 wird als linear bezeichnet, weil die Verfahrens-
funktion
φ(tl, vl, ..., vl+k; h) =
k∑
j=0
βjF (tl+j , vl+j)
linear von den Funktionswerten F (tl+j, vl+j) abha¨ngt. Die Bedingung αk 6= 0
stellt sicher, dass die implizite Gleichung 3.12 zumindest fu¨r hinreichend kleine
Schrittweiten h eine eindeutige Lo¨sung vl+k besitzt. Durch die Forderung |α0| +
|β0| 6= 0 wird die Schrittweite k eindeutig festgelegt.
Bei der qualitativen Beurteilung eines linearen Mehrschrittverfahrens spielt
der lokale Diskretisierungsfehler eine wichtige Rolle. Die Qualita¨t der numeri-
schen Approximation der gesuchten Lo¨sung in einem Schritt wird durch die Kon-
sistenzordnung eines numerischen Verfahrens beschrieben.
Definition 3.12 Ein lineares Mehrschrittverfahren hat Konsistenzordnung
p, wenn fu¨r den lokalen Diskretisierungsfehler L[x(t), h] und fu¨r jede Funk-
tion x(t) ∈ Cp+1[t0, tmax] gilt
L[x(t), h] :=
k∑
j=0
[αjx(t+ jh)− hβjx˙(t+ jh)] = O(hp+1) fu¨r h→ 0.
Der lokale Diskretisierungsfehler kann sich ebenso in den weiteren Schritten eines
numerischen Verfahrens fortpflanzen, so dass die Lo¨sung (auch fu¨r hinreichend
kleine Schrittweiten h) nicht brauchbar ist. Zur Charakterisierung dieses Einflus-
ses dient der Begriff der Stabilita¨t. Die Stabilita¨t linearer Mehrschrittverfahren
kann mit Hilfe der erzeugenden Polynome
ρ =
k∑
i=0
αiξ
i, σ =
k∑
i=0
βiξ
i
beschrieben werden.
Definition 3.13 Ein lineares Mehrschrittverfahren 3.12 heißt nullstabil , wenn
das erzeugende Polynom ρ(ξ) folgende Bedingungen erfu¨llt:
1. Die Nullstellen von ρ(ξ) liegen innerhalb oder auf dem Rand des Einheits-
kreises |ξ| ≤ 1.
2. Die Nullstellen auf dem Rand des Einheitskreises sind einfach.
Die Nullstabilita¨t eines linearen Mehrschrittverfahrens stellt sicher, dass klei-
ne Sto¨rungen der Anfangswerte nicht stark fortgepflanzt werden und somit die
Lo¨sung des Diskretisierungsverfahrens nicht beeinflussen.
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Definition 3.14 Ein lineares Mehrschrittverfahren 3.12 heißt konvergent , wenn
fu¨r alle Anfangswertprobleme 3.5 mit einer auf dem Streifen {(t, x) : t0 ≤ t ≤
tmax, x ∈ Rn} Lipschitz-stetigen Funktion F und fu¨r alle Startwerte vh(t0 + jh),
j = 0, 1, ..., k − 1 mit
||x(t0 + jh)− vh(t0 + jh)|| → 0 fu¨r h→ 0
gilt
||x(t)− vh(t)|| → 0, h→ 0, t ∈ [t0, tmax].
Definition 3.15 Ein lineares Mehrschrittverfahren 3.12 heißt konvergent von
der Ordnung p, wenn fu¨r alle Anfangswertprobleme 3.5 mit genu¨gend oft stetig
differenzierbarer Funktion F ein h0 existiert, so dass fu¨r alle Startwerte mit
‖x(t0 + jh)− vh(t0 + jh)‖ ≤ C1hp fu¨r 0 < h ≤ h0
gilt
‖x(t)− vh(t)‖ ≤ Chp fu¨r 0 < h ≤ h0.
Insbesondere zeigte Dahlquist im Jahre 1956, dass Konsistenz und Nullstabilita¨t
notwendig und hinreichend fu¨r die Konvergenz eines linearen Mehrschrittverfah-
rens sind. Diese Aussage ist im folgenden Satz zusammengefasst.
Satz 3.6 Das lineare Verfahren 3.12 ist konvergent von der Ordnung p genau
dann, wenn es konsistent von der Ordnung p und nullstabil ist.
Beweis: Siehe (Strehmel und Weiner [101]). 2
Zur Lo¨sung steifer Systeme sind gute Stabilita¨tseigenschaften numerischer Ver-
fahren erforderlich. Eine Anwendung des linearen Mehrschrittverfahrens 3.12 auf
die steife Testgleichung 3.9 liefert
k∑
j=0
αjvl+j = z
k∑
j=0
βjvl+j, (3.13)
wobei z := hλ. Damit Gleichung 3.13 stabile Lo¨sungen besitzt, mu¨ssen alle Null-
stellen der charakteristischen Polynome innerhalb oder auf dem Rand des Ein-
heitskreises liegen. Insbesondere du¨rfen mehrfache Nullstellen nicht auf dem Rand
liegen.
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Definition 3.16 Ein lineares Mehrschrittverfahren 3.12 heißt absolut stabil
(A-stabil), wenn fu¨r alle Nullstellen ξi der charakteristischen Gleichung
ρ(ξ)− zσ(ξ) = 0 gilt
|ξi| ≤ 1 und |ξi| = 1, falls ξi einfach.
Das Gebiet
S := {z ∈ C :
k∑
j=0
(αj − zβj)vl+j = 0 stabil}
heißt Stabilita¨tsgebiet des linearen Mehrschrittverfahrens 3.12.
Allerdings besitzt ein A-stabiles lineares Mehrschrittverfahren ho¨chstens die Kon-
sistenzordnung 2 (2. Dahlquist-Schranke, [23]). Unter Abschwa¨chung der Stabi-
lita¨tsforderungen (A(α)- statt A-Stabilita¨t) (vergleiche Definition 3.10) ko¨nnen
jedoch geeignete Verfahren zur Lo¨sung steifer Systeme mit einer ho¨heren Konsis-
tenzordnung gefunden werden. Dazu za¨hlen z. B. die sogenannten BDF-Verfahren
(engl.: backward-differentiation formulas).
3.2.3.1 BDF-Verfahren
Fu¨r die Behandlung steifer Probleme sind Mehrschrittverfahren mit geeigneten
Stabilita¨tsgebieten erwu¨nscht. Deshalb wird zusa¨tzlich zur A(α)-Stabilita¨t ver-
langt, dass S unbeschra¨nkt und somit die Bedingung
−∞ ∈ int(S) (3.14)
erfu¨llt ist. Dies ist nur bei impliziten Mehrschrittverfahren der Fall, die eine
zusa¨tzliche Eigenschaft gema¨ß dem folgenden Satz aus (Deuflhard und Borne-
mann [28]) besitzen.
Satz 3.7 Das Stabilita¨tsgebiet S eines expliziten linearen Mehrschrittverfahrens
ist beschra¨nkt. Fu¨r ein implizites lineares Mehrschrittverfahren mit teilerfremden
charakteristischen Polynomen ρ und σ gilt 3.14 genau dann, wenn jede Nullstelle
ξ des charakteristischen Polynoms σ im Inneren des Einheitskreises liegt.
Die Bedingung aus dem Satz 3.7 kann durch die Wahl von
σ(ξ) = ξk
mit einer k-fachen Nullstelle erzwungen werden. Wird zusa¨tzlich βk = 1 gewa¨hlt,
so ergibt sich das sogenannte BDF-Verfahren.
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Definition 3.17 Ein BDF-Verfahren der Ordnung k fu¨r die gewo¨hnliche Dif-
ferentialgleichung 3.5 auf einem a¨quidistanten Gitter 3.6 ist durch die Vorgabe
der k Startwerte vl, ..., vl+k und der Differenzengleichung
k∑
j=0
αjvl+j = hF (tl+k, vl+k), l = 0, 1, ..., N − k (3.15)
mit αj ∈ R, j = 0, ..., k, α0 6= 0, αk 6= 0 bestimmt.
Die Stabilita¨t des k-Schritt BDF-Verfahrens kann nur fu¨r k ≤ 6 bewiesen werden
(Deuflhard und Bornemann [28]). Fu¨r k = 1, 2 ist das Verfahren A-stabil. Fu¨r
k 1 2 3 4 5 6
α 90◦ 90◦ 86.03◦ 73.35◦ 51.84◦ 17.84◦
Tabelle 3.1: A(α)-Stabilita¨t der BDF-Verfahren
ho¨here Ordnungen ist nur die A(α)-Stabilita¨t mit kleiner werdendem Winkel α
gegeben (vergleiche Tabelle 3.1).
3.2.3.2 Numerische Realisierung von BDF-Verfahren
Fu¨r die Bestimmung der Koeffizienten des BDF-Verfahrens 3.15 wird ein Inter-
polationspolynom durch die bekannten Na¨herungswerte vl, ..., vl+k−1 und einen
noch unbekannten Na¨herungswert vl+k an der Stelle tl+k gelegt. In der Lagrange-
Darstellung ist das Polynom gegeben durch
P (t; vl, ..., vl+k) =
k∑
j=0
Lj(t)vl+j
mit den Lagrangeschen Basispolynomen
Lj(t) =
k∏
i=0
i6=j
t− tl+i
tl+j − tl+i .
Zusa¨tzlich wird verlangt, dass das Interpolationspolynom bei tl+k die Differen-
tialgleichung erfu¨llt
F (tl+k, vl+k) = P˙ (tl+k) =
k∑
j=0
L˙j(tl+k)vl+j =
1
h
k∑
j=0
αjvl+j
mit
αj = h
d
dt
Lj(t)
∣∣∣∣
t=tl+k
.
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Daraus ergibt sich folgendes in ηl+k nichtlineares Gleichungssystem
k−1∑
j=0
αjηl+j︸ ︷︷ ︸
=:γk
+αkηl+k − hF (tl+k, ηl+k) = 0.
Zur Lo¨sung dieses nichtlinearen Gleichungssystems kann eine Newton-Iteration
∆ηdl+k = −
(
αkI − h∂F
∂η
(tl+k, η
d
l+k)
)−1
(αkη
d
l+k − hF (tl+k, ηdl+k) + γk)
mit
ηd+1l+k = η
d
l+k +∆η
d
l+k
verwendet werden. Der Startwert fu¨r das Newton-Verfahren ergibt sich durch die
Extrapolation der zuru¨ckliegenden k + 1 Werte durch ein Pra¨diktorpolynom an
der Stelle tl+k. Fu¨r die Bestimmung des Startwertes werden demnach nur die
zuru¨ckliegenden Funktionsauswertungen eingesetzt.
Die Berechnung der Ableitungen ist oft sehr teuer und aufwendig. Daher wird
ha¨ufig ein na¨herungsweises Newton-Verfahren verwendet, bei dem die Iterations-
matrix ∂F
∂η
(tl+k, ηl+k) u¨ber mehrere Schritte des BDF-Verfahrens verwendet wird.
Im Integrator DAESOL wird mittels der sogenannten Monitor-Strategie (Bau-
er [6]) kontrolliert, wie lange die Jacobimatrix eingefroren werden darf. Dabei
wird auf die schnelle Konvergenzrate des vereinfachten Newton-Verfahrens geach-
tet, die mit dem lokalen Kontraktionssatz (Bock [12]) na¨herungsweise bestimmt
werden kann.
3.3 Berechnung der Sensitivita¨ten
Viele Anwendungen interessieren sich fu¨r die Sto¨rungen einer eindeutigen Lo¨sung
des Anfangswertproblems in Abha¨ngigkeit von den Sto¨rungen der Eingabedaten.
Die Differentialgleichungsmodelle enthalten meist viele Parameter, die problem-
spezifisch gewa¨hlt werden. Eine kleine A¨nderung dieser Parameter kann sich
drastisch auf die Lo¨sung des Systems auswirken. Fu¨r die Analyse dieser Abha¨ngig-
keiten werden die sogenannten Sensitivita¨tsmatrizen herangezogen.
Gegeben sei das Anfangswertproblem der Form
x˙ = F (t, x, p), x(t0) = x0 (3.16)
mit x ∈ Rn und den Parametern pj, j = 1, ..., np, die in einem Parametervektor
p ∈ Rnp zusammengefasst sind. Die Lo¨sung des Anfangswertproblems 3.16 sei
gegeben durch x(t; x0, p). Die Matrizen
∂x
∂x0
(t; x0, p),
∂x
∂p
(t; x0, p) (3.17)
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heißen Sensitivita¨tsmatrizen bezu¨glich der Anfangswerte bzw. Parameter. Im Fol-
genden werden die Methoden zur numerischen Generierung der Sensitivita¨ts-
matrizen 3.17 diskutiert. Dazu za¨hlen die externe numerische Differentiation
(END) und die interne numerische Differentiation (IND).
3.3.1 Externe numerische Differentiation
Bei der externen numerischen Differentiation wird die Ableitung der Lo¨sung
x(t; ζ) ∈ Rn des Anfangswertproblems 3.16 mit ζ = (x0, p) in Richtung ∆ζ ∈ Rnζ ,
nζ = n + np mit Hilfe des Differentenquotienten approximiert
∂x
∂ζ
(t; x, p) =
x(t; ζ + h∆ζ)− x(t; ζ)
h
+O(h).
Dabei wird zuna¨chst die Berechnung der Nominaltrajektorie als Lo¨sung des An-
fangswertproblems 3.16 und anschließend der variierten Trajektorien mit gesto¨r-
ten Anfangswerten und Parametern durchgefu¨hrt. Allerdings verursachen in ei-
nem adaptiv gesteuerten Integrator schon kleine Sto¨rungen der Eingabegro¨ßen
ein von der Nominallo¨sung abweichendes Diskretisierungs- und Ordnungsschema.
Dies kann zu numerischen Problemen und geringer Genauigkeit der Sensitivita¨ten
fu¨hren, da die Ausgabe des Verfahrens im Allgemeinen nicht mehr differenzierbar
in den abzuleitenden Variablen ist (Gear [42]). Um ho¨here Genauigkeiten fu¨r Sen-
sitivita¨ten bei diesem Ansatz zu erzielen, mu¨ssen sowohl die Nominaltrajektorie
als auch die variierten Trajektorien mit einer sehr hohen Genauigkeit berechnet
werden. Dies erho¨ht den Rechenzeitaufwand.
3.3.2 Interne numerische Differentiation
Die interne numerische Differentiation, wie sie im Integrator DAESOL implemen-
tiert ist, wurde von Bock in [11] vorgeschlagen. Bei diesem Ansatz werden nach
der Berechnung der Nominaltrajektorie alle adaptiven Gro¨ßen wie Schrittweiten-
und Ordnungssteuerung, Fehlerscha¨tzung und Iterationsmatrizen fu¨r das Newton-
Verfahren eingefroren. Danach ko¨nnen zwei unterschiedliche Methoden zur Be-
rechnung der Sensitivita¨tsmatrizen eingesetzt werden.
Zum einen ko¨nnen sie mit Hilfe der finiten Differenzen wie bei der END ap-
proximiert werden. Dabei werden die eingefrorenen adaptiven Gro¨ßen fu¨r die
Berechnung der variierten Trajektorien verwendet. Bei diesem Ansatz muss ein
bestimmtes h gewa¨hlt werden. Als Faustregel wird dabei die Wurzel aus der Ma-
schinengenauigkeit ǫmach angegeben, falls ||ζ || ≈ ||∆ζ || ≈ 1 gilt (Bauer [6]). Im
Gegensatz zu END, bei der mit einer Integrationsgenauigkeit von O(ǫmach) nur
eine Genauigkeit der Ableitungen von O(√ǫmach) erreichen la¨sst, genu¨gt bei der
IND O(√ǫmach), um das gleiche Ergebnis zu erzielen.
Der zweite Ansatz zur Berechnung der Sensitivita¨ten besteht in der Lo¨sung
der sogenannten Variationsdifferentialgleichungen, welche durch Differentiation
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der Sensitivita¨tsmatrizen 3.17 nach der Zeit t zustande kommen. Nach dem Ver-
tauschen der auftretenden Differentiale fu¨r die Sensitivita¨tsmatrix bezu¨glich der
Anfangswerte entsteht folgendes Resultat:
d
dt
∂x
∂x0
(t; x0, p) =
∂
∂x0
(
d
dt
x(t; x0, p)
)
=
∂F
∂x0
(t, x(t; x0, p), p).
Die Kettenregel fu¨r die Differentiation liefert schließlich
∂F
∂x0
(x(t; t0, x0)) =
∂F
∂x
(x(t; t0, x0))
∂x
∂x0
(t; t0, x0).
Die Variationsdifferentialgleichung fu¨r die Ableitungen nach x0 lautet somit wie
folgt
d
dt
∂x
∂x0
(t; x0, p) =
∂F
∂x
(x)
∂x
∂x0
(t; x0, p). (3.18)
Der Anfangswert fu¨r das Differentialgleichungssystem 3.18 ergibt sich aus
∂x
∂x0
(t0; x0, p) = In×n. (3.19)
Analog gilt fu¨r die Variationsdifferentialgleichung bezu¨glich der Ableitungen
nach p
d
dt
∂x
∂p
(t; x0, p) =
∂F
∂x
(x)
∂x
∂p
(t; x0, p) +
∂F
∂p
(x)
mit
∂x
∂p
(t0; x0, p) = 0 ∈ Rnp×np.
Die numerische Lo¨sung der Variationsgleichungen mit den eingefrorenen adap-
tiven Komponenten liefert schließlich die Ableitungen der Nominaltrajektorie
(Bauer [6]).
3.4 Singula¨re Sto¨rungsprobleme
Eine wichtige Klasse von Problemen bilden singula¨re Sto¨rungsprobleme der Form
y˙ = f(y, z)
εz˙ = g(y, z), (3.20)
mit einer sehr kleinen Zahl ε > 0, y(t) ∈ Rr, z(t) ∈ Rn−r, den vektorwerti-
gen Funktionen f : Rn → Rr und g : Rn → Rn−r sowie den Anfangswerten
yε(t0) und zε(t0). Dieses System beschreibt eine gekoppelte Dynamik von langsa-
men Prozessen y mit der Zeitskala t und schnellen Prozessen z mit der Zeitskala
t/ε, wobei hier angenommen wird, dass die Realteile der Eigenwerte der Jacobi-
matrix gz kleiner Null sind. Im Grenzfall ε → 0 verschwinden alle Ableitungen
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der schnellen Prozesse. Dabei entsteht ein gemischtes System aus differentiellen
und algebraischen Gleichungen, ein sogenanntes differentiell-algebraisches System
(engl.: differential algebraic equations, DAEs)
y˙ = f(y, z) (3.21)
0 = g(y, z). (3.22)
Das System 3.21–3.22 wird auch als reduziertes System bezeichnet (Hairer und
Wanner [46]), dessen Anfangswerte konsistent sind, wenn gilt
0 = g(y0, z0)
oder
(y0, z0) ∈M := {(y, z) ∈ D : g(y, z) = 0} .
Die MengeM ist eineMannigfaltigkeit. Geometrisch gesehen spielt sich die Dyna-
mik des reduzierten Systems 3.21–3.22 auf der r-dimensionalen Mannigfaltigkeit
M ab, die durch (n − r) Gleichungen 3.22 festgelegt ist. Unter der Annahme,
dass die Jacobimatrix
∂g
∂z
(y, z) invertierbar (3.23)
in einer offenen Umgebung der Anfangswerte (y0, z0) ist (dies folgt z. B. aus der
Annahme, dass die Matrix gz Eigenwerte mit Realteil kleiner Null hat und somit
nicht singula¨r ist), besitzt die algebraische Gleichung 3.22 eine lokal eindeutige
Lo¨sung z = h(y) (Satz u¨ber implizite Funktionen (Rudin [85])). Das Einsetzen
der parametrisierten Mannigfaltigkeit M in den rein differentiellen Anteil 3.21
liefert schließlich die sogenannte reduzierte gewo¨hnliche Differentialgleichung
y˙ = f(y, h(y)).
Auf die Lo¨sung des DAE-Systems u¨ber eine Differentiation der algebraischen
Gleichungen nach t wird im na¨chsten Abschnitt dieses Kapitels detailliert einge-
gangen.
Fru¨here Untersuchungen zur asymptotischen Entwicklung von Lo¨sungen sin-
gula¨rer Sto¨rungsprobleme gehen vor allem auf die Arbeiten von Vasil’eva [111]
aus dem Jahre 1963 zuru¨ck. Die Resultate dieser Studien lassen sich in einem
Satz zusammenfassen, der im Folgenden nach einigen Voru¨berlegungen formu-
liert wird.
Gesucht ist eine asymptotische Entwicklung der Lo¨sung fu¨r das oben definierte
singula¨r gesto¨rte Problem 3.20 der Form
yε(t) = Y (t, ε) + εη(τ, ε)
zε(t) = Z(t, ε) + ζ(τ, ε). (3.24)
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Dabei beschreibt τ die gestreckte Zeit τ = t/ε. Alle Terme Y, Z, η und ζ aus der
gesuchten asymptotischen Lo¨sung besitzen eine asymptotische Potenzreihenent-
wicklung fu¨r ε→ 0:
Y (t, ε) =
∞∑
j=0
yj(t)ε
j, Z(t, ε) =
∞∑
j=0
zj(t)ε
j (3.25)
η(τ, ε) =
∞∑
j=0
ηj(τ)ε
j , ζ(τ, ε) =
∞∑
j=0
ζj(τ)ε
j , (3.26)
wobei alle Terme in den Entwicklungen 3.26 fu¨r einen gegen Unendlich strebenden
τ gegen Null laufen. Das Ziel besteht darin, die einzelnen Terme der asymptoti-
schen Potenzreihen 3.25–3.26 zu bestimmen.
Bei t > 0 konvergiert die asymptotische Lo¨sung 3.24 mit ε → 0 gegen die
sogenannte a¨ußere Lo¨sung (engl.: outer solution) (Y, Z), d. h. (Y (t, ε), Z(t, ε))
muss formell das singula¨r gesto¨rte System erfu¨llen. Das Einsetzen der asymptoti-
schen Potenzreihen 3.25 in 3.20 und das Ordnen nach ε-Potenzen liefern folgende
Systeme:
ε0 : y˙0 = f(y0, z0)
0 = g(y0, z0) (3.27)
ε1 : y˙1 = fy(y0, z0)y1 + fz(y0, z0)z1
z˙0 = gy(y0, z0)y1 + gz(y0, z0)z1 (3.28)
...
εν : y˙ν = fy(y0, z0)yν + fz(y0, z0)zν + ϕν(y0, z0, ..., yν , zν)
z˙ν−1 = gy(y0, z0)yν + gz(y0, z0)zν + ψν(y0, z0, ..., yν, zν). (3.29)
Offensichtlich stellt (y0, z0) eine Lo¨sung des reduzierten Systems 3.21–3.22 dar.
Um die sogenannten Grenzschichtkorrekturen (εη, ζ) aus 3.24 zu ermitteln, wird
die gesuchte asymptotische Lo¨sung 3.24 nach der Zeit differenziert
dyε
dt
=
dY
dt
+ ε
dη
dτ
dτ
dt
=
dY
dt
+
dη
dτ
.
Daraus folgt
dη
dτ
=
dyε
dt
− dY
dt
= f(yε(t), zε(t))− f(Y (t, ε), Z(t, ε)). (3.30)
Analog gilt
dζ
dτ
= ε(
dzε
dt
− dZ
dt
) = g(yε(t), zε(t))− g(Y (t, ε), Z(t, ε)). (3.31)
Nach dem Einsetzen der asymptotischen Potenzreihen 3.25, 3.26 in 3.30 und 3.31
und dem Ordnen nach ε-Potenzen ergibt sich fu¨r ε = 0 (fu¨r ε →
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Grenzschichtkorrekturen auf t ≈ 0 beschra¨nkt, da sie nur in der Na¨he von t = 0
Signifikanz zeigen) und ε0
dη0
dτ
= f(y0(0), z0(0) + ζ0(τ))− f(y0(0), z0(0)) (3.32)
dζ0
dτ
= g(y0(0), z0(0) + ζ0(τ))− g(y0(0), z0(0)). (3.33)
Ein Vergleich der ε1-Potenzen ergibt
dη1
dτ
= fy(y0(0), z0(0) + ζ0(τ))(y1(0) + η0(τ) + τ y˙0(0))
+ fz(y0(0), z0(0) + ζ0(τ))(z1(0) + ζ1(τ) + τ z˙0(0))
− fy(y0(0), z0(0))(y1(0) + τ y˙0(0))
− fz(y0(0), z0(0))(z1(0) + τ z˙0(0)) (3.34)
dζ1
dτ
= gy(y0(0), z0(0) + ζ0(τ))(y1(0) + η0(τ) + τ y˙0(0))
+ gz(y0(0), z0(0) + ζ0(τ))(z1(0) + ζ1(τ) + τ z˙0(0))
− gy(y0(0), z0(0))(y1(0) + τ y˙0(0))
− gz(y0(0), z0(0))(z1(0) + τ z˙0(0)). (3.35)
Aus der asymptotischen Entwicklung der Lo¨sung an der Stelle t = 0 bis zu einer
positiven Zahl N
yε(0) = y0(0) +
N∑
j=1
(yj(0) + ηj−1(0))ε
j +O(εN+1)
zε(0) =
N∑
j=0
(zj(0) + ζj(0))ε
j +O(εN+1)
la¨sst sich erkennen, dass yj(0) fu¨r j > 0 durch den Term ηj−1(0) und zj(0) fu¨r
j ≥ 0 durch ζj(0) bestimmt werden. Zusammenfassend gilt:
y0(0) = yε(0), yj(0) = −ηj−1(0), j > 0
z0(0) = zε(0)− ζ0(0), zj(0) = −ζj(0), j > 0. (3.36)
Der Anfangswert y0(0) und die algebraische Gleichung aus 3.27 liefern z0(0). ζ0(0)
wird eindeutig durch 3.36 festgelegt. Nach dem Mittelwertsatz gilt fu¨r 3.33
dζ0
dτ
= gz(y0(0), z0(0))ζ0(τ).
Entsprechend der Annahme, dass alle Realteile der Eigenwerte der Matrix
gz(y0(0), z0(0)) negativ sind, wird ||ζ0(τ)|| bei einem gegen Unendlich streben-
den τ monoton gegen 0 fallen, so dass
||ζ0(τ)|| ≤ ||ζ0(0)||e−kτ
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mit einem k > 0 gilt. Da f lokal Lipschitz-stetig mit ||f(y, z+h)−f(y, z)|| ≤ L||h||
ist, ist die rechte Seite von 3.32 definiert als γ(τ) durch
||γ(τ)|| := ||f(y0(0), z0(0) + ζ0(τ))− f(y0(0), z0(0))|| ≤ L||ζ0(τ)|| ≤ L||ζ0(0)||e−kτ
beschra¨nkt. Folglich existiert eine eindeutige Lo¨sung von 3.32, na¨mlich
η0(τ) = −
∫ ∞
τ
dη0
dτ
(s)ds
wegen η0(∞) = 0. Ferner spezifiziert 3.37 mit Hilfe von 3.36 y1(0) und durch die
Lo¨sung der letzten Gleichnung von 3.28 z1(0). Die Anfangswerte weiterer Terme
fu¨r die asymptotische Entwicklung der Lo¨sung 3.24 lassen sich auf die gleiche
Art und Weise herleiten. Folgender Satz fasst die vorangehenden U¨berlegungen
zusammen.
Satz 3.8 Sei (yε(t), zε(t)) eine eindeutige Lo¨sung des Differentialgleichungssys-
tems 3.20 und (y0(t), z0(t)) eine eindeutige Lo¨sung des differentiell-algebraischen
Systems 3.21–3.22. Seien die Anfangswerte (y0(0), z0(0)) konsistent, die rechten
Seiten f und g hinreichend oft differenzierbar. Die Realteile Re(λi) der lokalen
Eigenwerte der Blockmatrix gz seien kleiner als Null bezu¨glich aller Argumente.
Dann existiert die Entwicklung
yε(t) = y0(t) +
N∑
j=1
(yj(t) + ηj−1(t/ε))ε
j +O(εN+1)
zε(t) =
N∑
j=0
(zj(t) + ζj(t/ε))ε
j +O(εN+1).
Die Koeffizienten yj(t), zj(t), ηj(t/ε) und ζj(t/ε) sind wie oben definiert.
Beweis: Siehe (O’Malley [76]) oder (Hairer und Wanner [46]). 2
3.5 Grundlagen fu¨r Behandlung von DAEs
In dieser Arbeit werden neben den Systemen gewo¨hnlicher Differentialgleichungen
auch Systeme differentiell-algebraischer Gleichungen gelo¨st. Ziel dieses Abschnit-
tes ist es, die wichtigsten Begriffe im Hinblick auf das Lo¨sen der DAE-Systeme
zusammenzufassen.
3.5.1 Unterschiedliche Formen differentiell-algebraischer
Gleichungen
Zu der allgemeinen Darstellung einer DAE za¨hlt die sogenannte nichtlineare im-
plizite Form. Eine nichtlineare implizite DAE ist ein System von n Gleichungen
G(t, x, x˙) = 0
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mit G : R× Rn × Rn → Rn und x : R → Rn.
Eine semi-explizite DAE ist gegeben durch
y˙ = f(t, y, z) (3.37)
0 = g(t, y, z) (3.38)
mit f : I × Rn → Rr, g : I × Rn → Rn−r sowie zwei Abbildungen y : R → Rr
und z : R → Rn−r. Dabei wird y(t) ∈ Rr als differentielle und z(t) ∈ Rn−r als
algebraische Variable bezeichnet.
3.5.2 Differentieller Index einer DAE
Der differentielle Index einer DAE (kurz: Index) gibt die Anzahl der Differentia-
tionen nach der Variable t an, die notwendig sind, um die DAE in eine explizite
gewo¨hnliche Differentialgleichung zu u¨berfu¨hren. Der Index wurde erstmals von
Gear [41] eingefu¨hrt und za¨hlt zum wesentlichen Merkmal einer DAE, das Aus-
sagen u¨ber die Struktur der DAE macht.
Definition 3.18 Die nichtlineare implizite DAE
G(t, x, x˙) = 0
hat den (differentiellen) Index k, wenn k die kleinste Anzahl von Differentia-
tionen ist, so dass x˙ durch folgende k + 1 Gleichungen eindeutig bestimmt ist
G(t, x, x˙) = 0
d
dt
G(t, x, x˙) = 0
...
dk
dtk
G(t, x, x˙) = 0.
So hat z. B. die semi-explizite DAE 3.37–3.38 den Index 1. Die Differentiation des
algebraischen Teils nach t ergibt
0 = gt(t, y, z) + gy(t, y, z)y˙ + gz(t, y, z)z˙.
Mit der Annahme, dass die Matrix gz regula¨r ist, la¨sst sich die obere Gleichung
nach z˙ auflo¨sen:
z˙ = gz(t, y, z)
−1(gt(t, y, z) + gy(t, y, z)y˙).
Diese stellt zusammen mit dem differentiellen Teil 3.37 ein System gewo¨hnlicher
Differentialgleichungen dar. Somit wird durch einmaliges Differentieren nach der
Zeit t aus dem DAE-System ein ODE-System erzeugt. Ist gz singula¨r, so lassen
sich bestimmte algebraische Variablen aus 3.38 eliminieren, so dass nach einer
endlichen Anzahl von Differentiationen ein ODE-System resultiert (Hairer und
Wanner [46]).
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3.5.3 Existenz und Eindeutigkeit der Lo¨sung
Die vorliegende Arbeit befasst sich ausschließlich mit autonomen Anfangswert-
problemen fu¨r semi-explizite DAE-Systeme vom Index 1
y˙ = f(y, z)
0 = g(y, z), y(t0) = y0, z(t0) = z0.
Die Mo¨glichkeit der U¨berfu¨hrung solcher Systeme in ein ODE-System erlaubt
die Anwendung des Existenz- und Eindeutigkeitssatzes von Picard-Lindelo¨f 3.2
fu¨r Anfangswertprobleme mit gewo¨hnlichen Differentialgleichungen. Diese An-
wendung liefert den folgenden Satz (Strehmel und Weiner [101]):
Satz 3.9 Besitzt gz in der Umgebung der exakten Lo¨sung der semi-expliziten
DAE 3.37–3.38 eine beschra¨nkte Inverse, dann hat die DAE bei konsistenten An-
fangswerten (y0, z0) ∈ I eine eindeutig bestimmte Lo¨sung (y(t), z(t)).
Im Rahmen dieser Arbeit wird ha¨ufig nach einer numerischen Lo¨sung der DAE-
Systeme gesucht. Diese wird mit Hilfe eines im Integrator DAESOL implemen-
tierten BDF-Verfahrens mit adaptiver Schrittweiten- und Ordnungssteuerung be-
rechnet. Das extrapolierte linear-implizite Eulerverfahren (vergleiche Abschnitt
3.2), das im Integrator LIMEX implementiert ist, ist gleichermaßen fu¨r die Lo¨sung
der Algebro-Differentialgleichungen geeignet.
3.5.4 Konsistente Anfagswerte
Konsistente Anfangswerte (y(t0), z(t0))
T = (y0, z0)
T sind fu¨r die Lo¨sung der DAE-
Systeme von großer Bedeutung. Um sie zu bestimmen, muss die algebraische Glei-
chung 3.38 gelo¨st werden. Dies kann z.B. mit einem Newton-Verfahren erfolgen.
Allerdings kann der Startwert fu¨r die Newton-Iteration bei stark nichtlinearen
Gleichungen zu weit von der tatsa¨chlichen Lo¨sung liegen, so dass die Konvergenz
des Verfahrens nicht mehr gesichert ist.
Im Integrator DAESOL ist zusa¨tzlich zum lokalen Newton-Verfahren ein glo-
bales Homotopie-Verfahren zur konsistenten Initialisierung der DAE-Systeme
implementiert (Bauer [6]). Der Homotopieweg kann dabei eine vorgegebene Ho-
motopie oder ein vom Benutzer definierter Weg sein. Fu¨r weitere Details sei auf
die Dissertationsarbeit von Bauer [6] verwiesen.
Die relaxierte Formulierung algebraischer Gleichungen gema¨ß Bock et al. [14]
bietet eine andere Mo¨glichkeit die Inkonsistenz der Anfangswerte zu umgehen.
Dazu wird eine relaxierte Variante des Anfangswertproblems betrachtet
y˙ = f(t, y, z)
0 = g(t, y, z)− ϑ(t)g(t0, y0, z0), y(t0) = y0, z(t0) = t0.
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Die monoton fallende Funktion ϑ : R → R ist stetig und hinreichend oft differen-
zierbar. Die zusa¨tzliche Bedingung ϑ(t0) = 1 sichert die konsistenten Anfangs-
werte zu Beginn der Integration fu¨r jede Wahl von (y0, z0)
T. Eine mo¨gliche Wahl
fu¨r ϑ(t) wa¨re z. B.:
ϑ(t) = e−θ(t−t0), θ ≥ 0.
Kapitel 4
Lokale Analyse der
Spezieskopplungen
In biochemischen Systemen finden viele Prozesse statt, die auf unterschiedlichen
Zeitskalen ablaufen. So z. B. beno¨tigen Prozesse auf der Genebene Stunden, die
zellula¨re Signalverarbeitung la¨uft dagegen innerhalb von Sekunden bzw. Bruchtei-
len von Sekunden ab (Voet et al. [112]). Diese breite Palette an unterschiedlichen
Zeitskalen fu¨hrt zu steifen Differentialgleichungen (vergleiche Kapitel 3.2.1), die
allein schon durch die Vielzahl von Reaktionen, nur sehr schwer zu analysieren
sind. Dabei stellt sich jedoch die Frage nach den Kopplungen der beteiligten
Spezies an die jeweiligen Zeitskalen. Welche Prozesse koppeln zusammen und
welche laufen auf komplett unterschiedlichen Zeitskalen ab? Die Antwort auf die-
se Fragen ist insbesondere bei biochemischen Systemen aufgrund der Tatsache,
dass schnelle Dynamiken nicht unbedingt direkt mit Zustandsvariablen assoziiert
werden ko¨nnen, nicht sofort ersichtlich. Im Gegenteil agieren viele Spezies bio-
chemischer Netzwerke in mehreren Reaktionen, die unterschiedlich schnell sein
ko¨nnen.
Eine Mo¨glichkeit, die Kopplungsstruktur der Zustandsvariablen zu analysie-
ren, wird in (Heinrich und Schuster [51]) beschrieben, die sogenannte modale
Analyse, die auf der Linearisierung des zu analysierenden Differentialgleichungs-
systems und auf der anschließenden Transformation der Zustandsvariablen ba-
siert. Das transformierte System erha¨lt eine entkoppelte Struktur und ermo¨glicht
somit eine Zuordnung der Moden (transformierte Zustandsvariablen) zu den
Zeitskalen. Eine analytische Betrachtung der Moden ermo¨glicht anschließend Aus-
sagen u¨ber die Zusammenha¨nge zwischen den Zeitskalen und den Zustandsva-
riablen. Allerdings beschra¨nkt sich diese Methode auf die Linearisierung des
Systems in der Na¨he des Steady-State, d. h. das dynamische Verhalten des Sys-
tems wird nicht beru¨cksichtigt.
Ziel dieses Kapitels is es, die Analyse der Kopplungsstruktur der Zustandsva-
riablen dynamisch zu gestalten, so dass Aussagen u¨ber die Zeitskalenkopplungen
auch wa¨hrend der U¨bergangsphasen mo¨glich sind. Dazu eignet sich vor allem
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der Ansatz der Zeitskalenseparation, bei dem nach einer Aufteilung der Prozes-
se bezu¨glich ihrer Zeitskalen die schnellen Prozesse als relaxiert angenommen
werden. Dieser Ansatz wird unter anderem in vielen numerischen Methoden zur
Dimensionsreduktion eingesetzt, die in erster Linie darauf ausgerichtet sind, ein
einfacheres reduziertes System zu finden, das die Dynamik des vollen Systems
zumindest approximativ beschreibt.
4.1 Methoden zur Dimensionsreduktion
Im Folgenden sei ein kurzer U¨berblick u¨ber die Methoden zur Dimensionsreduk-
tion gegeben, die zwar unterschiedliche Ansa¨tze haben, alle aber auf der Annah-
me basieren, dass schnelle Prozesse existieren, die von der langsamen Dynamik
entkoppelt werden ko¨nnen. Eine Zusammenfassung aller anderen Methoden, die
nicht auf der Zeitskalenseparation beruhen, finden sich in (Okino und Mavrovou-
niotis [74]) und (Tomlin et al. [104]).
Quasi-Steady-State Na¨herung
Quasi-Steady-State Na¨herung (engl.: quasi-steady-state approximation, QSSA)
(Bodenstein und Lutkemeyer [15]) geho¨rt zu den ersten Methoden, die unter-
schiedliche Zeitskalen fu¨r die Dimensionsreduktion ausnutzen. Mit der Annahme,
dass A¨nderungen der Spezieskonzentrationen, die auf den schnellen Zeitskalen
stattfinden, relaxiert sind, wird das Differentialgleichungssystem
x˙ = F (x)
in ein differentiell-algebraisches System
x˙i = Fi(x), i = 1, ..., r
0 = Fi(x), i = r + 1, ..., n
u¨berfu¨hrt. Allerdings erwies sich die Identifizierung schneller Spezies in der Pra-
xis als sehr schwierig, da ihre Zugeho¨rigkeit zu den Zeitskalen nicht sofort auf
den ersten Blick ersichtlich ist. Zwei mo¨gliche Methoden zur Identifizierung der
QSSA-Spezies wurden von Lam und Goussis [63] und von Tura´nyi et al. [107]
entwickelt. Letztere basiert auf der Berechnung des Fehlers, der durch die Quasi-
Steady-State Na¨herung entsteht.
CSP-Methode
Die von Lam und Goussis in [62] und [64] entwickelte CSP-Methode (engl.: com-
putational singular perturbation) partitioniert das System so, dass an einem be-
stimmten Zeitpunkt nur wenige dynamische Moden als aktiv bezeichnet werden.
Aktive Moden sind langsame Moden, die entscheidend fu¨r die “dominierende”
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Dynamik des ganzen Systems sind. Zu den restlichen Moden za¨hlen schnelle und
ganz langsame Moden, die nur einen sehr kleinen vernachla¨ssigbaren Einfluss
auf die Dynamik der aktiven Moden haben. Die CSP-Methode u¨berfu¨hrt das
Differentialgleichungssystem
x˙ = F (x) = Nv(x) =
R∑
j=1
njvj(x)
(N ist die sto¨chiometrische Matrix, R ist die Anzahl der Elementarreaktionen,
vj(x) ist die Reaktionsgeschwindigkeit der j-ten Elementarreaktion) in die fol-
gende Form
x˙ =
n∑
i=1
aidi,
wobei
ai =
n∑
k=1
ckA
k
i
und
di = bif =
R∑
j=1
(binj)vj.
Nach der Wahl der neuen Basisvektoren Aki , werden alle Moden di entsprechend
ihren Zeitskalen aufsteigend geordnet. An einem bestimmten Zeitpunkt ist nur
Mode j aktiv, welche die Dynamik des gesamten Systems an dem jeweiligen
Zeitpunkt beschreibt, so dass
x˙ = ajdj
gilt. Die ganz langsamen Moden mit i > j und die schnellen Moden mit i < j
beeinflussen die Dynamik des Systems nicht. Insbesondere lassen sich die Kon-
zentrationen der Spezies, die nicht in den aktiven Moden beru¨cksichtigt werden,
aus den Gleichungen
di = 0, i = 1, ..., j − 1
ermitteln. Spezies, die zu keiner Zeit aktiv sind, ko¨nnen komplett aus dem Modell
entfernt werden.
Berechnung von niedrigdimensionalen Mannigfaltigkeiten
Eine Betrachtung der Systeme mit unterschiedlichen Zeitskalen unter dem geo-
metrischen Aspekt verdeutlicht, dass Trajektorien, die in unterschiedlichen Punk-
ten im Phasenraum starten, sehr schnell auf niedrigdimensionale Mannigfaltig-
keiten relaxieren, auf den sie auch verbleiben. Auf den Mannigfaltigkeiten finden
demnach langsame Prozesse statt, die maßgebend fu¨r die Dynamik des gesamten
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Systems sind. Im Folgenden seien zwei Methoden beschrieben, mit deren Hilfe
niedrigdimensionale Mannigfaltigkeiten berechnet werden ko¨nnen.
Der Begriff “langsame Mannigfaltigkeit” wurde erstmals von Fraser und Rous-
sel in [38], [72] und [82] eingefu¨hrt. Ihre Methode zur Berechnung von Mannigfal-
tigkeiten basiert auf einer iterativen Prozedur, die im Steady-State startet und
von der Kettenregel fu¨r die Differentiation Gebrauch macht. Wenn der Punkt
(x1(xp), ..., xp−1(xp), xp+1(xp), ..., xn(xp)) auf der Mannigfaltigkeit liegt, so gilt
dxi
dt
=
dxi
dxp
dxp
dt
, i = 1, ..., n, i 6= p,
woraus
x′i =
dxi
dt
/
dxp
dt
=
Fi(x)
Fp(x)
, i = 1, ..., n, i 6= p (4.1)
folgt. Nach der Umformung der Gleichung 4.1 entstehen schließlich Ausdru¨cke
der Form
xi = gi(x
′
i, x1, ..., xp−1, xp+1, ..., xn), i = 1, ..., n, i 6= p,
die zur iterativen Berechnung der eindimensionalen Mannigfaltigkeit eingesetzt
werden ko¨nnen. Dabei ist die j-te Iteration wie folgt definiert
(xi)j+1 = (gi(x
′
i, x1, ..., xp−1, xp+1, ..., xn))j .
Die Berechnung von zweidimensionalen Mannigfaltigkeiten wurde vor allem von
Roussel und Fraser in [83] und [84] untersucht.
Maas und Pope [70] benutzen in der sogenannten ILDM-Methode (engl.: in-
trinsic low-dimensional manifold) eine lokale Eigenwertanalyse der Jacobimatrix
des Differentialgleichungsmodells. Dadurch ko¨nnen Richtungen im Phasenraum
identifiziert werden, die mit den schnellsten n−r Zeitskalen korrespondieren. Die
algebraische Gleichung
(T−1r )fastF = 0 (4.2)
liefert dabei die lokale Approximation der niedrigdimensionalen Mannigfaltigkeit.
Die Transformationsmatrix Tr = ((Tr)slow|(Tr)fast) entha¨lt die mit den Zeitskalen
korrespondierenden Eigenvektoren. Die schnellsten Richtungen sind insbesondere
in (Tr)fast enthalten. Unter der Annahme einer konstanten Dimension fu¨r die
Mannigfaltigkeit kann die Lo¨sung des algebraischen Teils 4.2 a priori in einer
Tabelle gespeichert werden. Das bringt einen erheblichen Vorteil bezu¨glich des
Rechenzeitaufwandes.
Modifizierte Versionen der oben beschriebenen Methoden zur Berechnung von
niedrigdimensionalen Mannigfaltigkeiten von Fraser und Roussel bzw. Maas und
Pope finden sich in (Davis und Skodje [24], Skodje und Davis [96], Singh et
al. [95]).
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4.2 Zeitskalenanalyse
Folgendes Unterkapitel befasst sich mit der Bedeutung der Eigenwerte fu¨r dyna-
mische Systeme und fu¨hrt wichtige Begriffe, wie Zeitskala und Relaxation, ein.
Zuna¨chst werden lineare Anfangswertprobleme mit konstanten Koeffizienten be-
trachtet. Daran anschließend folgen die allgemeinen nichtlinearen Anfangswert-
probleme und einige Details der oben erwa¨hnten ILDM-Methode.
4.2.1 Systeme mit konstanten Koeffizienten
Gegeben sei das lineare Anfangswertproblem mit n Differentialgleichungen
x˙ = Ax(t), x(0) = x0 (4.3)
und einer konstanten Matrix A ∈ Rn×n, wobei x, x0 ∈ Rn. Aus vereinfachenden
Gru¨nden sei zuna¨chst die Diagonalisierbarkeit der Matrix A vorausgesetzt (der
allgemeine Fall wird anschließend betrachtet), d. h. es existieren eine regula¨re
Matrix U ∈ Rn×n und eine diagonale Matrix D ∈ Rn×n, so dass
A = UDU˜ = (u1, ..., un)

 λ1 · · · 0... . . . ...
0 · · · λn



 u˜1...
u˜n

 (4.4)
mit U˜ = U−1. Die Projektion
y(t) := U˜x(t) (4.5)
liefert nach dem Einsetzen der Zerlegung 4.4 in 4.3 ein transformiertes System
gewo¨hnlicher Differentialgleichungen
y˙ = U˜ x˙ = U˜UDU˜x(t) = DU˜x(t) = Dy(t) (4.6)
mit den Anfangswerten
y(0) = U˜x(0) = U˜x0 = y0. (4.7)
Das Anfangswertproblem 4.6–4.7 besitzt folgende Lo¨sung:
y(t) =

 e
λ1t · · · 0
...
. . .
...
0 · · · eλnt

 y0. (4.8)
Die Projektion 4.5 hat demnach das Anfangswertproblem 4.3 so transformiert,
dass alle Gleichungen voneinander entkoppelt gelo¨st werden ko¨nnen, wobei fu¨r
jede dieser n Lo¨sungen drei Fa¨lle in Bezug auf λi fu¨r i = 1, ..., n unterschieden
werden ko¨nnen:
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• λi > 0 : die Lo¨sungskurve wa¨chst exponentiell;
• λi < 0 : die Lo¨sungskurve fa¨llt exponentiell gegen Null (Relaxation);
• λi = 0 : konstante Lo¨sung.
Die Relaxation bezeichnet also einen exponentiellen Abfall der Lo¨sungskurve ge-
gen Null bei λi < 0. In diesem Fall ist nach der Zeit
τi =
1
|λi| , i = 1, ..., n (4.9)
der Anfangswert y0i auf den
1
e
-ten Teil gefallen. Diese Zeit τi wird als charak-
teristische Zeitskala fu¨r die Relaxation eines dynamischen Prozesses bezeichnet.
Insbesondere relaxieren Lo¨sungen mit einem betragsma¨ßig großen negativen Ei-
genwert schneller im Vergleich zu den Lo¨sungen mit einem betragsma¨ßig kleineren
negativen Eigenwert.
Beispiel 4.1 Abbildung 4.1 zeigt auf der linken Seite einen zweidimensionalen
Phasenraum mit Trajektorien des nominalen Anfangswertproblems 4.3, die in
den unterschiedlichen Punkten gestartet sind. Am Anfang der Trajektorien liegt
eine hohe Reaktionsgeschwindigkeit vor. Die Spezieskonzentrationen a¨ndern sich
sehr stark innerhalb einer Zeiteinheit. Mit der Zeit klingt der schnelle Anteil der
Lo¨sungen ab, die Reaktionsgeschwindigkeit wird langsamer und die Trajektorien
bu¨ndeln sich auf dem Weg zum Punkt (0, 0)T auf einer Geraden. Diese Gerade
stellt die eindimensionale “langsame” Mannigfaltigkeit dar. Der rechte Teil der
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Abbildung 4.1: Links: Phasenraum mit Trajektorien des nichttransformierten zweidi-
mensionalen Anfangswertproblems 4.3; rechts: Phasenraum mit Trajektorien des trans-
formierten zweidimensionalen Anfangswertproblems 4.6.
Abbildung 4.1 zeigt Trajektorien des transformierten zweidimensionalen Systems
4.6. Die Transformation des Systems mit der Matrix U˜ orthogonalisiert offen-
sichtlich die Vorga¨nge entlang der Koordinatenachse. Der schnelle Anteil wird
vertikal und der langsame horizontal.
4.2. ZEITSKALENANALYSE 47
Folglich spaltet sich die Lo¨sung des Anfangswertproblems 4.3
x(t) = UeDtU˜x0
in einen schnell relaxierenden und einen langsameren oder nicht relaxierenden
Teil, wobei die Zeitskalen 4.9 der jeweiligen Prozesse durch die Eigenwerte λi
festgelegt werden. Die mit den Eigenwerten korrespondierenden Eigenvektoren
bilden eine alternative Basis fu¨r den Zustandsraum. In diesem von den Eigenvek-
toren aufgespannten Raum la¨uft die Dynamik einzelner Prozesse des Systems in
die Richtungen der Eigenvektoren – und zwar mit den charakteristischen Zeit-
skalen τi.
4.2.2 Nichtlineare Systeme
Bei nichtlinearen Anfangswertproblemen wird die Zeitskalenanalyse durch die
nicht konstant bleibenden Zeitskalen einzelner Prozesse erschwert. Die Zeitskalen
ko¨nnen sich im Laufe der Zeit a¨ndern.
Gegeben sei das allgemeine nichtlineare Anfangswertproblem
x˙ = F (x), x(t0) = x0 (4.10)
mit der Lo¨sung
x(t) = x(t; t0, x0),
fu¨r alle t ≥ t0 ≥ 0. Die zweite Lo¨sung von 4.10 der Form
x(t) = x(t; t0, x0 +∆x0).
kam durch eine Eingabesto¨rung ∆x0 zum Zeitpunkt t = 0 zustande. Sei ∆x(t)
eine Funktion, die den Unterschied zwischen den zwei oben definierten Lo¨sungen
zum Zeitpunkt t wie folgt beschreibt
∆x(t) = x(t)− x(t).
Weil x(t) eine Lo¨sung des Anfangswertproblems 4.10 ist, gilt
x˙ = F (x+∆x) = ∆˙x+ x˙.
Daraus folgt
∆˙x = F (x+∆x)− F (x). (4.11)
Mit Hilfe der Taylor-Entwicklung ergibt sich schließlich fu¨r 4.11
∆˙x =
∂F
∂x
(x)∆x(t) + h(x(t; ∆x)) (4.12)
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mit der Jacobimatrix
J(t) :=
∂F
∂x
(x) =
(
∂Fi
∂xj
(x)
)
i,j=1,...,n
. (4.13)
Insbesondere fu¨r kleine t, d. h. in einer infinitesimal kleinen Umgebung von x0,
kann angenommen werden, dass die Matrix 4.13 konstant bleibt. Die lokal kon-
stante Jacobimatrix an der Stelle x0 sei durch Jx0 gegeben.
Zur Berechnung der lokalen Zeitskalen, mit denen die Eingabesto¨rung ∆x0
exponentiell gegen Null fa¨llt, konstant bleibt oder exponentiell wa¨chst, muss das
zugeho¨rige Eigenwertproblem gelo¨st werden. Allerdings kann dies bei einer un-
symmetrischen Matrix Jx0 schlecht konditioniert sein (Golub und Wilkinson [44]).
In diesem Fall la¨sst sich aber die Matrix Jx0 durch eine A¨hnlichkeitstransforma-
tion mit einer orthogonalen Matrix Q ∈ Rn×Rn auf die reelle Schurform (Golub
und van Loan [43]) bringen.
Satz 4.1 (Reelle Schur-Zerlegung) Ist A ∈ Rn×n eine reelle Matrix, dann
gibt es eine orthogonale Matrix Q ∈ Rn×n mit QTQ = I, so dass
QTAQ = R =


R11 R12 · · · R1m
0 R22 · · · R2m
...
...
. . .
...
0 0 · · · Rmm

 (4.14)
gilt, wobei jedes Rii entweder eine (1 × 1)-Matrix oder eine (2 × 2)-Matrix mit
komplex konjugierten Eigenwerten darstellt.
Bemerkung: Im Falle einer komplexen Schur-Zerlegung la¨sst sich die Matrix
A ∈ Cn×n mittels der unita¨ren Matrix Q ∈ Cn×n in eine obere Dreiecksmatrix
mit den Eigenwerten auf der Diagonale transformieren.
Die A¨hnlichkeitstransformation 4.14 mit der orthogonalen Matrix Q liefert dem-
nach eine obere Block-Dreiecksmatrix
QTJx0Q = S˜ =

 S˜11 · · · S˜1m... . . . ...
0 · · · S˜mm

 , (4.15)
wobei m = n, falls alle Eigenwerte reell sind, und m < n, falls mindestens ein
Paar konjugiert komplexer Eigenwerte
λi,i+1 = Re(λi)± iIm(λi)
4.2. ZEITSKALENANALYSE 49
vorkommt. Damit hat die resultierende Matrix S˜ eine Block-Struktur mit folgen-
den Diagonaleintra¨gen
S˜ii =


λi+b : λi+b ∈ R(
Re(λi+b) Im(λi+b)
−Im(λi+b) Re(λi+b)
)
: λi+b,i+b+1 ∈ C ,
wobei i = 1, ..., m. b ∈ N0 steht fu¨r die Anzahl der (2 × 2)-Blo¨cke in der Menge
{S˜11, ..., S˜i−1,i−1}.
Folglich lassen sich mittels der Block-Schur-Zerlegung 4.15 die Relaxations-
zeiten
τi =
1
|Re(λi)| , i = 1, ..., n
einzelner Prozesse bestimmen. Je nach dem Realteil des Eigenwertes ko¨nnen er-
neut drei Fa¨lle in Bezug auf das Verhalten des Systems in der Umgebung von x0
unterschieden werden:
• Re(λi) > 0 : eine Sto¨rung in Richtung des korrespondierenden Eigenvektors
wa¨chst exponentiell mit der Zeit;
• Re(λi) < 0 : eine Sto¨rung in Richtung des korrespondierenden Eigenvektors
fa¨llt exponentiell mit der Zeit ab;
• Re(λi) = 0 : eine Sto¨rung in Richtung des korrespondierenden Eigenvektors
bleibt konstant.
Allerdings liefert die Projektion mit der Matrix QT
∆y(t) := QT∆x(t)
keine voneinander entkoppelten Gleichungen (vergleiche dazu 4.6):
∆˙y = QT∆˙x ≈ QTQS˜QT∆x(t) = S˜∆y(t). (4.16)
Der Vorschlag von Maas und Pope [70], nicht die vollsta¨ndige, sondern nur eine
blockweise Entkopplung der Gleichungen in 4.16 zu erzwingen, lo¨st dieses Pro-
blem teilweise. Maas und Pope verwenden anstelle von S˜ in 4.16 eine Matrix der
Form
S =
(
S11 0
0 S22
)
,
wobei S11 ∈ Rr×r und S22 ∈ R(n−r)×(n−r). Dadurch wird sicher gestellt, dass
Gleichungen mit dem schnell relaxierenden Teil von der langsamen Dynamik ent-
koppeln. Die Gro¨ße der reduzierten Dimension r wird in der ILDM-Methode
konstant gehalten. Da jedoch das Anliegen dieser Arbeit sich auf die dynamische
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Berechnung der reduzierten Dimension in Abha¨ngigkeit von der aktuellen Posi-
tion im Zustandsraum richtet, wird hier die Gro¨ße von r nach wie vor variabel
gehalten.
Ferner wird die Trennung der schnell relaxierenden Zeitskalen von den lang-
samen durch die Annahme, dass Diagonalelemente (bzw. (2×2)-Diagonalblo¨cke)
von S˜ nach der Gro¨ße der Realteile der Eigenwerte geordnet sind
|Re(λ1)| ≤ |Re(λ2)| ≤ ... ≤ |Re(λn)|, (4.17)
gesichert. Falls dies nicht der Fall ist, la¨sst sich die Sortierung algorithmisch, z. B.
mit einer Folge von Givensrotationen (Golub und van Loan [43]), gut realisieren.
Um eine Blockentkopplung
S˜ =
(
S11 S12
0 S22
)
zu erreichen, muss die Kopplungsmatrix S12 ∈ Rr×(n−r) eliminiert werden. Dies
la¨sst sich mit Hilfe der Sylvester-Gleichung (Golub und van Loan [43])
S11Cr − CrS22 = −S12
realisieren, deren Lo¨sung Cr ∈ Rr×(n−r) dann die Transformationsmatrix und ihre
Inverse liefert:
Tr = Q
(
I +
(
0 Cr
0 0
))
, T−1r =
(
I −
(
0 Cr
0 0
))
QT (4.18)
mit I, Tr ∈ Rn×n. Aus der nichtorthogonalen A¨hnlichkeitstransformation
T−1r Jx0Tr = S =
(
S11 0
0 S22
)
(4.19)
resultiert die gewu¨nschte entkoppelte Struktur. Infolgedessen lautet die lokale
Transformation des Koordinatensystems
∆y(t) := T−1r ∆x(t),
die bei “geschickt” gewa¨hltem r schnell relaxierende Prozesse (aufgrund der An-
ordnung 4.17) von den langsam relaxierenden bzw. nichtrelaxierenden separiert,
was folgende Gleichung verdeutlicht
∆˙y = T−1r ∆˙x ≈ T−1r TrST−1r ∆x(t) = S∆y(t) =
(
S11 0
0 S22
)
∆y(t).
Schließlich liefert die Koordinatentransformation des Zustandsvektors x(t) und
der rechten Seite F (x) in 4.10 eine lokale zeitskalenentkoppelte Darstellung des
dynamischen Systems (
y
z
)
= T−1r x,
(
f
g
)
= T−1r F.
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Die Aufspaltung des Systems in einen schnellen und einen langsamen Teil ha¨ngt
eng mit dem singula¨ren Sto¨rungsproblem
y˙ = f(y, z)
εz˙ = g(y, z) (4.20)
zusammen, wobei ε := τr+1. Der Punkt ˙ steht in diesem Fall fu¨r die Differen-
tiation bezu¨glich der langsamen Zeitskala t˜ = εt (Kaper [57]). Somit laufen die
langsamen Prozesse y auf der langsamen Zeitskala t˜ und die schnellen Prozesse z
auf der schnellen Zeitskala t˜/ε. Im Grenzfall ε→ 0 verschwinden alle Ableitungen
der schnellen Prozesse. Dabei entsteht ein gemischtes System aus Differentialglei-
chungen und algebraischen Gleichungen, ein differentiell-algebraisches System
y˙ = f(y, z)
0 = g(y, z). (4.21)
An dieser Stelle sei nochmal darauf hingewiesen, dass im Gegensatz zu Syste-
men mit den konstanten Koeffizienten (vergleiche 4.3) das reduzierte System 4.21
nur eine lokale Approximation des vollen Systems darstellt. Dies ha¨ngt mit der
Abha¨ngigkeit der Jacobimatrix 4.13 vom Zustandsvektor x zusammen. Da sich
aber die oben beschriebene Technik auf beliebige Trajektorienpunkte im Pha-
senraum anwenden la¨sst, ist es mo¨glich durch eine wiederholte Anwendung der
lokalen Reduktion eine Approximation der gesamten Dynamik des nichtlinearen
Systems zu erhalten. Insbesondere liefern in diesem Fall die Spaltenvektoren der
Transformationsmatrix Tr lokale Richtungen im Phasenraum, in welche Vera¨nde-
rungen der Spezieskonzentrationen fu¨r Re(λi) > 0 exponentiell mit der Zeit wach-
sen, fu¨r Re(λi) < 0 exponentiell mit der Zeit abfallen und fu¨r Re(λi) = 0 konstant
bleiben.
4.3 Adaptive fehlerkontrollierte Berechnung der
reduzierten Dimension
Im vorherigen Abschnitt wurde erwa¨hnt, dass in der ILDM-Methode die Gro¨ße
des reduzierten Systems fu¨r den gesamten Zustandsraum als konstant angenom-
men wird. Da aber das Ziel der vorliegenden Arbeit eine dynamische Berechnung
der reduzierten Dimension ist, d. h. in Abha¨ngigkeit von der jeweiligen Positi-
on im Zustandsraum, erweist sich ein lokales Kriterium zur fehlerkontrollierten
Bestimmung der reduzierten Dimension r als notwendig. Eine Mo¨glichkeit wa¨re,
den Schnitt zwischen den differentiellen und den algebraischen Variablen dort zu
setzen, wo der Unterschied zwischen den Zeitskalen mit
min
i=r+1,...,n
|Re(λi)| ≫ max
i=1,...,r
|Re(λi)|
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am gro¨ßten ist, wobei Re(λi) < 0 fu¨r i = r+ 1, ..., n. Dieses Kriterium garantiert
zwar eine Entkopplung der schnell relaxierenden Prozesse von der langsamen
Dynamik, bietet aber keine Kontrolle des infolgedessen entstandenen Fehlers.
Eine andere Mo¨glichkeit wurde von Deuflhard und Heroth in [29] vorgeschla-
gen. Diese Methode basiert auf einem Fehlerkriterium, welches den nach der Re-
laxation schneller Prozesse entstandenen Fehler in den langsamen Komponenten
kontrolliert und somit eine iterative punktabha¨ngige Berechnung der reduzierten
Dimension ermo¨glicht. Im Folgenden wird insbesondere auf die Herleitung des an-
gesprochenen Fehlerkriteriums und seine algorithmische Realisierung im Rahmen
der vorliegenden Arbeit eingegangen.
4.3.1 Herleitung des Fehlerkriteriums
Da schnelle Moden im Allgemeinen nicht vollsta¨ndig, sondern nur approximativ
relaxieren, erzeugt der U¨bergang vom singula¨ren Sto¨rungsproblem 4.20 zum re-
duzierten System 4.21 im Integrationspunkt t = ξ einen Fehler in den langsamen
Lo¨sungskomponenten, der mit Hilfe der euklidischen Norm wie folgt berechnet
werden kann
‖yε(ξ)− y0(ξ)‖.
Dabei stellen (yε(ξ), zε(ξ))
T und (y0(ξ), z0(ξ))
T die Lo¨sungen des singula¨r gesto¨rten
Problems 4.20 bzw. des reduzierten Systems 4.21 dar. Damit die Kontrolle des
verursachten Fehlers gesichert werden kann, muss der Unterschied in den langsa-
men Lo¨sungskomponenten numerisch mo¨glichst gut abgescha¨tzt werden.
Laut Satz 3.8 kann die Lo¨sung des singula¨r gesto¨rten Problems fu¨r ε→ 0 und
N = 1 durch
yε(t) = y0(t) + ε(y1(t) + η0(t/ε)) +O(ε2)
zε(t) = z0(t) + ζ0(t/ε) + ε(z1(t) + ζ1(t/ε)) +O(ε2) (4.22)
approximiert werden. Wegen der Wahl von ε wird die Dynamik von η0(τ) und
ζ0(τ) mit τ = t/ε vom Verhalten
η0(τ) ≈ η0(0)e−τ , ζ0(τ) ≈ ζ0(0)e−τ (4.23)
dominiert (O’Malley [76]). Die Dimensionsreduktion im Integrationspunkt ξ er-
zeugt gema¨ß 4.22 den folgenden Fehler
yε(ξ)− y0(ξ) ≈ ε(y1(ξ) + η0(ξ/ε)).
Wegen ξ ≫ ε und 4.23 gilt η0(ξ/ε) ≈ 0 und somit
yε(ξ)− y0(ξ) ≈ εy1(ξ).
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Laut Satz 3.8 ist (y1(t), z1(t)) die Lo¨sung des DAE-Systems 3.28. Unter der An-
nahme, dass die Matrix gz(y0, z0) invertierbar ist, la¨sst sich die zweite Differen-
tialgleichung nach z1 auflo¨sen
z1 = gz(y0, z0)
−1(z˙0 − gy(y0, z0)y1). (4.24)
Die Differentiation der algebraischen Gleichung aus 3.27 nach der Variable t und
das Auflo¨sen nach z˙0 ergeben
z˙0 = gz(y0, z0)
−1(−gy(y0, z0)y˙0). (4.25)
Das Einsetzen von 4.24 und 4.25 in die erste Differentialgleichung des DAE-
Systems 3.28 liefert schließlich
y˙1 = (fy − fzg−1z gy)y1 − fzg−2z gy y˙0. (4.26)
Dabei bezeichnen fy, fz, gy und gz die Ableitungen nach den Index-Variablen an
der Stelle (y0(0), z0(0)). Durch die lokale Block-Schur-Zerlegung der Jacobimatrix
verschwinden die Kopplungsmatrizen fz(y0(0)z0(0)) und gy(y0(0), z0(0)), so dass
in einer Umgebung von t = 0 die Differentialgleichung 4.26 auf
y˙1 ≈ fy(y0, z0)y1(t)
reduziert werden kann. Das Wachstumsverhalten der Variable y1 entspricht also
demWachstumsverhalten der langsamen Lo¨sungskomponenten. Sei dieses Wachs-
tum durch eine Lipschitzkonstante L beschrieben, so gilt na¨herungsweise
‖y1(ξ)‖ ≤ eLξ‖y1(0)‖.
Die Zeitschrittweite ξ wird in einem adaptiv gesteuerten Integrator so gewa¨hlt,
dass eLξ = O(1) gilt. Es genu¨gt also den Term εy1(0) zu kontrollieren. Der An-
fangswert y1(0) ist nach Satz 3.8 durch das folgende Integral definiert
y1(0) = −η0(0) =
∫ ∞
0
(f(y0(0), z0(0) + ζ0(s))− f(y0(0), z0(0)))ds. (4.27)
Anwendung des Mittelwertsatzes auf Integral 4.27 liefert
y1(0) =
∫ ∞
0
∫ 1
0
fz(y0(0), z0(0) + θζ0(s))ζ0(s)dθds.
Mit 4.23 folgt die Approximation
y1(0) ≈
∫ 1
0
∫ ∞
0
fz(y0(0), z0(0) + θζ0(s))ζ0(0)e
−sdsdθ.
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Nach der Anwendung der Gauß-Laguerre-Quadratur (Deuflhard [26]) auf das
Teilintegral von s = 0 bis s =∞ mit der Gewichtsfunktion e−s entsteht folgendes
Resultat
y1(0) ≈
∫ 1
0
fz(y0(0), z0(0) + θζ0(1))ζ0(0)dθ +R1 (4.28)
mit einem verschwindend kleinen Rest R1 (Deuflhard und Bornemann [28]). Das
Ersetzen von ζ0(0) in 4.28 durch ζ0(1)e (vergleiche 4.23) liefert
y1(0) ≈
∫ 1
0
fz(y0(0), z0(0) + θζ0(1))ζ0(1)edθ.
Eine Anwendung des Mittelwertsatzes in umgekehrter Richtung fu¨hrt zu
y1(0) ≈ e(f(y0(0), z0(0) + ζ0(0)e−1)− f(y0(0), z0(0))). (4.29)
Der Funktionswert f(y0(0), z0(0)+ ζ0(0)e
−1) la¨sst sich aus der linearen Na¨herung
f(y0(0), z0(0) + ζ0(0)e
−1) ≈ f(y0(0), z0(0)) + fz(y0(0), z0(0))ζ0(0)e−1 (4.30)
approximieren. Nach Umformungen von 4.30 gilt
e(f(y0(0), z0(0) + ζ0(0)e
−1)− f(y0(0), z0(0))) ≈ fz(y0(0), z0(0))ζ0(0). (4.31)
Die rechte Seite von 4.31 la¨sst sich wiederum durch
fz(y0(0), z0(0))ζ0(0) ≈ f(y0(0), z0(0) + ζ0(0))− f(y0(0), z0(0)) (4.32)
abscha¨tzen. Aus 4.29, 4.31 und 4.32 folgt schließlich
y1(0) ≈ f(y0(0), z0(0) + ζ0(0))− f(y0(0), z0(0)).
Entsprechend der Definition der Anfangswerte im Satz 3.8 ergibt sich folgendes
Resultat
y1(0) ≈ f(yε(0), zε(0))− f(yε(0), z0(0)).
Dies bedeutet, dass der Fehler in den langsamen Lo¨sungskomponenten mittels
‖yε(ξ)− y0(ξ)‖ ≈ ε‖f(yε(0), zε(0))− f(yε(0), z0(0))‖ (4.33)
abgescha¨tzt werden kann. Die Approximation 4.33 eignet sich somit zum Einsatz
als lokales Fehlerkriterium
ε‖f(yε(0), zε(0))− f(yε(0), z0(0))‖ < TOL (4.34)
fu¨r eine iterative Berechnung der reduzierten Dimension r bei einer vorgegebenen
Genauigkeitstoleranz TOL.
Die geometrische Motivation fu¨r das lokale Fehlerkriterium 4.34 ist in Ab-
bildung 4.2 dargestellt. Danach entspricht der Fehler in den langsamen Moden
der Differenz zwischen ihren hypothetischen infinitesimalen Propagationen, die
in den Punkten (yε(0), zε(0)) und (yε(0), z0(0)) starten.
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Abbildung 4.2: Geometrische Motivation fu¨r das lokale Fehlerkriterium 4.34.
4.3.2 Realisierung des Fehlerkriteriums im Algorithmus
Zur Auswertung des Kriteriums 4.34 werden offensichtlich konsistente Anfangs-
werte (y0(0), z0(0)) auf der Mannigfaltigkeit M beno¨tigt. Diese ko¨nnen z.B. mit
Hilfe des Newton-Verfahrens berechnet werden. Das Newton-Verfahren mit dem
sogenannten natu¨rlichen Monotonietest (Deuflhard [26]) wurde im Rahmen dieser
Arbeit im entwickelten Algorithmus zur lokalen Analyse der Spezieskopplungen
implementiert. Zahlreiche weitere Methoden zur numerischen Lo¨sung nichtlinea-
rer Gleichungen finden sich in (Deuflhard [27]).
Newton-Verfahren fu¨r nichtlineare Gleichungssysteme
Fu¨r Systeme nichtlinearer Gleichungen
G(x) = 0
mit G : Rn → Rn la¨sst sich die Newton-Iteration aus der Taylor-Entwicklung um
einen Startwert x0 ableiten. Die Taylor-Entwicklung von G um x0 ergibt
0 = G(x) = G(x0) +G′(x0)(x− x0) +O(|x− x0|).
Demzufolge lautet die Newton-Iteration fu¨r k = 0, 1, ...
xk+1 = xk −G′(xk)−1G(xk).
In jedem Iterationsschritt wird aber nicht die Inverse G′(xk)−1 berechnet, sondern
nur die sogenannte Newton-Korrektur ∆xk = xk+1− xk als Lo¨sung des folgenden
linearen Gleichungssystems
G′(xk)∆xk = −G(xk).
Die numerische Lo¨sung eines nichtlinearen Gleichungssystems wird auf die nume-
rische Lo¨sung einer Folge von linearen Gleichungssystemen zuru¨ckgefu¨hrt. Insbe-
sondere konvergiert das Newton-Verfahren lokal quadratisch gegen die gesuchte
Lo¨sung (Deuflhard [26]).
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Da es jedoch wu¨nschenswert ist, mo¨glichst fru¨h zu erfahren, ob eine Newton-
Iteration konvergiert bzw. nicht konvergiert, erweist sich ein Konvergenzkriteri-
um, das u¨ber die Konvergenz des Newton-Verfahrens bereits nach wenigen Schrit-
ten beurteilen la¨sst, als brauchbar. Der sogenannte Standard-Monotonietest
‖G(xk+1)‖ ≤ θ‖G(xk)‖
fu¨r k = 0, 1, ... und ein θ < 1 garantiert die Minimierung des Residuums G(xk),
ist jedoch nicht affin-invariant (Deuflhard [26]). Eine Multiplikation von G mit
einer invertierbaren Matrix A kann das Ergebnis des Monotonietests vera¨ndern.
Deshalb schlug P. Deuflhard 1972 den sogenannten natu¨rlichen Monotonietest
‖G′(xk)−1G(xk+1)‖ ≤ θ‖G′(xk)−1G(xk)‖ (4.35)
fu¨r θ < 1 vor. Auf der rechten Seite des natu¨rlichen Monotonietests 4.35 befindet
sich die Newton-Korrektur ∆xk und auf der linken die sogenannte vereinfachte
Newton-Korrektur ∆x
k+1
als Lo¨sung des linearen Gleichungssystems
G′(xk)∆x
k+1
= −G(xk+1).
Damit ergibt sich der natu¨rliche Monotonietest in Kurzform zu 4.35:
‖∆xk+1‖ ≤ θ‖∆xk‖.
Demnach muss ein weiteres lineares Gleichungssystem am na¨chsten Iterations-
punkt gelo¨st werden.
Die theoretische Analyse von Deuflhard in [27] zeigt, dass im Konvergenzbe-
reich des gewo¨hnlichen Newton-Verfahrens gilt:
‖∆xk+1‖ ≤ 1
4
‖∆xk‖.
Diese Bedingung wird mit der Konstanten θ := 0.5 etwas “aufgeweicht” (Deufl-
hard [26]). Falls
‖∆xk+1‖ > 1
2
‖∆xk‖
gilt, so wird die Newton-Iteration abgebrochen.
Realisierung des Newton-Verfahrens im Algorithmus
Zur Berechnung des konsistenten Anfangswertes (y0(0), z0(0)) muss die algebrai-
sche Gleichung
0 = g(y, z)
gelo¨st werden, wobei der differentielle Teil y0(0) konstant gehalten wird. Wird
von den zuga¨nglichen Startwerten y0(0) = yε(0) und z
0 = zε(0) ausgegangen, so
la¨sst sich eine vereinfachte Newton-Iteration wie folgt algorithmisch realisieren:
gz(y0(0), z
0)∆zk = −g(y0(0), zk), zk+1 = zk +∆zk, (4.36)
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wobei gz(y0(0), z
0) der Matrix S22 aus der entkoppelten Block-Zerlegung 4.19 der
Jacobimatrix an der Stelle (yε(0), zε(0)) entspricht. Somit muss fu¨r den natu¨rli-
chen Monotonietest 4.35 kein weiteres lineares Gleichungssystem gelo¨st, sondern
lediglich die Newton-Korrekturen zweier nacheinander folgender Iterationen mit-
einander verglichen werden. Gilt fu¨r ein gegebenes k
‖∆zk+1‖ > 1
2
‖∆zk‖, (4.37)
so wird die Newton-Iteration abgebrochen.
4.4 Kopplungsanalyse
Die in Abschnitt 4.2.2 beschriebene lokale Zeitskalenseparation liefert nicht nur
Informationen u¨ber die Zeitskalen eines dynamischen Systems, sondern identifi-
ziert die Richtungen im Phasenraum, in welche die Dynamik des Systems mit
den charakteristischen Zeitskalen abla¨uft. Diese Richtungen sind durch die Spal-
tenvektoren der Transformationsmatrix Tr eindeutig festgelegt. Sie bilden eine
alternative Basis fu¨r den Zustandsraum. Insbesondere die Aufteilung der Matrix
Tr = ((Tr)slow|(Tr)fast) entsprechend der Zerlegung 4.19 in eine schnell relaxieren-
de (Tr)fast und eine langsame bzw. nichtrelaxierende Teilmatrix (Tr)slow definiert
zwei Unterra¨ume im Zustandsraum, die sich durch unterschiedliche Dynamiken
auszeichnen. Schnell relaxierende Prozesse finden im “schnellen”, von den Spal-
tenvektoren der Matrix (Tr)fast aufgespannten Unterraum und langsame Prozesse
im “langsamen”, von den Spaltenvektoren der Matrix (Tr)slow aufgespannten Un-
terraum statt.
Die Betrachtung der Koordinatenachsen des Phasenraumes als Systemspezies
ero¨ffnet eine Mo¨glichkeit, die Kopplungen der Reaktanten an die schnell relaxie-
renden bzw. langsamen Dynamiken zu analysieren. Dazu muss lediglich die Lage
der jeweiligen Koordinatenachsen zu den oben beschriebenen Unterra¨umen un-
tersucht werden. Liegt eine bestimmte Koordinatenachse komplett im schnellen
Unterraum, so entkoppelt die dazugeho¨rige Spezies vollsta¨ndig von der langsa-
men Dynamik. Allerdings wird die Realisierung dieser Idee durch die Tatsache
erschwert, dass Tr eine nichtorthogonale Matrix ist und somit eine nichtorthogo-
nale Lage der Unterra¨ume zueinander impliziert. Insofern wu¨rden solche intuitive
Gro¨ßen wie die Absta¨nde der Einheitsvektoren von den Unterra¨umen oder die
La¨ngen der Projektionen der Einheitsvektoren auf die Unterra¨ume keine aussa-
gekra¨ftige Information u¨ber das Kopplungsverhalten der Spezies bereitstellen.
Um mehr Licht in die Problematik der Nichtorthogonalita¨t zu bringen, seien
zuna¨chst die Absta¨nde der Einheitsvektoren ei, i = 1, ..., n von den Unterra¨umen
als
dslowi := ‖ei − pslowi ‖, dfasti := ‖ei − pfasti ‖ (4.38)
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Abbildung 4.3: Langsamer und schneller Unterraum im zweidimensionalen Zustands-
raum.
definiert, wobei
pslowi =
r∑
j=1
(ei · T jr )T jr , pfasti =
n∑
j=r+1
(ei · T jr )T jr
den Projektionen der Vektoren ei auf den langsamen bzw. schnellen Unterraum
entsprechen (T jr steht fu¨r die normierte j-te Spalte der Matrix Tr). Im folgenden
Beispiel soll das Kopplungsverhalten zweier Spezies untersucht werden.
Beispiel 4.2 Entsprechend Abbildung 4.3 beschreibe die Gerade x2 = 1/2x1 im
zweidimensionalen Zustandsraum den langsamen Unterraum. Der schnelle Unter-
raum entspreche der x2-Achse selbst. Die orthogonale Lage des Einheitsvektors
(1, 0)T zum schnellen Unterraum deutet auf die komplette Entkopplung der Spe-
zies x1 von der schnellen Dynamik. Dies bedeutet allerdings, dass die Dynamik
dieser Spezies komplett im langsamen Unterraum stattfinden sollte. Stattdessen
liegt der Einheitsvektor (1, 0)T entsprechend Abbildung 4.3 nicht auf der Geraden
x2 = 1/2x1 und koppelt somit nicht vollsta¨ndig an die langsame Dynamik. Mit
den oben definierten Formeln 4.38 resultieren somit folgende Absta¨nde: dfast1 = 1
und dslow1 =
√
5/5 ≈ 0.45. Werden diese in die Berechnung der relativen Bei-
tra¨ge der Spezies x1 zu den Unterra¨umen einbezogen, so ergeben sich folgende
Resultate:
rslow1 =
dfast1
dslow1 + d
fast
1
=
1
1.45
≈ 0.69, rfast1 =
dslow1
dslow1 + d
fast
1
=
0.45
1.45
≈ 0.31.
Diese Ergebnisse lassen erkennen, dass trotz der orthogonalen Lage des Vektors
(1, 0)T zum schnellen Unterraum die Spezies x1 in dieser Betrachtung mit etwa
31% an die schnelle Dynamik koppelt.
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Um dieses Problem in den Griff zu bekommen, mu¨ssen offensichtlich auch die
Winkel αslowi und α
fast
i , i = 1, ..., n, definiert als
αspacei := arccos d
space
i = π/2− arcsin dspacei ,
mit space ∈ {slow, fast} beru¨cksichtigt werden. Sie beschreiben die Differenz zwi-
schen dem 90◦-Winkel und dem Winkel zwischen der i-ten Koordinatenachse und
dem entsprechenden Unterraum. Somit sehen die um die Winkel αspacei erweiter-
ten Formeln fu¨r die Kopplungsanalyse wie folgt aus:
rslowi :=
dfasti arccos d
slow
i
dfasti arccos d
slow
i + d
slow
i arccos d
fast
i
, (4.39)
rfasti :=
dslowi arccos d
fast
i
dslowi arccos d
fast
i + d
fast
i arccos d
slow
i
. (4.40)
Beispiel 4.3 Entsprechend den Formeln 4.39 und 4.40 resultieren fu¨r Beispiel
4.2 folgende relative Beitra¨ge fu¨r x1 und x2:
rslow1 =
1 · 60◦
1 · 60◦ +√5/5 · 0◦ = 1, r
fast
1 =
√
5/5 · 0◦
1 · 60◦ +√5/5 · 0◦ = 0,
rslow2 =
√
5/5 · 0◦
1 · 60◦ +√5/5 · 0◦ = 0, r
fast
2 =
1 · 60◦
1 · 60◦ +√5/5 · 0◦ = 1.
Spezies x1 entkoppelt somit aufgrund der orthogonalen Lage der x1-Achse von der
schnellen Dynamik. Spezies x2 koppelt dagegen mit 100% an schnelle Zeitskalen.
Fu¨r den Eignungstest der obigen Formeln 4.39 und 4.40 wurden unter anderem
fu¨nf Extremsituationen eingesetzt:
• der Speziesvektor ei ist orthogonal zum langsamen Unterraum mit dslowi =
1⇒ rslowi = 0%, rfasti = 100%;
• der Speziesvektor ei ist orthogonal zum schnellen Unterraum mit dfasti =
1⇒ rslowi = 100%, rfasti = 0%;
• der Speziesvektor ei liegt komplett im langsamen Unterraum mit dslowi =
0⇒ rslowi = 100%, rfasti = 0%;
• der Speziesvektor ei liegt komplett im schnellen Unterraum mit dfasti = 0⇒
rslowi = 0%, r
fast
i = 100%;
• der Speziesvektor ei liegt zwischen den Unterra¨umen mit dslowi = dfasti ⇒
rslowi = 50%, r
fast
i = 50%.
Somit ermo¨glichen Formeln 4.39 und 4.40 eine Realisierung der automatischen
Analyse des lokalen Kopplungsverhaltens der Spezies im Algorithmus, der im
na¨chsten Abschnitt detailliert besprochen wird.
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4.5 Algorithmische Realisierung der lokalen
Kopplungsanalyse
Algorithmus 4.1 zeichnet sich durch zwei Schleifen aus. Die a¨ußere Schleife stellt
einen adaptiven Integrator fu¨r steife Differentialgleichungssysteme dar. Sie la¨uft
solange, bis das Ende des betrachteten Zeitintervalls erreicht ist, und liefert In-
tegrationspunkte fu¨r die Kopplungsanalyse, die innerhalb der inneren Schleife
durchgefu¨hrt wird.
Im Algorithmus wird ein linear-implizites Eulerverfahren mit Extrapolation
verwendet, das im Programmpaket LIMEX (Deuflhard und Nowak [30]) imple-
mentiert ist. Fu¨r jeden Integrationspunkt wird zuna¨chst mittels automatischer
Differentiation (Griewank et al. [45]) eine Jacobimatrix berechnet (Schritt 1).
Eine reelle Block-Schur-Zerlegung der Jacobimatrix in Schritt 2 liefert eine in
LAPACK (engl.: linear algebra package) (Anderson et al. [2]) implementierte
Routine. Ist der betragsma¨ßig gro¨ßte Realteil eines Eigenwertes negativ, so kann
nach der aufsteigenden Anordnung der Realteile der Eigenwerte mit der iterati-
ven Berechnung der kleinstmo¨glichen reduzierten Dimension begonnen werden.
Diese iterative Prozedur ist in der inneren Schleife implementiert. Zuna¨chst wird
in Schritt 6 die Sylvester-Gleichung mit Hilfe von LAPACK (Anderson et al. [2])
gelo¨st, damit die Transformationsmatrizen Tr und T
−1
r berechnet werden ko¨nnen.
Das Fehlerkriterium in Schritt 9 erfordert eine Berechnung der konsisten-
ten Anfangswerte auf der (n − r)-dimensionalen Mannigfaltigkeit. Diese werden
mittels eines vereinfachten Newton-Verfahrens 4.36 bestimmt (Schritt 8), dessen
Konvergenz mit dem natu¨rlichen Monotonietest 4.37 u¨berpru¨ft wird. Konvergiert
das Newton-Verfahren nicht, so bedeutet das, dass der Startpunkt fu¨r die erste
Newton-Iteration zu weit von der eigentlichen Lo¨sung liegt. D. h. der aktuelle
Integrationspunkt liegt zu weit von der Mannigfaltigkeit entfernt. Somit ko¨nnen
das Newton-Verfahren und die iterative Prozedur an dieser Stelle abgebrochen
werden.
War das Newton-Verfahren erfolgreich, so wird an dieser Stelle untersucht,
welchen Fehler eine Approximation des ODE-Systems durch das DAE-System
in den langsamen Lo¨sungskomponenten verursacht. Liegt dieser Fehler unter der
benutzerdefinierten Toleranzgrenze TOL, so wird in der na¨chsten Iteration ver-
sucht, die aktuelle Dimension um eine weitere (bei einem reellen Eigenwert) oder
um zwei weitere (bei zwei konjugiert komplexen Eigenwerten) Dimensionen zu
reduzieren. Erfu¨llt das Fehlerkriterium nicht die Toleranzvorgaben, so wird die
innere Schleife abgebrochen. Nach der Berechnung der kleinstmo¨glichen redu-
zierten Dimension r erfolgt eine Analyse der Spezieskopplungen an schnelle und
langsame Dynamiken (Schritt 14).
Die Laufzeit des dargestellten Algorithmus 4.1 kann insbesondere bei gro¨ßeren
Systemen verku¨rzt werden, indem die Reduktion im aktuellen Integrationspunkt
mit der reduzierten Dimension r des vorherigen Integrationspunktes gestartet
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Algorithmus 4.1
INPUT: Differentialgleichungssystem x˙ = F (x), x ∈ Rn, Startpunkt x(tstart),
tmax, TOL, TOL1
t := tstart, x(t) := x(tstart), r := n
While t < tmax Do
1. Berechne Jacobimatrix J(x(t))
2. Berechne reelle Schur-Zerlegung: QTJ(x(t))Q =
(
S11 S12
0 S22
)
3. Sortiere Realteile der Eigenwerte,
so dass |Re(λ1)| ≤ |Re(λ2)| ≤ ... ≤ |Re(λn)|
4. If |Re(λn)| ≥ 0 Then Goto 14
5. Setze r := n− 1, falls λn ∈ R
r := n− 2, falls λn, λn−1 ∈ C
While r > 0 Do
6. Lo¨se S11Cr − CrS22 = −S12
7. Berechne Tr, T
−1
r mit 4.18
8. Lo¨se 0 = g(y, z) mit Newton-Iteration 4.36
If keine Konvergenz Then Goto 13
9. If ε‖f(yε, zε)− f(yε, z0)‖ ≥ TOL Then Goto 13
10. If |Re(λr)| ≥ 0 Then Goto 14
11. Setze r := r − 1, falls λr ∈ R
r := r − 2, falls λr, λr−1 ∈ C
Endwhile
12. If r = 0 Then
If ‖dx(t)
dt
‖ < TOL1 Then Goto 14
Endif
13. Setze r := r + 1, falls λr+1 ∈ R
r := r + 2, falls λr+1, λr+2 ∈ C
14. Berechne rslowi , r
fast
i fu¨r i = 1, ..., n mit 4.39–4.40
15. Berechne x(t+∆t)
t := t+∆t
x(t) := x(t+∆t)
Endwhile
Tabelle 4.1: Algorithmus zur lokalen Analyse der Kopplungen an schnelle und langsame
Dynamiken der am Reaktionsmechanismus beteiligten Spezies.
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wird. Ist das Fehlerkriterium erfu¨llt, so ko¨nnen weitere Versuche unternommen
werden, die Dimension zu reduzieren. Im negativen Fall wird wie zu Beginn mit
der vollen Dimension n gestartet.
Im Folgenden wird die Anwendung des detailliert besprochenen Algorithmus
4.1 an zwei kleinen Beispielen demonstriert. Es handelt sich dabei um das im
zweiten Kapitel beschriebene Michaelis-Menten-System und um ein oszillieren-
des Oregonator-Modell mit drei Variablen.
Michaelis-Menten-System
Der einfachste Fall einer enzymkatalysierten Reaktion ist eine Reaktion, bei der
ein Substrat umgesetzt wird, wobei ein irreversibler Reaktionsverlauf angenom-
men werden soll. Ein Substrat S reagiert mit Enzym E, um einen Komplex ES
zu bilden, der dann in ein Produkt P und das Enzym E zerfa¨llt.
S + E
k±1
⇋ ES
k2→ P + E
Fu¨r die zeitliche A¨nderung der einzelnen Reaktionspartner ergeben sich folgende
Differentialgleichungen:
d[S]
dt
= k−1[ES]− k+1[S][E]
d[ES]
dt
= k+1[S][E]− k−1[ES]− k2[ES]
d[E]
dt
= k−1[ES]− k+1[S][E] + k2[ES]
d[P]
dt
= k2[ES]. (4.41)
Die letzte Gleichung fu¨r das Produkt P koppelt nicht an die anderen Gleichungen
und kann deswegen vernachla¨ssigt werden. Außerdem gilt ein Erhaltungsgesetz
fu¨r das Enzym, das besagt, dass die Summe aus der freien Konzentration und
Konzentration des Enzyms im Komplex immer erhalten bleibt
[E]total = [E] + [ES]. (4.42)
Diese Erhaltungsgleichung erlaubt somit die Berechnung der Konzentration nur
einer an der Summe 4.42 beteiligten Spezies, so dass das obige Differentialglei-
chungssystem 4.41 auf zwei Gleichungen reduziert wird:
x˙1 = k−1x2 − k+1(Etotal − x2)x1
x˙2 = k+1(Etotal − x2)x1 − k−1x2 − k2x2 (4.43)
mit x1 = [S] und x2 = [ES]. Fu¨r die numerische Simulation des ODE-Systems
4.43 wurden folgende Werte gewa¨hlt: Etotal = 10.0, k+1 = 1.0, k−1 = 1.0 und
k2 = 0.5 mit den Anfangswerten x1(0) = 100.0 und x2(0) = 0.
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Abbildung 4.4: Links: numerische Simulation des Michaelis-Menten-Systems 4.43 mit
LIMEX (Deuflhard und Nowak [30]) (x1 = [S], x2 = [ES]); rechts: reduzierte Dimension
fu¨r das Michaelis-Menten-Modell 4.43 (Algorithmus 4.1 mit TOL = 10−2 in 4.34).
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Abbildung 4.5: Relative Beitra¨ge rslowi (t) der Spezies i = 1, 2 (x1 = [S], x2 = [ES]) des
Michaelis-Menten-Modells 4.43 in % zum langsamen Raum entsprechend Formel 4.39
(Algorithmus 4.1 mit TOL = 10−2 in 4.34).
Die linke Abbildung in 4.4 zeigt die zeitlichen A¨nderungen des Substrats und
des Enzym-Substrat-Komplexes. Entsprechend diesen Lo¨sungskurven ko¨nnen
deutlich drei Phasen (Bisswanger [10]) unterschieden werden. Die sogenannte
Pre-Steady-State-Phase ist eine kurze Anfangsphase fu¨r die Bildung des Enzym-
Substrat-Komplexes bei gleichzeitiger Abnahme des freien Enzyms. In der mittle-
ren Phase (Bereich zwischen 0 und 20 Sekunden), der sogenannten Steady-State-
Phase, a¨ndert sich die Konzentration des Enzym-Substrat-Komplexes nur sehr
wenig. Die Substratkonzentration nimmt dagegen ab. Die letzte Phase (nach 20
Sekunden) ist gepra¨gt durch den Zerfall des Enzym-Substrat-Komplexes infolge
der Erscho¨pfung des Substratu¨berschusses.
Nach den Berechnungen des Algorithmus 4.1 liegt die gro¨ßtmo¨gliche reduzier-
te Dimension (vergleiche Abbildung 4.4 rechts) fu¨r das Michaelis-Menten-Modell
bei Eins innerhalb der zweiten und der dritten Phase und bei Null im Fließ-
gleichgewicht. Dies bedeutet, dass die Dynamik des ganzen Systems mit nur einer
differentiellen Variable im Rahmen der Fehlertoleranz beschrieben werden kann.
Die relativen Beitra¨ge der beiden Spezies zum langsamen Raum sind in Ab-
bildung 4.5 dargestellt. Daraus la¨sst sich erkennen, dass die relativen Beitra¨ge
den oben beschriebenen Phasenverlauf widerspiegeln. So liegt z. B. in der zweiten
Phase, innerhalb welcher die Dynamik des kompletten Systems durch die Ab-
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Abbildung 4.6: Numerische Simulation des Oregonator-Modells 4.44 mit LIMEX
(Deuflhard und Nowak [30]).
nahme der Substratkonzentration dominiert wird, der relative Substratbeitrag
rslow1 zum langsamen Raum bei 100%, wa¨hrend das Enzym-Substrat-Komplex
vollsta¨ndig entkoppelt (rslow2 = 0%). In der dritten Phase (nach 20 Sekunden)
dagegen, wird das Verhalten des Systems u¨berwiegend durch die Abnahme des
Enzym-Substrat-Komplexes bestimmt, wa¨hrend die Substratkonzentration kon-
stant bleibt. Diese Entwicklung spiegelt sich auch in den Beitra¨gen der Spezies
zum langsamen Raum wider. Der Beitrag des Enzym-Substrat-Komplexes ver-
gro¨ßert sich und der Beitrag des Substrats wird deutlich kleiner. Somit besta¨tigen
die numerischen Resultate des Algorithmus 4.1 die Gu¨ltigkeit der Annahme der
Quasistationarita¨t des Enzym-Substrat-Komplexes fu¨r die Herleitung der bekann-
ten Michaelis-Menten-Beziehung (vergleiche Kapitel 2).
Oregonator
Die Belousov-Zhabotinsky-Reaktion beschreibt periodisch auftretenden Wech-
sel der Farbe einer wa¨ssrigen Lo¨sung aus Zitronensa¨ure, Kaliumbromat, Schwe-
felsa¨ure und Cersulfat. Nach der Entdeckung des Farbumschlages von Belousov
zu Beginn der 50er Jahre wurde seine Behauptung zuna¨chst fu¨r unwahrscheinlich
gehalten. Erst nach vielen Jahren gelang es dem Wissenschaftler seine Ergebnisse
zu publizieren (Belousov [8]), die dann von Zhabotinsky in weiteren Studien un-
tersucht wurden. Im Jahre 1974 entwickelten Field und Noyes [37] ein sogenann-
tes Oregonator-Modell, das die Belousov-Zhabotinsky-Reaktion mittels folgender
Differentialgleichungen beschreibt:
x˙1 = 77.27[x2 + x1(1− 8.375× 10−6x1 − x2)]
x˙2 =
1
77.27
[x3 − (1 + x1)x2]
x˙3 = 0.161(x1 − x3). (4.44)
Dabei stellen x1, x2 und x3 dimensionslose Variablen dar. Das dynamische Ver-
halten des Modells 4.44 ist in Abbildung 4.6 dargestellt. Diese Simulationsergeb-
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Abbildung 4.7: Ergebnisse der lokalen Komplexita¨tsreduktion fu¨r das Oregonator-
Modell 4.44 (Algorithmus 4.1 mit TOL = 10−2 in 4.34). Links oben: reduzierte Di-
mension; unten, rechts oben: relative Beitra¨ge rslowi (t) der Spezies i = 1, 2, 3 in % zum
langsamen Raum entsprechend Formel 4.39.
nisse wurden mit dem Integrator LIMEX (Deuflhard und Nowak [30]) und den
Anfangswerten x1(0) = 1.0, x2(0) = 2.0 und x3(0) = 3.0 erhalten.
Abbildung 4.7 stellt die Ergebnisse der lokalen Kopplungsanalyse fu¨r das
Oregonator-Modell 4.44 dar, die mit Algorithmus 4.1 durchgefu¨hrt wurde. Es
la¨sst sich an der linken oberen Abbildung in 4.7 erkennen, dass nur innerhalb
kleiner Intervalle alle drei Variablen beno¨tigt werden, um die Dynamik des Sys-
tems zu beschreiben. Stattdessen reicht im Interval zwischen 50 und 250 Sekunden
eine einzige Mode, mit der das dynamische Verhalten des Systems im Rahmen
der Fehlertoleranz wiedergegeben werden kann.
Da aber die Moden Linearkombinationen der urspru¨nglichen Variablen dar-
stellen, mu¨ssen zusa¨tzlich zur Berechnung der reduzierten Dimension die Beitra¨ge
der Variablen zum langsamen Raum analysiert werden. Die Ergebnisse dieser
Analyse sind in Abbildung 4.7 (untere Zeile und Abbildung rechts oben) darge-
stellt. Offensichtlich entkoppeln die Variablen x1 und x3 (r
slow
1 = r
slow
3 ≈ 0%) im
Bereich zwischen 50 und 250 Sekunden vollsta¨ndig von der langsamen Dynamik.
Das bedeutet, dass Sto¨rungen dieser Variablen in dem jeweiligen Bereich sehr
schnell relaxieren und somit keinen Einfluss auf die Dynamik restlicher Spezies
ausu¨ben. Solche Spezies werden auch als QSSA-Spezies (vergleiche Abschnitt 4.1)
bezeichnet. Ihre Konzentrationsa¨nderungen finden auf den schnellen Zeitskalen
statt und ko¨nnen daher als relaxiert angenommen werden. Entsprechend der
vorangehenden Analyse (Abbildung 4.7) sollte also eine Quasistationarita¨tsan-
nahme fu¨r die Spezies x1 und x3 im Bereich zwischen 50 und 250 Sekunden die
Dynamik der restlichen Spezies nicht vera¨ndern.
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Abbildung 4.8: Lo¨sungskurven der Variablen x2 und x3 als Lo¨sungen des vollsta¨ndigen
Oregonator-Modells 4.44 und des reduzierten DAE-Systems, bestehend aus zwei letzten
Differentialgleichungen des Modells 4.44 und der algebraischen Gleichung 4.45.
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Abbildung 4.9: Lo¨sungskurven der Variablen x1 und x2 als Lo¨sungen des vollsta¨ndigen
Oregonator-Modells 4.44 und des reduzierten DAE-Systems, bestehend aus zwei ersten
Differentialgleichungen des Modells 4.44 und der algebraischen Gleichung 4.46.
Im Folgenden wird diese Annahme zuna¨chst fu¨r jede der drei Spezies einzeln
und anschließend fu¨r die Spezies x1 und x3 zusammen innerhalb des Zeitabschnit-
tes zwischen 100 und 200 Sekunden getestet. In Abbildung 4.8 sind die Lo¨sungs-
kurven der Variablen x2 und x3 dargestellt, die beim Integrieren des vollsta¨ndi-
gen ODE-Systems 4.44 und des reduzierten DAE-Systems zustande kommen. Das
DAE-System besteht dabei aus den zwei letzten Differentialgleichungen des vollen
Oregonator-Modells 4.44 und einer algebraischen Gleichung
0 = 77.27[x2 + x1(1− 8.375× 10−6x1 − x2)], (4.45)
welche die zu testende Quasistationarita¨tsannahme fu¨r die Variable x1 darstellt.
Ein Vergleich der Lo¨sungstrajektorien des kompletten und des reduzierten Orego-
nator-Modells (vergleiche Abbildung 4.8) zeigt, dass eine Quasistationarita¨tsan-
nahme fu¨r die Spezies x1 in dem betrachteten Bereich mit r
slow
1 ≈ 0% die Dynamik
der restlichen Spezies x2 und x3 nicht oder nur sehr geringfu¨gig beeinflusst.
Der gleiche Test wird mit der Variable x3 durchgefu¨hrt, die ebenfalls gema¨ß
Abbildung 4.7 im betrachteten Zeitintervall von der langsamen Dynamik mit
rslow3 ≈ 0% entkoppelt. Abbildung 4.9 zeigt die Simulationsergebnisse fu¨r das
komplette ODE-System 4.44 und das reduzierte DAE-System, welches sich in
diesem Fall aus den ersten zwei Differentialgleichungen des Oregonator-Modells
4.5. ALGORITHMISCHE REALISIERUNG 67
400
300
200
100
0
200180160140120100
x 2
(t)
t [s]
ODE
DAE
Abbildung 4.10: Lo¨sungskurven der Variable x2 als Lo¨sungen des vollsta¨ndigen Ore-
gonator-Modells 4.44 und des reduzierten DAE-Systems, bestehend aus der mittleren
Differentialgleichung des Modells 4.44 sowie den algebraischen Gleichungen 4.45 und
4.46.
4.44 und der folgenden algebraischen Gleichung fu¨r die Variable x3 zusammen-
setzt:
0 = 0.161(x1 − x3). (4.46)
Gema¨ß Abbildung 4.9 beeinflussen die Sto¨rungen der Variable x3 auch in diesem
Fall nicht das Verhalten der langsamen Spezies x1 und x2.
Zusammen liefern die Quasistationarita¨tsbedingungen 4.45 und 4.46 sowie
die mittlere Differentialgleichung aus 4.44 ein weiteres reduziertes DAE-System,
deren Lo¨sungskurve fu¨r die Variable x2 der Lo¨sungskurve des vollsta¨ndigen ODE-
Systems 4.44 approximativ entspricht (vergleiche dazu Abbildung 4.10). Die nu-
merische Komplexita¨tsreduktion (Algorithmus 4.1) hat demnach einen entschei-
denden Beitrag zur Identifizierung der Spezies geleistet, die komplett von der
langsamen Dynamik entkoppeln. Infolgedessen war es mo¨glich, ein eindimensio-
nales Modell zu finden, dessen langsame Komponente anna¨hernd das dynamische
Verhalten der jeweiligen Spezies aus dem vollen Modell aufweist.
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Abbildung 4.11: Lo¨sungskurven der Variable x3 als Lo¨sungen des vollsta¨ndigen Ore-
gonator-Modells 4.44 und des reduzierten DAE-Systems, bestehend aus der ersten und
der dritten Differentialgleichung des Modells 4.44 sowie der algebraischen Gleichung
4.47.
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Im Gegensatz zu den Variablen x1 und x3 koppelt x2, wie aus Abbildung 4.7
ersichtlich, sehr stark an die langsamen Zeitskalen (rslow2 ≈ 100%). Dies bedeutet,
dass das Verhalten des Systems durch eine kleine Sto¨rung der Spezies x2 signifi-
kant vera¨ndert werden kann. Zur Besta¨tigung dieser Aussage werden im Folgen-
den die Simulationsergebnisse des vollen ODE-Systems 4.44 mit den Ergebnissen
des DAE-Systems, das aus zwei Differentialgleichungen fu¨r die Variablen x1 und
x3 aus 4.44 und einer algebraischen Gleichung
0 =
1
77.27
[x3 − (1 + x1)x2] (4.47)
besteht, verglichen. Die Ergebnisse dieser Analyse sind in Abbildung 4.11 fu¨r
die Spezies x3 dargestellt. Es la¨sst sich sofort erkennen, dass eine Annahme der
Quasistationarita¨t fu¨r die Variable x2 ein vo¨llig anderes dynamisches Verhalten
der langsamen Systemkomponente x3 verursacht.
Zusammenfassend haben die nachtra¨glichen Vergleiche der Lo¨sungskurven des
vollen Oregonator-Modells mit den reduzierten DAE-Modellen die Richtigkeit der
lokalen Kopplungsanalyse mit Algorithmus 4.1 besta¨tigt.
Kapitel 5
Globale Analyse der
Spezieskopplungen
Im vorherigen Kapitel wurde eine Methode vorgestellt, die eine lokale Analyse
des Kopplungsverhaltens der an einem (bio)chemischen Mechanismus beteiligten
Spezies an schnelle und langsame Dynamiken ermo¨glicht. Das Ziel fu¨r dieses Ka-
pitel besteht in der Entwicklung einer Methode, die Informationen u¨ber Spezies-
kopplungen nicht nur fu¨r eine kleine Umgebung eines Referenzpunktes, sondern
fu¨r vorher definierte Zeitintervalle bereitstellt.
Im Folgenden seien zwei verschiedene Verfahren hierfu¨r vorgestellt. Beide Me-
thoden basieren auf einer Analyse der Sensitivita¨ten bezu¨glich Anfangswertvaria-
tionen entlang der Lo¨sungstrajektorie. Die reelle Block-Schur-Zerlegung bzw. die
Singula¨rwertzerlegung der Sensitivita¨tsmatrizen erlaubt eine Identifizierung stark
kontrahierender Richtungen im Phasenraum, in welche Sto¨rungen der Zustands-
variablen relaxieren. Eine iterative Relaxation der am sta¨rksten kontrahieren-
den Moden liefert DAE-Systeme, die das volle ODE-System approximieren. Die
kleinst mo¨gliche Approximation wird mit Hilfe einer Abscha¨tzung des relativen
Fehlers in den differentiellen Variablen bestimmt (Lebiedz et al. [68]).
Zusa¨tzlich zu der Relaxation stark kontrahierender Moden bietet das auf der
Singula¨rwertzerlegung basierende Verfahren eine algorithmisch leicht zu realisie-
rende Mo¨glichkeit zur fehlerkontrollierten Identifizierung lokaler Erhaltungsbe-
ziehungen (Lebiedz et al. [67]). Die Anzahl der konstanten Moden kann ebenfalls
mittels des oben beschriebenen Fehlerkriteriums iterativ bestimmt werden.
Im letzten Abschnitt dieses Kapitels werden beide Methoden zusammenfas-
send dargestellt und anschließend auf die im vorigen Kapitel na¨her beschriebenen
Beispielmodelle angewandt.
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5.1 Identifizierung stark kontrahierender Rich-
tungen im Phasenraum
Die hier aufgefu¨hrte Idee der globalen Komplexita¨tsreduktion fu¨r (bio)chemische
Systeme basiert auf einer fehlerkontrollierten Approximation des vollen ODE-
Systems durch DAE-Systeme innerhalb vorher definierter Zeitintervalle. Fu¨r je-
des dieser Intervalle muss eine Transformationsmatrix gefunden werden, deren
Spaltenvektoren kontrahierende und expandierende Richtungen im Phasenraum
darstellen, so dass nach einer Transformation des urspru¨nglichen ODE-Systems
die gegenu¨ber Sto¨rungen der Zustandsvariablen robusten Moden als relaxiert an-
genommen werden ko¨nnen. Es muss also eine Mo¨glichkeit gefunden werden, re-
laxierende und nichtrelaxierende Richtungen im Phasenraum zu identifizieren.
Gegeben sei das allgemeine nichtlineare Anfangswertproblem
x˙ = F (x), x(t0) = x0 (5.1)
mit der Lo¨sung
x(t) = x(t; t0, x0), (5.2)
die fu¨r alle t ≥ t0 ≥ 0 definiert ist. Eine Eingabesto¨rung ∆x0 zum Zeitpunkt t0
verursacht zu einem spa¨teren Zeitpunkt eine Abweichung von der urspru¨nglichen
Lo¨sung 5.2, die als Differenz
∆x(t) = x(t; t0, x0 +∆x0)− x(t; t0, x0) (5.3)
dargestellt werden kann. In linearer Na¨herung ergibt sich
∆x(t) =
x(t; t0, x0 +∆x0)− x(t; t0, x0)
∆x0
∆x0 ≈W (t, t0)∆x0 (5.4)
mit
W (t, t0) =
∂x
∂x0
(t; t0, x0). (5.5)
Die MatrixW (t, t0) ∈ Rn×n u¨bertra¨gt (propagiert) somit die Eingabesto¨rung ∆x0
zum Zeitpunkt t0 entlang der Integralkurve durch (t0, x0) zur Ausgabesto¨rung
∆x(t) zum Zeitpunkt t und wird demnach als Propagationsmatrix bezeichnet. Sie
entspricht der Sensitivita¨tsmatrix bezu¨glich der Anfangswerte aus Abschnitt 3.3.
Da aber im Vordergrund dieses Kapitels eine globale bzw. stu¨ckweise Komple-
xita¨tsreduktion steht, wird das gesamte Simulationsintervall [0, tmax] mit t0 = 0 in
ρ ∈ N Bereiche [0, T ], [T, 2T ], ..., [(ρ− 1)T, ρT ] mit der La¨nge T = tmax
ρ
unterteilt.
Innerhalb der Zeitfenster seien Lo¨sungen
x(T ) := x(T ; 0, x0),
x(2T ) := x(2T ;T, x(T )),
...
x(ρT ) := x(ρT ; (ρ− 1)T, x((ρ− 1)T )) (5.6)
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fu¨r das Anfangswertproblem 5.1 definiert. Dabei beschreiben die Matrizen
W (T, 0),W (2T, T ), ..., W (ρT, (ρ − 1)T ) die Propagation der Eingabesto¨rungen
∆x0,∆x(T ), ...,∆x((ρ− 1)T ) zu Beginn jedes Zeitintervalls entlang der Integral-
kurven zu den Ausgabesto¨rungen an den Zeitpunkten T, 2T, ..., ρT mit
∆x(T ) ≈ W (T, 0)∆x(0),
∆x(2T ) ≈ W (2T, T )∆x(T ),
...
∆x(ρT ) ≈ W (ρT, (ρ− 1)T )∆x((ρ− 1)T ). (5.7)
Um Richtungen stark relaxierender Sto¨rungen der Zustandsvariablen fu¨r die oben
definierten Intervalle zu finden, mu¨ssen also die Propagationsmatrizen
W (kT, (k − 1)T ), k = 1, ..., ρ berechnet und untersucht werden. Im Folgenden
werden zwei Methoden – die reelle Block-Schur-Zerlegung und die Singula¨rwert-
zerlegung – betrachtet, die im weiteren Verlauf der Arbeit fu¨r die Zerlegung der
Propagationsmatrizen eingesetzt werden.
5.1.1 Reelle Block-Schur-Zerlegung der Propagationsma-
trizen
Fu¨r das Zeitfenster [(k − 1)T, kT ] mit
∆x(kT ) ≈W (kT, (k − 1)T )∆x((k − 1)T ) (5.8)
und k ∈ {1, ..., ρ} sei zuna¨chst angenommen, dass die entsprechende Propaga-
tionsmatrix W (kT, (k − 1)T ) vollsta¨ndig diagonalisierbar ist, d. h. es existieren
eine regula¨re Matrix U ∈ Rn×n und eine Diagonalmatrix D ∈ Rn×n, so dass
W (kT, (k − 1)T ) = UDU˜ = (u1, ..., un)

 λ1 · · · 0... . . . ...
0 · · · λn



 u˜1...
u˜n

 (5.9)
mit UU˜ = In×n gilt. Somit resultiert nach dem Einsetzen der Zerlegung 5.9 in
5.8 folgendes Ergebnis:
∆x(kT ) ≈ U

 λ1 · · · 0... . . . ...
0 · · · λn

 U˜∆x((k − 1)T ). (5.10)
Mit der Projektion
∆y(t) := U˜∆x(t)
fu¨r kT ≥ t ≥ (k − 1)T werden zusa¨tzlich aus 5.10 einige Zusammenha¨nge
bezu¨glich der Sto¨rungspropagation im Phasenraum erkennbar:
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• |λi| < 1 : die Sto¨rung in Richtung des korrespondierenden Eigenvektors ui
nimmt mit der Zeit ab;
• |λi| > 1 : die Sto¨rung in Richtung des korrespondierenden Eigenvektors ui
wa¨chst mit der Zeit;
• |λi| = 1 : die Sto¨rung in Richtung des korrespondierenden Eigenvektors ui
bleibt konstant.
Somit stellen Spaltenvektoren der Matrix U = (u1, ..., un) Richtungen im Pha-
senraum dar, in die Sto¨rungen der Zustandsvariablen innerhalb des betrachteten
Zeitfensters [(k − 1)T, kT ] gema¨ß |λi|, i = 1, ..., n mit der Zeit relaxieren, kon-
stant bleiben oder wachsen. Insbesondere relaxiert eine Sto¨rung in Richtung des
Eigenvektors mit dem kleinsten Betrag |λi| < 1 am sta¨rksten.
Ist die PropagationsmatrixW (kT, (k−1)T ) nicht vollsta¨ndig diagonalisierbar,
wie am Anfang angenommen, so la¨sst sich a¨hnlich wie in Abschnitt 4.2.2 eine
reelle Block-Schur-Zerlegung realisieren, welche die stark relaxierenden Prozesse
von den nichtrelaxierenden separiert. Zuna¨chst findet eine reelle Schur-Zerlegung
der Matrix W (kT, (k − 1)T ) gema¨ß
QTW (kT, (k − 1)T )Q = S˜ =

 S˜11 · · · S˜1m... . . . ...
0 · · · S˜mm


statt. Anschließend wird nach einer Anordnung der Diagonalelemente bzw. der
(2× 2)-Diagonalblo¨cke aus der oberen Block-Dreiecksmatrix S˜ entsprechend der
Gro¨ße der Realteile ihrer Eigenwerte
|Re(λ1)| ≥ |Re(λ2)| ≥ ... ≥ |Re(λn)| (5.11)
die Kopplungsmatrix S12 ∈ Rr×(n−r) aus
S˜ =
(
S11 S12
0 S22
)
eliminiert. Die Lo¨sung Cr ∈ Rr×(n−r) der Sylvester-Gleichung
S11Cr − CrS22 = −S12
ermo¨glicht letztlich die Berechnung der Transformationsmatrizen
Tr = Q
(
I +
(
0 Cr
0 0
))
, T−1r =
(
I −
(
0 Cr
0 0
))
QT. (5.12)
Dementsprechend separiert aufgrund der Anordnung 5.11 eine fu¨r kT ≥ t ≥
(k − 1)T wie folgt definierte Transformation
∆y(t) := T−1r ∆x(t) (5.13)
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die r stark relaxierenden Moden von den nichtrelaxierenden bzw. nur schwach
relaxierenden Prozessen. Mit
W (kT, (k − 1)T ) = Tr
(
S11 0
0 S22
)
T−1r
und 5.8 gilt
∆y(kT ) ≈
(
S11 0
0 S22
)
∆y((k − 1)T ).
Die Anwendung der Projektion 5.13 auf das urspru¨ngliche ODE-System 5.1
T−1r x˙ = T
−1
r F (5.14)
dreht die Koordinatenachsen des urspru¨nglichen Zustandsraumes in die Richtun-
gen der Spaltenvektoren der Matrix Tr. Aus der Zerlegung der Matrix Tr
Tr = ((Tr)act|(Tr)rel) = (T 1r , ..., T rr |T r+1r , ..., T nr ) (5.15)
in eine “relaxierende” (Tr)rel und eine “aktive” Teilmatrix (Tr)act (T
i
r , i = 1, ..., n
steht fu¨r den i-ten Spaltenvektor der Matrix Tr) und der angenommenen Rela-
xation der stark kontrahierenden Moden
(T−1r )actx˙ = (T
−1
r )actF
0 = (T−1r )relF (5.16)
entsteht ein DAE-System mit den transformierten Variablen y(t) = (T−1r )actx(t) ∈
Rr und z(t) = (T−1r )relx(t) ∈ Rn−r. Das DAE-System 5.16 approximiert somit das
komplette ODE-System innerhalb des Intervalls [(k − 1)T, kT ].
5.1.2 Singula¨rwertzerlegung der Propagationsmatrizen
Daru¨ber hinaus bietet die Singula¨rwertzerlegung der Propagationsmatrizen
W (kT, (k − 1)T ), k = 1, ..., ρ eine weitere Mo¨glichkeit zur Identifizierung stark
kontrahierender Moden. Im Folgenden sei zuna¨chst auf die theoretischen Details
der Singula¨rwertzerlegung (Trefethen und Bau [105]) eingegangen.
Ist A ∈ Rm×n eine beliebige reelle Matrix mit dem Rang ϑ, dann heißen die
positiven Wurzeln σi =
√
λi mit i = 1, 2, ..., ϑ aus den Eigenwerten λi der Ma-
trix ATA Singula¨rwerte der Matrix A. Dazu existieren ϑ orthonormierte Rechts-
singula¨rvektoren vi und ϑ orthonormierte Linkssingula¨rvektoren ui. Daru¨ber hi-
naus existieren zum Singula¨rwert Null n − r Rechtssingula¨rvektoren vi mit i =
ϑ+1, ..., n undm−r orthonormierte Linkssingula¨rvektoren ui mit i = ϑ+1, ..., m.
Eine Matrix vom Typ (m,n) hat demzufolge n Rechtssingula¨rvektoren und m
Linkssingula¨rvektoren, die zu den orthogonalen Matrizen V = (v1, v2, ..., vn) und
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Abbildung 5.1: Geometrische Darstellung der Singula¨rwertzerlegung 5.17 am Beispiel
der Matrix A ∈ R2×2.
U = (u1, u2, ..., um) zusammengefasst werden ko¨nnen. Die Singula¨rwertzerlegung
der Matrix A ist daher gegeben durch
A = UΣV T (5.17)
mit Σ = diag(σi), i = 1, ..., ϑ und orthogonalen Matrizen U ∈ Rm×m, V ∈ Rn×n.
Die geometrische Darstellung der Singula¨rwertzerlegung 5.17 ist in Abbil-
dung 5.1 am Beispiel einer 2 × 2-Matrix veranschaulicht. Die Spaltenvektoren
der Matrix U korrespondieren mit den Achsen der Ellipse, deren La¨ngen durch
die Singula¨rwerte σ1 und σ2 festgelegt sind. Die normierten Vektoren v1 und v2
stellen dabei gema¨ß
Avi = σiui, i = 1, ..., ϑ
die Urbilder der linearen Abbildung A dar, welche die Spaltenvektoren der Matrix
V auf die Achsen der Ellipse abbildet.
Die geometrische Interpretation der Singula¨rwertzerlegung, angewandt auf die
Propagationsmatrix W (kT, (k − 1)T ), ist in Abbildung 5.2 veranschaulicht. Es
sind zwei Trajektorien abgebildet: eine nominale x(t) und eine am Anfang mit
∆x((k−1)T ) gesto¨rte Lo¨sung x˜(t) des Problems fu¨r kT ≥ t ≥ (k−1)T . Offensicht-
lich bildet die Propagationsmatrix den Einheitskreis der Eingabesto¨rungen auf die
Ellipse der Ausgabesto¨rungen ab. Die Spaltenvektoren der Matrix U bestimmen
dabei kontrahierende bzw. wachsende Richtungen im Phasenraum. Insbesondere
wird die am sta¨rksten kontrahierende Richtung durch die ku¨rzeste Achse σiui der
Ellipse definiert. Insofern eignet sich die Matrix U fu¨r die Transformation des
urspru¨nglichen ODE-Systems
UTx˙ = UTF. (5.18)
Mit Hilfe der Singula¨rwerte, die absteigend angeordnet sind, lassen sich dem-
entsprechend Moden uix(t), i = 1, ..., n, welche als Skalarprodukt zwischen dem
i-ten Spaltenvektor ui der Matrix U und dem Zustandsvektor x(t) definiert sind,
wie folgt klassifizieren:
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Abbildung 5.2: Geometrische Interpretation der Singula¨rwertzerlegung angewandt auf
die Propagationsmatrizen W (kT, (k − 1)T ), k = 1, ..., ρ.
• σi < 1 : uix(t) ist eine relaxierende Mode, die auf Sto¨rungen der Zustands-
variablen nicht oder nur sehr gering reagiert;
• σi > 1 : uix(t) ist eine nichtrelaxierende Mode, die auf Sto¨rungen der
Zustandsvariablen sehr stark reagiert;
• σi = 1 : uix(t) ist eine konstante Mode, die Sto¨rungen der Zustandsvaria-
blen konstant erha¨lt.
Schließlich fu¨hrt nach einer Aufspaltung der Matrix U
U = (Uact|Urel) = (u1, ..., ur|ur+1, ..., un) (5.19)
in eine “relaxierende” Urel und eine “aktive” Teilmatrix Uact die Relaxation stark
kontrahierender Moden zu einem DAE-System
(UT)actx˙ = (U
T)actF
0 = (UT)relF (5.20)
mit r differentiellen und n− r algebraischen Gleichungen.
An dieser Stelle sei darauf hingewiesen, dass infolge der Singula¨rwertzerle-
gung eine Rotation der Spaltenvektoren der Matrix V gegenu¨ber denen von U
stattfinden kann, so dass Richtungen der Eingabesto¨rungen nicht mehr den Re-
laxationsrichtungen entsprechen. Dies bedeutet, dass eine Sto¨rung, die in eine
stark kontrahierende Richtung relaxiert, nicht unbedingt dem dazu korrespon-
dierenden Spaltenvektor der Matrix U entspricht. Stattdessen wird sie durch eine
Linearkombination der Vektoren u1, ..., un spezifiziert.
5.2 Abscha¨tzung des Fehlers
Bis jetzt wurde gezeigt, dass sowohl die reelle Block-Schur-Zerlegung als auch
die Singula¨rwertzerlegung der Propagationsmatrizen W (kT, (k − 1)T ) zur Iden-
tifizierung der Moden, deren zeitlicher Verlauf als quasistationa¨r angenommen
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werden kann, beitragen. Um jedoch die Anzahl relaxierender Moden innerhalb
des Zeitfensters [(k− 1)T, kT ] korrekt zu erfassen, ist ein Kriterium, welches den
Fehler in den differentiellen transformierten Variablen kontrolliert, erforderlich.
Dieser la¨sst sich beispielsweise in einer iterativen Prozedur wie folgt berechnen
|y∗i (kT )− yi(kT )|
|yi(kT )| ≤ TOL, i = 1, ..., r. (5.21)
y∗(kT ) bezeichnet dabei den differentiellen Teil der Lo¨sung der DAE-Approxima-
tion 5.16 bzw. 5.20 mit r differentiellen Gleichungen und y(kT ) steht fu¨r die
Lo¨sung des transformierten kompletten ODE-Systems 5.14 bzw. 5.18 mit dem
Anfangswert T−1r x((k − 1)T ) bzw. UTx((k − 1)T ). Es wird demnach die relative
Abweichung der differentiellen Variablen einer DAE-Lo¨sung von den entsprechen-
den Variablen der ODE-Lo¨sung zum Zeitpunkt t = kT bestimmt. Damit die re-
duzierte Dimension r akzeptiert wird, darf diese Abweichung eine vom Benutzer
definierte Toleranzgrenze TOL nicht u¨berschreiten.
5.3 Analyse des Kopplungsverhaltens
Die in einer iterativen Prozedur berechnete reduzierte Dimension r legt die An-
zahl der aktiven Moden fest, mit deren Hilfe das dynamische Verhalten des gesam-
ten Systems fehlerkontrolliert beschrieben werden kann. Allerdings entsprechen
sowohl aktive als auch relaxierende Moden den Linearkombinationen der Sys-
temvariablen xi(t). D. h., erst eine Analyse der durch die Spaltenvektoren der
Transformationsmatrix Tr bzw. U aufgespannten Unterra¨ume ko¨nnte Aufschluss
u¨ber die Beteiligung der Systemvariablen an der aktiven bzw. relaxierenden Dy-
namik des Systems geben.
Gegeben sei die gesplittete Darstellung 5.15 bzw. 5.19 der Transformations-
matrix Tr bzw. U . Die ersten r Spaltenvektoren spannen den aktiven Unter-
raum auf, in dem die fu¨r das gesamte System maßgeblichen Prozesse ablaufen.
Der relaxierende Unterraum, dessen dynamische Vorga¨nge auf Sto¨rungen der Zu-
standsvariablen relaxierend reagieren, wird von den letzten n−r Spaltenvektoren
aufgespannt. Die Lage der Koordinatenachsen ei, i = 1, ..., n zu den Unterra¨umen
ist demnach ausschlaggebend fu¨r die Beteiligung der Spezies an den unterschied-
lichen Dynamiken. Im Folgenden werden in Abha¨ngigkeit von der Zerlegung der
Propagationsmatrizen Formeln fu¨r die Untersuchung der Achsenlagen im Pha-
senraum hergeleitet.
Reelle Block-Schur-Zerlegung der Propagationsmatrizen
Im Falle der reellen Block-Schur-Zerlegung liegen Spaltenvektoren der Matrix Tr
nicht orthogonal aufeinander. Diese Tatsache erschwert eine Analyse der Spe-
zieskopplungen. Die intuitiven Gro¨ßen wie die Absta¨nde der Einheitsvektoren zu
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den Unterra¨umen oder die La¨ngen der Projektionen der Einheitsvektoren auf die
Unterra¨ume wu¨rden keine brauchbaren Ergebnisse liefern (siehe dazu Abschnitt
4.4). Eine mo¨gliche Lo¨sung dieses Problems wurde bereits im Rahmen der lo-
kalen Analysemethode (siehe Algorithmus 4.1) vorgeschlagen. Dieses Verfahren
kombiniert die Absta¨nde
dacti = ‖ei − pacti ‖, dreli = ‖ei − preli ‖, i = 1, ..., n
der Einheitsvektoren ei, i = 1, ..., n im Phasenraum vom aktiven bzw. relaxieren-
den Unterraum mit den Winkeln
αacti = arccos d
act
i , α
rel
i = arccos d
rel
i , i = 1, ..., n.
αacti und α
rel
i beschreiben die Abweichung des Winkels zwischen der i-ten Koor-
dinatenachse und dem entsprechenden Unterraum vom 90◦-Winkel. Dabei sind
die Projektionen der Vektoren ei auf den aktiven bzw. relaxierenden Unterraum
wie folgt definiert:
pacti =
r∑
j=1
(ei · T jr )T jr , preli =
n∑
j=r+1
(ei · T jr )T jr , i = 1, ..., n.
T jr steht fu¨r den normierten j-ten Spaltenvektor der Matrix Tr. Die Beitra¨ge der
Spezies zu den Unterra¨umen ergeben sich schließlich fu¨r i = 1, ..., n aus
racti :=
dreli arccos d
act
i
dreli arccos d
act
i + d
act
i arccos d
rel
i
(5.22)
und
rreli :=
dacti arccos d
rel
i
dacti arccos d
rel
i + d
rel
i arccos d
act
i
. (5.23)
Singula¨rwertzerlegung der Propagationsmatrizen
Die Singula¨rwertzerlegung der Propagationsmatrizen liefert dagegen orthonor-
mierte Linkssingula¨rvektoren u1, ..., un. Diese Tatsache hat eine orthogonale La-
ge der von den Spalten der Matrix U aufgespannten Unterra¨ume zueinander und
dementsprechend eine wesentlich einfachere Kopplungsanalyse zur Folge. So z. B.
spiegelt die La¨nge des i-ten Projektionsvektors, definiert als
pacti =
r∑
j=1
uijuj, p
rel
i =
n∑
j=r+1
uijuj, i = 1, ..., n,
die Position der i-ten Achse zu den entsprechenden Unterra¨umen wider. uij be-
zeichnet dabei die i-te Komponente des Vektors uj.
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Die La¨ngen der Projektionsvektoren stehen in einem direkten Zusammenhang
mit den Beitra¨gen der Spezies. Je la¨nger der Projektionsvektor, desto gro¨ßer ist
der Beitrag der Spezies zu der korrespondierenden Dynamik. Um einen direk-
ten Vergleich zwischen den Projektionen einer Spezies auf die unterschiedlichen
Unterra¨ume herzustellen, mu¨ssen daher die relativen Beitra¨ge
racti :=
||pacti ||
||pacti ||+ ||preli ||
, (5.24)
rreli :=
||preli ||
||pacti ||+ ||preli ||
, i = 1, ..., n (5.25)
analysiert werden.
5.4 Identifizierung der Erhaltungsbeziehungen
Eine Zerlegung des Simulationsintervalls in endlich viele Teile bietet zusa¨tzlich
zur Relaxation stark kontrahierender Moden eine Mo¨glichkeit zur Identifizierung
konstanter Moden. Im Zusammenhang mit der reellen Block-Schur-Zerlegung kor-
respondieren solche Moden mit den Eigenwerten, dessen Absolutbetra¨ge der Real-
teile bei Eins liegen. Eine konstante Mode, welche die Sto¨rungen der Zustandsva-
riablen unvera¨ndert mit der Zeit festha¨lt, liegt in Bezug auf Singula¨rwertzerlegung
der Propagationsmatrizen dann vor, wenn σi = 1 gilt.
Das Ziel dieses Abschnitts besteht nun darin, mittels einer zweiten iterativen
Prozedur, die aktive Teilmatrix (Tr)act bzw. Uact der Transformationsmatrix Tr
bzw. U in einen konstanten und einen nichtkonstanten Bereich zu splitten. Dies
erfordert im Falle der Matrix Tr eine Anordnung der Eigenwerte gema¨ß
|1− Re(λ1)| ≤ |1− Re(λ2)| ≤ . . . ≤ |1− Re(λr)|
und eine weitere Block-Schur-Zerlegung der Matrix S11, welche die konstanten
Prozesse von den nichtkonstanten separiert. Allerdings la¨sst sich eine zweite
Block-Schur-Zerlegung im Vergleich zur vollsta¨ndig entkoppelten Darstellung der
Moden uix(t) algorithmisch nur sehr kompliziert realisieren. Darum richtet sich
im Folgenden der Schwerpunkt der Komplexita¨tsreduktion ausschließlich auf die
Identifizierung lokaler Erhaltungsbeziehungen mittels der Singula¨rwertzerlegung.
Nach der Berechnung der minimalen Dimension r werden die Singula¨rwerte
σi, i = 1, ..., r gema¨ß ihrer Abweichung von der Zahl Eins
|1− σ1| ≤ |1− σ2| ≤ . . . ≤ |1− σr|
geordnet. Danach erfolgt die iterative fehlerkontrollierte Berechnung der kon-
stanten Moden, so dass die aktive Teilmatrix Uact in einen konstanten und einen
nichtkonstanten Bereich aufgeteilt wird:
Uact = (Uconst|Unonconst) = (u1, ..., uc|uc+1, ..., ur)
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mit c ≤ r. Dazu wird die Konzentration der als konstant angenommenen Moden
auf ihre Anfangswerte uix((k − 1)T ), i = 1, ..., c fixiert und das DAE-System
(UT)constx˙ = 0
(UT)nonconstx˙ = (U
T)nonconstF
0 = (UT)relF (5.26)
mit r differentiellen und n − r algebraischen Gleichungen auf dem Intervall
[(k − 1)T, kT ] integriert.
Die Auswertung des Fehlerkriteriums 5.21 fu¨r alle differentiellen Variablen yi,
i = 1, ..., r gibt schließlich Aufschluss daru¨ber, ob das Festhalten der Konzen-
trationen der ersten c Moden in Bezug auf die festgelegte Toleranzgrenze TOL
zula¨ssig ist. Ist die vorgegebene Toleranz nicht u¨berschritten, so wird in der na¨chs-
ten Iteration eine weitere Mode konstant gehalten.
Nach der Aufteilung der Matrix U in drei Teilmatrizen
U = (Uconst|Unonconst|Urel)
muss auch die in Abschnitt 5.3 geschilderte Kopplungsanalyse erweitert werden.
Dazu werden die Projektionen auf den konstanten, nichtkonstanten und relaxie-
renden Unterraum wie folgt
pconsti :=
c∑
j=1
uijuj , p
nonconst
i :=
r∑
j=c+1
uijuj , p
rel
i :=
n∑
j=r+1
uijuj, i = 1, ..., n
definiert. Der relative Beitrag der Spezies i zu einem der drei Unterra¨ume ist
demzufolge durch das Verha¨ltnis zwischen der La¨nge des entsprechenden Projek-
tionsvektors und der Summe aller Projektionsla¨ngen gegeben:
rspacei :=
||pspacei ||
||pconsti ||+ ||pnonconsti ||+ ||preli ||
, i = 1, ..., n, (5.27)
wobei space ∈ {const, nonconst, rel}. Der Beitrag der Spezies i zu der aktiven
Dynamik entspricht daher sinngema¨ß der Summe aus rconsti und r
nonconst
i
racti = r
const
i + r
nonconst
i , i = 1, ..., n.
5.5 Algorithmische Realisierung der globalen
Kopplungsanalyse
Im Gegensatz zur lokalen Komplexita¨tsreduktion 4.1 analysieren globale Verfah-
ren stu¨ckweise Spezieskopplungen auf endlichen Zeitintervallen. Fu¨r die Identifi-
zierung stark kontrahierender Richtungen im Phasenraum werden Propagations-
matrizen eingesetzt, welche die Sensitivita¨t der Lo¨sung bezu¨glich der Anfangswer-
te beschreiben. Diese werden mit Hilfe der internen numerischen Differentiation
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(vergleiche Kapitel 3.3.2) berechnet, die innerhalb des Integrators DAESOL (Bau-
er et al. [7]) implementiert ist. Der numerische Integrator DAESOL basiert auf
einem BDF-Verfahren (vergleiche Kapitel 3), der insbesondere fu¨r steife ODE-
und DAE-Systeme (vergleiche Kapitel 3.2.1) geeignet ist. Richtungen im Pha-
senraum, in die dynamische Prozesse ablaufen, ko¨nnen sowohl mittels der reel-
len Block-Schur-Zerlegung als auch mit Hilfe der Singula¨rwertzerlegung ermittelt
werden. Darin unterscheiden sich die beiden folgenden Algorithmen.
Algorithmus 5.1 basiert auf der reellen Block-Schur-Zerlegung der Propagati-
onsmatrizen, die mit dem Programmpaket LAPACK (Anderson et al. [2]) berech-
net wird. Nach einer absteigenden Sortierung der Realteile der Eigenwerte gema¨ß
ihrer Absolutbetra¨ge (Schritt 3) findet eine iterative Prozedur statt, aber auch
nur dann, wenn fu¨r den kleinsten Absolutbetrag gilt: |Re(λn)| < 1. Die Prozedur
wird so oft durchgefu¨hrt, bis eine der Abbruchbedingungen erfu¨llt ist. Dies kann
der Fall sein, wenn |Re(λr)| ≥ 1 gilt oder wenn das Fehlerkriterium 5.21 (Schritt
10) verletzt ist.
Fu¨r die Anwendung des Fehlerkriteriums wird eine Lo¨sung des DAE-Systems
5.16 auf dem Intervall [t, t + T ] beno¨tigt. Diese wird mit Hilfe von DAESOL
berechnet. Zur Berechnung eines konsistenten Anfangswertes werden Verfahren
eingesetzt, die innerhalb des Integrators DAESOL implementiert sind, wie z. B.
das Newton-Verfahren und das speziell fu¨r DAESOL entwickelte Homotopie-
Verfahren (vergleiche Kapitel 3.5.4). Als Startpunkt fu¨r das Newton-Verfahren
wird der nicht konsistente Anfangswert T−1r x(t) eingesetzt. Scheitern beide Ver-
fahren, so werden die algebraischen Gleichungen relaxiert (vergleiche Kapitel
3.5.4). Dies sichert eine ku¨nstliche Konsistenz des Anfangswertes am Anfang der
Integration.
Nach der Berechnung der reduzierten Dimension r, werden in Schritt 15 Kopp-
lungen der Spezies an die aktive bzw. relaxierende Dynamik untersucht. Die rela-
tiven Beitra¨ge racti und r
rel
i geben dabei Aufschluss u¨ber den Einfluss der Spezies
auf das Verhalten des gesamten Systems.
Algorithmus 5.2 basiert auf der Singula¨rwertzerlegung der Propagationsmatri-
zen. Nach einer absteigenden Anordnung der Singula¨rwerte, die auch mit einer in
LAPACK (Anderson et al. [2]) implementierten Routine berechnet werden, kann
mit der Ermittlung der kleinstmo¨glichen reduzierten Dimension begonnen wer-
den, wenn σn < 1 gilt. Dazu wird die volle Dimension n iterativ verkleinert und
nach jeder Iteration der resultierende Fehler mit 5.21 (Schritt 8) kontrolliert. Ist
das Fehlerkriterium 5.21 nicht erfu¨llt, so wird die Prozedur abgebrochen. UTx(t)
wird als nichtkonsistenter Startwert fu¨r die Lo¨sung des Anfangswertproblems 5.20
auf dem Intervall [t, t+ T ] eingesetzt.
Innerhalb der ermittelten aktiven Richtungen im Phasenraum ko¨nnen aber
unter Umsta¨nden konstante Richtungen enthalten sein, die mit den Singula¨rwer-
ten gleich Eins korrespondieren. Um diese Richtungen zu ermitteln, wird das
DAE-System 5.26 mit den konstant gehaltenen Moden, dessen Singula¨rwerte die
kleinsten Abweichungen von der Eins besitzen, auf dem Intervall [t, t + T ] inte-
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Algorithmus 5.1
INPUT: Differentialgleichungssystem x˙ = F (x), x ∈ Rn, Startpunkt x(tstart),
tmax, TOL, TOL1, T
t := tstart, x(t) := x(tstart), r := n
While t < tmax Do
1. Berechne x(t+ T ), W (t+ T, t)
2. Berechne reelle Schur-Zerlegung: QTW (t+ T, t)Q =
(
S11 S12
0 S22
)
3. Sortiere Realteile der Eigenwerte,
so dass |Re(λ1)| ≥ |Re(λ2)| ≥ ... ≥ |Re(λn)|
4. If |Re(λn)| ≥ 1 Then Goto 15
5. Setze r := n− 1, falls λn ∈ R
r := n− 2, falls λn, λn−1 ∈ C
While r > 0 Do
6. Lo¨se S11Cr − CrS22 = −S12
7. Berechne Tr, T
−1
r mit 5.12
8. Berechne Lo¨sung (y∗(t+ T ), z(t+ T )) von 5.16
mit Anfangswerten (y∗(t), z(t)) = T−1r x(t)
9. Berechne y(t+ T ) = T−1r x(t+ T )
10. If
|y∗i (t+T )−yi(t+T )|
|yi(t+T )|
≥ TOL fu¨r ein i = 1, ..., r Then Goto 14
11. If |Re(λr)| ≥ 1 Then Goto 15
12. Setze r := r − 1, falls λr ∈ R
r := r − 2, falls λr, λr−1 ∈ C
Endwhile
13. If r = 0 Then
If ‖dx(t+T )
dt
‖ < TOL1 Then Goto 15
Endif
14. Setze r := r + 1, falls λr+1 ∈ R
r := r + 2, falls λr+1, λr+2 ∈ C
15. Berechne racti , r
rel
i fu¨r i = 1, ..., n mit 5.22–5.23
16. Setze t := t+ T , x(t) := x(t+ T )
Endwhile
Tabelle 5.1: Algorithmus zur stu¨ckweisen (globalen) Analyse der Kopplungen an ak-
tive und relaxierende Dynamiken der am Reaktionsmechanismus beteiligten Spezies.
Einsatz der Block-Schur-Zerlegung von Propagationsmatrizen.
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Algorithmus 5.2
INPUT: Differentialgleichungssystem x˙ = F (x), x ∈ Rn, Startpunkt x(tstart),
tmax, TOL, TOL1, T
t := tstart, x(t) := x(tstart), r := n, c := 0
While t < tmax Do
1. Berechne x(t+ T ), W (t+ T, t)
2. Berechne Singula¨rwertzerlegung: UTW (t+ T, t)V = Σ
3. Sortiere Singula¨rwerte σi, i = 1, ..., ϑ, so dass σ1 ≥ σ2 ≥ ... ≥ σϑ
4. If σn ≥ 1 Then Goto 13
5. Setze r := n− 1
While r > 0 Do
6. Berechne Lo¨sung (y∗(t+ T ), z(t+ T )) von 5.20
mit Anfangswerten (y∗(t), z(t)) = UTx(t)
7. Berechne y(t+ T ) = UTx(t+ T )
8. If
|y∗i (t+T )−yi(t+T )|
|yi(t+T )|
≥ TOL fu¨r ein i = 1, ..., r Then Goto 12
9. If σr ≥ 1 Then Goto 13
10. Setze r := r − 1
Endwhile
11. If r = 0 Then
If ‖dx(t+T )
dt
‖ < TOL1 Then Goto 19
Endif
12. Setze r := r + 1
13. Setze c := 1
14. Sortiere σi, i = 1, ..., r, so dass |1− σ1| ≤ |1− σ2| ≤ . . . ≤ |1− σr|
While c ≤ r Do
15. Berechne Lo¨sung (y∗(t+ T ), z(t+ T )) von 5.26
mit Anfangswerten (y∗(t), z(t)) = UTx(t)
16. If
|y∗i (t+T )−yi(t+T )|
|yi(t+T )|
≥ TOL fu¨r ein i = 1, ..., r Then Goto 18
17. Setze c := c+ 1
Endwhile
18. Setze c := c− 1
19. Berechne rconsti , r
nonconst
i , r
rel
i fu¨r i = 1, ..., n mit 5.27
20. Setze t := t+ T , x(t) := x(t+ T )
Endwhile
Tabelle 5.2: Algorithmus zur stu¨ckweisen (globalen) Analyse der Kopplungen an kon-
stante, nichtkonstante und relaxierende Dynamiken der im Reaktionsmechanismus be-
teiligten Spezies. Einsatz der Singula¨rwertzerlegung von Propagationsmatrizen.
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Abbildung 5.3: Ergebnisse der globalen Komplexita¨tsreduktion fu¨r das Michaelis-
Menten-Modell 4.43 (Algorithmus 5.1) mit T = 0.3 Sekunden und TOL = 10−2
in 5.21. Links: reduzierte Dimension; Mitte, rechts: relative Beitra¨ge der Spezies
(x1 = [S], x2 = [ES]) zum aktiven Raum entsprechend Formel 5.22.
griert. Nach der Integration erfolgt eine erneute U¨berpru¨fung des Fehlerkriteriums
5.21 fu¨r differentielle Variablen. Ist dieses Kriterium erfu¨llt, so kann das Verfahren
analog mit der na¨chsten Mode fortgesetzt werden. Bei einer Verletzung des Feh-
lerkriteriums widmet sich Algorithmus 5.2 der Berechnung der relativen Beitra¨ge
der Spezies zu den unterschiedlichen Dynamiken (Schritt 19).
Beide in diesem Kapitel vorgestellten Algorithmen wurden an den in Kapitel
4 ausfu¨hrlich beschriebenen Modellen getestet. Im Folgenden werden die Ergeb-
nisse der Komplexita¨tsreduktion fu¨r das Michaelis-Menten-Modell 4.43 und das
Oregonator-Modell 4.44 gezeigt.
Michaelis-Menten-System
In Abbildung 5.3 sind die Resultate der mit Algorithmus 5.1 durchgefu¨hrten
Kopplungsanalyse fu¨r das zweidimensionale Michaelis-Menten-Modell 4.43 dar-
gestellt. Die Gro¨ße der Intervalle liegt dabei bei T = 0.3 Sekunden. Ein Vergleich
der Resultate mit den Ergebnissen des lokalen Algorithmus 4.1 (siehe Abschnitt
4.5) la¨sst erkennen, dass sie anna¨hernd gleich sind. Der Enzym-Substrat-Komplex
entkoppelt vollsta¨ndig in der Phase, deren Dynamik durch die Abnahme der
Substratkonzentration dominiert wird. Der Beitrag des Substrats liegt dagegen
bei 100%. In der dritten Phase (nach 20 Sekunden) a¨ndert sich die Situation.
Das Verhalten des Systems wird u¨berwiegend durch die Abnahme der Enzym-
Substrat-Konzentration bestimmt. Dementsprechend enkoppelt in dieser Phase
das Substrat mit ract1 ≈ 0% von der aktiven Dynamik, wohingegen eine etwa
100%-ige Kopplung des Enzym-Substrat-Komplexes vorliegt.
Die gleichen Ergebnisse fu¨r das Michaelis-Menten-Modell 4.43 resultieren aus
der Komplexita¨tsreduktion mit Algorithmus 5.2. Diese sind fu¨r T = 0.3 Sekunden
und TOL = 10−2 in Abbildung 5.4 dargestellt.
Fu¨r das Michaelis-Menten-Modell konnten keine lokalen Erhaltungsbeziehun-
gen identifiziert werden. Es ha¨ngt damit zusammen, dass scheinbar konstante
Spezies von der aktiven Dynamik entkoppeln. Wie z. B. im Intervall zwischen
0 und 20 Sekunden und nach 40 Sekunden a¨ndert sich die Konzentration des
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Abbildung 5.4: Ergebnisse der globalen Komplexita¨tsreduktion fu¨r das Michaelis-
Menten-Modell 4.43 (Algorithmus 5.2) mit T = 0.3 Sekunden und TOL = 10−2
in 5.21. Links: reduzierte Dimension; Mitte, rechts: relative Beitra¨ge der Spezies
(x1 = [S], x2 = [ES]) zum aktiven Raum entsprechend Formel 5.27.
Enzym-Substrat-Komplexes kaum (vergleiche Abbildung 4.4). Allerdings kann
diese Spezies nicht zum konstanten Unterraum beitragen, da sie in diesen Berei-
chen vollsta¨ndig von der aktiven Dynamik entkoppelt. Aus dem gleichen Grund
entkoppelt auch das Substrat vom konstanten Unterraum.
Oregonator
Die Ergebnisse der mit Algorithmus 5.1 durchgefu¨hrten Komplexita¨tsreduktion
fu¨r das Oregonator-Modell 4.44 sind in Abbildung 5.5 dargestellt. In diesem Fall
wurde die Gro¨ße der Intervalle bei 2 Sekunden gewa¨hlt. Auch bei diesem Modell
stimmen die Resultate der globalen Methode weitgehend mit den Ergebnissen der
lokalen Komplexita¨tsreduktion (vergleiche Abschnitt 4.5) u¨berein. Die Dimension
des Modells la¨sst sich bis auf kleine Bereiche auf Eins reduzieren, wobei fu¨r die
Spezies x1 und x3 Quasistationarita¨t angenommen werden kann. Diese Annahme
beruht auf der vollsta¨ndigen Entkopplung der Spezies mit ract1 ≈ ract3 ≈ 0% von
der aktiven Dynamik.
Die gleichen Ergebnisse wurden fu¨r T = 2.0 Sekunden mit Algorithmus 5.2
erzielt. Auch hier entkoppeln die Spezies x1 und x3 gema¨ß Abbildung 5.6 von der
aktiven Dynamik.
Die Komplexita¨tsreduktion mit Algorithmus 5.2 lieferte fu¨r das Oregonator-
Modell ebenfalls negative Ergebnisse in Bezug auf die lokalen Erhaltungsbezie-
hungen (es konnten keine konstanten Moden identifiziert werden). Keine der drei
Spezies koppelt an die konstante Dynamik. Dieses Ergebnis la¨sst sich a¨hnlich
wie bei dem Michaelis-Menten-Modell erkla¨ren. Die einzig konstanten Spezies x1
und x3 entkoppeln im Bereich zwischen 100 und 250 Sekunden von der aktiven
Dynamik und ko¨nnen daher unmo¨glich an Erhaltungsbeziehungen im Sinne der
obigen Charakterisierung beteiligt sein.
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Abbildung 5.5: Ergebnisse der globalen Komplexita¨tsreduktion fu¨r das Oregonator-
Modell 4.44 (Algorithmus 5.1) mit T = 2.0 Sekunden und TOL = 10−2 in 5.21. Links
oben: reduzierte Dimension; rechts oben, unten: relative Beitra¨ge der Spezies xi, i =
1, 2, 3 zum aktiven Raum entsprechend Formel 5.22.
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Abbildung 5.6: Ergebnisse der globalen Komplexita¨tsreduktion fu¨r das Oregonator-
Modell 4.44 (Algorithmus 5.2) mit T = 2.0 Sekunden und TOL = 10−2 in 5.21. Links
oben: reduzierte Dimension; rechts oben, unten: relative Beitra¨ge der Spezies xi, i =
1, 2, 3 zum aktiven Raum entsprechend Formel 5.27.
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Zusammenfassend la¨sst sich erkennen, dass die Ergebnisse der globalisierten
Kopplungsanalyse nahezu mit den Resultaten der lokalen Komplexita¨tsredukti-
on u¨bereinstimmen. Dadurch du¨rfen aber die globalen Methoden keineswegs als
u¨berflu¨ssig bezeichnet werden. Sie sind insbesondere fu¨r Anwendungen mit nicht
lokal begrenzten Fragestellungen, bei denen lokale Analysemethoden versagen,
von großer Bedeutung.
Kapitel 6
Anwendung der Verfahren zur
Analyse der Spezieskopplungen
Nach der Anwendung der Methoden zur Komplexita¨tsreduktion auf kleinere Mo-
delle widmet sich dieses Kapitel gro¨ßeren biochemischen Systemen, um mo¨gliche
Kopplungsstrukturen der Spezies zu identifizieren. Das erste Modell von Bronni-
kova et al. [17] stellt die sogenannte Peroxidase-Oxidase-Reaktion (PO-Reaktion)
dar, die in der vorliegenden Arbeit fu¨r Testzwecke um eine Enzymaktivierung er-
weitert wurde. Die in dieser Arbeit erzielten Ergebnisse (Zobeley et al. [118],
Lebiedz et al. [67], Lebiedz et al. [68], Lebiedz [66]) fu¨r die PO-Reaktion stimmen
unter anderem mit den fru¨her mit Hilfe anderer Methoden gewonnenen Erkennt-
nissen gut u¨berein (vergleiche Straube et al. [100], Bensen und Scheeline [9]),
gehen aber deutlich u¨ber diese hinaus.
Das zweite Modell beschreibt den Glukoseabbau in Hefe (Nielsen et al. [73]).
Mit der Komplexita¨tsreduktion dieses Modells konnte vor allem der Zusammen-
hang zwischen den Spezieskopplungen und verschiedenen qualitativen Dynamiken
des gesamten Systems demonstriert werden.
6.1 Peroxidase-Oxidase-Modell
Die Peroxidase-Oxidase-Reaktion beschreibt die durch das Peroxidase-Enzym ka-
talysierte Oxidation von NADH (Nicotinamidadenindinukleotid).
2NADH+O2 + 2H
+ −→ 2NAD+ + 2H2O (6.1)
Die PO-Reaktion spielt vor allem eine entscheidende Rolle bei der Beka¨mp-
fung von Bakterien durch die Immunzellen. Sie zeichnet sich durch ein reichhal-
tiges dynamisches Verhalten aus und wird daher als ein prototypisches Beispiel
fu¨r ein oszillierendes enzymatisches System angesehen (Hauser und Olsen [47]).
Durch zahlreiche experimentelle Untersuchungen ist es den Wissenschaftlern ge-
lungen, einzelne Reaktionsschritte der PO-Reaktion zu identifizieren. Einen um-
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Reaktionena Geschwindigkeiten Koeffizienten
(1) NADH+O2 +H
+ −→ NAD+ +H2O2 k1[NADH][O2] 3.0 b
(2) H2O2 + Per
3+ −→ coI k2[H2O2][Per3+] 1.8 · 107 b
(3) coI + NADH −→ coII + NAD· k3[coI][NADH] 4.0 · 104 b
(4) coII + NADH −→ Per3+ +NAD· k4[coII][NADH] 2.6 · 104 b
(5) NAD· +O2 −→ NAD+ +O−2 k5[NAD·][O2] 2.0 · 107 b
(6) O−2 + Per
3+ −→ coIII k6[O−2 ][Per3+] 1.7 · 106 b
(7) 2O−2 + 2H
+ −→ H2O2 +O2 k7[O−2 ]2 2.0 · 107 b
(8) coIII + NAD· −→ coI + NAD+ k8[coIII][NAD·] 11.0 · 107 b
(9) 2NAD· −→ NAD2 k9[NAD·]2 5.6 · 107 b
(10) Per3+ +NAD· −→ Per2+ +NAD+ k10[Per3+][NAD·] 1.8 · 106 b
(11) Per2+ +O2 −→ coIII k11[Per2+][O2] 1.0 · 105 b
(12) −→ NADH k12 variabel
(13) O2(gas) −→ O2(liquid) k13[O2]eq 6.0 · 10−3d,e
(−13) O2(liquid) −→ O2(gas) k−13[O2] 6.0 · 10−3 d
(14) Enzinact +O
−
2 −→ Enzact k14[O
−
2 ]
5
(K5
f
+[O−2 ]
5)
0.005 b (k14)
0.4 cf(Kf)
(15) Enzact −→ Enzinact k15[Enzact] 1.6 d
Tabelle 6.1: Detailliertes Modell der Peroxidase-Oxidase-Reaktion gekoppelt an die
Aktivierung eines Enzyms.
a Per3+ and Per2+ stehen fu¨r Eisen(III)-Peroxidase und Eisen(II)-Peroxidase. coI,
coII und coIII stehen fu¨r die Enzymzwischenprodukte compound I, compound II und
compound III.
b In M−1 s−1
c In M
d In s−1
e [O2]eq entspricht 1.2 · 10−5 M
f Es wird angenommen, dass mehr Enzinact im Vergleich zu Enzact vorhanden ist. Daher
ist die Menge von Enzinact konstant.
fassenden Einblick in die biochemischen Zusammenha¨nge der PO-Reaktion bietet
z. B. die Vero¨ffentlichung von Scheeline et al. [87].
In der vorliegenden Arbeit wird der von Bronnikova et al. [17] vorgeschla-
gene und um die Aktivierung eines Enzyms erweiterte Reaktionsmechanismus
analysiert. Das komplette Modell ist in Tabelle 6.1, inklusive der Reaktionsge-
schwindigkeiten und der Geschwindigkeitskoeffizienten, dargestellt. Reaktion (12)
beschreibt den Zufluss des Substrats NADH in das System. Die letzten zwei Reak-
tionen stellen die oben angesprochene Aktivierung eines zweiten Enzyms durch
die Spezies O−2 und eine einfache Deaktivierung des aktiven Enzyms dar. Das
komplette Modell besteht aus 16 Reaktionsschritten und 13 Spezies.
Aufgrund der Tatsache, dass die Spezies NAD2 und NAD
+ nur produziert
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Abbildung 6.1: PO-Modell (Tabelle 6.1): Numerische Simulation der Spezies xi, i =
1 : NADH, i = 2 : O2, i = 5 : NAD
·, i = 10 : Enzact mit DAESOL (Bauer et al. [7]).
Anfangswerte fu¨r O2 und Per
3+ sind 12.0 µM bzw. 1.5 µM, fu¨r alle anderen Spezies
Null.
und nicht konsumiert werden, kann die Anzahl der Differentialgleichungen fu¨r
das detaillierte Modell (Tabelle 6.1) von 13 auf 11 reduziert werden. Zusa¨tzlich
la¨sst sich mit Hilfe der sto¨chiometrischen Analyse folgende Erhaltungsgleichung
ermitteln:
coI + coII + coIII + Per2 + Per3 = const.
Diese Erhaltungsgleichung ermo¨glicht somit den Ersatz einer der Spezies (z. B.
coII) durch eine Kombination der an der Gleichung beteiligten u¨brigen Spezies.
Dies hat eine weitere Dimensionsreduktion auf ein zehndimensionales Modell zur
Folge.
Je nach Zufluss der Spezies NADH (festgelegt durch den Parameter k12) in das
System zeigt die PO-Reaktion ein unterschiedliches dynamisches Verhalten. In der
vorliegenden Arbeit wird der Fall k12 = 0.132 µM/s untersucht. Hierbei zeich-
net sich die Dynamik des Systems durch transiente Relaxationsoszillationen mit
großen Amplituden und regula¨re Oszillationen aus. Abbildung 6.1 zeigt die nume-
rischen Simulationen der vier ausgewa¨hlten Spezies (NADH, O2,NAD
·,Enzact).
Am Anfang der Simulation (0 s ≤ t ≤ 2800 s) liegen Oszillationen mit gro¨ßeren
Amplituden vor. Danach (t > 2800 s) gehen die Relaxationsoszillationen in die
harmonischen Oszillationen u¨ber.
In fru¨heren Untersuchungen der PO-Reaktion konnten mehrere Spezies als
quasistationa¨r eingestuft werden. So fanden z.B. Straube et al. [100] heraus,
dass die Spezies O2 und H2O2 quasistationa¨res Verhalten aufweisen. Bensen und
Scheeline [9] zeigten zusa¨tzlich, dass auch das Radikal NAD· die Quasistationa-
rita¨t erfu¨llt. Die folgenden Resultate der Komplexita¨tsreduktion sollen Aufschluss
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Abbildung 6.2: Reduzierte Dimension (Dimension des langsamen Raumes) fu¨r die PO-
Reaktion (Tabelle 6.1) (Algorithmus 4.1 mit TOL = 10−2 in 4.34).
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Abbildung 6.3: PO-Modell (Tabelle 6.1): Relative Beitra¨ge rslowi der Spezies xi, i = 1 :
NADH, i = 5 : NAD·, i = 6 : O−2 , i = 9 : H2O2, i = 10 : Enzact in % zum langsamen
Raum entsprechend Formel 4.39 (Algorithmus 4.1 mit TOL = 10−2 in 4.34).
daru¨ber geben, ob auch mit Hilfe der im Rahmen dieser Arbeit entwickelten Al-
gorithmen eine vollsta¨ndige Entkopplung der oben genannten Spezies von der
aktiven Dynamik ermittelt werden kann. Dazu wird sowohl das lokale (Algorith-
mus 4.1) als auch die beiden globalen Verfahren (Algorithmen 5.1 und 5.2) auf
das erweiterte PO-Modell (Tabelle 6.1) angewandt. Die benutzerdefinierte Tole-
ranzgrenze wird dabei auf TOL = 10−2 festgelegt.
Lokale Kopplungsanalyse (siehe Kapitel 4, Algorithmus 4.1)
Abbildung 6.2 zeigt die Dimension des langsamen Raumes in Abha¨ngigkeit von
der Zeit. Offensichtlich kann die gesamte Dynamik des PO-Modells mit einer
reduzierten Anzahl differentieller Variablen (2–5 Freiheitsgrade) im Rahmen der
Fehlertoleranz approximiert werden. In Abbildung 6.3 sind die Ergebnisse der dy-
namischen Kopplungsanalyse fu¨r die biochemischen Spezies NADH, NAD·, O−2 ,
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Abbildung 6.4: Reduzierte Dimension (Dimension des aktiven Raumes) fu¨r die PO-
Reaktion (Tabelle 6.1) (Algorithmus 5.1 mit TOL = 10−2 in 5.21 und T = 20 Sekun-
den).
H2O2 und Enzact dargestellt. Der relative Beitrag der Spezies NADH zur langsa-
men Dynamik ist in weiten Teilen mit rslow1 ≈ 100% maximal. Dies bedeutet, dass
diese Spezies sehr stark an die wesentliche Dynamik des Systems koppelt. Eine
kleine Sto¨rung von NADH wu¨rde sich sehr stark auf die Dynamik des gesamten
Systems auswirken. Im Gegensatz dazu entkoppeln die Spezies NAD·, H2O2 und
Enzact vom Netzwerk. Ihre relativen Beitra¨ge zum langsamen Raum sind sehr
klein. Insbesondere entkoppelt das aktivierte Enzym Enzact, das als Zusatz zu
der PO-Reaktion hinzugefu¨gt wurde, dann von der aktiven Dynamik, wenn es
nicht aktiv ist (vergleiche Abbildung 6.1). Die Entkopplungen der Spezies H2O2
und NAD· stehen in U¨bereinstimmung mit den fru¨heren Resultaten (Straube et
al. [100], Bensen und Scheeline [9]), die mittels anderer Techniken zur Dimensi-
onsreduktion erzielt worden sind.
Bei der Spezies O−2 ist die Aussage u¨ber das Kopplungsverhalten schwieriger.
Der Beitrag dieser Spezies ist zwar auf den Intervallen zwischen den einzelnen
Relaxationsoszillationen (t < 2800 s) sehr klein, steigt aber innerhalb der Rela-
xationsoszillationen und im Bereich der harmonischen Oszillationen (t > 2800 s)
auf etwa 20%.
Globale (stu¨ckweise) Kopplungsanalyse (siehe Kapitel 5, Algorithmen
5.1 und 5.2)
Fu¨r die globale (stu¨ckweise) Kopplungsanalyse wird die La¨nge der zu untersu-
chenden Intervalle auf 20 Sekunden festgelegt. Die reduzierte Dimension des
aktiven Raumes, entsprechend der Methode der reellen Block-Schur-Zerlegung
der Propagationsmatrizen (Algorithmus 5.1), ist in Abbildung 6.4 dargestellt.
Offensichtlich kann in diesem Fall das Modell ebenfalls um bis zu vier Freiheits-
grade reduziert werden. Dennoch tauchen innerhalb der Relaxationsoszillationen
(t < 2800 s) kleine Intervalle auf, wo keine Reduktion zugelassen wird. Hier ist
das gesamte Modell erforderlich, um die Dynamik des Systems korrekt wiederzu-
geben.
Abbildung 6.5 stellt die dynamischen Kopplungen der Spezies NADH, NAD·,
O−2 , H2O2 und Enzact zur aktiven Dynamik dar. Die Spezies NADH koppelt an
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Abbildung 6.5: PO-Modell (Tabelle 6.1): Relative Beitra¨ge racti der Spezies xi, i = 1 :
NADH, i = 5 : NAD·, i = 6 : O−2 , i = 9 : H2O2, i = 10 : Enzact in % zum aktiven
Raum entsprechend Formel 5.22 (Algorithmus 5.1 mit TOL = 10−2 in 5.21 und T = 20
Sekunden).
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Abbildung 6.6: Reduzierte Dimension (Dimension des aktiven Raumes) fu¨r die PO-
Reaktion (Tabelle 6.1) (Algorithmus 5.2 mit TOL = 10−2 in 5.21 und T = 20 Sekun-
den).
die wesentliche Dynamik des Systems mit einem relativ hohen Beitrag ract1 . Eine
Quasistationarita¨tsannahme fu¨r diese Spezies wu¨rde somit große Sto¨rungen des
gesamten Systems verursachen. Die Spezies NAD·, H2O2, Enzact entkoppeln da-
gegen im Bereich zwischen den einzelnen Relaxationsoszillationen und im Bereich
harmonischer Oszillationen von der aktiven Dynamik. Das zusa¨tzlich eingefu¨hr-
te Enzym Enzact entkoppelt nur wa¨hrend seiner inaktiven Phasen (vergleiche
Abbildung 6.1). Die Spezies O−2 erfu¨llt in den Bereichen zwischen den Relaxa-
tionsoszillationen die Quasistationarita¨t. Danach (t > 2800 s) steigt jedoch ihr
relativer Beitrag zur aktiven Dynamik auf etwa 20%.
Die mit Algorithmus 5.2 (globale Methode mit Singula¨rwertzerlegung der Pro-
pagationsmatrizen) durchgefu¨hrte Komplexita¨tsreduktion liefert a¨hnliche Resul-
tate. Die gesamte Dynamik kann zwischen den einzelnen Relaxationsoszillationen
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Abbildung 6.7: PO-Modell (Tabelle 6.1): Relative Beitra¨ge racti der Spezies xi, i = 1 :
NADH, i = 5 : NAD·, i = 6 : O−2 , i = 9 : H2O2, i = 10 : Enzact in % zum aktiven
Raum entsprechend Formel 5.27 (Algorithmus 5.2 mit TOL = 10−2 in 5.21 und T = 20
Sekunden).
mit nur 3–4 Moden akkurat beschrieben werden (vergleiche Abbildung 6.6). Le-
diglich innerhalb kurzer Phasen im Bereich der Relaxationsoszillationen ist das
komplette Modell erforderlich.
Die Spezies NAD·, H2O2 und Enzact entkoppeln auch hier wa¨hrend der Phasen
zwischen den Relaxationsoszillationen und auf dem gesamten Bereich harmoni-
scher Oszillationen (vergleiche Abbildung 6.7). Im Gegensatz dazu koppelt die
Spezies NADH an die aktive Dynamik. Die Spezies O−2 entkoppelt im Bereich
der harmonischen Oszillationen (t > 2800 s) von der maßgebenden Dynamik des
Systems.
Die auf der Singula¨rwertzerlegung der Propagationsmatrizen basierende glo-
bale Methode erlaubt zusa¨tzlich zu der Analyse der Spezieskopplungen an die ak-
tive Dynamik Identifizierung lokaler Erhaltungsbeziehungen (siehe Kapitel 5.4).
Die linke Abbildung in 6.8 zeigt die Anzahl der konstanten Moden in Abha¨ngig-
keit von der Zeit. Die maximale Dimension dieses Raumes schwankt zwischen drei
und zwei Moden. Die Beteiligung der Spezies NADH und O2 an den konstanten
Moden ist in der mittleren und letzten Abbildung in 6.8 dargestellt. NADH hat
einen sehr großen relativen Beitrag zum konstanten Raum innerhalb der Relaxa-
tionsoszillationen (t < 2800 s) und im Bereich harmonischer Oszillationen. Dieser
wird durch sehr langsame Konzentrationsa¨nderungen innerhalb der Bereiche ver-
ursacht (vergleiche Abbildung 6.1). Das gleiche Argument gilt auch fu¨r die Spezies
O2, deren maximaler Beitrag mit ca. 80% etwas kleiner im Vergleich zu NADH
ausfa¨llt.
Mit den drei Verfahren war es also mo¨glich, die Quasistationarita¨t der Spezies
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Abbildung 6.8: Identifizierung lokaler Erhaltungsbeziehungen fu¨r die PO-Reaktion (Ta-
belle 6.1) (Algorithmus 5.2 mit TOL = 10−2 in 5.21 und T = 20 Sekunden). Links:
Dimension des konstanten Raumes; Mitte, rechts: relative Beitra¨ge rconsti der Spezies
xi, i = 1 : NADH, i = 2 : O2 in % zum konstanten Raum entsprechend Formel 5.27.
NAD·, H2O2 und Enzact sowie die große Bedeutung von NADH fu¨r das dynami-
sche Verhalten des Systems zu zeigen. Außerdem reflektieren alle hier gezeig-
ten Ergebnisse die qualitative A¨nderung in der Systemdynamik zum Zeitpunkt
t = 2800 s von den Relaxationsoszillationen zu den regula¨ren Oszillationen mit
kleineren Amplituden (vergleiche Abbildungen 6.5 und 6.7).
6.2 Glykolyse
Die Glykolyse (griech.: glykos, su¨ß; lysis, Auflo¨sung), die auch als Embden-Meyer-
hof-Parnas-Weg bezeichnet wird, ist der Stoffwechselweg, auf dem alle Lebens-
formen die aufgenommene Glukose abbauen. Sie findet im Cytosol einer Zelle
statt und spielt vor allem eine Schlu¨sselrolle im Energiestoffwechsel, da sie und
ihre Folgeprozesse bei den meisten Organismen einen bedeutenden Anteil der
beno¨tigten Energie in Form von ATP liefert. Die Gesamtreaktion
GLC+2NAD++2ADP+2Pi −→ 2NADH+2PYR+2ATP+2H2O+4H+ (6.2)
verla¨uft u¨ber zehn enzymatisch katalysierte Reaktionen.
In der Vorbereitungsphase der Glykolyse reagiert Glukose (GLC) mit zwei
ATP in einer “Energieinvestition” zu Fuctose-1,6-biphosphat (FBP), das an-
schließend in zwei Moleku¨le Glycerinaldehyd-3-phosphat (GAP) u¨berfu¨hrt wird.
Auf der zweiten Stufe der Glykolyse zahlt sich die Energieinvestition aus. GAP
reagiert mit NAD+ und Pi (anorganisches Phosphat) zu der energiereichen Ver-
bindung 1,3-Biphosphoglycerat (BPG). Diese Verbindung reagiert in den letz-
ten Reaktionen der Glykolyse mit zwei Moleku¨len ADP zu Pyruvat (PYR) und
zwei Moleku¨len ATP. Eine detaillierte Beschreibung aller biochemischer Vorga¨nge
wa¨hrend des Glukoseabbaus findet sich in Lehrbu¨chern der Biochemie (Voet et
al. [112], Stryer [102]).
Im Folgenden soll mit Hilfe der entwickelten Algorithmen zur Kopplungsana-
lyse das von Nielsen et al. in [73] vorgeschlagene Modell fu¨r die Glykolyse in
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Hefe auf Speziesentkopplungen untersucht werden. Eine elektronische Variante
des kompletten Modells ist auf der Webseite von JWS Online [54] zuga¨nglich.
Es stellt ein offenes System mit einem Zufluss von Hefeextrakt und Glukose dar.
Experimentell wurde das System in einem Durchfluss-Ru¨hrwerk-Reaktor (engl.:
continuous-flow stirred tank reactor, CSTR) mit einem konstanten Volumen si-
muliert. Je nach Zuflussgeschwindigkeit konnte ein unterschiedliches dynamisches
Verhalten beobachtet werden: einfache und komplexe Oszillationen sowie Chaos
(Nielsen et al. [73]). In Tabelle 6.2 sind die einzelnen Reaktionen und die zu-
geho¨rigen Reaktionsgeschwindigkeiten fu¨r das detaillierte Modell aufgefu¨hrt.
Das Modell setzt sich aus 10 Reaktionen und 15 Reaktanten zusammen. Da P
(inaktives Produkt) nur produziert und nicht konsumiert wird, muss es nicht in
die Modellierung einbezogen werden. Zusa¨tzlich ermo¨glicht folgende Erhaltungs-
gleichung
[NAD] + [NADH] = const (6.3)
die Eliminierung einer der beiden Spezies aus 6.3. Dies hat ein Modell mit 13
Differentialgleichungen zur Folge:
d[ATP]/dt = ([ATP]0 − [ATP])vtot − v1 − v2 + v5 − v−5 + v6 − v9 + v−9
d[ADP]/dt = ([ADP]0 − [ADP])vtot + v1 + v2 − v5 + v−5 − v−6 + 2v9 − 2v−9
d[AMP]/dt = −[AMP]vtot − v9 + v−9
d[GLC]/dt = ([GLC]0 − [GLC])vtot − v1
d[F6P]/dt = −[F6P]vtot − v2 + v1 − v10
d[FBP]/dt = −[FBP]vtot − v3 + v−3 + v2
d[GAP]/dt = −[GAP]vtot − v4 + 2v3 − 2v−3
d[NADH]/dt = ([NADH]0 − [NADH])vtot − v8 + v−8 + v4
d[BPG]/dt = −[BPG]vtot − v5 + v−5 + v4
d[PEP]/dt = −[PEP]vtot − v6 + v5 − v−5
d[PYR]/dt = −[PYR]vtot − v7 + v6
d[ACA]/dt = −[ACA]vtot − v8 + v−8 + v7
d[EtOH]/dt = −[EtOH]vtot + v8 − v−8. (6.4)
Die kinetischen Parameter und die Anfangswerte fu¨r die Spezieskonzentra-
tionen, die fu¨r die numerische Simulation von 6.4 verwendet wurden, sind in
Tabellen 6.3 und 6.4 aufgefu¨hrt. Je nach Zuflussgeschwindigkeit vtot des Hefeex-
traktes und der Glukose in den Reaktor werden unterschiedliche Anfangswerte
eingesetzt (vergleiche Tabelle 6.4).
Abbildung 6.9 zeigt ein oszillierendes Verhalten der Spezies GLC und NADH.
Die Art der Oszillationen ist sehr stark von der Gro¨ße der Zuflussgeschwindigkeit
vtot abha¨ngig. So verlaufen Oszillationen bei vtot = 1.0 · 10−3/min nahezu harmo-
nisch (oben in Abbildung 6.9), verwandeln sich aber in Relaxationsoszillationen
bei einer Zuflussgeschwindigkeit vtot = 1.1 · 10−2/min (unten in Abbildung 6.9).
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Reaktionen Geschwindigkeiten
(1) GLC + ATP −→ F6P + ADP v1 = V1[ATP][GLC](K1GLC+[GLC])(K1ATP+[ATP])
(2) F6P + ATP −→ FBP + ADP v2 = V2[F6P]
2[ATP]
(K2(1+k2(
[ATP]
[AMP]
)2)+[F6P]2)(K2ATP+[ATP])
(3) FBP⇋ 2GAP v3 = k3[FBP]
v−3 = k−3[GAP]
2
(4) GAP + NAD −→ BPG + NADH v4 = V4[GAP][NAD](K4GAP+[GAP])(K4NAD+[NAD])
(5) BPG + ADP⇋ PEP + ATP v5 = k5[BPG][ADP]
v−5 = k−5[PEP][ATP]
(6) PEP + ADP −→ PYR + ATP v6 = V6[PEP][ADP](K6PEP+[PEP])(K6ADP+[ADP])
(7) PYR −→ ACA v7 = V7[PYR]K7PYR+[PYR]
(8) ACA + NADH⇋ EtOH + NAD v8 = k8[ACA][NADH]
v−8 = k−8[EtOH][NAD]
(9) AMP + ATP⇋ 2ADP v9 = k9[AMP][ATP]
v−9 = k−9[ADP]
2
(10) F6P −→ P v10 = k10[F6P]
Tabelle 6.2: Detailliertes Modell fu¨r den Glukoseabbau in Hefe aus (Nielsen et al. [73]).
Glucose (GLC); Adenosintriphosphat (ATP); Fructose-6-phosphat (F6P); Adenosindi-
phosphat (ADP); Fructose-1,6-biphosphat (FBP); Glycerinaldehyd-3-phosphat (GAP);
Nicotinamidadenindinukleotid (NAD, NADH); 1,3-Biphosphoglycerat (BPG); Phos-
phoenolpyruvat (PEP); Pyruvat (PYR); Acetaldehyd (ACA); Ethanol (EtOH); Ade-
nosinmonophosphat (AMP); inaktives Produkt (P).
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V1 = 0.5 mM/min K1GLC = 0.1 mM K1ATP = 0.063 mM
V2 = 1.5 mM/min K2 = 0.0016 mM
2 k2 = 0.017
K2ATP = 0.01 mM k3 = 1.0/min k−3 = 50.0/mM/min
V4 = 10.0 mM/min K4GAP = 1.0 mM K4NAD = 1.0 mM
k5 = 1.0/mM/min k−5 = 0.5/mM/min V6 = 10.0 mM/min
K6PEP = 0.2 mM K6ADP = 0.3 mM V7 = 2.0 mM/min
K7PYR = 0.3 mM k8 = 1.0/mM/min k−8 = 1.43 · 10−4/mM/min
k9 = 10.0/mM/min k−9 = 10.0/mM/min k10 = 0.05/min
[ATP]0 = 3.5 mM [ADP]0 = 1.1 mM [NADH]0 = 0.24 mM
[NAD]0 = 4.0 mM [GLC]0 = 50.0 mM
Tabelle 6.3: Kinetische Parameter und Zuflusskonzentrationen der Spezies fu¨r das de-
taillierte Glykolyse-Modell 6.4 aus (Nielsen et al. [73]).
Spezies vtot = 1.0 · 10−3/min vtot = 1.1 · 10−2/min
ATP 4.49064 mM 4.36364 mM
ADP 0.10837 mM 0.22452 mM
AMP 0.00261 mM 0.01184 mM
GLC 0.01113 mM 5.92305 mM
F6P 0.65939 mM 1.72471 mM
FBP 0.00770 mM 9.41590 mM
GAP 0.00191 mM 0.42478 mM
NADH 0.61612 mM 3.88579 mM
BPG 0.29911 mM 3.24384 mM
PEP 0.00211 mM 0.03631 mM
PYR 0.00423 mM 0.17174 mM
ACA 0.07383 mM 0.19389 mM
EtOH 0.33981 mM 37.07498 mM
Tabelle 6.4: Anfangswerte der Spezieskonzentrationen in Abha¨ngigkeit von der totalen
Zuflussgeschwindigkeit vtot fu¨r die Simulation des detaillierten Glykolyse-Modells 6.4
aus (Nielsen et al. [73]).
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Abbildung 6.9: Glykolyse-Modell 6.4 (Tabellen 6.2 und 6.3): numerische Simulati-
on der Spezies NADH und GLC mit DAESOL (Bauer et al. [7]). Oben: die tota-
le Zuflussgeschwindigkeit betra¨gt vtot = 1.0 · 10−3/min, Anfangswerte entsprechen
der mittleren Spalte der Tabelle 6.4; unten: die totale Zuflussgeschwindigkeit betra¨gt
vtot = 1.1 · 10−2/min, Anfangswerte entsprechen der letzten Spalte der Tabelle 6.4.
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Abbildung 6.10: Ergebnisse der lokalen Komplexita¨tsreduktion (Algorithmus 4.1 mit
TOL = 10−2) fu¨r das Glykolyse-Modell 6.4 (Tabellen 6.2 und 6.3). Reduzierte Dimensi-
on und relativer Beitrag rslow4 der Spezies x4 (GLC) zum langsamen Raum entsprechend
Formel 4.39. Die totale Zuflussgeschwindigkeit entspricht oben: vtot = 1.0 · 10−3/min;
unten: vtot = 1.1 · 10−2/min.
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Abbildung 6.11: Ergebnisse der globalen Komplexita¨tsreduktion (Algorithmus 5.2 mit
TOL = 10−2, T = 4 min) fu¨r das Glykolyse-Modell 6.4 (Tabellen 6.2 und 6.3). Re-
duzierte Dimension und relativer Beitrag ract4 der Spezies x4 (GLC) zur aktiven Dy-
namik entsprechend Formel 5.27. Die totale Zuflussgeschwindigkeit entspricht oben:
vtot = 1.0 · 10−3/min; unten: vtot = 1.1 · 10−2/min.
Die stark ausgepra¨gte Wirkung der Zuflussgeschwindigkeit auf das Verhalten
des Systems macht dieses Modell sehr interessant fu¨r die Analyse der Spezieskopp-
lungen. Mit Hilfe der Komplexita¨tsreduktion soll vor allem die Abha¨ngigkeit der
Spezieskopplungen von der Systemdynamik untersucht werden. Wie reagieren
Speziesbeitra¨ge zum aktiven Raum auf ein gea¨ndertes dynamisches Verhalten
des kompletten Systems?
In Abbildung 6.10 sind die Ergebnisse der lokalen Komplexita¨tsreduktion (Al-
gorithmus 4.1) fu¨r das Glykolyse-Modell aus (Nielsen et al. [73]) dargestellt. Bei
einer Zuflussgeschwindigkeit vtot = 1.0 · 10−3/min (oben in Abbildung 6.10) sind
5–6 differentielle Variablen erforderlich, um die komplette Dynamik des gesamten
Systems im Rahmen der Fehlertoleranz zu approximieren. Die Glukose (GLC)
entkoppelt dabei vollsta¨ndig vom langsamen Raum (oben rechts in Abbildung
6.10) im Sinne der Sto¨rungspropagation. Innerhalb des gesamten Simulationsin-
tervalls erfu¨llt diese Spezies die Annahme der Quasistationarita¨t und u¨bt damit
keinen bedeutenden Einfluss auf die maßgebende Dynamik des Systems aus. Eine
kleine A¨nderung der Glukosekonzentration wu¨rde sich kaum in der Entwicklung
anderer Spezieskonzentrationen widerspiegeln.
Im Gegensatz dazu sind bei einer ho¨heren Zuflussgeschwindigkeit
vtot = 1.0 · 10−3/min deutlich mehr differentielle Variablen erforderlich (unten
links in Abbildung 6.10). An einigen Stellen des Simulationsintervalls steigt die
reduzierte Dimension auf neun Moden an. Offensichtlich koppeln bei diesem dy-
namischen Verhalten mehr Spezies an den aktiven Raum. So besitzt auch die
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Abbildung 6.12: Glykolyse-Modell 6.4 (Tabellen 6.2 und 6.3): relativer Beitrag ract4
der Spezies x4 (GLC) zur aktiven Dynamik entsprechend Formel 5.22 (Algorithmus
5.1 mit TOL = 10−2, T = 6 min). Die totale Zuflussgeschwindigkeit entspricht links:
vtot = 1.0 · 10−3/min; rechts: vtot = 1.1 · 10−2/min.
Glukose (unten rechts in Abbildung 6.10) eine bedeutende Rolle in der System-
dynamik. Sie koppelt mit etwa 100% an den langsamen Raum.
Im Folgenden wird ein Versuch unternommen, mittels der globalen Analy-
se (Algorithmen 5.2 und 5.1) lokale Ergebnisse der Komplexita¨tsreduktion auf
Trajektorienstu¨cke auszuweiten. Abbildung 6.11 zeigt die numerischen Resultate
des auf den Intervallen der La¨nge T = 4 min operierenden Algorithmus 5.2. Bei
einer kleinen Zuflussgeschwindigkeit vtot = 1.0 · 10−3/min variiert die Anzahl der
aktiven Moden zwischen fu¨nf und sieben (oben links in Abbildung 6.11). Nur an
einigen Stellen des Simulationsintervalls sind alle 13 Variablen erforderlich. Die
Glukose entkoppelt, wie im lokalen Fall, von der aktiven Dynamik (oben rechts
in Abbildung 6.11).
Nach einer Erho¨hung der Zuflussgeschwindigkeit auf vtot = 1.1 · 10−2/min
wa¨chst die Anzahl der aktiven Moden. Die Dimension des Systems la¨sst sich in
diesem Fall kaum reduzieren (unten links in Abbildung 6.11). Mit der Zuflussge-
schwindigkeit a¨ndert auch die Glukose ihr Verhalten gegenu¨ber der aktiven Dy-
namik. Ihr Beitrag zum aktiven Raum steigt auf nahezu 100% an (unten rechts
in Abbildung 6.11).
Die Ergebnisse des globalen Algorithmus 5.1 mit der reellen Block-Schur-
Zerlegung der Propagationsmatrizen lassen ebenfalls auf die Bedeutung der Sys-
temdynamik bezu¨glich der Glukoseentkopplungen schliessen. In Abbildung 6.12
ist ein Wechsel von einer sehr niedrigen (links) zu einer erho¨hten Aktivita¨t (rechts)
der Glukose zu verzeichnen.
Abbildung 6.13 stellt die gesto¨rten und nominalen Lo¨sungskurven zweier Va-
riablen aus dem Nielsen-Glykolyse-Modell (Nielsen et al. [73]) fu¨r zwei unter-
schiedliche dynamische Verhalten des Systems gegenu¨ber. Die gesto¨rte Lo¨sung
kam nach einer 10%-igen Erho¨hung der Glukosekonzentration [GLC] zum Zeit-
punkt t = 0 min zustande. Da es sich aber um ein offenes System handelt, wur-
de zusa¨tzlich zur Glukose auch ihre Zuflusskonzentration [GLC]0 um den Wert
10% · [GLC] erho¨ht.
Abbildung 6.13 la¨sst erkennen, dass bei einer kleinen Zuflussgeschwindigkeit
6.2. GLYKOLYSE 101
0.75
0.7
0.65
0.6
0.55
565452504846444240
[F6
P]
[m
M]
t [min]
nominal
gestoert
0.8
0.7
0.6
0.5
0.4
565452504846444240
[N
AD
H]
[m
M]
t [min]
nominal
gestoert
4
3
2
1
52504846444240
[F6
P]
[m
M]
t [min]
nominal
gestoert
4.2
4.1
4.0
3.9
3.8
52504846444240
[N
AD
H]
[m
M]
t [min]
nominal
gestoert
Abbildung 6.13: Vergleich der nominalen und gesto¨rten Lo¨sungen fu¨r NADH und F6P
aus dem Glykolyse-Modell 6.4 (Tabellen 6.2 und 6.3) nach einer 10%-igen Sto¨rung der
Konzentration der Spezies GLC zum Zeitpunkt t = 0 min. Die totale Zuflussgeschwin-
digkeit entspricht oben: vtot = 1.0 · 10−3/min; unten: vtot = 1.1 · 10−2/min.
vtot = 1.0 · 10−3/min (oben) eine am Anfang der Simulation gesto¨rte Gluko-
sekonzentration sich nur gering auf die Dynamik des Systems auswirkt. Die
beiden Lo¨sungen sind nahezu identisch. Dagegen gibt es im Falle von vtot =
1.1 ·10−2/min (unten) eine Abweichung der gesto¨rten Lo¨sungen von den nomina-
len. Dies besta¨tigt die Abha¨ngigkeit der Glukoseentkopplungen von der System-
dynamik, was bereits mit Hilfe der entwickelten Verfahren zur Komplexita¨tsre-
duktion gezeigt wurde.
Kapitel 7
Flussanalyse
Die vorherigen Kapitel behandelten die Analyse von Kopplungen der System-
variablen an die aktive, fu¨r das gesamte System maßgebende Dynamik. Ferner
bietet die Identifizierung redundanter Reaktionen eine weitere Mo¨glichkeit, große
Systeme zu vereinfachen und ihre Komplexita¨t zu reduzieren. In der Vergangen-
heit wurden fu¨r diese Zwecke vor allem Methoden eingesetzt, die auf der Analyse
der Sensitivita¨tsmatrizen basieren. Vajda und Tura´nyi schlugen vor, fu¨r die Iden-
tifizierung redundanter Reaktionen die Konzentrationssensitivita¨ten in Bezug auf
Parametersto¨rungen zu betrachten (Vajda et al. [109], Vajda und Tura´nyi [108]).
Spa¨ter wurden auch die Sensitivita¨ten der A¨nderungsraten der Spezieskonzentra-
tionen bezu¨glich der Parametersto¨rungen fu¨r diese Zwecke eingesetzt (Tura´nyi et
al. [106]).
In der Biologie hat die Charakterisierung der Rolle einzelner Reaktionen in
einem Netzwerk einen sehr hohen Stellenwert, insbesondere hinsichtlich der Re-
gulation. Um Fragen:
• Wie beeinflussen einzelne Reaktionen die Spezieskonzentrationen sowie
die Flu¨sse durch beliebige Ketten gekoppelter Reaktionen (Stoffwechsel-
wege) des Systems?
• Welche Bedeutung haben einzelne Enzyme fu¨r den Stoffwechselweg?
beantworten zu ko¨nnen, wurde in den 70er Jahren von Kacser und Burns [56]
sowie Heinrich und Rapoport [49], [48] die Metabolische Kontrollanalyse (engl.:
metabolic control analysis, MCA) entwickelt. Sie basiert auf der Analyse der
Kontrollkoeffizienten, welche A¨nderungen der Spezieskonzentrationen bzw. des
Stoffflusses durch einen Stoffwechselweg bei einer A¨nderung der Aktivita¨t eines
der beteiligten Enzyme beschreiben. Die allgemeinen Grundlagen der Kontroll-
theorie sowie ihre weiterfu¨hrenden Aspekte finden sich in den Vero¨ffentlichungen
von Fell [35] und Wildermuth [116] sowie dem Buch von Heinrich und Schus-
ter [51].
Im ersten Abschnitt dieses Kapitels wird die Theorie der metabolischen
Kontrollanalyse zuna¨chst fu¨r Systeme im Steady-State eingefu¨hrt. Spa¨ter folgt
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eine Erweiterung der Analyse auf Systeme mit beliebigen Dynamiken. Es wird
eine Methode aus der multivariaten Datenanalyse vorgestellt, die im Rahmen
der vorliegenden Arbeit ihren Einsatz in der Analyse der gegenseitigen Wechsel-
wirkungen der Flu¨sse in einem Reaktionsnetzwerk findet. Im letzten Abschnitt
wird schließlich der komplette Algorithmus zur Reaktionsflussanalyse zusammen-
gefasst und sein praktischer Einsatz an einigen Beispielen demonstriert.
7.1 Metabolische Kontrollanalyse
Gegeben sei ein Reaktionsnetzwerk
x˙ = Nv(t, x(t), p) (7.1)
mit der sto¨chiometrischen Matrix N ∈ Rn×m, wobei n und m der Anzahl der
Modellvariablen (Reaktanten) bzw. der Reaktionen entsprechen. Die Lo¨sung des
Anfangswertproblems 7.1 mit x(t0) = x0 sei gegeben durch
x(t) = x(t; t0, x0, p). (7.2)
Die im zweiten Kapitel eingefu¨hrten Reaktionsgeschwindigkeiten vj(x, p), j =
1, ..., m ha¨ngen sowohl von den Spezieskonzentrationen xi, i = 1, ..., n als auch
von den kinetischen Parametern ab, die im Vektor p zusammengefasst sind.
Im Rahmen der allgemeinen metabolischen Kontrollanalyse (Fell [35]) wird
angenommen, dass sich das System 7.1 bezu¨glich des Parametervektors p0 im
Fließgleichgewicht befindet:
x˙ = Nv(t, x(t), p0) = 0. (7.3)
Der Fluss Ψ˜ bezeichne den sogenannten zeitunabha¨ngigen Steady-State-Fluss
Ψ˜ = v(x(p0), p0)
durch das Netzwerk 7.1. Die Differentiation der Gleichung 7.3 nach den Parame-
tern
∂
∂p
(Nv) = 0.
soll im Folgenden dabei helfen, das Verhalten des Steady-State-Flusses nach einer
Sto¨rung des Parametervektors p0 zu untersuchen. Die Auswertung der Ableitun-
gen erfolgt dabei an der Stelle p = p0.
Nach der Kettenregel fu¨r die Differentiation gilt
N
∂v
∂p
+N
∂v
∂x
∂x
∂p
= 0. (7.4)
Unter der Annahme der asymptotischen Stabilita¨t des Steady-State folgt, dass
die Realteile aller Eigenwerte der Jacobimatrix des Systems 7.3 kleiner Null sind
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(Cronin [21]). Wird zusa¨tzlich vorausgesetzt, dass das System keine Erhaltungs-
gleichungen entha¨lt, so resultiert daraus die Nichtsingularita¨t und damit die In-
vertierbarkeit der Jacobimatrix
∂
∂x
(Nv) = N
∂v
∂x
.
Somit ergibt sich aus 7.4:
∂x
∂p
= −
(
N
∂v
∂x
)−1
N
∂v
∂p
= Cx
∂v
∂p
. (7.5)
Das Einsetzen von 7.5 in die Ableitung des Steady-State-Flusses nach den Para-
metern
∂Ψ˜
∂p
=
∂v
∂p
+
∂v
∂x
∂x
∂p
liefert schließlich
∂Ψ˜
∂p
=
(
I +
∂v
∂x
Cx
)
∂v
∂p
= CΨ˜
∂v
∂p
, (7.6)
wobei
Cx = −
(
N
∂v
∂x
)−1
N, CΨ˜ =
(
I +
∂v
∂x
Cx
)
(7.7)
die sogenannten Konzentrations- (Cx) bzw. Flusskontrollkoeffizienten (CΨ˜) (engl.:
species (flux) control coefficients) darstellen. Die Kontrollkoeffizienten repra¨sen-
tieren somit ein Maß fu¨r die Fa¨higkeit der Reaktion j, die Spezieskonzentrationen
x bzw. den Fluss Ψ˜ beeinflussen zu ko¨nnen. Entha¨lt der Vektor p die Parameter
pi, welche jeweils in nur einer Reaktion auftreten (z. B. Geschwindigkeitskoef-
fizienten elementarer Reaktionen, Michaelis-Menten-Konstanten enzymatischer
Reaktionen (vergleiche Kapitel 2)) mit
∂vi
∂pi
6= 0, ∂vi
∂pj
= 0, i 6= j,
so ist die Matrix ∂v/∂p invertierbar und mit 7.5 und 7.6 folgt
Cx =
∂x
∂p
(
∂v
∂p
)−1
, CΨ˜ =
∂Ψ˜
∂p
(
∂v
∂p
)−1
.
Die Linearisierung des Systems in der Na¨he von Steady-State liefert
∂x
∂p
≈ ∆x
∆p
,
∂v
∂p
≈ ∆v
∆p
,
∂Ψ˜
∂p
≈ ∆Ψ˜
∆p
. (7.8)
Nach dem Einsetzen von 7.8 in 7.5 und 7.6 resultiert schließlich:
∆x ≈ Cx∆v, ∆Ψ˜ ≈ CΨ˜∆v.
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Oft werden in MCA die Kontrollkoeffizienten gema¨ß
C
x
ij =
vj
xi
∂xi
∂vj
, C
Ψ˜
ij =
vj
Ψ˜i
∂Ψ˜i
∂vj
(7.9)
skaliert (Fell [35]). Die skalierten Kontrollkoeffizienten 7.9 sind im Unterschied zu
den ”normalen” Koeffizienten 7.7 unabha¨ngig von den gewa¨hlten Maßeinheiten.
Da sich die Standardtheorie der metabolischen Kontrollanalyse nur auf
Systeme im Fließgleichgewicht beschra¨nkt, wurden in der Vergangenheit einige
Versuche unternommen, die Theorie zu verallgemeinern bzw. auf spezielle Dyna-
miken zu u¨bertragen. Acerenza et al. fu¨hrten in [1] eine zeitabha¨ngige Definition
der Kontrollkoeffizienten als relative Vera¨nderung der Systemvariablen zum Zeit-
punkt t nach einer Sto¨rung des Parametervektors zu einem fru¨heren Zeitpunkt
geteilt durch die relative A¨nderung der gesto¨rten Parameter ein. Heinrich und
Reder [50] erweiterten die Kontrollanalyse auf die zeitabha¨ngigen Zusta¨nde in
der Na¨he eines stabilen Steady-State. Demin et al. fu¨hrten in [25] die sogenann-
ten Fourier-Kontrollkoeffizienten fu¨r die Interpretation der Sensitivita¨ten belie-
biger periodischer Systeme. Eine zeitabha¨ngige Erweiterung der metabolischen
Kontrollanalyse auf beliebige Dynamiken wurde von Ingalls und Sauro in [55]
vorgeschlagen.
Im na¨chsten Abschnitt findet sich die Erweiterung der MCA auf beliebige
Nicht-Steady-State-Trajektorien unter der Annahme eines im Sinne der Erhal-
tungsgro¨ßen reduzierten Systems. Nachfolgend werden die Kontrollkoeffizienten
unter dem Aspekt ihrer mo¨glichen Berechnung hergeleitet.
7.2 Kontrollkoeffizienten fu¨r transiente Dyna-
miken
Gegeben sei das Anfangswertproblem
x˙ = Nv(t, x(t), p), x(t0) = x0
mit der Lo¨sung
x(t) = x(t; t0, x0, p0),
wobei p0 dem Parametervektor p zum Zeitpunkt t0 entspricht. Der zeitabha¨ngige
Fluss Ψ(t) sei definiert als
Ψ(t) = v(t, x(t), p0). (7.10)
Eine Sto¨rung ∆p des Parameters p0 verursacht zum Zeitpunkt t ≥ t0 ≥ 0 eine
Abweichung
∆Ψ(t) = v(t, x(t), p0 +∆p)− v(t, x(t), p0)
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vom urspru¨nglichen Fluss 7.10. In linearer Na¨herung ergibt sich somit:
∆Ψ(t) =
v(t, x(t), p0 +∆p)− v(t, x(t), p0)
∆p
∆p ≈ ∂Ψ
∂p
(t)
∣∣∣∣
p=p0
∆p. (7.11)
Nach der Kettenregel fu¨r die Differentiation gilt:
∂Ψ
∂p
(t)
∣∣∣∣
p=p0
=
(
∂v
∂x
(t)
∂x
∂p
(t) +
∂v
∂p
(t)
)∣∣∣∣
p=p0
, (7.12)
wobei die Auswertung der Ableitungen an der Stelle p = p0 erfolgt. v(t) steht hier
in der vereinfachten Schreibweise fu¨r v(t, x(t), p0). Andererseits gilt 7.11 fu¨r t = t0.
Mit der Kettenregel 7.12 und ∂x(t0)/∂p = 0 vereinfacht sich die Sensitivita¨t
des Flusses zum Zeitpunkt t0 zu den sogenannten “lokalen” Sensitivita¨ten der
Reaktionen
∂Ψ
∂p
(t0) =
∂v
∂p
(t0).
Die Wahl von Parameter pj, j = 1, ..., m, die eindeutig den Reaktionen zuge-
ordnet werden ko¨nnen (z. B. Geschwindigkeitskoeffizienten einzelner Reaktionen
oder Michaelis-Menten-Konstanten enzymatischer Reaktionen), garantiert die In-
vertierbarkeit der Matrix ∂Ψ(t0)/∂p, so dass gilt:
∆p ≈
(
∂Ψ
∂p
(t0)
∣∣∣∣
p=p0
)−1
∆Ψ(t0). (7.13)
Nach dem Einsetzen von 7.13 in die Gleichung 7.11 ergibt sich:
∆Ψ(t) ≈ ∂Ψ
∂p
(t)
∣∣∣∣
p=p0
(
∂Ψ
∂p
(t0)
∣∣∣∣
p=p0
)−1
∆Ψ(t0).
Die Matrix
CΨ(t, t0) :=
∂Ψ
∂p
(t)
∣∣∣∣
p=p0
(
∂Ψ
∂p
(t0)
∣∣∣∣
p=p0
)−1
(7.14)
beschreibt somit die Propagation der Flusssto¨rung zum Zeitpunkt t0 mit der Zeit.
Andererseits versursacht die Sto¨rung des Parametervektors p zum Zeitpunkt
t0 eine Abweichung
∆x(t) = x(t; t0, x0, p0 +∆p)− x(t; t0, x0, p0)
in den Spezieskonzentrationen zum Zeitpunkt t, die in linearer Na¨herung durch
∆x(t) =
x(t; t0, x0, p0 +∆p)− x(t; t0, x0, p0)
∆p
∆p ≈ ∂x
∂p
(t)
∣∣∣∣
p=p0
∆p
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approximiert werden kann. Mit
∆v(t0) ≈ ∂v
∂p
(t0)
∣∣∣∣
p=p0
∆p
folgt schließlich
∆x(t) ≈ ∂x
∂p
(t)
∣∣∣∣
p=p0
(
∂v
∂p
(t0)
∣∣∣∣
p=p0
)−1
∆v(t0).
Die invertierbare Matrix ∂v(t0)/∂p beschreibt dabei die “lokalen” Sensitivita¨ten
bezu¨glich der Parametersto¨rungen aus 7.12. Infolgedessen sind die Kontrollkoef-
fizienten fu¨r Spezieskonzentrationen definiert als:
Cx(t, t0) :=
∂x
∂p
(t)
∣∣∣∣
p=p0
(
∂v
∂p
(t0)
∣∣∣∣
p=p0
)−1
. (7.15)
Die skalierten Versionen der zeitabha¨ngigen Kontrollkoeffizienten werden a¨hnlich
zum Steady-State-Fall 7.9 gebildet:
C
x
ij(t, t0) =
vj(t0)
xi(t)
Cxij(t, t0), C
Ψ
ij(t, t0) =
vj(t0)
Ψi(t)
CΨij (t, t0). (7.16)
7.3 Analyse der Flusskontrollkoeffizienten
Die Flusskontrollkoeffizienten CΨij (t, t0) bzw. ihre skalierten Werte C
Ψ
ij(t, t0) be-
schreiben die gegenseitigen Beziehungen der Flu¨sse in einem (bio)chemischen
Reaktionsnetzwerk. Weichen die Kontrollkoeffizienten sehr stark von Null ab,
so besteht eine starke Kopplung zwischen den korrespondierenden Flu¨ssen. Ins-
besondere entkoppelt ein Fluss vj auf dem betrachteten Intervall [t0, t] von den
anderen Flu¨ssen, wenn C
Ψ
ij(t, t0) = 0 fu¨r alle i = 1, ..., m gilt. Zur Identifizierung
der Flu¨sse, deren Sto¨rungen sich sehr stark auf die Entwicklung der Systemdy-
namik auswirken, mu¨ssen daher die Flusskontrollkoeffizienten analysiert werden.
Fu¨r diese Zwecke ko¨nnen z.B. Methoden der multivariaten Datenanalyse
(Everitt und Dunn [32], Fahrmeir [33]) eingesetzt werden. Dazu mu¨ssen die Ein-
tra¨ge in den Zeilen der Matrix C
Ψ
(t, t0) als Datenpunkte betrachtet werden, die
sich in m Merkmalen voneinander unterscheiden. Die Messwerte der Merkmale
stehen in den Spalten der Matrix. Merkmal j = 1, ..., m beschreibt dabei die Aus-
wirkungen der Sto¨rung des j-ten Flusses auf andere Flu¨sse bzw. auf sich selbst.
Das Ziel ist es, die Merkmale zu identifizieren, deren Messwerte am sta¨rksten
bzw. am wenigsten von Null abweichen.
Im Folgenden findet sich eine kurze an das Lehrbuch von M. Falk et al. [34] an-
lehnende Einfu¨hrung in ein Verfahren der multivariaten Datenanalyse, in die so-
genannte Hauptkomponentenanalyse, welche spa¨ter bei der Auswertung der Fluss-
kontrollkoeffizienten eingesetzt wird.
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Abbildung 7.1: Links: Scatterplot mit zweidimensionalen Datenpunkten; rechts: Scat-
terplot mit zweidimensionalen Datenpunkten und eingezeichneten Hauptachsen u1, u2.
7.3.1 Hauptkomponentenanalyse
Die Anfang des 20. Jahrhunderts von Pearson entwickelte Hauptkomponenten-
analyse (engl.: principal component analysis, PCA) za¨hlt zu den a¨ltesten Ver-
fahren der multivariaten Datenanalyse. Geht man von c Objekten (Messungen)
aus, an denen jeweils m Merkmale gemessen wurden, so ist die Aufgabe der
Hauptkomponentenanalyse, r ≤ m neue Variablen (Hauptkomponenten) so zu
bestimmen, dass mit ihrer Hilfe mo¨glichst gut die Merkmale der Objekte bzw.
der Messungen wiedergegeben werden.
7.3.1.1 Hauptkomponenten in R2
Um die Hauptkomponenten geometrisch zu interpretieren, sei zuna¨chst ein zweidi-
mensionaler Fall mit c Datenpunkten X1, ..., Xc ∈ R2 betrachtet. Abbildung 7.1
zeigt links einen Scatterplot mit den zweidimensionalen Datenpunkten. Offen-
sichtlich besitzt dieser Datensatz eine Hauptrichtung u1 ∈ R2, in welche die
Streuung der Daten um ihren Mittelwert maximal wird, und eine weitere zu u1
senkrechte Richtung u2 ∈ R2 mit einer kleinen Streuung. Im Folgenden sollen die
beiden Richtungen pra¨zisiert werden.
Gesucht ist zuna¨chst der Vektor u1 ∈ R2 mit der La¨nge Eins, in dessen Rich-
tung die Streuung der Daten am gro¨ßten ist bzw. fu¨r den die auf die Achse
{αu1 : α ∈ R} projizierten Daten mit
αi := u
T
1Xi, i = 1, ..., c
eine maximale Streuung bezu¨glich des arithmetischen Mittels der Projektionen
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besitzen:
1
c− 1
c∑
i=1
(αi−α)2 = 1
c− 1
c∑
i=1
(uT1Xi−uT1X)2 =
1
c− 1 maxu∈R2,||u||=1
c∑
i=1
(uT(Xi−X))2.
(7.17)
α ∈ R stellt dabei das arithmetische Mittel der αi und X ∈ R2 ist der Mittel-
wertsvektor zu den Datenpunkten X1, ..., Xc:
α =
1
c
c∑
i=1
αi, X =
1
c
c∑
i=1
Xi mit Xj =
1
c
c∑
i=1
Xij .
Offensichtlich wird u1 durch die Lo¨sung von 7.17 eindeutig bestimmt. Die zweite
Hauptrichtung u2 ∈ R2 mit ||u2|| = 1 la¨sst sich durch die Tatsache, dass uT2 u1 = 0
gilt, eindeutig bestimmen. Somit resultieren zwei neue Variablen
Z1(Y ) := u
T
1 (Y −X), Z2(Y ) := uT2 (Y −X), Y ∈ R2.
Diese Variablen heißen erste und zweite Hauptkomponente zu X1, ..., Xc. Die Ab-
bildung
Z(Y ) :=
(
Z1(Y )
Z2(Y )
)
=
(
uT1 (Y −X)
uT2 (Y −X)
)
, Y ∈ R2
wird als Hauptkomponententransformation, welche der aus der linearen Algebra
bekannten Hauptachsentransformation entspricht, bezeichnet. Der Vektor Z(Y )
gibt dabei die Koordinaten des Punktes Y bezu¨glich des gedrehten und um X
verschobenen Koordinatensystems in R2 an. Die Achsen des transformierten Ko-
ordinatensystems zeigen in die Richtungen der Vektoren u1 und u2.
Ist nun die Streuung von X1, ..., Xc in Richtung der zweiten Hauptrichtung
u2 klein – mit
1
c− 1
c∑
i=1
Z2(Xi)
2 =
1
c− 1
c∑
i=1
(uT2 (Xi −X))2 ≈ 0,
so verschwindet die zweite Koordinate in Richtung des Vektors u2. Daraufhin
liegen alle Datenpunkte X1, ..., Xc ∈ R2 anna¨hernd auf der Geraden {X + αu1 :
α ∈ R}. Auf diese Weise wurde die Anzahl der Merkmale, die zur Beschreibung
der Daten erforderlich sind, auf eine reduziert.
Abbildung 7.1 zeigt rechts eine Punktewolke mit den eingezeichneten Haupt-
komponenten. Sie stellen die neuen Achsen des transformierten Koordinaten-
systems dar, dessen Ursprung im arithmetischen Mittel X der Daten liegt. Es ist
offensichtlich, dass in die Richtung der ersten Hauptkomponente u1 die Streuung
der Daten um ihren Mittelwert am gro¨ßten ist.
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7.3.1.2 Hauptkomponenten in Rm
Im Falle eines m-dimensionalen Raumes wird von c Objekten X1, ..., Xc ∈ Rm
ausgegangen, fu¨r die jeweils Messungen zu m Kriterien existieren. Aus statisti-
scher Sicht wird der lineare Zusammenhang zweier Gro¨ßen durch die Kovarianz
beschrieben, deren empirische Darstellung in Matrixschreibweise lautet:
S :=
1
c− 1
c∑
i=1
(Xi −X)(Xi −X)T
mit S ∈ Rm×m. Aufgrund der Definition ist die Matrix S symmetrisch und positiv
semidefinit. Daher ist sie vollsta¨ndig diagonalisierbar und besitzt m nichtnegative
Eigenwerte λ1 ≥ λ2 ≥ ... ≥ λm ≥ 0 mit den korrespondierenden orthonormierten
Eigenvektoren ui, i = 1, ..., m, die in der Matrix U ∈ Rm×m zusammengefasst
sind. Als Konsequenz la¨sst sich die Matrix S wie folgt diagonalisieren:
UTSU = D ⇐⇒ S = UDUT. (7.18)
Die Matrix D ∈ Rm×m hat dabei eine Diagonalgestalt mit den Eigenwerten auf
der Diagonale.
Im Folgenden soll gezeigt werden, dass Eigenvektoren der Matrix S die Haupt-
richtungen der Punktewolke {Xi ∈ Rm : i = 1, ..., c} in Rm darstellen. Dazu defi-
nieren wir zuna¨chst die Hauptkomponenten als neue Achsen des transformierten
Koordinatensystems.
Definition 7.1 Die Variable
Zj(Y ) := u
T
j (Y −X), Y ∈ Rm, j = 1, ..., m
heißt j-te Hauptkomponente zu X1, ..., Xc ∈ Rm und die Abbildung
Z(Y ) :=

 Z1(Y )...
Zm(Y )

 = UT(Y −X), Y ∈ Rm
heißt Hauptkomponenten- oder Hauptachsentransformation .
Die Hauptkomponententransformation Z(Y ) eines Vektors Y ∈ Rm gibt die Ko-
ordinaten von Y im transformierten Koordinatensystem an. Der folgende Satz
beschreibt einige nu¨tzliche Eigenschaften der Hauptkomponenten:
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Satz 7.1 Fu¨r die Hauptkomponenten zu X1, ..., Xc ∈ Rm gilt
(i) 1
c
c∑
i=1
Zj(Xi) = 0, j=1,...,m (Mittelwert der Xi bezu¨glich des transfor-
mierten Koordinatensystems),
(ii) 1
c−1
c∑
i=1
Z2j (Xi) = λj, j=1,...,m, (Varianz der Xi bezu¨glich des transfor-
mierten Koordinatensystems)
(iii) 1
c−1
c∑
i=1
Zj(Xi)Zk(Xi) = 0, j,k=1,...,m, j 6= k (Kovarianz der Xi bezu¨g-
lich des transformierten Koordinatensystems),
(iv) Spur(S) =
m∑
j=1
λj,
(v) det(S) =
m∏
j=1
λj.
Beweis: Siehe (Falk et al. [34]). 2
Teil (ii) des Satzes 7.1 besagt, dass die Datenpunkte X1, ..., Xc bezu¨glich ihrer
ersten Hauptkomponente die gro¨ßte Streuung
√
λ1 besitzen, die als Wurzel aus
der Varianz definiert ist. Daru¨ber hinaus gilt, dass die Daten bezu¨glich ihrer
ersten Hauptkomponente die gro¨ßte Streuung aus allen mo¨glichen Richtungen
u ∈ Rm haben, was im folgenden Satz ausgedru¨ckt ist:
Satz 7.2 Fu¨r einen beliebigen Vektor u ∈ Rm der La¨nge Eins gilt
1
c− 1
c∑
i=1
(uT(Xi −X))2 ≤ λ1.
Beweis: Ein beliebiger Vektor u ∈ Rm mit ||u|| = 1 la¨sst sich als Linearkombina-
tion u =
∑m
j=1 βjuj der orthonormierten Hauptrichtungen uj darstellen. Wegen
der Orthonormalita¨t der uj folgt fu¨r die Koeffizienten βj = u
Tuj. Insbesondere
gilt 1 = uTu =
∑m
j=1 β
2
j . Die Darstellung 7.18 liefert schließlich:
1
c− 1
c∑
i=1
(uT(Xi −X))2 = 1
c− 1
c∑
i=1
(uT(Xi −X))((Xi −X)Tu) = uTSu
= uTUDUTu = (uTU)D(uTU)T
= (β1, ..., βm)D(β1, ..., βm)
T =
m∑
j=1
β2jλj
≤
m∑
j=1
β2jλ1 = λ1. 2
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Der folgende Satz zeigt, dass die Daten bezu¨glich ihrer k-ten Hauptkomponente
die gro¨ßte Streuung aus allen mo¨glichen Richtungen u, die auf den ersten k − 1
Hauptrichtungen u1, ..., uk−1, k = 2, ..., m senkrecht stehen, besitzen.
Satz 7.3 Fu¨r einen beliebigen Vektor u ∈ Rm der La¨nge Eins mit uTuj = 0 fu¨r
j = 1, ..., k − 1, k ≥ 2 gilt
1
c− 1
c∑
i=1
(uT(Xi −X))2 ≤ λk.
Beweis:Wird der Vektor u als Linearkombination u =
∑m
j=1 βjuj der Hauptrich-
tungen dargestellt, mit βj = u
Tuj = 0, j = 1, ..., k − 1, so folgt
1
c− 1
c∑
i=1
(uT(Xi −X))2 =
m∑
j=1
β2jλj =
m∑
j=k
β2jλj ≤
m∑
j=k
β2jλk = λk.
2
7.3.1.3 Reduktion der Datendimension
Fu¨r die Bestimmung der Hauptkomponenten mu¨ssen also Eigenwerte und die zu-
geho¨rigen Eigenvektoren der Matrix S bestimmt werden. Ist ein Eigenwert λr+1
sehr klein, so streuen laut Satz 7.1 (i), (ii) die Hauptkomponenten Zj(Xi), i =
1, ..., c, j = r+1, ..., m nur wenig um Null. Bezu¨glich des transformierten Koordi-
natensystems liegen dann die letzten m− r Koordinaten der Punkte Xi nahe bei
Null und ko¨nnen ohne wesentlichen Informationsverlust vernachla¨ssigt werden.
Die Datensa¨tze Xi werden dabei durch r Hauptkomponenten mit den gro¨ßten
Eigenwerten λ1 ≥ λ2 ≥ ... ≥ λr dargestellt.
Die Anzahl der beno¨tigten Hauptkomponenten kann mittels des prozentuellen
Beitrages der r potenziellen Hauptkomponenten mit den gro¨ßten Eigenwerten
zu der sogenannten Gesamtvariation, die als Spur der Matrix S (Satz 7.1 (iv))
definiert ist, bestimmt werden. Es wird das kleinste r genommen, bei dem die
Relation ∑r
i=1 λi∑m
i=1 λi
100% (7.19)
die gewu¨nschte Prozentzahl u¨berschreitet. Ist der Rang von S gleich r, so erkla¨ren
die ersten r Hauptkomponenten 100% der Gesamtvariation.
7.3.2 Hauptkomponentenanalyse der Flusskontrollmatri-
zen
Im folgenden Abschnitt wird die Hauptkomponentenanalyse auf die Flusskontroll-
matrizen angewandt. Auf diese Weise sollen diejenigen Flu¨sse identifiziert werden,
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die am sta¨rksten das Reaktionsnetzwerk beeinflussen bzw. auf die Sto¨rungen an-
derer Flu¨sse reagieren. Dazu wird das gesamte Simulationsintervall [0, tmax] in
ρ ∈ N Bereiche mit der La¨nge T = tmax
ρ
unterteilt. Die Berechnung nur einer
Sensitivita¨tsmatrix C
Ψ
((k − 1)T, kT ), k = 1, ..., ρ pro Intervall wu¨rde zu einem
Informationsverlust bezu¨glich der Fortpflanzung der Flusssto¨rungen im Inneren
der Intervalle fu¨hren. Dies wird durch die Definition zusa¨tzlicher q + 1 Punkte
(k − 1)T := t0 < t1 < ... < tq =: kT
und die Berechnung q skalierter Flusskontrollmatrizen C
Ψ
(ti, t0), i = 1, ..., q fu¨r
jedes Intervall [(k − 1)T, T ] verhindert. Der Abstand ∆ti = ti − ti−1 ist dabei fu¨r
alle i = 1, ..., q gleich groß.
Um sowohl den positiven als auch den negativen Effekt der Flusssto¨rungen
im Sinne der Flussvergro¨ßerung bzw. Flussverkleinerung zum spa¨teren Zeitpunkt
in der Analyse zu beru¨cksichtigen, werden die Absolutbetra¨ge der Flusskontroll-
koeffizienten betrachtet, die gemeinsam eine große Matrix Ck ∈ Rqm×m bilden
Ck :=


|CΨ(t1, t0)|
|CΨ(t2, t0)|
...
|CΨ(tq, t0)|

 .
Die Eintra¨ge in den Zeilen der Matrix Ck ko¨nnen als Datenpunkte Xi, i =
1, ..., qm aufgefasst werden, die sich in m Merkmalen voneinander unterscheiden.
Die Messwerte der Merkmale stehen in den Spalten der Matrix Ck. Merkmal
j = 1, ..., m beschreibt dabei die Auswirkungen der Sto¨rung des j-ten Flusses auf
andere Reaktionsflu¨sse.
Wendet man die Hauptkomponentenanalyse auf die Matrix Ck an, so wird
das urspru¨ngliche m-dimensionale Koordinatensystem mit den Merkmalsachsen
M1, ...,Mm in die Richtung der Hauptkomponenten gedreht und um den Erwar-
tungswert X ∈ Rm verschoben. Dabei analysiert man die Streuung der Daten-
punkte um den arithmetischen Erwartungswert X. Das Ziel dieser Arbeit ist aber
vielmehr, die Abweichung der Datenpunkte vom Ursprung des urspru¨nglichen
Koordinatensystems zu erfassen.
Beispiel 7.1 Gegeben sei folgende Flusskontrollmatrix
Ck =


30 0.1
30 0
30 0.4
30 0.3


mit ρ = q = 2 und X = (30, 0.2)T. An den großen Matrixeintra¨gen der ersten
Spalte la¨sst sich erkennen, dass der Einfluss des ersten Flusses (erste Spalte) auf
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Abbildung 7.2: Datenpunkte aus Beispiel 7.1 und ihre Hauptkomponenten im zweidi-
mensionalen Koordinatensystem mit den Merkmalsachsen M1 und M2.
das Reaktionsnetzwerk viel gro¨ßer als der Einfluss des zweiten Flusses (zweite
Spalte) ist. Allerdings streuen die Punkte in Richtung des zweiten Merkmals
(zweite Spalte) sta¨rker. Die Eigenwertanalyse der Kovarianzmatrix
S =
1
3
(
0 0 0 0
−0.1 −0.2 0.2 0.1
)
0 −0.1
0 −0.2
0 0.2
0 0.1

 =
(
0 0
0 1/3
)
liefert na¨mlich λ1 = 1/3 bzw. λ2 = 0 mit den zugeho¨rigen Eigenvektoren
u1 = (0, 1)
T bzw. u2 = (1, 0)
T. Abbildung 7.2 zeigt ein Koordinatensystem mit
den Datenpunkten und den Hauptkomponenten in die Richtungen der Eigenvek-
toren. Gema¨ß den Eigenwerten kann also die Anzahl der Hauptkomponenten ohne
Informationsverlust auf Eins reduziert werden. Die Richtung u1 mit der gro¨ßten
Abweichung der Datenpunkte von ihrem Erwartungswert zeigt in die Richtung
des Merkmals M2.
Beispiel 7.1 macht deutlich, dass eine Anwendung der Hauptkomponentenanaly-
se auf die Flusskontrollmatrix Ck zu fehlerhaften Interpretationen fu¨hren kann.
Obwohl eine Sto¨rung des ersten Flusses sich viel sta¨rker auf das gesamte Re-
aktionsnetzwerk auswirkt, kann gema¨ß der Eigenwertanalyse diese Richtung im
transformierten Koordinatensystem ohne wesentlichen Informationsverlust ver-
nachla¨ssigt werden. Der Grund fu¨r diesen Widerspruch ist die im Rahmen der
Transformation durchgefu¨hrte Verschiebung des Koordinatensystems. Es werden
Abweichungen der Punkte von ihrem arithmetischen Erwartungswert untersucht,
der nicht zwangsla¨ufig dem Nullvektor entspricht. Um die Streuung der Daten-
punkte um den Ursprung zu untersuchen, mu¨ssen vorhandene Daten so erweitert
werden, dass der neue Mittelwertsvektor dem Nullvektor entspricht. Dabei darf
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Abbildung 7.3: Datenpunkte aus Beispiel 7.2 im zweidimensionalen Koordinatensystem
mit den Merkmalsachsen M1 und M2.
aber keine Information verloren gehen. Fu¨r diesen Zweck spiegeln wir die vorhan-
denen Datenpunkte an allen Koordinatenachsen und erweitern die Matrix Ck um
weitere qm Punkte
C˜k :=
(
Ck
−Ck
)
.
Die resultierende Matrix C˜k ∈ R2qm×m entha¨lt demnach die Datenpunkte Xi ∈
Rm, i = 1, ..., 2qm mit dem Erwartungswert X = 0. Im folgenden Beispiel wird
dieses Verfahren an der Flusskontrollmatrix aus Beispiel 7.1 demonstriert.
Beispiel 7.2 Die Flusskontrollmatrix Ck aus Beispiel 7.1 wird um vier weitere
Datenpunkte zu
C˜k =
(
30 30 30 30 −30 −30 −30 −30
0.1 0 0.4 0.3 −0.1 0 −0.4 −0.3
)T
erweitert. Die anschließende Hauptkomponentenanalyse der neuen Matrix C˜k lie-
fert die Kovarianzmatrix
S =
1
7
(
C˜k
)T
C˜k =
1
7
(
7200 48
48 0.52
)
mit den Eigenwerten λ1 = 1028.56 und λ2 = 0.03 sowie den korrespondieren-
den Eigenvektoren u1 = (−1,−0.01)T, u2 = (0.01,−1)T. In diesem Fall ent-
spricht die Hauptkomponente mit dem gro¨ßten Eigenwert anna¨hernd der Achse
M1 mit dem gro¨ßten Sto¨rungseffekt. Abbildung 7.3 zeigt das zweidimensionale
Koordinatensystem mit den Datenpunkten der Matrix Ck im ersten Quadranten
und den zusa¨tzlichen negativen Punkten der Matrix Ck im dritten Quadranten.
Die Hauptkomponenten entsprechen approximativ den Achsen des urspru¨nglichen
Koordinatensystems.
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Eine andere Betrachtungsweise bietet die Matrix Rk ∈ Rqm×m
Rk =


Rk1
Rk2
...
Rkq

 :=


(|CΨ(t1, t0)|)T
(|CΨ(t2, t0)|)T
...
(|CΨ(tq, t0)|)T

 ,
die sich aus den transformierten Flusskontrollmatrizen zusammensetzt. In die-
sem Fall unterscheiden sich die in den Zeilen stehenden Datenpunkte Xi ∈ Rm,
i = 1, ..., qm in m anderen Merkmalen voneinander. Das Merkmal j = 1, ..., m
beschreibt das Verhalten des Flusses vj gegenu¨ber den Sto¨rungen der Reakti-
onsflu¨sse zum Zeitpunkt t0. Die erweiterte Variante der Matrix R
k ist gegeben
durch
R˜k :=
(
Rk
−Rk
)
mit R˜k ∈ R2qm×m. Die Analyse der Hauptkomponenten der Datenmenge R˜k liefert
demnach die Richtungen im m-dimensionalen Raum, in welche die Streuung der
Punkte um den Erwartungswert X = 0 stattfindet. Dabei deuten die zugeho¨rigen
Eigenwerte auf die Gro¨ße der Streuungen. Werden zusa¨tzlich die Diagonalen der
einzelnen Matrizen Rki , i = 1, ..., q gleich Null gesetzt, d. h.:
C
Ψ
jj(ti, t0) := 0, j = 1, ..., m, i = 1, ...q, (7.20)
so wird der Einfluss des Flusses j auf sich selbst vernachla¨ssigt und nur das
Verhalten des Flusses vj gegenu¨ber den Sto¨rungen anderer Reaktionsflu¨sse be-
trachtet.
Die Richtungen der Hauptkomponenten entsprechen meistens nicht exakt den
Merkmalsachsen des Koordinatensystems, sondern den geeigneten Linearkombi-
nationen. Demnach mu¨ssen Ergebnisse der Hauptkomponentenanalyse der Matri-
zen C˜k und R˜k auf die Merkmale der Datenpunkte u¨bertragen werden. Dies erfolgt
mit Hilfe der relativen Beitra¨ge der Merkmalsachsen zu den ersten r Hauptkom-
ponenten bezu¨glich der gro¨ßten Streuung
rimpi :=
||pimpi ||
||pimpi ||+ ||punimpi ||
, i = 1, ..., m (7.21)
und den u¨brigen m− r Hauptkomponenten bezu¨glich der kleinsten Sreuung der
Daten
runimpi :=
||punimpi ||
||pimpi ||+ ||punimpi ||
, i = 1, ..., m (7.22)
mit den Projektionen
pimpi :=
r∑
j=1
uijuj, p
unimp
i :=
m∑
j=r+1
uijuj, i = 1, ..., m
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der Einheitsvektoren auf die von den Hauptkomponenten u1, ..., ur und ur+1, ..., um
aufgespannten Unterra¨ume. uij bezeichnet dabei die i-te Komponente des Vektors
uj.
7.4 Algorithmus mit Beispielen
Nach einer detaillierten Einfu¨hrung in die metabolische Kontrollanalyse sowie
der Analyse der Hauptkomponenten der Flusskontrollmatrizen werden nun die
einzelnen Schritte zur Analyse der gegenseitigen Flussbeziehungen in biochemi-
schen Systemen algorithmisch zusammengefasst. Im Anschluss folgen numerische
Resultate aus Anwendungen des ausfu¨hrlich beschriebenen Algorithmus.
7.4.1 Algorithmische Realisierung
Die algorithmische Analyse (Algorithmus 7.1) der gegenseitigen Beziehungen der
Flu¨sse erfolgt auf kleinen Zeitintervallen der La¨nge T = tmax
ρ
. Fu¨r jedes dieser
Intervalle werden zuna¨chst q Sensitivita¨tsmatrizen berechnet und anschließend
die Hauptkomponentenanalyse der Sensitivita¨tsdaten durchgefu¨hrt.
Fu¨r die Festlegung der zu analysierenden Matrizen C˜k und R˜k sind die Sensiti-
vita¨ten der Spezies bezu¨glich der Parametersto¨rungen erforderlich. Diese werden
in der vorliegenden Arbeit mit Hilfe der internen numerischen Differentiation
(Bock [11]) berechnet, die innerhalb des Integrators DAESOL (Bauer et al. [7])
implementiert ist (vergleiche Kapitel 3.3). Mit 7.12 und 7.14 werden q Kontroll-
matrizen CΨ(iT/q), i = 1, ..., q ermittelt. Ihre gema¨ß 7.16 skalierten und in Ab-
solutbetra¨ge gesetzten Eintra¨ge bilden die große Matrix Ck. Die Datenmatrix Rk
setzt sich aus den transponierten Kontrollmatrizen zusammen.
Nach einer Erweiterung der Daten um die negativen Matrizen Ck und Rk
(Schritte 6 und 7) folgt die Analyse ihrer Hauptkomponenten. Dazu wird zuna¨chst
die Kovarianzmatrix S bezu¨glich C˜k mittels einer in LAPACK (Anderson et
al. [2]) implementierten Routine diagonalisiert und die kleinste Anzahl r der
gro¨ßten Eigenwerte bestimmt, deren Summe mindestens TOL% zu der Gesamt-
variation beitra¨gt. Die dazu korrespondierenden Eigenvektoren u1, ..., ur stellen
die Hauptkomponenten dar. Die relativen Beitra¨ge rimpi und r
unimp
i , i = 1, ..., m
der Koordinatenachsen zu den r bzw. m−r Eigenvektoren erlauben letztlich eine
Aussage u¨ber die Auswirkungen der Flusssto¨rungen auf die Systemdynamik.
Anschließend folgt eine Wiederholung der Schritte 9 bis 12 mit der Kovari-
anzmatrix S bezu¨glich R˜k. Die Daten der Matrix S werden nach dem Verhalten
der Flu¨sse gegenu¨ber den Sto¨rungen anderer Reaktionsflu¨sse klassifiziert. Somit
ermo¨glichen die relativen Beitra¨ge rimpi zu den Hauptkomponenten der Matrix R˜
k
eine Identifizierung der gegenu¨ber den Sto¨rungen stabilen Flu¨sse.
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Algorithmus 7.1
INPUT: Differentialgleichungssystem x˙ = F (x) = Nv(x, p), x ∈ Rn, v(x) ∈ Rm,
Startpunkt x(tstart), tmax, TOL, q, ρ
t := tstart, x(t) := x(tstart), T :=
tmax
ρ
, k := 1
While k ≤ ρ Do
1. Berechne x(t+ T ), ∂x
∂p
(t+ iT/q) fu¨r i = 1, ..., q
2. Berechne ∂Ψ
∂p
(t+ iT/q), i = 1, ..., q mit 7.12
3. Invertiere ∂Ψ
∂p
(t)
4. Berechne CΨ(iT/q + t, t), i = 1, ..., q mit 7.14
5. Skaliere CΨ(iT/q + t, t), i = 1, ..., q mit 7.16
6. Setze Ck :=


|CΨ(1T/q + t, t)|
|CΨ(2T/q + t, t)|
...
|CΨ(T + t, t)|

, C˜k :=
(
Ck
−Ck
)
7. Setze Rk :=


|CΨ(1T/q + t, t)|T
|CΨ(2T/q + t, t)|T
...
|CΨ(T + t, t)|T


mit C
Ψ
jj(iT/q + t, t) = 0, i = 1, ..., q, j = 1, ..., m, R˜
k :=
(
Rk
−Rk
)
8. Setze S := 1
2qm−1
(C˜k)TC˜k
9. Berechne UTSU = D
10. Sortiere Eigenwerte, so dass λ1 ≥ λ2 ≥ ... ≥ λm
11. Berechne minimales r mit
rP
i=1
λi
mP
i=1
λi
100% ≥ TOL
12. Berechne rimpi , r
unimp
i fu¨r i = 1, ..., m mit 7.21, 7.22
13. Setze S := 1
2qm−1
(R˜k)TR˜k
14. Wiederhole Schritte 9–12
15. Setze t := t+ T , x(t) := x(t+ T ), k := k + 1
Endwhile
Tabelle 7.1: Algorithmus zur stu¨ckweisen Analyse der gegenseitigen Beziehungen der
Reaktionsflu¨sse.
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7.4.2 Michaelis-Menten-System
Das Michaelis-Menten-System, das im Rahmen der Enzymkinetik bereits in Ka-
pitel 2 eingefu¨hrt wurde, beschreibt eine enzymkatalysierte Reaktion des Sub-
strats S zum Enzym-Substrat-Komplex, der in den Produkt P und das Enzym
E zerfa¨llt. Die zeitliche A¨nderung der Spezieskonzentrationen la¨sst sich durch
folgendes zweidimensionales Differentialgleichungssystem beschreiben:
x˙ =
( −1 1 0
1 −1 −1
) v1v2
v3

 (7.23)
mit x = (x1, x2)
T = ([S], [ES])T und den Reaktionsgeschwindigkeiten oder den
Flu¨ssen
v1 = k+1(Etotal − x2)x1,
v2 = k−1x2,
v3 = k2x2. (7.24)
Die Summe Etotal = [E] + [ES] aus der Konzentration des freien Enzyms und
der Konzentration des Enzyms im Enzym-Substrat-Komplex bleibt dabei immer
konstant.
Der zeitliche Verlauf der Flu¨sse 7.24 ist in Abbildung 7.4 veranschaulicht.
Fu¨r die numerische Simulation des ODE-Systems mit DAESOL (Bauer et al. [7])
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Abbildung 7.4: Numerischen Simulation des Michaelis-Menten-Systems 7.23 mit DAE-
SOL (Bauer et al. [7]).
wurden folgende Gro¨ßen gewa¨hlt: Etotal = 10.0, k+1 = 1.0, k−1 = 1.0, k2 = 0.5,
x1(0) = 100.0, x2(0) = 0.1.
Die numerischen Resultate des Algorithmus 7.1 sind in Abbildungen 7.5 und
7.6 dargestellt. Fu¨r die Analyse wurde ein Zeitraum zwischen 0 und 100 Sekun-
den gewa¨hlt mit ρ = 20 Teilintervallen der La¨nge T = 5.0 Sekunden und jeweils
q = 50 Sensitivita¨tsmatrizen. Die Summe der Eigenwerte der beno¨tigten Haupt-
komponenten soll dabei mindestens 99% der Gesamtvariation betragen.
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Abbildung 7.5: Relative Beitra¨ge rimpi (t) der Flu¨sse vi, i = 1, 2, 3 in % zu den Haupt-
komponenten der Datenmatrix C˜k (Algorithmus 7.1 mit T = 5.0, q = 50 und 99% fu¨r
7.19).
Abbildung 7.5 (Mitte, rechts) zeigt, dass sich die Sto¨rungen von v2 und v3
sehr stark auf die Dynamik der Flu¨sse auswirken. Die Hauptkomponentenana-
lyse der Datenmatrix C˜k (k = 1, ..., ρ) ergab sehr hohe relative Beitra¨ge der
Merkmalsachsen M2 und M3 zu den Hauptkomponenten mit der gro¨ßten Ab-
weichung der Datenpunkte vom Ursprung. Die Merkmalsachsen Mj , j = 1, 2, 3
stellen in diesem Fall die Sto¨rungen der Flu¨sse vj dar. Dies bedeutet, dass die
gro¨ßten Matrixeintra¨ge C˜kij , i = 1, ..., 2qm, j = 1, ..., m, k = 1, ..., ρ mit einer
sehr hohen Wahrscheinlichkeit mit den Flu¨ssen v2 und v3 korrespondieren. Eine
Sto¨rung dieser Flu¨sse wirkt sich sehr stark auf den dynamischen Verlauf ande-
rer Reaktionsflu¨sse aus. Dagegen weist die Sto¨rung des ersten Flusses v1 einen
deutlich geringeren Einfluss mit rimp1 ≈ 7% auf (links in Abbildung 7.5).
Abbildung 7.6 zeigt ferner die relativen Beitra¨ge der Merkmalsachsen Mj ,
j = 1, 2, 3 zu den Hauptkomponenten mit der gro¨ßten Streuung. In diesem Fall
entsprechen die Merkmalsachsen jedoch dem Verhalten der Flu¨sse vj gegenu¨ber
den Sto¨rungen.
Analysiert wird dabei die Datenmatrix R˜k, k = 1, ..., ρ, deren Teilmatrizen R˜ki ,
i = 1, ..., 2qm auf den Diagonalen Nullen besitzen. Entsprechend Abbildung 7.6
scheinen die ersten zwei Flu¨sse v1 und v2 ziemlich stark auf die Sto¨rungen anderer
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Abbildung 7.6: Relative Beitra¨ge rimpi (t) der Flu¨sse vi, i = 1, 2, 3 in % zu den Haupt-
komponenten der Datenmatrix R˜k mit 7.20 (Algorithmus 7.1 mit T = 5.0, q = 50 und
99% fu¨r 7.19).
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Abbildung 7.7: Anzahl der Hauptkomponenten mit der gro¨ßten Streuung der Daten-
punkte um den Ursprung fu¨r das Michaelis-Menten-Modell 7.23 (Algorithmus 7.1 mit
T = 5.0, q = 50 und 99% fu¨r 7.19). Links: Analyse der Datenmatrix C˜k; rechts: Analyse
der Datenmatrix R˜k mit 7.20.
8
7
6
5
4
3
2
1
0
252423222120
v 1
(t)
t [s]
nominal
gestoert
8
7
6
5
4
3
2
1
0
252423222120
v 2
(t)
t [s]
nominal
gestoert
8
7
6
5
4
3
2
1
0
252423222120
v 3
(t)
t [s]
nominal
gestoert
8
7
6
5
4
3
2
1
0
252423222120
v 1
(t)
t [s]
nominal
gestoert
8
7
6
5
4
3
2
1
0
252423222120
v 2
(t)
t [s]
nominal
gestoert
8
7
6
5
4
3
2
1
0
252423222120
v 3
(t)
t [s]
nominal
gestoert
8
7
6
5
4
3
2
1
0
252423222120
v 1
(t)
t [s]
nominal
gestoert
8
7
6
5
4
3
2
1
0
252423222120
v 2
(t)
t [s]
nominal
gestoert
8
7
6
5
4
3
2
1
0
252423222120
v 3
(t)
t [s]
nominal
gestoert
Abbildung 7.8: Entwicklung der nominalen Flu¨sse vi, i = 1, 2, 3 des Michaelis-Menten-
Systems 7.23 nach einer 10%-igen Sto¨rung des ersten Flusses v1 (oben), zweiten Flusses
v2 (Mitte), dritten Flusses v3 (unten) zum Zeitpunkt t = 20 s.
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Flu¨sse zu reagieren. Fu¨r Fluss v1 liegt der relative Beitrag r
imp
1 bei 97% (links
in Abbildung 7.6). Der Beitrag des zweiten Flusses v2 steigt nach einer kurzen
Phase auf nahezu 100% (mittlere Abbildung in 7.6). Der Fluss v3 scheint dagegen
nur sehr gering auf die Sto¨rungen anderer Flu¨sse zu reagieren. Sein Beitrag rimp3
bleibt innerhalb des gesamten Simulationsintervalls mit maximal 5% relativ klein.
Die Anzahl der Hauptkomponenten bleibt bei der Analyse der Datenmatrix
C˜k wa¨hrend der gesamten Simulation konstant (links in Abbildung 7.7). Zwei
Hauptkomponenten reichen aus, um die Datenpunkte ohne wesentlichen Infor-
mationsverlust zu beschreiben. Die Analyse der Datenmatrix R˜k mit zusa¨tzlichen
Nulleintra¨gen auf der Diagonale gema¨ß 7.20 zeigte, dass in diesem Fall ebenfalls
nach einer kurzen Initialphase zwei Variablen fu¨r die Beschreibung der Daten
erforderlich sind (rechts in Abbildung 7.7).
Um diese Ergebnisse stichprobenartig zu validieren, werden im Zeitraum zwi-
schen 20 und 25 Sekunden zusa¨tzlich zu den nominalen Kurven der Flu¨sse ihre
gesto¨rten Lo¨sungen simuliert (siehe Abbildung 7.8). Dazu werden zum Zeitpunkt
t = 20 Sekunden die Startwerte der Flu¨sse mit Hilfe der entsprechenden Ge-
schwindigkeitskoeffizienten um 10% gesto¨rt. Abbildung 7.8 stellt die nominalen
und die gesto¨rten Flusskurven gegenu¨ber. Die i-te Reihe der Abbildung 7.8 zeigt
die Auswirkungen der Sto¨rung des i-ten Flusses vi, i = 1, 2, 3. Es fa¨llt sofort auf,
dass die Sto¨rung des ersten Flusses (erste Zeile in Abbildung 7.8) relativ schnell
relaxiert und die nominalen Lo¨sungen der Flu¨sse nicht wesentlich beeinflusst. Die
Sto¨rungen der Flu¨sse v2 und v3 dagegen (zweite und dritte Zeile in Abbildung
7.8) wirken sich viel sta¨rker auf die Netzwerkdynamik aus.
Die Spalten der Abbildung 7.8 stellen das Verhalten der Flu¨sse gegenu¨ber den
Flusssto¨rungen dar. So reagiert z. B. der dritte Fluss (dritte Spalte) im Gegensatz
zu den beiden anderen (erste und zweite Spalte) mit relativ kleinen Abweichungen
von der Nominallo¨sung. Dementsprechend fa¨llt sein Beitrag zu den Hauptkompo-
nenten der Datenmatrix R˜k mit der zusa¨tzlichen Bedingung 7.20 verha¨ltnisma¨ßig
klein aus. Demnach spiegelt Abbildung 7.8 die Resultate der numerischen Analyse
mit Algorithmus 7.1 wider.
7.4.3 Glykolyse
In diesem Kapitel werden die gegenseitigen Wechselwirkungen der Flu¨sse zweier
unterschiedlicher Modelle fu¨r den Glukoseabbau in Hefe analysiert. Es handelt
sich dabei um ein von Nielsen et al. [73] vorgeschlagenes Modell mit einem oszil-
lierenden Verhalten und ein Modell von Teusink et al. [103], dessen numerische
Lo¨sungen sehr schnell ein Fließgleichgewicht erreichen.
Teusink-Modell
Die schematische Darstellung des Modells von Teusink et al. [103] kann der Ab-
bildung 7.9 entnommen werden. Die Autoren von [103] entwickelten zuna¨chst ein
“nichtverzweigtes” Modell fu¨r die Glykolyse, das alle in Schema 7.9 dargestellten
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Abbildung 7.9: Schematische Darstellung des Glukoseabbaus in Hefe nach
(Teusink et al. [103]). Glucose (GLCi); Glucose-6-phosphat (G6P); Fructose-
6-phosphat(F6P); Fructose-1,6-biphosphat (FBP); Glyceronphosphat (DHAP);
Glycerinaldehyd-3-phosphat (GAP); 1,3-Biphosphoglycerat (BPG); 3-Phosphoglycerat
(P3G); 2-Phosphoglycerat (P2G); Phosphoenolpyruvat (PEP); Pyruvat (PYR);
Acetaldehyd (ACA); Ethanol (EtOH); Kohlenstoffdioxid (CO2); Hexokinase
(HK); Glucosephosphat-Isomerase (PGI); Phosphofructokinase (PFK); Aldolase
(ALD); Glycerinaldehyd-3-phosphat-Dehydrogenase (GAPDH); Glycerol-3-phosphat-
Dehydrogenase (G3PDH); Phosphoglycerat-Kinase (PGK); Phosphoglycerat-Mutase
(PGM); Enolase (ENO); Pyruvat-Kinase (PYK); Pyruvat-Decarboxylase (PDC);
Alkohol-Dehydrogenase (ADH); Adenosintriphosphat (ATP); Adenosindiphosphat
(ADP); Nicotinamidadenindinukleotid (NAD, NADH).
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Reaktionen ausschließlich der eingerahmten beinhaltet. Das “nichtverzweigte”
Modell zeigte jedoch nicht das experimentell nachgewiesene Steady-State-Ver-
halten. Daraufhin wurde das Modell um vier weitere Reaktionen – Glycogen,
Trehalose, Glycerol und Siccinate – erweitert. Bei Glycogen und Trehalose wurde
keine detaillierte Modellierung vorgenommen. Diese Flu¨sse erhielten einen kon-
stanten, experimentell gemessenen Wert. Fu¨r Succinate wurde eine einfache Mas-
senwirkungskinetik (vergleiche Kapitel 2.2) und fu¨r Glycerol eine durch G3PDH
katalysierte Enzymkinetik (vergleiche Kapitel 2.3.1) angenommen. Alle anderen
Reaktionen stellen enzymkatalysierte Reaktionen dar, deren korrespondierende
Enzyme in Schema 7.9 neben den Reaktionspfeilen zu finden sind.
Die Kinetik der meisten reversibel verlaufenden Reaktionen wurde nach Sche-
ma 2.16 modelliert, so dass in allen Flu¨ssen nur eine Maximalgeschwindigkeit
vmax als Parameter vorkommt. Diese ko¨nnen als Referenzparameter fu¨r die Be-
rechnung der Flusskontrollmatrizen eingesetzt werden. Eine Ausnahme bildet die
durch GAPDH katalysierte Reaktion, bei der entgegengesetzte Flu¨sse getrennt
voneinander modelliert wurden (Teusink et al. [103]).
Die eingekreisten Nummern in Abbildung 7.9 stellen eine mo¨gliche Numme-
rierung der Reaktionen und spa¨ter die Indizes der entsprechenden Reaktionsge-
schwindigkeiten dar. Die Zahlen bei Reaktionen 5 und 15 weisen auf die sto¨chio-
metrischen Koeffizienten hin.
Fu¨r die Darstellung des Schemas 7.9 in Form von Differentialgleichungen wur-
den zwei zusa¨tzliche Variablen eingefu¨hrt:
[Trio− P] = [DHAP] + [GAP]
und
[P] = 2[ATP] + [ADP].
Damit konnte die Anzahl der Speziesvariablen von 16 auf 14 reduziert werden.
Glukose (GLCo), Glycogen, Trehalose, Glycerol, Succinate, Ethanol (EtOH) und
Kohlenstoffdioxid (CO2) repra¨sentieren dabei externe Metabolite, die nicht ex-
plizit im Modell vorkommen mu¨ssen. Die Erhaltungsgleichung
Const = [NAD] + [NADH]
ermo¨glicht zudem eine weitere Dimensionsreduktion auf ein Modell mit 13 Diffe-
126 KAPITEL 7. FLUSSANALYSE
Spezies Anfangskonzentration Steady-State-Konzentration
GLC 0.087 0.09
G6P 1.39 1.02
F6P 0.28 0.11
FBP 0.1 0.6
Trio-P 5.17 0.78
BPG 10−5 3.3 · 10−4
P3G 0.1 0.36
P2G 0.1 0.04
PEP 0.1 0.07
PYR 3.36 8.52
ACA 0.04 0.17
P 5.0 6.31
NAD 1.2 1.55
Tabelle 7.2: Anfangs- und Steady-State-Konzentrationen der Spezies (in mol/l) fu¨r das
detaillierte Glykolyse-Modell 7.25 aus (Teusink et al. [103]).
rentialgleichungen und 18 Flu¨ssen:
d[GLCi]/dt = vinflux − vHK
d[G6P]/dt = vHK − vPGI − 2vTrehalose − vGlycogen
d[F6P]/dt = vPGI − vPFK
d[FBP]/dt = vPFK − vALD
d[Trio− P]/dt = 2vALD − vGAPDHf + vGAPDHr − vGlycerol
d[BPG]/dt = vGAPDHf − vGAPDHr − vPGK
d[P3G]/dt = vPGK − vPGM
d[P2G]/dt = vPGM − vENO
d[PEP]/dt = vENO − vPYK
d[PYR]/dt = vPYK − vPDC
d[ACA]/dt = vPDC − vADH − 2vSuccinate
d[P]/dt = −vHK − vPFK + vPGK + vPYK − vATPase − vTrehalose − vGlycogen
d[NAD]/dt = −vGAPDH + vADH + vGlycerol − 3vSuccinate. (7.25)
Das komplette Modell, inklusive der kinetischen Parameter, findet sich im Inter-
net bei JWS Online (Olivier und Snoep [75]).
Tabelle 7.2 entha¨lt die Anfangskonzentrationen der Spezies aus dem Teusink-
Modell 7.25, die in dieser Arbeit fu¨r die numerische Simulation mit DAESOL
(Bauer et al. [7]) verwendet wurden. Die Steady-State-Konzentrationen der je-
weiligen Spezies sind ebenfalls in Tabelle 7.2 aufgefu¨hrt.
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Reaktion i Geschwindigkeit rimpi (C˜
k) rimpi (R˜
k u. 7.20)
(1) vinflux 85 9.9
(2) vHK 13.6 40.8
(3) vPGI 0.47 38
(4) vGlycogen 99.6 0
(5) vTrehalose 99.3 0
(6) vPFK 0.4 37.6
(7) vALD 0.2 36.3
(8) vGlycerol 37.4 64.5
(9) vGAPDHf 3.8 80.6
(10) vPGK 1.5 28.8
(11) vPGM 1.2 28.3
(12) vENO 3.2 28.2
(13) vPYK 1.7 28
(14) vPDC 1.82 46
(15) vSuccinate 78.9 7.8
(16) vADH 0.85 42.8
(17) vATPase 14.1 64.5
(18) vGAPDHr 65 21.2
Anzahl der Hauptkomponenten 5 5
Tabelle 7.3: Relative Beitra¨ge rimpi (t) (in %) der Flu¨sse vi, i = 1, ..., 18 aus dem
Glykolyse-Modell 7.25 (Teusink et al. [103]) zu den Hauptkomponenten der Daten-
matrix C˜k und R˜k mit 7.20 (Algorithmus 7.1 mit T = 5.0, q = 50 und 99.9% fu¨r
7.19).
Fu¨r die Berechnung der Flusskontrollmatrizen wurden Maximalgeschwindig-
keiten bzw. Geschwindigkeitskoeffizienten der jeweiligen Reaktionen als Referenz-
parameter gewa¨hlt, damit die Invertierbarkeit der Matrix ∂Ψ(t0)/∂p aus 7.14
garantiert werden kann. Die Ergebnisse der Hauptkomponentenanalyse sind in
Tabelle 7.3 aufgefu¨hrt. Fu¨r die Analyse wurde ein Zeitraum zwischen 0 und 100
Sekunden gewa¨hlt mit ρ = 20 Intervallen der La¨nge T = 5.0 und jeweils q = 50
Sensitivita¨tsmatrizen. Die Summe der Eigenwerte der beno¨tigten Hauptkompo-
nenten soll dabei mindestens 99.9% der Gesamtvariation betragen.
Die Ergebnisse der Analyse (Tabelle 7.3) zeigen, dass die nachtra¨glichen Mo-
difikationen des Modells, die als “Verzweigungen” (eingerahmte Reaktionen in
Schema 7.9) bezeichnet werden, sich vergleichsma¨ßig stark auf die Dynamik an-
derer Flu¨sse auswirken (dritte Spalte in Tabelle 7.3, fettgedruckte Zahlen). Unter
anderem scheint auch der Zufluss der Glukose vinflux einen sehr großen Einfluss
auf das Verhalten der Flu¨sse zu besitzen. Dagegen u¨bt die siebte Reaktion vALD
mit 0.2% eine sehr geringe Wirkung auf die Systemdynamik aus. Diese Tatsache
wurde auch von J.-M. Schwartz und M. Kanehisa in [92] festgestellt. Sie analy-
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Abbildung 7.10: Schematische Darstellung des Glukoseabbaus in Hefe nach (Nielsen et
al. [73]).
sierten den Einfluss einzelner Enzyme auf das Verhalten des Systems mit Hilfe
der sogenannten Elementarmoden, die sich nur auf Steady-State begrenzen.
Wa¨hrend sich die Sto¨rungen der Verzweigungen sehr stark auf die System-
dynamik auswirken, scheinen die Verzweigungen selbst stabil gegenu¨ber den Va-
riationen anderer Flu¨sse zu sein, insbesondere die konstanten Flu¨sse – Glycogen
und Trehalose (vierte Spalte in Tabelle 7.3). Auch Succinate reagiert mit 7.8%
relativ schwach auf die Sto¨rungen anderer Flu¨sse. Glycerol dagegen bildet mit
64.5% eine Ausnahme.
Nielsen-Modell
Das Glykolyse-Modell von Nielsen et al. [73] stellt ein offenes System mit einem
Zufluss von Hefeextrakt und Glukose dar, der parallel zum Ausfluss aller Reaktan-
ten stattfindet. Abbildung 7.10 zeigt eine schematische Darstellung des Modells.
Die Fla¨che außerhalb des großen Rechtecks steht fu¨r die a¨ußere Umgebung des
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Reaktion i Geschwindigkeit rimpi (C˜
k) rimpi (R˜
k u. 7.20)
(1) v1 7.1 0.0
(2) v2 87.6 92.1
(3) v3 91.2 96.2
v−3 97.3 7.36
(4) v4 7.7 80.1
(5) v5 60.1 72.4
v−5 56.1 4.83
(6) v6 12.9 23.9
(7) v7 0.3 25.4
(8) v8 1.3 84.7
v−8 98.3 0.06
(9) v9 11.5 99.2
v−9 16.4 99.5
(10) v10 56.5 13.1
Anzahl der Hauptkomponenten 6 7
Tabelle 7.4: Relative Beitra¨ge rimpi (t) (in %) der Flu¨sse aus dem Glykolyse-Modell 6.4
(Tabellen 6.2 und 6.3) mit vtot = 1.0 · 10−3/min (Nielsen et al. [73]) zu den Hauptkom-
ponenten der Datenmatrix C˜k und R˜k mit 7.20 im Zeitintervall t ∈ [0, 17] (Algorithmus
7.1 mit T = 17.0, q = 170 und 99.9% fu¨r 7.19).
Systems, mit der das Systeminnere Spezies mit der Zuflussgeschwindigkeit vtot
austauscht. [GLC]0, [ATP]0, [ADP]0, [NADH]0 und [NAD]0 stellen dabei die Zu-
flusskonzentrationen der jeweiligen Spezies dar. Insgesamt finden im Inneren des
Systems (innerhalb des großen Rechtecks) 10 Reaktionen statt (vergleiche Tabelle
6.2). Vier von ihnen verlaufen reversibel. Die Zahlen neben den Reaktionspfeilen
in Schema 7.10 weisen auf die sto¨chiometrischen Koeffizienten der entsprechenden
Reaktionen hin.
Das komplette Differentialgleichungsmodell fu¨r den Glukoseabbau nach Niel-
sen et al. [73] besteht aus 13 Gleichungen und wurde in Abschnitt 6.2 detailliert
beschrieben (vergleiche Modell 6.4). Dort finden sich auch die kinetischen Anga-
ben zu den einzelnen Reaktionen (Tabellen 6.2 und 6.3) sowie die Anfangswerte
der Spezieskonzentrationen (Tabelle 6.4) fu¨r die numerische Simulation.
Tabellen 7.4 und 7.5 enthalten die Ergebnisse der Analyse der gegenseitigen
Flussbeziehungen fu¨r das Nielsen-Modell mit vtot = 1.0 · 10−3/min. Es wurde
jeweils eine Oszillation mit der La¨nge T = 17 min betrachtet, wobei nur Flu¨sse
aus dem Systeminneren (Abbildung 7.10) in die Analyse einbezogen wurden.
Tabelle 7.4 entha¨lt die Ergebnisse der numerischen Untersuchung fu¨r das Intervall
zwischen 0 und 17 Minuten. Tabelle 7.5 zeigt die Daten fu¨r das Intervall zwischen
8.5 (Halbzeit der ersten Oszillation) und 25.5 Minuten.
Die Analyse macht deutlich, dass fu¨r beide Fa¨lle eine deutliche Entkopplung
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Reaktion i Geschwindigkeit rimpi (C˜
k) rimpi (R˜
k u. 7.20)
(1) v1 34.7 0.0
(2) v2 79.1 96.7
(3) v3 92.1 96.1
v−3 90.1 6.32
(4) v4 12.1 95.4
(5) v5 95.6 91.7
v−5 90.1 2.9
(6) v6 12.4 49.5
(7) v7 0.3 49.6
(8) v8 2.1 98.6
v−8 97.9 0.03
(9) v9 21.9 99.4
v−9 64.5 99.6
(10) v10 97.8 13.7
Anzahl der Hauptkomponenten 8 8
Tabelle 7.5: Relative Beitra¨ge rimpi (t) (in %) der Flu¨sse aus dem Glykolyse-Modell 6.4
(Tabellen 6.2 und 6.3) mit vtot = 1.0 · 10−3/min (Nielsen et al. [73]) zu den Haupt-
komponenten der Datenmatrix C˜k und R˜k mit 7.20 im Zeitintervall t ∈ [8.5, 25.5]
(Algorithmus 7.1 mit T = 17.0, q = 170 und 99.9% fu¨r 7.19).
der Flu¨sse v7 und v8 besteht (dritte Spalte in Tabellen 7.4 und 7.5). Der relative
Beitrag des siebten Flusses v7 betra¨gt bei beiden Intervallen 0.3%. Der Fluss v8
entkoppelt mit 1.3% bzw. 2.1%. Das bedeutet, dass sich Sto¨rungen der Flu¨sse
v7 und v8 nur geringfu¨gig auf die Dynamik anderer Flu¨sse auswirken. Zusa¨tzlich
la¨sst sich aus den Ergebnissen erkennen, dass die Reaktion der Flu¨sse v1 und v−8
auf die Sto¨rungen anderer Flu¨sse vergleichsweise schwach ausfa¨llt (vierte Spalte
in Tabellen 7.4 und 7.5).
Abbildung 7.11 stellt exemplarisch die Auswirkungen einer 10%-igen Sto¨rung
der Flu¨sse v2 (oben), v7 (Mitte) und v8 (unten) auf die Flu¨sse v4, v6 und v9 im
Intervall zwischen 0 und 17 Minuten gegenu¨ber. Eine deutliche Abweichung der
gesto¨rten Lo¨sungen von den nominalen ist bei Fluss v2 (obere Zeile in Abbildung
7.11) sofort zu erkennen, worin sein großer relativer Beitrag von 87.6% (vergleiche
Tabelle 7.4) begru¨ndet liegt. Dagegen scheinen die Sto¨rungen der Flu¨sse v7 und
v8 tatsa¨chlich keine Auswirkungen auf die Dynamik der betrachteten Flu¨sse v4,
v6 und v9 zu haben. Dies la¨sst sich auch anhand der kleinen Beitra¨ge r
imp
i (dritte
Spalte in Tabelle 7.4) der Flu¨sse v7 und v8 beobachten.
7.4. ALGORITHMUS MIT BEISPIELEN 131
0.09
0.07
0.05
0.03
0.01
1614121086420
[v 4
(t)
][m
M/
mi
n]
t [min]
nominal
gestoert
0.06
0.05
0.04
0.03
0.02
1614121086420
[v 6
(t)
][m
M/
mi
n]
t [min]
nominal
gestoert
0.3
0.2
0.1
1614121086420
[v 9
(t)
][m
M/
mi
n]
t [min]
nominal
gestoert
0.09
0.07
0.05
0.03
0.01
1614121086420
[v 4
(t)
][m
M/
mi
n]
t [min]
nominal
gestoert
0.06
0.05
0.04
0.03
0.02
1614121086420
[v 6
(t)
][m
M/
mi
n]
t [min]
nominal
gestoert
0.3
0.2
0.1
1614121086420
[v 9
(t)
][m
M/
mi
n]
t [min]
nominal
gestoert
0.09
0.07
0.05
0.03
0.01
1614121086420
[v 4
(t)
][m
M/
mi
n]
t [min]
nominal
gestoert
0.06
0.05
0.04
0.03
0.02
1614121086420
[v 6
(t)
][m
M/
mi
n]
t [min]
nominal
gestoert
0.3
0.2
0.1
1614121086420
[v 9
(t)
][m
M/
mi
n]
t [min]
nominal
gestoert
Abbildung 7.11: Entwicklung der nominalen Flu¨sse vi, i = 4, 6, 9 des Glykolyse-Modells
6.4 (Tabellen 6.2 und 6.3) aus (Nielsen et al. [73]) mit vtot = 1.0 · 10−3/min nach einer
10%-igen Sto¨rung des zweiten Flusses v2 (oben); siebten Flusses v7 (Mitte); achten
Flusses v8 (unten) zum Zeitpunkt t
Kapitel 8
Zusammenfassung und Ausblick
8.1 Zusammenfassung der Arbeit
In dieser Arbeit wurden numerische Methoden zur dynamischen Komplexita¨ts-
reduktion biochemischer Systeme vorgestellt, die den Wissenschaftlern Einblicke
in funktionelle Zusammenha¨nge großer biochemischer Modelle ermo¨glichen sol-
len. Insbesondere soll dabei das zentrale Wechselspiel zwischen Robustheit und
Sensitivita¨t in biochemischen Reaktionssystemen dynamisch untersucht werden.
Die Methode zur lokalen Analyse von Spezieskopplungen (Algorithmus 4.1) er-
laubt eine fehlerkontrollierte Identifizierung schnell relaxierender Moden in
einer infinitesimal kleinen Umgebung eines Referenzpunktes auf der Lo¨sungstra-
jektorie. Dieses Verfahren nutzt das Konzept der auf einer Zeitskalenseparation
basierenden Reduktion der Systemdimension. Bei einer schlecht konditionierten
Jacobimatrix eignet sich die reelle Block-Schur-Zerlegung am besten fu¨r eine Iden-
tifizierung schneller Moden. Die Transformation des ODE-Systems mit der aus
der Block-Schur-Zerlegung erzeugten Transformationsmatrix steht in einem di-
rekten Zusammenhang mit dem singula¨ren Sto¨rungsproblem, dessen Sto¨rungs-
parameter der Zeitskala der langsamsten schnellen Mode entspricht. Da schnelle
Moden in endlicher Zeit nur approximativ relaxieren, erzeugt dieser U¨bergang
vom singula¨ren Sto¨rungsproblem zu einem DAE-System einen Fehler in den lang-
samen Lo¨sungskomponenten, der mittels einer Fehlerabscha¨tzung innerhalb einer
iterativen Prozedur kontrolliert wird.
Nach der Bestimmung der reduzierten Dimension folgt eine Untersuchung der
Spezieskopplungen an langsame und schnelle Dynamiken. Da diese in den von
den Spaltenvektoren der Transformationsmatrix aufgespannten Unterra¨umen ab-
laufen, gibt eine Analyse der Lage von Koordinatenachsen (repra¨sentativ fu¨r die
Systemvariablen) zu den Unterra¨umen Aufschluss u¨ber die Beteiligung der Spezi-
es an der fu¨r das gesamte System maßgebenden Dynamik. Auf diese Weise ko¨nnen
Spezies identifiziert werden, fu¨r die Quasistationarita¨t angenommen werden kann
(Shaik et al. [93]).
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Die globalisierten Ansa¨tze (Algorithmen 5.1 und 5.2) bieten zwei Mo¨glich-
keiten, um die Spezieskopplungen innerhalb vorher festgelegter Zeitintervalle zu
analysieren. Diese Methoden basieren auf der Analyse der Sensitivita¨tsmatrizen,
welche die Propagation der Eingabesto¨rungen am Anfang der Intervalle beschrei-
ben. Mit Hilfe der reellen Block-Schur-Zerlegung bzw. der Singula¨rwertzerlegung
der Propagationsmatrizen lassen sich stark kontrahierende Richtungen im Pha-
senraum identifizieren, in die Sto¨rungen der Zustandsvariablen am Ende des be-
trachteten Zeitintervalls relaxieren. Nach der Transformation des urspru¨nglichen
ODE-Modells in die Richtungen der Eigenvektoren bzw. der Linkssingula¨rvekto-
ren und der anschließenden Relaxation der stark kontrahierenden Moden, die mit
den betragsma¨ßig kleinsten Eigenwerten bzw. Singula¨rwerten korrespondieren, re-
sultiert ein reduziertes DAE-System. Die Lo¨sung des DAE-Systems wird mit dem
robusten und effizienten Integrator DAESOL berechnet. Als Fehlerkriterium fu¨r
eine iterative Berechnung der minimalen reduzierten Dimension eignet sich ein
relativer Vergleich aktiver Lo¨sungskomponenten des reduzierten DAE-Systems
mit den Lo¨sungskomponenten des kompletten transformierten ODE-Systems.
Die Aufteilung des Simulationsintervalls in gleich große Bereiche bietet zusa¨tz-
lich zur Relaxation stark kontrahierender Moden eine Mo¨glichkeit zur Identifizie-
rung lokaler Erhaltungsbeziehungen, die insbesondere bei einer Singula¨rwertzer-
legung der Propagationsmatrizen algorithmisch sehr gut zu realisieren ist (Al-
gorithmus 5.2). Eine konstante Mode, die Sto¨rungen der Zustandsvariablen un-
vera¨ndert mit der Zeit festha¨lt, wird durch einen Singula¨rwert gleich Eins charak-
terisiert. Nach einer Berechnung der maximalen Anzahl der relaxierenden Moden,
wird die Konzentration der konstant angenommenen Moden auf ihren Anfangs-
wert fixiert und das reduzierte DAE-System erneut integriert. Die Abscha¨tzung
des relativen Fehlers in den aktiven Lo¨sungskomponenten entscheidet u¨ber den
Abbruch der iterativen Prozedur. Eine darauf folgende Analyse der Projekti-
onsla¨ngen der Koordinatenachsen auf die von den Linkssingula¨rvektoren aufge-
spannten Unterra¨ume ermo¨glicht schließlich eine Aussage u¨ber die Kopplung der
Systemvariablen an unterschiedliche Dynamiken.
Alle drei Methoden wurden erfolgreich auf biochemische Modelle – Michaelis-
Menten-Modell, Oregonator-Modell, Peroxidase-Oxidase-Modell und Glykolyse-
Modell – angewandt. Auf diese Weise konnte nicht nur das dynamische Kopp-
lungsverhalten der Spezies analysiert, sondern auch die Abha¨ngigkeit der Spe-
zieskopplungen von der Systemdynamik gezeigt werden (Kapitel 6). Allerdings
erfordert die Wahl der Toleranzgrenze TOL in 4.34 und 5.21 bzw. der Inter-
vallla¨nge T eine gewisse Intuition.
Zusa¨tzlich zur Untersuchung der Spezieskopplungen wurde eine Methode zur
Analyse wechselseitiger Flussbeziehungen in Reaktionssystemen vorgestellt (Ka-
pitel 7). Der Algorithmus 7.1 basiert auf einer modifizierten Hauptkomponenten-
analyse der Flusskontrollkoeffizienten, welche die Propagation der Flusssto¨run-
gen mit der Zeit beschreiben. Auf diese Weise konnten die Flu¨sse identifiziert
werden, deren Sto¨rungen am Anfang des betrachteten Simulationsintervalls am
8.2. AUSBLICK 135
meisten die Dynamik der Netzwerkflu¨sse vera¨ndern, bzw. deren Reaktion auf die
Sto¨rungen anderer Flu¨sse am schwa¨chsten ausfa¨llt. Die Anwendung des Algorith-
mus 7.1 wurde an mehreren biochemischen Systemen – Michaelis-Menten-Modell,
Teusink- und Nielsen-Modell fu¨r den Glukoseabbau in Hefe – mit unterschiedli-
chen dynamischen Verhalten diskutiert.
Die im Rahmen dieser Arbeit entwickelten Verfahren zur dynamischen Kom-
plexita¨tsreduktion biochemischer Reaktionssysteme leisten einen entscheidenden
Beitrag zum Versta¨ndnis dynamischer Wechselwirkungen zwischen den Teilsys-
temen eines großen Netzwerkes. Insbesondere konnte gezeigt werden, dass Kopp-
lungseingeschaften der Spezies sehr stark von der Dynamik des zu untersuchenden
Systems abha¨gen.
Zusammenfassend liefern die hier entwickelten Methoden funktionelle Einsich-
ten in die Dynamik biochemischer Systeme, die gegebenenfalls fu¨r eine Modifika-
tion im Rahmen eines systembiologischen Ansatzes zur Entwicklung von Medi-
kamenten wertvoll sein ko¨nnen. Die automatisierte Komplexita¨tsreduktion findet
insbesondere bei großen und sehr komplex aufgebauten biochemischen Netzwer-
ken ihren Nutzen.
8.2 Ausblick
Alle in dieser Arbeit dargestellten Methoden zur Analyse komplexer biochemi-
scher Systeme setzen ein detailliertes Modell in Form von Differentialgleichun-
gen voraus. Ist kein Modell vorhanden, so mu¨ssen Methoden eingesetzt werden,
die anhand der vorhandenen experimentellen Daten Aussagen u¨ber die Struktur
und das dynamische Verhalten des Systems machen ko¨nnen. So ko¨nnte beispiels-
weise eine Eigenwertanalyse approximativ bestimmter Jacobimatrizen Informa-
tion u¨ber die Zeitskalen des betrachteten Systems liefern. Einige Vorschla¨ge fu¨r
die Scha¨tzung der Jacobimatrix in der Na¨he eines stabilen Steady-State gibt es
bereits von Mihaliuk et al. [71] und Sontag et al. [97]. Andere Verfahren fu¨r
die Herleitung der Reaktionsmechanismen anhand experimenteller Zeitreihen der
Spezieskonzentrationen finden sich in (Arkin und Ross [3], Samoilov et al. [86],
Chevalier et al. [18], Vance et al. [110]).
Die Analyse der Flusskontrollmatrizen mittels der Hauptkomponentenanalyse
beschra¨nkt sich auf die Aussagen u¨ber die Auswirkungen einer Flusssto¨rung auf
die Dynamik anderer Flu¨sse. Diese Sto¨rung kann jedoch unterschiedlich starke
Vera¨nderungen der jeweiligen Flu¨sse verursachen. Fu¨r die Analyse dieses Zusam-
menhangs eignen sich z. B. Clusteringalgorithmen, welche die Flu¨sse nach der
Sta¨rke ihrer gegenseitigen Wechselbeziehungen in Cluster einteilen und somit
die Flu¨sse identifizieren wu¨rden, die sich gar nicht bzw. sehr stark gegenseitig
beeinflussen. Eine eventuelle Weiterentwicklung der vorgestellten Methode (Al-
gorithmus 7.1) ko¨nnte daher in diese Richtung gehen.
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