In the m-dimensional affine space AG(m, q) over the finite field F q of odd order q, the analogous of the Euclidean distance gives rise to a graph G m,q where vertices are the points of AG(m, q) and two vertices are adjacent if their (formal) squared Euclidean distance is a square in F q (including the zero). In 2009, Kurz and Meyer made the conjecture that if m is even then G m,q is a strongly regular graph. In this paper we prove their conjecture.
Introduction
In the Euclidean geometry, problems about integral point-sets, i.e. point-sets in which the distances among points are integral, have a long history and still receive much attention; see [2, Section 5 .11], and [5] for an overview on the most recent results. Finite field analogs of such problems have also been the subject of several papers where "integral distance" is meant "squared Euclidean distance to be a square in F q (including 0)". Here the squared Euclidean distance of two points x = (x 1 , . . . , x m ) and y = (y 1 , . . . , y m ) in the m-dimensional affine space AG(m, q) over F q is
Iosevich, Shparlinski and Xiong [4] gave upper bounds on the size of integral pointsets in AG(m, q) and proved results on those with the largest possible cardinality. On the other hand, find all maximal integral point-sets seems to be out of reach, even in AG(2, q), apart from smaller q's where a complete classification may be obtained with heavy computer aided computation, this has been done so far for m = 2 with q ≤ 47; see [7] . Integral automorphisms of AG(m, q), i.e. permutations on the pointset of AG(m, q) which take integral distances to integral distances, were thoroughly investigated by Kurz [6] , Kiermaier and Kurz [5] , Kurz and Meyer [7] , Kovács and Ruff [8] , Kovács, Kutnar, Ruff and Szőnyi [9] . The final outcome was that integral automorphisms are semilinear transformations for m ≥ 3, for m = 2 and q ≡ 3 (mod 4), with some exceptions for m = 2 and q ≡ 1 (mod 4). As Kurz and Meyer [7] pointed out, mapping integral distances to edges of a graph G m,q whose vertices are the points of AG(m, q) and two vertices of G m,q are adjacent if their distance is integral, problems and results on integral distances can be interpreted in terms of cliques and automorphisms of G m,q . For m = 2 and q ≡ 3 (mod 4), the graph G m,q is isomorphic to the Paley graph. Cliques of maximal sizes of the Paley graph are known from previous work of Blokhuis [1] . In [7] Kurz and Meyer showed some evidence, supported by computer aided searches, that G m,q should be a strongly regular graph for even m with parameters (v, k, λ, µ) where:
see [7, Conjecture 4.6] . In this paper we prove the Kurz-Meyer conjecture.
Background
A graph is strongly regular if every vertex has k neighbors, every adjacent pair of vertices has λ common neighbors, and every pair of non-adjacent vertices has µ neighbors. These integers together with the number of vertices v are the parameters of a strongly regular graph. They are not independent parameters, as (
The following lemma is useful for our purpose.
Lemma 2.1. Let Γ be a regular graph of size v and degree k with v, k as in (1.1) .
Assume that Γ has an automorphism group G with the following properties:
(ii) The stabilizer of a vertex O has exactly three non-trivial orbits P 0 , P + and P − where P + and P − have the same size given by:
(iii) For P + ∈ P + , the number of common neighbors of O and P 2 is λ as given in (1.1), and (iv) For P − ∈ P − , the number of common neighbors of O and P 3 is µ as given in (1.1) .
If the neighbors of O are the vertices in P 0 ∪ P + , then Γ is a strongly regular graph with parameters (v, k, λ, µ).
Proof. For a vertex P 0 ∈ P 0 , let σ be the number of common neighbors of P 0 and O. To prove the assertion, it is enough to show σ = λ. For this purpose, a variant of a well known counting argument is used. The vertices of Γ are arranged in three levels in the following way. Vertex O lies in Level 0. Its k neighbors lie in Level 1, and all other vertices in Level 2. Vertices in Level 1 are those in P 0 ∪ P + , and each with O shears either σ or λ neighbors according as it is in P 0 or P + . Clearly, all these common neighbors must also be in Level 1. Since each vertex has degree k, there are k − σ − 1 (resp. k − λ − 1) edges remaining for each Level 1 vertex in P 0 (resp. P + ) to connect to vertices in Level 2. Therefore, there are |P 0 |(k − σ − 1) + |P + |(k − λ − 1) edges between Level 1 and Level 2.
Since vertices in Level 2 are not connected to O, they must have common neighbors with the O, and these common neighbors must all be in Level 1. There are v − k − 1 vertices in Level 2, and each is connected to vertices in Level 1. Therefore the number of edges between Level 1 and Level 2 is (v − k − 1)µ.
Equating the two expressions for the edges between Level 1 and Level 2 shows that
Therefore, σ is uniquely determined by v, λ, µ. A straightforward computation (or, the proof of [7, Lemma 4.5] ) shows that σ = λ.
As we have mentioned in Introduction, the automorphism group of the graph G m,q is known. Comparison with Lemma 2.2 shows the following result. Our proof of [7, Conjecture 4.6] is performed in geometric terms in the m-dimensional finite projective space over a finite field F q of odd order q. Accordingly, our notation and terminology are those in [3] with one exception: In F q , half of the non-zero elements are squares and half are nons-squares. In this paper, the former set is denoted by and the latter by ∈ . Furthermore, we fix an element ε ∈ F q such that
The following lemma on quadrics in P G(r, q) is frequently used in our proofs. (ii) for odd r, any non-singular quadric is either elliptic or hyperbolic according as
Moreover, the number of points of a non-singular quadric in P G(r, q) is:
Reformulation of the Conjecture
By Lemmas 2.1 and 2.2, to prove the Kurz-Meyer conjecture it is enough to prove the following theorem. and
Equation (3.2) means that there exists β ∈ F q such that
It is convenient to re-write Equation (3.1) asking the existence β ∈ GF (q) such that
We show that the proof of Theorem 3.1 can be carried out in three steps by proving the following three propositions: (1 + ε 2 ) − εy 2 such that
for some β ∈ F q is equal to: 
for some γ ∈ F q \ {0}, is equal to
Proposition 3.4. The number ω of common solutions of Equations (3.5) and (3.6 ) is equal to:
In fact, once Propositions (3.2) and (3.3) are proven, Theorem (3.1) is also proven since
To show why this deduction is correct, take a common solution (y 1 , y 2 , . . . , y m ) of (3.1) and (3.2). Two cases are treated separately. (2y 1 + 2εy 2 − (1 + ε 2 + γ 2 )/γ. For this value of β, Equation (3.3) becomes (3.6). Conversely, if β is define by the last equation and (3.6) holds then both (3.1) and (3.2) also hold.
Proof of Proposition 3.2
Equation (3.5) can be viewed as the (affine) equation of a quadric Q in the m dimensional projective space P G(m, q) with coordinates (β, y 2 , . . . , y m , t) where the homogeneous equation of Q is
The matrix associated with Q is not singular as its determinant equals
As m is even, Q is a parabolic quadric and it has as many as N q = (q m/2 +1)(q m/2 −1)/(q −1) points; see Lemma 2.3. Now, compute the number n q of points of Q at infinity. They are the points of the quadric S in P G(m − 1, q) with homogeneous equation
The matrix associated with S has determinant −(1 + ε 2 ) that does not vanish. More precisely, −(1 + ε 2 ) ∈ or −(1 + ε 2 ) ∈ depending upon whether q ≡ 3 (mod 4), or q ≡ 1 (mod 4). Therefore, S is hyperbolic for q ≡ 3 (mod 4) and m ≡ 0 (mod 4), otherwise it is elliptic. Let n q be the number of points of S. Then, from Lemma 2.3, if m ≡ 0 (mod 4) then
and if m ≡ 2 (mod 4) then
The points (β, y 2 , . . . , y m ) of Q are of two types, according as β = 0, or β = 0. Therefore, To count the points of Q with β = 0, regard
as the (affine) equation of a quadric Q ′ in the m − 1 dimensional projective space P G(m − 1, q) with coordinates (y 2 , . . . , y m , t). The homogeneous equation of Q ′ is
The matrix associated with Q ′ has determinant 1 4 (1 + ε 2 ) 2 which falls in . Thus, Q ′ is elliptic for q ≡ 3 (mod 4) and m ≡ 2 (mod 4), otherwise it is hyperbolic. The points of Q ′ at infinity are those of the quadric S ′ of P G(m − 2, q) with homogeneous equation (N q − n q + σ 0 ), the assertion follows.
Proof of Proposition 3.3
In this section, γ is always a non-zero element in F q . Also, for shortness, we use the symbol y to denote any ordered m-tuple (y 1 , y 2 , . . . , y m ) with y i ∈ F q .
To find δ, the number of all pairs (γ 2 , y) satisfying (3.6) is computed by double counting.
For this purpose, we fix γ 2 and compute the number [γ 2 ] of y which satisfy (3.6). As in Section 4, Equation (3.6) is viewed as the (affine) equation of the quadratic Q γ whose matrix M γ has (at most) the following non-zero elements:
If m ≡ 2 (mod 4) and q ≡ 1 (mod 4) then
If m ≡ 2 (mod 4) and q ≡ 3 (mod 4) then
Proof. We argue as in Section 4. Since det(M q ) ∈ , in the m-dimensional projective space P G(m, q) the (non-degenerate, parabolic) quadric Q γ has as many as
points; see Lemma 2.3. Next we find the number t q of points of Q γ at infinity. Such points of Q γ are those of the quadric S γ in P G(m − 1, q) with homogeneous equation
The associated matrix has (at most) the following non-zero elements:
and its determinant does not vanish being equal to (gamma) 2 (γ 2 −(1 + ε 2 )). Two cases are distinguished according as m ≡ 0 (mod 4) or m ≡ 2 (mod 4).
In the former case, S γ is hyperbolic for γ 2 −(1+ε 2 ) ∈ and elliptic for γ 2 −(1+ε 2 ) ∈ . Hence, if m ≡ 0 (mod 4) then
In the latter case, if q ≡ 1 (mod 4) then S γ is hyperbolic for γ 2 − (1 + ε 2 ) ∈ and is elliptic for γ 2 − (1 + ε 2 ) ∈ . If q ≡ 3 (mod 4) then the same holds provided that the adjectives hyperbolic and elliptic are interchanged. Therefore, if m ≡ 2 (mod 4) and q ≡ 1 (mod 4) then
but if m ≡ 2 (mod 4) and q ≡ 3 (mod 4) then
Since [γ 2 ] = N q − t q , the assertion follows.
Lemma 5.2. For a fixed non-zero element s ∈ F q , let R q be the number of γ 2 for which the equation
has a solution γ ∈ F q for some τ ∈ F q . Then
(q − 1) for q ≡ 1 (mod 4), 1 4 (q − 3) for s ∈ and q ≡ 3 (mod 4), 1 4 (q + 1) for s ∈ and q ≡ 3 (mod 4).
(5.6)
Proof. In AG(2, q) with coordinates (X, Y ), the equation X 2 − sY 2 = 1 + ε 2 defines an (irreducible) conic C which is a hyperbole or an ellipsis according as s ∈ or s ∈ . In the hyperbole case, C has as many as q − 1 points. Moreover, either 0 or 2 of these points lie on the line X = 0 according as q ≡ 1 (mod 4) or q ≡ 3 (mod 4). Therefore, if s ∈ then either R q = 1 4
(q − 3) according as q ≡ 1 (mod 4) or q ≡ 3 (mod 4). In the elliptic case, C has as many as q + 1 points, and either 2 or 0 of them lie on the line X = 0 according as q ≡ 1 (mod 4) or q ≡ 3 (mod 4). Therefore, if s ∈ then either R q = Our next step is to compute the number of all y such that (3.6) vanishes for exactly one γ 2 . For this purpose, re-write (3.6) as a polynomial p(γ) = γ 4 + g 2 γ 2 + g 0 . Here To have exactly one solution γ 2 , the discriminant has to be zero, and
g 2 must hold. The latter condition means
By (5.8), the second factor in the discriminant may also be written as
Two cases are distinguished according as the first or the second factor in the discriminant vanishes. (1 + ε 2 − γ 2 ) − εy 2 . Furthermore, eliminating y 1 from (5.8) and y 
Case of y
The converse also holds, if (y 2 , . . . , y m ) is a solution of (5.10) and y 1 = Proof. We look at (5.10) as the equation of the (affine) quadratic Q γ of AG(m − 1, q), with affine coordinates y 2 , . . . , y m (and parameter γ 2 ), whose matrix B γ has (at most) the following non-zero elements:
A straightforward computation shows that
which is in . As m − 1 is odd, Q γ is an elliptic quadric for m ≡ 2 (mod 4) and q ≡ 3 (mod 4), otherwise it is hyperbolic. If m γ is the number of points of Q γ then Since γ 2 ranges in the assertion follows. (
The converse also holds, if (y 2 , . . . , y m ) is a solution of (5.12) and y 1 = Proof. We look at (5.12) as the equation of the (affine) quadratic Q γ of AG(m − 1, q), with affine coordinates y 2 , . . . , y m (and parameter γ 2 ), whose matrix C γ has (at most) the following non-zero elements:
As before, det(C γ ) = 1 4
Therefore, the proof can be ended by the arguments used in subsection 5.1.
Case 1+ε
2 −2y 1 −2εy 2 = 0 In this case, (3.6) yields
Conversely, if (y 2 , . . . , y m ) is a solution of (5.13) and 1 + ε 2 − 2y 1 − 2εy 2 = 0 then (3.6) holds for γ 2 = − 1 2 g 2 but does not for another γ 2 . We look at (5.13) as the affine equation of a quadric Q γ of AG(m − 1, q) with affine coordinates y 2 , . . . , y m whose matrix B has (at most) the following non-zero elements.
Its determinant is given by:
As before,two cases are distinguished according as m ≡ 0 (mod 4) or m ≡ 2 (mod 4).
In the former case, Q γ is hyperbolic for 1 + ε 2 − γ 2 ∈ , and elliptic for 1 + ε 2 − γ 2 ∈ . In the latter case, if q ≡ 1 (mod 4) then Q γ is hyperbolic for 1+ε 2 −γ 2 ∈ , and elliptic for 1 + ε 2 − γ 2 ∈ while if q ≡ 3 (mod 4) then Q γ is hyperbolic for 1 + ε 2 − γ 2 ∈ and elliptic for 1 + ε 2 − γ 2 ∈ . Let m q be the number of points of Q γ in P G(m − 1, q).
To count the points of Q γ at infinity, observe that they are the points (y 2 , . . . , y m ) satisfying the quadratic equation (1 + ε 2 )y (g q + r q + ℓ q + s q + v q ), the above computation, see Lemmas 5.1, 5.4, 5.6 and 5.7, provides a proof of Proposition 3.3.
Proof of Proposition 3.4
If y is a solution of Equation (3.5) then 1 + ε 2 − 2y 1 − 2εy 2 = 0. If y is also a solution of Equation (3.6) then Case 5.3 occurs. In particular, which coincides with the value µ.
