The reliability of listeners' ratings of voice quality is a central issue in voice research because of the clinical primacy of such ratings and because they are the standard against which other measures are evaluated. However, an extensive literature review indicates that both intrarater and interrater reliability fluctuate greatly from study to study. Further, our own data indicate that ratings of vocal roughness vary widely across individual clinicians, with a single voice often receiving nearly the full range of possible ratings. No model or theoretical framework currently exists to explain these variations, although such a model might guide development of efficient, valid, and standardized clinical protocols for voice evaluation. We propose a theoretical framework that attributes variability in ratings to several sources (including listeners' backgrounds and biases, the task used to gather ratings, interactions between listeners and tasks, and random error). This framework may guide development of new clinical voice and speech evaluation protocols, ultimately leading to more reliable perceptual ratings and a better understanding of the perceptual qualities of pathological voices.
and estimates of listener reliability have varied widely from study to study. However, because research questions have not been motivated by a model or unified approach to the problems at hand, basic questions such as "How reliably can listeners judge voices in clinical settings?" and "What is the best method for gathering voice ratings and measuring rater agreement?" remain unanswered. A better understanding of the factors that affect intrarater and interrater agreement and reliability would lead to improved protocols for voice quality assessment, a cornerstone of the diagnosis and treatment of voice disorders.
This paper examines the issues of how voice quality can most appropriately be assessed, what reasonable standards for intra-and interrater reliability of perceptual judgments might be, and how reliability of ratings and levels of agreement within and among listeners might be maximized. A review of the literature on voice quality judgments describes the range of reported levels of agreement and variability, examines how methodological variables might affect listener agreement and reliability, and attempts to determine what de facto model of voice ratings underlies previous research. We describe the various statistics and scales that have appeared in the literature and discuss how appropriate these different measures of reliability might be for generalizing results to clinical settings. Experiments designed to evaluate the adequacy of the models implied by previous research are reported, and the suitability of the various methods for gathering voice quality ratings is evaluated. Finally, we propose an alternate theoretical framework that accounts for the present findings and for others in the literature.
Methodological Preliminaries
Because we are concerned with the most effective measurement of perceived vocal quality, we begin by reviewing a number of statistical concepts that are important for deciding how to gather and evaluate listeners' ratings.
Types of Rating Scales
Perceived voice quality has been measured using a variety of tasks. Categorical ratings involve assigning speech or voice samples to discrete, unordered categories (e.g., breathy, rough). Equal-appearing interval (EAI) scales require listeners to assign a number between 1 and n to a voice sample, where n in the number of points on the scale. Points on EAI scales are assumed to be equidistant, so measurements are generally treated as interval level and parametric statistics applied. Visual analog (VA) scales are undifferentiated lines, often 100 mm long. Listeners rate voices on these scales by making a mark on the line to indicate the extent to which a voice possesses a given characteristic. In direct magnitude estimation (DME), listeners assign a number to a voice sample to indicate the extent to which it possesses the quality being rated. The range of possible numbers generally is not restricted. In anchored DME, listeners are provided with a reference voice sample assigned a specific magnitude (usually 100) of the quality being rated. In unanchored paradigms, listeners make their judgments with reference to their own criteria. Finally, in paired comparison tasks listeners compare two stimuli. They may judge the extent of difference on some dimension, similarity/difference, relative roughness, and so on.
Other tasks may be used to measure perceived vocal quality (see, e.g., Dunn-Rankin, 1983 , for discussion of many psychometric procedures). For example, Kempster, Kistler, and Hillenbrand (1991) recently used triadic comparisons to evaluate the similarity of dysphonic female voices. However, these other methods are not common in voice quality research and did not appear in any of the 57 papers reviewed below.
Agreement and Reliability of Judgments
The terms reliability and agreement are frequently treated as synonymous in common usage and in the literature, and are often referred to jointly as "reliability." However, in statistical usage they are technical terms with different meanings (e.g., Berk, 1979) . Listeners are in agreement to the extent that they make exactly the same judgments about the voices rated. Ratings are reliable when the relationship of one rated voice to another is constant (i.e., when voice ratings are parallel or correlated), although the absolute rating may differ from listener to listener. The number of ratings that agree exactly or within one scale value is a common measure of agreement; the intraclass correlation is one measure of rating reliability (Ebel, 1951; Tinsley & Weiss, 1975) .
The distinction between these two concepts is clinically as well as statistically important. Agreement implies that two listeners assign identical meanings to each scale point: their idea of what constitutes extreme roughness or breathiness (for example), their definitions of normal (nonrough or nonbreathy), and the distance between intervening points on the scale are all the same. Reliability implies only that listeners rate the voices in a parallel fashion, without implying that scale values have the same meaning. Thus, knowing that a set of ratings is reliable does not necessarily allow prediction of one listener's ratings from another's, unless their relative levels of rating are also known (e.g., A always rates voices one point lower than B).
There is no necessary relationship between levels of agreement and reliability. A rater whose standards drift within a listening session may have high test-retest reliability but low test-retest agreement. Similarly, two raters who use a scale in parallel ways but whose ratings consistently differ by some number of scale values will not be in agreement, but will be reliable relative to one another. Further, good agreement does not necessarily imply good reliability. If the range of ratings is restricted (for example, because listeners consistently avoid the endpoints of an EAI scale, or if stimuli vary very little with respect to the quality rated), reliability coefficients may be low, even if raters agree well with one another (Tinsley & Weiss, 1975) .
In general, speech and voice researchers have required high levels of intrarater agreement from their listeners. Reliability, rather than agreement, has often been the standard for between-rater evaluations. In this case, agreement has been viewed by some as too strict a requirement (e.g., Sheard, Adams, & Davis, 1991) . However, in clinical situations where voices are evaluated one at a time, information about a clinician's general level of rating is not usually available. Because the absolute level of the ratings must be meaningful to another rater for rating information to be clinically useful, reporting reliability without including a measure of agreement may be inappropriate for studies with clinical applications.
Focus of the Evaluation
Depending on the experimenter's purpose, measures of reliability and agreement may compare ratings for pairs of raters or may reflect the overall coherence of an entire group of listeners.' For example, Pearson's r is frequently calculated across all possible pairs of raters and then reported as a single, average value (e.g., Moran & Gilbert, 1984; Nieboer, De Graaf, & Schutte, 1988; Samar & Metz, 1988) . Calculation of agreement/reliability across all possible pairs of raters can reveal the number of raters who disagree with the majority and the extent of their disagreement, both of which may be masked by use of a single estimator of interrater agreement/reliability. Use of pairwise measures can also help identify which raters differ substantially from the group. However, averaging many pairwise measures to produce a single measure of reliability tends to amplify the error inherent in the individual statistics. These measures are also subject to inflation or deflation due to several factors, including the probability of chance agreement and levels of occurrence of the quality being rated, as discussed in the following section (see also Berk, 1979) .
In contrast, the intraclass correlation (ICC) always reflects the overall coherence of an entire group of listeners. Two formulas are commonly used (although several others exist; see Shrout & Fleiss, 1979) . ICC(2,1) reflects the average agreement between one observer and another (also called the reliability of a single listener).
2 ICC(2,k) reflects the reliability of the average of k observations (or the average agreement between the single random sample of observers used in a study and a theoretical set of other random samples drawn from the same universe of raters). This second measure is sometimes referred to as the reliability of the average rating. The value of ICC(2,k) will always be larger than that of ICC(2,1), provided ICC(2,1) is positive (Shrout & Fleiss, 1979) . In addition, increasing the number of raters will increase the value of ICC(2,k), because the larger sample size improves the estimate of the mean rating. Because of this, it is misleading to report ICC(2,k) without 'Measures may also reflect the reliability with which an individual voice is rated, averaged across raters, rather than the usual focus on the reliability of a rater, averaged across voices. This is not commonly done (but see Kearns & Simmons, 1988) . 2 1n this notation, the first number refers to the ANOVA model used to calculate the ICC. A value of 2 indicates that judges are included as a factor in a 2-way ANOVA (vs. model 1, which uses a 1-way ANOVA) and that judges are treated as a random effect (vs. model 3, which treats judges as fixed). The second value represents the unit of reliability: a single judge (1), or the mean of k judges (k). See Shrout & Fleiss (1979) for discussion of other models.
identifying it as a measure of the reliability of the mean and without justifying the use of mean ratings as the unit of reliability.
Because individual raters, rather than average ratings, are usually of interest in clinical voice evaluations, as a rule ICC(2,k) is not appropriate for measuring reliability in this area. In research applications, however, experimenters may sometimes wish to generate a single average rating of a voice (for example, to study the correlation between average voice ratings and objective measures of voice). If use of mean ratings is appropriate, ICC(2,k) should also be used to assess the reliability of the estimate of those means. Because considerable interrater variability can underlie a stable mean, especially if n is large, we feel this statistic is not a substitute for ICC(2,1), even in research applications.
Chance Levels of Agreement and Reliability
Statistically significant coefficients do not necessarily demonstrate a strong relationship between two sets of measurements, just as large correlations or percent agreement values are not necessarily statistically significant. When evaluating a measure of agreement or reliability, it is important to consider the chance level associated with the statistic and the precision of the estimate of that measure (usually with reference to the 95% confidence interval). Particularly when samples are small, reliability coefficients are only guesses (e.g., Ebel, 1951) . Confidence intervals and chance values permit assessment of the goodness of the guess.
Unfortunately, most measures of listener agreement do not correct for chance agreement and are subject to inflation or deflation if the set of voices includes very many or very few voices at the extremes of the scale (Berk, 1979) . It has been shown (Hopkins & Hermann, 1977; Kearns & Simmons, 1988 ) that measures of agreement and reliability may also be inflated or deflated due to the rate of occurrence of the quality being rated. That is, listeners frequently agree about what constitutes normal phonation or severe pathology, but disagree more about the extent of mild-to-moderate behaviors. If the stimulus set includes a large number of normal voices, agreement levels may be misleadingly high.
Because listeners seldom agree perfectly, agreement on equal-appearing interval (EAI) scales is often measured as the percentage of ratings that agree within plus or minus one scale value. Assuming all scale values are equally probable (used equally often by each listener), the chance probability of listeners responding within ± one scale value equals [n + 2(n -1)]/n 2 , where n = the number of points in the scale (N. Antonanzas-Barroso, personal communication, November 1990) . Thus for a 7-point EAI scale, 38.8% of ratings would be expected to fall within + one scale value by chance alone. For a 5-point scale, chance equals 52%. Thus, "70% agreement within + one scale value" is at most 18% above chance for a 5-point EAI scale. In practice, many listeners avoid scale extremes; chance levels of agreement are even higher in these cases. When the 95% confidence intervals about "70% agreement" are calculated, it is possible that agreement levels will not differ significantly from chance (see Cullinan, Prather, & Williams, 1963) .
Methods for calculating chance probability levels and confidence intervals are not available for every statistic used to evaluate reliability and agreement (Tinsley & Weiss, 1975) . Because the intraclass correlation is based on analysis of variance, confidence intervals can be calculated for this statistic (Ebel, 1951; Shrout & Fleiss, 1979) . Additionally, the confidence intervals around the mean rating for a single voice can be calculated, and can indicate the extent to which average ratings reflect the underlying data (e.g., Cullinan et al., 1963) .
Fixed Versus Random Samples of Judges and Voices
Whether measures of reliability and agreement can be generalized beyond a given study depends in part on whether the voices and raters are treated statistically as fixed or random factors (Ebel, 1951; Shrout & Fleiss, 1979) . When samples of raters or voices are treated as fixed, we assume that we have sampled the entire population of interest, that is, every voice or every rater. Thus no conclusions can be drawn about other groups of raters or voices. When samples are treated as random, we attempt to draw conclusions about differences between raters in general (for example) based on a limited sample selected at random. (See, e.g., Hays, 1973 , or Winer, 1971 , for more discussion of these issues.)
Most statistics used to assess reliability and agreement do not distinguish between fixed and random effect models (Berk, 1979) . However, the intraclass correlation can be calculated to reflect fully fixed, fully random, or mixed effects models, as appropriate (Ebel, 1951) , and thus is often the preferred measure of reliability (Berk, 1979) . Many authors recommend treating judges as a random effect and stimuli (e.g., voices) as a fixed effect (e.g., Shrout & Fleiss, 1979; Tinsley & Weiss, 1975) . However, application of experimental results to clinical settings may in fact require a fully random ANOVA model, so that results will be generalizable to other raters and other voices. In any case, authors should specify and justify the ANOVA model used. Unfortunately, this information often is not supplied (see below).
Review of the Literature
This review included 57 papers randomly selected from those published between 1951 and 1990. All papers were concerned with assessment of speech and voice quality, although the studies had many different purposes and utilized a wide variety of qualities, speakers, listeners, and rating tasks. Speech, phonetics, and otolaryngology journals were included in the survey, which was meant to be thorough but not exhaustive. Details of the studies reviewed are given in the Appendix. The discussion below summarizes research practices during this period.
Study Designs
Listeners. The number of raters included in the studies reviewed ranged from 1 to 461, with a median of 11, a mean of 30, and a standard deviation of 63. The distribution of group sizes was roughly trimodal, with modes at 5, 8, and 11 raters. Judges have included experts (experienced clinicians, teachers, and scientists: 28 papers), graduate students in speech pathology (19 papers), undergraduate students (14 papers), naive adults (3 papers), and children (1 paper).3 One paper did not identify the listeners used.
Rating instruments. "Categorical" ratings,4 equal-appearing interval scales (with 4, 5, 6, 7, 8, or 9 points) , visual analog scales, direct magnitude estimations (with and without anchor stimuli), and paired comparison tasks were all used in the studies reviewed here to gather perceptual judgments of speech and voice quality. EAI scales were by far the most prevalent, appearing in 82.5% of the studies (47/57). Seven-point scales were most common (18 studies), followed by 5-point scales (16 studies). Four studies varied the number of scale points with the quality being rated. Anchored DME was used in 7 studies; one of these also included an unanchored DME task. Six studies used paired comparison tasks; two used "categorical" ratings, and one used a visual analog scale.
Listener training. Task-specific listener training varied from none to years of formal practice and discussion. To simplify our analyses, training was divided into three levels: none, orientation, and extensive training. Orientation was defined as providing listeners with definitions of scale terms, sample or anchor stimuli, and/or a limited number of practice trials (fewer than 20, or less than 25% of experimental trials). Extensive training was any training in excess of orientation. Six studies (10.5%) provided listeners with no training, 29 (50.9%) provided orientation, and 8 (14.0%) included extensive training. Training procedures were not reported in nearly 30% of the papers sampled (15 studies).
Intrarater Agreement and Reliability
The number of repeated trials underlying the different estimates of intrarater agreement/reliability ranged from 3 to 224 (3.3 to 100% of trials). The mean across studies was 49.4% of trials repeated, with a standard deviation of 38.5%. Two studies did not specify the number of repeated trials, and 17 (29.8%) did not report test-retest reliability.
Seven different statistics were used to evaluate intrarater agreement and reliability. The most common was Pearson's r, the correlation between the first and second ratings (19 papers). Other statistics included the number of trials whose ratings agreed exactly or within one scale value (14 studies), Pearson's r for the means or medians of the two sets of ratings (7 studies), an "ANOVA technique" or "testretest procedure" (4 studies), a t-test or one-way ANOVA for a (directional) difference between the means of the two sets of ratings (3 studies), Kendall's rank-order coefficient (1 3 Throughout this discussion, totals may exceed 57 because some papers included more than one listener group or protocol. study), and the Phi correlation, a nonparametric measure of association related to Chi-squared analysis (e.g., Hays, 1973 ; 1 study). Seven studies reported both Pearson's rand the percentage of ratings within one scale value. The statistic(s) used varied within as well as across scales. All seven statistics were used with EAI scales, and four of the seven were used with other rating instruments.
Intrarater reliability was not obviously related to the scale type or statistic used, although comparisons must be made with caution because many scales and statistics appeared infrequently. For EAI scales, Pearson's r ranged from .66 to .74 for a 4-point scale (one study), from .37 to .98 across seven studies using 5-point scales, and from .73 to .97 for 7-point scales (5 studies). The percentage of ratings within + one scale value ranged from 55 to 100% for 5-point EAI scales (7 studies), and from 80 to 95% for 7-point scales (2 studies). A single study reported 85% agreement within one scale value for a 9-point scale. Pearson's r for the means or medians of the first and second ratings ranged from .93 to .98 across 5 studies using 5-point EAI scales. The possible increase in reliability with the number of points in an EAI scale is probably artifactual. Values for Pearson's r for the 4-point scale may be depressed by the limited range of the scale; and results for the 5-point scale include one study using very young children as subjects (Deal & Belcher, 1990) .
No obvious effect of listener training on intrarater reliability is apparent from the literature, although conclusions are again limited by the small number of observations in some cells. In particular, studies in which listeners were extensively trained did not report higher levels of intrarater reliability than did studies that employed only orientation to the task and/or stimuli. Across scales, Pearson's r varied from .86 to .98 for extensively trained listeners (3 studies), from .66 to .98 for listeners who received orientation (9 studies, not including one using small children as subjects (Deal & Belcher, 1990) ). Similarly, 86 to 100% of ratings agreed within + one scale value for extensively trained subjects (2 studies), and 80 to 96% agreed within + one scale value for subjects who received orientation training (4 studies). A single study reported 85% agreement within ± one scale value for subjects who received no training.
Finally, no clear relationship emerged between intrarater reliability and a rater's experience. Correlations between the first and second rating (Pearson's r ranged from .66 to .98 for expert listeners (10 papers), and from .59 to .95 for graduate students (5 papers). A single paper reported a correlation of .97 for undergraduate students. Similarly, 80 to 95% of ratings were within ± one scale value for experts (3 papers), and 55 to 100% for graduate students (6 papers). A single paper reported 85% agreement within + one scale value for undergraduates.
Interrater Reliability
Nine different statistics were used to measure interrater reliability and agreement in the papers reviewed. The most common were intraclass correlations (12 papers), the percentage of ratings within + one scale value (10 papers), and Pearson's r for pairs of listeners (7 papers). Other statistics included Cronbach's alpha and coefficient Q (2 papers each), Spearman's rho, Kendall's Coefficient of Concordance, Friedman 2-way ANOVAs, and the Phi correlation (one paper each). All nine statistics were used with EAI scales. Only intraclass correlations were used with VA and DME scales. Interrater reliability was not reported in 40% of papers reviewed (23/57).
The relationship between scale type and interrater reliability is difficult to determine, due to the variety of methods used and the limited number of observations in each cell. For EAI scales, values of Pearson's rfor pairs of raters varied widely both within and across studies. For 5-point scales, values ranged from .56 to .98 across three studies. A single study using a 7-point scale reported values ranging from .18 to .66, and two studies using 8-point scales reported values from .17 to .87. Across six studies using 5-point scales, listener agreement ranged from 72 to 100% of ratings within + one scale value. For 7-point scales, values ranged from 58 to 84% (3 studies); a single study using a 9-point scale reported 75% interrater agreement. Values of ICC(2,1) varied from .57 to .83 across five studies that distinguished between ICC models. Listener reliability for direct magnitude estimation tasks was comparable to that for EAI scales: ICC(2,1) values ranged from .58 to .65 (2 studies).
Task-specific training does not obviously improve agreement among raters. Values of Pearson's r ranged from .62 to .89 for extensively trained listeners, from .18 to .98 for listeners who received orientation training, and from .17 to .78 for listeners who received no training. Values were derived from at most two studies in each of these cases, and differences probably represent sampling error. Interrater agreement levels ( one scale value) support this suggestion. For extensively trained listeners, values ranged from 58 to 82% (2 studies), and from 75 to 100% for listeners receiving orientation (6 studies). A single study reported 75% agreement within one scale value for listeners who received no training.
Finally, no consistent relationship between listeners' background and levels of interrater reliability is apparent from the studies reviewed. For experts, a single study reported ICC(2,1) = .79. Values for graduate students ranged from .58 to .83 across 3 studies, and a single study using undergraduate students reported ICC values from .57 to .74. Values for other statistics followed similar patterns (see Appendix for details).
Discussion
An answer to the question, "Can listeners make reliable judgments about voice quality?," is not readily forthcoming from the literature. Across scales and statistics, reliability and agreement levels ranged from very low (a correlation of .18 indicates less than 4% of variance common to the raters) to extremely high (100% of ratings within one scale value). However, methods also varied widely across studies, and neither intrarater nor interrater reliability varied consistently with any of the methodological factors examined here. Un-fortunately, it is not possible to conclude that any one factor does or does not contribute to rating reliability.
Thus the literature does not further our understanding of the sources of variability in ratings of voice quality in any substantial way. Several factors contribute to the present situation. First, methodological problems are not uncommon in this research area. For example, many studies failed to report reliability at all; others used the authors as the only raters. Second, inadequate or inappropriate statistical techniques for estimation of rater reliability and agreement limit the conclusions that may be drawn from the literature. In particular, the lack of confidence interval data and/or consideration of chance probability levels seriously limits the conclusions that may be drawn from previous studies.
Finally, the literature as a whole lacks a clear theoretical approach to perceptual and rating processes. Although in some cases design features are motivated by study concerns (e.g., Bassich & Ludlow, 1986) , in the majority of cases the choice between scale types, rater population, sample size, and statistical approaches is not based on clearly stated goals or theoretical considerations. Further, with the exception of studies using ICC(2,1), previous research has treated all intra-and interrater variability as unpartitioned error. Because possible sources of consistent variation in reliability and/or agreement are not considered, authors have no basis for deciding what procedures are likely to result in maximally stable and reliable ratings. A better understanding of this variability is a necessary step in the development of methods that yield judgments that are reliable and valid across clinicians, voices, and occasions.
In order to begin systematically examining the sources and extent of rater variability, we gathered ratings of vocal roughness from experienced listeners. This study examines the effects of differences among voices, listeners, and tasks on rating reliability. By applying a variety of statistical approaches to the data, we hoped to determine (a) which sources of intra-and interrater variability may be consistent and thus potentially controllable, and (b) which statistical approaches best reflect both the central trend and the extent of variation in listeners' judgments. Finally, these data will serve as an empirical basis for a more adequate approach to voice quality perception.
EXPERIMENT 1

Method
Listeners
Twenty clinicians participated in the listening tests. Four were otolaryngologists, and 16 were speech pathologists. Each listener had a minimum of 2 years' postgraduate experience evaluating and treating voice quality disorders, with a mean of 9.0 years (SD = 6.4 years; range = 2-20 years).
Stimuli
The voices of 22 males with voice disorders were selected at random from a library of recordings. Speakers ranged in age from 24 to 77 years (mean age = 54.6 years; SD = 14.4 years). In the judgment of the authors, these voices sampled the entire range of vocal roughness: Five were mildly rough, 6 were severely rough, and 11 were moderately rough. (This impression was later confirmed by examination of listeners' mean roughness ratings, which spanned the entire scale and were approximately normally distributed.) An additional 8 voices were selected at random from a similar library of normal voices, except that the normal speakers were roughly matched in age to the pathological speakers (range 30-70 years; mean age = 56.6 years; SD = 14.2 years). All speakers were recorded using the same procedures and equipment. They were asked (among other tasks) to sustain the vowel /a/ at comfortable levels of pitch and loudness for as long as possible.
Voice samples were low-pass filtered at 8 kHz and then sampled at 20 kHz using a 12-bit A/D converter. A 3-sec segment was extracted from the middle of each speaker's vowel. These digitized segments were normalized for peak voltage. The onsets and offsets were multiplied by a 50 msec ramp to reduce click artifacts. Stimuli were then output at 20 kHz through a 12-bit D/A converter, again using an 8 kHz low-pass filter.
Tapes
Two stimulus tapes were constructed. Each included two repetitions of each stimulus voice (so test-retest reliability could be evaluated) for a total of 60 trials per tape. For each tape, the 30 stimulus voices were randomized, played out, rerandomized, and played out again. Trials were separated by 6 sec. Listeners were not informed that any voices were repeated.
Tasks
Each listener participated in two listening sessions. At the first, he or she judged the roughness of the voices using a 7-point equal-appearing interval (EAI) scale. This scale was selected because it is commonly used in voice perception research. At the second listening session, listeners judged the voices using a 10 cm visual analog (VA) scale. This scale was selected because pilot studies (e.g., Kempster, 1987) suggested it is more reliable than EAI scales.
Procedure
Because knowing how (and how much) listeners differ in their voice ratings is a first step toward understanding why they differ, our primary interest in this study was to compare the voice ratings of individual listeners. Given this perspective, it was important that differences among listeners within a task not be confounded with possible learning effects associated with different task presentation orders. For this reason, tape and task presentation orders were not counter-balanced across listeners in this first experiment. Instead, all listeners made judgments using the EAI scale first, followed by VA scale judgments; and all listeners heard tape 1 before tape 2. Thus the effects of task order and tape order, if any, were constant across listeners, and all listeners within a condition could be compared without any confounding effects. (These effects are examined separately in Experiment 2 below.) Test sessions were separated by at least 1 week to minimize learning effects across tasks.
Listeners received no formal training or instruction in the use of either scale. For the EAI scale task, they were asked to circle a single number to indicate the degree of roughness for each voice sample. They were asked not to circle between numbers and to try to use the whole scale. For the VA scale they were asked to make a single clear, unambiguous mark on an undifferentiated 10 cm line to indicate the roughness of each sample. The left and right endpoints of both the EAI and VA scales were labeled "not rough at all" and "extremely rough," respectively. However, listeners were offered no definition of roughness, but were asked to apply whatever standards or criteria they normally used in their practices when making their judgments.
For both tasks, separate answer sheets were provided for every voice, to minimize interactions among ratings. Listeners were asked not to refer to any previous ratings when judging the voices, and they were not permitted to change answers after hearing subsequent voices.
Listeners were tested individually in a sound-treated booth. Tapes were played at a comfortable listening level (approximately 75 dB SPL) in free field over two speakers equidistant from the listener. Each experimental session lasted approximately 15 minutes. Table 1 lists values of the most common measures of test-retest agreement and reliability, calculated from our data. On the average, ratings of these voices did not vary much from first to second rating. Squared values of Pearson's r (which measure the amount of variance common to two sets of ratings) suggest that overall about 74% of variance is consistent across rating occasions. Most statistics give approximately the same estimates of intrarater agreement and reliability, with the exception of Pearson's r for the medians of the first and second ratings. This statistic inflated reliability levels relative to the others examined here, because calculating median values prior to correlations removes most of the variance from the data before measuring reliability. Thus this statistic is not a good measure of intrarater reliability.
Results
Intrarater Reliability
Although average statistics indicate reasonable intrarater agreement and reliability, individual listeners did vary in their performance. For both scales, squared correlations between the first and second ratings were below .75 for 8 of the 20 raters. Squared correlations were above .9 for only one rater. For the worst rater, r 2 was .55 for the EAI scale and only .41 for the VA scale. Significant t-test: 1st vs. 2nd 9/20 0/20 rating T-tests reveal a consistent trend in the EAI ratings for many listeners: Voices were rated as rougher when presented the second time during that listening session than they were the first time they were rated. Differences were significant when all listeners were combined in a single analysis (paired samples t-test, t (359) = -6.65, p < .01) and for 9 out of 20 individual listeners. Eight of these 9 clinicians had less than 3 years' experience evaluating voice quality. Ratings for the other 11 listeners showed the same trend, but the differences did not reach statistical significance. VA scale ratings showed no such effects, either for the group (paired samples t (359) = -0.57, p > .01) or for any individual listeners.
No other significant relationship was found between measured intrarater agreement and reliability and the amount of experience listeners had evaluating voice quality, for either scale. For the EAI ratings, the correlation between agreement ( one scale value) and years experience was .38 (p > .01). For exact agreement, the correlation was .31 (p > .01). For reliability measured with Pearson's r, the correlation was .38 (p > .01). For the VA scale, the correlation between Pearson's r values and years of experience was .29 (p > .01). Scatterplots confirmed that listeners varied in intrarater reliability at every level of experience. It was not the case that listeners with relatively little experience varied in reliability and more experienced listeners were consistently reliable.
Interrater Agreement and Reliability
Measures of interrater agreement and reliability are given in Table 2 . The intraclass correlation was calculated using the formula for ICC(2,1) and a fully random effects ANOVA (2,1) and average Pearson's r indicates that roughly 60% of variance in roughness ratings is explainable in terms of shared variance. Note that the 95% confidence intervals for the intraclass correlation suggest that our estimate of this parameter is not particularly precise: The true ICC value for the EAI ratings is probably between .7 and .87, and for the VA ratings it is probably between .69 and .87. Levels of exact agreement between pairs of listeners are consistently lower than are correlation values, indicating that listeners agreed about the relative roughness of the voices, but differed in the precise meaning assigned to each scale value. The value of ICC(2,20), which measures the reliability of the mean ratings of the voices, is nearly unity for both scales, suggesting that stable average ratings may be obtained with fewer than 20 listeners. Note that these values are considerably higher than those of other measures of the reliability of individual raters, as discussed above.
Despite the levels of average agreement, the range of values for these statistics indicates that many pairs of listeners are not in good agreement with one another in their judgments of vocal roughness. Only 12 out of 190 (6.3%) pairs of raters agreed with r 2 greater than .75 for the EAI scale. For the VA scale, only 20 of 190 pairs of raters (10.5%) agreed at r 2 levels greater than .75. In contrast, for the EAI scale 29 of 190 pairs of raters (15.3%) agreed at r 2 levels below .5 (less than half the variance in ratings shared by the two raters); 26 of 190 (13.7%) pairs of raters shared less than half the variance in ratings for the VA scale. Measures that represent an average of many pairwise comparisons (e.g., average Pearson's r or the average number of ratings within + one scale value) mask the low probability of two individuals agreeing closely and the substantial probability of poor agreement between individuals. Table 3 shows intrarater agreement levels for EAI ratings of pathological and normal voices. Levels of exact testretest agreement are given first, followed by agreement within ± one scale value. Due to the highly restricted range of ratings for the normal voices, other measures of agreement/reliability, such as Pearson's r, could not be meaningfully calculated. These analyses therefore include only ratings on the EAI scale. Although ranges of agreement levels overlap considerably, test-retest agreement was significantly greater for normal than for pathological voices, for both measures of agreement (exact agreement: paired samples t = -3.90, df = 19, p < .01; agreement within ± one scale value: paired samples t = -4.71, df = 19, p < .01). Table 4 shows levels of interrater agreement for EAI ratings of pathological and normal voices. As above, agreement levels were significantly greater for normal than for pathological voices (exact agreement: paired samples t = -12.46, df = 189, p < .01; agreement within ± one scale value: paired samples t = -27.18, df = 189, p < .01).
Pathological Versus Normal Voices
Agreement Levels for Individual Voices
When examined voice by voice, listeners' ratings appear extremely variable. Ratings for 4 of the 22 pathological voices spanned the entire 7-point scale. Six additional voices received nearly the full possible range of ratings; ratings ranged from 2 to 7 for one voice, and from 1 to 6 for Mean Roughness Ratings (Scale Values) FIGURE 1. The width of the 95% confidence Interval for a voice's mean rating vs. the mean rating for that voice on the EAI scale. Wider confidence Intervals Indicate more variance In ratings across listeners. ULsteners agreed best (I.e., ratings were least variable) for voices rated normal or extremely rough; ratings varied most (confidence Intervals were widest) for voices whose average rating was near the middle of the scale. Mean Roughness Ratings (mm) FIGURE 2. The width of the 95% confidence Interval for a voice's mean rating vs. the mean rating for that voice on the VA scale.
As for the EAI scale, ratings are most variable In the middle range of average roughness and least variable for voices that are near-normal or extremely rough.
five others. Across listeners, the range of ratings was three scale values or less for only three pathological voices (one whose ratings ranged from 1 to 3, one from 5 to 7, and one from 6 to 7). Agreement was not appreciably better for the normal voices. Ratings spanned three scale values or less for only 4 of the 8 speakers (from 1 to 2 or from 1 to 3). The average range for the VA ratings of pathological voices was 69.5 mm (out of a possible 100). Ratings for three voices spanned more than 90 mm. The maximum range was 95.5 mm, and the minimum range was 32.5 mm. Ratings for the normal voices were not less variable than those for the pathological voices (an average range of 59.6 mm; F (1, 28) = 2.05, p > .01). The minimum range for the normal voices was 34 mm; the maximum was 75 mm.
Confidence intervals were calculated as a measure of the variability in ratings for each individual voice, using the large-sample formula: 95% confidence interval = mean rating (1.96* standard error of the mean) (e.g., Hays, 1973) . For EAI ratings, confidence intervals ranged in width from .27 scale values to 1.48 scale values. For the VA scale, they ranged from 1.71 mm to 26.77 mm. The average confidence interval widths (.85 scale values for the EAI ratings and 14.4 mm for the VA ratings) again reflect the overall variability in ratings of individual voices across raters. Figures 1 and 2 show the 95% confidence interval plotted against the mean rating for each voice for the EAI and VA scales, respectively. These figures show that ratings are much more variable in the midrange of vocal roughness (cf. Arends, Povel, van Os, & Speth, 1990; Kearns & Simmons, 1988) . Confidence intervals for near-normal and extremely rough voices are markedly narrower than are those for mildly to moderately rough voices.
Discussion
As suggested by the literature review above, listeners varied widely in their levels of reliability and agreement, and some individual voices were much more likely to receive consistent ratings across listeners than others. Because all listeners in this experiment performed the tasks in the same order, reliability and agreement scores within a task condition are not confounded with presentation orders. Thus, comparisons among subjects and voices in reliability/agreement levels within a task reflect the range of expert skills on that scale under identical conditions. Had task order been randomized across subjects, within-task variability in reliability would include effects of different task orders, making it difficult to draw conclusions about the range of listener performance within a task.
Listener performance appeared quite similar overall on the EAI and VA tasks. However, between-task comparisons in this study are confounded with the fixed presentation order. For example, reliability for VA ratings may be inflated by learning effects, making findings of similar reliability levels for Significant t-test: 1st vs. 4/10 1/10 2nd rating the two scales incorrect. Further, drift may have occurred in the EAI task because it was presented first, whereas learning effects prevented such drift in the VA task. Thus it is not possible to determine from the present results if drift is a characteristic of EAI scales or an artifact of our design. Experiment 2 was undertaken to examine directly the role of task order in our results.
EXPERIMENT 2
Method
Ten additional subjects participated in this experiment. Eight were otolaryngologists and two were speech-language pathologists/voice researchers. None had participated in Experiment 1. They averaged 6 years' postgraduate experience evaluating and treating voice disorders (SD = 5.37 years; range = 3 to 20 years).
These listeners heard the same experimental tapes as in Experiment 1, but performed the tasks in the reverse order (i.e., VA task first, followed by the EAI task). Test sessions were again separated by at least 1 week. All other methods were as described in Experiment 1 above.
Results and Discussion
Intrarater reliability and agreement levels for Experiment 2 are reported in Table 5 . Ranges of scores are comparable to those observed in Experiment 1. One-way ANOVAs showed no significant effect of task presentation order on levels of within-subject agreement on the EAI task (exact agreement: F (1, 28) = 0.83, p > .01; agreement within _ one scale value: F (1, 28) = 2.87, p > .01). A two-way ANOVA (experimental order x task) compared average values of Pearson's r for intrarater reliability on the VA and EAI tasks for the two presentation orders. The subjects in Experiment 2 were significantly less reliable overall on this measure than those in Experiment 1 [F (1, 56) = 13.39, p < .01]. However, the two tasks did not differ in intrarater reliability [F (1, 56 = 0.06, p > .01], and no experiment-bytask interaction was observed. Note that 95% confidence intervals for ICC(2,1) in Table 6 blanket those in Table 2 , indicating that on this measure the two subject groups did not differ significantly in overall interrater reliability for either task. Table 6 shows interrater agreement and reliability for Experiment 2. Again, ranges of scores are comparable to those in Experiment 1. For the EAI scale, listeners in this second experiment agreed less well on the average than those in Experiment 1, for both exact agreement In contrast, 95% confidence intervals for the ICC show no significant differences between tasks in levels of interrater reliability.
Finally, ratings showed the same patterns of "drift" when tasks were presented in the reverse order. Across the entire set of raters, voices were rated rougher the second time they were heard than the first for the EAI task (matched pairs t = 4.23, df = 179, p < .01), but not for the VA task (matched pairs t = -0.75, df = 179, p > .01). Results were significant for 4 of the 10 individual raters for the EAI task (compared to 9 of 20 in Experiment 1), and for only 1 rater in the VA task (versus 0 in Experiment 1).
These results confirm our finding that experienced listeners vary widely in their ratings of the same voices. No evidence of a significant effect of presentation order was observed. We therefore conclude that differences between the two tasks in patterns of drift were due to differences between the rating scales themselves and were not artifacts of a fixed presentation order.
GENERAL DISCUSSION
Our findings may be summarized as follows. Previous studies using listener ratings to evaluate speech and voice quality have varied widely in the methods applied. Many studies suffer from methodological weaknesses, including failure to evaluate listener reliability, inadequate samples of raters, too few repeated trials for intrarater reliability estimates, failure to report confidence intervals, and use of inappropriate statistics. Across studies, no clear relationship between methods and reliability/agreement has emerged, and no model of voice perception or the rating process has been developed.
Although the present research examined ratings of a single perceptual quality (roughness), many of our findings are consistent with the literature on voice and speech ratings. Thus, we feel our findings may be generalized to ratings of other voice and speech qualities. Our results suggest that average levels of intra-and interrater reliability are relatively high, but that considerable variability underlies average values (see, e.g., Cullinan et al., 1963; Kempster, 1984) . EAI ratings-but not VA ratings-drifted significantly during a single listening session, with voices sounding rougher the second time they were evaluated. Ratings for individual voices varied widely across raters. Ratings varied more for pathological than for normal voices and more for mild-to-moderately rough voices than for voices at scale extremes. Order of task presentation had no significant effect on listener performance.
To account for these findings, we propose the following descriptive theoretical framework for perceptual evaluations of voice quality. It includes factors drawn from the literature and from the studies described above. Although this framework is clearly preliminary and includes elements that are speculative, we feel it provides a useful format for conceptualizing the voice perception process and may allow a coherent experimental approach to be developed.
A Conceptual Framework for Voice Quality Perception
When listeners rate a voice on some dimension (e.g., breathiness or roughness), they compare the stimulus presented to an internal standard or scale. We suggest that listeners develop individual internal standards for vocal qualities through their experience with voices (Kreiman, Gerratt, Precoda, & Berke, 1992) . These standards represent "average" or "typical" exemplars for some level of the quality being rated, based on that listener's experience.
Listeners may differ in where along the severity continuum they place their internal standards. Individuals may also differ in the amount of detail present in their internal representation of vocal qualities. Accordingly, the precise number of severity levels represented in memory probably differs from listener to listener. Scant evidence regarding the nature of internal representations for voices has been published. To date, arguments have been based on patterns of confusions in short-term memory (Kreiman & Papcun, 1991) and long-term memory (Papcun, Kreiman, & Davis, 1989) and spatial representations from multidimensional scaling (Kreiman, Gerratt, & Precoda, 1990; Kreiman et al., 1992) . Clearly many more such studies are needed.
Existing evidence from multidimensional scaling provides support for the existence of individual internal standards for voice quality. Kreiman et al. (1992) have argued that all listeners have similar, relatively stable internal standards for "normal" voice quality, because all listeners have extensive and approximately equal experience with normal voices (through their everyday contact with normal speakers). Therefore, similarity ratings (and ratings of specific qualities in the present study) consistently show relatively little variation within and across listeners for normal and near-normal voices.
Expert listeners (particularly less-experienced ones) differ in their experience with pathological voices, so internal standards for pathological qualities differ from listener to listener (Kreiman et al., 1992) . Naive listeners, on the other hand, have no formal exposure to pathological voices and thus appear to lack specific internal standards for judging pathological qualities. Naive listeners apparently judge pathological speakers according to standards better suited to normal voices. Their perceptual strategies are therefore quite similar. In contrast, expert listeners vary widely in their perceptions of pathological voices (Kreiman et al., 1990; Kreiman et al., 1992) .
The results presented in this paper further suggest that internal standards for vocal qualities are inherently unstable and that a listener's notion of the extent of roughness or breathiness may be influenced by factors other than the acoustic characteristics of the voice being judged. As reported above, EAI ratings drifted significantly in a consistent direction within a listening session. The stimulus set used here contained a number of normal (8/30) and near-normal (5/30) voices. We suggest that this unbalanced context systematically influenced listeners' internal standards for roughness. That is, over time the rougher voices began to sound worse by comparison to the large number of normal and nearnormal samples. Although all listeners in this study had at least 2 years' experience rating voices, eight of the nine clinicians whose ratings drifted significantly in Experiment 1 (and two of the four in Experiment 2) were relatively inexperienced. This suggests listeners need many years to develop a stable set of criteria for this kind of rating. This is consistent with the failure of extensive training to improve the reliability of voice quality ratings in the literature reviewed above. Similar drift in ratings was not observed for the VA scale. This asymmetry, which has also been reported in studies evaluating the quality of synthetic speech (Rossi, Pavlovic, & Espesser, 1990) , may be related to the relative coarseness/fineness of the two scale types. The EAI scale required listeners to distinguish seven levels of roughness; however, the VA scale (an undifferentiated line) in principle assumes listeners can distinguish a very large number of levels of roughness. When a scale is fine relative to a listener's ability to make judgments, measurements will include some random error related to the mismatch between scale resolution and the listener's perceptual acuity. For example, if a listener can reliably distinguish only five levels of breathiness, but breathiness is measured on a 100-point scale, the difference between ratings of 40, 45, and 52 may not be meaningful, and these numbers may be assigned to the same stimulus. This sort of error may have made drift difficult to detect on a VA scale.
The number of levels of roughness listeners can reliably distinguish and identify is not known. The 7-point EAI scale is probably slightly coarse relative to listeners' acuity, and the continuous 100 mm VA scale (with responses measured to the nearest 0.5 mm) is probably too fine. Further research may clarify these issues.
Sources of Variability In Voice Quality Ratings
The above discussion suggests that several factors are involved in mapping an acoustic signal onto a voice quality rating (Figure 3 ). The first is the acoustic voice signal being rated. Most studies of voice quality in the literature apparently assume that mapping between physical signals and psychological qualities is a constant, linear process and thus treat any variation in ratings as random error by raters. However, our findings indicate that several consistent-and thus potentially controllable-factors also contribute to observed voice ratings.
The rated quality a listener derives from a signal may be systematically affected by several factors related to the listeners. These factors include listeners' experience with voices (which will shape their particular intemal standards] for the quality being judged), their individual perceptual habits and biases (Kreiman et al., 1990; Kreiman et al., 1992) , and presumably overall sensitivity to the quality being judged. These factors change relatively slowly over time and thus hypothetically affect interrater reliability more than intrarater reliability. Additional factors related to listeners include fatigue, attention lapses, and mistakes. These "error" terms should affect both intra-and interrater reliability.
Factors related to the task of rating also systematically affect measurements of voice quality. If the quality to be rated is poorly defined or lacks perceptual reality, listeners will not be able to rate it consistently. Our results suggest perceptual context may cause systematic drift in ratings, presumably because of its effect of altering a listener's internal standards. We test this hypothesis directly in a companion paper (Kreiman, Gerratt, & Berke, 1993) . These (and possibly other) factors can affect ratings within a given session and thus affect both intra-and interrater reliability.
Several systematic interactions among listener and task factors may also occur. Listener sensitivity may interact with scale resolution, and mismatches may add noise to the data or result in information loss. Also, listener biases may interact with "scale specificity." If the quality being rated is multidimensional in nature but is rated on a unidimensional scale, listeners may selectively focus on one dimension or another, reducing apparent agreement levels. For example, recent findings (Kreiman, suggest that breathiness and roughness are related, multidimensional constructs. These investigators demonstrated that listeners' differential attention to various aspects of each quality is a significant source of interrater unreliability in voice quality ratings.
Conclusions and Implications for Research Design
Our findings paint a rather bleak picture of the current state of voice quality ratings. A review of the literature suggests that existing protocols do not consistently result in reliable ratings. Although intrarater and interrater reliability varied considerably across studies, they did not vary consistently with any of the methodological factors reviewed, including levels of task-specific training or the actual rating task used.
The present experimental results suggest that even highly experienced listeners frequently disagree completely about what they hear. Finally, the presence of an error term in our theoretical framework suggests that perfect reliability and agreement are not achievable, even in theory. It appears that nearly 30 years of research have returned us to the point articulated by Jensen in 1965: ". . . the assumption that the perceptual characteristics of a person's voice provide sufficient information for a reliable description of vocal deviation and its severity appears to be hazardous" (p. 82).
Nevertheless, the theoretical framework presented above does offer a potential remedy for this situation. It suggests that variability in voice quality ratings might be reduced by replacing listeners' idiosyncratic, unstable, internal standards with fixed external standards or "reference voices" for different vocal qualities. A voice rating protocol using fixed reference voices would reduce listener-related rating variability by providing all raters with a constant set of perceptual referents. Similar protocols using explicitly presented standards have improved listener performance in other kinds of auditory judgment tasks (for example, ratings of the intensity of tones: Berliner, Durlach, & Braida, 1978) . Such a protocol for rating voice quality would also control context-related variability, because external standards remain constant from trial to trial.
5 (See the companion paper, Gerratt et al., 1993, for further discussion of anchored protocols for voice quality ratings.) Pending development of new protocols, several other improvements may be made to existing research techniques. First, both intra-and interrater reliability must be reported in all studies using voice quality ratings. Our findings and the discussion above suggest that there is no one best measure of "listener concordance." Rather, statistics should be chosen on the basis of the characteristics of the application and of the data. In cases where the exact value of the ratings is not important, reliability should be assessed with the intraclass correlation (using the appropriate ANOVA model).
However, if it is important that the meaning of each scale value be constant across raters (for example, in studies with strong clinical implications), agreement should also be assessed. If the stimulus voices vary little on a given quality (for example, if patients with a single diagnosis are studied), then statistics like Pearson's r that are sensitive to the range of values should be avoided. In all cases, authors should report ranges and confidence intervals for any measures used and should explicitly justify their selection of reliability and/or agreement measures.
Our results suggest that traditional voice rating methods may never generate ratings that consistently meet strict standards for reliability. However, new rating protocols may be developed to control some of the sources of variability in listeners' perceptions of vocal quality. In particular, main and interaction effects involving task factors can be eliminated by designing scales and protocols (possibly using fixed reference voices) that eliminate context effects and unnecessary rating noise from measures of voice quality. Such protocols might also benefit research aimed at developing instrumental measures of voice. For example, more valid and reliable perceptual measures of voice quality may facilitate the search for acoustic correlates of perceived vocal qualities. As our methods of voice assessment improve with further research, voice ratings will approach maximum reliability and validity. 12 scales n pt. 
