In [5] the authors obtained Mean-Field backward stochastic differential equations (BSDE) associated with a Mean-field stochastic differential equation (SDE) in a natural way as limit of some highly dimensional system of forward and backward SDEs, corresponding to a large number of "particles" (or "agents"). The objective of the present paper is to deepen the investigation of such Mean-Field BSDEs by studying them in a more general framework, with general driver, and to discuss comparison results for them. In a second step we are interested in partial differential equations (PDE) whose solutions can be stochastically interpreted in terms of Mean-Field BSDEs. For this we study a Mean-Field BSDE in a Markovian framework, associated with a Mean-Field forward equation. By combining classical BSDE methods, in particular that of "backward semigroups" introduced by Peng [14], with specific arguments for Mean-Field BSDEs we prove that this Mean-Field BSDE describes the viscosity solution of a nonlocal PDE. The uniqueness of this viscosity solution is obtained for the space of continuous functions with polynomial growth. With the help of an example it is shown that for the nonlocal PDEs associated to Mean-Field BSDEs one cannot expect to have uniqueness in a larger space of continuous functions.
which is governed by a d-dimensional Brownian motion B = (B t ) t∈[0,T ] and influenced by the positions X 1 , . . . , X N of N other particles that are supposed to be mutually independent of each other, also independent of the driving Brownian motion B, and of the same law as X. The time T > 0 is an arbitrarily fixed horizon. In [5] it is shown that, under appropriate assumptions, SDE (1.1) has a unique solution. For the study of the limit behavior N → +∞ of the above SDE of rank N , the authors of [5] R n × R n → R n are supposed to be bounded, measurable and, moreover, Lipschitz in the space variables, uniformly with respect to the time variable. Denoting by (X (N ) , X (N ),1 , . . . , X (N ),N ) := (X, X 1 , . . . , X N ) the solution of SDE (1.1) with the coefficients σ N and b N , it is shown in [5] that the the processes X (N ) converge uniformly on the time interval [0, T ], in L 2 , to the unique continuous F B -adapted solutionX of the limit equation (Mean-Field SDE) dX t = E σ(t,X t , µ)
(F B is the filtration generated by B).
With the SDE of rank N the authors of [5] associated a BSDE of the form dY t = −f N (t, X t , X 1 t , . . . , X N t , Y t , Y 1 t , . . . , Y N t , Z t , Z 1 t , . . . , Z N t )dt + Z t dB t , t ∈ [0, T ], Y T = Φ N (X T , X 1 T , . . . , X N T ), (1.3) in which, in the same spirit as for the forward SDE of rank N , (X i , Y i , Z i ), 1 ≤ i ≤ N, is a sample of N mutually independent triplets which are independent of the driving Browning motion B and obey the same law as the solution (X, Y, Z); recall that (X, X 1 , . . . , X N ) is the solution of the above SDE (1.1) with coefficients σ N and b N . The coefficients f N , Φ N for the above BSDE are introduced in the same spirit as σ N , b N : f N (t, x, x 1 , . . . , x N , y, y 1 , . . . , y N , z, z 1 , . . . , z
f (t, x i , x, y i , y, z i , z),
Φ(x i , x), t ∈ [0, T ], x, x j ∈ R n , y, y j ∈ R, z, z j ∈ R d , 1 ≤ j ≤ N , where f : [0, T ]×R n ×R n ×R×R×R d ×R d → R and Φ : R n × R n → R are bounded, measurable and Lipschitz in the variables (x ′ , x, y ′ , y, z ′ , z), uniformly with respect to t ∈ [0, T ]. In [5] it is proved that, with 
whereX is the solution of Mean-Field SDE (1.2). The objective of the present paper is to deepen the investigation of the above Mean-Field BSDE. In a first leg we study the existence and uniqueness for Mean-Field BSDEs in a rather general setting, with drivers which, in difference to [5] , are not necessarily deterministic coefficients. In addition to the existence and the uniqueness also the comparison principle for this new type of BSDEs is discussed and illustrated by examples.
The main objective of the paper concerns the study of Mean-Field problems in a Markovian setting. To be more precise, we investigate Mean-Field BSDEs associated with Mean-Field forward SDEs and partial differential equations (PDEs) whose solutions are described by them. The system dynamics we investigate is given by the following SDE
(1.5)
Precise assumptions on the coefficients b :
are given in the following sections.
With the above SDE we associate the BSDE:
(1.6)
Under the assumptions on f and Φ that are introduced in Section 5, the above BSDE has a unique solution (Y t,x s , Z t,x s ) s∈[t,T ] and we can define the deterministic function
We prove that u(t, x) is the unique viscosity solution in
In particular, it is shown that the space C p ([0, T ]×R n ) is the optimal space in which the uniqueness can be got. Our paper is organized as follows. Section 2 recalls some elements of the theory of BSDEs which are needed in what follows. Section 3 investigates the properties of general Mean-Field BSDEs. We first prove the uniqueness and existence of the solution of Mean-Field BSDE (Theorem 3.1) but also the comparison theorem (Theorem 3.2) and the converse comparison theorem (Theorem 3.3). Similarly we investigate Mean-Field Forward SDEs in Section 4. In Section 5 we investigate decoupled Mean-Field Forward-Backward SDEs (FBSDEs). Their value function u (see (5.4)) turns out to be a deterministic function which is Lipschitz in x (see (5.5)) and 1 2 -Hölder continuous in t (Theorem 5.2). Moreover, it satisfies the dynamic programming principle (DPP) (see 5.10) . A key element in the proof of the DPP is the use of Peng's backward semigroups (see [14] ). We change slightly its definition; this allows to shorten the argument for the proof that u is a viscosity solution of the associated PDE (Theorem 6.1). Finally, the uniqueness of the viscosity solution in the space of continuous functions with polynomial growth is proved in Section 7.
Preliminaries
Let {B t } t≥0 be a d-dimensional standard Brownian motion defined over some complete probability space (Ω, F, P ). By F = {F s , 0 ≤ s ≤ T } we denote the natural filtration generated by {B s } 0≤s≤T and augmented by all P-null sets, i.e.,
where N P is the set of all P-null subsets and T > 0 a fixed real time horizon. For any n ≥ 1, |z| denotes the Euclidean norm of z ∈ R n . We also shall introduce the following both spaces of processes which are used frequently in what follows:
is F-progressively measurable for each (y, z) in R × R d , and which is assumed to satisfy the following standard assumptions throughout the paper: 4 (A1) There exists a constant C ≥ 0 such that, dtdP-a.e., for all y 1 , y 2 ∈ R,
The following result on BSDEs is by now well known, for its proof the reader is referred to Pardoux and Peng [12] .
Lemma 2.1. Under the assumptions (A1) and (A2), for any random variable ξ ∈ L 2 (Ø, F T , P ), the BSDE
has a unique adapted solution
In what follows, we always assume that the driving coefficient g of a BSDE satisfies (A1) and (A2).
Let us remark that Lemma 2.1 remains true when assumption (A1) is replaced by weaker assumptions, for instance those studied in Bahlali [1] , Bahlali, Essaky, Hassani and Pardoux [2] or Pardoux and Peng [13] . However, here, for the sake of simplicity of the calculation we prefer to work with the Lipschitz assumption.
We also shall recall the following both basic results on BSDEs. We begin with the well-known comparison theorem (see Theorem 2.2 in El Karoui, Peng and Quenez [7] 
Using the notation introduced in Lemma 2.2 we now suppose that, for some g : (A1) and (A2), the drivers g i , i = 1, 2, are of the form
where
we have the following Lemma 2.3. The difference of the solutions (y 1 , z 1 ) and (y 2 , z 2 ) of the BSDE with data (ξ 1 , g 1 ) and (ξ 2 , g 2 ), respectively, satisfies the following estimate:
where β = 16(1 + C 2 ).
For the proof the reader is referred to Proposition 2.1 in El Karoui, Peng and Quenez [7] or Theorem 2.3 in Peng [14] .
Mean-Field Backward Stochastic Differential Equations
This section is devoted to the study of a new type of BSDEs, the so called Mean-Field BSDEs.
Let (Ω,F ,P ) = (Ω × Ω, F ⊗ F, P ⊗ P ) be the (non-completed) product of (Ω, F, P ) with itself. We endow this product space with the filtrationF
; we denote its expectation by
Notice that
, and
The driver of our mean-field BSDE is a function
, and satisfies the following assumptions: 
Indeed, we remark that, for all (y, z), due to our assumptions on the driver f,
Consequently, there is an F-progressively measurable version of
f β,γ (., ., y, z), (y, z) ∈ R × R d , such that f β,γ (ω, t, .,
.) is dtP(dω)-a.e. defined and Lipschitz in (y, z); its Lipschitz constant is that introduced in (A3).
We now can state the main result of this section.
Theorem 3.1. Under the assumptions (A3) and (A4), for any random variable ξ ∈ L 2 (Ø, F T , P ), the mean-field BSDE
Remark 3.2. We emphasize that, due to our notations, the driving coefficient of (3.1) has to be interpreted as follows
Proof. We first introduce a norm on the space H 2 F (0, T ; R×R d ) which is equivalent to the canonical norm:
The parameter β will be specified later.
Step 1: For any (y,
to the following BSDE:
Then, due to Remark 3.1, g (y,z) (s, µ, ν) satisfies (A1) and (A2), and from Lemma 2.1 we know there exists a unique solution (Y,
Step 2: The result of Step 1 allows to introduce the mapping (Y.,
. Then, by applying Itô's formula to e βs |Ŷ s | 2 and by using that Y 1 , Y 2 ∈ S 2 F (0, T ; R) we get
From assumption (A3) we obtain
Thus, taking β = 16C 2 + 4C + 1 we get
endowed with the norm ||.|| β , and from the contraction mapping theorem we know that there is a unique fixed point (Y,
On the other hand, from
Step 1 we already know that if
Using the notation introduced in Theorem 3.1 we now suppose that, for some f :
and (A4), the drivers f i , i = 1, 2, are of the form f 1 ) and (ξ 2 , f 2 ) , respectively, satisfies the following estimate:
The proof uses a similar argument as that of the proof of Theorem 3.1 and is therefore omitted.
Now we discuss the comparison principle for Mean-Field BSDE. We first give two counterexamples to show that if the driver f depends on z ′ or f is decreasing with respect to y ′ we can't get the comparison theorem. 
We let ξ 1 = −(B + 1 ) 3 and define
. On the other hand, from the Clark-Ocone formula we know that Z 1 is the predictable projection of the Malliavin derivative (D t ξ) t∈[0,T ] of ξ (D t ξ denotes the Malliavin derivative of ξ at time t; the interested reader is referred, e.g., to Nualart [11] ). This implies E[ 
(3.5)
) and Z 1 t = 0, P-a.s. Consequently, Y 1 1 = (B 1 ) 2 − (1 − e −1 ) < 0 on the set {(B 1 ) 2 < 1 − e −1 } which is of strictly positive probability. Finally, for ξ 2 = 0 we have the solution (Y 2 , Z 2 ) = (0, 0). Therefore, in our example
The above both examples show that we cannot hope to have the comparison principle between two Mean-Field BSDEs whose drivers depend both on z ′ or are both decreasing in y ′ . Proof. Without loss of generality, we assume that (i) is satisfied by f 1 and (ii) by f 2 . Then, with the notation (Ȳ ,Z) :
Theorem 3.2. (Comparison Theorem) Let
f i = f i (ω, t, y ′ , z ′ , y, z), i = 1, 2
, be two drivers satisfying the standard assumptions (A3) and (A4). Moreover, we suppose (i) One of both coefficients is independent of z ′ ; (ii) One of both coefficients is nondecreasing in y
and from Itô's formula applied to an appropriate approximation of ϕ(y) = (y + ) 2 , y ∈ R, in which we take after the limit, we obtain
Since f 2 (s, y ′ , z ′ , y, z) is nondecreasing in y ′ we get from (A3)
Consequently,
from where we can conclude with the help of Gronwall's Lemma that
We also have a converse comparison theorem.
Theorem 3.3. (Converse Comparison Theorem) We retake the assumptions of Theorem 3.2 and suppose that, additionally, for some
t ∈ [0, T ], Y 1 t = Y 2 t , P-a.s. Then (i) Y 1 s = Y 2 s , s ∈ [t, T ], P-a.
s., and
(ii) If f 2 satisfies (ii) of Theorem 3.2 then E ′ [f 1 (s, Y 1 ′ s , Z 1 ′ s , Y 2 s , Z 2 s )] = E ′ [f 2 (s, Y 2 ′ s , Z 2 ′ s , Y 2 s , Z 2 s )],
dsdP-a.e. on [t, T ], and if f 1 satisfies (ii) then the symmetric result holds.
Proof. We use the notation introduced in the proof of Theorem 3.2 and suppose again that f 1 satisfies (i) and f 2 (ii). Then, from the Lipschitz property of f 1 , there exist someF-progressively measurable, bounded processes α, β, defined overΩ × [0, T ], such that
Thus, from Itô's formula,
It is well known thatB = (B s ) is an (F,P )-Brownian motion withP := exp{
From the boundedness of α and β we then deduce easily that
To conclude it suffices now to recall that, due to Theorem 3.2,Ȳ u = Y 1 u − Y 2 u ≤ 0, P-a.s. and
Mean-Field Stochastic Differential Equations
We consider measurable functions b :Ω×[0, T ]×R n ×R n → R n and σ :Ω×[0, T ]×R n ×R n → R n×d which are supposed to satisfy the following conditions: (i) b(·, 0, 0) and σ(·, 0, 0) areF − progressively measurable continuous processes and there exists some constant C > 0 such that |b(t, x ′ , x)| + |σ(t, x ′ , x)| ≤ C(1 + |x|), a.s., for all 0 ≤ t ≤ T, x, x ′ ∈ R n ; (ii) b and σ are Lipschitz in x, x ′ , i.e., there is some constant C > 0 such that
(H4.1) We now study the following SDE parameterized by the initial condition (t, ζ)
Recall that
Theorem 4.1. Under the assumption (H4.1) SDE (4.1) has a unique strong solution.
The proof is made in two steps like that of Theorem 3.1 and it uses standard arguments for forward SDEs. Since the proof is straight-forward we prefer to omit it.
Remark 4.1. From standard arguments we also can get that, for any p ≥ 2, there exists
P-a.s., for all δ > 0 with t + δ ≤ T. These in the classical case well-known standard estimates can be consulted, for instance, in Ikeda, Watanabe [8] , pp.166-168 and also in Karatzas, Shreve [9] , pp.289-290. We also emphasize that the constant C p in (4.2) only depends on the Lipschitz and the growth constants of b and σ.
Decoupled Mean-Field Forward-Backward SDE and Related DPP
In this section we study a decoupled Mean-Field forward-backward SDE and its relation with PDEs. Given continuous functions b :Ω×[0, T ]×R n ×R n → R n and σ :Ω×[0, T ]×R n ×R n → R n×d which are supposed to satisfy the conditions (i) and (ii) of (H4.1) and an arbitrary x 0 ∈ R n , we consider the following SDE parameterized by the initial condition (t, ζ)
Under the assumption (H4.1), SDE (5.1) has a unique strong solution. Indeed, from Theorem 4.1 we first deduce the existence and uniqueness of the process X 0,x 0 ∈ S 2 F (0, T ; R n ) to the Mean-Field SDE (5.1). Once knowing X 0,x 0 , SDE (5.1) becomes a classical equation with the coefficientsb(ω, s,
Combining estimate (4.2) for (t, ζ) = (0, x 0 ) with standard arguments for SDEs we obtain (4.2) also for equation (5.1).
Let now be given two real-valued functions f (t, x ′ , x, y ′ , y, z) and Φ(x ′ , x) which shall satisfy the following conditions:
(iii) f and Φ satisfy a linear growth condition, i.e., there exists some C > 0 such that, a.s., for all
is nondecreasing with respect to y ′ .
(H5.1)
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We consider the following BSDE: 
. By combining classical BSDE estimates (see, e.g., Proposition 4.1 in Peng [14] ; or Proposition 4.1 in El Karoui, Peng and Quenez [7] ) with the techniques presented above we see that there exists a constant C such that, for any t ∈ [0, T ] and ζ, ζ ′ ∈ L 2 (Ω, F t , P ; R n ), we have the following estimates:
Here the constant C > 0 depends only on the Lipschitz and the growth constants of b, σ, f and Φ.
Let us now introduce the random field:
where Y t,x is the solution of BSDE (5.2) with x ∈ R n at the place of ζ ∈ L 2 (Ω, F t , P ; R n ).
As a consequence of (5.3) we immediately have that, for all t ∈ [0, T ], P-a.s.,
Remark 5.1. In the general situation u is an adapted random function, that is, for any x ∈ R n , u(·, x) is an F−adapted real-valued process. Indeed, recall that b, σ and f all areF-adapted random functions while Φ isF T -measurable. However, if the functions b, σ, f and Φ are deterministic it is well known that also u is a deterministic function of (t, x) (see, e.g., Proposition 2.4 in Peng [14] ).
From now on, let us suppose that (vi) The coefficients b, σ, f and Φ are deterministic, i.e., independent of (ω ′ , ω)
The function u and the random field Indeed, once X 0,x 0 and Y 0,x 0 are determined, the coefficients of SDE (5.1) and BSDE (5.2) are well-determined, deterministic, depend only on (t, x) and (t, x, y, z), respectively, and satisfy the standard growth and Lipschitz conditions. Hence, Theorem 5.1 is a consequence of the corresponding result in Peng [14] (Theorem 4.7) (or, see also Theorem 6.1 in Buckdahn and Li [4] ).
We now discuss (the generalized) DPP for our FBSDE (5.1), (5.2) . For this end we have to define the family of (backward) semigroups associated with BSDE (5.2). This notion of stochastic backward semigroup was first introduced by Peng [14] and originally applied to study the DPP for stochastic control problems. Our approach extends Peng's ideas to the framework of Mean-Field FBSDE. However, we change the definition of the stochastic backward semigroup to simplify the proof of the existence of a viscosity solution of the associated PDE.
Given the initial data (t, x), a positive number δ ≤ T − t and a real-valued random variable η ∈ L 2 (Ω, F t+δ , P ; R), we put
where the couple (Ỹ t,x s ,Z t,x s ) t≤s≤t+δ is the solution of the following BSDE with the time horizon t + δ:
here X t,x is the solution of SDE (5.1) and Y t,x is the solution of BSDE (5.2). Then, obviously, for the solution (Y t,x , Z t,x ) of BSDE (5.2) we have
Let us point out that in difference to Peng's definition of the backward semigroup the driver of our BSDE depends on the processes Y 0,x 0 and Y t,x given by BSDE (5.2). The choice to let the driver f depend on these processes and not on Y 0,x 0 , Y t,x will simplify the proof of the existence theorem for the associated nonlocal PDEs in Section 6.
Moreover, we have the following DPP Under the assumptions (H4.1), (H5.1) and (H5.2) the function u(t, x) defined by (5.4 
) is a viscosity solution of equation (6.1).
The proof of the theorem uses the BSDE method of Peng [14] . However, it is simplified by the specific choice of our stochastic backward semigroup. For the proof of this theorem we need four auxiliary lemmata. To abbreviate notations we put, for some arbitrarily chosen but fixed ϕ ∈ C where the process X t,x has been introduced by equation (5.1). We now introduce the deterministic function Obviously, the couple (Y 2 , Z 2 ) = (Y 2 , 0) is the unique solution of the following (deterministic) BSDE in which the driving process X t,x is replaced by its deterministic initial value x:
(6.6)
The following lemma will allow us to neglect the difference |Y 1 t − Y 2 t | for sufficiently small δ > 0.
Lemma 6.2. We have |Y is achieved at some point (t 0 , x 0 ) ∈ [0, T ] × R n (depending on α). We now have to distinguish between two cases: For the first case we suppose that ω(t 0 , x 0 ) ≤ 0, for all α > 0. Then, obviously M ≤ 0 andū 1 (t, x) −ū 2 (t, x) ≤ αχ(t, x) in [0, T ] × R n . Consequently, letting α tend to zero we obtainū
