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Abstract
Asymptotic problems for classical dynamical systems, stochastic processes, and PDEs can lead
to stochastic processes and di erential equations on spaces with singularities. We consider the
averaging principle for systems with conservation laws perturbed by small noise, where, after
a change of time scale, the limiting slow motion is a di usion process on a space which is
called in topology an open book: the space consisting of a number of n-dimensional manifold
pieces (pages) that are glued together, sometimes several at a time, at the “binding”, which is
made up of manifolds of lower dimension. A di usion process on such a space is determined
by di erential operators governing the process inside the pages, and gluing conditions, which
determine its behavior after hitting the binding.
We prove weak convergence of measures in the function space that correspond to the slow-
motion process in our averaging problem, and calculate the characteristics of the limiting process.
c© 2004 Published by Elsevier B.V.
MSC: primary 34C29; 60J60; secondary 70K65
Keywords: Averaging principle; Random perturbations; Open book; Gluing conditions
1. Introduction
Let
X˙ (t) = B(X (t)) (1.1)
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be an (m+ n)-dimensional dynamical system. One can consider small white-noise-type
perturbations of this system that, after an appropriate time-scale change, are described
by the stochastic equation
d X (t) =
[
1

B(X (t)) + (X (t))
]
dt + 	(X (t)) dW (t) (1.2)
(W (t) being a multidimensional Wiener process).
Suppose z1(x); : : : ; zn(x) are Jrst integrals of system (1.1). Identifying all points x
within every connected component of m-dimensional level surfaces {x : z1(x)=const; : : : ;
zn(x)=const} yields a space  of n dimensions;  consists, typically, of some number
of n-dimensional “faces” having the structure of a manifold, that join, sometimes several
at a time, at “faces” of smaller dimensions. Such a space equipped with the natural
topology is called an open book (see, e.g. Ranicki, 1998); its n-dimensional faces are
called pages, and the faces of smaller dimensions form the binding of the book.
The corresponding identiJcation mapping Y provides a kind of splitting of the pro-
cess X (t) into two “components”: the slow component Y (t)=Y(X (t)) taking values
in , and the fast one, which is the fast motion of X (t) along the level surfaces
according, roughly speaking, to system (1.1) (with an appropriate time-scale change).
The problem of limiting behavior of the slow component Y (t) as  → 0 arises. This
problem can be formulated precisely in terms of distributions in the space C([0;∞); )
of continuous functions [0;∞) →  and their weak convergence.
If the dynamical system (1.1) is ergodic on each (almost each) connected component
of the level surfaces with respect to the smooth invariant measure, then before Y (t)
changes signiJcantly, mixing in accordance with the dynamical system steps in, and
some version of averaging principle must take place. The behavior of Y (t) within the
same n-dimensional page of  is likely to be, for small , approximately the same as
that of a di usion process on this n-dimensional face, whose coeLcients at a point
y∈ are obtained by averaging some quantities with respect to the invariant measure
on the m-dimensional surface Y−1(y). At the binding of the book, the probabilities to
go to one or another of the pages meeting at a certain manifold of a smaller dimension
are also likely to be averaged over the m-dimensional surfaces. Thus, one is to expect
that the stochastic process Y (t)=Y(X (t)), which is not a Markov process, is, for small
, close in some sense to a Markov process on the open book : a continuous Markov
process, which can be called a di8usion process on an open book. (The behavior of
this limiting process at the binding of the book is likely to be identiJed by gluing
conditions at manifolds of a smaller dimension, describing the domain of the deJnition
of the generating operator.)
The problems of the limiting behavior of the perturbed system (1.2) are of interest
in their own right; but they can also be used as some approach to regularization of the
problem of the limiting behavior of the slow component Y(X (t)) of the solution of
our dynamical system under nonstochastic small perturbations:
X˙ (t) =
1

B(X (t)) + (X (t)): (1.3)
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We can introduce small stochastic perturbations of this system
dX ;–(t) =
[
1

B(X ;–(t)) + (X ;–(t))
]
dt + – · 	(X ;–(t)) dW (t)
and take, Jrst,  → 0, and then – → 0. The process being the limit of the process
Y(X ;–(t)) on  is to be expected to be described by di erential equations on the
n-dimensional pages of the open book, and its only randomness, which one cannot get
rid of, is associated with the times at which the process is at the binding of the book. It
is possible that the limiting process does not depend on the coeLcients 	(x) provided
that they are nondegenerate; in this case the limiting process can be considered as
belonging intrinsically to the problem of asymptotics of the slow component of the
solution of (1.3).
Results establishing weak convergence of distributions of Y(X (t)) in the function
space were obtained in the case of n = m = 1 in Freidlin and Wentzell (1994, 1998)
and Brin and Freidlin (2000); this case is, essentially, that of stochastically perturbed
Hamiltonian systems with one degree of freedom (applications to regularization of
nonstochastic perturbations (1.3), see Brin and Freidlin, 2000). In the multidimensional
case, such results were obtained in Freidlin and Wentzell (2003), under the main restric-
tion that global “action-angle” coordinates can be introduced in the (m+n)-dimensional
region where the process X (t) is considered. In this particular case, the “open book”
 is just one n-dimensional region, without any binding at which “gluing conditions”
have to be introduced.
The present paper is devoted to the simplest case beyond these two: that of the
domain in which system (1.1) is deJned being the direct product of a two-dimensional
domain G and an r-dimensional one, U (let us denote G × U = G); the Jrst two
di erential equations in system (1.1) forming a two-dimensional system with one Jrst
integral, and the remaining equations being just X˙ i(t) = 0 (i = 3; : : : ; r + 2): B(x) =
(B1(x1; x2); B2(x1; x2); 0; : : : ; 0). The coordinates x3; : : : ; xr+2 are another r Jrst integrals.
Here we have n= r+1, m=1; the (r+1)-dimensional open book =× [U ], where
the graph  is obtained by identiJcation of points in G. The gluing conditions must
be prescribed at r-dimensional “faces” Ok ×U , where Ok are vertices of the graph .
2. Compensators and martingale problems. The precise formulation of the problem
Our main tool in this paper, both for formulations and for proofs, will be martingale
problems; so let us introduce the necessary deJnitions and notations.
We will be using the italic letter P with some subscripts or superscripts to denote
probability measures in arbitrary spaces (;F), while the upright P will be used for
the corresponding measures in the space C[0;∞)=C([0;∞); S) of continuous functions
y(t), 06 t ¡∞, with values in a metric space S. The expectations corresponding to
the probability measures P, P are denoted with letters E, E with the same subscripts
and superscripts.
Let (;F; P) be a probability space; Ft , 06 t ¡∞, a nondecreasing family of
sub-	-algebras of F.
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If X (t), 06 t ¡∞, is a continuous random function that is adapted to {Ft}, its
compensator X˜ (t)=[X (t)]∼, 06 t ¡∞, is, by deJnition, a continuous random function
such that X˜ (t) has bounded variation on every Jnite interval, and X (t)−X˜ (t) is a local
martingale (with respect to {Ft} and P). If we want to indicate with respect to which
probability measure the compensator is taken, we write the notation of the probability
measure as the subscript: [X (t)]∼P . A compensator does not necessarily exist; but if it
exists, it is almost unique up to addition of a random variable that does not depend on
t and is measurable with respect to F0 (see Meyer, 1976). Sometimes we will identify
the compensator by writing its di erential dX˜ (t).
If X (t) and Y (t), 06 t ¡∞, are two continuous random functions adapted to {Ft},
their bicompensator 〈X; Y 〉(t) = 〈X (t); Y (t)〉 is deJned as
〈X; Y 〉(t) = [(X (t)− X˜ (t))(Y (t)− Y˜ (t))]∼: (2.1)
Again, if we want to indicate with respect to what probability measure the bicompen-
sator is taken, we write it as a subscript. The bicompensator, if it exists, is also almost
unique up to an additive constant.
If the compensators X˜ (t), Y˜ (t) and the bicompensators 〈X; X 〉(t), 〈X; Y 〉(t), 〈Y; Y 〉(t)
exist, we have
d[X (t) · Y (t)]∼ = d〈X; Y 〉(t) + X (t) dY˜ (t) + Y (t) dX˜ (t); (2.2)
which means that
[X (t) · Y (t)]∼ = 〈X; Y 〉(t) +
∫ t
0
X (s) dY˜ (s) +
∫ t
0
Y (s) dX˜ (s)
(to be more precise, the right-hand side is a version of the compensator [X (t) ·Y (t)]∼).
This is a reformulation, freed from stochastic integrals, of a particular case of the
Itoˆ formula for continuous square-integrable martingales (see Meyer, 1976).
Let S be a metric space. Let D be a linear subspace of the space C(S) of bounded
continuous functions on S; and let A be a linear operator from D to the space B(S)
of bounded Borel functions on S.
In the space C([0;∞); S) = C[0;∞) we introduce the 	-algebras F[0; t] generated
by the “coordinate” functions y(·) → y(s), 06 s6 t; and the 	-algebra F[0;∞) gener-
ated by y(s), 06 s¡∞. When considering martingales and compensators of random
functions deJned on C[0;∞), we take Ft =F[0; t].
We say that a probability measure P on the space (C[0;∞);F[0;∞)) is a solution of
the martingale problem associated with the operator A considered on the domain D if
[f(y(t))]∼P =
∫ t
0
Af (y(s)) ds; f∈D: (2.3)
Proposition 2.1. Let S be a separable space. Suppose that Py, y∈ S, is a family of
probability measures on C[0;∞), Borel-measurable with respect to y, and such that,
for every y∈ S, Py is the unique solution of the martingale problem (2.3) with the
initial distribution concentrated at the point y: Py{y(0) = y}= 1.
Then (y(t);Py) is a strong Markov process with continuous trajectories on S.
This is, in essence, Theorem 4.4.2 in the book (Ethier and Kurtz, 1986).
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Proposition 2.2. Let a family Py, y∈ S, of probability measures on C[0;∞) is such
that (y(t);Py) is a Markov process. Let Pt , t¿ 0, be the corresponding semigroup
of linear operators in B(S): Ptf(y) = Eyf(y(t)). Let  be a subset of B(S) that
distinguishes measures on S; i.e., such that for two measures !1, !2 on S the equality∫
f d!1 =
∫
f d!2 for all f∈ implies !1 = !2. Suppose that, for every f∈ , the
function Ptf(y) is continuous in t for t¿ 0; that it belongs to D as a function of y
for t ¿ 0; and APtf(y) is continuous in t for t ¿ 0.
Then, for every y∈ S, Py is the unique solution of the martingale problem (2.3)
with the initial distribution concentrated at y.
Suppose we are considering a dynamical system (1.1) in a domain G ⊆ Rm+n with
Jrst integrals zi(x), i = 1; : : : ; n. Suppose the functions B(x), (x), 	(x) are given in
Rm+n. If we stop the solution X (t) of Eq. (1.2) at the time #G of its leaving G, we
obtain a di usion process (X ∗(t); P

x) in the closure [G] of our domain (P

x being the
probabilities evaluated under the assumption that the process starts at t = 0 at a point
x∈G). Let us introduce the distribution Px of the stochastic process Y (t) =Y(X ∗(t))
(which is not a Markov process) in the space of continuous functions with values in
 with respect to the probability measure Px
Px(A) = P

x{Y (·)∈A}: (2.4)
The result about the weak limit of Px as  → 0 is expected to be formulated as
follows (in the general situation, not in the concrete case of the open book being the
product of a graph and a region in a Euclidean space).
We deJne a linear operator QL on a domain D ⊂ C() (described by di erentiability
conditions on the n-dimensional pages of , and by some “gluing” conditions at the
“binding”; the operator QL is described as a di erential operator on the pages of ,
with coeLcients, including those in the gluing conditions, obtained by some averaging
involving the coeLcients a(x) = 	(x) · 	∗(x) and (x)). For every y∈, there exists
a unique solution Py of the martingale problem
[f(y(t))]∼Py =
∫ t
0
QLf(y(s)) ds; f∈D; (2.5)
with initial distribution concentrated at y (the coeLcients of the di erential operator QL
characterize the behavior of the Markov process (y(t);Py) within the same page of ;
and how this process goes from one page to another is characterized by the domain D
—by the “gluing” conditions).
The weak limit of Px is equal to PY(x).
As was mentioned in Freidlin and Wentzell (2003) (and in the case of m = n = 1,
in Freidlin and Wentzell (1993, 1994, 1998)), to prove the convergence Px → PY(x) it
is enough to prove that
(1) the family of distributions {Px; ¿ 0} is weakly relatively compact (“tight”);
(2) the solution of the martingale problem (2.5) with the initial distribution concen-
trated at y is unique; and
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(3) for every &¿ 0, every f∈D, and every x∈G
lim
→0
Ex
[
e−&#Gf(Y(X (#G))) +
∫ #G
0
e−&t[&f(Y(X (t)))− QLf(Y(X (t)))] dt
]
=f(Y(x)): (2.6)
3. The results in the two-dimensional case
Let us remind how the coeLcients and the gluing conditions for the generating
operator QL of the limiting process are obtained in the case of m= n= 1 (see, Freidlin
and Wentzell, 1994, 1998; Brin and Freidlin, 2000).
Let a dynamical system of the form (1.1) be given in a bounded two-dimensional
domain G; suppose a solution of (1.1), belonging to G, exists for all t for every
initial condition in G. We suppose that the function B, deJned in the whole plane, is
continuously di erentiable. Let z be a Jrst integral of the system (1.1); i.e., ∇z ·B ≡ 0.
We assume that the function z is twice continuously di erentiable.
Let us assume that the functions ∇z and B are equal to 0 only at Jnitely many points
x01; : : : ; x0N of G, and at no point of the boundary @G, the same for both of these func-
tions, and that these points are simple zeros; i.e., the matrices ((@2z=@xi@xj)(x0k))i; j=1;2,
(@Bi=@xj(x0k))i; j=1;2 are nonsingular. The points x0k are equilibrium points of the sys-
tem (1.1). We assume also that every connected component of a level curve {x∈G :
z(x) = const} contains at most one equilibrium point. If these conditions are satisJed,
we will call system (1.1) generic.
We take as the set  the set of all connected components of the level curves
{x∈ [G] : z(x) = const}. We introduce coordinates on  in the following way.
Every level curve has only Jnitely many connected components, and all such com-
ponents for all levels are, in fact, except for a Jnite number of them, closed trajectories
of system (1.1). These closed trajectories Jll out Jnitely many domains G1; : : : ; GN .
Every closed trajectory we characterize by two coordinates (l; z), where l, 16 l6N ,
is the number of the domain Gl in which our closed trajectory lies, and z is the value
of the function z(x) on it.
If a connected component of a level curve is not a closed trajectory, and there is a
sequence of points x1; x2; : : : ; xn; : : : belonging to the same domain Gl and converging
to a point in our closed component, we take l as the Jrst coordinate of this closed
component (and as its second coordinate we take, as before, the value of the function
z(x) on this closed component). If a connected component adjoins several domains, its
Jrst coordinate may be chosen in several ways.
The points y∈ representing closed trajectories lying within the same domain Gl
form one-dimensional segments Il. The Jnitely many points representing the con-
nected components of level curves not being closed trajectories are attached to ends
of these segments, forming vertices Ok of the graph . These vertices are of three
types: those corresponding to center-type equilibrium points x0k , at which the matrix
((@2z=@xi@xj)(x0k)) (or ((@Bi=@xj)(x0k))) is positive deJnite or negative deJnite (we will
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call them exterior vertices); those corresponding to connected components containing
saddle-type equilibrium points, at which this matrix is indeJnite (interior vertices); and
those corresponding to connected components of level curves lying on the boundary
@G of the domain G (boundary vertices). We will denote the set of all boundary ver-
tices by @, and call it the boundary of . Exterior and boundary vertices are attached
each to an end of one segment of the graph , while at each interior vertex three
segments of the graph meet, and the Jrst coordinate of this vertex can be chosen in
three di erent ways (see Figs. 18 and 19 in Freidlin and Wentzell, 1998).
For a point y = (l; z) being an interior point of a segment Il of the graph , we
will be denoting by C(y) the part of the level set {x∈G : z(x) = z} lying in the
domain Gl. If Ok = (l1; zk) = (l2; zk) = (l3; zk) is an interior vertex of the graph , we
deJne C(ls; zk) as the part of the set {x∈G : z(x) = zk} lying in the closure [Gls ] of
the domain Gls , s = 1, 2, 3; the curves C(l1; zk), C(l2; zk), C(l3; zk) are di erent, and
one of them is the union of the other two (again see Figs. 18 and 19 in Freidlin and
Wentzell, 1998).
Suppose a continuous (2 × 2)-matrix function 	(x) = (	ik(x)), and a continuous
2-vector function (x) = (1(x); 2(x)), are given in the plane, so we can consider
the perturbed system (1.2); we take aij(x) =
∑2
k=1 	
i
k(x)	
j
k(x). We suppose the matrix
(aij(x)) is nondegenerate.
Now we introduce a linear operator on some domain D in the space C() of con-
tinuous functions on .
Let us introduce the averaged coeLcients: for y= (l; z) being an interior point of a
segment Il of the graph  we take
Qa(y) =
∮
C(y)
∑2
i; j=1 a
ij(x) · (@z=@xi)(@z=@xj)
|B(x)| ‘(dx)
/
T (y); (3.1)
where ‘(dx) means integration with respect to the curve length, and
T (y) =
∮
C(y)
1
|B(x)| ‘(dx) (3.2)
is the period of the closed trajectory C(y) of system (1.1); for y being an interior
point of a segment Il of ,
Qb(y) =
∮
C(y)
(x) · ∇z(x) + 12
∑2
i; j=1 a
ij(x) · @2z=@xi@xj
|B(x)| ‘(dx)
/
T (y): (3.3)
As y∈ approaches an exterior vertex Ok ∈ (corresponding to a center-type equi-
librium point x0k), the period T (y) has a Jnite positive limit Tk ; while as y approaches
an interior vertex, the period T (y) grows logarithmically. The coeLcient Qa(y) is of
order of |z − zk | as y = (l; z) approaches an exterior vertex Ok = (l; zk); if Ok is an
interior vertex, Qa(y) is of the order of C=|ln |z−zk‖, and at boundary vertices (Ok ∈ @)
it has a positive limit. The coeLcient Qb(y) has nonzero Jnite limits at exterior vertices,
it is O(1=|ln |z − zk‖) at interior ones, and it has Jnite limits at boundary vertices.
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For y = (l; z) being an interior point of a segment Il of the graph , and for every
function f(y) = f(l; z) that is twice continuously di erentiable in z, let us take
QLf(y) =
1
2
Qa(y) · d
2f(l; z)
dz2
+ Qb(y) · df(l; z)
dz
: (3.4)
Let Ok ∈ be an interior vertex; we have Ok = (lk1; zk) = (lk2; zk) = (lk3; zk). Let us
deJne
1ks =
∮
C(lks; zk )
∑2
i; j=1 a
ij(x) · (@z=@xi)(@z=@xj)
|B(x)| ‘(dx); s= 1; 2; 3; (3.5)
the integrals converge, because the vector functions ∇z(x) and B(x) have a zero of
the same order at the saddle-type equilibrium point x0k belonging to C(lks; zk). If
C(lk1; zk) = C(lk2; zk) ∪ C(lk3; zk), we have 1k1 = 1k2 + 1k3.
The domain D of the generating operator QL is described as follows: a function
f(y)=f(l; z) belongs to it if it is continuous on ; is twice continuously di erentiable
(with respect to z) on the interior parts of the segments Il; for every vertex Ok and
every segment Il of the graph adjoining it a Jnite one-sided limit limz→zk (df(l; z))=dz
exists, where zk is the second coordinate of the vertex: Ok = (l; zk); f has Jnite limits
lim
y→Ok
QLf(y) (3.6)
at all vertices Ok (three-sided limits at interior vertices, i.e., those corresponding to
connected components containing saddle-type equilibrium points); and it satisJes the
gluing conditions
3∑
s=1
(±1ks) · lim
z→zk
df(lks; z)
dz
= 0 (3.7)
at every interior vertex Ok =(lk1; zk)= (lk2; zk)= (lk3; zk), where the sign “+” is taken
if the segment Ilks consists of points y = (lks; z) with z¿ zk , and “−” if z6 zk for
(lks; z)∈ Ilks .
The function QLf(y) being the image of f∈D under QL is deJned by formula (3.4)
for y= (l; z) being an interior point of a segment Il of the graph ; as limit (3.6) for
y being a vertex Ok ; and QLf(y) = 0 for y∈ @.
If the two-dimensional system (1.1) is generic, the coeLcients in the perturbed
system (1.2) are smooth, and the matrix a(x)=	(x) ·	∗(x) is uniformly nondegenerate,
then there exists, for every y∈ [], a unique solution of the martingale problem (2.5)
with initial distribution concentrated at y (the corresponding Markov process (y(t); Py)
stops after reaching a boundary vertex because of QLf(y)=0 for y∈ @); and the weak
limit of the probability measure Px in the space of continuous functions with values
in  deJned by (2.4) is equal to PY(x). This is, in fact, the result of Freidlin and
Wentzell (1994, 1998) and Brin and Freidlin (2000).
4. Formulation of the main results
Now let G, B(x), z(x), 	(x) be as in the previous section; and let U be a bounded
r-dimensional region with a twice HSolder-continuously di erentiable boundary. We
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will be denoting points of the (r + 2)-dimensional space as x = (x; u), x = (x1; x2),
u= (u1; : : : ; ur). (We will be using boldface letters to denote things having to do with
G and , and usual letters for everything associated with G, , or U .) DeJne the
identiJcation mapping Y : [G ] →  by Y(x; u) = (Y(x); u).
Let us deJne an (r + 2)-dimensional vector Jeld depending only on the Jrst two
coordinates, and having all components except the Jrst two equal to 0: for x= (x; u),
let B(x) = B(x; u) = (B(x); 0) = (B1(x1; x2); B2(x1; x2); 0; : : : ; 0).
Suppose a HSolder-continuous (r×r)-matrix function #(u) is given in Rr . We assume
that the symmetric matrix with entries cij(u) =
∑
k #
i
k(u) · #jk(u) is positive-deJnite for
every u.
Let (x) = ((x); 4(x)) be a continuous (r + 2)-vector Jeld on Rr+2.
Let us consider, for every positive , the system of stochastic equations
dX (t) =
[
1

B(X (t)) + (X (t); U (t))
]
dt + 	(X (t)) dW (t);
dU(t) = 4(X (t); U (t)) dt + #(U(t)) dV (t);
(4.1)
where W (t) and V (t) are two-independent Wiener processes, a two-dimensional one
and an r-dimensional. Let Px be the probability measure associated with the solution
X (t) = (X (t); U (t)) of (4.1) with the initial condition X (0) = x = (x; u)∈ [G ]. Let
us denote by X ∗(t) the random function that is equal to X
(t) before the time G at
which it leaves the domain G , and to X (G ) from this time on. The pair (X ∗(t);P

x)
is a di usion process on [G ].
Just as in Section 2, we can consider the (nonMarkov) stochastic process Y (t) =
Y(X ∗(t)) with values in . Let P

x be the measure in the space of continuous functions
with values in  being the distribution of this random function, corresponding to the
initial point x∈ [G ]:
Px(A) = P

x{Y(X ∗(·))∈A}: (4.2)
Our main result is about weak convergence of Px to some probability measure in the
same space. Let us describe the limiting measure.
The direct product =× [U ] consists of Jnitely many (r + 1)-dimensional pages
corresponding to the segments Il of the graph , and these pages meet at r-dimensional
“edges” corresponding to vertices of our graph. As the boundary of  we take (@×
U ) ∪ ( × @U ).
Let us deJne the linear operator L acting on functions f (y) = f (y; u) on  that
is going to be the generating operator of a Markov process Y(t) in  (the limiting
process). We are going to do it in the same order as for the operator L in Section 3:
Jrst describing its domain D.
DeJne Jrst an operator QL0, with domain D, as the operator deJned in Section 3,
with (x) ≡ 0; its coeLcient deJned by formula (3.3) with  ≡ 0 will be denoted
as Qb0.
By deJnition, a function f (y) = f (y; u) = f (l; z; u) on =  × [U ] belongs to D if
the following conditions are satisJed:
• f is continuous;
110 M.I. Freidlin, A.D. Wentzell / Stochastic Processes and their Applications 113 (2004) 101–126
• f (y; u) is twice di erentiable in u∈U , its partial derivatives @f =@ui, @2f =@ui@uj
being continuous in (y; u), and having Jnite limits as y → y0, u → u0 for all
y0 ∈, u0 ∈ [U ];
• f has Jrst and second partial derivatives in z for y = (l; z) being interior points of
the segments Il of the graph  (so that we can apply to this function the operator
QL0 in its y argument);
• for every vertex Ok , every segment Il of the graph adjoining it, and every u0 ∈ [U ]
a Jnite limit
lim
z→zk ; u→u0
@f (l; z; u)
@z
(4.3)
exists, where zk is the second coordinate of the vertex: Ok = (l; zk);
• Jnite limits
lim
y→Ok ; u→u0
QL0f (y; u) (4.4)
exist for all vertices Ok ∈ and all u0 ∈ [U ] (the operator QL0 is applied in the Jrst
argument);
• f satisJes the gluing conditions
3∑
s=1
(±1ks) · lim
z→zk ;u→u0
@f (lks; z; u)
@z
= 0 (4.5)
for every interior vertex Ok = (lk1; zk) = (lk2; zk) = (lk3; zk).
However, mostly we will be considering a more restricted domain D0. Let us consider
the operator Lu0 deJned, for twice continuously di erentiable functions g(u), by
Lu0g(u) =
1
2
r∑
i; j=1
cij(u) · @
2g
@ui@uj
; (4.6)
as the domain of deJnition Du of this operator we take the set of all continuous
functions g in [U ] that are twice continuously di erentiable in the region U with
partial derivatives having Jnite limits at @U . The domain D0 is deJned as the set
of all linear combinations of functions f of the form f (y; u) = f(y) · g(u), where
f∈D; g∈Du.
Now let us deJne the operator L.
For y=(y; u) with the Jrst component y=(l; z) being an interior point of a segment
Il of the graph , and u∈U , let us deJne
Qb(y) = Qb(y; u)
=
∮
C(y)
(x; u) · ∇z(x) + 12
∑2
i; j=1 a
ij(x) · @2z=@xi@xj
|B(x)| ‘(dx)
/
T (y); (4.7)
Qbu(y) = Qbu(y; u) =
∮
C(y)
4(x; u)
|B(x)| ‘(dx)
/
T (y): (4.8)
The function Qbu(y; u) has a Jnite limit as y approaches a vertex Ok ∈ and u →
u0 ∈ [U ] (for interior and exterior vertices the limit is equal to 4(x0k ; u0)).
M.I. Freidlin, A.D. Wentzell / Stochastic Processes and their Applications 113 (2004) 101–126 111
As for Qb(y) = Qb(y; u) = Qb(j; z; u), we have
Qb(y; u)− Qb0(y) =
∮
C(y)
(x; u) · ∇z(x)
|B(x)| ‘(dx)
/
T (y): (4.9)
For exterior vertices Ok=(l; zk) we have Qb(l; z; u)− Qb0(l; z)=O(|z−zk |1=2) as z → zk ;
for interior vertices, it is O(|ln |z−zk‖); and for y near boundary vertices the di erence
(4.9) is bounded.
Using this and what was said in Section 3 about the properties of the coeLcients of
the operator on , we see that Qb(y; u) has Jnite limits as y approaches a vertex; let
us extend Qb(y) and Qbu(y) by continuity to the whole  × U .
Now, for a function f ∈D we deJne the function Lf (y); y∈, as follows: for
y=(y; u) with the Jrst component y=(l; z) being an interior point of a segment Il of
the graph , and u∈U , we take
Lf (y) =Lf (l; z; u)
= Qb(y) · @f
@z
+
1
2
Qa(y) · @
2f
@z2
+ Qbu(y) · ∇uf + 12
k∑
i; j=1
cij(u) · @
2f
@ui@uj
: (4.10)
The corresponding operator deJned for (y) = ((y); 4(y)) ≡ 0 will be denoted by L0.
We have
Lf (y; u)− L0f (y; u) = ( Qb(y; u)− b0(y)) · @f@z +
Qbu(y; u) · ∇uf :
For y=Ok being an interior vertex or an exterior one, and u∈U , we deJne Lf (Ok; u)
as the limit limy→Ok Lf (y; u), which exists by what was said about the properties of
the partial derivatives in the argument u, about the existence of limits (4.3), and about
the limit of di erence (4.9); Jnally, for y∈ @ we take Lf (y) = 0.
A function thus deJned is continuous in  except at the boundary, at which it has
Jnite limits.
Theorem 1. Suppose the two-dimensional system (1.1) is generic. Let the coe=cients
in system (4.1) be twice continuously di8erentiable with bounded derivatives, and let
the matrices (aij(x)) and (cij(u)) be uniformly nondegenerate.
Then there exists, for every y∈, a unique solution Py of the martingale problem
[f (y(t))]∼Py =
∫ t
0
Lf (y(s)) ds; f ∈D0
with the initial distribution concentrated at y; and (y(t);Py) is a Markov process
on .
Theorem 2. Under the conditions of Theorem 1, Py is also a solution of the martin-
gale problem
[f (y(t))]∼Py =
∫ t
0
Lf (y(s)) ds; f ∈D
with the initial distribution concentrated at y (and of course this solution is unique).
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Theorem 3. Under the conditions of Theorem 1, the probability measure Px = P

(x;u)
de>ned by (4.2) converges weakly as  → 0 to the probability measure P(Y(x); u) for
every x= (x; u)∈.
As you can see, we do not need Theorem 2 to formulate our main result, Theorem
3; Theorem 2 is given only because the domain D0 mentioned in Theorem 1 may seem
too exotic.
The next section will be about absolutely continuous change of probability measures
on the space of continuous functions with values in a space that is not necessarily
a manifold; applied to the space , these changes will help us to establish Theorem
1. The proof of Theorem 2, based on approximating functions in D with functions
belonging to D0, will be omitted. Finally, we will apply the results of Freidlin and
Wentzell (2003) to establish Theorem 3.
5. Absolutely continuous change of probability measures
Now let S be a d-dimensional open book consisting of pages Ml being pieces of
d-dimensional manifolds, and a binding E=
⋃
l @Ml. Let z
1; : : : ; zd be continuous func-
tions on S that form a local system of coordinates on every Ml.
Let measurable functions aij(y); bi(y); 16 j; k6d, be given on
⋃
l Ml= S \E, the
matrix (aij(x)) being symmetric nonnegative deJnite.
Let a linear operator A be given from D ⊂ C(S) to B(S). Suppose that all functions
f∈D are twice continuously di erentiable on the pages Ml with respect to the local
coordinates, and the Jrst derivatives are bounded. Suppose that on the pages Ml the
operator Af (y) is represented as a second-order di erential operator with di erentiation
with respect to the local coordinates zi:
Af (y) =
1
2
d∑
i; j=1
aij(y)
@2f
@zi@zj
+
d∑
i=1
bi(y)
@f
@zi
; y∈
⋃
l
Ml: (5.1)
We will assume that D is an algebra (i.e. that f,g∈D imply f · g∈D).
For f,g∈D; y∈⋃l Ml we have: A(f · g)(y) − Af (y) · g(y) − f(y) · Ag(y) =∑d
i; j=1 a
ij(y)(@f=@zi)(@g=@zj).
Assume also that the functions zi; i = 1; : : : ; d, belong to D; for y∈⋃l Ml we have
bi(y) = Azi(y); aij(y) = A(zizj)(y) − Azi(y) · zj(y) − zi(y) · Azj(y). Let us take these
formulas as the deJnition of the functions bi(y); aij(y) even for y∈E.
Now suppose that a probability measure P on C[0;∞) is a solution of the martingale
problem (2.3) (with some initial distribution). If f, g, f · g belong to D, the random
functions
M (t) =M (t; y(·)) = f(t; y(t))−
∫ t
0
Af (t; y(s)) ds;
N (t) = g(t; y(t))−
∫ t
0
Ag(t; y(s)) ds
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are martingales with respect to the probability measure P, and
d〈M;N 〉P (t) = (A(f · g)− Af · g− f · Ag)(y(t)) dt
(formula (2.2) is applied). Applying this to the functions zi; zj, we get that the random
functions
mi(t) = zi(y(t))−
∫ t
0
bi(y(s)) ds
are square-integrable martingales with
d〈mi; mj〉P(t) = aij(y(t)) dt:
Suppose e(x) = (e1(x); : : : ; ed(x)) is a measurable function on S such that e(x) = 0
on E, and that for i = 1; : : : ; d the functions aii(y) · ei(y)2 are bounded by a constant
C. Then the stochastic integrals
∫ t
0 ei(y(s)) dm
i(s); 06 t ¡∞, are deJned.
Let us introduce the random function
:[0; t] = exp
{
d∑
i=1
∫ t
0
ei(y(s)) dmi(s)
−1
2
∫ t
0
d∑
i; j=1
aij(y(s)) · ei(y(s))ej(y(s)) ds
}
(5.2)
(the versions of the stochastic integrals are taken so that they are continuous in t with
probability 1).
Proposition 5.1. The random function :[0; t] is a martingale with respect to the prob-
ability measure P.
Proof. By the Itoˆ formula for continuous square-integrable martingales (see Meyer,
1976),
d:[0; t] = :[0; t] ·
d∑
i=1
ei(y(t)) dmi(t): (5.3)
So :[0; t] is a local martingale; i.e., there exists a nondecreasing sequence {Tn} of
stopping times, limn→∞ Tn =∞ almost surely, such that :[0; t ∧ Tn] is a martingale.
Let us consider also the random function deJned by (5.2) with 2e(y) instead of
e(y):
:2[0; t] = exp
{
2
d∑
i=1
∫ t
0
ei(y(s)) dmi(s)
−2
∫ t
0
d∑
i; j=1
aij(y(s)) · ei(y(s))ej(y(s)) ds
}
(5.4)
is also a local martingale, and :2[0; t ∧ T ′n], for every n, is a martingale, where
limn→∞ T ′n=∞. Take T ′′n =Tn ∧T ′n; :[0; t ∧T ′′n ] and :2[0; t ∧T ′′n ] are martingales, and
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E:[0; t ∧ T ′′n ] = E:2[0; t ∧ T ′′n ] = 1. To deduce from :[0; t] = limn→∞ :[0; t ∧ T ′′n ] that
:[0; t] is a martingale, it is enough to prove that the random variables :[0; t ∧ T ′′n ], for
t changing in every Jnite interval and for n=1; 2; : : : ; are uniformly integrable; and for
this, it is enough to check that the expectations E:[0; t ∧ T ′′n ]2 are bounded by some
constant that does not depend on n. We have
E(:[0; t ∧ T ′′n ]2)
=E

:2[0; t ∧ T ′′n ] · exp


∫ t∧T ′′n
0
d∑
i; j=1
aij(y(s)) · ei(y(s))ej(y(s)) ds




6 ed
2Ct · E:2[0; t ∧ T ′′n ] = ed
2Ct : (5.5)
Let us introduce a new probability measure Pˆ as follows. For B∈F[0; t]; t ∈ [0;∞),
we take
Pˆ(B) = E(B; :[0; t]): (5.6)
The same set B belongs to many di erent 	-algebras F[0; t]; but if we use formula (5.5)
with t= t0 and with t= t1¿t0, we get the same result, because :[0; t] is a martingale:
E(B; :[0; t1]) = E(B; E(:[0; t1]|F[0; t0])) = E(B; :[0; t0]):
So a nonnegative set function is deJned on the algebra
⋃
06t¡∞F[0; t]. It is clearly
Jnitely additive on this algebra. And now we use the following simple result:
Proposition 5.2. Suppose that P is a nonnegative >nite set function on the algebra⋃
tF[0; t] such that for every t its restriction to the algebra F[0; t] is a measure.
Then P is a measure on
⋃
tF[0; t] (and so it can be extended as such to F[0;∞) =
	(
⋃
tF[0; t])).
This is just a version of Kolmogorov’s theorem about Jnite-dimensional distributions;
the crucial (though trivial) fact for its proof is that if we have a sequence of continuous
functions xn(t) deJned on larger and larger intervals [0; tn], tn → ∞, and the values
of any two of these functions coincide on the smaller of their intervals of deJnition,
then there exists a continuous function x∗(t) deJned on [0;∞) such that xn(t) = x∗(t)
for t ∈ [0; tn].
Proposition 5.3. Suppose the functions aii(y) · ei(y)2;
∑d
j=1 a
ij(y) · ej(y); 16 i6d,
are bounded.
Then the probability measures Pˆ is a solution of the martingale problem associated
with the operator Aˆ de>ned on the same domain D by
Aˆf(y) = Af (y) +
d∑
i; j=1
aij(y) · ej(y) · @f@zi (5.7)
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(the functions aij(y) and the partial derivative @f=@zi make no sense at the binding;
since ej(y) = 0 for y∈E, we take the product aij(y) · ej(y) · @f=@zi to be equal to 0
for y belonging to the building).
Proof. Note that for f∈D the function Aˆf(y) is bounded. Consider the random func-
tion
Mˆ (t) =f(y(t))−
∫ t
0
Aˆf(y(s)) ds
=M (t)−
∫ t
0
d∑
i; j=1
aij(y(s)) · ej(y(s)) @f@zi (y(s)) ds;
where M (t) is deJned by (5.1). The compensator of this random function with respect
to the probability measure P is equal to
−
∫ t
0
d∑
i; j=1
aij(y(s)) · ej(y(s))@f@zi (y(s)) ds:
What we have to prove is that the random function Mˆ (t) is a martingale with respect
to Pˆ.
We have, 〈M;mi〉P(t)=
∫ t
0 h
i(y(s)) ds, where the function hi(y) is equal to∑d
j=1 a
ij(y)@f=@zj for y∈⋃l Ml. Because :[0; t] = ∑di=1 ∫ t0 :[0; s]ei(y(s)) dmi(s)
(formula (5.3)), we have
〈Mˆ (t); :[0; t]〉P = 〈M (t); :[0; t]〉P =
∫ t
0
:[0; s]
d∑
i=1
ei(y(s)) · hi(y(s)) ds:
The function ei(y)= 0 on S\
⋃
l Ml, so we can replace h
i(y(s)) with
∑d
j=1 a
ij(y)@f=@zj.
By formula (1.2) we have
d[:[0; t] · Mˆ (t)]∼P = d〈Mˆ (t); :[0; t]〉P + :[0; t] d[Mˆ (t)]∼P + Mˆ (t)d[:[0; t]]∼P
=−
d∑
i; j=1
aij(y(t)) · ej(y(t)) @f@zi (y(t)) dt
+
d∑
i; j=1
aij(y(t)) · ei(y(t)) @f@zj (y(t)) dt = 0;
i.e., :[0; t]·Mˆ (t); 06 t ¡∞, is a local martingale. Since the random variables Mˆ (t) are
uniformly bounded as t changes in every Jnite interval, and :[0; t] uniformly integrable
with respect to P, the random function :[0; t] · Mˆ (t); 06 t ¡∞, is a martingale. This
means that for every 06 t0¡t1¡∞ and every event B∈F[0; t0]
E(B; :[0; t1] · Mˆ (t1)) = E(B; :[0; t0] · Mˆ (t0)):
Taking into account (5.6), we get Eˆ(B; Mˆ (t1))=Eˆ(B; Mˆ (t0)) for every B∈F[0; t0]; which
means that the random function Mˆ (t) is a martingale with respect to the probability
measure Pˆ.
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Note that the operator Aˆ is given by the same formula (5.1) for y∈⋃l Ml, with
bˆi(y) = bi(y) +
∑d
j=1 a
ij(y) · ej(y) in lieu of bi(y).
6. Existence and uniqueness
For the operator QL introduced in Section 3, making use of the Hille–Yosida theorem
we prove that there exists a semigroup Pt; t¿ 0, of nonnegative linear operators on
C(), ‖Pt‖6 1; Pt1 ≡ 1, with the inJnitesimal operator being the restriction of QL
to the domain D0 consisting of functions f∈D such that limy→Ok QLf(y) = 0 for all
boundary vertices Ok (this smaller domain, in contrast with D, depends not only on
the general structure of system (1.1) and on the Jrst integral z(x), but on the concrete
coeLcients of the perturbed equation (1.2)). A family Py of probability measures
on C([0;∞); ) associated with this semigroup is a solution of the corresponding
martingale problem (this statement was given, with about the same amount of proof, in
Freidlin and Wentzell (1993, 1994, 1998); and the solution with the initial distribution
concentrated at a point y is unique by Proposition 2.2 with  = D0.
We will denote by 0 QPt , 0Py the semigroup and the family of probability measures
on C() corresponding to the operator QL0 deJned in Section 4 (with (x) ≡ 0).
As for the operator Lu0 deJned by formula (4.6), there exists, for every u∈ [U ],
a solution 0Qu of the corresponding martingale problem with the initial distribution
concentrated at u. This solution can be found as follows: We take the solution U (t)
of the stochastic equation dU (t) = #(U (t)) dV (t) (where V (t) is an r-dimensional
Wiener process); let 0Qu be the probability corresponding to the solution with the ini-
tial condition U (0)= u. We stop the stochastic process U (t) at the time at which
it Jrst leaves the region U : U∗(t) = U (t ∧ #U ). For a continuous, twice continu-
ously di erentiable function g whose partial derivatives have limits at @U , the ran-
dom function g(U∗(t)) −
∫ t
0 Lu0g(U∗(s)) ds is, by Itoˆ’s formula, a stochastic integral,
and it is a martingale with respect to the probability 0Qu. Now we take as 0Qu the
C([0;∞); [U ])-distribution of this stopped process: 0Qu(B) = 0Qu{U∗(·)∈B}.
We will be denoting the corresponding semigroup of operators with 0Qt .
The solution 0Qu of the martingale problem corresponding to Lu0 with initial dis-
tribution concentrated at u is unique. This follows from the fact that there exists a
smooth solution of the parabolic equation @C(t; u)=@t = L0uC(t; u) with an initial condi-
tion v(0; u)=v0(u) and boundary condition v(t; u)= v0(u) for u∈ @U , where v0 is twice
HSolder-continuously di erentiable with Lu0v0(u) = 0; u∈ @U (see, Friedman (1964),
Theorem 7 of Chapter 3. The set of all such functions is dense in C[U ]; we take it
as the set  u, and use Proposition 2.2).
So, being able to solve ordinary di erential equations on the graph , and partial
di erential equations in the domain U , we can prove the existence and uniqueness of
solutions of the corresponding martingale problems. But we do not know how to solve
the di erential equation @C(t; y)=@t = LC(t; y) (because it is not a classical initial and
boundary-value problem, but involves gluing conditions), and cannot use it to prove
existence and uniqueness of the solution for the martingale problem associated with
the operator L.
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We will circumvent this diLculty using absolutely continuous changes of measures.
Let us introduce the operator L0 deJned as mentioned in Section 4, with (x) and
4(x) being identically 0. A solution 0Py = 0P(y;u) of the corresponding martingale
problem with initial distribution concentrated at y can be found as follows. We take
the direct product 0Py × 0Qu of the solutions of the martingale problems associated
with the operators QL0 and Lu0; this probability measure is the solution of the martingale
problem associated with the operator QL0 + Lu0 (this operator is applied to functions of
(y; u), the Jrst summand being applied in y, and the second operator in the variable u).
With respect to this probability measure, the stochastic process y(t)=(y(t); u(t)) is just
what we need before the time  of reaching the boundary @=(@× [U ])∪(×@U )
of our open book; if y(t) reaches the boundary @ of the graph  before u(t) reaches
@U , the Jrst coordinate stops, while u(t) keeps on moving—and if u(t) reaches the
boundary of U Jrst, the second coordinate stops. We stop the stochastic process at
time :y∗ = y(t) for t ¡ , y∗(t) = y(); and take as a 0Py its distribution with
respect to the probability measure 0Py × 0Qu:
0Py(A) = ( 0Py × 0Qu){y(·): y∗(·)∈A}:
It is easy to see that the probability measures 0Py solves the martingale problem
associated with L0 (with D0 as its domain).
Now let us prove that the solution of this martingale problem with initial distribution
concentrated at (y; u) is unique.
Suppose 1Py is a di erent solution of the same martingale problem with the initial
distribution concentrated at the point y.
The stochastic process y(t), almost surely with respect to the probability measure
iPy; i=0; 1, stops at the time  of reaching the boundary @=(@× [U ])∪(×@U ).
Let us change this stochastic process after this time; if y(t) reaches @ × [U ] before
×@U , we continue it after the time  as the process whose Jrst component remains
equal to y(), while its second component is the di usion with generating operator
Lu0, starting at u(), and stopping on reaching the boundary @U ; and if y(t) reaches
 × @U Jrst, we continue our process with one whose second component remains
constant, and the Jrst component is the Markov process on  with generator QL0. It
is easy to prove that the C([0;∞);)-distribution 0P∗y of this continued process is a
solution of the martingale problem corresponding to the operator QL0 + Lu0.
It is clear that if 1Py = 0Py, then also 1P∗y = 0P
∗
y .
Let 0P
t
be the semigroup of operators corresponding to the Markov process ((y(t);
u(t)); 0Py × 0Qu)). This semigroup satisJes the conditions of Proposition 2.2: as the
set ( we take the set of all functions of the form f (y; u) = f(y) · g(u), where
f∈ ; g∈ u;  and  u having been introduced above. We have, for such f ;
0P
t
f (y; u) = 0 QPtf(y) · 0Qtg(u), and this function is continuous in t, together with
the function L0 0P
t
f (y; u) = QL0 0 QPtf(y) · 0Qtg(u) + 0 QPtf(y) · Lu0 0Qtg(u).
So by Proposition 2.2, we have 1P
∗
y = 0P
∗
y = 0Py× 0Qu—which contradicts to what
we assumed about 1Py = 0Py.
The operator L introduced in Section 4 (in particular, the operator L0), both with
D0 and with D as its domain, satisJes the conditions of Proposition 5.3: the domain
118 M.I. Freidlin, A.D. Wentzell / Stochastic Processes and their Applications 113 (2004) 101–126
is an algebra (the least obvious part being that if f1; f2 satisfy the gluing conditions
(4.5), then f1 · f2 satisJes the same conditions). However, for convenience’s sake, we
will rather apply some modiJcation of this proposition.
As the coordinate functions z1; : : : ; zd we will take z, u1; : : : ; ur; it is clear that
u1; : : : ; ur ∈D0, and z also belongs D0 because of the equality 1k1 = 1k2 + 1k3 (see
Section 3) and the choice of the signs ± in (3.7) and (4.5).
Proposition 6.1. Let h(y) = (h1(y); : : : ; hr(y)) be a bounded measurable function on
, and e(y) = e(y; u) a measurable function (not necessarily bounded) such that
e(Ok; u)=0 for every vertex Ok ∈, and the functions Qa(y) ·e(y; u) and Qa(y) ·e(y; u)2
are bounded. Let C[0;∞) be the space of continuous functions y(t) = (y(t); u(t)) =
(y(t); u1(t); : : : ; ur(t)); 06 t ¡∞; y(t)∈; u(t)∈ [U ]. Let us introduce the random
functions
m(t) = z(y(t))−
∫ t
0
Qb(y(s)) ds; ni(t) = ui(t)−
∫ t
0
Qbiu(y(s)) ds: (6.1)
Suppose P is a solution of the martingale problem associated with the operator QL
with domain D0 or D.
Then the random function (6.1) are square-integrable martingales with respect to
P, and stochastic integrals
∫ t
0 e(y(t)) dm(s) and
∫ t
0 hi(y(t)) dn
i(s) are de>ned. Take
:[0; t] = exp


∫ t
0
e(y(s)) dm(s) +
r∑
i=1
∫ t
0
hi(y(s)) dni(s)
−1
2
∫ t
0

 Qa(y(s))e(y(s))2 + r∑
i; j=1
cij(u(s)) hi(y(s))hj(y(s))

 ds

 ; (6.2)
and de>ne the probability measure Pˆ by formula (5.6) on the algebra
⋃
06t¡∞ F[0; t]
and by extension on the whole F[0;∞).
Then Pˆ is a solution of the martingale problem corresponding to the linear operator
Lˆ de>ned the same way as L, with the same coe=cients Qa(y) and cij(u), with Qˆb(y)=
Qb(y) + Qa(y) · e(y) instead of Qb(y), Qˆbiu(y) = Qbiu(y) +
∑r
j=1 c
ij(u)hj(y) instead of Qbiu(y),
and the same domain D0 or D.
The only reason why the unmodiJed Proposition 5.3 cannot be applied here is that
h(y)=h(y; u) is not necessarily equal to 0 for y=Ok ; but the proof can be reproduced
in this situation without any change.
Let us apply Proposition 6.1 to the operator QL0, P = 0Py, e(y) = Qa(y)−1 · ( Qb(y) −
Qb0(y)), and hi(y)=
∑r
j=1 cij(u) · Qbju(y), where (cij(u)) is the inverse matrix for (cij(u)).
According to what was said about the properties of Qa(y) in Section 3 and about those
of Qb(y)− Qb0(y) and Qbu(y) in Section 4, the coeLcients hi(y) are bounded everywhere in
X×U , while e(y)= e(y; u) is bounded everywhere except as y approaches an exterior
vertex Ok , where e(l; z; u)=O(|z− zk |−1=2). But the functions Qa(y) ·e(y)= Qb(y)− Qb0(y)
and Qa(y) · e(y)2 are bounded; so Proposition 6.1 can be applied, resulting in that the
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probability measure Pˆ = 0Pˆy deJned by 0Pˆy(B) = 0Ey(B; :[0; t]) for B∈F[0; t] is the
solution of the martingale problem associated with the operator L (and of course the
initial distribution corresponding to this probability measure is concentrated at the same
point y).
Now to uniqueness.
Suppose 1Py, 2Py are two di erent solutions of the martingale problem corresponding
to the operator L, both with the initial distribution concentrated at y. Applying Propo-
sition 6.1 with e(y) =− Qa(y)−1 · ( Qb(y)− Qb0(y)), hi(y) =−
∑r
j=1 cij(u) · Qbju(y), we get
two probability measures sPˆy, s=1; 2, deJned by sPˆy(B)= sEy(B; :[0; t]) for B∈F[0; t];
these measures are both solutions of the martingale problem corresponding to the op-
erator L0, with initial distribution concentrated at y. By the uniqueness result for L0,
we have 1Pˆy = 2Pˆy (=0Py); so 1Py(B) = 1Eˆy(B; :[0; t]−1) = 2Eˆy(B; :[0; t]−1) = 2Py(B)
for B∈F[0; t]—and the measures 1Py, 2Py coincide.
Together, existence and uniqueness mean that there is a unique Markov process on
 corresponding to the operator L.
7. Proof of Theorem 3
The tightness of the family of measures {Px; ¿ 0} can be proved using the fact
that the z-coordinate of the process X (t) satisJes the stochastic equation:
dz(X (t)) =

∇z(X (t)) · (X (t)) + 1
2
2∑
i; j=1
@2z
@xi@xj
· aij(X (t))

 dt
+
2∑
i; j=1
@z
@xi
· 	ij(X (t)) dWj(t)
(Itoˆ’s formula is applied), and the second equation in (4.1).
After uniqueness is established, we have to check (2.6), which, in our case, is written
all in boldface letters: for &¿ 0, f ∈D0, and x0 ∈G
lim
→0
Ex0
[
e−&G f (Y(X (G )))− f (Y(x0))
+
∫ G
0
e−&t[&f (Y(X (t)))− Lf (Y(X (t)))] dt
]
= 0: (7.1)
It is clear that it is enough to prove (7.1) only for functions f (y)=f (y; u)=f(y)·g(u),
f∈D, g∈Du. Let us denote A(t) = e−&t[&f (Y(X (t)))− Lf (Y(X (t)))].
The proof follows, with some modiJcations, that of Theorem 8.2.2 in Freidlin and
Wentzell (1998). We have to prove that for every positive 4, for suLciently small 
the expectation in (7.1) is less than 4 in absolute value. For this, a construction is used
depending on two parameters,  and ′.
For an interior or an exterior vertex Ok ∈X (not for boundary vertices) and a small
positive , we denote by Dk(±) the connected component of the set {x : |z(x) −
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z(Ok)|¡} containing Y−1(Ok). For small positive  and ′¡ we introduce stop-
ping times #06 	16 #16 	26 · · · by #0 = 0,
	n =min
{
t¿ #n−1 :X (t) ∈
⋃
k
Dk(±)
}
;
#n =min
{
t¿ 	n :X (t)∈
⋃
k
@Dk(±′) ∪ @G
}
:
The random variable under the expectation sign in (7.1) can be represented as∑
#i¡G
[
e−&(	i+1∧G )f (X (	i+1 ∧ G ))− e−&#i f (X (#i)) +
∫ 	i+1∧G
#i
A(t) dt
]
+
∑
	i¡G
[
e−&(#i∧G )f (X (#i ∧ G ))− e−&	i f (X (	i)) +
∫ #i∧G
	i
A(t) dt
]
; (7.2)
with the integrand in both integrals the same as in (7.1).
Introduce the function
1(x) = E

x
[
e−&#1f (Y(X (#1 ∧ G )))− f (Y(x)) +
∫ #1∧G
0
A(t) dt
]
;
x∈G ∖(⋃k Dk(±)× U ) .
If the process X (t) starts within this set, then, up to the time #1 ∧ G of its leaving
x∈G ∖(⋃k Dk(±′)× U ) , its Jrst coordinate X (t) remains within the same subdo-
main Gl ⊆ G Jlled with closed trajectories of the dynamical system. In each subdomain
Gl, we can introduce new coordinates, taking as the Jrst one the Jrst integral z(x),
and the second one, ’(x), taking values in a circle of unit length, so that in these new
coordinates, with the coordinates u added, the dynamical system X˙(t) = B(X(t)) is
written as
’˙(t) = !(Z(t));
Z˙(t) = U˙ (t) = 0:
To the corresponding perturbed process (Z(t); ’(t); U (t)) we can apply the results
of Freidlin and Wentzell (1998), and get that 1(x) → 0 uniformly in x = (x; u),
x∈Gl
∖⋃
k Dk(±′) , u∈ [U ],—and, since we have only Jnitely many subdomains Gl,
uniformly in x∈ [G]∖⋃k Dk(±′) , u∈ [U ].
Using the strong Markov property, we can rewrite the Px0 -expectation of the second
sum in (7.2) as
Ex0
∑
	i¡G
e−&	i1(X
(	i)): (7.3)
The arguments X (	i) here belong to
⋃
k @Dk(±′)×U ⊂ ([G]
∖⋃
k Dk(±′)) × [U ],
so the values of 1 go uniformly to 0 as  → 0. This, together with the fact that
Ex0
∑
	i¡G
e−&	i does not grow as  → 0 (which is proved the same way as in
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Freidlin and Wentzell (1998, Section 8.3)), proves that the Ex0 -expectation of the
second sum in (7.2) converges to 0 as  → 0; so for every choice of  and ′,
0¡′¡, this expectation is less than 4=10 in absolute value for suLciently small .
We are going to prove that the expectation of the Jrst sum in (7.2) can be made
arbitrarily small by choosing the appropriate , ′.
To handle the Jrst sum in (7.2), we extend the deJnition of the function g(u)
in f (x) = f(x) · g(u) to u belonging to the whole space Rr . We assume that the
extended function g(u) is bounded together with its Jrst and second partial derivatives.
Remember also that we supposed the coeLcients of system (4.1) to be deJned also
outside our region [G ] (assume that they are bounded and as regular in the whole
space as in [G ]); so the solution of this system is deJned even after the time G .
Then we can rewrite the Jrst sum in (7.2) as
∑
#i¡G
[
e−&	i+1 f (X (	i+1))− e−&#i f (X (#i)) +
∫ 	i+1
#i
A(t) dt
]
−
[
e−&	A+1 f (X (	A+1))− e−&G f (X (G )) +
∫ 	A+1
G
A(t) dt
]
; (7.4)
where the last summand is subtracted only if the exit time G falls between some
#i = #A and the next stopping time 	i = 	A.
Let us introduce the function of x= (x; u):
2(x) = E

x
[
e−&	1f (Y(X (	1)))− f (Y(x)) +
∫ 	1
0
A(t) dt
]
: (7.5)
This function is di erent from 0 only for x∈⋃k Dk(±).
Using the strong Markov property, we can rewrite the Ex0 -expectation of (7.4) as
Ex0
∑
#i¡G
e−&#i2(X
(#i))− Ex0
(⋃
i
{#i ¡ G ¡	i+1}; e−&G 2(X (G ))
)
: (7.6)
Note that in all summands in the Jrst sum except for that with i = 0 the argument at
which the function 2 is taken has its x-coordinate belonging to
⋃
k @Dk(
′).
So we need to estimate 2(x). We are going to get some estimate for x = (x; u),
x∈⋃k Dk(±), and a sharper one for x∈ @Dk(′) in the case that the vertex Ok is an
interior one (corresponding to a level curve containing a saddle point).
First of all, since the function &f − Lf is bounded, the expectation of the integral
does not exceed C1 · Ex	1, where C1 is some constant.
As for the di erence e−&	1f (Y(X (	1)))− f (Y(x)), we can represent it as
f(Y(x)) · [e−&	1g(U(	1))− g(u)] + g(u) · [f(Y(X (	1)))− f(Y(x))]
+ [e−&	1g(U(	1))− g(u)] · [f(Y(X (	1)))− f(Y(x))]: (7.7)
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Let us write Itoˆ’s formula:
d[e−&tg(U(t))] = e−&t ·

−&g(U(t)) +
r∑
i=1
@g
@ui
(U(t)) · 4i(X (t))
+
1
2
r∑
i; j=1
@2g
@ui@uj
(U(t)) · cij(U(t))

 dt
+e−&t
r∑
i; k=1
@g
@ui
(U(t)) · #ik(U(t)) dV k(t);
which means that, for U(0) = u,
e−&	1g(U(	1))− g(u) =
∫ 	1
0
M (t) dt +
∫ 	1
0
r∑
k=1
Nk(t) dV k(t);
where
M (t) = e−&t ·

−&g(U(t)) +
r∑
i=1
@g
@ui
(U(t)) · 4i(X (t))
+
1
2
r∑
i; j=1
@2g
@ui@uj
(U(t)) · cij(U(t))

 ;
Nk(t) = e−&t
k∑
i=1
@g
@ui
(U(t)) · #ik(U(t)):
The expressions M (t), Nk(t) are bounded, the expectation of the stochastic integral is
equal to 0, so the expectation of the Jrst summand in (7.7) is not greater than some
constant times C2 · Ex	1 (just as the expectation of the integral in (7.5)).
In the third summand the di erence f(Y(X (	1))) − f(Y(x)) does not exceed
in absolute value C3 · , where C3 is some constant (since for f belonging to D
the derivative of f(y) = f(j; z) with respect to z is bounded). The expectation of
|e−&	1g(U(	1))− g(u)| is estimated using the fact that
Ex|e−&	1g(U(	1))− g(u)|6 [Ex[e−&	1g(U(	1))− g(u)]2]1=2:
Writing Itoˆ’s formula for d[e−&tg(U(t))− g(u)]2, we Jnd that the expectation of the
square is not greater than C4 · Ex	1.
So the expectation of the third summand in (7.7) is not greater than C5 · ·(Ex	1)1=2,
and we have:
|2(x)|6 (C1 + C2) · Ex	1 + C5 ·  · (Ex	1)1=2
+ 2‖g‖ · |Ex[f(Y(X (	1)))− f(Y(x))]|: (7.8)
The last expectation is not greater than C3 ·; but for x=(x; u), x∈ @Dk(±′), where
Ok is an interior vertex, we can Jnd a sharper estimate.
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To get this estimate, and also an estimate for Ex	1, we are going to use absolute
continuity with respect to one another of function-space distributions of di usions with
the same di usion coeLcients and di erent drifts (Girsanov’s formula).
Let us denote by 0Px, 0E

x the probability measure and the expectation corresponding
to the di usion process X 0(t) with (x) ≡ 0 and the same di usion coeLcients aij(x),
cij(u). For every random variable * that is measurable with respect to the 	-algebra
generated by X (t), 06 t6 	1, we have
Ex*= 0E

x

exp


∫ 	1
0

 2∑
i=1
pi(X 0(t)) dW
i
0(t) +
r∑
j=1
qj(X 0(t)) dV
j
0 (t)
+
1
2

 2∑
i=1
pi(X 0(t))
2 +
r∑
j=1
qj(X 0(t))
2

 dt



 · *

 ;
here pi(x), qj(x) are some bounded functions, Wi0(t), V
j
0 (t) are independent Wiener
processes with respect to the probability 0Px, and 	1, * denote the corresponding
random variables for the process X 0(t).
Representing exp{: : :} as (exp{: : :} − 1) + 1, and using the Schwarz inequality, we
get:
|Ex*|6 |0Ex*|+ [0Ex(exp{: : :})2 − 1]1=2 · [0Ex*2]1=2: (7.9)
We have
0Ex(exp{: : :})2
= 0Ex exp


∫ 	1
0

 2∑
i=1
2pi(X (t)) dWi0(t) +
r∑
j=1
2qj(X (t)) dV
j
0 (t)
−

 2∑
i=1
pi(X 0(t))
2 +
r∑
j=1
qj(X 0(t))
2

 dt




6 0Ex

exp


∫ 	1
0

 2∑
i=1
2pi(X (t)) dWi0(t) +
r∑
j=1
2qj(X (t)) dV
j
0 (t)
− 4

 2∑
i=1
pi(X 0(t))
2 +
r∑
j=1
qj(X 0(t))
2

 dt



 · exp{3(‖p‖2 + ‖q‖2)	1}


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6

0Ex exp


∫ 	1
0

 2∑
i=1
4pi(X (t)) dWi0(t) +
r∑
j=1
4qj(X (t)) dV
j
0 (t)
− 8

 2∑
i=1
pi(X 0(t))
2 +
r∑
j=1
qj(X 0(t))
2

 dt






1=2
×[0Ex exp{6(‖p‖2 + ‖q‖2)	1}]1=2:
The Jrst expectation under the square root is equal to 1 (or, which is a little easier
to check, 6 1).
For an arbitrary Markov process, if # is the time at which it leaves a region, and
Ex#6 a¡ 1=c for all x, we have: Exec#6 1+cEx#=(1−ca). So if 0Ex	16 1=C6 for all
x, where C6 =12(‖p‖2 +‖q‖2), we have: 0Ex exp{6(‖p‖2 +‖q‖2)	1}6 1+C6 · 0Ex	1.
So estimate (7.9) becomes
|Ex*|6 |0Ex*|+ (C6 · 0Ex	1)1=2 · [0Ex*2]1=2; (7.10)
holding if supx 0E

x	16 1=C6. In particular, for * = 	1, x = (x; u), x∈Dk(±) we
have: 0Ex	
2
16 2(supx∈Dk (±) 0E

x	1)
2, and Ex	16 0E

x	1+C7 ·(supx∈Dk (±) 0Ex	1)3=26
2 supx∈Dk (±) 0E

x	1 if this supremum is suLciently small.
The components X (t) and U(t) of the process X (t) are independent with respect
to the probability 0Px, and each of these components is a di usion process. The Jrst
component is just such a two-dimensional process depending on the parameter  as
was considered in Freidlin and Wentzell (1994, 1998) and Brin and Freidlin (2000)
(and the second component does not, in fact, depend on ). Let us denote by 0Px the
probabilities associated with the process X (t) taken separately; 0Ex will be used for
the corresponding expectations.
First of all (see Lemmas 3.4 and 3.5 in Freidlin and Wentzell, 1998), for every
positive – there exists a positive 0 such that for 0¡6 0 we have
0Ex	1¡ – (7.11)
for all suLciently small  and for x belonging to Dk(±) if Ok is an exterior vertex
(one corresponding to a local extremum of the Jrst integral), and
0Ex	1¡ – ·  (7.12)
if Ok is an interior vertex—corresponding to a level curve containing a saddle point. (It
is true that the results in Freidlin and Wentzell (1998) are formulated for 0Ex[1−e−&	1 ]
rather than for 0Ex	1; but we can use the inequality that holds for the time at which
an arbitrary Markov process leaves a region: supx 0E

x	16 (2=&(1− e−1)) · supx 0Ex[1−
e−&	1 ], if supx 0E

x[1− e−&	1 ]6 1− e−1.)
The estimates (7.11) and (7.12) yield, together with (7.10): Ex	16 2– if x=(x; u),
x∈Dk(±) if Ok is an exterior vertex, and Ex	16 2– ·  if Ok is an interior vertex,
if – and  are chosen small enough.
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So for x in
⋃
k Dk(±) (7.8) becomes
|2(x)|6 2(C1 + C2) · –+ C5 ·  · –1=2 + 2C3 · ‖g‖ ·  (7.13)
(assuming ¡ 1).
Now let Ok be an interior vertex, and we are considering the points x belong-
ing to @Dk(±′). Let D be the supremum of the absolute value of the expectation
0Ex[f(Y(X
(	1)))−f(Y(x))] over all x∈ @Dk(±′) and all interior vertices Ok . Then
we can write, for all x∈ @Dk(±′) and all interior vertices Ok :
|2(x)|6 2(C1 + C2) · –+ C5 · 3=2 · –1=2
+ 2‖g‖ · D+ 23=2C6 · C3‖g‖ · 3=2 · –1=2: (7.14)
It is shown in Freidlin and Wentzell (1998) that, for f satisfying the gluing condition
at Ok , for every suLciently small ¿ 0, the supremum D can be made arbitrarily small
by choosing ′ ∈ (0; ) and  small enough.
So we know how to estimate the terms with 2 in (7.6). Now we no longer need
0Ex-expectations, and we return to E

x.
As for the expected number of summands (discounted by multiplying by e−&	1 ), it
is proved, the same way as in Freidlin and Wentzell (1998), that
Ex0
∑
	i¡G
e−&	1 ¡C8 · −1
for all suLciently small  and .
An exterior vertex Ok is inaccessible from other points for the di usion process
on the graph X being the limiting one for the process Y(X ∗(t)). Using this fact, one
can prove, along the lines of Freidlin and Wentzell (1998), that, for every ¿ 0,
the expectation Ex0
∑
i¿1;	i¡G ;X (	i)∈@Dk (±′) e
−&	1 can be made arbitrarily small by
choosing ′ and  small enough; say, less than 1=M , where M is the number of
exterior vertices.
Taking into account both interior and exterior vertices, and also the Jrst and the last
summand in (7.6), we see that expectation (7.6) does not exceed in absolute value(
2 +M · 1
M
)
· [(C1 + C2) · –+ C5 ·  · –1=2 + 2C3 · ‖g‖ · ]
+C8 · −1 · [(C1 + C2) · –+ C5 · 3=2 · –1=2
+ 2‖g‖ · D+ 23=2C6 · C3‖g‖ · 3=2 · –1=2]:
Now we choose a positive – so that 3[(C1+C2)·–+C5 ·–1=2]+C8[(C1+C2)·–+(C5+
23=2C6 · C3) · –1=2]¡4=4; then a positive 0¡ 1 so that for 0¡6 0 the inequality
(7.11) holds for all exterior vertices, and (7.12) for interior vertices for suLciently
small ; then we choose a positive 16 0 so that 6C3·‖g‖·1¡4=4; and Jnally, choose
a positive 6 1 and then ′ ∈ (0; ) so that Ex0
∑
i¿1;	i¡G ;X (	i)∈@Dk (±′) e
−&	1 ¡ 1=M ,
and at the same time D, being the supremum of the absolute value of the expectation
0Ex[f(Y(X
(	1))) − f(Y(x))] over all x∈ @Dk(±′) and all interior vertices Ok , is
such that 2C8‖g‖ · −1 · D¡4=4.
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We get that the expectation in (7.1) is smaller than 4 in absolute value for suLciently
small ; this proves Theorem 3.
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