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Abstract
Semitoric systems are a type of four-dimensional integrable system for which one of
the integrals generates a global S1-action; these systems were classified by Pelayo and
Vu˜ Ngo.c in terms of five symplectic invariants. We introduce and study semitoric fam-
ilies, which are one-parameter families of integrable systems with a fixed S1-action that
are semitoric for all but finitely many values of the parameter, with the goal of devel-
oping a strategy to find a semitoric system associated to a given partial list of semitoric
invariants. We also enumerate the possible behaviors of such families at the parame-
ter values for which they are not semitoric, providing examples illustrating nearly all
possible behaviors, which describes the possible limits of semitoric systems with a fixed
S1-action. Furthermore, we introduce natural notions of blowup and blowdown in this
context, investigate how semitoric families behave under these operations, and use this
to prove that each Hirzebruch surface admits a semitoric family with certain desirable
invariants; these families are related to the semitoric minimal model program. Finally,
we give several explicit semitoric families on the first and second Hirzebruch surfaces
showcasing various possible behaviors of such families which include new semitoric sys-
tems that, to our knowledge, are the first explicit systems verified to be semitoric on a
compact manifold other than S2 × S2.
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1 Introduction
1.1 Motivation
Semitoric systems form a special class of integrable systems in dimension four for which one
of the integrals generates a global S1-action. They were introduced by Vu˜ Ngo.c [32] following
the work of Symington [30] and constitute a generalization of four-dimensional toric systems.
One of the primary differences between toric and semitoric systems is that the latter admit
so-called focus-focus singular points that do not appear in toric systems and which introduce
monodromy in the natural affine structure of the image of the momentum map, as introduced
by Duistermaat [8]. Their symplectic classification was obtained by Pelayo and Vu˜ Ngo.c
[25, 26], and many authors have worked on these systems during the last decade, see for
instance [1, 2, 9, 12, 13, 14, 19, 21, 24]; for a nice survey of semitoric systems and additional
references see [29].
For toric systems, the image of the momentum map is a convex polytope [3, 11]. A
celebrated theorem of Delzant [7] states that this polytope determines the toric system up to
equivariant symplectomorphism, and that any Delzant (i.e. rational, smooth, and convex)
polytope is the image of the momentum map of some toric system. A remarkable feature
of [7] is that it also provides an explicit procedure to construct the toric system associated
with a given Delzant polytope via symplectic reduction of Cd by the action of a torus, where
d and the action are straightforward to determine given the polytope. The construction
of a semitoric system from its five symplectic invariants in [26], however, is much more
complicated and involves the delicate operation of symplectically gluing different local (or
semi-local) normal forms; of course, this extra difficulty reflects the richer nature of these
invariants and indeed the additional complexity inherent in semitoric systems.
Nevertheless, a very natural question is the following: can we find a natural and simple
procedure to construct some semitoric system given a subset of its five invariants, and placing
no constraints on the remaining invariants? Specifically, this paper is motivated by the task of
constructing explicit semitoric systems given two of the five symplectic invariants, namely the
semitoric polygon and the number of focus-focus points. We package these two invariants
together with the so-called height invariant into a single object which we call a marked
semitoric polygon, see Section 2.4. One reason that we choose the polygon invariant to
play a special role is that it is the only invariant which is a direct analogue of the complete
invariant of toric integrable systems. Additionally, such a construction could help to find
explicit systems associated to a given semitoric helix, an invariant which can be recovered
from the semitoric polygon and was introduced in [15] and used in the classification of minimal
semitoric systems therein. This problem, of searching for a technique to easily construct a
semitoric system from its invariants, is the inverse of Problem 2.35 from [27].
To our knowledge, at the time this manuscript is being written, there are only two fully
explicit examples of semitoric systems on closed symplectic four-dimensional manifolds in
the literature. The first one is obtained by coupling two angular momenta in a non-trivial
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way, and has been introduced in [28] and studied in [19] and in [2]; it is of the form Ft =
(J,Ht) : S2 × S2 → R2 where Ht is a one-parameter family (in fact, a convex combination)
of Hamiltonians, and displays either zero or one focus-focus singularities depending on the
value of t; the system is semitoric except for two values of t (when a singular point transitions
between being of focus-focus type and elliptic-elliptic type). The second one was introduced
in [12] and is a generalization of the former; it is again an integrable system on S2 × S2,
but this time the momentum map is of the form Fs1,s2 = (J,Hs1,s2) where Hs1,s2 is a two-
parameter family and for almost every choice of parameters the system is semitoric with
either zero, one, or two focus-focus singularities. Both of these examples are briefly reviewed
in Section 2.6.
There are several interesting things to note about these two examples. First, in each of
them the manifold, the symplectic form, and the component of the momentum map generat-
ing the S1-action are fixed; only the second component of the momentum map varies. Second,
they undergo Hamiltonian-Hopf bifurcations where a singular point transitions between be-
ing of elliptic-elliptic and focus-focus type, which are well studied (see for instance [5, 33]).
Third, the limiting systems (i.e. when the parameters (s1, s2) or t are in the boundary of
the parameter space) are related to one of the semitoric invariants from the Pelayo-Vu˜ Ngo.c
classification. More precisely, semitoric systems have associated to them a family of poly-
gons [32] constructed from the affine structure on the image of the momentum map, and
in these examples there is a relationship between the polygons associated to the limiting
systems and the polygons associated to the system for intermediate values of the parame-
ters (for which it has more focus-focus points). This relationship is explained in detail in
Section 3.3. Note that there exists a similar example of such transition in the non-compact
setting, obtained by coupling a spin and an harmonic oscillator, see [32, Section 6.2]. Finally,
in Dullin-Pelayo [9], the authors start with a semitoric system (M,ω, (J,H)) and perturb
only H to produce hyperbolic singularities. Thus, for all these reasons, it seems very natural
to study such families.
The idea of the present paper is to introduce a class of systems describing this transition,
and to try to understand to what extent such a construction can be generalized. We introduce
fixed-S1 families, which are one-parameter families of integrable systems with momentum map
of the form Ft = (J,Ht), 0 ≤ t ≤ 1, where J generates an S1-action and (t, p) 7→ Ht(p) is
smooth, and semitoric families, which are fixed-S1 families that are semitoric for all but
finitely many values of t, and we study some basic properties of both kinds of families, such
as the possible behaviors of the system at the times when it is not semitoric. Furthermore,
we introduce toric type blowups at completely elliptic points and the associated blowdowns
and study how fixed-S1 families interact with these operations. As an application of these
properties, we prove, starting from the coupled angular momenta system and using blowups
and blowdowns, that a semitoric family with a specified marked semitoric polygon exists
on the n-th Hirzebruch surface for each n ∈ Z≥0. Finally, we give several explicit semitoric
families on the first and second Hirzebruch surfaces, which display some of the various possible
behaviors of semitoric families.
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(c) Minimal helix of type (3).
Figure 1: A visual representation of the minimal semitoric helices of types (1), (2), and (3)
from [15] and one example of a semitoric polygon having each helix. See [15, Theorem 2.4]
for notation and the exact values of the integral vectors vi.
In fact, there is a reason to be particularly interested in the specific semitoric polygons of
these systems on Hirzebruch surfaces and the blowup and blowdown operations on semitoric
families. In [15], it is shown that every semitoric system can be produced by performing
a sequence of toric type blowups on a semitoric system whose associated semitoric helix is
one of seven types, types (1)-(7) in Theorem 1.3 of the aforementioned paper, where some
of the types are a single helix and some are a family depending on parameters. Note that
the blowups introduced in [15] are defined as corner chops of the semitoric polygons, and
are less general than the ones introduced here. The present paper is part of a program
whose goal is to understand, as explicitly as possible, the systems with these minimal helices
and the operation of a toric type blowup, and to use this knowledge to better understand
all semitoric systems. More specifically, one could hope that nearly every semitoric system
can be obtained explicitly in a semitoric transition family with a relatively simple form (as
considered in this paper); this is optimistic, but even if this construction does not work in
general it is of interest to be able to produce a wide variety of examples.
The minimal helices of types (1), (2), and (3) are shown in Figure 1, along with related
marked semitoric polygons. The minimal helices of type (3) depend on a single parameter
k ∈ Z \ {±2}, and the coupled angular momenta system is minimal of type (3) with k = 1.
The new systems discussed in this paper on the n-th Hirzebruch surface have helix which
is minimal of type (3) with parameter k = −n + 1, hence we have every helix of type (3)
with k ≤ 1. In fact, one can construct the systems with k > 1 from these, so this completes
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the search for all minimal helices of type (3). There is only one minimal helix of type (2),
and the example from [12] has this as its helix. Note that there is also a unique helix of
type (1); K. Efstathiou communicated to us that he found an example with this helix on
CP2. Additionally, many semitoric polygons are associated to each helix, and to obtain all
semitoric polygons associated to the minimal helices of type (3) we use scaled Hirzebruch
surfaces. Thus, an example has been obtained for all minimal semitoric polygons of type (1),
(2), and (3).
1.2 Fixed-S1 families and semitoric families
Here we introduce the main objects of study in this paper:
Definition 1.1. A fixed-S1 family is a family of integrable systems (M,ω, Ft), 0 ≤ t ≤ 1, on a
four-dimensional manifoldM such that Ft = (J,Ht) where Ht = H(t, ·) and H : [0, 1]×M →
R is smooth. If additionally there exist k ∈ Z≥0 and t1, . . . tk ∈ [0, 1] such that (M,ω, Ft) is
semitoric if and only if t /∈ {t1, . . . , tk}, then we call (M,ω, Ft), 0 ≤ t ≤ 1, a semitoric family
with degenerate times t1, . . . , tk. Here we adopt the convention that k = 0 means that there
are no degenerate times (hence the system is semitoric for every t ∈ [0, 1]).
Remark 1.2. Notice that in a fixed-S1 family the underlying Hamiltonian S1-manifold com-
ing from the S1-action generated by J does not depend on t, so a semitoric family may be
thought of as a smooth family of smooth functions Ht on a fixed Hamiltonian S1-manifold
(note that not every such family Ht, 0 ≤ t ≤ 1, will work). Compact semitoric systems are
viewed as Hamiltonian S1-manifolds by forgetting the other Hamiltonian in [13].
One of the topics we study in this paper is listing the possible behaviors of such families at
degenerate times. Among these possibilities, we are particularly interested in the scenario in
which a single elliptic-elliptic point undergoes a Hamiltonian-Hopf bifurcation and becomes
focus-focus after the degenerate time (case (2b) in Section 3.2.2). This motivates the following
definition, where the notion of non-degenerate singular points and their classification is as
reviewed in Section 2.2.
Definition 1.3. A semitoric transition family with transition point p ∈ M and transition
times t−, t+ ∈ (0, 1), t− < t+, is a semitoric family (M,ω, (J,Ht)), 0 ≤ t ≤ 1, with degenerate
times t− and t+, such that
• for t < t− and t > t+ the point p is singular of elliptic-elliptic type,
• for t− < t < t+, the point p is singular of focus-focus type,
• for t = t− and t = t+ there are no degenerate singular points in M \ {p},
• if p is a maximum (respectively minimum) of (H0)|J−1(J(p)) then p is a minimum (re-
spectively maximum) of (H1)|J−1(J(p)).
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t = 0 t = t0 t = 1
Figure 2: The momentum map image of a semitoric 1-transition family with the image of
the transition point indicated in red, where t− < t0 < t+. As t increases from 0 to 1 the
system starts with zero focus-focus points, and then one elliptic-elliptic point transitions into
being focus-focus (becoming degenerate for t = t−), and finally that point transitions back
into being elliptic-elliptic (again becoming degenerate for t = t+).
If the number of focus-focus points of (J,Ht) for t ∈ (t−, t+) equals k ≥ 1, we call it a
semitoric k-transition family.
Note that in such a family p must be degenerate at t = t− and t = t+ (see Lemma 3.1
and [12, Proposition 2.8]); moreover, by the results contained in Section 3, the number of
rank zero points of the system is the same for every value of t, and a point in M \ {p} which
is of focus-focus type for some value of the parameter stays focus-focus for all t. Definition
1.3 is illustrated in Figure 2.
1.3 Main results
The first goal of this paper is to prove various foundational facts about fixed-S1 families,
semitoric families, and semitoric transition families related to the possible S1-actions, the
possible systems at degenerate times, and the behavior of these systems as the parameter
varies. These results can be found in Section 3. For instance, we prove some restrictions on
how the number, and position, of rank zero singular points can change with the parameter t
and we prove that, even at degenerate times, semitoric families do not admit singular points
of hyperbolic type (which implies that at each degenerate time, the system has at least one
degenerate singular point). Note, however, that a fixed-S1 family which is not a semitoric
family may display hyperbolic singularities; we give an example of such a family in Section
6.6. In Section 3.2.2, we describe the possible scenarios that can occur for a semitoric family
in a time interval containing a degenerate time, and give explicit examples of many systems
which exhibit these behaviors, some of which are introduced in this paper. Taking the special
case in which the only degenerate time is t1 = 1, Section 3.2.2 describes the elements of the
closure of the set of semitoric systems inside the set of all integrable systems (M,ω, F ) on a
fixed symplectic manifold which have the momentum map of a fixed Hamiltonian S1-action
as the first component of F ; this is closely related to Problem 2.45 from [27], which asks for
the closure of the set of semitoric systems in the set of all smooth functions F : M → R2. We
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also show that some of the invariants of a semitoric system (the number of focus-focus points
and unmarked semitoric polygon invariant) can only change as the system passes through a
degenerate time. Finally, in some cases we can see how these invariants change during the
degenerate times; indeed, by Lemma 3.14, under certain conditions the family of semitoric
polygons of a semitoric transition family with t ∈ (t−, t+) is, roughly speaking, the union of
the semitoric polygons of the systems for t = 0 and t = 1.
After studying the general theory of such families, the remainder of the paper focuses
on proving the existence of a semitoric transition family with prescribed semitoric polygons
on each Hirzebruch surface on the one hand, and on the other hand on describing explicit
examples of semitoric families on the first and second Hirzeburch surfaces. In the course of
attaining the first goal, we define the blowup of a semitoric family at an elliptic-elliptic point
and prove that it is still a semitoric family.
Near any of its completely elliptic points, an integrable system can be locally modeled as
an n-torus acting on Cn, and we use this local model to define a natural notion of blowup at
such points for any integrable system. This is related to the S1-equivariant blowup from [16,
Section 6], but even in the case of a semitoric system our construction is more rigid since we
require these blowups to be compatible with the local Tn-action induced by the momentum
map near the elliptic-elliptic point, and thus both components of the momentum map have
to be taken into account. Furthermore, in the case that the system is semitoric we discuss the
effect of such a blowup on the associated semitoric polygon1, and how to perform a blowup
on a fixed-S1 family to obtain another fixed-S1 family. These constructions present some
difficulties, for instance because of the choices involved in this local normal form and because
the blowups of elements in a fixed-S1 family are naturally defined in possibly different (albeit
symplectomorphic) manifolds. We also define the notion of toric type blowdown, which is the
inverse operation. The following is a collection of the results in Section 4; for more detailed
statements see Proposition 4.2, Lemma 4.6, Theorem 4.8, Proposition 4.9, and Corollary 4.11.
Theorem 1.4. The toric type blowup of an integrable system at a completely elliptic point
and toric type blowdown as described in Section 4 are well-defined. Moreover,
• a toric type blowup (respectively blowdown) of a simple semitoric system corresponds
to a corner chop (respectively unchop) of the semitoric polygon,
• if each member of a fixed-S1 family admits a toric type blowup (respectively blowdown) of
the same size at the same point (respectively surface), then the new collection of systems
formed by performing these operations can be naturally identified with a fixed-S1 family,
• under this identification, the toric type blowup or blowdown of a semitoric family is
also a semitoric family with the same degenerate times.
In order to produce explicit semitoric systems, we use the fact that Lemma 3.14 describes
the relationship (in some cases) between the semitoric polygons of systems in a semitoric
transition family for different values of t, and thus gives hints about what systems can
1on the way showing that our definition agrees with the less general definition used in [15].
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occur for t = 0 and t = 1; once these two systems are found, we need to find a suitable
one-parameter family interpolating between them. In our examples, the idea is to use the
simplest example of such a family, namely a convex combination; of course, in general, this
may not be sufficient.
For n ∈ Z≥0 let (Wn(α, β), ωWn(α,β)) denote the n-th Hirzebruch surface scaled by α, β ∈
R>0 with its standard symplectic form; these symplectic manifolds are reviewed in Section 5.1.
Recall that the marked semitoric polygon is an invariant of semitoric systems which is es-
sentially a combination of the number of focus-focus points, polygon, and height invariants
from [25] and that we describe in Section 2.4. Making use of Theorem 1.4 and other re-
sults we prove about semitoric families and toric type blowups and blowdowns, we obtain
the following theorem by performing alternating toric type blowups and blowdowns on the
coupled angular momenta system on W0 ∼= S2 × S2, which is a semitoric 1-transition family
(see Section 2.6), to produce semitoric 1-transition families on Wn(α, β).
Theorem 1.5. For each n ∈ Z≥0 and α, β ∈ R>0 there exists a semitoric 1-transition family
on Wn(α, β) with degenerate times t−, t+ satisfying 0 < t− < 1/2 < t+ < 1 such that a
representative of the marked semitoric polygon of the system for t− < t < t+ is shown in
Figure 3.
(0, 0)
(β, β) (α + β, β)
(α + nβ, 0)
×
Figure 3: A representative of the marked semitoric polygon associated to the system on
Wn(α, β) in Theorem 1.5.
Remark 1.6. Note that W`(α, β) and Wk(α′, β′) are diffeomorphic if and only if the parity
of ` and k are equal, and in this case they are moreover symplectomorphic for some choice
of α, β, α′, β′ ∈ R≥0. Thus, the existence of semitoric 1-transition families on W0(α, β)
and W1(α, β) implies there exists a semitoric 1-transition family on all Hirzebruch surfaces.
These are not the semitoric families discussed in Theorem 1.5 since they would not have the
prescribed semitoric polygons.
A more precise version of this theorem is stated as Theorem 5.2. Note that more is
known about the system than its existence and marked semitoric polygon, since Theorem 5.2
is proved by constructing the systems in question via a specified sequence of toric type
blowups and blowdowns on the coupled angular momenta system away from the fiber of J
containing the transition point. For more details, see Remark 5.3.
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Theorem 1.5 states that there exists a semitoric family on each Hirzebruch surface, and
gives some properties of that family, but it does not give explicit formulas for the elements
of this family. However, we also provide several families of semitoric systems (depending on
one or two parameters), which include new explicit examples of semitoric systems.
Theorem 1.7. We construct the following examples of families of semitoric systems:
• the system from Equation (22) is a semitoric 1-transition family on W1(α, β),
• the system from Equation (27) is a semitoric family on W1(α, β) with three degenerate
times,
• the systems from Equations (29) and (30) are semitoric 1-transition families on W2(α, β),
• the system from Equation (31) is a two-parameter family of systems which are semitoric
for almost all choices of the parameters on W2(α, β).
For more precise statements see Sections 6 and 7. In particular, see Theorem 6.2 for the
system from Equation (22), Theorem 6.9 for the system from Equation (27), Theorem 7.2 for
the system from Equation (29), and Theorem 7.5 for the system from Equation (30). Each of
these systems displays unique behavior, which can be seen from images of their momentum
maps for various t. The system from Theorem 6.2 has fixed points which change as t changes,
which can only occur on a fixed surface of the S1-action (see Figure 24). In the system from
Theorem 6.9 the fixed sphere of J collapses to a single fiber for t = 1/2, at which time the
images of the fixed points pass through one another (see Figure 26). The two systems on
W2(α, β) (from Theorems 7.2 and 7.5) are packaged together into a two-parameter family of
systems (similar to [12]) in Equation (31) which transitions between having zero, one, or two
focus-focus points depending on the parameters (see Figure 31).
1.4 Structure of the paper.
In Section 2 we describe some background material about integrable and semitoric systems
and their singular points, and in Section 3 we prove some basic facts about fixed-S1 families
and semitoric families; in particular, in Section 3.2.2 we describe all possibilities of the
behavior of a semitoric family at the degenerate times. In Section 4 we describe toric type
blowups and blowdowns and how they interact with fixed-S1 families, which is useful in
Section 5, in which we prove that every Hirzebruch surface admits a semitoric family which
has a specific semitoric polygon (Theorem 1.5). In Sections 6 and 7 we give explicit examples
on W1(α, β) and W2(α, β) (Theorems 6.2, 6.9, 7.2, and 7.5). In Appendix A, we compare the
two-parameter family of systems that we introduce in Section 7.4 to the family of systems
studied in [12].
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2 Preliminaries on integrable and semitoric systems
2.1 Integrable systems
Let (M,ω) be a symplectic manifold. Recall that given f ∈ C∞(M,R) there exists a unique
vector field Xf onM , known as the Hamiltonian vector field of f , such that ω(Xf , ·)+df = 0.
We also define the Poisson bracket {·, ·} : C∞(M,R)× C∞(M,R)→ C∞(M,R) by {f, g} =
ω(Xf , Xg). An integrable system is a triple (M,ω, F ) where (M,ω) is a symplectic manifold
of dimension 2n and F ∈ C∞(M,Rn) has components f1, . . . , fn : M → R such that
1. {fi, fj} = 0 for all i, j = 1, . . . , n;
2. Xf1(m), . . . , Xfn(m) are linearly independent for almost all m ∈M .
The function F is called the momentum map of the integrable system. A point m ∈ M
for which Xf1(m), . . . , Xfn(m) are linearly independent is called a regular point of F .
2.2 Singular points
Let (M,ω, F = (f1, . . . fn)) be an integrable system. A singular point of F is a point m ∈M
such that the family (Xf1(m), . . . , Xfn(m)) is linearly dependent; the rank of the singular
point m is the rank of this family. A singular point of rank zero is often called a fixed point.
As in Morse theory, there exists a notion of non-degenerate fixed point; given a fixed point
m ∈ M , let d2fj(m) be the Hessian of fj at m, for j = 1, . . . , n (we will often slightly abuse
notation and use this for the matrix of this Hessian in any basis of TmM).
Definition 2.1 ([4, Definition 1.23]). A fixed point m is non-degenerate if the Hessians
d2f1(m), . . ., d2fn(m) span a Cartan subalgebra of the Lie algebra of quadratic forms on
TmM .
The Lie algebra structure on the space of quadratic forms on TmM is defined so that
the natural identification with sp(2n,R) induced by ωm is a Lie algebra isomorphism. There
exists an analogous definition for singular points of all ranks, but we will not describe it here
since it requires more background and notation (but we will give an equivalent definition in
the case n = 2 below); we refer the reader to [4, Section 1.8.3]. The main idea is that this
definition is conceived so that the following symplectic Morse lemma holds.
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Theorem 2.2 (Eliasson normal form [10, 22]). Let m ∈M be a fixed point for F . Then there
exist local symplectic coordinates (x, y) = (x1, . . . , xn, y1, . . . , yn) on an open neighborhood
U ⊂M of m and Q = (q1, . . . , qn) : U → Rn whose components qj are of the form
• qj(x, y) = 12(x2j + y2j ) (elliptic),
• qj(x, y) = xjyj (hyperbolic),
• qj(x, y) = xjyj+1 − xj+1yj, qj+1(x, y) = xjyj + xj+1yj+1 (focus-focus),
• qj(x, y) = yj (regular),
such that m corresponds to (x, y) = (0, 0) and {fj, qk} = 0 for all j, k ∈ {1, . . . , n}. Moreover,
if there is no hyperbolic component, the following stronger result holds: there exists a local
diffeomorphism g : (Rn, 0)→ (Rn, F (m)) such that F (x, y) = (g ◦Q)(x, y) for every (x, y) ∈
U .
To our knowledge, in the literature there does not exist a complete proof of this theorem
and many authors have tried to fill this gap; see [29, Remark 4.16] for a list of references.
The Williamson type of the non-degenerate point m is the quadruple of non-negative integers
(k, ke, kh, kff ) where k (respectively ke, kh, kff ) is the number of regular (respectively elliptic,
hyperbolic, focus-focus) components of the above Q; note that k 6= n and k+ke+kh+2kff =
n. In the rest of the paper, a fixed point with ke = n will be called completely elliptic (or
elliptic-elliptic if n = 2).
Remark 2.3. At least for singularities with only elliptic or regular components, the i-th
component of g from Theorem 2.2 is given by the action integral
g(i)(c) = 12pi
∫
γip
α
where dα = ω in a neighborhood of F−1(c) and {γ1c , . . . , γnc } is any basis of H1(F−1(c)). This
is well-known for regular points [29, Remark 3.38], and can be extended to a neighborhood
of a singular points with elliptic and regular components as well [22].
Remark 2.4. Note that the Williamson type of a singular point can be described indepen-
dently of the normal form theorem, via the classification of Cartan subalgebras of sp(2n,R)
[34]. We only chose this order for exposition purposes.
2.3 Singularities of integrable systems in the case n = 2
In the rest of the paper, we will mostly be interested in the case dimM = 4; in this case,
we change our notation and consider an integrable system with momentum map F = (J,H).
We now describe in more detail the singular points.
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Fixed points Let m ∈ M be a fixed point. Choose any basis of TmM and consider the
matrix Ωm of the symplectic form ωm and the Hessian matrices d2J(m) and d2H(m) in this
basis. Let ν, µ ∈ R. As a consequence of [4, Proposition 1.2], the characteristic polynomial of
the matrix Aν,µ = Ω−1m (νd2J(m)+µd2H(m)) is of the form X 7→ χν,µ(X2) for some quadratic
polynomial χν,µ; we call χν,µ the reduced characteristic polynomial of Aν,µ. Then m is non-
degenerate if and only if there exists ν, µ ∈ R such that χν,µ has two distinct nonzero roots
λ1, λ2 ∈ C; furthermore, if this is case, then the type of m is
• elliptic-elliptic (Williamson type (0, 2, 0, 0)) if λ1 < 0 and λ2 < 0,
• elliptic-hyperbolic (Williamson type (0, 1, 1, 0)) if λ1 < 0 and λ2 > 0,
• hyperbolic-hyperbolic (Williamson type (0, 0, 2, 0)) if λ1 > 0 and λ2 > 0,
• focus-focus (Williamson type (0, 0, 0, 1)) if =(λ1) 6= 0 and =(λ2) 6= 0.
Note that if m is non-degenerate, then the set of (ν, µ) ∈ R2 such that χν,µ has two
distinct roots is open and dense (and the signs of the roots do not depend on the choice of
(ν, µ) in this set, so in particular the type of a singular point is well-defined).
Rank one singular points Let m ∈ M be a rank one singular point; then there exists
ν, µ ∈ R such that νdH(m) + µdJ(m) = 0, and hence there exists a linear combination
of XJ and XH whose flow has a one-dimensional orbit through m. Let L ⊂ TmM be
the tangent line of this orbit at m and let L⊥ be the symplectic orthogonal of L. Then
Ω−1m (νd2H(m) + µd2J(m)) descends to an operator Aν,µ on the two-dimensional quotient
L⊥/L, and the eigenvalues of Aν,µ are of the form ±λ for λ ∈ C (again, as a consequence of
[4, Proposition 1.2]).
Definition 2.5 ([4, Section 1.8.3], see also [12, Section 2.3]). The rank one singular point m
is non-degenerate if and only if Aν,µ is an isomorphism of L⊥/L. Moreover, the type of m is
• elliptic-transverse (Williamson type (1, 1, 0, 0)) if the eigenvalues of Aν,µ are of the form
±iα, α ∈ R,
• hyperbolic-transverse (Williamson type (1, 0, 1, 0)) if the eigenvalues of Aν,µ are of the
form ±α, α ∈ R,
and these are the only possibilities.
Now, assume that the Hamiltonian flow of J is periodic; for j ∈ R a regular value of J ,
let M redj be the symplectic reduction of M at level j by the S1-action generated by J . Since
{J,H} = 0, the function H descends to a smooth function Hred,j on the smooth surfaceM redj .
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Lemma 2.6 ([31, Definition 3] and [12, Corollary 2.5]). Let m ∈ M be such that j = J(m)
is a regular value of J and let [m] be the image of m in M redj . Then m is a rank one singular
point of F if and only if [m] is a singular point of Hred,j. Moreover, m is a non-degenerate
singular point of F if and only if [m] is non-degenerate for Hred,j (in the Morse sense) and
the type of m is elliptic-transverse (respectively hyperbolic-transverse) if and only if [m] is an
elliptic (respectively hyperbolic) singular point of Hred,j.
In fact, this also works if j is a singular value but m is not a singular point of J , in which
case the reduced space is singular but is nevertheless smooth near the image of m by the
quotient map. Note that Lemma 2.6 implies that if one point in a fiber of F is a rank one
singular point then all points in that fiber must be rank one singular points.
2.4 Semitoric systems and semitoric polygons
We will be interested in a particular class of four-dimensional integrable systems, called semi-
toric systems. These systems, defined in [32], are an example of the almost toric Lagrangian
fibrations introduced by Symington [30].
Definition 2.7. A four-dimensional integrable system (M,ω, F = (J,H)) is semitoric if
1. J is proper,
2. J is the momentum map for an effective Hamiltonian S1-action,
3. all singular points of F are non-degenerate and have no components of hyperbolic type
(kh = 0 in their Williamson type).
This means that a semitoric system can only have elliptic-transverse, elliptic-elliptic, or
focus-focus singular points. For this paper, we will mostly be interested in the case that M
is compact, so the first condition in the above definition is automatically satisfied.
A semitoric system is called simple if there is at most one focus-focus point per fiber of
J . Simple semitoric systems were classified in [25, 26] in terms of five invariants; we will only
describe the ones that we will need in the rest of the paper. One of them is the number mf
of focus-focus points, which is finite.
Marked semitoric polygons. In this section we describe an invariant of simple semitoric
integrable systems which we call a marked semitoric polygon, and which encodes the data of
the number of focus-focus points, polygon, and height invariants of the original classification
in [25, 26]. This is similar to the notion of decorated polygon introduced in [29], but the
marked weighted polygon does not include data about the so-called twisting index while the
decorated polygon does. A visual representation of a marked semitoric polygon is shown in
Figure 4. Note that as in [32], we use the word polygon to refer to a closed subset of R2
whose boundary is a continuous, piecewise linear curve with a finite number of vertices in
any compact set, but in fact for a semitoric system on a compact manifold what we obtain
is a polygon in the usual sense.
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Let pij : R2 → R be the canonical projection to the j-th factor, j = 1, 2. Let ∆ ⊂ R2 be a
rational convex polygon (rational means that every edge is generated by an integral vector),
let s ∈ Z≥0, let ~c = (c1, . . . , cs) ∈ (R2)s, and let ~ = (1, . . . , s) ∈ {−1, 1}s. We call the triple
(∆,~c,~) a marked weighted polygon if c1, . . . , cs ∈ int(∆) and pi1(c1) < . . . < pi1(cs). Let
T =
(
1 0
1 1
)
∈ SL2(Z) (1)
and let T be the subgroup of GL2(Z)nR2 consisting of the composition of T k for some k ∈ Z
and a vertical translation (that is, the subgroup of integral affine transformations leaving the
vertical direction invariant). The group T acts on the set of marked weighted polygons as
follows; if (∆,~c = (c1, . . . , cs),~ = (1, . . . , s)) is a marked weighted polygon and τ ∈ T , then
τ · (∆,~c,~) = (τ(∆), τ(~c),~) (2)
where τ(~c) = (τ(c1), . . . , τ(cs)). Note that this action preserves the convexity of the polygon.
For λ ∈ R, let `λ = pi−11 (λ). Given λ ∈ R and k ∈ Z, we fix an origin in `λ and
define tk`λ : R
2 → R2 as the identity on {x ≤ λ} and as T k, relative to this origin, on
{x ≥ λ} (note that tk`λ thus defined is independent of the choice of this origin). Moreover,
for ~u = (u1, . . . , us) ∈ {−1, 1}s and ~λ = (λ1, . . . , λs), we define t~u,~λ = tu1`λ1 ◦ . . . ◦ t
us
`λs
.
The group Gs = {−1, 1}s with componentwise multiplication ~′ ∗~ = (1′1, . . . , s′s) acts
on the set of all triples (P,~c,~) where P ⊂ R2 is a (possibly not convex) polygon, ~c ∈ (R2)s,
and ~ ∈ {−1, 1}s by
~′ · (P,~c,~) =
(
t~u,~λ(P ), t~u,~λ(~c), ~′ ∗ ~
)
, (3)
where
~u =
(
1 − 1′1
2 , . . . ,
s − s′s
2
)
, ~λ = (pi1(c1), . . . , pi1(cs)). (4)
However, even if P is convex it is possible to have non-convex polygons in the Gs-orbit of
(P,~c,~). A marked weighted polygon (∆,~c,~) is called admissible if its Gs-orbit contains only
convex polygons, and thus Gs acts on admissible marked weighted polygons by:
~′ · (∆,~c,~) =
(
t~u,~λ(∆), t~u,~λ(~c), ~′ ∗ ~
)
with ~u and ~λ as in Equation (4). Note that the actions of T and Gs both preserve rationality
of the polygon.
Let q be a vertex of a rational polygon ∆, and let u, v ∈ Z2 be the primitive (minimal
length) vectors directing the edges adjacent to q. Then we say that q satisfies:
1. the Delzant condition if det(u, v) = 1,
2. the hidden Delzant condition if det(u, Tv) = 1,
3. the fake condition if det(u, Tv) = 0.
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Figure 4: An example of a representative of a marked semitoric polygon associated to a
system with two focus-focus singular points.
Given a marked weighted polygon (∆,~c,~) let
L(∆,~c,~) = ∪sj=1{(pi1(cj), y) | εjy ≥ εjpi2(cj)} (5)
so L(∆,~c,~) is the disjoint union of half lines emanating from each cj going up if εj = 1 and
going down if εj = −1. The set L(∆,~c,~) is denoted by dotted lines in the figures in this paper,
see for instance Figure 4.
Definition 2.8. Amarked Delzant semitoric polygon is theGs×T -orbit of a marked weighted
polygon (∆,~c,~) such that
1. each point in ∂∆ ∩ L(∆,~c,~) is a corner which satisfies either the fake or hidden Delzant
condition, in which case it is known as a fake or hidden corner, respectively,
2. all other corners satisfy the Delzant condition, and are known as Delzant corners,
in which case all marked weighted polygons in the orbit satisfy the same conditions and are
admissible.
We can also define an action of Gs × T on pairs ((∆,~c,~), q), where (∆,~c,~) is a marked
weighted polygon and q ∈ ∆, by
(~′, τ) · ((∆,~c,~), q) =
(
(~′, τ) · (∆,~c,~), t~u,~λ(q)
)
(6)
with u, λ as in Equation (4). This will be useful later when we need to follow a given point
through the orbit defining a marked semitoric polygon.
The marked semitoric polygon associated with a simple semitoric system. Now,
coming back to the simple semitoric system (M,ω, F = (J,H)), let B = F (M) and let Breg be
the set of regular values of F . Let ~ ∈ {−1, 1}mf ; here we assume that mf > 0 for simplicity,
see Remark 2.9 for the case mf = 0. Let (xj, yj), j ∈ {1, . . . ,mf}, be the focus-focus values,
with x1 < x2 < . . . < xmf . Let `
j
j be the vertical half-line starting from (xj, yj) and going
upwards if j = 1 and downwards if j = −1, and let
`~ =
mf⋃
j=1
`
j
j .
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By [32, Theorem 3.8] there exists a homeomorphism g~ : B → g~(B) ⊂ R2 of the form
g~(x, y) =
(
x, g
(2)
~ (x, y)
)
,
∂g
(2)
~
∂y
> 0, (7)
whose image ∆~ = g~(B) is a rational convex polygon, and whose restriction g~|B\`~ is a
diffeomorphism from B \ `~ to its image, sends the integral affine structure on Breg \ `~ to
the standard integral affine structure on R2, and extends to a smooth multivalued map from
Breg to R2 such that for any j ∈ {1, . . . ,mf} and c ∈ `jj ,
lim
(x,y)→c
x<xj
df(x, y) = T
 lim
(x,y)→c
x>xj
df(x, y)
 ,
where T is as in Equation (1).
The choice of ~ corresponds to a choice of cuts (downwards or upwards) at each focus-
focus value. For example, in Figure 4 the first cut is downwards and the second is upwards,
so ~ = (−1, 1). The triple (
∆~,~c = (g~(x1, y1), . . . , g~(xmf , ymf )),~
)
is an admissible marked weighted polygon.
Given ~ ∈ {−1, 1}mf , the function g~ is unique up to left composition by an element of
T , and thus the polygon ∆~ is unique up to the action of T , and the same holds for the
marked points. Indeed, the freedom in the construction of g~ corresponds to the choice of
a basis of action variables over Breg as in Remark 2.3; in principle this is unique up to left
composition by an element of GL2(Z) and a translation, but because of the conditions in (7),
only elements in T are allowed. Moreover, choosing ~′ ∗~ instead of ~ (which corresponds to
flipping the cut at (xj, yj) if ′j = −1 or taking the same cut otherwise) yields ∆~′ = t~u,~λ(∆~)
where
~u =
(
1 − 1′1
2 , . . . ,
s − s′s
2
)
, ~λ = (x1, . . . , xmf ).
In other words, the freedom in this construction corresponds to the action of Gmf × T as
described in Equations (2) and (3). The marked semitoric polygon ∆(M,ω,F ) of (M,ω, F ) is
the orbit of any of the marked weighted polygons
(
∆~,~c = (g~(x1, y1), . . . , g~(xmf , ymf )),~
)
constructed above under this group action.
The semitoric polygon defined in [25, Section 4.3] is similar to a marked semitoric polygon
except that the height of the marks (the second coordinate of each of ~c1, . . . ,~cmf ) is not
included. We will call this an unmarked semitoric polygon to emphasize the difference.
Remark 2.9. The marked (and unmarked) semitoric polygon is still well-defined whenmf =
0 (the so-called toric type systems), see for instance [29, Definition 5.26]. Of course, in that
18
case, there is no marked point and no cut, and the only choice is the one of a global basis of
action variables, giving the developing map g (of the form g(x, y) = (x, g(2)(x, y)) as above).
This map is unique up to the action of T , and the semitoric polygon is the orbit through T
of g(F (M)). Furthermore, if mf = 0 then the marked and unmarked semitoric polygons are
the same.
2.5 Additional properties of semitoric systems
We conclude by collecting some properties of semitoric systems that we will need in the rest
of the paper. In such systems, the first component J of the momentum map, which generates
a S1-action, plays a special role. Following Karshon [16], we will call a value j of J (or a
fixed point of J in the fiber J−1(j)) extremal if j is a global minimum or maximum of J , and
interior otherwise.
The following describes the fixed set of the S1-action generated by the first component,
and is a consequence of [13, Proposition 3.4] which is proved using [16, Lemma 2.1].
Lemma 2.10. Let (M,ω, (J,H)) be a semitoric integrable system and let MS1 denote the set
of points fixed by the S1-action generated by the Hamiltonian flow of J , equivalently MS1 is
the set of points p such that dJ(p) = 0. Then the connected components of MS1 are all either
points or diffeomorphic to S2; the latter case can only occur if the fixed surface is exactly the
set J−1(j) where j is an extremal value of J .
Remark 2.11. The fixed surface at an extremal value j of J described in Lemma 2.10
corresponds to a component of the boundary of the momentum map image equal to an
interval of the form {(j, y) ∈ R2 | a ≤ y ≤ b}, and thus it is sometimes called a vertical wall.
Notice that the singular points at an extremal value of J do not necessarily form a vertical
wall; they can also be isolated points.
We also want to understand the geometry of the reduced space M redj for different values
of j.
Lemma 2.12. Let (M,ω, (J,H)) be a semitoric system. The reduced space M redj at an
interior level j of J is homeomorphic to a 2-sphere and if j is a regular value of J , then M redj
is diffeomorphic to a 2-sphere. If j is an extremal value of J thenM redj is either diffeomorphic
to a 2-sphere or a point.
Proof. Suppose that j is an interior value of J . Then the image of Hred,j is an interval
[a, b], and it suffices to prove that (Hred,j)−1(a) and (Hred,j)−1(b) are each a point and that
for every c ∈ (a, b), (Hred,j)−1(c) is homeomorphic to a circle. Let c ∈ (a, b) and note
that (Hred,j)−1(c) = F−1(j, c)/S1. If (j, c) is a regular value then F−1(j, c) is a 2-torus and
(Hred,j)−1(c) is homeomorphic to a circle. Since (j, c) ∈ int(F (M)) the only other possibility
is that (j, c) is the image of one or more focus-focus points so F−1(j, c) is a (multiply)
pinched torus; since the S1-action associated to J is in the direction of the vanishing cycle
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we again have that (Hred,j)−1(c) is homeomorphic to a circle. Next, notice that in any case
(Hred,j)−1(a) and (Hred,j)−1(b) are each a point; indeed, if (j, a) is an elliptic-elliptic point
then F−1(j, c) is already a point and if (j, a) is the image of an elliptic-regular point then
F−1(j, c) is a circle and the flow of J gives the non-trivial S1-action on this space.
If j is a regular value of J , then Hred,j is a Morse function with no hyperbolic points on
the smooth closed surfaceM redj (recall that the fibers of J are compact); this is a consequence
of Lemma 2.6 since the rank one singular points of (J,H) are all non-degenerate of elliptic-
transverse type. Hence M redj is diffeomorphic to a 2-sphere.
If j is an extremal value of J , then by Lemma 2.10, J−1(j) is diffeomorphic to a sphere
or a point, and M redj = J−1(j) since the action of J on J−1(j) is trivial.
Lemma 2.13. Let (M,ω, F = (J,H)) be a semitoric system, and let m be a fixed point of J
which does not belong to a fixed sphere. Then m is a fixed point of F .
Proof. Since dJ(m) = 0 we see that m is a singular point; if m is rank zero we are done, and
otherwise it is rank one. By the normal form for non-degenerate rank one singular points (see
Theorem 2.2), there is a surface Σ ⊂M through m consisting of rank one singular points. If
dH(m) 6= 0 then dH does not vanish is a neighborhood U of m and thus dJ|Σ∩U = 0; hence
m belongs to a fixed surface of J .
2.6 Known compact examples
We conclude this section by describing the two known examples of semitoric systems on
compact manifolds; in both cases, the manifold is S2×S2. Let ωS2 be the standard symplectic
form on S2 (the one giving total area 4pi) and consider the manifold S2×S2 with coordinates
(x1, y1, z1, x2, y2, z2) obtained from the usual embedding of each sphere into R3. Given 0 <
R1 < R2 and 0 ≤ t ≤ 1, the coupled angular momenta system (introduced in [28] and further
studied in [2, 19]) is given by Ft = (J,Ht) where
J = R1z1 +R2z2, Ht = (1− t)z1 + t(x1x2 + y1y2 + z1z2) (8)
on S2 × S2 with symplectic form ωR1,R2 = R1ωS2 ⊕ R2ωS2 . This is an example of a semitoric
1-transition family, and a comparison of its momentum map for varying t with the semitoric
polygons for the system with t = 1/2 (which is semitoric with one focus-focus point) is shown
in Figure 5.
This system was generalized in [12] to create a two-parameter family of systems Fs1,s2 =
(J,Hs1,s2) on the same symplectic manifold which has two focus-focus points for s1 = s2 = 12
and transitions between systems with zero, one or two focus-focus points, depending on the
parameters. Explicitly,J = R1z1 +R2z2,Hs1,s2 = (1− s1)(1− s2)z1 + s1s2z2 + s1(1− s2)(X + z1z2) + s2(1− s1)(X − z1z2),
(9)
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(a) The momentum map image for varying values of t and R1 = 1, R2 = 2.
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(b) Two representatives of the semitoric polygon of the system when t = 1/2.
Figure 5: A comparison of the momentum map image and semitoric polygons for the coupled
angular momenta system (8).
where X = x1x2 + y1y2 (this X is the same as the one discussed in the beginning of Sec-
tion 3.3). The momentum map image is shown in Figure 6. The coupled angular momenta
system is obtained by taking (s1, s2) = (t, 0). The parameter values with R1 = R2 are usually
excluded since for some values of s1, s2 this can cause degeneracies, but in Section 3.2.2 this
constitutes an important example of the behavior of a semitoric family at degenerate times.
3 Fixed-S1 families
In this section we prove some general facts about fixed-S1 families, semitoric families, and
semitoric transition families, as defined in Definitions 1.1 and 1.3.
3.1 First properties
Throughout this section let (M,ω, Ft = (J,Ht)) be a fixed-S1 family as in Definition 1.1.
The following is a special case of [12, Proposition 2.8], and holds in general for families
(M,ω, (Jt, Ht)) even in cases when Jt does not generate an S1-action or does not depend on
t, see [12].
Lemma 3.1. Suppose that p ∈M and t0 ∈ (0, 1) are such that p is a fixed point for all t in
a neighborhood of t0, p is of focus-focus type for t > t0, and of elliptic-elliptic type for t < t0.
Then p is a degenerate fixed point for t = t0.
We also have the following.
Lemma 3.2. Let (M,ω, (J,Ht)) be a fixed-S1 family and suppose that p ∈M is a rank zero
singular point for some t0 ∈ [0, 1]. Then p is a singular point for all t ∈ [0, 1] (but not
necessarily of rank zero).
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(a) The momentum map image of the system for various values of s1, s2 ∈ [0, 1] with R1 = 1,
R2 = 2.
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(b) Four representatives of the semitoric polygon of the system when s1 = s2 = 12 .
Figure 6: Comparison of the image of the momentum map for the system in Equation (9)
and representatives of the semitoric polygon for s1 = s2 = 12 .
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Proof. Since p is singular at t0 we have that dHt0(p) = dJ(p) = 0, and since J does not
depend on t we see that dJ(p) = 0 implies that p is singular for all t.
In Theorem 6.2 we give an example of a system for which some points change rank between
zero and one.
There are many possible types of fixed-S1 families which would be interesting to study,
for instance those in which hyperbolic singularities appear as the parameter changes. This
would complement [9], in which the authors show how to modify the Hamiltonian H locally
around a focus-focus point of (J,H) to obtain hyperbolic singularities and get what they call
a hyperbolic semitoric system. However, this is a problem of its own and in this paper we
will focus on the case of semitoric families; those fixed-S1 families which are semitoric for all
but finitely many values of the parameter. Note that hyperbolic semitoric systems naturally
appear as well; for instance, such a non-trivial system on S2×R2 is explicitly described in [9,
Section 9] and Example 4.3 in the same article is a simple example of hyperbolic semitoric
system with a different behavior. In Section 6.6 we give a new example of such a fixed-S1
family on a compact manifold, namely the first Hirzebruch surface.
3.2 Semitoric families
In this section let (M,ω, Ft = (J,Ht)), 0 ≤ t ≤ 1, be a semitoric family with degenerate
times t1, . . . , tk. In Section 3.2.1 we prove some general facts and in Section 3.2.2 we discuss
the possible behavior of the system at degenerate times. We will need the following standard
lemma from Morse theory, which roughly says that a non-degenerate singular point cannot
spontaneously appear, though it can move around in the manifold. We give a short proof for
the sake of completeness.
Lemma 3.3. Let X be a smooth manifold, I be an open interval of R, and H : I×X → R be
smooth and such that there exists t0 ∈ I so that for t 6= t0, Ht = H(t, ·) is a Morse function
on M . Assume that x0 is a non-degenerate singular point of Ht0; then there exists  > 0
and an open neighborhood U of x0 in X such that for every t ∈ (t0 − , t0 + ) ⊂ I, there
exists a unique singular point x(t) of Ht in U . Moreover, t 7→ x(t) is smooth, and for every
t ∈ (t0 − , t0 + ) ⊂ I, x(t) has the same Morse index as x0.
Proof. We may work in a trivialization open set and assume that X = Rn for some n.
The first part is then a simple application of the implicit function theorem, since singular
points are solutions of dxH(t, x) = 0, and since dx(dxH)(t0, x0) = d2xH(t0, x0) is bijective
by assumption. Since Ht is Morse for t 6= t0, the singular point x(t) is automatically non-
degenerate and its Morse index could only change if at least one eigenvalue of d2xH(t, x(t))
changed sign, which would imply that it vanishes for some t1 and would contradict the fact
that x(t1) is non-degenerate.
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3.2.1 General results about semitoric families
We start by proving some properties of the rank zero points of Ft.
Lemma 3.4. Let t0 ∈ [0, 1] and let p be a fixed point of Ft0 which does not belong to a fixed
surface of J . Then p is a fixed point of Ft for all t ∈ [0, 1].
Proof. Since p is a fixed point of Ft0 , in particular dJ(p) = 0. By Lemma 2.13, p is a fixed
point of Ft for any t /∈ {t1, . . . , tk}, since for such t the system is semitoric. This proves that
dHt(p) = 0 whenever t /∈ {t1, . . . , tk}; since t 7→ dHt(p) is continuous, this in turn implies
that dHtj(p) = 0 for j = 1, . . . , k. Hence p is a fixed point of Ft for every t.
For t ∈ [0, 1], let N0(t) be the number of rank zero points of Ft. Let χ(M) be the Euler
characteristic of M .
Lemma 3.5. For every t ∈ [0, 1] \ {t1, . . . , tk}, N0(t) = χ(M). Moreover, if there is no fixed
sphere for the S1-action generated by J , then N0(t) = χ(M) for every t ∈ [0, 1].
Proof. It is well-known that if S1 acts smoothly on a closed smooth manifold M , then the
fixed set MS1 is a disjoint union of smooth manifolds and χ(M) = χ(MS1). In our case, as
discussed in Lemma 2.10, MS1 is a disjoint union of single points p, and χ({p}) = 1, and
fixed surfaces of J , which are spheres; let S be any of these spheres. For t /∈ {t1, . . . , tk}, the
system is semitoric so S contains two rank zero points, and χ(S) = 2. So we indeed have
N0(t) = χ(M). Finally, if there is no fixed sphere for the S1-action generated by J , then
Lemma 3.4 ensures that the fixed points are the same for every t ∈ [0, 1], hence N0 does not
depend on t.
When the S1-action generated by J has a fixed sphere S more complicated things can
occur because the location of rank zero points in S can change with t, and at a degenerate
time additional rank zero points can appear. For instance, the system given in Equation (27)
is a semitoric family with four rank zero points for t 6= 12 , but at t = 12 there is an entire
sphere of (degenerate) rank zero points.
Lemma 3.6. For every t ∈ [0, 1], the system (M,ω, Ft) does not have any singular points of
hyperbolic-hyperbolic, hyperbolic-elliptic, or hyperbolic-transverse type.
Proof. Notice that by the normal form given in Theorem 2.2, any fixed point with a hyperbolic
component comes with some nearby hyperbolic-transverse points (see also Figure 1 in [9]);
thus, it is sufficient to discard the latter. Of course, they are excluded when t /∈ {t1, . . . , tk}
since for such t the system is semitoric. So suppose that p ∈ M is a singular point of
hyperbolic-transverse type of Ft` for some ` ∈ {1, . . . , k}. Without loss of generality we may
assume that j = J(p) is a regular value of J (again, see Theorem 2.2). Hence, by Lemma 2.6
the image of p in the reduced manifold M redj is a hyperbolic singular point of H
red,j
t` . Since
Hred,jt is a Morse function on M redj for t 6= t` in an open interval I containing t` (and chosen
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so small that it does not contain any of the tm, m 6= `), Lemma 3.3 implies that Hred,jt has
a singular point of hyperbolic type for t ∈ I \ {t`}. This means that for such t, Ft has some
rank one points of hyperbolic-transverse type, which is absurd since it is semitoric.
Let (M,ω, Ft) be a semitoric family which is simple for all non-degenerate t. Recall that
the unmarked semitoric polygon is defined in Section 2.4; now we show that the number of
focus-focus points and unmarked semitoric polygon can only change at degenerate times.
Lemma 3.7. Let I ⊂ [0, 1] \ {t1, . . . , tk} be an interval. Then for any t, t′ ∈ I the semitoric
systems (M,ω, Ft) and (M,ω, Ft′) have the same number of focus-focus points and the same
unmarked semitoric polygon.
In order to prove this lemma, we state a result which is well-known and follows, for
instance, from [32, Theorem 5.3]. As before, let pi1, pi2 be the natural projections on each
factor of R2. Given a polygon ∆ for which pi−11 (x) ∩∆ is compact for every x ∈ R (which is
in particular the case for semitoric polygons), we define the top boundary of ∆ as the set
∂top∆ =
{
(x, y) ∈ ∆ | y = max
pi−11 (x)∩∆
pi2
}
. (10)
Lemma 3.8. Let (∆, ~`,~) be a representative of the unmarked semitoric polygon of a simple
semitoric system (M,ω, F ) associated to a developing map g, so that ∆ = (g ◦F )(M). Given
a corner c = (c1, c2) of ∆ on its top boundary, let s` (respectively sr) be the slope of the edge
of ∆ adjacent to c and consisting of points (x, y) ∈ R2 with x ≤ c1 (respectively x ≥ c1) and
let k be the number of focus-focus points in J−1(c1). Then sr − s` = we− k where we = − 1|ab|
if (g ◦ F )−1(c) is an elliptic-elliptic point p and a, b ∈ Z are the weights at p of the S1-action
induced by J, and we = 0 otherwise.
Proof of Lemma 3.7. Let t ∈ I; by Lemma 3.4, the focus-focus points of Ft are also rank
zero points (and thus either of elliptic-elliptic or focus-focus type) of Fs for any s ∈ I, since
focus-focus points cannot occur in fixed spheres of J . Because of Lemma 3.1, they can only
change type at a degenerate time.
Now, let t′ ∈ I and let (∆′, ~`,~) be a representative of the unmarked semitoric polygon of
the system (J,Ht′). We will construct a representative of the unmarked semitoric polygon of
(J,Ht) which coincides with (∆′, ~`,~), which will imply that the unmarked semitoric polygon
is the same at t and t′. First, notice that the vertical lines ~` = (`1, . . . , `mf ) can be used to
construct a representative of the unmarked semitoric polygon at t, since they are given by
the J-values of the focus-focus points. Note also that the height of the unmarked semitoric
polygon at each J-value j is given by (2pi)−1vol(J−1(j)), which is independent of t, so it
is sufficient to check that we can construct a polygon for t with cut directions (1, . . . , mf )
which has the same top boundary as ∆. In what follows, let g′ : R2 → R2 be as in Equation
(7) such that ∆′ = (g′ ◦ Ft′)(M).
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Step 1: the top left corner. Even if M is not compact, Corollary 5.5 in [32] ensures
that, unless the system has no rank zero point at all (in which case we do not have to prove
anything) J has either a global minimum or a global maximum, and we may assume the
former. Let q′ be the elliptic-elliptic point of (J,Ht′) with minimal J-value jmin and such
that
Ht′(q′) = max
J−1(jmin)
Ht′
(recall that J−1(jmin) can be a fixed surface, in which case the left side of ∆′ is a vertical
wall), so that q′ is sent to the point Q′ on ∂top∆′ which has minimal J-value. If J−1(jmin) is
a fixed surface, then the edges of ∆′ emanating from Q′ are directed along the vectors(
0
−1
)
,
(
1
n
)
for some n ∈ Z, since it is a Delzant corner. Similarly, let q ∈ J−1(jmin) be the elliptic-
elliptic point of (J,Ht) with maximal Ht-value among the points with minimal J-value, and
let Q be its image in one representative (g ◦Ft)(M) of the unmarked semitoric polygon of Ft
constructed using the cuts (1, . . . , mf ). Then the edges of this polygon leaving Q are also
directed along (
0
−1
)
,
(
1
p
)
for some p ∈ Z. Therefore, by setting g˜ = u ◦ T n−p ◦ g where T is as in Equation (1) and u
is a vertical translation, we obtain another representative ∆ = (g˜ ◦ Ft)(M) of the unmarked
semitoric polygon of Ft such that ∆ agrees with ∆′ in a neighborhood of the point Q. If J
has a unique minimum, it occurs at q, and thus q is of elliptic-elliptic type for all t, so as a
consequence of Lemma 3.9 below we can choose such a g˜ (hence ∆) in a similar way. Note
that in both cases ∆′ and ∆ have the same leftmost point in their top boundary, and the
first segment of the (piecewise linear) top boundaries agree in slope.
Step 2: the top boundary. Now we only need to study the position of each vertex on
the top boundary and the change in slope at each vertex for ∆ and ∆′. The vertices in the
top boundary of ∆ occur at points c = (c1, c2) such that either:
• (g ◦ Ft)−1(c) is an elliptic-elliptic point whose Ht-value is maximum in J−1(c1), or
• the i-th focus-focus point is in the set J−1(c1) and i = +1.
We already saw that the focus-focus points of Ft and Ft′ have the same J-value. Moreover,
a similar argument shows that an elliptic-elliptic point of Ft is also an elliptic-point of Ft′ ,
with the same J-value j, and is a maximum of Ht in J−1(j) if and only if it is a maximum of
Ht′ in J−1(j) (otherwise, there would be a value of the parameter in I for which this point is
both a global maximum and a global minimum of the Hamiltonian on J−1(j), so it would be
degenerate, see Section 3.2.2 below). Thus, the vertices in the top boundaries of ∆ and ∆′
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occur at the same values of J . Moreover, by Lemma 3.8, the change of slope at each vertex
only depends on the weights of the action of J at the elliptic-elliptic points and the number
of focus-focus points in the J-fiber; hence the change of slope at corresponding vertices of ∆
and ∆′ is the same.
A Delzant cone is a set of the form {a1v1 + a2v2 | ai ≥ 0} ⊂ R2 where v1, v2 ∈ Z2 satisfy
det(v1, v2) = 1.
Lemma 3.9. Let (M,ω, Ft = (J,Ht)) be a semitoric family and let (pt)0≤t≤1 be a continuous
family of points of M such that for every t ∈ [0, 1], pt is a fixed point of elliptic-elliptic
type of Ft. Then there exists a toric momentum map Φ on C2 and for each t there exists
an open set Ut containing pt, a local diffeomorphism gt : (R2, Ft(pt)) → (R2, 0), and a local
symplectomorphism χt : (Ut, pt)→ (C2, 0) such that:
1. gt is of the form gt(x, y) = (x, g(2)t (x, y)),
2. (gt ◦ Ft)|Ut = Φ ◦ χt,
3. (gt ◦Ft)(Ut) = K ∩Ωt where K is a fixed Delzant cone and Ωt is an open neighborhood
of the origin.
Proof. By the local normal form for elliptic-elliptic points (Theorem 2.2) for each t there
exist Ut, gt, χt, and Φt such that gt ◦ Ft = Φt ◦ χt on Ut, with gt satisfying the first property
(see for instance step 2 in the proof of Theorem 3.8 in [32]). For t ∈ [0, 1], let Kt = Φt(C2);
then Kt is a Delzant cone determined by the weights of the T2-action generated by gt ◦ Ft.
Since (pt)t∈[0,1] is a continuous family of fixed points of J , all the points in this family belong
to the same component of the fixed point set of J , hence Lemma 2.10 implies that either
pt = p does not depend on t or J(pt) is the maximum (respectively minimum) of J for every
t ∈ [0, 1]. In both cases, the weights of the first component of the T2-action generated by
gt ◦Ft do not depend on t, so there exists kt ∈ Z such that K0 = T ktKt with T as in Equation
(1). Thus, by replacing gt with (x, g(2)t (x, y) + ktx) and Φt with T kt ◦ Φt, we obtain Φt = Φ0
(hence Kt = K0) while preserving the first two properties.
3.2.2 Semitoric families at degenerate times
Now, we investigate the events that can occur in a semitoric family, and describe the mecha-
nisms leading to these events. We also provide examples for many of the different behaviors.
As before, let (M,ω, Ft = (J,Ht)) be a semitoric family with degenerate times {t1, . . . tk}.
We already have a good understanding of the times that are not degenerate; indeed,
Lemma 3.5 tells us that on [0, 1] \ {t1, . . . , tk} the number of fixed points does not change,
and Lemma 3.4 ensures that fixed points themselves do not change, except maybe those
that lie in a fixed sphere of J . In fact, the system described in Equation (22) displays such
a behavior: the minimum of J corresponds to a fixed sphere and rank zero points in this
sphere change with t. Moreover, rank one singular points can change with time, as it is the
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case in every example in this paper. Hence, we now focus on what happens at a degenerate
time.
Let t` ∈ {t1, . . . , tk}, let I ⊂ [0, 1] be an open interval containing t` and none of the tj,
j 6= `, and let
I− = {t ∈ I | t < t`}, I+ = {t ∈ I | t > t`}.
Here we have implicitly assumed that t` /∈ {0, 1}. Note that if t` ∈ {0, 1} then the possible
behaviors are the same, up to working with only I− or I+. To organize the possible cases,
we use the following definition:
Definition 3.10. We say that a singular point p of Ft` appears at t` if there do not exist two
families (p±t )t∈I± such that p±t is a singular point of Ft of the same rank as p and converges
to p when t goes to t`.
Thus, there are three possible cases for degenerate times: appearance of a singular point
(of rank one or zero), rank zero points becoming degenerate, or rank one points becoming
degenerate.
Appearance of rank zero and rank one degenerate points. A rank zero point can
only appear in a fixed sphere of J by Lemma 3.4. Thus, the only singular points that appear
at t` are either rank zero points belonging to a fixed sphere of J or rank one points. By
Lemma 3.3, these new singular points are necessarily degenerate.
Example 3.11 (Appearance). Consider, on the manifold S2 × S2 with symplectic form
ωS2 ⊕ ωS2 and coordinates (x1, y1, z1, x2, y2, z2), the fixed-S1 family obtained from
J = z1, Ht = z32 +
(
(1 + z1)2 + (1− 2t)2
)
z2. (11)
We claim that this is a semitoric family and at t = 12 the circle given by z1 = −1 and z2 = 0
consists in degenerate rank zero points of the system (but these points are rank one singular
points for t 6= 12). In fact, if we replace this Ht by Ht = z32 + ((z1 − j0)2 + (1− 2t)2) z2 for
any j0 ∈ (−1, 1), rank one points appear at t = 12 on the regular level J−1(j0).
Remark 3.12. More generally, the following procedure can be used to construct examples
on S2 × S2 exhibiting various behaviors: let J = z1 be the momentum map for the standard
S1-action, let h : [0, 1]× [−1, 1]× S2 → R be a smooth function, and let
H : [0, 1]× S2 × S2 → R, (t, x1, y1, z1, x2, y2, z2) 7→ h(t, z1, x2, y2, z2).
For a given t, if ht,z = h(t, z, ·, ·, ·) is Morse for all z ∈ [−1, 1] then (J,Ht = H(t, ·)) is
a semitoric system, so we can choose h in such a way that (J,Ht) is a semitoric family.
This process can be used to produce examples of semitoric families displaying many different
behaviors coming from what can happen in a two-parameter family ht,z of smooth functions
on the sphere which are Morse for all but finitely many values of t (note not all such functions
are sufficient, since we must also assure that integrability holds at the degenerate times).
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Rank zero points that become degenerate. If an already existing rank zero point p
becomes degenerate at t` (on a fixed sphere p may be the limit of a family pt, where pt is a
fixed point of Ft) one of the following happens:
1. if p belongs to a fixed sphere S = J−1(j0) of J , then there exists a family pt such that
pt` = p and pt is the global maximum or minimum of H
red,j0
t = Ht|S (see Lemma 2.12)
for t ∈ I \ {t`}; hence we are faced with two cases:
(1a) pt is the global maximum (respectively minimum) of Ht|S for t ∈ I− and the global
minimum (respectively maximum) of Ht|S for t ∈ I+. Assume for instance that
we are in the first case and let m ∈ S; from∀t ∈ I−, Ht(m) ≤ Ht(pt),∀t ∈ I+, Ht(m) ≥ Ht(pt),
and the continuity of t 7→ Ht, we obtain that Ht`(m) = Ht`(p). Consequently, we
have that F−1t` (Ft`(p)) = S; in this case, we say that the J-fiber S collapses at
t = t`. Such a situation occurs at t = 12 for the system given in Equation (27), see
Figure 26,
(1b) pt is the global maximum (respectively minimum) of Ht|S for t ∈ I− and t ∈ I+.
Then either Ht` is constant on S (which means that S collapses at t = t`) or
the same argument yields that p = pt` is still a global maximum (respectively
minimum) of Ht` |S, but p may not be isolated anymore among rank zero points in
S. For instance, if
J = z1, Ht = (z2 − 1)2 + ((1− 2t)2 + (z1 − j0)2)z2 (12)
on S2×S2 with the standard symplectic form (see Example 3.11 for notation) and
j0 = −1, then (0, 0,−1, 0, 0, 1) is elliptic-elliptic for t 6= 1/2 but degenerate for
t = 1/2. This follows from the fact that (0, 0, 1) is a critical point of (x, y, z) 7→
(z − 1)2 + cz2 on S2 with Hessian matrix(−c 0
0 −c
)
,
2. otherwise, for every t ∈ I \ {t`}, p is either an elliptic-elliptic or focus-focus point of Ft.
Let j = J(p); then either
(2a) p is elliptic-elliptic for t ∈ I− and for t ∈ I+. In this case, it is a global maximum
or minimum of Hred,jt , and we can argue as in the case of a fixed sphere, using
the continuity of t 7→ Hred,jt . Hence the same scenarios can occur. For instance,
let R2 > R1 > 0 and let M = S2 × S2 with symplectic form R1ωS2 ⊕ R2ωS2 and
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coordinates (x1, y1, z1, x2, y2, z2). Then for any j0 ∈ (−(R1 +R2), R1 +R2) (which
in particular includes two of the J-fibers containing an elliptic-elliptic point), the
fixed-S1 family given by
J = R1z1 +R2z2, Ht = (1− 2t)z1 + (J − j0)(x1x2 + y1y2) (13)
exhibits a collapse of the level set J−1(j0) at t = 12 . We claim that this is in
fact a semitoric family (we do not give any details but display the image of the
momentum map in Figure 7),
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Figure 7: Image of the momentum map for the system in Equation (13) in the case R1 = 1,
R2 = 2 and j0 = −1. Note that the point with z1 = 1 and z2 = −1 is never of focus-focus
type.
(2b) or p is elliptic-elliptic for t ∈ I− and focus-focus for t ∈ I+ (or the converse which
is similar). This means that for every t ∈ I−, there exists (ν, µ) ∈ R2 such that the
eigenvalues of Atν,µ = Ω−1p (νd2J(p) + µd2Ht(p)) (see Section 2.3 for notation) are
of the form ±iα,±iβ for real and nonzero α 6= β, and that for every t ∈ I+, there
exists (ν, µ) ∈ R2 such that the eigenvalues of Atν,µ are of the form ±γ ± iδ for
real and nonzero γ, δ (note that ν, µ, α, β, γ and δ depend on t). Let (τ−n )n≥1 and
(τ+n )n≥1 be two sequences converging to t` and such that for every n ≥ 1, τ−n ∈ I−
and τ+n ∈ I+. Since the set Et of (ν, µ) ∈ R2 satisfying the above properties for a
given t is open and dense, the intersection ⋂n≥1(Eτ−n ∩ Eτ+n ) is dense. Hence we
can find a fixed (ν0, µ0) ∈ R2 such that for every n ≥ 1, the eigenvalues of Aτ−nν0,µ0
are of the form ±iαn,±iβn and the eigenvalues of Aτ+nν0,µ0 are of the form ±γn± iδn.
Since Ht depends continuously on t and these eigenvalues are simple, they have
limits
±iαn −→
n→+∞ ±iα∞, ±iβn −→n→+∞ ±iβ∞, ±γn ± iδn −→n→+∞ ±γ∞ ± iδ∞.
Since {±iα∞,±iβ∞} = {±γ∞ ± iδ∞}, necessarily γ∞ = 0 and α∞ = β∞ = δ∞.
Hence p undergoes a so-called Hamiltonian-Hopf bifurcation (see for instance [33])
as shown in Figure 8,
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iαn
−iαn
iβn
−iβn
(a) t = τ−n < t`.
iα∞
−iα∞
(b) t = t`.
γn + iδn
γn − iδn
−γn + iδn
−γn − iδn
(c) t = τ+n > t`.
Figure 8: Eigenvalues during the Hamiltonian-Hopf bifurcation at t` described in case (2b).
(2c) or p is focus-focus for t ∈ I− and for t ∈ I+. In general, in this case the images of
any number of focus-focus points and zero, one, or two elliptic-elliptic points can
collide. There are two subcases:
i. p is not a global extremum of Ht` on J−1(J(p)). In this case, the fiber F−1t` (p)
can include regular points, degenerate rank one points, or degenerate/focus-
focus rank zero points.
ii. p is a global extremum of Ht` on J−1(J(p)). This means that the image Ft(p)
is going to the boundary of Ft(M) as t→ t`, but as in the previous case this
can occur in many different ways, the only difference being that now the fiber
may include one or two elliptic-elliptic points. For instance,
• Ft`(p) = Ft`(q) where q 6= p is a global extremum of (Ht)|J−1(J(p)) for t ∈ I,
as occurs in the coupled angular momenta system [19] with R1 = R2, see
Figure 9.
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Figure 9: Image of the momentum map for the coupled angular momenta with R1 = R2 = 1.
• Ft`(p) = Ft`(q) where q 6= p is a focus-focus point for t ∈ I− or t ∈ I+.
For instance, this happens for the system from [12] described in Equation
(9) with R1 = R2, s1 = t and s2 = 1− t2, see Figure 10;
Rank one points that become degenerate. Rank one points can also become degen-
erate. Such points belonging to an interior fiber of J are global minima or maxima of H
31
-2 -1 1 2
-1.0-0.5
0.5
1.0
t = 0
-2 -1 1 2
-1.0-0.5
0.5
1.0
t = 0.25
-2 -1 1 2
-1.0-0.5
0.5
1.0
t = 0.50
-2 -1 1 2
-1.0-0.5
0.5
1.0
t = 0.75
-2 -1 1 2
-1.0-0.5
0.5
1.0
t = 1
Figure 10: Image of the momentum map for the system in Equation (9) with R1 = R2 = 1,
s1 = t and s2 = 1 − t2; the images of the fixed points in the fiber J−1(0) coincide only at
t = 0 and t = 1.
restricted to this fiber; so in this case the possible scenarios are the same as in item (2a)
above. For instance, Figure 11 displays the image of the momentum map for the system in
Equation (13) with j0 an interior value of J , and taking j0 /∈ {−1, 1} in Equation (12) yields
a system where some of the rank one singular points on J−1(j0) become degenerate. In an
extremal fiber of J , however, rank one points can become degenerate rank zero points.
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Figure 11: Image of the momentum map for the system in Equation (13) in the case R1 = 1,
R2 = 2 and j0 = 32 .
In the rest of this paper, we choose to focus on the case where one single rank zero point
undergoes two Hamiltonian-Hopf bifurcations (see case (2b)), going from elliptic-elliptic as a
global maximum on its J-fiber to focus-focus and then elliptic-elliptic as a global minimum
on its J-fiber (or the converse); this leads us to the definition of a semitoric transition family,
see Definition 1.3. We study the first properties of these families in the next subsection.
3.3 Semitoric transition families
We start by giving the geometric idea of what happens in a semitoric transition family, for
instance in the coupled angular momenta system (see Section 2.6). In order to do so, let j
be a singular level of J containing one fixed point p of J and embed the singular manifold
M redj in R3 in such a way that the singularity (which is the projection of p) corresponds to
the global maximum of the height function, R. Assume moreover that H0 is such that the
reduced Hamiltonian Hred,j0 coincides with R, as in Figure 12, and that Hred,j1/2 corresponds to
one of the horizontal coordinates X or Y onM redj . Then p is an elliptic-elliptic singular point
of (J,H0), and a focus-focus singular point of (J,H1/2). Moreover, by transitioning from H0
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Hred,j0
(a) The singularity corre-
sponds to an elliptic-elliptic
point.
Hred,jt
(b) The singularity corre-
sponds to a focus-focus point.
Hred,j1/2
(c) The singularity corre-
sponds to a focus-focus point.
Figure 12: Top row: the singular level (in red, with the red circle indicating the singular
point) and a regular level (in black) for the function Hredj (corresponding to the projection
along a given line), for different choices of H, on the reduced space M redj (in blue) where j is
a singular value of J . Bottom row: the corresponding singular fibers.
to H1/2 in the most natural way, there exists t− ∈ (0, 12) such that the point p stays elliptic-
elliptic for 0 ≤ t < t−, becomes degenerate at t = t− and is focus-focus for t− < t ≤ 12 . This
process continues as t increases from t = 12 to t = 1, until the singular point is the minimum
of Hred,jt , which we do not include in the figure since it is similar. Having this picture in
mind helps to find explicit systems once we know enough about the reduced spaces; indeed,
this is exactly the strategy we employ in Sections 6 and 7. Thus, the first step is finding the
coordinates (X, Y,R); note that in principle the coordinates X and Y could depend on j,
but in our examples they do not. For instance, the function X = x1x2 + y1y2 in Equation
(9) is obtained exactly in this way.
In what follows, by a simple semitoric transition family we mean a semitoric transition
family which is comprised of simple semitoric systems for all t ∈ [0, 1] \ {t−, t+}.
Lemma 3.13. The transition point in a simple semitoric transition family is the only rank
zero point in its J-fiber.
Proof. Let (M,ω, (J,Ht)) be a simple semitoric family with transition point p and transition
times t−, t+, and suppose that q ∈ J−1(J(p))\{p} is also a rank zero point. By Lemma 3.3 the
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××
Figure 13: Two representatives of the same unmarked semitoric polygon ∆u with opposite
cuts (left) and one representative of ∆1=1u (right).
type of q cannot change without it becoming degenerate, which cannot occur in a semitoric
transition family, so it is either focus-focus or elliptic-elliptic for all t ∈ [0, 1]. If q is focus-
focus then the system is not simple for t ∈ (t−, t+). If q is elliptic-elliptic for some value
of t, then it is either the maximum or minimum of (Ht)|J−1(J(p)) for all t. Then either for
t < t− or t > t+ we have that p and q are both at the maximum or minimum of (Ht)|J−1(J(p)),
contradicting the fact that an elliptic-elliptic point is the only point in its fiber in a semitoric
system.
We conclude by explaining the way in which the unmarked semitoric polygon of the
systems in a simple semitoric transition family are related before and after the transition
times in a special case. Define a function φj which removes the j-th line and the j-th cut
from a representative of an unmarked semitoric polygon, that is
φj(∆, ~`,~) =
(
∆, (`1, . . . , `j−1, `j+1, . . . , `s), (1, . . . , j−1, j+1, . . . , s)
)
.
Then, given an unmarked semitoric polygon ∆u we define
∆j=±1u = {φj
(
∆, ~`,~
)
| (∆, ~`,~) ∈ ∆u, j = ±1},
see Figure 13. Recall that by Lemma 3.7 the unmarked semitoric polygon of a semitoric
family is fixed in any interval between two consecutive degenerate times.
Lemma 3.14. Let (M,ω, Ft = (J,Ht)) be a simple semitoric k-transition family, k ≥ 1, with
transition point p and transition times t−, t+. Assume that the isotropy weights of the S1-
action generated by J at p are both equal to ±1 and let ∆u be the unmarked semitoric polygon
of the system for t ∈ (t−, t+). Moreover, let j ∈ {1, . . . , k} be such that for t ∈ (t−, t+), p is
the j-th focus-focus point of Ft when we order these by J-value. Then the unmarked semitoric
polygon of the system is ∆j=1u for t ∈ [0, t−) and ∆j=−1u for t ∈ (t+, 1].
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Note that this result implies that as a set (forgetting about the vertical lines and cuts) the
unmarked semitoric polygon for t ∈ (t−, t+) is the union of the unmarked semitoric polygons
for t ∈ [0, t−) and t ∈ (t+, 1].
Proof. We may assume without loss of generality that p is a maximum of (Ht)|J−1(J(p)) for
t ∈ [0, t−) and a minimum of (Ht)|J−1(J(p)) for t ∈ (t+, 1]. We only prove the statement about
the interval [0, t−), since the other one is similar. Let t1 ∈ [0, t−), t2 ∈ (t−, t+), and let
(∆, (`1, . . . , `j−1, `j+1, . . . , `k), (1, . . . , j−1, j+1, . . . , k)) ∈ ∆j=1u ,
with ∆ = (g ◦ Ft2)(M) for some g : R2 → R2 as in Equation (7). We will construct a
representative of the unmarked semitoric polygon for t = t1 that is equal to this. The idea is
the same as in the proof of Lemma 3.7; since the vertical lines (`1, . . . , `j−1, `j+1, . . . , `k) are
the correct ones for any unmarked semitoric polygon for t = t1, it suffices to prove that we
can construct a polygon ∆˜ such that
(∆˜, (`1, . . . , `j−1, `j+1, . . . , `k), (1, . . . , j−1, j+1, . . . , k))
is an unmarked semitoric polygon associated to (M,ω, Ft1) and ∂top∆˜ = ∂top∆ (see Equation
(10) for the definition of ∂top). The same arguments as in the proof of Lemma 3.7 imply
that we can construct such a ∆˜ whose top left Delzant corner is the same as the one of ∆.
Moreover, the vertices of ∂top∆˜ and ∂top∆ occur at the same J-value, and the change of slope
at each of these vertices is the same for ∆ and ∆˜. Indeed, the same arguments as in the
proof of Lemma 3.7 apply to every vertex on the top boundaries except the ones in the same
J-fiber as the transition point p. For t = t2, p is a focus-focus point whose image lies on the
vertical line `j, and since ∆ is constructed using the cut j = 1, it gives rise to a vertex P on
∂top∆; furthermore, Lemma 3.8 yields that the change of slope in ∆ at P equals −1 since p is
the only rank zero point in J−1(J(p)) by Lemma 3.13. But for t = t1, p is an elliptic-elliptic
point of the system and its image in ∆˜ belongs to ∂top∆˜, and Lemma 3.8 again yields that
the change of slope at this vertex equals −1, because the weights of the S1-action generated
by J at p are both equal to ±1.
Remark 3.15. Note that if the weights of the J-action at the transition point p are not
both ±1, then it is not possible to obtain the semitoric polygon for t ∈ (t−, t+) by simply
adding a marked point to the polygons for t < t− and t > t+ (as in Lemma 3.14). Indeed,
if this were the case then a Delzant corner for t /∈ (t−, t+) would become a fake corner for
t ∈ (t−, t+) by only adding a cut, but Lemma 3.8 implies in this case the change in slope of
the boundary of the polygon at the Delzant corner corresponding to p for t /∈ (t−, t+) would
not be ±1, while a fake corner always changes the slope by ±1.
4 Toric type blowups and blowdowns
In this section, we explain how to perform a toric type blowup of size λ at a completely elliptic
point of an integrable system (M,ω, F ) to obtain a new integrable system (Blp(M), ω˜λ, F˜λ)
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on the blowup manifold, where we denote by Blp(M) the usual blowup of the manifold M
at the point p, see for instance [20, Section 7.1]. Roughly speaking, this corresponds to
performing a toric blowup on any toric manifold given by the Eliasson normal form (as in
Theorem 2.2) around a completely elliptic point. Since the normal form depends on several
choices, in Proposition 4.2 we prove that this operation is well-defined. In Section 4.1, we
recall the usual definition of the equivariant blowup of a toric manifold and in Section 4.2 we
introduce and explain the toric type blowups in complete detail. Moreover, in Section 4.3 we
study toric type blowups of semitoric systems and explain the relationship with operations
on the semitoric polygons. Finally, in Section 4.4 we prove that the toric type blowup of
a fixed-S1 family is still a fixed-S1 family. We also define the inverse operation, toric type
blowdowns.
4.1 Toric systems and corner chops
In Cn the blowup of the origin can be achieved, roughly speaking, by replacing the origin with
CPn. Given a symplectic manifold (M,ω) a blowup can be defined via a symplectomorphism
from an open set in M into Cn via the standard blowup of Cn and the resulting space can
also be equipped with a symplectic form depending on a parameter λ > 0, called the size of
the blowup, see [20, Section 7.1] for a detailed description of this operation and a proof that
it is well-defined. Near a fixed point in a toric manifold of dimension 2n the torus action
can be modeled on the standard action of Tn on Cn, in the sense that there is locally a
symplectomorphism into Cn intertwining the momentum maps, and performing the standard
blowup in Cn relative to one such map is called a toric blowup.
If (M,ω, F ) is a toric system it is well-known (see for instance [6, Section 3.4]) that
performing a toric blowup of size λ > 0 on (M,ω, F ) corresponds to a corner chop of the
associated Delzant polytope ∆ = F (M), which we define now. Given vectors u1, . . . , un ∈ Rn
and a point q ∈ Rn define
Simpq(u1, . . . , un) =
q +
n∑
j=1
tjuj
∣∣∣∣∣∣ t1 ≥ 0, . . . , tn ≥ 0,
n∑
j=1
tj ≤ 1
 . (14)
If p is a completely elliptic fixed point then q = F (p) is a corner of the Delzant polytope and
primitive integral vectors directing the edges of ∆ which are adjacent to q generate Zn, call
them v1, . . . , vn ∈ Zn. Let V be the set of all corners of ∆, then a corner chop of size λ > 0
at q is possible if
Simpq(λv1, . . . , λvn) ∩ V = {q}
in which case the corner chop of size λ of ∆ at q is given by the new Delzant polytope
∆˜ = ∆ \ Simpq(λv1, . . . , λvn).
36
Figure 14: The momentum map image of CP2 (left) and a blowup of CP2 of size λ ∈ (0, 1)
(right), obtained by “chopping off” the top corner. In the middle image Simpq(λv1, λv2) is
shaded.
If (Blp(M), ω˜λ, F˜λ) is the toric blowup of (M,ω, F ) at p of size λ then F˜λ(Blp(M)) = ∆˜, see
Figure 14. The exceptional divisor of the blowup is
Σ = F˜−1λ (∆˜ ∩ Simpq(λv1, . . . , λvn)),
the preimage of the new face of the Delzant polytope. If (M,ω, F ) can be obtained from
(Mˇ, ωˇλ, Fˇλ) by a blowup of size λ which has exceptional divisor Σ, then we say that (Mˇ, ωˇλ, Fˇλ)
is the blowdown of size λ of (M,ω, F ) at Σ. The blowdown corresponds to performing a cor-
ner unchop (the inverse of a corner chop, that is gluing the SLn(Z)-image of a simplex onto
a face) on the face of the Delzant polytope which is the image of Σ. Note that performing
a blowup on an n-dimensional toric integrable system removes one completely elliptic point
and introduces n new completely elliptic points (corresponding to the vertices incident to
the new face of the Delzant polytope), so when performing a blowdown of a toric system at
a submanifold Σ we must have that Σ is the image of an embedding of CPn which includes
exactly n completely elliptic points of the integrable system and has self-intersection −1.
Remark 4.1. Recall that given a line segment ` ⊂ Rn with rational slope the SLn(Z)-length
of ` is the unique a ∈ R≥0 such that A` is the line segment from the origin to (a, 0, . . . , 0)
for some A ∈ SLn(Z). If q is the corner of a Delzant polytope then it is possible to perform
a corner chop of size λ at q if and only if each edge incident to q has SLn(Z)-length strictly
greater than λ.
4.2 Toric type blowups of integrable systems
Let (M,ω, F ) be an integrable system of dimension 2n and let p ∈M be a completely elliptic
fixed point of F . Then there exists an open neighborhood U of p, a symplectomorphism
χ : U → Cn, and a local diffeomorphism g : (Rn, F (p)) → (Rn, 0) such that g ◦ F = Φ ◦ χ,
where Φ is the momentum map for a symplectic Tn-action on Cn which fixes only the origin
(such a momentum map is equal to the standard one composed on the left with an element
of GLn(Z)), so that the diagram in Figure 15a commutes. In particular, this implies that
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(U, p) (Cn, 0)
(Rn, F (p)) (Rn, 0)
χ
F Φ
g
(a) Locally, a completely elliptic point can
be modeled after Cn with the usual action of
Tn.
U˜ Blp(M)
U M
ρ
piU pi
ι
(b) Relationships between the blowup in U
and the blowup in M .
Figure 15: Diagrams for defining the toric type blowup.
(g◦F )|U is a momentum map for a Tn-action. Let Blp(M) be the blowup ofM at p, so there is
a projection map pi : Blp(M)→M which is a diffeomorphism on Blp(M) \ pi−1(p). Let λ > 0
such that Bλ = {z ∈ Cn | ||z||2 < 2λ} ⊂ χ(U); we will endow Blp(M) with a symplectic form
depending on λ, which we call the size of the blowup. Let V ( U be an open set such that
Bλ ⊂ χ(V ). Since (U, ω|U , (g ◦ F )|U) is an (open) toric manifold we may perform a blowup
of size λ at p, which amounts to performing a corner chop of size λ to the corner of the
image (g ◦F )(U) at the origin in Rn, resulting in a new open toric manifold (U˜ , ω
U˜ ,λ
, µ) with
exceptional divisor ΣU . There exists an embedding ρ : U˜ → Blp(M) determined uniquely by
pi ◦ ρ = ι ◦ piU where piU : U˜ → U is the projection associated to the blowup and ι : U →M is
inclusion, as in Figure 15b. Then (see for instance [20, Section 7.1]) there exists a symplectic
form ω˜λ on Blp(M) such that w˜λ|Blp(M)\pi−1(V ) = pi
∗ω and ρ∗ω˜λ = ωU˜ ,λ. We define a momentum
map
F˜λ(m) =
(F ◦ pi)(m) if pi(m) /∈ V,(g−1 ◦ µ ◦ ρ−1)(m) if pi(m) ∈ U. (15)
Again, we refer the reader to [20, Section 7.1] to see that F˜λ is smooth and that F ◦ pi =
g−1◦µ◦ρ−1 in U\V , and that (Blp(M), ω˜λ, F˜λ) is an integrable system. Since this construction
depends on several choices, we need to prove that the blowup of size λ is well-defined.
Proposition 4.2. Given (M,ω, F ) with p ∈ M an elliptic fixed point, and λ > 0, the triple
(Blp(M), ω˜λ, F˜λ) is a well-defined integrable system.
Proof. The only choices in the construction are U , V , Φ, and g; so suppose we have two such
sets of choices U , V , Φ, g and U ′, V ′, Φ′, g′. Since g is determined by a choice of action
variables (see Remark 2.3), g′ = A ◦ g for some A ∈ GLn(Z). Given λ and the image of g ◦F
(respectively g′ ◦ F ) the image of the blowup of the open toric manifold (U, ω|U , (g ◦ F )|U)
(respectively (U, ω|U , (g′ ◦ F )|U)) is determined, since it is the original set minus a simplex
centered at the origin, as described in Section 4.1, call it T (respectively T ′). Then, since
g′ = A ◦ g we see that T ′ = A(T ). To perform a blowup of size λ we only need U and U ′ to
include (Φ ◦ χ)−1(T ) and (Φ′ ◦ χ′)−1(A(T )) respectively, but
(Φ ◦ χ)−1(T ) = (g ◦ F )−1(T ) = (g′ ◦ F )−1(A(T )) = (Φ′ ◦ χ′)−1(A(T ))
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so we may assume that U = U ′ and V = V ′. Let (U˜ , ω
U˜ ,λ
, µ) and (U˜ ′, ω
U˜ ′,λ, µ
′) be the
open toric manifolds obtained after performing toric blowups of size λ on (U, ω, g ◦ F ) and
(U, ω, g′ ◦F ) respectively. Note that the blowup of (U, ω,A ◦ g ◦F ) is (U˜ , ω
U˜ ,λ
, A ◦µ), unique
up to equivariant symplectomorphism (for instance see [17, Proposition 6.5]), and thus since
g′ ◦ F = A ◦ g ◦ F there exists a symplectomorphism Ψ: (U˜ , ω
U˜ ,λ
) → (U˜ ′, ω
U˜ ′,λ) such that
µ′ ◦ Ψ = A ◦ µ. Let ρ : U˜ → Blp(M) and ρ′ : U˜ ′ → Blp(M) be the embeddings associated
to the two blowups. Notice that pi′U ◦ Ψ: U˜ → U sends ΣU to p and is a diffeomorphism
on U˜ \ ΣU , so it is equal to piU up to a diffeomorphism, therefore we may choose Ψ so that
pi′U ◦ Ψ = piU , except that Ψ is only a diffeomorphism a priori. This equality implies that
pi ◦ ρ = ι ◦ piU and pi ◦ ρ′ ◦Ψ = ι ◦ piU , hence ρ = ρ′ ◦Ψ on the dense set U˜ \ΣU , and thus on
all of U˜ . But by definition of the symplectic structure on the blowups, we have that
ω
U˜ ,λ
= ρ∗ω˜λ = (ρ′ ◦Ψ)∗ ω˜λ = Ψ∗ ((ρ′)∗ω˜λ) = Ψ∗ωU˜ ′,λ,
so Ψ is in fact a symplectomorphism. Thus, the two symplectic forms defined on Blp(M)
are equal. Furthermore, in Equation (15) we see that only the second case depends on the
choices, and if pi(m) ∈ U we have
(g′−1 ◦ µ′ ◦ ρ−1)(m) = (g−1 ◦ A−1 ◦ A ◦ µ ◦Ψ−1 ◦Ψ ◦ ρ−1)(m) = (g−1 ◦ µ ◦ ρ−1)(m)
so the new momentum maps agree as well.
Because of Proposition 4.2 we can make the following definition:
Definition 4.3. The integrable system (Blp(M), ω˜λ, F˜λ) described above is the toric type
blowup of (M,ω, F ) at p of size λ > 0, and the exceptional divisor of this blowup is the
symplectically embedded sphere Σ = ρ(ΣU) ⊂ Blp(M).
In Figure 16, we show what happens for the images of the momentum maps under a toric
type blowup.
Definition 4.4. If (M,ω, F ) can be obtained from (Mˇ, ωˇλ, Fˇλ) by performing a blowup of
size λ which has exceptional divisor Σ, then we say that (Mˇ, ωˇλ, Fˇλ) is the toric type blowdown
of (M,ω, F ) at Σ of size λ.
As in the toric case, this implies that a blowdown is only possible at a submanifold Σ
with self-intersection −1 which is the image of an embedding of CPn which contains exactly
n singular points of the integrable system which are all of completely elliptic type.
Remark 4.5. In the case that (M,ω, F ) is a toric integrable system then g can be taken to
be a translation on Rn in the above construction.
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Figure 16: The momentum map image after performing a toric type blowup at the far right
elliptic-elliptic point where the dot represents a focus-focus value. Compare with Figure 14.
4.3 Toric type blowups of simple semitoric systems
Analogous to the case of toric systems and corner chops described in Section 4.1, performing
a toric type blowup on a semitoric system changes the associated marked Delzant semitoric
polygon in a relatively simple way. Recall that associated to a simple semitoric system is a
marked Delzant semitoric polygon ∆(M,ω,F ) (described in Section 2.4), which is the Gs × T -
orbit of a marked weighted polygon (∆,~c,~); in this section we define an operation on such
an object, which we again call a corner chop, which consists in performing a corner chop
coherently on every representative of the semitoric polygon invariant, see Figure 17.
Recall the action of Gs × T on pairs of marked Delzant semitoric polygons and points
given in Equation (6). Let Q be an equivalence class of this action, which amounts to a
marked Delzant semitoric polygon with a point coherently chosen for each representative. If
there exists a representative ((∆,~c,~), q) of Q such that q is a Delzant corner of ∆ and
Simpq(λv1, λv2) ∩ (L(∆,~c,~) ∪ V ) = {q}
where Simpq is as in Equation (14), L(∆,~c,~) is as in Equation (5), V is the set of all cor-
ners of ∆, and v1, v2 ∈ Z2 are the primitive vectors directing the edges of ∆ adjacent
to q, then we define the semitoric corner chop of size λ of Q to be the Gs × T -orbit of
(∆ \ (Simpq(λv1, λv2)),~c,~).
Lemma 4.6. The marked Delzant semitoric polygon associated to the toric type blowup
of size λ of a simple semitoric system (M,ω, F ) at the completely elliptic fixed point p is
the marked Delzant semitoric polygon obtained by performing a semitoric corner chop of
size λ on [((∆,~c,~), (g~ ◦ F )(p))] where g~ is the developing map associated to (∆,~c,~) so
∆ = (g~ ◦F )(M). Moreover, if the marked semitoric polygon admits a semitoric corner chop
of size λ at the corner F (p) then a blowup of size λ may be performed at p.
Proof. Suppose that (M,ω, F ) admits a toric type blowup of size λ at p; by definition this
means there exists g, χ, U and Φ as in the beginning of Section 4.2 such that g ◦ F = Φ ◦ χ
and Bλ ⊂ χ(U). Choosing ~ so that the cuts do not intersect (F ◦ χ−1)(Bλ) (this is possible
since elements of this set cannot be both directly above and below a focus-focus value) and
extending this g we obtain a developing map g~ as in the definition of the semitoric corner
chop above. The result follows since a toric type blowup is locally the same as a toric blowup
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× × ×
Figure 17: An example of performing a semitoric corner chop. The set Simpq(λv1, λv2) is
shaded in the lower middle figure. Note that the removed region only has to be a simplex
for one representative of the polygon.
relative to the toric momentum map g~ ◦ F on U , which corresponds to a corner chop of the
polytope near (g~ ◦ F )(p).
To prove the converse, suppose that the marked semitoric polygon admits a semitoric
corner chop of size λ at the corner corresponding to p so we can find a ~ and g~ as in the
definition. Let R = Simpg~◦F (p)(λv1, λv2), the simplex which will be removed when the corner
chop is performed. Taking the preimage under g~ ◦ F of a small open neighborhood of R we
obtain an open set U ⊂M whose only singularities are a completely elliptic fixed point and
the two families of elliptic-regular points adjacent to it. Thus the elliptic-elliptic normal form
can be used in the entire set U , and hence, since the size of R guarantees that Bλ is a subset
of the open set in C2 used in the local normal form, a blowup of size λ can be performed
with respect to U .
Remark 4.7. In [15] the notion of a blowup of a semitoric system is defined from the
operation of performing a semitoric corner chop on semitoric polygons, and agrees with the
notion in this section. In the present paper, we instead develop the more general notion of
a blowup at a completely elliptic point so that we can perform blowups and blowdowns on
integrable systems that are not semitoric (for instance, the systems in semitoric families with
degenerate points).
4.4 Toric type blowups of fixed-S1 families
If a fixed-S1 family admits a blowup of size λ at some point p for all t then we may take the
blowup of each system in the family to produce a new set of integrable systems. In this section
we show that a collection of integrable systems produced in such a way can be associated
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with a fixed-S1 family, which essentially amounts to checking that the new momentum maps
are still smooth and still have a first component which is independent of t.
Theorem 4.8. Let (M,ω, Ft), 0 ≤ t ≤ 1, be a fixed-S1 family and let λ > 0. Let (pt)0≤t≤1 be
a continuous family of points in M such that for every t ∈ [0, 1], pt is an elliptic-elliptic point
of Ft and (M,ω, Ft) admits a toric type blowup of size λ at pt. Then there exists a fixed-S1
family (Blpt(M), ω˜λ,t, F˜λ,t), 0 ≤ t ≤ 1, such that for each t ∈ [0, 1], (Blpt(M), ω˜λ,t, F˜λ,t) is
symplectomorphic to the blowup of size λ of (M,ω, Ft) at pt by a symplectomorphism which
intertwines the momentum maps.
Note that pt can only depend on t in the case that it belongs to a fixed surface of J for
all t. This is the case, for instance, in one step of the proof of Theorem 5.2.
Proof. Let (M,ω, Ft), λ, and pt be as in the statement of the proposition. By changing
Ft to Ft − Ft(pt) if necessary, we may assume that Ft(pt) = (0, 0) for all t. Then, by
Lemma 3.9, there exist a neighborhood Ut, local diffeomorphisms gt : (R2, 0) → (R2, 0) such
that gt(x, y) = (x, g(2)t (x, y)) where
∂g
(2)
t
∂y
(x, y) > 0, and symplectomorphisms χt : Ut → C2
(onto their images) such that
(gt ◦ Ft)|Ut = Φ ◦ χt
where Φ: C2 → R2 is a momentum map for a T2-action on C2 which fixes the origin only.
This implies that J = Φ(1) ◦ χt. Also, since we have assumed that a blowup of size λ
is possible for each t, we see that Φ(Bλ) ⊂ (gt ◦ Ft)(Ut), so we may choose Ut such that
(gt ◦ Ft)(Ut) = Ω ∩ Φ(C2) for some fixed open set Ω.
Performing blowup and defining F˜λ,t: Performing a blowup of (M,ω, Ft) at pt of a
fixed size λ at each t yields a new integrable system (M˜t, ω˜λ,t, G˜λ,t) with projection maps
pit : M˜t → M . Let Φ˜λ = (Φ˜(1)λ , Φ˜(2)λ ) be the toric momentum map on C˜2, the blowup of size
λ at the origin relative to Φ, so there is a map χ˜t : U˜t → C˜2 which is a symplectomorphism
onto its image and such that G˜(1)λ,t = Φ˜
(1)
λ ◦ χ˜t where G˜(1)λ,t is the first component of G˜λ,t. For
each t let ρt : U˜t ↪→ M˜t be the associated embedding, as in Definition 4.3. By uniqueness of
blowups for each t there exist symplectomorphisms ΨMt : M˜0 → M˜t and ΨUt : U˜0 → U˜t which
satisfy ΨMt ◦ ρ0 = ρt ◦ΨUt , and we can choose these so that χ˜−1t ◦ χ˜0 = ΨMt on the set ρ0(U˜0)
and
M˜0 \ ρ0(U˜0) M˜t \ ρt(U˜t)
M \ Ut
ΨMt
pi0 pit
(16)
commutes; see Figure 18a. Define F˜λ,t : M˜0 → R2 by F˜λ,t = G˜λ,t ◦ ΨMt , and write F˜λ,t =
(J˜λ,t, H˜λ,t). Also notice that since (gt ◦ Ft)(Ut) = Ω ∩ Φ(C2) for all t we have that
(gt ◦ G˜λ,t ◦ ρt)(U˜t) = Ω ∩ Φ˜(C2) (17)
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U˜0 M˜0
U˜t M˜t
C2 Ut M
R2 R2
ρ0
ΨUt ΨMt
ρt
piUt pit
Φ
ιtχt
Ft|Ut Ft
gt
(a) Performing a blowup in Ut for each t and
then identifying all of the resulting manifolds
with M˜0.
U˜0 M˜0
U˜t M˜t
R2 R2g−tt ◦µt◦ΨUt
ρ0
ΨUt ΨMt
F˜λ,t
ρt
µt G˜λ,t
gt
(b) The new momentum map is equal to g−tt ◦
µt ◦ΨUt in U˜0.
Figure 18: Diagrams related to the proof of Theorem 4.8.
for all t. The relevant maps are shown in Figure 18b.
Proof that J˜λ,t is fixed: Now we must show that J˜λ,t does not depend on t. Diagram (16)
implies that J˜λ,t = J˜λ,0 on M˜ \ ρ0(U˜) and J˜λ,t = J˜λ,0 on ρ0(U˜) because χ˜0 = χ˜t ◦ΨMt implies
J˜λ,0 = G˜(1)λ,0 = Φ˜(1) ◦ χ˜0 = Φ˜(1) ◦ χ˜t ◦ΨMt = G˜(1)λ,t ◦ΨMt = J˜λ,t.
Proof that F˜λ,t is smooth: Now we only need to show that F˜λ,t is smooth in (t,m).
On M˜ \ ρt(U˜t) we have that
(F˜λ,t)|M˜\ρt(U˜t) = (Ψ
M
t ◦ pit ◦ Ft)|M˜\ρt(U˜t) = (pi0 ◦ Ft)|M˜\ρt(U˜t)
which is clearly smooth in (t,m). Now we show F˜λ,t is smooth on ρ0(U˜0). Letting µt =
gt ◦ G˜λ,t ◦ ρt, Equation (17) implies that (U˜t, µt) is an open toric manifold which has the
same image for all t and thus by [17, Proposition 6.5] (U˜t, µt) and (U˜s, µs) are equivariantly
symplectomorphic for all t, s ∈ [0, 1]. We may assume that we have chosen ΨMt to restrict to
this equivariant symplectomorphism so
µt ◦ΨUt = g0 ◦ G˜λ,0 ◦ ρ0 (18)
for all t. From the diagram in Figure 18b and Equation (18) we see that
(F˜λ,t)|ρ0(U˜0) = g
−1
t ◦ µt ◦ΨUt ◦ ρ−10 = g−1t ◦ g0 ◦ G˜λ,0,
so we only must show that (t, u, v) 7→ g−1t (u, v) is smooth.
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In fact, by the implicit function theorem it is sufficient to show that (t, x, y) 7→ gt(x, y)
is smooth, since ∂g
(2)
t
∂y
(x, y) > 0. Recall (as in Remark 2.3) that 2pigt(x, y) is the integral of
αt = χ∗t (α) over a cycle in the fiber F−1(x, y) ∼= Tk (where k ∈ {0, 1, 2} depends on the type
of the fiber: regular, elliptic-transverse, or elliptic-elliptic), where α is the standard primitive
of the symplectic form in C2. So we have that
g
(1)
t (x, y) =
1
2pi
∫
γ1(x,y)
αt = x
where γ1(x, y) is any orbit of XJ contained in F−1t (x, y), and similarly
g
(2)
t (x, y) =
1
2pi
∫
γ2(t,x,y)
αt
for some cycle γ2(t, x, y) ⊂ F−1t (x, y) such that {[γ1], [γ2]} is a basis of H1(F−1t (x, y);Z). To
complete the proof we must argue that γ2(t, x, y) can be chosen so that g(2)t (x, y) is smooth in
t, x, y. Choose a trivialization of the torus bundle given by the fibers of F : C → R3, (t, pt) 7→
(t, Ft(pt)) over its image, where C is the fiber bundle over [0, 1] with fiber Ut over t. Note
that the integral along a given cycle will vary smoothly in (t, x, y) with the fiber F−1t (x, y),
so we must only argue that the cycle γ2(t, x, y) can be chosen so that it does not change
homotopy type on the torus as t varies, but this is possible because the image F (C) is the
fiber over [0, 1] with fiber Ft(Ut) which is topologically trivial. In fact, we must already have
that g(2)t is smooth because changing the homotopy type of γ2(t, x, y) would change the image
of the Delzant corner in Φ(C2) ∩ Ω by composing with some power of the matrix T , as in
Equation (1), but we have already seen that the corner in the image does not depend on t,
see Lemma 3.9.
We state the following without proof, since it is nearly identical to the proof of Theo-
rem 4.8.
Proposition 4.9. Let (M,ω, Ft), 0 ≤ t ≤ 1 be a fixed-S1 family and let λ > 0. Suppose there
exist continuous families (pt)0≤t≤1, (qt)0≤t≤1 of points of M such that for every t ∈ [0, 1],
pt and qt are distinct elliptic-elliptic points of Ft and there exists a surface Σt ⊂ M with
pt, qt ∈ Σt such that (M,ω, Ft) admits a blowdown of size λ at Σt. Then there exists a fixed-
S1 family (Mˇ, ωˇλ,t, Fˇλ,t), 0 ≤ t ≤ 1, such that for each t (Mˇ, ωˇλ,t, Fˇλ,t) is symplectomorphic
to the blowdown of size λ at Σt of (M,ω, Ft) by a symplectomorphism which intertwines the
momentum maps.
Note that since M admits a blowdown at Σt in the above proposition, it is implicit that
Σt is a symplectically embedded 2-sphere with self intersection −1.
Definition 4.10. The blowup (respectively blowdown) of a fixed-S1 family is the fixed-S1
family described in Theorem 4.8 (respectively Proposition 4.9).
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From the proof of Theorem 4.8, we see that performing a blowup at a given t does not
create a degenerate point, and thus if a fixed-S1 family is semitoric at time t then so is its
blowup (respectively blowdown); this implies the following.
Corollary 4.11. The blowup (respectively blowdown) of a semitoric family is still a semitoric
family with the same degenerate times.
We also have a result for degenerate times:
Lemma 4.12. Suppose that (M,ω, Ft) is a semitoric transition family with transition times
t−, t+ and q ∈M is a fixed point of elliptic-elliptic type for all t ∈ [0, 1]. If (M,ω, Ft) admits
a toric type blowup of size λ > 0 at q for all t ∈ [0, 1] \ {t−, t+}, then for any positive λ˜ < λ
the system (M,ω, Ft) admits a blowup of size λ˜ at q for all t ∈ [0, 1].
Proof. Let (M,ω, Ft), λ, and q be as in the statement and let p be the transition point
of the semitoric transition family; as above, we may assume that Ft(q) = (0, 0) for all t.
Let t ∈ [0, 1] \ {t−, t+} and let gt : (R2, 0) → (R2, 0), chosen smooth in t (see proof of
Theorem 4.8), such that gt ◦ Ft is the momentum map for a T2-action with image equal to
the intersection of an open neighborhood of the origin and a Delzant cone spanned by some
v1, v2 ∈ Z2. Since (M,ω, Ft) admits a toric type blowup of size λ at q, the point p does
not belong to Vt(λ) = (gt ◦ Ft)−1(Simp0(λv1, λv2)). By continuity, this implies that p does
not belong to the interior of Vs(λ) if s ∈ {t−, t+}, and similarly, there are no fixed points
other than q in the interior of Vs(λ˜). Indeed, by the discussion in Section 3.2.2 (following
from Lemma 3.3), the only points which are singular at t± are limits of singular points as
t → t± and degenerate singular points, which do not occur by assumption in a semitoric
transition family except for the transition point p. Hence if 0 < λ˜ < λ, the only fixed point
which belongs to Vt(λ˜) for any t is q, and the only rank one points are the two families of
elliptic-regular points emanating from it. Thus, (M,ω, Ft) admits a blowup of size λ˜ at q for
all t ∈ [0, 1].
We also need the following lemma whose proof is similar to the proof of the previous
lemma. The only difference being that, as discussed in Lemma 3.4, fixed points can change
with t only in a fixed sphere of J , which occur at its maximum and minimum values.
Lemma 4.13. Suppose that (M,ω, Ft) is a semitoric transition family with transition times
t−, t+ and j ∈ R is a maximum or minimum value of J . Suppose pt ∈ J−1(j) is the point
realizing the maximum or minimum of (Ht)|J−1(j) for all t ∈ [0, 1] \ {t−, t+}. If (M,ω, Ft)
admits a toric type blowup of size λ > 0 at pt for all t ∈ [0, 1] \ {t−, t+}, then for any positive
λ˜ < λ the system (M,ω, Ft) admits a blowup of size λ˜ at pt for all t ∈ [0, 1].
5 Semitoric transition families on Hirzebruch surfaces
In this section, we recall the definition of Hirzebruch surfaces and some of their properties,
and prove the existence of certain semitoric 1-transition families with prescribed semitoric
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(0, 0)
(0, β) (α, β)
(α + nβ, 0)
Figure 19: The standard Delzant polygon for Wn(α, β).
polygon invariants on each Hirzebruch surface, which is the content of Theorem 5.2 (a more
precise version of Theorem 1.5).
5.1 Definition of Hirzebruch surfaces through symplectic reduc-
tion
There are several equivalent definitions of Hirzebruch surfaces; we use the Delzant construc-
tion (see [7] or [6, Section 2.5] for more details) to define them starting from their standard
Delzant polygons. More precisely, for α, β > 0 and n ∈ Z≥0, we define the n-th Hirzebruch
surface Wn(α, β) with scalings α, β as the toric manifold whose Delzant polygon is displayed
in Figure 19, and we denote by ωWn(α,β) the symplectic form on Wn(α, β) obtained in this
way.
This construction yields that Wn(α, β) identifies with the symplectic reduction at level
zero of C4 with symplectic form ωstd = i2
∑4
j=1 duj ∧ du¯j with respect to the Hamiltonian
T2-action generated by
N(u1, u2, u3, u4) =
1
2
(
|u1|2 + |u2|2 + n|u3|2, |u3|2 + |u4|2
)
− (α + βn, β)
and that the standard toric system on Wn(α, β) is (Jstd, Hstd) with Jstd = 12 |u2|2, Hstd =1
2 |u3|2. We will denote by [u1, u2, u3, u4] ∈ Wn(α, β) the equivalence class of (u1, u2, u3, u4) ∈
C4 in this symplectic quotient.
5.2 Local coordinates
We now construct an atlas for Wn(α, β). Define, for `,m ∈ J1, 4K, ` 6= m, the open set
U`,m = {[u1, u2, u3, u4] | u` 6= 0, um 6= 0} ⊂ Wn(α, β).
Then we get an open cover Wn(α, β) ⊂ U1,3 ∪ U1,4 ∪ U2,3 ∪ U2,4. Indeed, the complementary
set of the right hand side is
S = {u1 = 0 or u3 = 0} ∩ {u1 = 0 or u4 = 0} ∩ {u2 = 0 or u3 = 0} ∩ {u2 = 0 or u4 = 0} .
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But u3 and u4 cannot vanish at the same time (since |u3|2 + |u4|2 = 2β on N−1(0)), so if [u]
belongs to S, then necessarily u1 = 0 = u2. This implies that |u3|2 = 2
(
β + α
n
)
, which is
impossible since |u3|2 ≤ 2β.
Now, we can get local coordinates on U`,m, for (`,m) = (1, 3), (1, 4), (2, 3) or (2, 4), as
follows. Using the action of N , we may find a representative of [u] such that both u` and um
are real and positive; we write u` = x` > 0 and um = xm > 0. Then, we write {1, 2, 3, 4} \
{`,m} = {p, q} and up = xp + iyp, uq = xq + iyq with xp, yp, xq, yq ∈ R. Then the latter give
local coordinates on U`,m, and we use the equations given by N = 0 to write x` and xm in
these coordinates. More precisely,
• for (`,m) = (1, 3): x1 =
√
2α + n(x24 + y24)− (x22 + y22), x3 =
√
2β − (x24 + y24),
• for (`,m) = (1, 4): x1 =
√
2(α + nβ)− n(x23 + y23)− (x22 + y22), x4 =
√
2β − (x23 + y23),
• for (`,m) = (2, 3): x2 =
√
2α + n(x24 + y24)− (x21 + y21), x3 =
√
2β − (x24 + y24),
• for (`,m) = (2, 4): x2 =
√
2(α + nβ)− n(x23 + y23)− (x21 + y21), x4 =
√
2β − (x23 + y23).
In any of these coordinates, the symplectic form is ωWn(α,β) = dxp ∧ dyp + dxq ∧ dyq.
5.3 A semitoric system on W0(α, β): the coupled angular momenta
We already know an example of semitoric system on the Hirzebruch surfaceW0(α, β). Indeed,
recall the coupled angular momenta system on M = S2 × S2 with symplectic form ωR1,R2 =
R1ωS2 ⊕ R2ωS2 described in Section 2.6. In the language of the present paper, Corollary
2.11 in [19] states that this system is a semitoric 1-transition family with transition point
(0, 0, 1, 0, 0,−1) and transition times
t− = R2
2R2 +R1 + 2
√
R1R2
, t+ = R2
2R2 +R1 − 2
√
R1R2
.
Since W0(α, β) is symplectomorphic to S2×S2 with symplectic form ωR1,R2 where R1 = α2
and R2 = β2 , the following result holds.
Lemma 5.1. There exists a semitoric 1-transition family on W0(α, β) with transition point
given by
[√
2α, 0,
√
2β, 0
]
and transition times
t− = β2β + α + 2
√
αβ
, t+ = β2β + α− 2√αβ .
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(0, β) (α+ β, β)
(α+ nβ, 0)(β, 0)
×
(a) A representative of [(∆n,0(α, β), (β, y(t)), (+1))].
(0, 0)
(β, β) (α+ β, β)
(α+ nβ, 0)
(b) The polygon ∆n,0(α, β).
(0, β) (α+ β, β)
(α+ nβ, 0)(β, 0)
(c) The polygon ∆n,1(α, β).
Figure 20: The polygons associated with the semitoric family onWn(α, β) for (a) t− < t < t+,
(b) t < t−, and (c) t > t+.
5.4 Constructing semitoric transition families on every Hirzebruch
surface
It is well-known that the standard toric system on Wn+1(α, β) can be obtained from the
standard toric system on Wn(α′, β), for some other α′ > 0, by a blowup followed by a
blowdown, see for instance the proof of Theorem 5 in [23]. The same argument can be
applied to prove the existence of the semitoric system on Wn(α, β) described in Theorem 1.5,
using the properties of the toric type blowups and blowdowns established in the previous
sections. For the basic idea of the construction, see Figures 21 and 22.
We can now prove the main result of this section, which is a more detailed version of The-
orem 1.5. Let ∆n,0(α, β) and ∆n,1(α, β) be the convex hulls of {(0, 0), (β, β), (α+ β, β), (α+
nβ, 0)} and {(0, β), (β, 0), (α+β, β), (α+nβ, 0)} respectively, as shown in Figures 20b and 20c.
Theorem 5.2. For every n ∈ Z≥0 and α, β > 0 there exists a semitoric 1-transition family on
Wn(α, β) with transition point
[√
2α, 0,
√
2β, 0
]
and transition times t−n , t+n ∈ (0, 1) satisfying
β
2β + α + 2
√
αβ
≤ t−n <
1
2 < t
+
n ≤
β
2β + α− 2√αβ
with equality on both sides if and only if n = 0, such that
1. for t−n < t < t+n the system is semitoric and has associated marked semitoric polygon
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[(∆n,0(α, β), (β, y(t)), (+1))] where y(t) belongs to the interval (0, β), shown in Fig-
ure 20a;
2. if t = t−n or t = t+n the system has exactly one degenerate point at
[√
2α, 0,
√
2β, 0
]
;
3. if t < t−n the system is semitoric with zero focus-focus points and associated marked
semitoric polygon [(∆n,0(α, β),∅,∅)], shown in Figure 20b;
4. if t > t+n the system is semitoric with zero focus-focus points and associated marked
semitoric polygon [(∆n,1(α, β),∅,∅)], shown in Figure 20c;
Moreover, such a system can be obtained from the scaled coupled angular momenta system
on W0(α′, β) for some choice of α′ ≥ α by alternately performing blowups and blowdowns,
each n times.
Note that the unmarked semitoric polygons obey the relationship for semitoric transition
families described in Lemma 3.14 because the weights of the S1-action at the transition point
are ±1, hence items 3. and 4. are automatic from item 1.
Proof. We proceed by induction on n; if n = 0 then the result follows from Lemma 5.1. Let
n ≥ 0 and assume that such a semitoric family exists on Wn(α′, β′) for all α′, β′ > 0. Given
α, β > 0, let 0 < λ < β and consider the system on Wn(α + λ, β) with transition times t−n ,
t+n , and which has marked semitoric polygon (depending on t) as described in the theorem.
For each t ∈ [0, 1] let pt ∈ Wn(α+ λ, β) be the point whose image in any representative with
 = +1 (upwards cut) of the marked semitoric polygon is the upper right corner (marked
with a black dot in the first column of Figures 21 and 22); in fact pt can also be determined
by fixing p0 = [0,
√
2(α + λ),
√
2β, 0] and requiring that pt is an elliptic-elliptic point of Ft
and t 7→ pt is continuous. Note that if n 6= 1 then pt = p0 for all t, but in the case n = 1 the
point may move since it belongs to a fixed surface of J . By Theorem 4.8, to conclude that a
blowup of size λ of this family is possible we have to argue that a blowup of size λ is possible
for all t ∈ [0, 1]. If t /∈ {t−n , t+n } note that the edges adjacent to the image of pt in the semitoric
polygon have SL2(Z)-length (as in Remark 4.1) given by α + λ, β, or α + β + λ (depending
on the value of t relative to t±, and the choice of representative), all of which are greater
than λ, and the only marked point is not in the region to be removed with the desired corner
chop, so as in Remark 4.1 we conclude that a blowup at pt is possible. Also, this implies that
if t ∈ {t−n , t+n } a blowup of size λ is possible by Lemmas 4.12 and 4.13 (taking a smaller λ if
necessary). Since the semitoric family on Wn(α + λ, β) admits a blowup of size λ at pt for
all t ∈ [0, 1], by Theorem 4.8 we can perform a blowup of size λ at pt for the family and by
Corollary 4.11 the resulting fixed-S1 family is a semitoric family on Blpt(Wn(α+λ, β)) which
has degenerate times t−n , t+n . Moreover, by Lemma 4.6 we know the semitoric polygons of the
new family, they are the ones which are obtained by performing a semitoric corner chop of
size λ at the upper right corner of the polygons for Wn(α + λ, β), as shown in the middle
column of Figure 21 for n = 0, 1, 2.
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Next, we show the family we just constructed on M = Blpt(Wn(α + λ, β)) admits a
blowdown. Let Σt be the sphere whose image is marked in bold in the middle column of
Figures 21 and 22. Notice that if t /∈ {t−n , t+n } then the semitoric polygon associated to the
new family admits a corner unchop of size β − λ, since it can be seen as the corner chop of
∆n,0(α, β) or ∆n,1(α, β) (depending on the value of t and the choice of semitoric polygon),
at the point p′t which is the preimage of the lower right corner in the semitoric polygon of
Wn+1(α, β) (marked in blue in the right column of Figures 21 and 22, and as before note
that p′t is independent of t unless n = 0). Again using Lemmas 4.12 and 4.13, we see this
also implies such a blowdown is possible if t ∈ {t−n , t+n } (again, taking a smaller λ if needed).
Thus, by Proposition 4.9 and Corollary 4.11, we have that the blowdown of the family on
Blpt(Wn(α+ λ, β)) at Σt produces a semitoric family with the same degenerate times t−n and
t+n on a manifold M which is the blowdown at Σt of Blpt(Wn(α + λ, β)). Furthermore, if
t = 0 in the family on M we obtain a system which becomes toric when scaling the second
component appropriately (like the coupled angular momenta) with Delzant polygon the one
associated to Wn+1(α, β), so we conclude that M ∼= Wn+1(α, β) and thus we have produced
the required system. Note that t−0 and t+0 satisfy the required equality by Lemma 5.1, and
by performing a blowup of size λ on W0(α, β + λ) we have
t−1 =
β + λ
2β + 2λ+ α + 2
√
α(β + λ)
, t+1 =
β + λ
2β + 2λ+ α− 2
√
α(β + λ)
which satisfy the claimed inequalities. Finally, if n > 0, note that t−n+1 and t+n+1 are the
transition times for the coupled angular momenta system onW0(α′, β) where α′ is determined
by the sizes of each of the blowups used in the construction of Wn+1(α, β), but in any case
α′ > α and thus t+n+1 and t−n+1 satisfy the claimed inequalities.
Remark 5.3. Note that the systems discussed in Theorem 5.2 are all obtained from the cou-
pled angular momenta system by performing operations which do not affect a neighborhood
of the J-fiber containing the focus-focus point (when t− < t < t+). Thus, for corresponding
values of t the Taylor series invariant for each of these systems is the same. Similarly, the in-
teger labels of polygons obtained by the twisting index invariant are equal for corresponding
polygons (those which are equal as sets in the region {(j0− ε, j0 + ε} where j0 is the J-value
of the focus-focus point).
6 Explicit semitoric families on W1(α, β)
By Theorem 5.2 we know that a semitoric 1-transition family exists on W1(α, β), and in this
section we find completely explicit ones (but we will see that they are not the same ones
abstractly constructed in Theorem 5.2); one for which the fixed points move in the preimage
of the vertical wall with the parameter t, and one for which this is not the case and the
images of two fixed points collide for t = 1/2.
50
Wn W˜n Wn+1
n = 0
n = 1
n = 2
× × ×
× × ×
× × ×
Figure 21: One representative of the marked semitoric polygon associated with each step in
the construction of a semitoric 1-transition family on Wn(α, β) from the scaled coupled spins
system on W0(α′, β). We perform a blowup at the black point and then a blowdown at the
bold edge. Compare with Figure 22. The scalings are not indicated for clarity; performing
the sequence of blowup and blowdown on Wn(α, β) yields Wn+1(α−λ, β) where λ is the size
of the blowup.
6.1 Preliminaries on W1(α, β)
As before, we see W1(α, β) as the symplectic reduction at (0, 0) of C4 by
N(u1, u2, u3, u4) =
1
2
(
|u1|2 + |u2|2 + |u3|2, |u3|2 + |u4|2
)
− (α + β, β)
at level zero. Consider
J = 12 |u2|
2, R = 12 |u3|
2, (19)
so that (J,R) is the standard toric system on W1(α, β). The fixed set of the S1-action
generated by J consists of the fixed sphere u2 = 0 and the fixed points C = [0,
√
2α,
√
2β, 0]
and D = [0,
√
2(α + β), 0,
√
2β].
For j /∈ {α, α+ β}, the reduced space M redj = J−1(j)/S1 is a smooth symplectic 2-sphere
(cf Lemma 2.12), displayed in Figure 23. This figure was obtained as follows: consider the J
and N invariant functions
X = <(u¯1u3u¯4), Y = =(u¯1u3u¯4). (20)
Using the relations |u1|2 = 2(α + β − J − R), |u2|2 = 2J , |u3|2 = 2R and |u4|2 = 2(β − R),
we obtain that
X2 + Y 2 = 8R(β −R)(α + β − J −R). (21)
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W1 Bl(W1) W2
t = 0
t = 1/2
t = 1
blowup blowdown
Figure 22: Performing a blowup followed by a blowdown on the semitoric family on W1(α, β)
to produce W2(α, β), showing t = 0, 1/2, 1. We perform a blowup at the black point and
then a blowdown at the bold edge. This shows three elements of the family constructed in
the proof of Theorem 5.2; the associated semitoric polygons are shown in the second row of
Figure 21.
The bounds for R are 0 ≤ R ≤ min(β, α + β − J) because |u3|2 ≤ 2β and |u1|2 ≥ 0.
Equation (21) with J = j defines M redj implicitly for all j ∈ [0, α + β].
Observe that for j /∈ {0, α, α + β} the set
M redj \ {[u] | u1 = 0 or u3 = 0 or u4 = 0}
isM redj minus two points since when [u] belongs to this set u2 6= 0, and since when 0 < j < α,
necessarily u1 6= 0, and when α < j < α + β, necessarily u4 6= 0. We obtain cylindrical
coordinates (ρ, θ) on this set as follows. Using the actions generated by J and N , we may
choose a representative (x1, x2, u3, x4) of [u1, u2, u3, u4] such that x1, x2 and x4 are real and
nonnegative. Write u3 = ρ exp(iθ) with ρ > 0, ρ2 < min (2β, 2(α + β − j)) (these bounds
come from u1, u3, u4 6= 0) and θ ∈ [0, 2pi); then
x1 =
√
2(α + β − j)− ρ2, x2 =
√
2j, x4 =
√
2β − ρ2.
6.2 The system
From Figure 23 and the general idea presented at the beginning of Section 3.3 and Figure 12,
(J,X) seems to be a good candidate for a semitoric system. Hence we consider, for γ ∈ R,
Ft = (J,Ht), where Ht = (1− t)R + t(−R + γX) = (1− 2t)R + tγX, (22)
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Figure 23: The section Y = 0 of the reduced space M redj for α = 1 = β and several values
of j, see Equation (21). Note that M redj is a surface of revolution, and that M redj is a single
point when j = α + β. For j = 1 it has a singular point.
J,R are as in Equation (19) and X is as in Equation (20), so that (J,H0) is toric with image
the standard Delzant polygon forW1(α, β) (see Figure 19), (J,H1) is of toric type with image
shown in Figure 24 and H1/2 = γ2X.
Remark 6.1. We will prove below that (J,X) is indeed semitoric, and two representatives of
the different classes of semitoric polygons of this system are the image of (J,R) and (J,−R)
(note that the image of (J,H1) is similar to this semitoric polygon), but we must also include
the term γX in the second part of the convex combination to avoid the image collapsing to
a line for t = 1/2 and produce a focus-focus singular point. Also note that the options for
the function X are very limited; the choice must be J and N invariant, low enough order to
contribute to the quadratic part of Ht, and real-valued.
Theorem 6.2. Under the assumption that
0 < γ < 12
√
2β , (23)
Ft from Equation (22) is a semitoric 1-transition family on W1(α, β) with transition times
t−, t+ satisfying
0 < t− = 12(1 + γ
√
2β) < t
+ = 12(1− γ√2β) < 1.
The rest of this section is devoted to proving this theorem; we check that the rank
zero points are non-degenerate of the correct type (except for the transition point which is
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Figure 24: The image Ft(W1(α, β)) for Ft as in Equation (22), α = 1, β = 2, and γ = 920√2β .
Note that in this case, t− = 1029 and t
+ = 1011 .
degenerate for t = t±) in Lemmas 6.4 and 6.5, and we check that the rank one singular
points are non-degenerate of elliptic-transverse type in Lemmas 6.7 and 6.8. In Figure 24,
we display the image of the momentum map for several values of t ∈ [0, 1].
6.3 Fixed points
Lemma 6.3. The fixed points of Ft from Equation (22) are the points C = [0,
√
2α,
√
2β, 0],
D = [0,
√
2(α + β), 0,
√
2β] and
At =
[√
2(α + β)− x−3 (t)2, 0, x−3 (t),
√
2β − x−3 (t)2
]
,
Bt =
[√
2(α + β)− x+3 (t)2, 0, x+3 (t),
√
2β − x+3 (t)2
]
,
where x±3 (t) are the only two real solutions of the equation
(1− 2t)x3
√
(2β − x23)(2(α + β)− x23) + tγ
(
3x43 − 4(α + 2β)x23 + 4β(α + β)
)
= 0
satisfying −√2β < x−3 (t) < x+3 (t) <
√
2β. Moreover,
J(At) = 0, J(Bt) = 0, J(C) = α, J(D) = α + β, Ht(C) = (1− 2t)β, Ht(D) = 0.
Note that the points At and Bt move on the fixed sphere of J as t varies. Note also that
for t = 1/2, we can compute explicitly
x±3 (t) = ±
√
2
3
(
α + 2β −
√
α2 + αβ + β2
)
.
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Proof. The case t = 0 comes from the theory of toric systems, so we assume that t 6= 0.
The fixed points for Ft must lie in the fixed set of J , which means they can only be C,D or
satisfy u2 = 0. We already know that the tangent maps of R at C and D vanish because
these are fixed points of the standard toric system. But since C corresponds to u1 = 0 = u4
and D corresponds to u1 = 0 = u3, a simple computation shows that the tangent maps of X
at these points also vanish. Thus the tangent maps of H (a linear combination of X and R)
at C and D vanish.
Since t 6= 0, the fixed points on J−1(0) belong to the open set U1,4 defined in Section 5.2.
Using the local coordinates x2, y2, x3, y3 introduced in this section, and the relation
x1 =
√
2(α + β)− (x23 + y23)− (x22 + y22), x4 =
√
2β − (x23 + y23),
we find that J = x
2
2+y22
2 and
Ht =
(1− 2t)(x23 + y23)
2 + γtx3
√
(2β − (x23 + y23))(2(α + β)− (x23 + y23)− (x22 + y22)).
Thus J = 0 implies (x2, y2) = (0, 0), and we look for (x3, y3) such that dHt(0, 0, x3, y3) = 0.
This amounts to
(1− 2t)x3 + tγ
√
(2β − (x23 + y23))(2(α + β)− (x23 + y23)) + 2tγx
2
3(x23+y23−α−2β)√
(2β−(x23+y23))(2(α+β)−(x23+y23))
= 0,
(1− 2t)y3 + 2tγx3y3(x
2
3+y23−α−2β)√
(2β−(x23+y23))(2(α+β)−(x23+y23))
= 0.
If y3 6= 0, the second equation yields
2tγx3(x23 + y23 − α− 2β)√
(2β − (x23 + y23))(2(α + β)− (x23 + y23))
= 2t− 1,
and substituting this in the first equation, we obtain that
tγ
√
(2β − (x23 + y23))(2(α + β)− (x23 + y23)) = 0,
which is impossible since x1 6= 0 and x4 6= 0. Therefore, y3 = 0 and the first equation becomes
(1− 2t)x3 + tγ
√
(2β − x23)(2(α + β)− x23) +
2tγx23(x23 − α− 2β)√
(2β − x23)(2(α + β)− x23)
= 0, (24)
or equivalently
(1− 2t)x3
√
(2β − x23)(2(α + β)− x23) + tγ
(
3x43 − 4(α + 2β)x23 + 4β(α + β)
)
= 0.
We claim that this equation has exactly two real solutions x+3 (t), x−3 (t), satisfying −
√
2β <
x−3 (t) < 0 < x+3 (t) <
√
2β; these solutions are displayed in Figure 25. To prove the claim, let
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Figure 25: The graphs of x−3 and x+3 as functions of t for α = β = 1 and γ = 14√2β .
f(x) = (1− 2t)x
√
(2β − x2)(2(α + β)− x2) + tγ
(
3x4 − 4(α + 2β)x2 + 4β(α + β)
)
;
we are looking for solutions of f = 0 in (−√2β,√2β), whose squares are in particular roots
of the polynomial
P (X) = t2γ2
(
3X2 − 4(α + 2β)X + 4β(α + β)
)2 − (1− 2t)2X(2β −X)(2(α + β)−X)
in (0, 2β). We have
P ′(X) = (3X2 − 4(α + 2β)X + 4β(α + β))(12γ2t2X − (1− 2t)2 − 8γ2t2(α + 2β))
which has three roots, only one of which depends on t. They are
X± = 23
(
α + 2β ±
√
α2 + αβ + β2
)
, Xt =
(1− 2t)2 + 8(α + 2β)γ2t2
12γ2t2 .
Note that X+ > 2β since
√
α2 + αβ + β2 > β, and that 0 < X− < 2β since we have
α <
√
α2 + αβ + β2 < α + 2β. The third root Xt may or may not lie in (0, 2β) depending
on the parameters, but in any case P ′ is negative on the intervals (0, X−) and (Xt, 2β)
and positive on (X−, Xt); furthermore, one readily checks that P (0) > 0, P (X−) < 0 and
P (2β) > 0, so P has exactly one zero X1 in (0, X−) and one zero X2 in (X−, 2β). This gives
four possible solutions ±√X1,±
√
X2 to the equation f(x) = 0, but we can discard two of
them since the form of f implies that it can never have two zeros of the form ±x, since the
second term in f takes the same value regardless of the choice of x or −x while its first term
changes sign. So we find exactly two solutions x−3 (t) and x+3 (t) of f = 0, with the correct
sign because f(±√2β) = −4tγαβ < 0 and f(0) = 4tγβ(α + β) > 0.
We see that in this system the fixed points on the vertical wall depend on t. In Section 6.5,
we will exhibit another system for which this is not the case.
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Lemma 6.4. The point C is elliptic-elliptic when 0 ≤ t < t− and t+ < t ≤ 1, and focus-focus
when t− < t < t+, where
t− = 12(1 + γ
√
2β) , t
+ = 12(1− γ√2β) .
Note that by Lemma 3.1, it is degenerate for t = t− and t = t+. Note also that because
of assumption (23), we have
0 < t− < 12 < t
+ < 1.
Proof. We do not treat the case t = 0 since in this case the system is toric so we already
know that C is elliptic-elliptic. The point C corresponds to u1 = 0 = u4, so we work with
the local coordinates x1, y1, x4, y4 in the trivialization open set U2,3, see Section 5.2. In these
coordinates, C corresponds to (0, 0, 0, 0), and
Ht =
(1− 2t)(2β − (x24 + y24))
2 + tγ(x1x4 − y1y4)
√
2β − (x24 + y24).
The Taylor expansion of Ht at (0, 0, 0, 0) reads
Ht = (1− 2t)β + 2t− 12 (x
2
4 + y24) + tγ
√
2β(x1x4 − y1y4) +O(3),
where O(3) stands for O(‖(x1, y1, x4, y4)‖3). Hence the Hessian of Ht at C in the basis
corresponding to x1, y1, x4, y4 satisfies
d2Ht(C) =

0 0 tγ
√
2β 0
0 0 0 −tγ√2β
tγ
√
2β 0 2t− 1 0
0 −tγ√2β 0 2t− 1
 .
In these local coordinates, the symplectic form at (0, 0, 0, 0) reads ω = dx1 ∧ dy1 + dx4 ∧ dy4,
hence the matrix ΩC of this symplectic form in the aforementioned basis satisfies
ΩC =

0 1 0 0
−1 0 0 0
0 0 0 1
0 0 −1 0
 , Ω−1C =

0 −1 0 0
1 0 0 0
0 0 0 −1
0 0 1 0
 ,
and thus
Ω−1C d2Ht(C) =

0 0 0 tγ
√
2β
0 0 tγ
√
2β 0
0 tγ
√
2β 0 1− 2t
tγ
√
2β 0 2t− 1 0
 .
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First, we assume that t 6= 1/2. The reduced characteristic polynomial of Ω−1d2Ht(C) (see
Section 2.3 for its definition) is
P = X2 +
(
4(1− βγ2)t2 − 4t+ 1
)
X + 4t4γ4β2,
with discriminant ∆ = −(2t− 1)2 (4(2βγ2 − 1)t2 + 4t− 1). Let c = γ√2β, so that
∆ = −(2t− 1)2
(
4(c2 − 1)t2 + 4t− 1
)
= −4(c2 − 1)(2t− 1)2
(
t− 12(1− c)
)(
t− 12(1 + c)
)
(note that by Equation (23), 0 < c < 1/2 so in particular c2 − 1 < 0); this reads
∆ = 4(1− c2)(2t− 1)2
(
t− t+
) (
t− t−
)
.
If t− < t < t+, then ∆ < 0 and P has two complex roots with nonzero imaginary part, so C
is non-degenerate of focus-focus type. If 0 < t < t− or t+ < t ≤ 1, ∆ > 0 and P has two real
roots
λ± = − (4(1− βγ
2)t2 − 4t+ 1)±√∆
2 =
−
(
4(1− c22 )t2 − 4t+ 1
)
±√∆
2 .
Now, let
b = 4
(
1− c
2
2
)
t2 − 4t+ 1 = 4
(
1− c
2
2
)(
t− 1
2− c√2
)(
t− 1
2 + c
√
2
)
,
and note that
t− <
1
2 + c
√
2
<
1
2− c√2 < t
+,
which means that b > 0 since 0 < t < t− or t+ < t ≤ 1. Hence λ− < 0; moreover, one readily
checks that b2 −∆ = 16β2γ4t4 > 0. Consequently, b > √∆ and λ+ < 0 as well. Hence C is
non-degenerate of elliptic-elliptic type.
If t = 1/2, then
Ω−1d2Ht(C) =
1
2

0 0 0 γ
√
2β
0 0 γ
√
2β 0
0 γ
√
2β 0 0
γ
√
2β 0 0 0

and the eigenvalues of this matrix are not distinct, so we cannot assert that C is non-
degenerate and infer its type right away. Since J = α− 12(x21 + y21) + 12(x24 + y24), we find
Ω−1d2J(C) =

0 1 0 0
−1 0 0 0
0 0 0 −1
0 0 1 0
 .
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The linear combination
Ω−1d2J(C) + 2
γ
√
2βΩ
−1d2Ht(C) =

0 1 0 1
−1 0 1 0
0 1 0 −1
1 0 1 0

has eigenvalues ±1± i, so C is non-degenerate of focus-focus type.
The point D can be treated in a similar fashion; we only give a few details of the proof.
However, the treatment of the points At and Bt is different so we are more precise with them.
Lemma 6.5. The points At, Bt and D are always elliptic-elliptic.
Proof. The point D. We work on U2,4 = {[u1, u2, u3, u4] | u2 6= 0, u4 6= 0} ⊂ W1(α, β).
Using the action of N , we may assume that u2 = x2 ∈ R+ and u4 = x4 ∈ R+, and we can
write u1 = x1 + iy1, u3 = x3 + iy3 and use x1, y1, x3, y3 as local coordinates, since then
x2 =
√
2(α + β)− (x23 + y23)− (x21 + y21), x4 =
√
2β − (x23 + y23).
In these coordinates, D corresponds to (0, 0, 0, 0),
Ht =
(1− 2t)(x23 + y23)
2 + tγ(x1x3 + y1y3)
√
2β − (x23 + y23),
and thus
Ω−1D d2Ht(D) =

0 0 0 −tγ√2β
0 0 tγ
√
2β 0
0 −tγ√2β 0 2t− 1
tγ
√
2β 0 1− 2t 0
 .
First, we assume that t 6= 1/2. The reduced characteristic polynomial of Ω−1d2Ht(D) is
P = X2 +
(
4(1 + βγ2)t2 − 4t+ 1
)
X + 4t4γ4β2.
Its discriminant is given by
∆ = (2t− 1)2
(
4(1 + 2βγ2)t2 − 4t+ 1
)
= (2t− 1)2
(
8βγ2t2 + (2t− 1)2
)
> 0.
Hence P has two real roots
λ± = − (4(1 + βγ
2)t2 − 4t+ 1)±√∆
2 < 0.
Consequently, D is non-degenerate of elliptic-elliptic type.
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If t = 1/2 one readily checks that
2Ω−1D d2J(D) +
2
γ
√
2βΩ
−1d2Ht(D) =

0 2 0 −1
−2 0 1 0
0 −1 0 2
1 0 −2 0

has eigenvalues ±i,±3i, so D is non-degenerate of elliptic-elliptic type.
The points At and Bt. We use the same chart and notation as in the proof of Lemma
6.3. One readily checks that
Ω−1(0,0,x3,0)d
2Ht(0, 0, x3, 0) =

0 −a(x3) 0 0
a(x3) 0 0 0
0 0 0 −c(x3)
0 0 b(x3) 0

with
a(x3) =
−tγx3(2β − x23)√
(2β − x23)(2(α + β)− x23)
, c(x3) = 1− 2t+ 2tγx3(x
2
3 − α− 2β)√
(2β − x23)(2(α + β)− x23)
,
and
b(x3) = 1− 2t+ 2tγx3 (3x
6
3 − 9(α + 2β)x43 + 4(α2 + 9αβ + 9β2)x23 + 12β(α2 + 3αβ + 2β2))
((2β − x23)(2(α + β)− x23))3/2
.
Because of Equation (24), we have that
c(x±3 (t)) =
−tγ
x±3 (t)
√
(2β − x±3 (t)2)(2(α + β)− x±3 (t)2),
so c(x−3 (t)) > 0 and c(x+3 (t)) < 0. Furthermore, using Equation (24) again, a straightforward
computation yields
b(x±3 (t)) =
tγP (x±3 (t)2)
x±3 (t)
(
(2β − x±3 (t)2)(2(α + β)− x±3 (t)2)
)3/2
where P (X) = X2 (3X2 − 8(α + 2β)X + 24β(α + β))− 16β2(α + β)2. Since
P ′(X) = 12X(2β −X)(2(α + β)−X) > 0
for X ∈ (0, 2β), we have that P (X) ≤ P (2β) = −16α2β2 < 0. Thus, the sign of b(x±3 (t))
is the opposite of the sign of x±3 (t). Therefore, b(x±3 (t))c(x±3 (t)) > 0 for every t; thus, the
eigenvalues of Ω−1(0,0,x±3 (t),0)d
2Ht(0, 0, x±3 (t), 0) are ±ia(x±3 (t)), ±i
√
b(x±3 (t))c(x±3 (t)), so At and
Bt are non-degenerate of elliptic-elliptic type.
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6.4 Rank one points
We now prove that the rank one points are always non-degenerate of elliptic-transverse type;
in order to do so, we will use some convenient local coordinates, but we first need to show
that certain points cannot be singular of rank one.
Lemma 6.6. Ft as in Equation (22) has no rank one points with u1 = 0 or u3 = 0 or u4 = 0.
Proof. Again, we may assume that t 6= 0. Let J,N,R,X be as in Section 6.1, and write
N = (N1, N2). Since these are real-valued functions, we may use Lagrange multipliers,
treating the variables uj, u¯j as independent variables (see for instance [18]). A rank one
singular point is a solution of ∇Ht = λ∇J + µ1∇N1 + µ2∇N2, which reads
tγu¯3u4 = µ1u¯1, 0 = (λ+ µ1)u¯2, (1− 2t)u¯3 + tγu¯1u¯4 = (µ1 + µ2)u¯3, tγu1u¯3 = µ2u¯4,
plus the same equations but with every uj conjugate. If u1 = 0, necessarily u3 = 0 or u4 = 0;
we get the fixed points C and D. If u4 = 0, necessarily u1 = 0 or u3 = 0; the first case yields
C, the second case is impossible since |u3|2 + |u4|2 = 2β. Finally, if u3 = 0, necessarily u1 = 0
or u4 = 0; the first case yields D, the second one is impossible.
Thanks to this lemma, we can use the local coordinates (ρ, θ) on M redj \ {[u] | u1 =
0 or u3 = 0 or u4 = 0} defined in Section 6.1. In these coordinates,
Hred,jt = (1− 2t)
ρ2
2 + γtρ cos θ
√
(2β − ρ2)(2(α + β − j)− ρ2).
Lemma 6.7. All rank one points of Ft as in Equation (22) on W1(α, β) \ J−1(0) are non-
degenerate of elliptic-transverse type for all t.
Proof. We use Lemma 2.6 (which, we recall, works away from the singular part of the reduced
space for j ∈ {α, α + β}) and work with the reduced Hamiltonian Hred,jt on M redj . We write
Hred,jt = (1− 2t)
ρ2
2 + γtρ cos θ
√
g(ρ).
where g(ρ) = (2β−ρ2)(2(α+β− j)−ρ2). We may assume that ρ2 /∈ {0, 2β, 2(α+β− j)} by
Lemma 6.6, since these values respectively correspond to u3 = 0, u4 = 0 and u1 = 0. Singular
points of Hred,jt satisfy
0 = ∂H
red,j
t
∂θ
= −γtρ sin θ
√
g(ρ), 0 = ∂H
red,j
t
∂ρ
= (1− 2t)ρ+ γth(ρ) cos θ. (25)
where
h(ρ) =
√
g(ρ) + ρg
′(ρ)
2
√
g(ρ)
= 2g(ρ) + ρg
′(ρ)
2
√
g(ρ)
. (26)
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The first equation boils down to sin θ = 0 because ρ2 /∈ {0, 2β, 2(α+ β − j)}. The derivative
∂2Hred,jt
∂θ∂ρ
= −γth(ρ) sin θ
therefore vanishes at a singular point. Moreover,
∂2Hred,jt
∂θ2
= −γtρ cos θ
√
g(ρ), ∂
2Hred,jt
∂ρ2
= 1− 2t+ γth′(ρ) cos θ.
We already see that ∂
2Hred,jt
∂θ2 < 0 if θ = 0, and
∂2Hred,jt
∂θ2 > 0 if θ = pi. Furthermore,
h′(ρ) = 2g(ρ)(ρg
′′(ρ) + 2g′(ρ))− ρg′(ρ)2
4g(ρ)3/2 .
If (ρc, θc) is a singular point, the second equality in Equation (25) yields
1− 2t = −γt cos θc (2g(ρc) + ρcg
′(ρc))
2ρc
√
g(ρc)
.
Therefore,
∂2Hred,jt
∂ρ2
(ρc, θc) =
γt cos θc (2ρ2cg(ρc)g′′(ρc) + 2ρcg(ρc)g′(ρc)− ρ2cg′(ρc)2 − 4g(ρc)2)
4ρcg(ρc)3/2
.
We claim that f(ρ) = 2ρ2g(ρ)g′′(ρ) + 2ρg(ρ)g′(ρ) − ρ2g′(ρ)2 − 4g(ρ)2 is always negative. In
order to prove this claim, we see f as a second order polynomial in j; namely, f = 4P with
P = −16β2j2 +8(ρ6−3βρ4 +4β2(α+β))j+3ρ8−8(α+2β)ρ6 +24β(α+β)ρ4−16β2(α+β)2.
The discriminant ∆ of P reads ∆ = −64ρ6(2β−ρ2)3 < 0, hence P is of the sign of −16β2 < 0,
and the claim is proved. In particular, the quantity ∂
2Hred,jt
∂ρ2 (ρc, θc) has the sign of − cos θc,
and the determinant of d2Hred,jt (ρc, θc) is positive. Consequently, (ρc, θc) corresponds to non-
degenerate rank one points of elliptic-transverse type.
Lemma 6.8. All rank one points of Ft as in Equation (22) on J−1(0) are non-degenerate of
elliptic-transverse type for every t ∈ [0, 1].
Proof. Using Definition 2.5, a rank one point p on J−1(0) (hence, such that dJ(p) = 0)
is non-degenerate if and only if the restriction of d2J(p) to L⊥/L is invertible, where L =
Span{XHt(p)}. Furthermore, if this is the case, the singular point is of elliptic-transverse type
if and only if the eigenvalues of Ω−1d2J(p)|L⊥/L are of the form ±iα with α 6= 0 real, where Ω
is the matrix of the symplectic form on L⊥/L. As in the second part of the proof of Lemma
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6.3, we work on the trivialization open set U1,4 defined in Section 5.2, with local coordinates
x2, y2, x3, y3; in these coordinates J = 12(x
2
2 + y22). We know from the aforementioned proof
that at a singular point p = (0, 0, x3, y3) of rank one in J−1(0), the Hamiltonian vector field
of Ht reads
XHt(p) =

0
0
f1(t, x3, y3)
f2(t, x3, y3)

for some functions f1, f2. Therefore,
L⊥ = Span


1
0
0
0
 ,

0
1
0
0
 , XHt(p)
 , L
⊥/L ' Span


1
0
0
0
 ,

0
1
0
0

 ;
so d2J(p) restricts to the identity on L⊥/L, and Ω−1d2J(p)|L⊥/L has eigenvalues ±i.
6.5 An explicit example with the same fixed points for all t
In this section, we describe another system onW1(α, β), given in Equation (27), which differs
from the system from Equation (22) described above in several important ways, but still has
the same semitoric polygons when it is semitoric with one focus-focus point. Firstly, in the
system described above the fixed points of (J,Ht) vary in the manifold with t, while in the
system described below this is not the case. On the other hand, the images of the fixed
points of the system described in this section which are in the set J−1(0) move vertically as
t changes and pass through each other, such that for t < 1/2 we have Ht(A) < Ht(B), for
t > 1/2 we have Ht(A) > Ht(B), and for t = 1/2 we have Ft(A) = Ft(B). Thus, at t = 1/2
the system is degenerate, with the entire sphere J−1(0) being sent to the same point by F1/2;
this type of degeneracy, called the collapse of the fixed sphere, is described in item (1a) in
Section 3.2.2. Figure 26 shows the image of the momentum map of the system from Equation
(27) for varying values of t. Because of the degeneracy at t = 1/2, this is not a semitoric
1-transition family and thus this is not the system guaranteed by Theorem 5.2.
The idea is to replace X by JX in the system from Equation (22) (and we also add
a constant to shift the momentum map image), with X as in Equation (20) and J as in
Equation (19), so that this term is zero on the fixed sphere. Thus, we consider the system
Ft = (J,Ht), where Ht = (1− t)R + t (−R + γJX + β) = (1− 2t)R + t(γJX + β). (27)
Theorem 6.9. For 0 < γ < 1
2α
√
2β
the system Ft = (J,Ht) given in Equation (27) is a
semitoric family on W1(α, β) with degenerate times t−, 12 , and t
+, where
t− = 12(1 + αγ
√
2β) , t
+ = 12(1− αγ√2β) .
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Note that since 0 < γ < 1, we indeed have 0 < t− < t+ < 1. Since the proof of this
theorem is very similar to the proof of Theorem 6.2, we leave it to the reader. Let us simply
mention that for all t the fixed points include A, B, C, and D with
A = [
√
2(α + β), 0, 0,
√
2β], J(A) = 0, Ht(A) = tβ,
B = [
√
2α, 0,
√
2β, 0], J(B) = 0, Ht(B) = (1− t)β,
C = [0,
√
2α,
√
2β, 0], J(C) = α, Ht(C) = (1− t)β,
D = [0,
√
2(α + β), 0,
√
2β], J(D) = α + β, Ht(D) = tβ,
and that the point which transitions is again C. If t 6= 1/2 the only fixed points are A,B,C,D
and if t = 1/2 the fixed points are C,D and the entire set J−1(0). Note that by Lemma 3.1,
C is degenerate for t = t− and t = t+. The image of Ft is displayed in Figure 26.
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Figure 26: The image Ft(W1(α, β)) of the system from Equation (27) for α = 1, β = 3 and
γ = 3
8α
√
2β
. Note that in this case, t− = 411 and t
+ = 45 . The images of A, B, C, and D are
colored blue, purple, red, and black respectively; note that at t = 1/2 the images of A and
B pass through each other.
6.6 A fixed-S1 family on W1(1, 1) with hyperbolic singularities
To conclude this section, we explain how to modify the system in Equation (22) in order to
obtain a fixed-S1 family displaying hyperbolic singularities; more precisely, some elements in
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this family are so-called hyperbolic semitoric systems, as in [9, Definition 3.2]. Following the
techniques used in that paper, the idea is to add a higher order term to the non-periodic
Hamiltonian; depending on this term, we may obtain that for some values of the parameter,
the transition point is elliptic-elliptic and has image in the interior of the image of the
momentum map, with curves of images of rank one points emanating from it. We achieve
this by considering, on W1(1, 1), J as in Equation (19) and
Ht = (1− 2t)R + tX + 2t|u1|2|u4|2
for t ∈ [0, 1], where R is defined in Equation (19) and X is as in Equation (20). Here, for
simplicity, we have assumed that α = β = 1 and we have taken γ = 1 in the original system
(22), but in principle the same recipe could be applied for other values of the parameters. The
corresponding image of the momentum map is shown in Figure 27. The interior lines in the
image of the momentum map denote the image of rank one points (the ones in the segments
adjacent to the red dot are elliptic-transverse and the rest are hyperbolic-transverse), except
for the red point which is the image of an elliptic-elliptic point and the other two corners of
the triangle, which are the images of degenerate points; see Figure 4 in [9].
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Figure 27: Image of the momentum map for the system described in Section 6.6.
7 Explicit semitoric families on W2(α, β)
In this section we present two explicit examples of semitoric 1-transition families onW2(α, β)
(in Sections 7.2 and 7.3), and in Section 7.4 we present a two-parameter family of semitoric
systems on W2(α, β) which transitions between having zero, one, and two focus-focus points
depending on the values of the parameters.
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(0,−β)
(β, β) (α + β, β)
(α + 2β,−β)
Figure 28: The image of the system (J,R) from Equation (28) on W2(α, β).
7.1 Preliminaries on W2(α, β)
As before, we see W2(α, β) as the symplectic reduction of C4 by
N(u1, u2, u3, u4) =
1
2
(
|u1|2 + |u2|2 + 2|u3|2, |u3|2 + |u4|2
)
− (α + 2β, β)
at level zero. We consider the periodic Hamiltonians
J = 12
(
|u2|2 + |u3|2
)
, R = 12
(
|u3|2 − |u4|2
)
; (28)
note that (J,R) is not toric (since the action generated by R is not effective) but (J, R2 ) is.
Nevertheless, using R is more convenient for our purpose. The image of the momentum map
(J,R) is displayed in Figure 28; note that one feature of this system is that there is no vertical
wall, so we can hope to write a semitoric 1-transition family for which the point with image
(β, β) transitions into the interior of the momentum map image and becomes a focus-focus
point.
We will need the following simple lemma, which we state without proof.
Lemma 7.1. The fixed points of J on W2(α, β) are
A =
[√
2(α + 2β), 0, 0,
√
2β
]
, B =
[√
2α, 0,
√
2β, 0
]
C =
[
0,
√
2α,
√
2β, 0
]
, D =
[
0,
√
2(α + 2β), 0,
√
2β
]
with values J(A) = 0, J(B) = β, J(C) = α + β, and J(D) = α + 2β.
For j /∈ {0, α, α+β, α+ 2β}, the reduced space M redj = J−1(j)/S1 is a smooth symplectic
2-sphere, displayed in Figure 29. We obtain this figure by considering the functions X =
< (u¯1u¯2u3u¯4) and Y = = (u¯1u¯2u3u¯4), which are invariant under the actions generated by J
and N . Since |u1|2 = 2α+ 3β− 2J −R, |u2|2 = 2J −β−R, |u3|2 = β+R and |u4|2 = β−R,
we have that M redj is described by the equation
X2 + Y 2 = (2α + 3β − 2j −R) (2j − β −R)
(
β2 −R2
)
.
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Figure 29: The section Y = 0 of the reduced space M redj (which is a surface of revolution
around the R axis) for α = β = 1 and different values of j. As expected, the reduced space
is singular for j = β and j = α + β, since the rank zero points B and C are in these levels
of J .
As before, the set
M redj \ {[u] | u1 = 0 or u2 = 0 or u3 = 0 or u4 = 0}
is M redj minus two points. We obtain cylindrical coordinates (ρ, θ) on this set as follows.
Using the actions of J and N , we may choose a representative (x1, x2, u3, x4) of [u1, u2, u3, u4]
such that x1, x2 and x4 are real and nonnegative. We obtain by writing u3 = ρ exp(iθ) with
ρ > 0, ρ2 < min (2β, 2j, 2(α + 2β − j)), and θ ∈ [0, 2pi) that
x1 =
√
2(α + 2β − j)− ρ2, x2 =
√
2j − ρ2, x4 =
√
2β − ρ2.
In these coordinates, R = ρ2 − β and X = ρ cos θ
√
(2(α + 2β − j)− ρ2)(2j − ρ2)(2β − ρ2).
7.2 A semitoric 1-transition family on W2(α, β)
We consider
Ht = (1− t)R + βt
α(α + 2β) (γX + (2J − α− 2β)(R + α + β)) , with 0 < γ <
1
2
√
α
β
;
the upper bound for γ is required to get transition times in (0, 1) in the semitoric transition
family that we will build. The constants are chosen so that Ht(A) = −β, Ht(B) = (1− 2t)β,
Ht(C) = β and Ht(D) = (2t − 1)β, and thus the images of the fixed points by H0 and
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H1 are always ±β. We claim that (J,Ht) is a transition family with transition point B.
The momentum map image of this family for varying values of t is shown in the top row of
Figure 31.
Theorem 7.2. The system given by
J = 12
(
|u2|2 + |u3|2
)
, Ht = (1− t)R + βt (γX + (2J − α− 2β)(R + α + β))
α(α + 2β) (29)
on W2(α, β) is a semitoric 1-transition family with transition point B = [
√
2α, 0,
√
2β, 0] and
transition times
t− = 1 + 2ν1 + (3 + c)ν and t
+ = 1 + 2ν1 + (3− c)ν ,
where ν = β
α
and c = 2γ
√
ν, so that 0 < c < 1.
The rest of this section is devoted to the proof of this theorem; indeed, in Lemmas 7.3
and 7.4 we show that the rank zero points are non-degenerate (except for the transition point
at the transition times) and of the desired type and the fact that the rank one points are
non-degenerate of elliptic-transverse type follows from Lemma 7.6.
Lemma 7.3. The point B is non-degenerate of focus-focus type for t− < t < t+ and of
elliptic-elliptic type for 0 ≤ t < t− and t+ < t ≤ 1.
Proof. The point B corresponds to u2 = 0 = u4; we use the local coordinates x2, y2, x4, y4 on
U1,3 defined in Section 5.2, and write
x1 =
√
2α + 2(x24 + y24)− (x22 + y22), x3 =
√
2β − (x24 + y24).
In these coordinates, B corresponds to (0, 0, 0, 0), J = β + 12(x
2
2 + y22) − 12(x24 + y24), R =
β − (x24 + y24), and
X = (x2x4 − y2y4)
√
(2α + 2(x24 + y24)− (x22 + y22)) (2β − (x24 + y24)).
The Taylor expansion of Ht at (0, 0, 0, 0) reads
Ht = (1−2t)β+βt(x
2
2 + y22)
α
+
(
t− 1− 2β
2t
α(α + 2β)
)
(x24+y24)+
2βγ
√
αβt
α(α + 2β)(x2x4−y2y4)+O(3).
Hence we obtain that
Ω−1B d2Ht(B) = 2

0 −βt
α
0 βγ
√
αβt
α(α+2β)
βt
α
0 βγ
√
αβt
α(α+2β) 0
0 βγ
√
αβt
α(α+2β) 0 −
(
t− 1− 2β2t
α(α+2β)
)
βγ
√
αβt
α(α+2β) 0 t− 1− 2β
2t
α(α+2β) 0

.
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The discriminant of the reduced characteristic polynomial P of 12Ω
−1
B d
2Ht(B) reads
∆ = ((1 + ν − 4ν
2)t− 1− 2ν)2(1 + 2ν − (1 + 3ν)(1− λ)t)(1 + 2ν − (1 + 3ν)(1 + λ)t)
(1 + 2ν)4 ,
where
λ = 2γν1 + 3ν
√
ν.
One readily checks that the quantity (1 + ν − 4ν2)t − 1 − 2ν never vanishes for t ∈ [0, 1]
whenever ν > 0; hence ∆ > 0 except when t− ≤ t ≤ t+ where
t− = 1 + 2ν(1 + 3ν)(1 + λ) =
1 + 2ν
1 + (3 + c)ν , t
+ = 1 + 2ν(1 + 3ν)(1− λ) =
1 + 2ν
1 + (3− c)ν .
Thus when t− < t < t+, ∆ < 0, hence P has two complex roots with nonzero imaginary
part, therefore B is non-degenerate of focus-focus type. When 0 ≤ t < t− or t− ≤ t ≤ t+,
∆ > 0 and P has two distinct real roots, which are both negative. Indeed, these roots are
−b±√∆
2 where P = X
2 + bX + c. A straightforward computation shows that b is a second
order polynomial in t whose discriminant equals
2ν2(c2 − 2− 8ν(1 + ν))
(1 + 2ν)2 < 0
since 0 < c < 1 and ν > 0, so b never vanishes. Moreover, b = 1 for t = 0, so b > 0.
Furthermore, one readily checks that
b2 −∆ = (((1 + 3ν)
2λ2 + 4ν(1 + 2ν)(2ν2 − 2ν − 1))t+ 4ν(1 + 2ν)2)2 t2
4(1 + 2ν)4 > 0.
This analysis proves that −b +√∆ < 0, hence both roots of P are negative. Consequently,
B is non-degenerate of elliptic-elliptic type.
Lemma 7.4. The points A,C,D are non-degenerate of elliptic-elliptic type for every t ∈
[0, 1].
Proof. As usual, we may assume that t 6= 0 since the statement is clear in the case t = 0 for
which the system (J, R2 ) is toric.
The point A. The point A corresponds to u2 = 0 = u3, so we use the local coordinates
x2, y2, x3, y3 on U1,4 as in Section 5.2, in which A corresponds to (0, 0, 0, 0), R = (x23 +y23)−β,
J = 12(x
2
2 + y22) + 12(x
2
3 + y23) and
X = (x2x3 + y2y3)
√
(2(α + 2β)− 2(x23 + y23)− (x22 + y22)) (2β − (x23 + y23)),
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The Taylor expansion of Ht at (0, 0, 0, 0) reads
Ht = −β+ βt(x
2
2 + y22)
α + 2β +
(
1− t− 2β
2t
α(α + 2β)
)
(x23 +y23)+
2βγt
α
√
β
α + 2β (x2x3 +y2y3)+O(3).
Hence the reduced characteristic polynomial P of
1
2Ω
−1
A d
2Ht(A) =

0 − βt
α+2β 0 −βγtα
√
β
α+2β
βt
α+2β 0
βγt
α
√
β
α+2β 0
0 −βγt
α
√
β
α+2β 0 −
(
1− t− 2β2t
α(α+2β)
)
βγt
α
√
β
α+2β 0 1− t− 2β
2t
α(α+2β) 0
 .
has discriminant
∆ = ((1 + ν + 2ν
2)t− 1− 2ν)2Q(t)
(1 + 2ν)3 ,
where
Q(t) = (1 + 4ν + (c2 + 5)ν2 + 2ν3)t2 − 2(1 + 3ν + 2ν2)t+ 1 + 2ν
is itself a quadratic polynomial in t whose discriminant equals −4(1 + 2ν)c2ν2 < 0. Hence
Q > 0, so ∆ > 0 as well (except when (1 +ν+ 2ν2)t−1−2ν = 0, but in this case one readily
checks that the eigenvalues of the linear combination Ω−1A d2H(A) + 2ν1+ν+2ν2 Ω
−1
A d
2J(A) have
the desired type). Now, let P = X2 + bX + c, so that the two real roots of P are −b±
√
∆
2 .
Again, b is a second order polynomial in t whose discriminant equals
−2ν
2(c2 + 2 + 2c2ν)
(1 + 2ν)2 < 0
and such that b(0) = 1, so b > 0. Furthermore
b2 −∆ = ν
2t2 ((2(c2 + 4)ν2 + c2ν + 4(1 + 2ν))t− 4ν(1 + 2ν))2
4(1 + 2ν)4 > 0
(except in the case (2(c2 +4)ν2 + c2ν+4(1 +2ν))t−4ν(1+ 2ν) = 0, left to the reader), hence
both roots of P are negative, and A is non-degenerate of elliptic-elliptic type.
The point C. The point C satisfies u1 = 0 = u4, so we use the local coordinates
x1, y1, x4, y4 on U2,3 as in Section 5.2, in which C corresponds to (0, 0, 0, 0), J = α + β −
1
2(x
2
1 + y21) + 12(x
2
4 + y24), R = β − (x24 + y24), and
X = (x1x4 − y1y4)
√
(2α + 2(x24 + y24)− (x21 + y21)) (2β − (x24 + y24)).
The discriminant of the reduced characteristic polynomial P of 12Ω
−1
C d
2Ht(C) is
∆ = ((1 + 3ν + 4ν
2)t− 1− 2ν)2(1 + 2ν − (1 + (1 + c)ν)t)(1 + 2ν − (1 + (1− c)ν)t)
(1 + 2ν)4 .
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Since 0 < c < 1, we have that 1 + 2ν > 1 + (1 + c)ν > 1 + (1− c)ν, so ∆ > 0 (except in the
case (1 + 3ν+ 4ν2)t− 1− 2ν = 0, left to the reader). Writing P = X2 + bX + c, b is a second
order polynomial in t whose discriminant equals
2ν2(c2 − 2− 8ν(1 + ν))
(1 + 2ν)2 < 0
and such that b(0) = 1, so b > 0. Furthermore
b2 −∆ = ν
2t2 ((4 + (c2 + 16)ν + 24ν2 + 16ν3)t− 4ν(1 + 2ν)2)2
4(1 + 2ν)4 > 0
(except when (4 + (c2 + 16)ν + 24ν2 + 16ν3)t − 4ν(1 + 2ν)2 = 0, but then one can again
find a suitable linear combination of Ω−1C d2J(C) and Ω−1C d2Ht(C)), hence both roots of P are
negative, and C is non-degenerate of elliptic-elliptic type.
The point D. The point D corresponds to u1 = 0 = u3, thus we work with the local
coordinates x1, y1, x3, y3 on U2,4 as in Section 5.2. In these coordinates, D corresponds to
(0, 0, 0, 0), R = (x23 + y23)− β, J = α + 2β − 12(x21 + y21)− 12(x23 + y23), and
X = (x1x3 + y1y3)
√
(2(α + 2β)− 2(x23 + y23)− (x21 + y21)) (2β − (x23 + y23)).
The discriminant of the reduced characteristic polynomial P of 12Ω
−1
D d
2Ht(D) is
∆ = (1 + 2ν − (1 + 3ν − 2ν
2)t)2Q(t)
(1 + 2ν)3 ,
where Q(t) = (1+(c2−3)ν2+2ν3)t2−2(1+ν+2ν2)t+1+2ν is a quadratic polynomial in t with
discriminant −4(1 + 2ν)c2ν2 < 0. Hence Q > 0 (again, unless (1 + 2ν − (1 + 3ν − 2ν2)t = 0,
left to the reader), so ∆ > 0 as well. Now, let P = X2 + bX + c, so that the two real roots
of P are −b±
√
∆
2 . Again, b is a second order polynomial in t whose discriminant equals
−2ν
2(c2 + 2 + 2c2ν)
(1 + 2ν)2 < 0
and such that b(0) = 1, so b > 0. Furthermore
b2 −∆ = ν
2t2 ((2(c2 + 4)ν2 + (c2 − 8)ν − 4)t+ 4ν(1 + 2ν))2
4(1 + 2ν)4 > 0
(unless (2(c2 + 4)ν2 + (c2 − 8)ν − 4)t+ 4ν(1 + 2ν), left to the reader), hence both roots of P
are negative, and D is non-degenerate of elliptic-elliptic type.
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7.3 Another semitoric 1-transition family on W2(α, β)
By starting with the same system (J,R) at t = 0, but defining a new function Ht, we can
produce a semitoric family in which the point C is the transition point instead of B. The
proof of the following is similar to the proof of Theorem 7.2, so we omit it.
Theorem 7.5. The system given by
J = 12
(
|u2|2 + |u3|2
)
, Ht = (1− t)R + (α + β)t
α(α + 2β)
(
γX − (2J − α− 2β)
(
R + β
2
α + β
))
(30)
on W2(α, β) is a semitoric 1-transition family with transition point C and transition times
t− = 1 + 2ν2 + c+ (3 + c)ν , t
+ = 1 + 2ν2− c+ (3− c)ν .
The image of the momentum map of this system for varying values of t is shown in the
leftmost column of Figure 31 (t = 0 is the upper left image and t increases to 1 moving down
the column; in other words, s1 = 0 and t corresponds to 1− s2).
7.4 A two-parameter family on W2(α, β)
In fact, both systems described above (in Sections 7.2 and 7.3) are part of a two-parameter
family of integrable systems, (J,Hs1,s2), s1, s2 ∈ [0, 1], which are semitoric for almost all val-
ues of (s1, s2). The idea is very similar to the one given in Equation (9), originally introduced
in [12], where the authors exhibit a two-parameter family of integrable systems on S2 × S2
semitoric for almost all values of the parameters. Taking the parameters (s1, s2) = (1/2, 1/2)
for both systems, the system introduced in the present paper has the same unmarked semi-
toric polygon as the system from (9) whenever α = 2(R2−R1) and β = 2R1. However, there
is no reason to believe these systems are isomorphic as semitoric systems, since their Taylor
series, height, or twisting index invariants may differ. In Appendix A, we investigate this by
computing the height invariants of both systems.
The system that we consider is Fs1,s2 = (J,Hs1,s2) with
J = 12
(
|u2|2 + |u3|2
)
, Hs1,s2 = (1− s1)(1− s2)H00 + s2(1− s1)H01 + s1(1− s2)H10 + s1s2H11
(31)
where H01 = R, H10 = −R and
H00 =
(α + β)
(
γX − (2J − α− 2β)(R + β2
α+β )
)
α(α + 2β) , H11 =
β (γX + (2J − α− 2β)(R + α + β))
α(α + 2β) .
Here, we need to choose γ so that
1
2(1 + 2ν)
√
ν
< γ <
1
2
√
ν
, with ν = β
α
(32)
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Figure 30: A plot showing the types of the points B and C depending on the parameters
s1 and s2 for the system given in Equation (31), where α = 1, β = 1 and γ = 920√ν . In the
white region both are elliptic-elliptic, in the red region B is focus-focus while C is elliptic-
elliptic, in the blue region B is elliptic-elliptic while C is focus-focus, and in the central purple
region both are focus-focus. The solid lines separating the different regions correspond to
parameters for which at least one of these two points is degenerate. This can be compared
with Figure 31.
as can be seen from the proof below. Note that the system in Theorem 7.2 corresponds
to Ht,1 (first row in Figure 31), while the system in Theorem 7.5 corresponds to H0,1−t
(first column in Figure 31). In this section, we will not fully prove that the system is a
semitoric system for almost all (s1, s2); indeed, we will only prove that the rank one points
are non-degenerate of elliptic-transverse type for every choice of (s1, s2) (see Lemma 7.6),
and that the fixed points are non-degenerate of the desired type when (s1, s2) = (1/2, 1/2),
see Lemma 7.7 (which implies that this is also the case in an open neighborhood of (1/2, 1/2)
in the parameter space). However, we will give numerical evidence for this fact (see Figure
31). Since, as explained above, the case Ht,1 has been rigorously treated (and the case
H0,1−t is extremely similar), this yields strong evidence that the system is indeed semitoric
with the desired number of focus-focus points for every choice of (s1, s2). We also include
a picture showing the different regions of [0, 1] × [0, 1] in which B and C are either both
elliptic-elliptic, or elliptic-elliptic and focus-focus, or focus-focus and elliptic-elliptic, or both
focus-focus, see Figure 30. In order to obtain this picture, we numerically computed the signs
of the discriminants of Ω−1B d2Hs1,s2(B) and Ω−1C d2Hs1,s2(C).
Lemma 7.6. For every choice of (s1, s2) ∈ [0, 1] × [0, 1], the rank one singular points of
(J,Hs1,s2) are non-degenerate of elliptic-transverse type.
Proof. We may assume that (s1, s2) /∈ {(0, 1), (1, 0)} because we already know that the
corresponding systems are toric up to vertical scaling. As in Section 6.4, we start by proving
that there is no rank one point with u` = 0 for some ` ∈ J1, 4K. Since the idea is the same as
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1 2 3-1
1
(s1,s2) = (0, 1)
1 2 3-1
1
(s1,s2) = (0.25, 1)
1 2 3-1
1
(s1,s2) = (0.5, 1)
1 2 3-1
1
(s1,s2) = (0.75, 1)
1 2 3-1
1
(s1,s2) = (1, 1)
1 2 3-1
1
(s1,s2) = (0, 0.75)
1 2 3-1
1
(s1,s2) = (0.25, 0.75)
1 2 3-1
1
(s1,s2) = (0.5, 0.75)
1 2 3-1
1
(s1,s2) = (0.75, 0.75)
1 2 3-1
1
(s1,s2) = (1, 0.75)
1 2 3-1
1
(s1,s2) = (0, 0.5)
1 2 3-1
1
(s1,s2) = (0.25, 0.5)
1 2 3-1
1
(s1,s2) = (0.5, 0.5)
1 2 3-1
1
(s1,s2) = (0.75, 0.5)
1 2 3-1
1
(s1,s2) = (1, 0.5)
1 2 3-1
1
(s1,s2) = (0, 0.25)
1 2 3-1
1
(s1,s2) = (0.25, 0.25)
1 2 3-1
1
(s1,s2) = (0.5, 0.25)
1 2 3-1
1
(s1,s2) = (0.75, 0.25)
1 2 3-1
1
(s1,s2) = (1, 0.25)
1 2 3-1
1
(s1,s2) = (0, 0)
1 2 3-1
1
(s1,s2) = (0.25, 0)
1 2 3-1
1
(s1,s2) = (0.5, 0)
1 2 3-1
1
(s1,s2) = (0.75, 0)
1 2 3-1
1
(s1,s2) = (1, 0)
Figure 31: The image Fs1,s2(W2(α, β)) with Fs1,s2 as in Equation (31), α = 1, β = 1, and
γ = 920√ν . This should be compared to Figure 6, displaying a similar system on S
2 × S2
constructed in [12] and described in Section 2.6.
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in Lemma 6.6, we only give partial details. We write Hs1,s2 = c1X + c2R + c3J + c4JR + c5
for some constants c1, c2, c3, c4, c5 that we will not write explicitly, such that c1 6= 0. A rank
one singular point is a solution of ∇Hs1,s2 = λ∇J + µ1∇N1 + µ2∇N2, which reads
c1u2u¯3u4 = µ1u¯1,
c1u1u¯3u4 + c3u¯2 + c42 (|u3|2 − |u4|2)u¯2 = (λ+ µ1)u¯2
c1u¯1u¯2u¯4 + (c2 + c3)u¯3 + c42 (|u2|2 + 2|u3|2 − |u4|2)u¯3 = (λ+ 2µ1 + µ2)u¯3,
c1u1u2u¯3 − c2u¯4 − c42 (|u2|2 + |u3|2)u¯4 = µ2u¯4,
plus the same equations with conjugate uj. If u1 = 0, the first equation implies that u2 = 0 or
u3 = 0 or u4 = 0 since c1 6= 0; the first case is impossible since |u1|2+|u2|2+2|u3|2 = 2(α+2β)
and |u3|2 ≤ 2β, and the other ones give the fixed points D and C. If u2 = 0, the second line
yields u1 = 0 (impossible for the same reason), u3 = 0 (fixed point A), or u4 = 0 (fixed point
B). If u3 = 0, the third equation implies that u1 = 0 (fixed point D) or u2 = 0 (fixed point
A) or u4 = 0 (impossible since |u3|+ |u4|2 = 2β). Finally, if u4 = 0, the last line gives u1 = 0
(fixed point C) or u2 = 0 (fixed point B) or u3 = 0 (impossible for the same reason).
So we use the coordinates (ρ, θ) on M redj introduced in Section 7.1, and thus we obtain
that Hred,js1,s2 = aρ2 + bρ cos θ
√
g(ρ) + c where

a = s2 − s1 + (2j−α−2β)(s1s2β−(1−s1)(1−s2)(α+β))α(α+2β) ,
b = (1−s1)(1−s2)(α+β)+s1s2β
α(α+2β) γ,
c = (1− s1 − s2 + 2s1s2) (2j−α−2β)βα+2β + (s1 − s2)β,
g(ρ) = (2(α + 2β − j)− ρ2)(2j − ρ2)(2β − ρ2).
(33)
Singular points of Hred,js1,s2 satisfy
0 =
∂Hred,js1,s2
∂θ
= −bρ sin θ
√
g(ρ), 0 =
∂Hred,js1,s2
∂ρ
= 2aρ+ bh(ρ) cos θ (34)
with h as in Equation (26) (with the function g now being as in Equation (33)). The first
equality implies that θ ∈ {0, pi}, and as before, the partial derivative
∂2Hred,js1,s2
∂θ∂ρ
= −bh(ρ) sin θ
vanishes at a singular point. Moreover,
∂2Hred,js1,s2
∂θ2
= −bρ cos θ
√
g(ρ),
∂2Hred,js1,s2
∂ρ2
= 2a+ bh′(ρ) cos θ.
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Figure 32: Graph of f : ρ 7→ 2ρ2g(ρ)g′′(ρ)+2ρg(ρ)g′(ρ)−ρ2g′(ρ)2−4g(ρ)2 for different values
of j (recall g, and hence f , depends on the parameter j); here α = β = 1. Note that for
j = 1 and j = 2, f vanishes when ρ =
√
2; this corresponds to u4 = 0, which yields fixed
points and not rank one points.
The first of these derivatives has the sign of − cos θ. Using Equation (34), and proceeding as
in the proof of Lemma 6.7, we obtain that at a singular point (ρc, θc),
∂2Hred,js1,s2
∂ρ2
(ρc, θc) =
(
2ρ2cg(ρc)g′′(ρc) + 2ρcg(ρc)g′(ρc)− ρ2cg′(ρc)2 − 4g(ρc)2
4ρcg(ρc)3/2
)
b cos θc.
Again, one can check that the numerator f(ρ) = 2ρ2g(ρ)g′′(ρ)+2ρg(ρ)g′(ρ)−ρ2g′(ρ)2−4g(ρ)2
is always negative for j, ρ in the range described earlier, which concludes the proof. The proof
of this last claim follows the same lines as the end of the proof of Lemma 6.7, except that
this time f is a degree 4 polynomial in j, which makes it a bit more technical; see Figure 32
for a plot of f as a function of ρ for several values of j.
Lemma 7.7. The points B and C are both non-degenerate of focus-focus type for the system
(J,H1/2,1/2) in Equation (31), and the points A and B are non-degenerate of elliptic-elliptic
type.
Proof. Note that
H1/2,1/2 =
1
4
(
γX
α
+ (2J − α− 2β)(β −R)
α + 2β
)
.
A straightforward computation yields
Ω−1A d2H1/2,1/2(A) =
1
2

0 − 2β
α+2β 0 −
γ
√
β(α+2β)
α
2β
α+2β 0
γ
√
β(α+2β)
α
0
0 −γ
√
β(α+2β)
α
0 − α
α+2β
γ
√
β(α+2β)
α
0 α
α+2β 0

.
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The reduced characteristic polynomial P = X2 + bX + c of the latter has discriminant
∆ = 4ν(1 + 2ν)
3γ2 + (1− 2ν)2
(1 + 2ν)2 > 0
and has two negative roots since
b = 1 + 4ν
2 + 2ν(1 + 2ν)3
(1 + 2ν)2 > 0, b
2 −∆ = ν
2 ((1 + 2ν)3γ2 − 2)2
(1 + 2ν)4 > 0
except when γ =
√
2
(1+2ν)3 (but this case can be checked by finding a suitable linear com-
bination of Ω−1A d2H1/2,1/2(A) and Ω−1A d2J(A)). Hence A is non-degenerate of elliptic-elliptic
type. Similarly, the reduced characteristic polynomial of
2Ω−1B d2H1/2,1/2(B) =

0 0 0 γ
√
ν
0 0 γ
√
ν 0
0 γ
√
ν 0 11+2ν
γ
√
ν 0 − 11+2ν 0

is Q = X2 + 1−2γ2ν(1+2ν)2(1+2ν)2 X + γ
4ν2 and its discriminant equals
1− 4γ2ν(1 + 2ν)2
(1 + 2ν)4 ,
and is negative since γ > 12(1+2ν)√ν . Hence Q has two complex roots with nonzero imaginary
part, so B is non-degenerate of focus-focus type. Moreover,
2Ω−1C d2H1/2,1/2(C) =

0 0 0 γ
√
ν
0 0 γ
√
ν 0
0 γ
√
ν 0 − 11+2ν
γ
√
ν 0 11+2ν 0

has the same eigenvalues as 2Ω−1B d2H1/2,1/2(B), so C is also non-degenerate of focus-focus
type. Finally, the discriminant of the reduced characteristic polynomial R = X2 + bX + c of
Ω−1D d2H1/2,1/2(D) =
1
2

0 2β
α+2β 0 −
γ
√
β(α+2β)
α
− 2β
α+2β 0
γ
√
β(α+2β)
α
0
0 −γ
√
β(α+2β)
α
0 α+4β
α+2β
γ
√
β(α+2β)
α
0 −α+4β
α+2β 0

reads
∆ = (1 + 6ν)
2(1 + 4γ2ν + 8γ2ν2)
(1 + 2ν)2 > 0.
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Both roots of R are negative since
b = 1 + 8ν + 20ν
2 + 2ν(1 + 2ν)3γ2
(1 + 2ν)2 > 0, b
2 −∆ = 4ν
2 ((1 + 2ν)3γ2 − 2(1 + 4ν))2
(1 + 2ν)4 > 0.
(except when (1 + 2ν)3γ2 = 2(1 + 4ν), left to the reader). Hence D is non-degenerate of
elliptic-elliptic type.
Remark 7.8. One could try to find a similar two-parameter family of systems on Wn(α, β)
with n ≥ 3 starting from the analogous (J,R), but it seems unlikely that such a family would
exist. This is because it would seem the system with s1 = s2 = 1/2 would have two focus-
focus points and a semitoric polygon with no vertical wall. By [15, Theorem 1.4], the only
such semitoric polygon, up to rescaling the lengths of the edges while preserving the slopes,
is the one associated to the system in Section 7.4 (shown in Figure 6b), but this cannot be
the semitoric polygon for a system on Wn(α, β) because, for instance, it does not give the
correct weights of the S1-action associated to J at the maximum and minimum values of
J . Of course, by Remark 3.15, we know that none of the representatives of the semitoric
polygons of a semitoric transition family on Wn(α, β) cannot be the usual toric polygon for
Wn(α, β) because the weights of the J-action are not ±1 at both transition points.
Still, we could try to write down such a system in the same fashion. The most reasonable
J and N -invariant choice for X would be X = <
(
u¯n−11 u¯2u3u¯4
)
; and indeed, this does not
work because rank one points that are not of elliptic-transverse type show up. In particular,
the points with u1 = 0 cannot be discarded as in Lemma 7.6, because the first equation in the
system obtained by writing ∇Hs1,s2 = λ∇J + µ1∇N1 + µ2∇N2 reads c1(n− 1)un−21 u2u¯3u4 =
µ1u¯1, and for n ≥ 3, this equation does not imply that u2u¯3u4 = 0 if u1 = 0. We omit
the details, but it turns out that these points are indeed rank one points which are not of
elliptic-transverse type.
A Comparison of the systems in (31) and (9) using the
height invariant
In this appendix we define and compute the so-called height invariants of the two systems
(W2(α, β), ωW2(α,β), (J,H1/2,1/2)) from Equation (31) in Section 7.4 and (S2 × S2, R1ωS2 ⊕
R2ωS2 , (J,H1/2,1/2)) in Equation (9), originally introduced in [12]. Then we investigate, when
(R1, R2) and (α, β) are such that both systems have the same unmarked semitoric polygon,
whether these invariants are equal or not (the latter case would mean that the systems are
not isomorphic). Note that we only give integral formulas for these invariants, since it is
sufficient for our purpose; however, one can obtain closed forms for the integrals involved.
Note that the below analysis also shows that distinct values of γ in the system (J, Fs1,s2) from
Equation (31) yield systems with distinct height invariants, hence non-isomorphic systems
on W2(α, β).
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A.1 The height invariant
The additional information contained in the marked semitoric polygon compared to the
unmarked semitoric polygon (see Section 2.4) is the so-called height invariant. Keeping the
notation from the aforementioned section, let
(
∆~,~c = ((u1, v1), . . . , (umf , vmf )),~
)
be any
representative of the marked semitoric polygon of a semitoric system (M,ω, (J,H)), and let
~h = (h1, . . . hmf ) =
v1 − min
pi−11 (u1)∩∆~
pi2, . . . , vmf − min
pi−11 (umf )∩∆~
pi2
 .
This quantity does not depend on the choice of representative of the marked semitoric poly-
gon, and is called the height invariant of the system. In practice, this invariant can be
computed as follows. Let ` ∈ {1, . . . ,mf} and let (x`, y`) be the corresponding focus-focus
value. Let (M redj , ωredj ) be the symplectic reduction of M with respect to the S1-action gen-
erated by J at level j, and let Hred,j be the Hamiltonian induced by H on M redj . Then 2pih`
is the symplectic area (with respect to ωredj ) of {m ∈M redx` | Hred,x`(m) < y`}.
A.2 The system from Equation (31)
We start by computing the height invariant ~h = (h1, h2) of the semitoric system
(W2(α, β), ωW2(α,β), (J,H1/2,1/2)) defined in Equation (31). The two focus-focus values of this
system are (β, 0) and (α + β, 0).
First, we compute h1. Using the local cylindrical coordinates from Section 7.1, the sym-
plectic form on M redβ is ωredβ = ρ dρ ∧ dθ, and a straightforward computation shows that the
reduced Hamiltonian reads
Hred,β1/2,1/2 =
(2β − ρ2)
4
γρ cos θ
√
2(α + β)− ρ2
α
− α
α + 2β
 .
Hence Hred,β1/2,1/2 < 0 if and only if cos(θ) < f(ρ) where
f(ρ) = α
2
(α + 2β)γρ
√
2(α + β)− ρ2
.
One readily checks that f(ρ) belongs to [0, 1] if and only if ρ ≥ ρ− where
ρ− =
√√√√√α + β −
√
(α + 2β)2(α + β)2γ2 − α4
(α + 2β)γ .
Therefore, Hred,β1/2,1/2 < 0 if and only if
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• either ρ− ≤ ρ ≤ √2β and arccos(f(ρ)) < θ < 2pi − arccos(f(ρ)),
• or ρ < ρ− (and there is no constraint on θ).
Consequently,
h1 =
1
2pi
∫ √2β
ρ−
(2pi − 2 arccos(f(ρ))) ρ dρ+
∫ ρ−
0
ρ dρ.
Since
∫√2β
0 ρ dρ = β, we finally obtain that
h1 = β − IW2
pi
, IW2 =
∫ √2β
ρ−
ρ arccos(f(ρ)) dρ. (35)
Second, we compute h2; we still have ωredα+β = ρ dρ ∧ dθ, but this time
Hred,α+β1/2,1/2 =
(2β − ρ2)
4
γρ cos θ
√
2(α + β)− ρ2
α
+ α
α + 2β
 .
A similar reasoning as above yields that Hred,α+β1/2,1/2 < 0 if and only if ρ ≥ ρ− and
pi − arccos(f(ρ)) < α < pi + arccos(f(ρ));
thus we obtain that
h2 =
IW2
pi
= β − h1.
A.3 The system from Equation (9)
Now, we compute the height invariant of the semitoric system (S2×S2, R1ωS2⊕R2ωS2 , (J,H1/2,1/2))
defined in [12] (see Equation (9)) as
J = R1z1 +R2z2, H1/2,1/2 =
1
4 (z1 + z2 + 2(x1x2 + y1y2))
where (xi, yi, zi) are the usual Cartesian coordinates on the i-th copy of S2. This system also
has two focus-focus values, namely (R1 −R2, 0) and (R2 −R1, 0).
In order to compute h1, we use the coordinates (ρ, α) on M redR1−R2 with
ρ =
√
1− z1
1 + z1
, α = θ2 − θ1
defined in [19, Section 3.5] (here (zi, θi) are the usual cylindrical coordinates on each copy of
S2). In these coordinates, the reduced symplectic form and reduced Hamiltonian read
ωredR1−R2 =
4R1ρ
(1 + ρ2)2dρ∧dα, H
red,R1−R2
1
2 ,
1
2
=
4ρ2 cosα
√
(Θ + (Θ− 1)ρ2) + (1−Θ)(1 + ρ2)ρ2
2Θ(1 + ρ2)2
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where Θ = R2
R1
. Therefore, Hred,R1−R21
2 ,
1
2
(ρ, α) < 0 if and only if
cosα < (Θ− 1)(1 + ρ
2)
4
√
Θ + (Θ− 1)ρ2
,
which amounts to
• either 0 < ρ <
√
9−Θ+4√5
Θ−1 and arccos
(
(Θ−1)(1+ρ2)
4
√
Θ+(Θ−1)ρ2
)
< α < 2pi−arccos
(
(Θ−1)(1+ρ2)
4
√
Θ+(Θ−1)ρ2
)
,
• or ρ ≥
√
9−Θ+4√5
Θ−1 (in which case there is no constraint on α).
Consequently,
h1 =
1
2pi
∫ √ 9−Θ+4√5
Θ−1
0
4R1ρ
(1 + ρ2)2
2pi − 2 arccos
 (Θ− 1)(1 + ρ2)
4
√
Θ + (Θ− 1)ρ2
 dρ+∫ +∞√
9−Θ+4√5
Θ−1
4R1ρ
(1 + ρ2)2 dρ.
Since
∫+∞
0
4R1ρ
(1+ρ2)2 dρ dα = 2R1, this finally yields
h1 = 2R1
(
1− 2IS2×S2
pi
)
, IS2×S2 =
∫ √ 9−Θ+4√5
Θ−1
0
ρ
(1 + ρ2)2 arccos
 (Θ− 1)(1 + ρ2)
4
√
Θ + (Θ− 1)ρ2
 dρ.
(36)
A similar computation yields h2 = 2R1 − h1.
A.4 Comparison between the two systems
A representative of the marked semitoric polygon of each of these two systems is shown in
Figure 33; we see that the corresponding representatives of the unmarked semitoric polygons
coincide if and only if
α = 2(R2 −R1) and β = 2R1, (37)
in which case all representatives coincide. If one of these equalities does not hold, the un-
marked semitoric polygons are distinct and the systems are not isomorphic. Hence we now
assume that this equation is satisfied.
One readily checks from the formula obtained in Equation (35) and the expression of
ρ− that the first component h1 of the height invariant of the system on W2(α, β) is a
strictly decreasing function of γ. This means that for all but possibly one value of γ in
the range given in Equation (32), the height invariants are distinct, and thus the systems
(W2(α, β), ωW2(α,β), (J,H 12 , 12 )) and (S
2×S2, R1ωS2⊕R2ωS2 , (J,H 12 , 12 )) are not isomorphic. Wedisplay the values of h1 for both systems in Figure 34.
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(0, 0)
(β, β) (α+ β, β)
(α+ 2β, 0)
× ×
(a) The system from Equation (31).
(−(R1 +R2), 0)
(R1 −R2, 2R1) (R2 −R1, 2R1)
(R1 +R2, 0)
×
×
(b) The system from Equation (9).
Figure 33: A representative of the marked semitoric polygon for each system with s1 = s2 =
1/2.
(a) R1 = 1, R2 = 2 (b) R1 = 3, R2 = 4
Figure 34: The first component h1 of the height invariant for the systems (S2 × S2, R1ωS2 ⊕
R2ωS2 , (J,H 12 , 12 )) (blue line) and (W2(α, β), ωW2(α,β), (J,H 12 , 12 )) for γ varying in the range
given in Equation (32) (red line). Here we have fixed R1, R2 and chosen α, β according to
Equation (37).
We see that for some values of (R1, R2), there exists one value of γ for which the heights
invariants of the systems coincide (since h2 = 2R1−h1 in both cases). It would be interesting
to check whether or not the systems are isomorphic for this special value of γ; this would
require to compute the Taylor series or twisting index invariant of these systems, which calls
for more work.
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