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Abstract. We prove that for any K and d, there exist, for all sufficiently large admissible v,
a pairwise balanced design PBD(v,K) of dimension d for which all d-point-generated flats are
bounded by a constant independent of v. We also tighten a prior upper bound for K = {3, 4, 5},
in which case there are no divisibility restrictions on the number of points. One consequence of
this latter result is the construction of latin squares ‘covered’ by small subsquares.
1. Introduction
A pairwise balanced design is a pair (X,B), where X is a set of points and B ⊆ 2X is a family of
blocks which cover every pair of different points exactly once. The standard notation is PBD(v,K),
where v = |X | and K ⊆ Z≥2 contains the allowed block sizes. Closely related objects are Steiner
systems, balanced incomplete block designs, and linear spaces.
Since the set of blocks incident with any point must contain each other point once, and since the
set of pairs of points must partition into the pairs covered in each block, we have the ‘divisibility’
conditions
α(K) | v − 1 and(1.1)
β(K) | v(v − 1),(1.2)
where α(K) := gcd{k − 1 : k ∈ K} and β(K) := gcd{k(k − 1) : k ∈ K}. The integers v satisfying
(1.1) and (1.2) are admissible. An important theorem of R.M. Wilson states that admissibility is
suficient for existence of a PBD(v,K), provided v is large.
Theorem 1.1 (Wilson, [10]). There exist PBD(v,K) for all sufficiently large admissible v.
Let (X,B) be a pairwise balanced design. A flat (or subdesign) is a pair (Y,B|Y ), where Y ⊆ X
and B|Y := {B ∈ B : B ⊆ Y } have the property that any two distinct points in Y are together in
a unique block of B|Y . Flats in (X,B) form a lattice under intersection. As such, any set of points
S ⊆ X generates a flat 〈S〉 equal to the intersection of all flats containing S. Alternatively, 〈S〉 can
be computed algorithmically starting from S by repeatedly including points on blocks defined by
previously included pairs.
The dimension of a PBD is the maximum integer d such that any set of d points generates a proper
flat. This definition, is taken from the context of linear spaces; see [3]. For example, the flat
generated by any two points is the line containing them. So every PBD(v,K) with more than one
block has dimension at least two.
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The classical geometries come with nontrivial dimension. Let q be a prime power and Fq the finite
field of order q. We can take as point set the vector space X = Fdq , and as flats all possible translates
x+W of subspaces W in X . This forms the affine space AGd(q). Viewing the one-dimensional flats
as blocks, we obtain a PBD(qd, {q}) of dimension d. For example, the case q = 3, d = 4 recovers the
popular card game ‘Set’.
Likewise, the set of direction vectors (Fd+1q \ {0})/F
∗
q induces the projective space PGd(q). There
are [d]q := 1 + q + · · · + qd projective points in total. Blocks are projective lines defined by two-
dimensional subspaces of Fd+1q , and it is easy to see these have size q + 1. As indicated by the
notation, the dimension of PGd(q) as a PBD is also d.
In the binary case, PG2(2) is the familiar PBD(7, {3}) or ‘Fano plane’. Increasing the dimension,
PG3(2) is a PBD(15, {3}) such that any three points are either collinear or define a Fano plane.
Teirlinck in [9] was a key early investigator of dimension in general Steiner triple systems (K = {3}).
For general K and any desired minimum dimension d, there is a recent existence theory in the spirit
of Theorem 1.1.
Theorem 1.2 ([6]). Given K ⊆ Z≥2 and d ∈ Z+, there exists a PBD(v,K) of dimension at least
d for all sufficiently large admissible v.
In this paper, though, we are interested in a strengthening in which we (universally) bound all
d-point-generated flats. Here is the statement of our first main result in this direction.
Theorem 1.3. For a givenK and d, there exists, for all sufficiently large admissible v, a PBD(v,K)
such that any d points generate a flat of size at most f(d,K), a constant independent of v.
This is perhaps surprising at first glance, and accordingly there are technical challenges to overcome
in the proof. The necessary background and proof are covered in Sections 2 and 3 to follow.
The set K = {3, 4, 5} of block sizes is of special interest to us. First, the divisibility conditions
disappear in this case, so that all positive integers v are admissible. (The only exceptions to existence
are v = 2, 6, 8.) Second, idempotent quasigroups can be constructed from this K by a simple gluing
operation. As we see later, universally bounded flats lead to some interesting extremal objects, such
as latin squares covered by small subsquares and one-factorizations of the complete bipartite graph
Kn,n with only short cycles. This motivates our second main result.
Theorem 1.4. There exist PBD(v, {3, 4, 5}) for all v 6= 2, 6, 8 such that any three points generate
a flat of size at most 63, unless v − [e]4 ∈ {1, 3, 9} for some integer e ≥ 3, in which case any three
points generate a flat of size at most 94.
This is proved in Section 4 by carefully truncating and inflating points in the projective spaces over
F4. In fact, our construction also upper-bounds all d-point-generated flats for arbitrary d, but (as
expected) this bound grows with d. To put the result in context, our bound of 63 is only three times
the smallest nontrivial PBD(v, {5}), this being PG2(4). It appears difficult to eliminate the sparse
family of exceptions which escape this bound. The first three, though, were settled in [1], where it
was proved that a PBD(v, {3, 4, 5}) of dimension three exists for all v ≥ 48. Since proper flats in
such a PBD have size less than v/2, we could actually write ‘e ≥ 4’ in Theorem 1.4.
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2. Group divisible designs
This section develops the necessary background for our proof of Theorem 1.3.
A group divisible design, or GDD, is a triple (X,Π,B), where X is a set of points, Π is a partition
of X into groups (there need not be algebraic structure), and B is a set of blocks such that
• a group and a block intersect in at most one point; and
• every pair of points from distinct groups is together in exactly one block.
Writing T for the list of group sizes, we adopt the notation GDD(T,K) for similarity with the
notation for PBDs. Typically, T is called the type of the GDD. When T contains, say, u copies of
the integer g, this is abbreviated with ‘exponential notation’ as gu. If the type is just gu for some
g, u, the resulting GDD is called uniform. A GDD(1v ,K) is just a PBD(v,K). Another abbreviation
we shall use is to write simply ‘k’ instead of ‘{k}’ in the notation. With this in mind, a GDD(nk, k)
is equivalent to a set of k − 2 mutually orthogonal latin squares of order n, where two groups index
rows and columns, and each other group defines a square.
Simple counting reveals the necessary divisibility conditions
(2.1) k − 1 | g(u− 1) and k(k − 1) | g2u(u− 1)
on GDD(gu, k). We now cite two useful asymptotic existence results, one for each parameter.
Theorem 2.1 ([8]). Given integers u ≥ k ≥ 2, there exists a GDD(gu, k) for all sufficiently large
integers g satisfying (2.1).
Theorem 2.2 ([2]). Given k and g, there exists a GDD(gu, k) for all sufficiently large integers u
satisfying (2.1).
In fact, there is a version of Theorem 2.2 for multiple block sizes.
Theorem 2.3 ([4, 7]). Given g and K ⊆ Z≥2, there exists a GDD(gu,K) for all sufficiently large
u satisfying
α(K) | g(u− 1) and(2.2)
β(K) | g2u(u− 1).(2.3)
It is helpful to think of GDDs as ‘holey’ PBDs, in the sense that groups of a GDD can be ‘filled’
with appropriately-sized PBDs.
Construction 2.4 (Filling groups). Suppose there exists a GDD(T,K) on v points.
(a) If, for each group size g in T , there exists a PBD(g,K), then there exists a PBD(v,K).
(b) If, for each group size g in T , there exists a PBD(g + 1,K), then there exists a PBD(v + 1,K).
Remark. In (b) above, we add a new a point at which every filled PBD intersects. More generally,
this point can instead be a common flat (say of size h) in each PBD, resulting in a PBD(v + h,K).
Another feature of GDDs is that their groups admit a natural ‘inflation’.
Construction 2.5 (Wilson’s fundamental construction, [11]). Suppose there exists a GDD (X,Π,B),
where Π = {X1, . . . , Xu}. Let ω : X → Z≥0, assigning nonnegative weights to each point in such a
way that for every B ∈ B there exists a GDD([ω(x) : x ∈ B],K). Then there exists a GDD(T,K),
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where
(2.4) T =
[ ∑
x∈X1
ω(x), . . . ,
∑
x∈Xu
ω(x)
]
.
The idea in the above construction is that points of the original ‘master’ GDD get weighted, and
blocks get replaced by small ‘ingredient’ GDDs. There is one noteworthy special case. A weighting
with ω(x) = 0 or 1 for all x ∈ X is called a truncation; in this case, blocks get replaced by smaller
blocks. A careful truncation has a mild (or possibly no) effect on the set of allowed block sizes K.
It is important for our purposes to extend the notion of flats to GDDs, and in particular to analyze
the impact of the preceding constructions on them. Given a GDD, say (X,Π,B), a sub-GDD (or
subdesign) is a triple (Y,ΠY ,BY ), where ΠY is the restriction of Π to Y and BY := {B ∈ B : B ⊆ Y }.
This is a natural extension of the definition for pairwise balanced designs (in which Π consists of
singletons). As before, single blocks define subdesigns. And now, if all points of Y belong to the
same group, they trivially define a sub-GDD with no blocks.
Construction 2.5 in a sense preserves sub-GDDs. When a sub-GDD of the master is weighted, it
becomes (by a smaller application of the the same construction) a GDD whose type is as in (2.4),
except where the summations restrict to x ∈ X1 ∩ Y , etc. The following is now clear.
Lemma 2.6. Suppose a GDD (X,Π,B) has the property that any d points is contained in a sub-
GDD touching at most t groups. Then the result of applying Wilson’s fundamental construction,
regardless of the weights or ingredient GDDs, has the same property.
We need to be a little more careful with Construction 2.4. If a sub-GDD Y of the input GDD has at
least two (but not all) points from the same group, then filling this group with a PBD can cause Y
to no longer be a sub-GDD. The remedy is to prefer subdesigns which intersect each group nicely.
Lemma 2.7. Consider a GDD (X,Π,B) with a sub-GDD Y . If each group Xi ∈ Π is filled with a
PBD (Xi,Ai) such that Y ∩Xi is a flat of (Xi,Ai), then Y is a flat of the PBD (X,A ∪ B), where
A := ∪iAi. Likewise, if a point ∞ is added and each group Xi is filled with a PBD (Xi ∪ {∞},A′i)
such that Y ∩Xi is a flat of (Xi,A′i), then Y is a flat of the PBD (X∪{∞},A
′∪B), where A′ := ∪iA′i.
Remark. In our applications, we use this with sub-GDDs Y intersecting the partition trivially, so
that Y ∩Xi = Xi or ∅ for each group.
In what follows, it is helpful to adopt interval notation for integers, with [a, b] := {x ∈ Z : a ≤ x ≤ b}.
Also, for sets A,B ⊂ Z, we write A+B := {a+ b : a ∈ A, b ∈ B}, as well as x+A = {x+a : a ∈ A}.
3. Proof for general block sizes
The broad idea of the proof of Theorem 1.3 is to carefully tinker with the affine space AGe(q), e > d,
which has the property of bounded d-point-generated flats but lacks the generality in its parameters.
This is similar in spirit to the approach used in [6].
In a little more detail, we construct a variety of ingredient non-uniform GDDs, mostly arising from
truncation of uniform GDDs. Then, we weight the points of AGδ(q) according to the ingredients,
applying Wilson’s fundamental construction to construct a large GDD based on the affine space.
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We finish the proof by filling groups of this GDD. Care must be taken to ensure that the group sizes
do not exceed a universal bound.
We first present the needed non-uniform GDDs.
Lemma 3.1. Given integers u ≥ k ≥ 4, there exists a GDD(gi(g − 1)u−i, {k − 2, k − 1, k}) for all
g ≫ 0 and all i ∈ [0, u]. Moreover, we may assume that each group has some point incident only to
blocks of size k − 1 and k.
Proof. Given g ≫ 0, choose h ∈ [g, g+k(k−1)] with k(k−1) | h. We may assume, by Theorem 2.1,
that there exists GDD(hu, k).
We desire to truncate ∆ := h− g points from i groups and ∆ + 1 points from the remaining u − i
groups in such a way that at most two points get removed from each block, and also such that some
point in each group is incident to only blocks with at most one point removed. This is straightforward
via an iterative random process, since h is large relative to u and k. Selecting up to ∆ + 1 points
from each of two groups renders at most (k−2)(∆+1)2 < k5 points in blocks reduced by two points.
We ‘protect’ these points from truncation in later steps, and choose another group for truncation,
and enlarge the protected set. There are O(u2k5) protected points throughout, and so for large g
the desired truncation is possible. Moreover, we may assume each group has unprotected points at
the end, and these points are not on a block with any removed pair. 
Lemma 3.2. Given integers u ≥ l ≥ 2, there exists a GDD(mi(m+ l)u−i−1(m+ x)1, {l, l+1}) for
all m≫ 0 with l | m, all i ∈ [0, u− 1] and all x ∈ [0, l].
Proof. Choose k ≥ l+2 large enough so that there exist, by Theorem 2.2, both GDD(lk−1, {l+1})
and GDD(lk, {l+ 1}). From the former GDD, we may truncate all points of one group, resulting in
a GDD(lk−2, {l, l+ 1}).
Give weight l to all points of the GDD from Lemma 3.1. After Construction 2.5, the result is a
GDD((gl)i((g − 1)l)u−i, {l − 1, l}). This proves the lemma for x = l.
The additional property of the GDD in Lemma 3.1 ensures that some weighted point is incident
only with blocks of size l + 1. So, after weighting, if we truncate from the resulting set of l points,
leaving x behind, all block sizes remain in {l, l + 1}. This allows us to reduce one group size from
m+ l to m+ x. 
We now return to our main goal for this section.
Proof of Theorem 1.3. Let α := α(K), β := β(K), and put γ := β/α. Let R denote the set
of integers r such that there exist PBD(αr + 1,K). By Theorem 1.1 and a calculation, there is an
integer r0 such that r ∈ R for all r ≥ r0 satisfying γ | r(αr + 1).
Fix some b ≡ 0 (mod β) large enough so that there exist, by Theorem 2.2, both GDD(αb,K) and
GDD(αb+1,K). Put q ≡ 1 (mod b) a prime power and consider the affine space AGe(q), e > d.
Given the above b, q, there exists, by Lemma 3.2, a GDD(mi(m + b)q−i−1(m + x)1, {b, b + 1}) for
all m ≫ 0 with b | m, all i ∈ [0, q − 1] and all x ∈ [0, b]. We may further assume that m ≥ r0. The
result of applying Construction 2.5 to AGe(q) with these weights and ingredients is a
(3.1) GDD(mj(m+ b)q
e−j−1(m+ x)1, {b, b+ 1}),
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where j takes on any value in [0, qe−1] and x takes on any value in [0, b]. From the underlying affine
structure, every set of d points in (3.1) is contained in a sub-GDD intersecting at most qd groups,
and we can assume the intersection with the group partition is trivial.
Next, apply Construction 2.5 again, this time to (3.1) with constant weight α. The result is a
GDD((αm)j(α(m+ b))q
e−j−1(α(m + x))1,K), and subdesigns in (3.1) have been inflated by α.
To finish off, add a point apply Construction 2.4, noting that m,m+ b ∈ R and, when admissible,
we also have m+ x ∈ R. The result is a PBD(α(mqe + b(qe − j − 1) + x) + 1,K).
Observe that every sufficiently large integer in R is expressible as mqe + b(qe − j − 1) + x for some
x ∈ [0, b] with γ | x(αx + 1), some j ∈ [0, qe − 1], some m ∈ [r0, qr0] with b | m, and some e > d.
In this case we have that every set of d points in our PBD is contained in a flat of size at most
f(d,K) = αqd(qr0 + b) + 1. 
4. The case K = {3, 4, 5}
Recall that our second main result, Theorem 1.4, asserts an explicit upper bound of 94 (often 63) on
three-point-generated flats in some PBD(v, {3, 4, 5}). We divide the proof into two separate cases
(these define Subsections 4.1 and 4.2 to follow) depending on ranges of values of v. Both arise from
applying Construction 2.5 to PGd(4), which recall is a PBD(v, {5}) for v = [d]4 =
∑d
i=0 4
i. In
PGd(4), any three non-collinear points are contained in a projective plane on 21 points.
We choose d ≥ 3 so that [d]4 is nearby v. First, the ‘truncation case’, exclusively uses weights 0 and
1 to cover the range 3[d− 1]4 ≤ v ≤ [d]4. In this case, any three points remain in a flat on at most
21 points. Next, the ‘inflation case’ uses weights 3 and 4 to treat the range [d]4 ≤ v ≤ 3[d]4. This is
the case where our larger flat sizes occur. The dimension d gets incremented and intervals overlap.
4.1. Truncation. Here, we show that PGd(4) can be truncated to a PBD(v, {3, 4, 5}) for any v ∈
[3[d − 1]4, [d]4]. Alternatively, we would like to keep v points of PGd(4) such that no line contains
exactly two points. (Lines with 0 or 1 point get discarded.) We call a truncation of PGd(4) legal if
it avoids leaving any line of size two.
Let us review the structure of PGd(q) in a little more detail. Every PGd(q) contains several hyper-
planes (copies of PGd−1(q)) as maximal proper flats. Truncation of a hyperplane results in AGd(q).
Every copy of PGd−2(q) in PGd(q) is the intersection of q + 1 hyperplanes. Truncating the inter-
section results in q+1 affine spaces AGd−1(q). Let us call these pages, with respect to the choice of
codimension-two space PGd−2(q), which we call the spine.
We are interested in q = 4. (Incidentally, this case also admits ‘Baer subspaces’, but these are not
needed in what follows.) Take a fixed spine in PGd(4) and consider its five pages. With respect to
this partition, there are three classes of lines (See also Figure 1):
(A) lines which have four points in some page and one point in the spine;
(B) lines contained entirely in the spine; and
(C) lines which touch each page once.
A key observation is that two legally truncated hyperplanes can be glued along their spine.
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Figure 1. spine/page structure and line classes in PGd(4)
Line Types:
Type A
Type B
Type C
Lemma 4.1. Suppose PGd−1(4) can be legally truncated by either n1 or n2 points, in both cases
with some hyperplane left untouched. Then PGd(4) can be truncated by n1 + n2 points. Moreover,
suppose legal truncations of PGd−1(4) as above each remove precisely some copy of PGi(4) from
one hyperplane. Then PGd(4) can be truncated by n1 + n2 − [i]4 points.
Proof. Consider the spine/page structure of PGd(4). In the first case, truncate n1 and n2 points
from two pages, leaving the spine and all other pages untouched. In the second case, truncate
similarly, except with a common PGi(4) truncated from the spine.
By hypothesis, no type (A) line reduces to size 2. Since the spine has lost a flat, type (B) lines are
truncated to either 0, 4, or 5 points. Finally, since only two pages experience truncation, lines of
type (C) have lost at most 2 points. 
Remark. Note that the output of the above construction leaves either an untouched or PGe(4)-
truncated hyperplane (actually three such hyperplanes).
We now analyze the possibilities arising from this gluing operation.
For i ∈ [0, d − 1], let T (d, i) be the set of numbers of points we can legally truncate from PGd(4)
while leaving a hyperplane with precisely some PGi(4) truncated. Let T (d) = ∪
d−1
i=0 T (d, i). Our goal
is to show T (d) contains the first several positive integers.
Put S(d, i) := T (d, i)− [i]4 for i ≥ 0. For example, S(1, 0) = {0, 1, 3, 4}. Note that we may legally
truncate an entire AGd(4) outside of a hyperplane, so in particular 4
d ∈ S(d, i) for each i. By
Lemma 4.1 and the remark following it, we also have that
(4.1) S(d, i) ⊇ S(d− 1, i) + S(d− 1, i)
for 0 ≤ i ≤ d− 2.
Lemma 4.2. For all positive integers d, we have [d− 1]4 ∈ S(d, 0).
Proof. The claim is true for d = 1, since 1 ∈ S(1, 0). Assume the claim is true for d ≥ 1. Since
4d ∈ S(d, 0), equation (4.1) gives 4d+[d−1]4 = [d]4 ∈ S(d+1, 0). The result follows by induction. 
We now consider S(d, d − 1) as a special case. Recursively adding either four empty pages or one
empty and three full pages, we have
(4.2) S(d, d− 1) ⊇ {0, 3× 4d−1}+ S(d− 1, d− 2).
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Lemma 4.3. For all positive integers d, we have [0, 4d+1] ⊆ 4 ∗ S(d, d− 1) ⊆ S(d+ 2, d− 1).
Proof. The first containment is an easy induction. We have 4 ∗ S(1, 0) = [0, 16] and, for d ≥ 1,
4 ∗ S(d+ 1, d) ⊇ 4 ∗ {0, 3× 4d}+ [0, 4d+1] = [0, 4d+2],
where (4.2) has been used. The second containment is just two applications of (4.1). 
There are other possible recursive truncations, but the above are enough for our purposes.
Proof of Theorem 1.4, truncation case. Let d ≥ 3. We prove here that PGd(4) admits a
legal truncation to v points when 3[d− 1]4 ≤ v ≤ [d]4. It suffices to prove [1, [d − 1]4 + 1] ⊆ T (d);
this is done in two stages.
Low values. [1, 1
2
[d− 1]4] ⊆ T (d).
We show by induction that A := [0, 1
2
[d− 1]4] ⊆ S(d, 0). First, this is true for d = 1 and d = 2 since
0 ∈ S(1, 0) and 0, 1, 2 ∈ S(2, 0). Assume the statement holds for d. By (4.1) and Lemma 4.2, each
of the sets A+A, [d− 1]4+A, 2× 4d−1+A is contained in S(d+1, 0). It is easy to check that these
intervals cover [0, 1
2
[d]4].
High values. [[d− 3]4, [d− 1]4 + 1] ⊆ T (d).
By Lemma 4.3, we have [0, 4d−1] ⊂ S(d, d− 3). We also have 4d−1 + [1, 5] ⊂ S(d, d− 3), since each
summand is also in S(d− 1, d− 3). Repeated use of (4.1) gives
(4.3) 4d−2 + 4d−3 + · · ·+ 4i+2 + [0, 4d−1 + 5] ⊆ S(d, i)
for 0 ≤ i < d− 3. Let us denote the interval on the left of (4.3) by Bi. Since [i]4 + Bi ⊆ T (d, i), it
follows that T (d, i) have overlapping intervals covering between [d− 3]4 and
[0]4 +maxB0 = 4
d−1 + 4d−2 + · · ·+ 42 + 6 = [d− 1]4 + 1.
The low and high values overlap, since [d− 3]4 <
1
2
[d− 1]4. 
4.2. Inflation. We require some specific GDDs which are easy to construct from small planes. See
[1, 9] for more details. These play a similar role as the GDDs in Theorem 3.1 for general K.
Lemma 4.4. There exist GDD(1i35−i, {3, 4, 5}) and GDD(4i55−i, {3, 4, 5}) for all i ∈ [0, 5]. There
also exist GDD(1i34−i, {3, 4}) for i = 0, 1, 4.
Now, we simply inflate PGd(4) and replace with these ingredients.
Proof of Theorem 1.4, inflation case. First, apply Construction 2.5 to PGd(4) with weights
1 and 3. By Lemma 4.4, all needed ingredients exist. Fill groups of size three with blocks. The
result is a PBD with block sizes in {3, 4, 5} such that every three points is contained in a flat on at
most 3× 21 = 63 points.. The number of points in this construction hits all odd values from [d]4 to
3[d]4.
Next, truncate one point from PGd(4), leaving a set L of [d−1]4 disjoint lines of size four. Carefully
assign weights 1 and 3 to the remaining points so that lines in L have 0, 3 or 4 points of weight 3.
It is not possible to triple exactly 1, 2 or 5 points, but any other positive integer is a sum of 3s and
4s. The needed ingredients for Construction 2.5 again exist by Lemma 4.4. We achieve all even v
from [d]4 + 1 to 3[d]4 − 1, except for [d]4 + {1, 3, 9}.
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For these remaining values, we work from PGd−1(4). Give either 2, 4 or 10 points weight 5 and the
remaining points weight 4. As before, replace weighted lines with the ingredients in the lemma and
fill groups with blocks. The result is a construction for any number of points in 4[d−1]4+{2, 6, 10} =
[d]4+{1, 3, 9}. In this case, any three points belongs to a flat on at most 4×21+10 = 94 points. 
Remark. For only mildly large d, it is possible to find sets of 10 points in PGd(4), no four of which
are coplanar. In this case, we can replace ‘94’ by ‘87’.
4.3. Summary. The following table summarizes the upper bounds on three-point-generated flat
sizes for K = {3, 4, 5}.
value(s) of v comments flat bound
[d]4 + {1, 3, 9} worst-case 94
[d]4 + {1, 3, 9} for large d 87
[[d]4, 3[d]4] inflate, except as above 63
[3[d− 1]4, [d]4] truncate from PGd(4) 21
4d AGd(4) 16
[d]3 PGd(3) 13
3d AGd(3) 9
[d]2 = 2
d+1 − 1 PGd(2) 7
In the case of AGd(4) and PGd(3), we actually have K = {3, 4} and a (sparse) class of legal
truncations is possible. See [5] for more details.
5. Discussion and Applications
Recall that a latin square of order n is an n× n array on n symbols such that every row and every
column exhausts the symbols (with no repetition). Latin squares are equivalently the operation table
of finite ‘quasigroups’, which have a binary operation with two-sided cancellation laws. A (latin)
subsquare is a sub-array which is itself a latin square. Note that such a sub-array need not be on a
contiguous set of rows and columns.
In a latin square, we often assume the set of symbols (and row/column indices) is [n] := {1, . . . , n}.
A latin square is idempotent if the entry in diagonal cell (i, i) is i for each i ∈ [n]. Idempotent latin
squares exist for all n 6= 2 can be ‘glued along the diagonal’ using a PBD. In more detail, suppose
we have a PBD(n,K), where K ⊆ Z≥3. For every block B, let LB be an idempotent latin square
on the symbols of B. Then we obtain an n× n idempotent latin square L, defined by
(5.1) Lij =
{
i, if i = j;
LBij , i 6= j, letting B be the block for which {i, j} ⊂ B.
We then have the following direct consequence of Theorem 1.4.
Corollary 5.1. For any positive integer n, there exists an n × n latin square with the property
that any choice of cell and symbol appear together in a latin subsquare of size at most 94.
Proof. Take a PBD(n, {3, 4, 5}) coming from Theorem 1.4 and construct an idempotent latin
square based on it as in (5.1). The choice of a row, column, and symbol amounts to a selection of
three points in the PBD. Since these three points are contained in a flat of size at most 94, it follows
that the chosen cell and symbol are together in a subsquare of at most this size. 
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Latin squares are equivalent to one-factorizations (or proper n-edge-colorings) of the complete bi-
partite graphs Kn,n. Given two factors (color classes), the union of their edges induces a bipartite
2-factor. The problem of minimizing, over all such factorizations, the largest component in any such
2-factor was posed by Ha¨ggkvist and studied in some recent papers. In [5], it was observed that the
above gluing construction with PBD(v,Z≥3) also leads to an upper bound of 2(max |Y | −min |B|),
where Y is a three-point-generated flat and B is a block. A crude bound of 1716 was obtained, but
with |Y | ≤ 94 we can now do much better.
Corollary 5.2. For any positive integer n, there exists an n-edge-coloring ofKn,n with the property
that all two-colored cycles have size at most 182.
Perhaps the truth is as low as 6 for large n, so that a mix of 4-cycles and 6-cycles occur in any pair
of distinct color classes. The bound of 182 could be lowered further with a more sophisticated (and,
preferably, cleaner) truncation strategy, improving our Subsection 4.1. This may be a problem of
geometric interest in its own right.
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