Throughout development, the nervous system produces patterned spontaneous activity. Research over the past two decades has revealed a core group of mechanisms that mediate spontaneous activity in diverse circuits. Many circuits engage several of these mechanisms sequentially to accommodate developmental changes in connectivity. In addition to shared mechanisms, activity propagates through developing circuits and neuronal pathways (i.e., linked circuits in different brain areas) in stereotypic patterns. Increasing evidence suggests that spontaneous network activity shapes synaptic development in vivo. Variations in activity-dependent plasticity may explain how similar mechanisms and patterns of activity can be employed to establish diverse circuits. Here, I will review common mechanisms and patterns of spontaneous activity in emerging neural networks and discuss recent insights into their contribution to synaptic development.
Introduction
Spontaneous activity has been shown to regulate many aspects of neural development, including the proliferation of precursors (Liu and others 2005; LoTurco and others 1995; Weissman and others 2004) , neuronal survival (Mennerick and Zorumski 2000; Spitzer 2006 ) and migration (Komuro and Rakic 1996; Manent and others 2005; Yacubova and Komuro 2002; Zheng and Poo 2007) , neurotransmitter specification (Borodinsky and others 2004; Marek and others 2010; Spitzer 2012) , and axon and dendrite growth and branching (Hua and others 2005; Lohmann and others 2002; Ruthazer and others 2003; Uesaka and others 2006; Wong and Ghosh 2002) . All these processes influence how neurons connect to each other. However, given limited space, I will focus here on the direct effects of spontaneous activity on synaptic development.
Recent results have revealed considerable diversity in the rules that govern how activity affects synaptic development. Most activity-dependent development is thought to be guided by Hebbian rules, according to which correlated activity of two neurons strengthens connections between them (Hebb 1949). Since its original formulation, variations in the temporal specificity of Hebbian plasticity have been identified. In spike time-dependent plasticity, the order of pre-and postsynaptic spikes within a narrow time window (10-50 ms) determines whether synapses are formed and strengthened or weakened and eliminated (Caporale and Dan 2008) . Activity patterns in many developing circuits lack fast correlations and instead encode information relevant to synaptic development in spike bursts lasting 0.5 to 1.0 seconds (Butts and Kanold 2010; Butts and Rokhsar 2001) . Slower and time-symmetric burst time-dependent plasticity rules, which match these activity patterns, were found to govern synaptic development in subcortical visual areas (Butts and others 2007; Shah and Crair 2008; Zhang and others 2012) . Similar to differences in temporal tuning, variations in the spatial spread of synaptic plasticity have been described. Hebbian plasticity is traditionally viewed as input specific, regulating synapses along a dendrite independent of each other (Matsuzaki and others 2004) , but recent studies revealed that activity-dependent changes in one synapse can shift the plasticity threshold of neighboring connections (Harvey and Svoboda 2007; Harvey and others 2008) . Interestingly, in developing hippocampal pyramidal neurons, neighboring synapses on a dendrite were found to be preferentially coactive and the emergence of such synapse clusters shown to depend on spontaneous activity itself (Kleindienst and others 2011) . Beyond local interactions, long-range propagation of plasticity has been observed in the visual system of Xenopus tadpoles, where activity-dependent strengthening or weakening of synapses between retinal ganglion cell (RGC) axons and neurons in the tectum lead to matching changes in synaptic strengths on RGC dendrites (Du and others 2009) .
Among non-Hebbian forms of plasticity, which do not depend on the correlation of pre-and postsynaptic activity, homeostatic plasticity has garnered most attention. At the level of individual neurons, homeostatic plasticity maintains relatively constant action potential firing rates over time (Ibata and others 2008) . This is particularly challenging during development when synaptic connectivity is continually changing (Turrigiano and Nelson 2004) . To achieve its purpose, homeostatic plasticity can regulate many aspects of neuronal development, including synapse formation and maturation (Pozo and Goda 2010; Turrigiano 2008; Zhang and Linden 2003) . At a network level, homeostatic plasticity has been shown to stabilize patterned spontaneous activity across development via flexible transitions between sequentially engaged circuit mechanisms (Blankenship and Feller 2010) .
In addition to differences in temporal tuning, spatial specificity and Hebbian versus non-Hebbian plasticity, effects of activity on synaptic development depend on the neuronal cell type. Time windows for spike time-dependent plasticity induction are reversed between connections onto excitatory and inhibitory neurons (Caporale and Dan 2008) . Likewise, homeostatic plasticity triggered by spike suppression increases and decreases, respectively, the strengths of excitatory and inhibitory synapses (Burrone and others 2002; Hartman and others 2006) . Even between excitatory neurons converging onto the same cell, activity can differentially regulate synaptic development (Morgan and others 2011) .
Finally, synapses are most receptive to activitydependent changes during restricted periods of development. Differences in the timing of these critical periods between the dorsolateral geniculate nucleus of the thalamus (dLGN) and superior colliculus (SC) appear to explain how an identical sequence of retinal activity can promote different synaptic organizations in the two main subcortical targets of RGC axons (Chandrasekaran and others 2007; Hooks and Chen 2006; Kerschensteiner and Wong 2008) . Together, variations in plasticity may allow developing circuits to employ common mechanisms and patterns of network activity to establish distinct wiring patterns.
Mechanisms of Spontaneous Network Activity
Patterned spontaneous activity has been observed in many parts of the developing nervous system including the retina, cochlea, spinal cord, hippocampus, cerebellum, basal ganglia, thalamus, and neocortex. In spite of their diverse architectures, these circuits generate and propagate spontaneous activity through a common set of mechanisms (Ben-Ari 2001; Blankenship and Feller 2010; O'Donovan 1999) .
Gap Junctions
Synchronized Ca 2+ oscillations in small groups of newborn neurons and precursors are among the earliest activity patterns in the developing nervous system. In the proliferative ventricular zones of neocortex and the retina, Ca 2+ oscillations have been shown to be mediated by gap junctions (Catsicas and others 1998; Owens and Kriegstein 1998) . Gap junctions are formed by the association of hexameric connexin channels in the plasma membranes of adjacent cells and allow the passage of inorganic ions (i.e., the flow of current) as well as small signaling molecules (e.g., IP 3 and cAMP) between cells to synchronize their activity (Fig. 1A ) (Kandler and Katz 1998; Kumar and Gilula 1996; Sohl and others 2005) . A recent study revealed that in mouse neocortex, excitatory neurons born from the same precursor cell are preferentially coupled by gap junctions (Yu and others 2012) . Although these electrical connections are transient, they determine later synaptic connectivity. Thus, in addition to effects on precursor proliferation and neuronal migration (Owens and Kriegstein 1998; Pearson and others 2005; Weissman and others 2004) , early gap junctional coupling and the synchronized activity it produces can regulate subsequent excitatory synapse formation. In primary visual cortex (V1), this aligns the orientation tuning of clonally related pyramidal neurons organizing them into functional columns (Li and others 2012; Yu and others 2012; Yuste and others 1992) .
Although most electrical connections are removed as chemical synapses appear (Maxeiner and others 2003; Peinado 2001; Yu and others 2012) , gap junctions persist between specific neuron types and can participate in spontaneous network activity during later stages of development. Accordingly, in neocortex, gap junctions were found to be involved not only in synchronous plateau assemblies (SPAs) in newborn mice (postnatal day P0-3) (Allene and others 2008; Dupont and others 2006) , but also in spreading waves of activity occurring between P8 and P14 (Siegel and others 2012) . Similarly, electrical connections among different sets of neurons contribute to stage I (embryonic day E17-P1) and stage waves in the rodent retina (Akrouh and Kerschensteiner 2013; Catsicas and others 1998; Syed and others 2004; Wong and others 1998) . (Akerman and Cline 2006; Johnson and others 2003) , and spontaneous activity patterns in many immature circuits rely on excitatory GABA-and glycinergic transmission (Ben-Ari 2002) . Accordingly, giant depolarizing potentials (GDPs) in the hippocampus and neocortex (P6-8 in rats) and waves of Purkinje cell (PC) activation in the cerebellum (P4-6 in mice) are blocked by antagonist of GABA A receptors (Allene and others 2008; Ben-Ari and others 1989; Garaschuk and others 1998; Watt and others 2009) . Similarly, excitatory GABA-and glycinergic transmission increase the frequency of activity bursts in the embryonic rat spinal cord and early stage II retinal waves (Fischer and others 1998; Hanson and Landmesser 2003; Nishimaru and others 1996; Sernagor and others 2003; Wang and others 2007; Zhou 2001 (Delpy and others 2008) . The transition of GABA-and glycinergic signaling from depolarizing to hyperpolarizing changes spontaneous network activity. In the spinal cord and visual system, local inhibitory circuits desynchronize spontaneous activity of functionally opposite neurons, which, via Hebbian plasticity, may promote the development of parallel neuronal pathways (Akrouh and Kerschensteiner 2013; Kerschensteiner and Wong 2008; O'Donovan and Landmesser 1987) . In other circuits, the inhibitory switch of GABA-and glycinergic transmission contributes to the end of patterned spontaneous activity (Ben-Ari 2002; Owens and Kriegstein 2002 
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Extrasynaptic Neurotransmission
Extrasynaptic chemical communication involves the nonsynaptic release of a transmitter or its escape from the synaptic cleft (i.e., spillover). Both processes participate in the generation and propagation of spontaneous activity in neural networks with immature synaptic connections.
Newborn neurons and non-neuronal cells can release transmitters by non-synaptic mechanisms. In the developing cochlea (Fig. 2C) , supporting epithelial cells in Kölliker's organ release ATP via connexin hemichannels (i.e., one half of a gap junction) (Schutz and others 2010; Tritsch and others 2007) . The resulting waves of extracellular ATP coordinate the action potential firing of inner hair cells (IHCs) (Johnson and others 2012; Johnson and others 2013; Tritsch and others 2007) . In the developing spinal cord, radial cell progenitors release glycine via volumesensitive Cl − channels, depolarizing surrounding neurons and increasing the frequency of spontaneous network events (Scain and others 2010) . Finally, newborn CA1 pyramidal neurons were shown to release GABA and glutamate in Ca 2+ -and SNARE-independent manner to support hippocampal GDPs (Demarque and others 2002) .
As neurons begin to form synapses with each other, transmitters are increasingly released by vesicle fusion at specialized presynaptic active zones (Jahn and Fasshauer 2012) . The spread of neurotransmitters from release sites is constrained by uptake transporters and/or degrading enzymes (Abreu-Villaca and others 2011; Bergles and others 1999; Gonzalez-Burgos 2010; Leybaert and Sanderson 2012) . In immature circuits, the development of these mechanisms tends to be delayed relative to synaptic release (Demarque and others 2002; Thomas and others 2011) . Consequently, neurotransmitters can spill out of the synaptic cleft and act on receptors outside the postsynaptic specialization, including on neurons that are not synaptic partners of the releasing cell. Stage II retinal waves exemplify such volume neurotransmission. Stage II waves are generated and propagated by starburst amacrine cells (SACs), retinal interneurons that are recurrently connected by GABA-and cholinergic synapses ( Fig. 2A) . SACs release acetylcholine (ACh) at synapses in two narrow sublaminae of the retina's inner plexiform layer (IPL) (Feller and others 1996; Zhou 1998) . In spite of this synaptic lamination, cholinergic excitatory postsynaptic currents (EPSCs) activate RGCs with dendrites stratifying outside the SAC's sublaminae during stage II waves (Wong and others 2000; Zheng and others 2006) . A cellbased optical sensor detected wave-associated increases in extracellular ACh at the surface of the retina approximately 20 µm from the nearest release site (Ford and others 2012) . Thus, it seems that the relatively unconstrained extrasynaptic spread of ACh underlies the uniform recruitment of large RGC populations into stage II waves.
During stage III retinal waves ( Fig. 2B ), extrasynaptic glutamatergic transmission mediates lateral communication between bipolar cell axons (Akrouh and Kerschensteiner 2013; Blankenship and others 2009; Firl and others 2013) . In this case, however, glutamate uptake by excitatory amino acid transporters (EAAT) on Müller glia limits vertical signal transmission and allows for the asynchronous recruitment of circuits in different sublaminae of the IPL (Akrouh and Kerschensteiner 2013) .
Outside the retina, glutamate and GABA spillover have been shown to contribute to patterned spontaneous activity in the developing hippocampus, brain stem, and neocortex (Allene and others 2008; Cattani and others 2007; Demarque and others 2004; Sharifullina and Nistri 2006) .
Much of the influence of excitatory GABA-and glycinergic signals on circuit development, described in the previous section, relies on extrasynaptic spread of these transmitters. In similar fashion, extrasynaptic ACh and glutamate can regulate many aspects of neural maturation including synaptogenesis (Ruediger and Bolz 2007) . In the retina and hippocampus, respectively, ACh-and glutamate-evoked Ca 2+ transients were shown to stabilize nascent dendritic filopodia, presumably to maintain axo-dendritic contact at sites that mature into synapses (Lohmann and Bonhoeffer 2008; Lohmann and others 2002) . Furthermore, increases and decreases in spontaneous glutamate release in the retina were shown to increase and decrease, respectively, the assembly of excitatory postsynaptic specializations (Kerschensteiner and others 2009; Soto and others 2012) . Thus, neurotransmitters not only mediate synaptic and extrasynaptic communication, and alter the strength of existing connections but can also promote the formation of new synapses.
Transient Cell Types and Connections
In addition to electrical connections, the "pre-purposing" of inhibitory transmitters systems for excitation and extrasynaptic chemical transmission , some developing circuits employ transient cells types and/or temporary synaptic connections to generate and propagate spontaneous activity patterns.
As mentioned above, before the onset of hearing, support cells in Kölliker's organ of the cochlea spontaneously release ATP through connexin hemichannels (Schutz and others 2010; Tritsch and others 2007) . Purinergic receptors (P2X and P2Y) on and gap junctions between neighboring support cells educe further ATP-release, generating a wave of extracellular ATP (Tritsch and others 2007) . This ATPwave triggers and/or coordinates the firing of immature IHCs (Johnson and others 2011; Johnson and others 2012; Tritsch and others 2007) . The spread of ATP is limited by ectonucleotidases, a heterogeneous group of plasma membrane-bound enzymes (Leybaert and Sanderson 2012; Mammano 2013) . As a result, spontaneous IHC activity is typically (F) Subplate neurons (SPNs, red) are a hub of developing thalamocortical circuits. SPNs receive input from thalamus, are reciprocally connected and receive feedback from the developing cortical plate. In addition to feedforward connections particularly with layer 4 neurons (white), SPNs provide feedback to thalamus. The resulting loops can generate activity and amplify activity originating in the sensory periphery (e.g., retina). synchronized over ~100 µm or ~10 IHCs . Spike bursts of developing IHCs activate spiral ganglion neurons and distance-dependent correlations in the activity IHCs may thus inform the tonotopic refinement of downstream auditory pathways (Kandler and others 2009; Lippe 1994; Tritsch and others 2010) . Intriguingly, a recent study found that spontaneous activity of IHCs also regulates their own synaptic maturation (Johnson and others 2013) . In particular, the developmental linearization of Ca 2+ -dependent transmitter release appears to depend on the spontaneous firing patterns of IHCs. Spontaneous activity of IHCs declines rapidly around the onset of hearing . In addition to changes in the intrinsic excitability of IHCs (Brandt and others 2007; Marcotti and others 2003) , the degeneration of Kölliker's organ by appropriately timed apoptosis of support cells accounts for this transition (Kamiya and others 2001; Knipper and others 1999; Kraus and Aulbach-Kraus 1981) .
The developing neocortex of placental mammals contains a transient structure called the subplate (SP), populated by the first neurons generated in the cortical ventricular zone: the subplate neurons (SPNs, Fig. 2F ) (Allendoerfer and Shatz 1994; Kanold and Luhmann 2010) . Later-born neurons migrate from the ventricular zone past the SP into the cortical plate (CP) and give rise to the canonical six-layered architecture of neocortex (Franco and Muller 2013; Rakic 2006) . SPNs are a diverse set of glutamatergic and GABAergic neurons (Hanganu and others 2002; Hoerder-Suabedissen and others 2009; Mrzljak and others 1988; Osheroff and Hatten 2009 ) and a hub of early thalamocortical circuits. The main input to SPNs comes from thalamic axons, which arrive in the SP as layer 4 neurons are being born, and wait there before growing into the CP (Allendoerfer and Shatz 1994; Friauf and others 1990) . Additionally, SPNs are extensively connected to each other via electrical and chemical synapses and receive excitatory feedback from cortex (Dupont and others 2006; Hanganu and others 2001; Kostovic and Rakic 1980; Kostovic and Rakic 1990; Viswanathan and others 2012) . The primary output from SPNs is to layer 4, with auxiliary projections within the SP and back to thalamus (De Carlos and O'Leary 1992; Friauf and others 1990; Hanganu and others 2001; McConnell and others 1989) . Excitatory feedforward connections from thalamus to SPNs and on to layer 4 cells relay spontaneous activity patterns generated in the sensory periphery (e.g., retina) to developing cortical circuits (Ackman and others 2012; Hanganu and others 2006; Siegel and others 2012) . Recurrent excitation among SPNs and feedback loops with thalamus and the CP amplify peripheral patterns and can produce spontaneous activity bursts independent of the sensory periphery (Dupont and others 2006; Kilb and others 2011; Siegel and others 2012; Viswanathan and others 2012; Voigt and others 2001) . Likely because of their role in spontaneous network activity, SPNs are critical for the maturation of thalamocortical connections and the development of cortical circuits. Accordingly, selective SP ablation has been shown to prevent the developmental increase of AMPA receptor expression in layer 4 and blocks the strengthening of thalamocortical connections in visual and somatosensory cortices, decoupling cortical and thalamic activity (Kanold and others 2003; Tolner and others 2012) . In visual cortex, SPN ablation also inhibits KCC expression and the maturation of GABA A receptors, resulting in persistently depolarizing GABAergic responses (Kanold and Shatz 2006 ). At a higher organizational level, ocular dominance columns and whisker barrels fail to emerge in visual and somatosensory cortices, respectively, in the absence of SPNs (Kanold and others 2003; Tolner and others 2012) . As direct connections from thalamus to layer 4 CP neurons mature, SPN neurons undergo programmed cell death. In mice, 80% of SPNs are gone by P21 (Allendoerfer and Shatz 1994) . The demise of SPNs coincides with the transition of cortical networks toward sensory information processing.
Another way for developing circuits to produce spontaneous activity for a limited time is to elaborate transient connections between permanent cells. The retinal networks underlying stage II waves illustrate this strategy ( Fig. 2A) . As mentioned earlier, stage II waves originate in SACs, dual transmitter neurons that corelease GABA and ACh (Lee and others 2010; O'Malley and others 1992; Yonehara and others 2011). During development, SACs are recurrently connected via excitatory GABAand cholinergic synapses, which form the substrate of wave propagation (Ford and others 2012; Zheng and others 2004) . In addition to changes in the intrinsic excitability of SACs, the period of stage II waves is ended by the disassembly of cholinergic synapses between SACs via downregulation of nicotinic ACh receptors (nAChRs) and the inhibitory switch of recurrent GABAergic connections as KCC expression increases ( Similarly transient synapses are found in the developing spinal cord (Fig. 2E) , where spontaneous activity relies on abundant connectivity between glutamatergic, GABAergic (i.e., Renshaw cells), and glycinergic interneurons, cholinergic motor neurons and glutamatergic proprioceptive sensory neurons ( Recently, developing PCs were shown to fire spontaneous bursts of action potentials that travel as waves from the apex of a cerebellar lobule to its base (Watt and others 2009) . Monosynaptic GABAergic connections between PCs formed by axon collaterals propagate these waves (Fig. 2D) . PC-PC connections are prevalent during the first postnatal week, but mostly eliminated by the third postnatal week coinciding with the disappearance of spontaneous waves of activity in cerebellar circuits (van Welie and others 2011; Watt and others 2009).
Initiation and Refractoriness
Spontaneous network activity typically occurs in bursts separated by periods of quiescence. To understand this temporal pattern, we need to know the mechanisms that initiate network events as well as those that end them and account for the silent intervals between bursts (i.e., refractory periods).
Two sets of mechanisms contribute to varying degrees to the initiation of different network events. First, interactions of intrinsic conductances can cause individual neurons to generate spontaneous bursts of action potentials and function as pacemakers for the networks in which they are embedded. Second, synaptic and non-synaptic interactions between neurons can build up excitation leading to bursts of activity.
Spontaneous activity in the developing cerebellum exemplifies pacemaker-driven network activity. Resurgent Na + currents and rapidly activating and deactivating K + conductances, mediated largely by Nav1.6 and Kv3.3, respectively, generate action potentials in PCs in the absence of synaptic input (Akemann and Knopfel 2006; Grieco and Raman 2004; Raman and Bean 1997) . This intrinsically generated activity propagates along chains of developing PCs via excitatory GABAergic synapses (Watt and others 2009) .
By contrast, hippocampal GDPs are generated by a combination of intrinsic conductances and network interactions. GDPs most frequently initiate in the CA3 region of the developing hippocampus (Ben-Ari 2001) where persistent Na + currents and tonic excitatory GABA A receptor-mediated inputs elicit spontaneous bursts of action potentials in pyramidal neurons (Ben-Ari and others 1989; Sipila and others 2005). Activity then propagates via glutamatergic collaterals among pyramidal neurons and connections with interneurons through hippocampal circuits (Ben-Ari and others 1989; Bolea and others 1999; Garaschuk and others 1998 
Network Transitions and Homeostasis
A remarkable feature of developing circuits is their ability to reliably generate spontaneous activity while constantly changing neuronal connections. This homeostasis of network activity is mediated in part by gradual transitions between different circuit mechanisms that generate it. In spinal cord, hippocampus, neocortex, and the retina, specific sequences of mechanisms that support spontaneous activity across development have been described ( mice (Stacy and others 2005) . This suggests that the respective connections are suppressed, possibly by neuromodulatory influences, rather than disassembled (Kirkby and Feller 2013; Stacy and others 2005) , presumably to enhance the robustness spontaneous network activity. Similar cases of plasticity have been observed in the hippocampus and spinal cord Crepel and others 2007; Sipila and others 2009) , indicating that homeostatic control of spontaneous network activity may be a conserved feature of developing circuits.
Patterns of Spontaneous Network Activity
As outlined above, spontaneous activity in developing circuits commonly occurs in bursts separated by periods of quiescence. The spatiotemporal patterns of activity during bursts share characteristics between different circuits, due in part to conserved underlying mechanisms. Furthermore, activity can propagate stereotypically between circuits linked in neuronal pathways.
Lateral Propagation
Spontaneous network activity spreads from a point of origin through the generating circuit (i.e., lateral propagation). The extent of activity propagation and the fraction of cells recruited separate network events into two broad categories: synchronized assemblies and spreading waves (Fig. 3) .
Synchronized assemblies engage sparse groups of local neurons (2-50 cells) via gap junctions (Fig. 3C ) (Allene and others 2008; Catsicas and others 1998; Crepel and others 2007; Owens and Kriegstein 1998; Yuste and others 1992) . Hippocampal and cortical SPAs exemplify activity in this category. Around birth, a subset of neurons in both circuits exhibit spontaneous prolonged (~10 seconds) bursts of Ca 2+ spikes that spread to nearby electrically coupled neurons (Allene and others 2008; Crepel and others 2007) . In combination with Hebbian plasticity rules, these activity patterns seemed ideally suited to promote the emergence of specific local circuits among intermingled cells (Peinado and others 1993) . A link between early coactivation and later connectivity was recently demonstrated in visual cortex, where pyramidal neurons that are electrically coupled before P5 are subsequently more likely to form glutamatergic synapses with each other than nearby alternative partners, giving rise to functional cortical columns (Li and others 2012; Yu and others 2012) . The bias in synaptogenesis is suppressed by genetic interference with early gap junctions (Yu and others 2012) .
A couple of days after the onset of SPAs, hippocampal and neocortical circuits exhibit spreading waves of activity in the form of GDPs and early network oscillations (ENOs) (Allene and others 2008; Ben-Ari and others 1989; Crepel and others 2007; Garaschuk and others 1998; Garaschuk and others 2000) . Unlike SPAs, these activity patterns rely on GABAergic (hippocampal and neocortical GDPs, hippocampal ENOs) and glutamatergic (neocortical ENOs) neurotransmission (Allene and others 2008; Crepel and others 2007; Garaschuk and others 1998; Garaschuk and others 2000) . Spreading waves tend to propagate further and recruit cells more uniformly than synchronized assemblies (Fig. 3A and B) . For example, neocortical ENOs, which most frequently initiate posteriorly, propagate several millimeters along the longitudinal axis of cortex, crossing boundaries between anatomically distinct subregions (Adelsberger and others 2005; Garaschuk and others 2000) . Along their paths, ENOs recruit ~85% of neurons (Garaschuk and others 2000) . Given the high participation rate of nearby cells in ENOs and patterns like it (Allene and others 2008; Crepel and others 2007; Firl and others 2013; Garaschuk and others 2000; Wong and others 1995) , spreading waves are thought to influence the development of local circuits mostly by determining the level of synaptic activity. In support of this notion, genetic manipulations that enhance or block spontaneous glutamate release from retinal BCs during stage III waves, have been shown to increase and decrease, respectively, the rate of synapse formation in local retinal circuits (Kerschensteiner and others 2009; Soto and others 2012) . Over longer distances, activity correlations between neurons gradually decline in spreading waves. This pattern is thought to sharpen the topographic organization of projections between subsequent stages of sensory pathways, in which spontaneous activity propagates not only laterally but also forward.
Like in hippocampus and neocortex, synchronized assemblies precede spreading waves in many developing circuits. A recent study in zebrafish spinal cord showed that transient optogenetic silencing of neurons participating in synchronized assemblies prevents the emergence of spreading waves (Warp and others 2012) . Whether spontaneous activity is generally required for the assembly of small groups of synchronized neurons into larger networks remains to be tested.
Forward Propagation
At maturity, sensory signals elicited in the periphery (e.g., cochlea, retina) traverse a series of circuits on their way to cortex (i.e., forward propagation). This raises the question whether spontaneous activity patterns generated by the developing cochlea and retina are relayed to cortex as well and, if so, how they shape the synaptic refinement of auditory and visual pathways.
In the cochlea, the preferred sound frequency of sensory neurons (IHCs) varies systematically from apex (high) to base (low) (Hudspeth 2008) . This tonotopic organization is repeated throughout the auditory system and emerges sequentially in subsequent circuits (Kandler and others 2009 ). In the auditory brainstem, synaptic refinement coincides with the period of spontaneous activity in the cochlea, where, before the onset of hearing (P12 in mice), nearby IHCs are synchronously active (Johnson and others 2012; Tritsch and others 2007) . The spontaneous firing patterns of IHCs were recently reported to vary between cells in the apex (bursting) and base (sustained) of the cochlea (Johnson and others 2011) . Both distance-dependent correlations and positions-specific firing patterns of IHCs could in principle guide the tonotopic refinement of downstream circuits. However, evidence for forward propagation of spontaneous activity in the auditory system, so far, is limited. Spike bursts of developing IHCs have been shown to activate spiral ganglion neurons (SGNs), which project to the cochlear nucleus (CN) (Jones and others 2007; Lippe 1994; . But, whether spontaneous activity reaches secondary brain stem nuclei and possibly spreads further toward inferior colliculus, thalamus and auditory cortex, is unknown. Likewise, whether spontaneous activity patterns generated in the cochlea instruct tonotopic refinement of these circuits remains to be tested (Kandler and others 2009) .
By contrast, waves of activity generated in the retina, have been shown to propagate through subcortical way stations to V1 in vivo (Ackman and others 2012; Hanganu and others 2006; Siegel and others 2012) . Most RGC axons target the dLGN and SC, where, guided by molecular cues, they initially form imprecise retinotopic maps (Clandinin and Feldheim 2009; Huberman and others 2008) . During the period of stage II waves, which correlate retinal activity over 300 to 600 µm (Feller and others 1997; Stafford and others 2009) , RGC axons are refined, adding branches in narrow termination zones and pruning ectopic processes (Dhande and others 2011) . In β2 −/− mice, in which stage II waves are replaced by less reliable activity patterns with different spatiotemporal properties (Stafford and others 2009; Sun and others 2008; Xu and others 2011 ), topographic refinement of RGC axons is disrupted (Chandrasekaran and others 2005; Dhande and others 2011; Grubb and others 2003; McLaughlin and others 2003; Mrsic-Flogel and others 2005) . Interestingly, transgenic expression of β2 nAChRs in RGCs of β2 −/− mice (β2TG mice), which restores activity correlations between nearby cells to normal levels, was shown to rescue retinotopic mapping defects, suggesting that patterns of spontaneous activity can instruct the topographic refinement of connectivity patterns in developing circuits (Xu and others 2011) .
Retinotopic organization is maintained in the projections from dLGN to V1. Similar to retinofugal connections, geniculocortical maps are established prior to vision (Lund and Mustari 1977) . When stage II waves are perturbed genetically or pharmacologically, topographic maps from dLGN to V1 are degraded in a manner reminiscent of defects in subcortical retinotopic maps (Cang and others 2008; Cang and others 2005) . In addition to RGC axons, SC receives visual input from V1 (Wang and Burkhalter 2013) . The respective maps are retinotopically aligned (Rhoades and Chalupa 1978) . In mice that ectopically express EphA3 in approximately half of their RGCs (EphA3 ki/ki ), retinocollicular maps are duplicated but a single map is maintained in V1 (Triplett and others 2009) . In EphA3 ki/ki mice, corticollicular projections bifurcate to align with both retinotopic maps in SC. This alignment is prevented by disruption of stage II retinal waves (Triplett and others 2009) . Together, these findings suggest that forward propagation of retinal waves serves to establish repeated and aligned retinotopic maps in the visual system.
In most mammals, the central part of the visual field is seen by both eyes. To support binocular vision, RGC axons from the nasal retina project to subcortical targets on the same side, whereas RGC axons from the temporal retina cross at the optic chiasm (Huberman and others 2008) . Ipsi-and contralateral projections occupy separate territories in dLGN and SC. In both structures, eye-specific segregation emerges from initially overlapping projections during the period of stage II waves (Demas and others 2006; Godement and others 1984) . These waves have long been suggested to promote eye-specific segregation because they encompass large portions of one retina and generally occur during silence in the other (Butts and Rokhsar 2001; Meister and others 1991; Wong and others 1993) . Pharmacological and genetic manipulations that interfere with stage II waves, indeed, were shown to disrupt the separation of RGC axons from opposite eyes in dLGN and SC (Chandrasekaran and others 2005; Penn and others 1998; Rossi and others 2001; Shatz and Stryker 1988) . However, because most experimental perturbations affected the levels of activity as well as its patterns, the question whether retinal waves play an instructive or permissive role in eye-specific segregation remained contentious (Chalupa 2009; Feller 2009 ). In β2TG mice, activity levels of RGCs are normal, but lateral wave propagation is truncated (Xu and others 2011) . This both decreases, on average, the correlation of activity among RGCs of the same eye, and, as waves are generated more frequently in each retina, increases the likelihood that they coincide in both eyes. The persistent overlap of ipsiand contralateral projections in dLGN and SC of β2TG mice argues that activity patterns of stage II waves instruct eye-specific segregation (Xu and others 2011) . The effect of the binocular timing of activity on eye-specific segregation has since been examined systematically using optogenetics (Zhang and others 2012) . In mice expressing channelrhodopsin-2 (ChR2) in ~45% of RGCs, repeated synchronous (±100 ms) stimulation of cells in both eyes for 2 to 3 days between P5 and P8, prevented eye-specific segregation in dLGN and SC, further supporting the notion that the asynchronous firing of RGCs in both eyes during stage II waves guides this process via burst time-dependent plasticity (Zhang and others 2012) .
In many carnivores and primates, axons of dLGN neurons are organized into stripes in V1 that separate input from the two eyes and give rise to ocular dominance columns (ODCs) (Hubel and Wiesel 1962; Wiesel and others 1974) . Although ocular dominance in V1 neurons can famously be shifted by early visual experience (Wiesel and Hubel 1963) , ODCs emerge prior to vision (Crair and others 2001; Des Rosiers and others 1978; Horton and Hocking 1996; Rakic 1976) . In addition to molecular cues, spontaneous activity in V1, driven in part by forward propagation of retinal waves, may guide ODC development (Espinosa and Stryker 2012) . This is supported by the observation that binocular injections of TTX prevent the refinement of geniculocortical axon arbors and the maintenance of ODCs in cats (Antonini and Stryker 1993; Stryker and Harris 1986) . Similarly, subplate ablation, which decouples cortical activity patterns from thalamic input, disrupts the formation of ODCs (Kanold and others 2003) . Although mice lack ODCs, they have a binocular region in V1. In β2 −/− mice, this binocular region is expanded, providing additional evidence that retinal waves may shape ocular dominance (Rossi and others 2001) .
Feedback Loops
Feedback connections between circuits are a common feature of sensory and other neuronal pathways, and can regulate the gain and timing of signal transmission (Briggs and Usrey 2008). During development, excitatory feedback from the subplate and layer 6 of V1 to dLGN can enhance transmission of retinal waves and generate correlated activity independent of retinal input (Kilb and others 2011; Weliky and Katz 1999) . Accordingly, even after removal of both eyes, spontaneous activity persists in the developing dLGN, but is abolished by additional disruption of corticothalamic feedback (Weliky and Katz 1999) . Feedback connections may contribute similarly to spontaneous activity in somatosensory and auditory pathways (Kilb and others 2011) . Interestingly, cortical innervation of dLGN occurs earlier than normal in enucleated mice, suggesting that its timing is controlled in part by retinal input (Seabrook and others 2013) .
Cortex and thalamus are also part of a loop through the basal ganglia (BG) (Alexander and others 1986) . In this loop, cortical input to striatum (i.e., the largest component of the BG) enters two parallel pathways (direct vs. indirect). The output of both pathways converges in the thalamus from where projections go back to cortex (Alexander and Crutcher 1990; Gerfen 1992; Smith and others 1998) . Whereas the direct pathway through the BG is part of a positive feedback loop, activation of the indirect pathway suppresses cortical input to striatum (i.e., negative feedback) (Ferguson and others 2011; Kozorovitskiy and others 2012) . Using a combination of transgenic mice and viral gene delivery, a recent study demonstrated that selective silencing of the direct or indirect pathway decreases or increases, respectively, the formation excitatory synapses in striatum in vivo (Kozorovitskiy and others 2012) . These findings imply that during development spontaneous activity propagates through multi-stage loops involving cortex, BG and thalamus and highlight the importance of balance between direct and indirect pathways for appropriate synaptic development.
Precise Asynchrony
During development, spontaneous activity patterns in the spinal cord undergo a remarkable transition in their leftright coordination. Whereas early activity (before birth in rodents) synchronizes central pattern generators (CPGs) on both sides, later bursts of activity (after birth in rodents) occur antiphasically in left and right CPGs (Nakayama and others 2002 is lowered with maturation, GABA and glycine release from commissural interneurons inhibits contralateral CPGs, generating alternating spontaneous activity patterns, which are critical for locomotion (Hanson and Landmesser 2003; Nakayama and others 2002) .
Another example of precise asynchrony (Fig. 3D ) is found in the activity of circuits with opposite visual function in stage III retinal waves. During vision, photoreceptor signals are transmitted to BCs, which, by expressing metabotropic or ionotropic glutamate receptors on their dendrites, depolarize (ON BCs) or hyperpolarize (OFF BCs), respectively, to light. BCs form glutamatergic synapses with a diverse class of interneurons (i.e., amacrine cells, ACs) and RGCs, the output neurons of the eye. Most RGCs form synapses with either ON or OFF BCs and inherit their response sign. ON and OFF pathways remain separate in dLGN, but converge in V1, where input from retinotopically offset clusters of ON and OFF dLGN neurons, among other mechanisms (Niell 2013) , gives rise to orientation selective responses.
Axons from ON and OFF RGCs segregate in dLGN prior to vision and neurons in V1 are orientation selective at eye opening. This raises the question whether retinal waves contain patterns that could instruct ON/OFF segregation and the development of orientation selectivity. Simultaneous recordings from ensembles of RGCs in mice, revealed that during stage III waves neighboring ON and OFF RGCs fire non-overlapping bursts of action potentials in a fixed order: ON before OFF (Kerschensteiner and Wong 2008) . By contrast, the activity of same sign neuron pairs (ON-ON, OFF-OFF) is synchronized. Whereas in vision the dichotomy of ON and OFF signals arises at the synapse between photoreceptors and bipolar cells, circuits in the inner retina generate asynchronous activity of ON and OFF RGCs during waves (Akrouh and Kerschensteiner 2013; Blankenship and others 2009; Firl and others 2013) . In the respective circuits (Fig. 2B) , ON BCs communicate laterally via gap junctions and extrasynaptic glutamatergic transmission to generate and propagate stage III waves (Akrouh and Kerschensteiner 2013) . In addition, they activate diffuse ACs, which inhibit and delay glutamate release from OFF BCs. This presynaptic crossover inhibition locally desynchronize the activity of ON and OFF RGCs within spreading waves (Akrouh and Kerschensteiner 2013; Kerschensteiner and Wong 2008) .
The notion that asynchronous spontaneous activity of ON and OFF RGCs may instruct the segregation of their axons in dLGN is supported by the following observations. First, in dLGNs of β2 −/− mice, which show precocious stage III waves, ON and OFF responsive neurons cluster rather than intermingle, suggesting excessive segregation of retinal inputs (Grubb and others 2003) . Second, pharmacological blockade of retinal activity or its transmission to dLGN neurons during the period of stage III waves, prevents ON/OFF segregation (Cramer and Sur 1997; Dubin and others 1986; Hahm and others 1991) . Third, artificial neuronal networks with burst time-dependent plasticity rules similar to those observed in dLGN undergo reliable ON/OFF segregation in response to stage III wave patterns (Gjorgjieva and others 2009; Kerschensteiner and Wong 2008) .
The local asynchrony of stage III waves seems to match predictions for activity patterns that could drive the emergence of orientation selective responses in V1 via Hebbian plasticity (Miller 1994) , and cortical activity blockade prevents the maturation of orientation selectivity (Chapman and Stryker 1993) . However, both for ON/ OFF segregation in dLGN and orientation selectivity in V1 an instructive role for stage III waves in their development remains to be experimentally tested.
Conclusions and Outlook
The developing nervous system internally generates patterned activity, which regulates the formation and refinement of synaptic circuits. Research over the past two decades has identified a set of common mechanisms that mediate spontaneous activity in emerging circuits. In addition, recurring patterns of local recruitment and activity propagation between circuits have been described. The effects of activity on synaptic development are governed by Hebbian and non-Hebbian plasticity rules with distinct spatial, temporal and cell-type specific properties. In turn, synaptic maturation mediates transitions between different mechanisms and patterns of spontaneous activity.
In spite of recent insights, much remains to be learned about the complex interactions between spontaneous activity and synaptic development. Technological advances that enable cell-type-specific, temporally and spatially precise control of neuronal activity in vivo allow specific hypothesis to be tested in intact systems (Fenno and others 2011; Packer and others 2013; Warp and others 2012; Zhang and others 2012) . Furthermore, the development of sensitive genetically encoded Ca 2+ and voltage indicators and neurotransmitter sensors combined with innovative imaging approaches permit direct observation of neuronal activity at unprecedented scale in vivo (Ahrens and others 2013; Chen and others 2013; Grienberger and Konnerth 2012; Holekamp and others 2008; Marvin and others 2013; Peterka and others 2011) . Application of these new tools will advance our understanding of spontaneous network activity and synaptic development and promises exciting years ahead. distinct synapse-driven network patterns in developing
