This paper deals with a direct derivation of Fisher's information matrix for bivariate Bessel distribution of type I. Some tools for the numerical computation and some tabulations of the Fisher's information matrix are provided.
Introduction
The role of the Bessel functions in probability distributions can be trace back to [1, 2] . The application of the univariate Bessel distribution in creating a robust alternative to the normal distribution is investigated by [3] . Univariate Bessel function distributions have been also used to the signal processing, [4] . Basic properties of these distributions with their links with some well-known distributions are described in [5] . More discussion on Bessel Distributions can be found in [6] . The bivariate Bessel distribution of type one (BB1) is specified by the following joint density function 
The density (1.1) is introduced by [7] , by using a characterization of Bessel distribution due to the [8] . Reference [8] showed that if U and V are independent chi-squared random variables with common degrees of freedom v, then the distribution of 1 1
is a Bessel distribution. In a nice generalization, Reference [7] have proved that the joint pdf of is given by (1.1). They have called this distribution as bivariate Bessel distribution of type I. For more information about Bessel distribution, see [7, 8] . It is well-known that under certain condition, the inverse of Fisher Information Matrix (FIM) is the covariance matrix of the estimate of the parameters. The FIM has many application in statistics and other sciences. For an excellent recent references on applications of the FIM see [9] . The aim of this paper is to compute FIM for the bivariate density function (1.1) and is organized as follow: an explicit expression for the FIM for Bivariate Bessel distribution of type I is given in Section 2. Computing FIM for a special case of bivariate density function is given in Section 3. In Section 4, we provide some tools for the numerical computation of the FIM. Some tables of the FIM are also given.
An Explicit Expression for the FIM
For a given observation   , , x y the FIM has the form
ln ,
are the parameters of the density. According to (1.1), the unknown vector of parameters is The log likelihood of (1.1) for observation 2  2  2  2  2  2  2  1  2  2  1  1  2  1  1  1  2  2  2  3  4  2  2  1   ln  2  2 3  4 3
is the derivative of digamma function. For computing the elements of FIM, following [7] , let 1 1
a Y a X a   and then, , and .
We have found these identities take the computations easy.
At first note that if U has chi-squred distribution with degree of freedom then,
Similarly, we have
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,
and finally
Special Case
Since above experessions are very tedios, we also compute FIM for some assumtions as below. We assume that, 
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