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Human eyes receive an enormous amount of information from the visual world. It is 
highly difficult to simultaneously process this excessive information for the human 
brain. Hence the human visual system will selectively process the incoming information 
by attending only the relevant regions of interest in a scene. Visual saliency 
characterises some parts of a scene that appears to stand out from its neighbouring 
regions and attracts the human gaze. Modelling saliency-based visual attention has 
been an active research area in recent years. Saliency models have found vital 
importance in many areas of computer vision tasks such as image and video 
compression, object segmentation, target tracking, remote sensing and robotics. Many of 
these applications deal with high-resolution images and real-time videos and it is a 
challenge to process this excessive amount of information with limited computational 
resources. Employing saliency models in these applications will limit the processing of 
irrelevant information and further will improve their efficiency and performance. 
Therefore, a saliency model with good prediction accuracy and low computation time is 
highly essential. This thesis presents a low-computation wavelet-based visual saliency 
model designed to predict the regions of human eye fixations in images. 
The proposed model uses two-channel information luminance (Y) and 
chrominance (Cr) in YCbCr colour space for saliency computation. These two channels 
are decomposed to their lowest resolution using two-dimensional Discrete Wavelet 
Transform (DWT) to extract the local contrast features at multiple scales. The extracted 
local contrast features are integrated at multiple levels using a two-dimensional 
entropy-based feature combination scheme to derive a combined map. The combined 
map is normalized and enhanced using natural logarithm transformation to derive a 
final saliency map. The performance of the model has been evaluated qualitatively and 
quantitatively using two large benchmark image datasets. The experimental results 
show that the proposed model has achieved better prediction accuracy both qualitatively 
and quantitatively with a significant reduction in computation time when compared to 
the existing benchmark models. It has achieved nearly 25% computational savings when 
compared to the benchmark model with the lowest computation time.  
Index terms- visual saliency model, fixation prediction, discrete wavelet transform, 
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1.1 Problem statement 
Human eyes receive a rich stream of visual information every second (108 - 109 bits) [1]. 
It is highly difficult for the human brain to simultaneously perform the complex analysis 
of all the input visual information [2]. Therefore, the human visual system processes 
this enormous amount of information by selectively attending the relevant regions of 
interest in a scene. The selective attention mechanism is achieved through a sequence of 
saccadic eye movements called fixations [3]. Predicting the regions of human eye 
fixations is essential where these identified regions can be used in the intelligent 
processing of visual information in computer vision systems. Visual saliency models are 
computational models that are used to predict the regions of human eye fixations and 
these models have found vital importance in many areas such as image and video 
compression [4], image segmentation [5], remote sensing [6] and robotics [7]. In image 
and video compression techniques, saliency can be employed to represent the important 
regions with improved quality compared to the unimportant regions. It is also employed 
to facilitate the object segmentation tasks to separate the regions with objects, people, 
text and so on from the rest. Most of these saliency applications deal with high 
resolution images and videos. It is a challenge to process the excessive amount of visual 
data efficiently with limited computational resources. These applications require 
predicting human eye fixations accurately and efficiently. This will further improve the 
efficiency and computational performance of these applications by limiting the 
processing of irrelevant information. Therefore, a saliency model with good prediction 
accuracy and low computation time is highly essential. 
The human visual attention mechanism is widely categorised into two types 
namely, bottom-up attention and top-down attention [1, 8]. Some features of a scene 
such as colour, luminance, motion and edges create a pop-out effect and grab our 
attention involuntarily. This automatic, stimulus-driven process is called bottom-up 
attention. Whereas, top-down attention is a goal oriented process which depends on the 
high-level factors such as scene context, task demand, past knowledge, user expectations 
and so on [1]. As an example of scene context, while walking in a street the fixations are 
confined to street by ignoring the sky region. Many studies have tried to simulate this 
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computational mechanism of visual attention [8-18]. The traditional bottom-up 
computational models were proposed by Itti et al. [19] and Harel et al. [14], based on 
three features - intensity, colour and orientation. The high-level fators such as scene 
context and center-bias were modelled by Oliva et al. [20] and Tatler et al. [21] 
respectively. The combined models were proposed by Goferman et al. [12], Zhang et al. 
[18] and Judd et al. [22]. Goferman et al. implemented scene context and centre-bias as 
top-down cues along with colour and contrast as bottom-up features. Zhang et al. used 
Shannon's self-information as bottom-up cue with prior information of a scene as top-
down cue. Judd et al. incorporated top-down, bottom-up and mid-level cues to define 
saliency of an image. Hou et al. [15], Guo et al. [4] and Achanta et al. [9] proposed 
frequency models based on spectral characteristics of an image.  
The existing computational models are either computationally expensive with 
good prediction accuracy [12, 14, 18, 19] or they are computationally efficient with low 
prediction accuracy [4, 9, 15] for them to be employed in practical applications. Hence 
there is a need for novel visual saliency model that can predict the salient regions with 
high accuracy and low computation time. The traditional computational models in 
frequency domain [4, 9, 13, 15] have employed Fourier transform (FT) to define image 
saliency. These models are good at estimating image saliency on a global context but are 
inadequate as they do not contribute to local saliency details. FT retrieves the global 
frequency content of a signal and is good at analysing stationary and pseudo-stationary 
signals [23, 24]. However, the limitations occur when it becomes necessary to locally 
analyse the various frequency components of a signal. An alternative solution to this 
limitation is to utilise the short-time FT that offers local frequency analysis of a signal. 
In this method, the signal is divided into several shorter space intervals and then the 
Fourier transform is applied to each interval which narrows down the frequency 
analysis with respect to the given time of a signal [23, 24]. However, the short-time FT 
offers local frequency analysis with constant resolution which depends on choosing the 
right size of spatial interval. Moreover, trying several spatial intervals on the image will 
increase the computational time for the application [16]. A better solution for local 
frequency analysis is to use Wavelet transform (WT) that offers multi-resolution 
analysis (MRA) [16, 23, 24]. Recent studies [16, 17, 25, 26] have exploited the MRA 
property of wavelets to define saliency of an image and have shown to provide improved 
prediction accuracy when compared to the traditional frequency models [4, 9, 15]. 
During MRA, the two-dimensional discrete WT (DWT) uses a set of filters (low-pass and 
high-pass) to decompose an image into independent frequency components which 
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provides localised frequency analysis at various resolutions. Therefore, the two-
dimensional DWT is chosen in this research work to develop a saliency model that 
provides improvement in terms of prediction accuracy and computation time compared 
to the existing wavelet-based saliency detection models.  
1.2 Research aim and objectives 
The aim of this research work is to develop a bottom-up computational model of visual 
saliency to predict the regions of human eye fixations in images based on two-
dimensional DWT. The developed model will predict the human eye fixations with 
improved prediction accuracy and reduced computational time when compared to the 
existing wavelet-based saliency detection models. It also has potential to improve the 
performance of visual saliency applications such as image and video compression, object 
segmentation and target tracking.   
The aim of the project can be achieved through the following objectives: 
1. Literature review of the computational visual saliency models  
The existing state-of-the-art computational visual saliency models are studied. 
The relevant benchmark models are selected and critically analysed for its 
advantages and disadvantages.     
2. Performance evaluation of the benchmark visual saliency models  
The software and testing platform required for experimentation is set-up. The 
relevant image datasets and performance evaluation methods are identified. The 
performance of the benchmark methods is evaluated. 
3. Development of a bottom-up visual saliency model using DWT 
This is the experimentation phase where the algorithm is developed and tested 
through iterative process. The developed algorithm will predict the regions of 
human eye fixations in images with improved prediction accuracy and reduced 
computation time when compared to the benchmark models.      
4. Performance evaluation of the proposed model  
The performance of the proposed model is evaluated through qualitative and 
quantitative measurement techniques. The obtained experimental results are 
analysed qualitatively and quantitatively with respect to the benchmark models.  
4 
 
1.3 Project contributions 
The key contribution of this research work is the development of a low-computation 
wavelet-based visual saliency model. The proposed model requires two-channel 
information for saliency computation when compared to the existing wavelet-based 
visual saliency models [16, 17, 25, 26], which require more than two colour channels. 
Moreover, an entropy-based feature combination scheme has been implemented to 
improve the prediction accuracy compared to the existing methods. The experimental 
results show that the proposed model has achieved significant reduction in computation 
time with better prediction accuracy compared to the benchmark visual saliency models 
[16, 17]. The proposed work has been published at the "27th IEEE International 
Conference on Electronics Circuits and Systems" [27]. 
1.4 Organisation of the Thesis 
The organisation of this thesis is as follows. 
 Chapter 2 - Background 
This chapter briefly describes the fundamentals of digital image and DWT. It also 
provides an overview of theoretical knowledge related to visual saliency in images, 
the literature of existing computational models and it discusses various saliency 
applications. 
 Chapter 3 - Experimental methodology 
This chapter explains the research methodology used in conducting experiments and 
includes details of the software and test environments used in algorithm 
development. It also describes the procedure involved in the proposed model 
evaluation and provides the details of the image datasets, performance assessment 
methods and the benchmark models.  
 Chapter 4 - Low-computation wavelet-based visual saliency  model 
This chapter presents the development of the proposed bottom-up computational 
model of visual saliency to predict the human eye fixations in images based on DWT. 
The chapter provides summary of the existing wavelet-based saliency detection 
methods along with their advantages and disadvantages. Further, it gives an 
overview of the proposed model and provides the detailed explanation of the different 
stages in algorithm development.        
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 Chapter 5 - Experimental results and analysis 
The performance of the proposed model provided in chapter 4 is evaluated in terms 
of prediction accuracy and computation time using qualitative and quantitative 
measurement techniques. The experimental results pertaining to the model 
evaluation are analysed and discussed in this chapter.   
 Chapter 6 - Discussion and Conclusion  
This chapter summarises the proposed research work, indicates the future directions 
and provides the thesis conclusion. 






Understanding of how the human visual system processes the incoming information 
involves a high degree of complexity which has been extensively studied in recent years. 
Researchers have explored many approaches in modelling this process. 
Neurophysiologists have studied the responses of neurons during the attention process 
[28]. Psychologists have studied behavioural correlation of visual attention with human 
brain during the tasks such as change blindness [10] and attentional blink [1]. During 
these tasks, the viewer's experience is studied by varying the stimulus properties in a 
systematic setting [10]. Experiments were conducted to understand the human thought 
process by studying the eye movements to know what elements of a scene attracts the 
observer's eye [3]. These findings have been utilised by many researchers to develop  
novel computational systems to facilitate the computer vision tasks. This chapter 
presents the background knowledge related to modelling of visual saliency in images.  
The chapter is divided into following sections. The fundamentals of digital image, 
colour spaces and DWT are discussed in sections 2.2, 2.3 and 2.4 respectively. A brief 
theory of human eye and image formation is discussed in section 2.5. The underlying 
concepts related to visual saliency are explained in section 2.6. Various approaches to 
computational modelling of saliency are reviewed in section 2.7. The applications of 
visual saliency models is discussed in 2.8. The summary of the chapter is provided in 
section 2.9.   
2.2 Digital Image 
A digital image is a two-dimensional signal with finite discrete elements called pixels. It 
may be defined using a function 𝑓𝑓(𝑥𝑥, 𝑦𝑦) where, 𝑥𝑥 and 𝑦𝑦 are spatial co-ordinates in a two-
dimensional plane. The number of rows and columns indicates the respective height and 
width of an image. These dimensions in pixels indicates the resolution or size of an 
image. An image with N rows and M columns has a resolution of N × M pixels.   
Grayscale image 
In a monochrome or grayscale image, each pixel at a point (𝑥𝑥,𝑦𝑦) has a value called 
intensity or gray level which is represented using 𝑛𝑛  bits. A 𝑛𝑛 -bit grayscale image 
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comprises of intensity levels which ranges between 0 to (2𝑛𝑛 − 1). For an 8-bit image, the 
intensity level ranges between 0 (black pixel) to 255 (white pixel) with shades of gray in 
between.  
Colour image 
In a colour image each pixel is typically represented using three values. Combination of 
these values are used in displaying the image. Therefore, a colour image is represented 
using three two-dimensional matrices or colour channels in contrast to a grayscale 
image which is represented using single two-dimensional matrix. For an 8-bit colour 
image, a colour pixel is represented using 3 × 8 = 24 bits and the total number of 
possible colour combinations are: 224 =  16777216. These colour pixels are described 
using colour spaces. 
2.3 Colour space 
A colour model or colour space is used to provide the specification of colours within a 
standard co-ordinate system [29]. Various colour models are available to suit to the 
needs of various image processing tasks [30]. The RGB colour space is mostly used for 
image acquisition and display. The colour spaces, CMY and CMYK [29] are popularly 
used in colour printing. The YCbCr model [31] is used in image and video compression. 
The NTSC [29] and PAL [32] are used in television systems. The scope of this discussion 
is limited to two colour models RGB and YCbCr which are relevant to the proposed work 
(explained in chapter 4). 
2.3.1 RGB colour space 
The RGB colour space provides the specification of a colour using combination of three 
primary colours red (R), green (G) and blue (B). The model is defined based on the 
theory of trichromatic vision in humans [33]. According to the theory, the retina of 
human eye consists of three types of photoreceptors cells (cone cells) that are most 
sensitive to red, green and blue light. Due to the characteristics of the light absorption 
in the cone cells of human eye, any colour perceived, is seen as a combination of these 
primary colours [29].  
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2.3.2 YCbCr colour space 
The bright-light vision of human eye makes it more sensitive to brightness (luminance) 
when compared to colour [34]. The YCbCr colour space can efficiently represent the 
colour information of an image when compared to RGB colour space as it separates 
brightness from colour information. In YCbCr colour space [31], the Y channel 
represents the luminance component and the Cb and Cr channels represent the 
chrominance components. The Y channel is obtained from weighted average of red, 
green and blue colour components of RGB colour space as provided in equation (2.1). 
The Cb and Cr channels are obtained from blue and red colour differences between the 
colour intensity and the mean luminance value as provided in equations (2.2) and (2.3) 
respectively.   
 𝑌𝑌 =  𝑘𝑘𝑟𝑟𝑅𝑅 +  𝑘𝑘𝑔𝑔𝐺𝐺 +  𝑘𝑘𝑏𝑏𝐵𝐵 (2.1) 
 𝐶𝐶𝑏𝑏 =  𝐵𝐵 − 𝑌𝑌 (2.2) 
 𝐶𝐶𝑟𝑟 =  𝑅𝑅 − 𝑌𝑌 (2.3) 
where 𝑘𝑘𝑟𝑟 , 𝑘𝑘𝑔𝑔  and 𝑘𝑘𝑏𝑏  are weighting factors with 𝑘𝑘𝑟𝑟 + 𝑘𝑘𝑔𝑔 + 𝑘𝑘𝑏𝑏 = 1. According to ITU-R 
BT.601 conversion [31] the values of these weighting factors are: 𝑘𝑘𝑟𝑟 = 0.299, 𝑘𝑘𝑔𝑔 = 0.587 
and 𝑘𝑘𝑏𝑏 = 0.114.  
2.4 Image processing in frequency domain 
The Fourier Transform (FT) is the most widely used method for signal analysis. It is 
useful in analysis of stationary and pseudo-stationary signals and provides description 
of frequency information in a global context. The two-dimensional Discrete Fourier 
Transform (DFT) [35] applied to an image 𝑓𝑓(𝑥𝑥,𝑦𝑦) with size N × N is given by: 











where 𝐹𝐹(𝑢𝑢, 𝑣𝑣)  is transformed image and 𝑢𝑢, 𝑣𝑣 = 0, 1, 2, … , (𝑁𝑁 − 1)  are coefficients in 
frequency domain. The two-dimensional inverse DFT is given by:  









where 𝑥𝑥,𝑦𝑦 = 0, 1, 2, … , (𝑁𝑁 − 1). Equations (2.4) and (2.5) are computationally complex for 
large image sizes. A Fast Fourier Transform (FFT) replaces the DFT which is 
computationally more effective method. Another important transform is Discrete Cosine 
Transform (DCT) which has been widely employed in image and video compression [35]. 













         𝑖𝑖𝑓𝑓   𝑢𝑢 = 0   𝑎𝑎𝑛𝑛𝑎𝑎   𝑣𝑣 = 0                                                  
      
2
𝑁𝑁2











  (2.6) 
where 𝐷𝐷(𝑢𝑢, 𝑣𝑣) is a transformed image in DCT domain. The two-dimensional inverse DCT 















Like FFT, a fast version of DCT is available to improve the computational speed. In 
practice, FT is not an optimal technique for image coding as DCT can provide a higher 
compression rate with the same image quality with reduced storage and transmission 
requirements. Similar to DCT, Discrete Wavelet Transform (DWT) which is discussed in 
the next section, has been a popular technique employed in various image processing 
tasks such as de-noising, compression, feature detection [36] and so on.  
2.4.1 Wavelet Transform (WT) 
The real-time signals are typically non-stationary in nature. The limitations of FT occur 
when it is required to perform a localised time-frequency analysis of a signal. A 
continuous WT (CWT) uses a short waveform called 'wavelet' which allows to examine 
the signal at various frequencies and resolutions [24]. The transitions of a signal are 
better analysed by scaling (dilation) and shifting (translation) of the wavelet throughout 
the entire signal duration. This property of wavelet analysis is known as multi-
resolution analysis (MRA). The wavelet consists of oscillations that exists for finite 
duration and has zero mean. An illustration of different types of wavelets is provided in 




Figure 2.1 Illustration of types of wavelets [23]. 
2.4.2 Discrete wavelet transform (DWT) 
The DWT uses a set of filters (low-pass and high-pass) in the process of MRA, which 
decomposes the signal into independent frequency components. During the process of 
MRA, the scaling operation is performed using a wavelet ψ(𝑜𝑜) in powers of 2, also called 








where, 𝑗𝑗  and m are scaling and shifting parameters respectively with both being 
integers. A two-dimensional DWT applied to an image f(x, y) at 2-levels is shown in 
Figure 2.2. At level-1, the rows of input signal are convolved with the separable filters 
and the resulting coefficients are down-sampled by a scale 2. The process is further 
repeated with the columns at level-2. The resulting filtered outputs a(x, y), h(x, y), v(x, y) 
and d(x, y) are called as approximation, horizontal, vertical and diagonal details 
respectively. The next level of details are derived by further decomposing the 
approximation details depending on the desired resolution. The reconstruction is an 
inverse operation to decomposition process which is achieved by applying inverse DWT 
(IDWT) to the required details. This involves up-sampling of details by a scale 2 and 




Figure 2.2 An illustration of two-level two-dimensional DWT of a signal. 
The human visual system is sensitive to the contrast variations which are better 
represented in the horizontal, vertical and diagonal details of DWT of an image [37]. 
When combined at multiple scales, these details forms the feature maps comprising of 
contrast variations from edge to texture [16]. The proposed model (provided in chapter 
4) focuses on extracting the contrast variations by applying IDWT to the horizontal, 
vertical and diagonal details at multiple scales while ignoring the approximation details. 
2.5 The human eye and image formation 
As light enters the human eye, the image formation occurs through mapping of spatial 
pattern in the optic array (intensity and spectral composition of light) onto retina [33]. 
The optimal mapping of an image depends on visual acuity of an eye, which comprises of 
central field and peripheral field. The central field or fovea samples smaller segments of 
optic array with high visual acuity whereas peripheral field samples larger segments of 
optic array with low visual acuity [33]. The retina is composed of two types of photo-light 
receptors called rod cells and cone cells. The distribution of rod cells and cone cells in the 
eye's retina is shown in Figure 2.3. The rod cells are mainly responsible for dim-light or 
scotopic vision whereas cone cells are responsible for bright-light or photopic vision. 
These photo-receptors convert the spatial pattern into electrical activity [33]. These 




Figure 2.3 Distribution of rod cells and cone cells in the retina [29]. 
2.6 Visual saliency  
A visual scene comprises of enormous amount of information which is typically complex 
in nature. When inspecting such a complex scene, the human visual system seems to 
employ a serial computational strategy through selectively attending the relevant 
regions of interest [8]. Visual saliency characterises some regions of a scene such as 
features and objects that appears to stand out relative to its neighbouring regions [1]. 
Figure 2.4 provides an illustration of saliency of an image. The enclosed region stands 
out from the rest of the image and is visually salient. Identifying these regions through 
visual saliency models facilitates in intelligent processing of visual information in 
computer vision systems.  
 
Figure 2.4 Illustration of visual saliency of an image. Sample image (obtained from 
MIT300 dataset [38]) with enclosed region indicating visual saliency. 
2.6.1 Selective attention mechanism 
The human visual attention can be compared with a moving-spotlight, where the 




[39]. The attention process is achieved through a sequence of saccadic eye movements 
called fixations [3]. The objects in a scene are identified using eye fixations to bring the 
fovea of high visual acuity onto to the object [8]. During which, the human eyes in 
conjunction with brain plays a decisive role in selecting the relevant information to 
attend, for further processing. This process of selective attention mainly depends on the 
type of information, the user is interested in. An illustration is provided in Figure 2.5. It 
can be observed in image (b) that the eye fixations of many viewers (indicated using red 
markers [22]) are highly concentrated at the regions with human faces which are most 
relevant when compared to the rest. These eye fixations are obtained using an eye 
tracker where the user sits in front of a computer screen and the eye tracker records the 
eye movements [22].  
 
Figure 2.5 Illustration of human eye fixations. (a) Sample image obtained from MIT 
dataset [22], (b) the corresponding eye fixations are indicated using red markers [22]. 
2.6.2 Bottom-up versus top-down attention  
In 1980, Treisman and Gelade introduced a two-stage framework of attention 
mechanism called Feature Integration Theory (FIT) [40]. According to FIT, over a visual 
field, the features of a scene are registered automatically at an early stage while the 
objects are identified separately at a later stage which requires focussed attention [40]. 
The focussed attention achieved through eye fixations are used to integrate the initially 
separable features into unitary objects. This theory has led to the development of many 
computational models of visual attention [1, 8, 41]. Two types of attention processes 
have been widely modelled in literature, which are categorised as, bottom-up attention 
and top-down attention as shown in Figure 2.6.  
(a) (b) 






Figure 2.6 Classification of visual attention mechanism. 
'Salient' is a term that is often considered in the process of bottom-up computation [1, 
19, 42]. The bottom-up attention is a data-driven process that relies on the sensory 
information of the input image. It is termed as fast, exogenous and involuntary process 
[1]. During a free viewing condition, the low-level features of a scene, such as intensity, 
colour, orientation, edges and so on, automatically stand out and become salient from 
the rest. In the due course, our attention is unconsciously drawn towards these regions. 
As an example, in a visual scene with only one horizontal bar among several vertical 
bars, our attention is immediately drawn to the horizontal bar in a bottom-up manner 
[1, 40].  
The later-stage of attention process is a slow, voluntary and driven by task called 
as top-down attention. Modelling this process mainly depends on understanding of 
behavioural aspects of human cognition and is based on high-level factors such as search 
task, scene context, past knowledge and user expectations [1]. Given a task, a search 
process is initiated and the scene is attended based on demands of the assigned task [3]. 
When assigned a task to find red balls from an assorted pool, the attention is confined to 
the red regions. Likewise, in the case of scene context, the regions are attended based on 
the given context while ignoring the rest. When searching for cars on the street, the 
attention is focussed on to the street, while ignoring the sky region [10, 42]. Many 
computational models have been developed to simulate these attention processes which 
are discussed in the next section. 
2.7 Computational models 
Over the past two decades, modelling of saliency-based attention has been a very active 
research area [1]. There is an increasing demand in visual saliency models, that can 
accurately predict the most relevant information within large amount of visual data 








neurobiological, and computational perspectives, to simulate the attention mechanism.  
In literature, several computational visual saliency models with various approaches 
have been proposed. The main idea behind these models is to compute several feature 
maps in parallel and combine them according to their saliencies to result in a 
topographical representation called saliency map [42]. The models differ in the way the 
feature maps are computed and combined. Some of the important computational models 
of visual attention available in literature are discussed below. Here the classification is 
based on the attention process. 
2.7.1 Bottom-up models 
In 1998, Itti et al. [19] proposed Neuromorphic Vision Toolkit (NVT). It is one of the 
earliest bottom-up computational model of visual attention and most commonly used as 
benchmark.  The model was designed to mimic the visual system of early primates. An 
image with resolution of 640×480 pixels was given as input to the model. Three image 
features, namely intensity, colour and orientation are used to define feature maps at 
eight spatial scales. The centre-surround differences of features at various spatial scales 
were derived to obtain several feature maps in parallel. Summation of these feature 
maps results in conspicuity maps which are normalised and linearly combined to obtain 
a final saliency map. The saliency map drawn from the model is a grayscale image with 
brightness of each pixel corresponding to its saliency [42]. The model has shown to be 
successful in predicting fixations [18], but is still considered complex and involves many 
parameters which needs to be tuned as per the requirement.  
Harel et al. in [14] proposed a Graph-based visual saliency model. Similar to Itti 
et al., the features, intensity, colour and orientation are modelled in defining feature 
maps at multiple scales. These feature maps are used to build Markov chains on fully 
connected graphs. The equilibrium of dissimilar regions of these graphs forms the 
normalised activation maps which are linearly combined to obtain a final saliency map. 
The model still outperforms many state-of-the-art saliency models in predicting 
fixations. However, it is computationally complex to be employed in practical 
applications.  
2.7.2 Top down models 
In 2003, Oliva et al. [20] proposed a probabilistic model with scene context as a top-down 
cue. In a visual search task, the scene context plays an important role in directing the 
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attention process to relevant regions of the image. It provides a shortcut for the 
identification of locations in object detection. Based on this theory, the model uses local 
and global image statistics to derive contrast features. These features are used to detect 
the salient target object in a visual search task. The probability of features being 
frequent is more likely to belong to the background. The presence of an object in the 
target's location is identified based on the joint probability distribution of features of the 
target which is conditioned on the scene gist. The model is good at estimating saliency 
on a global context than local context.  
In 2011, Borji et al. [43] proposed a top-down model based on attentional control 
used in goal-oriented tasks. The authors consider the perspective of human behavior 
with respect to the learning of offline data. When learning how to drive, a subject 
familiarises himself with offline data such as traffic signs and their associated meanings 
and applies the knowledge in real-time driving where attention is controlled based on 
top-down influences. The salient object candidates are recognised by intelligent selection 
of feature channels, scales of the saliency model and heuristic approach which results in 
the reduction of computational resources.     
2.7.3 Combined models 
In contrast to [20], Zhang et al., [18] proposed SUN (Saliency Using Natural 
statistics) model. The model is implemented based on Bayesian framework which 
incorporates high-level information with bottom-up saliency. The Shannon's self-
information of the visual features is used as low-level information with prior knowledge 
of the target as high-level information. This prior knowledge is obtained from the 
natural statistics of collection of natural images. Similar to [20], the target information 
of a scene is seen as distinctive information from the background. The overall saliency is 
derived based on the point-wise mutual information between the visual features and the 
desired target.  
Goferman et al. [12] proposed Context Aware Saliency (CAS) where scene context 
is considered as essential information just as salient objects. The colour and contrast are 
considered as low-level features. According to their concept, the salient regions should 
not only contain the salient object but also the parts of scene that convey the context. A 
pixel which is consistently distinct from its surrounding pixels both locally and globally 
is defined as salient. The regions of immediate context of these pixel regions is extracted 
by applying a threshold value. Moreover, a center prior which is a top-down feature, is 
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incorporated to the estimated saliency by applying a two-dimensional Gaussian filter 
positioned at the center. The authors also suggested to incorporate the top-down 
features such as detection of human face and objects for further improvement of the 
model.     
2.7.4 Frequency based models 
The popular frequency-based approach of bottom-up attention was proposed by Hou et 
al. in [15]. The model uses spectral characteristics of a grayscale image in Fourier 
transform domain to compute image saliency. Saliency is defined as a spectral residue 
obtained from difference between log amplitude spectrum of a grayscale image and its 
average. The model requires only few lines of code for implementation with basic 
operations involved and is fast compared to many existing models. However, the 
limitations of the model occur from the generated saliency maps which are of low 
resolution (64 × 64 pixels) when compared to the size of an original image.     
In contrast, Guo et al. in [13] obtained saliency using phase spectrum of Fourier 
transformed image. The model has shown to be faster than [15] and better in terms of 
performance. The work was further extended in [4] called Phase spectrum of Quaternion 
Fourier Transform (PQFT). The model included temporal aspects by introducing a 
motion feature. The four low-level features, two colour channels, one intensity channel 
and one motion channel were employed to derive the saliency map. These features were 
computed in a parallel fashion to enhance the computational speed of the model. 
Achanta et al. in [9] proposed a frequency model based on contrast differences of 
an image in CIE Lab colour space. The difference between arithmetic mean vector and 
Gaussian blurred image is used to define the image saliency which is further processed 
using mean-shift segmentation algorithm to improve the performance. The model 
suffers from limitations of being applicable to images with large and homogenous 
objects. 
2.7.5 Machine learning models 
Many authors have explored machine learning approaches in modeling visual attention. 
In 2009, Judd et al. [22] employed Support Vector Machine (SVM) learning to predict 
the regions of salient fixations. The authors collected eye tracking data of 15 viewers on 
1003 natural images to train the model based on bottom-up, top-down and mid-level 
cues. Liu et al. in [44] employed a multi-resolution Convolution Neural Network (Mr-
18 
 
CNN) to learn the top-down and bottom-up visual features from raw image data. The 
model uses raw image pixels as inputs and eye fixation attributes as labels. Fixation 
information is predicted using logistic regression by integrating the top-down and 
bottom-up information. These approaches have provided improved performance 
compared to the existing methods. However, they depend on prior knowledge of image 
data and require massive size of image datasets for training accurate models.   
2.8 Visual saliency applications 
Many computer vision systems deal with high resolution images and videos. In real time 
it is a challenge to process excessive visual information with limited computational 
resources [10]. One of the important computer vision tasks is to detect the regions of 
interest (ROI) [42]. Detecting the ROI information through saliency models will further 
eliminate the need of processing redundant information while limiting the 
computational requirements. Visual saliency models have applications in the areas such 
as image and video compression [4], image segmentation [5], remote sensing [6], and 
robotics [7].  
In image and video compression algorithms, given a saliency model it highlights 
the relevant regions of human interest, these image regions can be compressed by 
adaptively allocating the number of bits for coding image regions according to their 
saliency [42]. For example, the salient regions can be allocated with higher number of 
bits when compared to other regions which can be compressed using lower number of 
bits. This will further avoid the loss of relevant information and enhance the image 
quality and performance of the compression algorithm. In image segmentation 
techniques, a saliency map can be used to separate the regions of interest such as 
objects, human faces and so on from the image background. The model proposed by 
Achanta et al. [9] generates a saliency map with well-defined boundaries of salient 
objects with homogenous regions, which facilitates the process of object segmentation 
tasks. Analogously, saliency is also employed in driver assistance systems to provide 
necessary traffic information to ensure safe driving by detecting the regions of 
pedestrian and traffic light information [45]. In conclusion, prediction accuracy and 
computation time of a saliency detection model is critical and has great impact on these 




This chapter presented the background knowledge related to the digital image 
processing in frequency domain, visual saliency detection in images and its applications. 
In the earlier sections, the fundamental knowledge of digital image and frequency-based 
image processing techniques with emphasis on DWT were discussed. In the later 
sections, the underlying concepts of visual saliency including types of visual attention 
mechanisms, existing literature in saliency modelling and applications of visual saliency 
were discussed. In the next chapter, the experimental methodology used for the 




3 Experimental methodology 
3.1 Introduction 
This chapter presents the experimental methodology used in algorithm development 
and evaluation of the saliency detection model proposed in chapter 4. The chapter is 
organised into the following sections. The details of the experimental set-up used in 
software development and testing are discussed in section 3.2. The testing methods used 
in model evaluation including details of image datasets, performance assessment 
methods and benchmark models are discussed in section 3.3. The summary of the 
chapter is provided in section 3.4. 
3.2 Experimental set-up 
The details including the choice of software used for algorithm development and the 
system specifications of the test environment are briefly discussed in this section. The 
experiments were conducted using the following experimental set-up.     
3.2.1 Development environment 
The algorithm development and testing were carried out using MATLAB (MATrix 
LABoratory) software, version R2019a. MATLAB is a high-level programming language 
that is extensively used in various numerical calculations, modelling and simulations, 
graphical visualisation and algorithm development [1]. It facilitates the exploration 
process of algorithmic design and allows fine parameter tuning with minimum coding 
effort. In addition, MATLAB was beneficial in this project for the following reasons. The 
image data can be represented in the form of a matrix (rows and columns) for detailed 
analysis and processing. The essential toolboxes such as Image processing, Parallel 
computing and Wavelet toolboxes with built-in functions are available that eliminate 
the need for additional coding requirements. The integrated development environment 
(IDE) provides simultaneous access to editor, debugger, command and workspace 
windows which allows easy debugging of the source code. The plotting and graphics tools 
serve in graphical visualisation of experimental data. Hence the use of MATLAB 
enables efficient design, development and testing of the proposed model. 
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3.2.2 Test environment 
The experiments were conducted on a high-performance computer with the system 
specifications provided in Table 3.1. One of the challenges encountered during this 
project was to test the hypothesis on the entire image dataset with 1000 - 2000 images 
with maximum resolution of 1920×1080 pixels that required few hours of processing 
time. During this, the parallel computing toolbox was useful to assign computations of 
numerous images across available multi-core processor resources which further 
accelerated the program execution. 
Table 3.1 System specification 
Processor Speed RAM Operating System Architecture 
Intel core i7 2600K 3.4 GHz 16 GB Microsoft Windows 7 64-bit 
 
3.3 Model evaluation 
The proposed model (presented in chapter 4) is evaluated across two large public image 
datasets with widely used testing methods. The choice of image datasets and evaluation 
metrics are discussed in this section. Figure 3.1 shows a block diagram of the model 
evaluation. The images from dataset are given as input to the model and the 
corresponding saliency maps are obtained as output. The prediction accuracy of the 
model is evaluated using qualitative and quantitative analysis techniques. The 
computation time of the model is measured over a set of images. Finally, the obtained 
results are compared with the benchmark models.  
 














3.3.1 Image dataset 
An image dataset consists of numerous images under test and corresponding human 
ground truth (HGT) maps. The HGT map consists of eye fixation information in binary 
format obtained from human subjects through eye tracking system. These maps are 
widely used as reference for model evaluation. Figure 3.2 shows a sample image from 
MIT dataset [22] provided in column (a) with its corresponding eye fixations indicated 
using red markers in column (b). The HGT map with continuous distribution of fixations 
is provided in column (c).  The authors obtained the continuous HGT map by convolving 
the binary map of eye fixations with a Gaussian filter [22].  
 
Figure 3.2 Sample image from MIT dataset [22]. (a) Input image, (b) Image with eye 
fixations indicated using red markers, (c) Corresponding HGT map indicating 
continuous distribution of fixations. 
Testing a saliency model on large multiple image datasets ensures validating the model 
for prediction accuracy over various combination of images under test.  This ensures 
that the model is not biased to a single dataset. The developed algorithm (presented in 
chapter 4) is tested on two large public image datasets namely, MIT [22] and CAT2000 
[46]. In both datasets, the authors have employed eye-tracking devices to capture the 
eye fixations, represented as discrete points. 
MIT dataset 
The MIT dataset [22] consists of 1003 natural images collected from LabelMe and Flickr 
creative commons. The images are mainly comprised of indoor and outdoor scenes which 
include objects, people, faces and text. The resolution varies between  405 to 1024 pixels 
with a maximum dimension of 1024 pixels for all images and consists of 779 landscape 
and 228 portrait images. An illustration of sample images from MIT dataset is shown in 
Figure 3.3. The authors collected the eye fixation data from 15 observers with each 
image viewed for 3 seconds in a free viewing state. This dataset has been widely used as 
benchmark for evaluation of many saliency models.   






Figure 3.3 Illustration of sample images from MIT dataset [22]. 
CAT2000 dataset 
The CAT2000 dataset [46] consists of 2000 images (natural and artificial) with 
resolution of 1920×1080 pixels. These are categorised as 20 different types of scenes 
which include images of Action, Affective, Art, Black & White, Cartoon, Fractal, Indoor, 
Inverted, Jumbled, Line drawings, Low resolution, Noisy, Object, Outdoor manmade, 
Outdoor natural, Pattern, Random, Satellite, Sketch, and Social. An illustration of 
sample images from CAT2000 dataset is shown in Figure 3.4. The HGTs were obtained 
from eye fixation data of 120 observers with each image viewed for 5 seconds in a free 
viewing state. To address the challenges of dataset bias in saliency modelling, the 
authors introduced this large scale fixation dataset over several categories of images. 
This dataset mainly aims to overcome the shortcomings of small datasets which consists 
of small number of scenes shown to few observers. 
 










3.3.2 Qualitative analysis 
The performance of the proposed model is qualitatively evaluated through a subjective 
visual comparison of the final saliency map with respect to HGT map. This comparison 
is used to visually measure the consistency of predictions in the final saliency map with 
the corresponding HGT map through human observation. Here the qualitative analysis 
is performed in two ways described as follows:   
i. Analysis based on continuous distribution 
In this method of comparison, both the reference HGT map and final saliency map 
consists of a continuous distribution of fixations [22]. The intensity values in the HGT 
and saliency maps ranges between (0, 255). Visually, the most salient pixels are 
represented with higher intensity values, in a decreasing order corresponding to the 
least salient pixels [10]. Figure 3.5 shows a qualitative analysis based on the continuous 
distribution of saliency maps obtained from different methods. 
 
Figure 3.5 Qualitative analysis based on continuous distribution. (a) Input image [22], 
(b) HGT map, (c) Saliency map of model in [17], (d) Saliency map of model in [16]. 
ii. Analysis based on thresholding 
In this method, the similarity of the saliency map and the HGT map in binary form, 
obtained through thresholding are visually compared. The binary map consists of 
foreground (salient) regions represented using white pixel information separated from 
background (non-salient) regions represented using black pixel information. 
Thresholding is performed based on Otsu's global threshold method, as it provides 
distinguishable foreground and background regions [47]. This method is user-
independent and automatically selects the threshold value for binary map generation 
and has been widely used in the research community. The similarity of predictions is 
measured by placing the eye fixations in conjunction with the thresholded maps. Figure 
3.6 shows a qualitative analysis of saliency maps based on thresholding. 






Figure 3.6 Qualitative analysis based on thresholding. The maps are thresholded using 
Otsu's global threshold method [47]. The red markers indicate the eye fixations. (a) 
Input image [22], (b) HGT map after thresholding, (c) thresholded saliency map of 
model in [17], (d) thresholded saliency map of model in [16]. 
3.3.3 Quantitative analysis 
The prediction accuracy of the proposed model is quantitatively evaluated using three 
metrics - the Area under the ROC Curve (AUC), Pearson's Correlation Coefficient (CC) 
and Normalised Scanpath Saliency (NSS) which are most commonly used in fixation 
prediction. The saliency map and HGT map are given as inputs to the metrics. AUC and 
NSS are location-based metrics which considers saliency map values and HGT map as 
discrete fixation locations (binary format) whereas CC is a distribution-based metric 
which considers saliency map and HGT map as a continuous distribution [48]. Recently, 
the authors of [48] have indicated that either CC or NSS metric is sufficient to evaluate 
the model performance. However, both the metrics are included here, as they have been 
widely used in the literature (refer to TABLE 1 of [48]).      
Area under ROC Curve (AUC) 
AUC is a single scalar value representing the performance of the model's saliency map 
with respect to the corresponding HGT map [49]. It is the portion of the area under unit 
square obtained from ROC (receiver operating characteristics) curve and ranges 
between [0, 1]  with a high value of AUC is preferred. Given a saliency map, it is 
considered as a discrete classifier of fixated and non-fixated pixel predictions [48]. At 
each threshold, there are four possible outcomes from the matrix. If the actual pixel is 
positive and it is predicted as positive, it is counted as TP; if it is predicted as negative, 
it is counted as FN. If the actual pixel is negative and it is predicted as negative, it is 
counted as TN; if it is predicted as positive, it is counted as FP. Figure 3.7 shows a 
confusion matrix for prediction analysis [49].  
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Figure 3.7 Confusion matrix for prediction analysis. 
The TP rate and FP rate are obtained from equations (3.1) and (3.2) respectively. 








An illustration of the ROC plot is shown in Figure 3.8. The ROC curve represents a two-
dimensional graph obtained from the classification of true positive (TP) and false 
positive (FP) instances at various discriminative thresholds. At each threshold value, 
the TP rate (percentage of true salient pixels identified correctly) and the FP rate 
(percentage of non-salient pixels identified incorrectly) are obtained. The TP rate and FP 
rate at various thresholds form the ROC curve. The value of AUC is obtained from area 




Figure 3.8 ROC plot for saliency map obtained from two different methods. A saliency 
map with green ROC curve indicating higher AUC score is preferred when compared 
to the other map with red ROC curve. 
Pearson's Correlation Coefficient (CC) 
CC is a measure of the linear relationship between the saliency map and its 
corresponding HGT map [25, 48]. The metric takes both the maps as inputs in the form 
of continuous distribution. It provides the similarity index of correlation between two 
maps. The value ranges between -1, representing anti-correlation, to 1, representing 
perfect correlation. CC is calculated as 




where 𝑐𝑐𝑐𝑐𝑣𝑣 is the covariance between saliency map (𝑆𝑆) and HGT map (𝐺𝐺). 𝜎𝜎(𝑆𝑆) and 𝜎𝜎(𝐺𝐺) 
represents the standard deviations of respective maps. 
Normalised Scanpath Saliency (NSS) 
Given a saliency map that is normalised to have a zero mean and unit standard 
deviation, NSS is a measure of average values obtained from the saliency map that 
corresponds to fixated values in the HGT map [10]. The value of NSS is obtained by:  
 











where 𝑁𝑁 is the total number of fixated pixels, 𝑆𝑆(𝑥𝑥ℎ𝑖𝑖  ,𝑦𝑦ℎ𝑖𝑖 ) indicates fixated values at the 
pixel (𝑥𝑥ℎ𝑖𝑖  ,𝑦𝑦ℎ𝑖𝑖 ) in the HGT map, 𝜎𝜎(𝑆𝑆)  is the standard deviation of saliency map. The 
positive value of NSS indicates that the predictions corresponds to fixations, while the 
negative value of NSS indicates anti-correspondence. If the value of NSS is greater than 
1, it indicates significant correspondence with fixations. 
3.3.4 Evaluation of computation time  
The computation time of the model is an important parameter that needs to be 
evaluated to make a model to be deployed in real time conditions. The average time cost 
per image required by a model under test is evaluated over a test set of 100 images with 
resolution of 768x1024 pixels. These times are obtained using MATLAB software with 
built-in stopwatch timer functions - tic and toc [50]. The timer is initiated by the tic 
command followed by the program execution and displays the elapsed time with the toc 
command in seconds with 6 decimal digits of precision. The average computation time 
(in seconds rounded to 2 decimal digits) over 100 images is obtained for different 
saliency methods and is used for comparison. 
3.3.5 Benchmark saliency detection models 
The proposed work explained in chapter 4 is compared for efficiency in terms of 
prediction accuracy and computation time with respect to the existing methods. Two 
popular bottom-up computational models proposed by Murray et al. [17] and Imamoglu 
et al. [16] are chosen for comparison. Both the models detect saliency in images using 
wavelet coefficients, developed in MATLAB with available open-source code. The 
respective saliency maps were obtained for both the models using the images of MIT [22] 
and CAT2000 [46] datasets which are used in qualitative and quantitative analysis of 
the proposed model. 
3.4 Summary 
The experimental methodology involved in the research project is explained in this 
chapter. The MATLAB software with a relevant test environment is set up for 
experimentation. The performance of the model is evaluated using qualitative and 
quantitative analysis techniques using two large public image datasets which consist of 
various natural and artificial images under test. The qualitative analysis involves a 
comparison of saliency maps obtained from different methods. The quantitative analysis 
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involves validating model prediction accuracy using three metrics - AUC, CC and NSS 
and the computation time of the model is evaluated over 100 images of 768x1024 
resolution. The details of two relevant benchmark models used for comparison with the 




4 Low-computation wavelet-based visual 
saliency model 
4.1 Introduction  
This chapter presents the low-computation visual saliency model in the WT domain. The 
model aims to predict the regions of human eye fixations in images using bottom-up 
features. The proposed work requires two-channels, luminance (Y) and chrominance (Cr) 
in YCbCr colour space for saliency computation. The local contrast features of these 
channels are used to construct the multi-level feature maps in the wavelet domain, 
which are combined using a two-dimensional entropy scheme and enhanced using 
natural logarithm transformation to obtain a final saliency map. This unique saliency 
map highlights the regions of human eye fixations. The proposed model has been tested 
on common benchmark datasets. The experimental results (provided in chapter 5) show 
that the proposed model has achieved a significant reduction in computation time with 
better prediction accuracy compared to the benchmark models. 
The chapter is divided into following sections. The existing wavelet-based 
saliency detection models are discussed in section 4.2. An overview of the proposed 
algorithm is provided in section 4.3. The stages involved in algorithm development are 
discussed in section 4.4. The summary of chapter is provided in section 4.5. 
4.2 Related work 
In literature, computational models in frequency domain [4, 9, 13, 15] (discussed earlier 
in section 2.7.4) estimate image saliency on a global context and lack in prediction 
accuracy as they do not contribute to local saliency details. As discussed in chapter 2, 
WT is a better tool for local signal analysis as it offers multi-scale spatial and frequency 
analysis at the same time. Recent studies [16, 17, 25, 26] have exploited the MRA 
property of WT and have shown to provide improved prediction accuracy compared to 
the traditional frequency-based methods [4, 9, 13, 15].  
Murray et al. in [17] proposed a low-level vision model which uses biologically 
inspired Gabor-like wavelets to detect saliency at multiple scales. The model estimates 
saliency in the high-frequency directional details (horizontal, vertical and diagonal) of 
three colour-opponent channels [11] (p.17-18) which are convolved with a set of centre-
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surround filters at decomposition phase. The saliency details are further integrated 
using Euclidean norm during the reconstruction phase, by applying scale-weights 
defined by Extended Contrast Sensitivity Function (ECSF). The model has shown 
improved prediction accuracy compared to other existing methods due to the local 
saliency contribution. However, it has certain limitations. The window-sizes of centre-
surround filters involved in the filtering process are not well defined which induces 
noise in the salient regions. This effect is reflected at multiple scales which makes it 
difficult to distinguish between true salient pixels and noisy pixels in the final saliency 
map. As a result, spatial information loss is unavoidable in this method.  
In contrast to [17], Imamoglu et al. [16] proposed a bottom-up model in wavelet 
domain, which incorporates local saliency along with global saliency information. The 
local saliency map is obtained from the maximum of directional details between the 
channels of CIE Lab colour space (CIE standard D65 illumination) [29] at multiple 
scales in the wavelet domain. A corresponding global saliency map is derived based on 
the distribution of local features. The maps are combined non-linearly by multiplying 
the local saliency map with exponential value of the global saliency map. The combined 
map is normalised and enhanced to derive a final saliency map. The model lacks in 
prediction accuracy with local saliency solely when compared to [17]. The overall model 
out-performs the model in [17] but is computationally expensive. The additional time 
cost is mainly associated with the computation of global saliency map and enhancement 
operation of the final saliency map. 
Ma et al. [25], proposed a bottom-up wavelet model to handle various contrast 
variations using different colour spaces. The wavelet transform is applied to channels of 
RGBYI, CIE Lab and YCbCr colour spaces to obtain respective saliency maps using 
directional details. These saliency maps are Gaussian smoothed and combined to obtain 
a final saliency map. The reciprocal value of two-dimensional entropy of a saliency map 
is used as weight during combination. The final map is derived during wavelet 
decomposition while the reconstruction is ignored to ensure reduction in time cost of the 
model. The model considers information at three decomposition scales which contributes 
to local saliency details and requires nine channels from three colour spaces for saliency 
computation. The model uses large filter sizes (0.1 times the size of image) in the process 
of Gaussian smoothing of saliency maps which causes heavy blurring and results in 
spatial information loss.  
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Scharfenberger et al. [26] proposed a statistical model in wavelet domain which 
defines saliency as non-redundant pixels at multiple scales. The model obtains salient 
regions in CIE Lab colour space using un-decimated wavelet transform with directional 
details processed for non-redundancy at three scales. The model is mainly designed to 
deal with noisy images. Each pixel is processed for noise which estimates the probability 
of pixel information being a noisy observation to its neighbouring pixel at each scale. 
In summary, the aforementioned wavelet-based saliency detection methods have 
considerably achieved good prediction accuracy, but have not considered the 
performance evaluation with respect to computation time of the model. As discussed 
earlier in chapter 2, many of the saliency applications deal with high-resolution images 
and real-time videos. It is a challenge to process excessive visual information with 
limited computational resources. Hence achieving good prediction accuracy while 
maintaining low computation time is critical for a saliency detection model which has a 
great impact on these applications in terms of accuracy and efficiency. 
4.3 Overview of the proposed model  
The proposed model will focus on two main objectives. Firstly, it focuses on reducing the 
computation time of the model by limiting the number of colour channels required for 
saliency computation. Secondly, it aims to improve the prediction accuracy by combining 
the feature maps obtained from high-frequency directional details through an entropy-
based feature combination scheme.  
The mechanism is to create feature maps at multiple scales by extracting the 
local contrast features of luminance (Y) and chrominance (Cr) channels in YCbCr colour 
space, which are combined using two-dimensional entropy scheme and enhanced using 
natural logarithm transformation. Initially, an input RGB image is colour transformed 
to YCbCr colour space. A two-dimensional DWT is employed to decompose the 
luminance (Y) and chrominance (Cr) channels at multiple dyadic scales. The feature 
maps are constructed by applying IDWT to the high-frequency directional details 
(horizontal (h), vertical (v) and diagonal (d)) of luminance and chrominance channels. 
The obtained feature maps at multiple levels are combined using two-dimensional 
entropy scheme. The combined map is enhanced using natural logarithm transformation 
to obtain a final saliency map. The detailed development of the proposed model is 
presented in section 4.4.  
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4.4 Algorithm development 
The development of the proposed model is divided into four stages: a) colour 
transformation, b) multi-scale feature extraction, c) entropy-based feature combination,  
d) normalisation and enhancement. A schematic representation of the model is depicted 
in Figure 4.1. The four stages of algorithm development is explained in detail in the 
following sub-sections. 
 
Figure 4.1 Schematic representation of the proposed model. 
4.4.1 Colour transformation 
In the proposed work, the YCbCr colour space is preferred over RGB colour space as it 
can represent luminance and chrominance channels separately (refer to the details of 
YCbCr colour space provided in chapter 2). Therefore, an input image in RGB format is 
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converted to YCbCr colour space (refer to colour conversion equations provided in 
chapter 2) to obtain separate luminance and chrominance channels. The MATLAB 
function 'rgb2ycbcr' is employed for the conversion [50]. The obtained Y, Cb and Cr 
channels are convolved using a two-dimensional Gaussian low-pass filter. This filter is 
rotationally symmetric and produces uniform smoothing of image details. A small filter 
size (3×3) (with σ = 0.5; the default MATLAB configuration) is chosen for the smoothing 
operation as in [11, 16]. This 3×3 filter is used to eliminate very high-frequency noise 
present in the channels due to the colour conversion. The discrete approximation of a 
sample 3×3 Gaussian filter is presented in Figure 4.2.  
 
Figure 4.2 Discrete approximation of a sample 3 × 3 Gaussian filter   
Equation  (4.1) represents the smoothing process:  
 𝑓𝑓(𝑥𝑥,𝑦𝑦) = 𝐼𝐼(𝑥𝑥,𝑦𝑦) ∗ 𝐺𝐺𝑠𝑠×𝑠𝑠 (4.1) 
where 𝐼𝐼(𝑥𝑥,𝑦𝑦) represents input image channel with (𝑥𝑥,𝑦𝑦) being pixel co-ordinates in two-
dimensional space, 𝐺𝐺𝑠𝑠×𝑠𝑠 is a two-dimensional Gaussian low-pass filter with filter size s = 
3, '∗' is the convolution operator and 𝑓𝑓(𝑥𝑥, 𝑦𝑦) represents Gaussian smoothed channel.  
Colour channel selection  
To identify the effective channels required for saliency computation, a set of channel 
combinations were used in obtaining the final saliency scores using two large image 
datasets, MIT [22] and CAT2000 [46] (refer to the details of image datasets explained in 
chapter 3). The experimental results obtained for different channel combinations are 
provided in Table 4.1. The first column shows the different channel combinations 
considered. The second and third columns (main) show the results obtained for MIT [22] 
and CAT2000 [46] datasets respectively. The corresponding AUC, CC and NSS metric 
scores are indicated in respective sub-columns (refer to chapter 3 for more details 
related to the metrics used in this work). Higher scores of AUC, CC and NSS indicate 
good prediction accuracy of a saliency model.   
 1 2 1 
1
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As shown in Table 4.1 the model has achieved better saliency scores for the channel 
combinations {Y, Cb, Cr} and {Y, Cr} on two large image datasets when compared to the 
other channel combinations. The model has achieved the lowest performance when Y 
only is used whereas it has shown improved performance when Y is combined with the 
other channels. It is notable from the results of channel combinations {Y, Cb, Cr} and {Y, 
Cr} that both have provided similar performance. This shows that channel Cb has 
provided an insignificant contribution to the model performance and can be eliminated. 
This achieves approximately one-third of reduction in computation time. Therefore, in 
the proposed work, the channel combination {Y, Cr} is chosen as it provides good 
performance with reduced computation time. 
Table 4.1 Experimental results for different channel combinations 
Channel 
combination 
MIT dataset [22] CAT2000 dataset [46] 
AUC CC NSS AUC CC NSS 
{Y, Cb, Cr} 0.70 0.24 0.82 0.70 0.31 0.78 
{Y, Cb} 0.69 0.22 0.76 0.69 0.29 0.74 
{Y, Cr} 0.70 0.24 0.82 0.70 0.31 0.77 
Y 0.67 0.20 0.67 0.61 0.26 0.37 
 
4.4.2 Multi-scale feature extraction 
Edges are the bottom-up features that highlight image contrast or step-change in 
intensities defining boundaries of image objects [35]. The human visual system is 
sensitive to these contrast variations of an image [37] and can draw human attention in 
a bottom-up manner. The multi-resolution analysis of DWT is employed to extract local 
contrast variations in Y and Cr image channels. DWT uses a set of filters which 
decomposes the signal into independent frequency components (low-pass and high-pass). 
The local contrast variations are better represented in the high-pass frequency 
components of DWT which consists of details oriented in horizontal, vertical and 
diagonal directions [37] (refer to the fundamentals of DWT provided in chapter 2). 
Furthermore, the experiments conducted by authors in [51] showed that relevant 
information can exist at different scales (from fine to coarse). Therefore, the local 
contrast features of Y and Cr channels are extracted by decomposing them at a 
maximum number of scales obtained by: 
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 𝑁𝑁 =  𝑙𝑙𝑐𝑐𝑙𝑙2(𝐷𝐷𝑚𝑚𝑚𝑚𝑢𝑢) (4.2) 
where N is an integer (obtained by using MATLAB 'round' function [50]) representing 
the number of decomposition scales and 𝐷𝐷𝑚𝑚𝑚𝑚𝑢𝑢  being the maximum dimension of the 
input image.  
4.4.2.1 Wavelet decomposition 
The Y and Cr channels are decomposed at N scales, obtained using equation (2.4). The 
biorthogonal wavelet 'bior4.4' with symmetrical nature of its wavelets and scaling 
functions are chosen for decomposition because human vision is more tolerant of 
symmetrical errors [23]. In addition, it has also provided better saliency results (which 
are preliminary results obtained using MIT dataset) when compared to other wavelets of 
the family as shown in Table 4.2.   
Table 4.2 Experimental results for biorthogonal wavelet family 
Channel combination - {Y, Cr} 
Dataset - MIT [22] 
Wavelet AUC CC NSS 
'bior1.1' 0.6779 0.2101 0.7224 
'bior2.2' 0.6986 0.2377 0.8083 
'bior3.3' 0.6949 0.2344 0.8016 
'bior4.4' 0.7014 0.2415 0.8206 
Equation (4.3) shows DWT applied to the colour channel f(x, y) at the ith scale: 
 (𝑓𝑓𝑖𝑖𝑚𝑚(𝑥𝑥𝑚𝑚 ,𝑦𝑦𝑚𝑚),  𝑓𝑓𝑖𝑖𝑠𝑠(𝑥𝑥𝑠𝑠,𝑦𝑦𝑠𝑠) ) =  𝐷𝐷𝐷𝐷𝑇𝑇(𝑓𝑓𝑖𝑖(𝑥𝑥,𝑦𝑦)) (4.3) 
where 𝑓𝑓(𝑥𝑥,𝑦𝑦) ∈ {Y, Cr},  i ∈ {1, 2, ..., N}, fa represents transformed matrix that consists 
of low-frequency approximation (a) coefficients (𝑥𝑥𝑚𝑚 ,𝑦𝑦𝑚𝑚) , and f s  with s ∈ {h, v ,d} 
represents individual transformed matrices that consist of high-frequency horizontal (h), 
vertical (v) and diagonal (d) coefficients (𝑥𝑥𝑠𝑠, 𝑦𝑦𝑠𝑠), respectively. 
4.4.2.2 Feature map generation 
The Y and Cr feature maps are generated by applying IDWT to the high-frequency 
detailed coefficients at N scales to derive feature maps at N levels as in [16]. These 
feature maps can represent contrast details from edge to texture. The approximation (a) 
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details are omitted during reconstruction as these are of purely low-pass details. At each 
level, the feature maps are derived based on the equation:    
 𝑐𝑐𝑖𝑖(𝑥𝑥,𝑦𝑦) =  𝐼𝐼𝐷𝐷𝐷𝐷𝑇𝑇�𝑐𝑐𝑖𝑖+1(𝑥𝑥,𝑦𝑦),  𝑓𝑓𝑖𝑖𝑠𝑠(𝑥𝑥𝑠𝑠,𝑦𝑦𝑠𝑠)� (4.4) 
where 𝑐𝑐𝑖𝑖(𝑥𝑥,𝑦𝑦) represents the feature map obtained at the ith level with 𝑓𝑓𝑚𝑚 is set to zero. 
The feature map 𝑐𝑐𝑖𝑖(𝑥𝑥,𝑦𝑦) is constructed using  𝑓𝑓𝑖𝑖𝑠𝑠  details and details in the preceding 
feature map 𝑐𝑐𝑖𝑖+1(𝑥𝑥,𝑦𝑦). At level N, the feature map consists of details from the Nth scale 
(the coarsest scale) to the 1st scale (finest scale) and so on.  
An illustration of the process of feature construction at 3 levels is shown in Table 
4.3. At level 1, the feature map is obtained using the finest scale wavelet coefficients by 
setting the approximation details to zero; at level 2, the feature map is constructed 
using 1st and 2nd scale wavelet coefficients and so on. The obtained feature maps at 
each level are in full resolution (same size of the input image) and represent the contrast 
details from edge to texture.  
Table 4.3 Illustration of a 3-level feature map construction. 
Level 1 Level 2 Level 3 
𝑐𝑐1(𝑥𝑥,𝑦𝑦) =  𝐼𝐼𝐷𝐷𝐷𝐷𝑇𝑇�0,  𝑓𝑓1𝑠𝑠(𝑥𝑥𝑠𝑠,𝑦𝑦𝑠𝑠)� 𝑐𝑐2(𝑥𝑥,𝑦𝑦) =  𝐼𝐼𝐷𝐷𝐷𝐷𝑇𝑇�0,  𝑓𝑓2𝑠𝑠(𝑥𝑥𝑠𝑠,𝑦𝑦𝑠𝑠)� 𝑐𝑐3(𝑥𝑥, 𝑦𝑦) =  𝐼𝐼𝐷𝐷𝐷𝐷𝑇𝑇�0,  𝑓𝑓3𝑠𝑠(𝑥𝑥𝑠𝑠,𝑦𝑦𝑠𝑠)� 
 𝑐𝑐1(𝑥𝑥,𝑦𝑦) =  𝐼𝐼𝐷𝐷𝐷𝐷𝑇𝑇�𝑐𝑐2(𝑥𝑥, 𝑦𝑦),  𝑓𝑓1𝑠𝑠(𝑥𝑥𝑠𝑠,𝑦𝑦𝑠𝑠)� 𝑐𝑐2(𝑥𝑥, 𝑦𝑦) =  𝐼𝐼𝐷𝐷𝐷𝐷𝑇𝑇�𝑐𝑐3(𝑥𝑥,𝑦𝑦),  𝑓𝑓2𝑠𝑠(𝑥𝑥𝑠𝑠,𝑦𝑦𝑠𝑠)� 
  𝑐𝑐1(𝑥𝑥,𝑦𝑦) =  𝐼𝐼𝐷𝐷𝐷𝐷𝑇𝑇�𝑐𝑐2(𝑥𝑥,𝑦𝑦),  𝑓𝑓1𝑠𝑠(𝑥𝑥𝑠𝑠,𝑦𝑦𝑠𝑠)� 
 
4.4.3 Entropy-based feature combination 
The entropy of an image can be defined as a statistical measure of information content 
present in the image. Equation (4.5) represents entropy end of an image I with n gray 
levels: 




where ℎ𝑘𝑘 is normalised histogram count of 𝑘𝑘th gray level. The feature maps of luminance 
(Y) and chrominance (Cr) channels are combined at each level using two-dimensional 
entropy weights. Each feature map is multiplied with its two-dimensional entropy value 
as provided in equation (4.6)  
 𝑐𝑐′(𝑥𝑥,𝑦𝑦) =  𝑐𝑐(𝑥𝑥,𝑦𝑦) × 𝑒𝑒𝑛𝑛𝑐𝑐 (4.6) 
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where 𝑐𝑐′(𝑥𝑥,𝑦𝑦) is weighted feature map, 𝑒𝑒𝑛𝑛𝑐𝑐 is two-dimensional entropy of feature map 
𝑐𝑐(𝑥𝑥,𝑦𝑦). Equation (4.7) represents the feature combination:  




where |𝑦𝑦′(𝑥𝑥,𝑦𝑦)| and |𝑐𝑐𝑒𝑒′(𝑥𝑥,𝑦𝑦)| correspond to respective Y and Cr weighted feature maps 
with absolute values and 𝐶𝐶(𝑥𝑥,𝑦𝑦) represents the combined map at 𝑁𝑁 levels. The combined 
map defines the most conspicuous regions of the image. An illustration is provided in 
Figure 4.3.  
 
Figure 4.3 Illustration of entropy-based feature combination (a) Input image, (b) Y 
channel feature map, (c) Cr channel feature map, and (d) the combined map obtained 
from Y and Cr feature maps using entropy as weights. 
Here, the two-dimensional entropy of the feature map is used as a weight to prioritise 
the feature combination. A feature map with high entropy value indicates a high 







saliency content and gets higher priority compared to the feature map with a low 
entropy value. For instance, if the entropy value of chrominance is high, then these 
features get high priority than luminance and vice versa. 
4.4.4 Normalisation and enhancement 
The details in the combined map are smoothed using a two-dimensional Gaussian low-
pass filter. The filtering process eliminates high-frequency noise due to wavelet 
processing. To ensure there is minimal information loss, the common filter size 5 (with σ 
= 0.5; the default MATLAB configuration) is considered for smoothing as in [9, 11, 16]. 
Furthermore, the combined map is normalised to a range [0, 1] which will ensure the 
details lie within the same range. Finally, the normalised map is enhanced using 
natural logarithm transformation to obtain the final saliency map.  
Equation (4.8) represents the normalisation operation:  
 𝐶𝐶𝑀𝑀(𝑥𝑥,𝑦𝑦) = 𝑀𝑀(𝐶𝐶(𝑥𝑥,𝑦𝑦) ∗ 𝐺𝐺𝑠𝑠) (4.8) 
where 𝐶𝐶𝑀𝑀(𝑥𝑥,𝑦𝑦)  is a normalised map, 𝑀𝑀(. )  is normalisation operator and ' ∗ ' is a 
convolution operator and 𝐺𝐺𝑠𝑠 represents a two-dimensional Gaussian low-pass filter with 
filter size s = 5. Equation (4.9) represents the enhancement operation:  
 𝑓𝑓𝑚𝑚𝑎𝑎𝑓𝑓(𝑥𝑥, 𝑦𝑦) = 𝑙𝑙𝑛𝑛(𝐶𝐶𝑀𝑀(𝑥𝑥,𝑦𝑦) + 1)  (4.9) 
where 𝑓𝑓𝑚𝑚𝑎𝑎𝑓𝑓(𝑥𝑥,𝑦𝑦)  is a final saliency map and operator 𝑙𝑙𝑛𝑛(. )  is a natural logarithm 
transformation. The value of '1' is added in the operator, as the logarithm of '0' is 
undefined. The logarithm transformation maps the narrow range of low intensity values 
to a wider intensity range [29]. This transformation will enhance the salient regions 
embedded in the darker regions of the saliency map and compresses the higher-level 
values.  
An illustration of the enhancement operation is provided in Figure 4.4. It can be 
observed in Figure 4.4, that the darker pixel regions in the saliency maps of row (b) such 
as the regions of flower in the first and third image and the regions of human face in the 
second image have been enhanced as shown in row (c). Further, the enhancement 
operation has also improved the visual appearance of the respective saliency maps in 
the row (c) when compared to row (b).   
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Figure 4.4 Illustration of the enhancement operation. (a) Input images, (b) Saliency 
maps before enhancement, (c) Saliency maps after enhancement. 
4.5 Summary 
The proposed low-computation wavelet-based saliency detection model is explained in 
this chapter. The model aims to improve prediction accuracy with low computation time 
when compared to the existing wavelet-based saliency detection models. Unlike the 
existing wavelet-based saliency detection methods, the proposed model requires only 
two colour channels, luminance (Y) and chrominance (Cr) in YCbCr colour space for 
saliency computation as these two channels are sufficient to provide good performance 
with one-third of computational savings (from the results provided in Table 4.1). The 
identified colour channels of an image are decomposed using two-dimensional DWT at 
multiple scales to extract local contrast variations from the high-frequency directional 
details. These high-frequency directional details are selected as they can represent the 
contrast variations of an image, which draws human attention. The extracted feature 








is used to prioritise the feature combination between Y and Cr feature maps which has 
shown improvement in prediction accuracy. The combined map is normalised using 
natural logarithm transformation to derive a final saliency map. The experimental 




5 Experimental results and analysis 
5.1 Introduction 
This chapter presents the analysis based on the experimental results of the proposed 
low-computation wavelet-based saliency detection model explained in chapter 4. The 
procedure related to the model evaluation has been explained in chapter 3. The 
prediction accuracy of the model is evaluated using qualitative and quantitative 
measurement techniques using two public image datasets - MIT [22] and CAT2000 [46]. 
Both the datasets consist of images of various categories such as natural and artificial, 
indoor and outdoor scenes including human faces, people and text (refer to the details of 
image datasets provided in chapter 3). Finally, the model is evaluated for computation 
time. The experimental results are compared with the results of two bottom-up state-of-
the-art wavelet-based saliency detection models Murray et al. [17] and Imamoglu et al. 
[16]. The authors in [16] have included focus of attention as in [12] to enhance the 
performance of their model. Including focus of attention can influence the performance 
of the model greatly by either increasing or decreasing its prediction accuracy. 
Therefore, to obtain a fair comparison among the methods, the results are computed 
without including focus of attention for the model in [16]. The rest of the chapter is 
organised into the following sections. The qualitative results are discussed in section 
5.2. The quantitative results are discussed in section 5.3. The results pertaining to 
model's computation time are discussed in section 5.4. The summary of the chapter is 
provided in section 5.5.    
5.2 Qualitative results  
The proposed model is qualitatively evaluated by visually comparing the final saliency 
map of an input image with the corresponding human ground truth (HGT) map and 
saliency maps of benchmark models. This subjective observation will help in evaluating 
the consistency between the human ground truth map and the corresponding saliency 
maps of different models. The qualitative results of saliency maps based on continuous 
distribution is provided in Figure 5.1 and the results based on thresholded saliency 
maps are provided in Figure 5.2. The input images are provided in the first column with 
corresponding HGT maps, saliency maps of Murray et al. [17], Imamoglu et al. [16] and 




Figure 5.1 Qualitative comparison of saliency maps based on continuous distribution. 
Images 1 to 5 are obtained from MIT dataset [22] and 6 to 9 are obtained from CAT2000 
dataset [46]. 
 Input image HGT Murray Imamoglu Proposed 
1.      
2.       
3.      
4.      
5.      
6.   . . ...  .  
7.  .  .  .    .....  
8.      




The sample images provided in the figure have been randomly selected from MIT and 
CAT2000 datasets. From the results shown in Figure 5.1, it is observed in the HGT map 
that the fixations in the first image are concentrated at the human face and text. The 
corresponding saliency map of the proposed model highlights most of the fixated regions 
such as face and text and it has a clear distinction between salient and non-salient 
regions with less false detections when compared to the models of Murray and 
Imamoglu. In the second image, the fixations lie vertically along with the structure of 
the monument and around the people. These regions are clearly highlighted in the 
saliency map of the proposed model when compared to the maps of Murray and 
Imamoglu. In the third image, the fixations are dispersed due to the shape of the object 
and illumination from inside the object. The proposed model highlights the regions 
around the object and illumination. The map of Murray highlights the edges and that of 
Imamoglu highlights illumination. The fixations for the fourth image are concentrated 
around the objects. The regions of these objects are clearly highlighted in the maps of 
the proposed model and Imamoglu when compared to Murray with non-distinguishable 
predictions. With the fifth image, the fixations are concentrated at the details of the 
object. The predictions are close in the map of Imamoglu when compared to the maps of 
the proposed model and Murray. The sixth image has fixations concentrated at the 
center due to the object in focus. The proposed model highlights the object in the center 
with other contrast variations. There is a clear distinction between salient and non-
salient regions with the maps of the proposed model and Imamoglu. The seventh image 
has fixations concentrated at the face, text and object in action. This has been clearly  
highlighted in the maps of Imamoglu and the proposed model when compared to 
Murray. For the eighth image, the fixations lie around the structure of the bird. The 
model of Murray has provided close predictions when compared to the Imamoglu and 
proposed model. However, it still highlights noise. Finally, for the ninth image, fixations 
are concentrated around the person in action and around variations of the rock. The 
proposed model has achieved reduced false detections when compared to the models of 
Murray et al. and Imamoglu et al.  
The results indicate that the saliency maps of the proposed model can highlight 
clear and distinguishable salient regions with reduced false detections compared to the 
saliency maps of Murray and Imamoglu. The results are further evaluated by comparing 
the saliency maps of different methods based on thresholding, obtained using Otsu's 
global threshold method [47]. This is illustrated in Figure 5.2. The threshold or binary 
map consists of salient regions (shown with white pixels) separated from the background 
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Figure 5.2 Qualitative comparison of saliency maps based on thresholding. The 
threshold maps are obtained using Otsu's global threshold method [47]. The red 
markers indicate the eye fixations. 
 Input image HGT Murray Imamoglu Proposed 
1.       
2.      
3.      
4.      
5.      
6.      
     7.                                                ... 
           8.                     




regions (shown with black pixels) along with eye fixations indicated using red markers. 
From the threshold maps of the first image, it is observed that the eye fixations 
coincides with all the models. However, the proposed model has provided reduced false 
detections. In the second image, the maps of Murray and the proposed model have 
achieved better predictions than the map of Imamoglu. For the third image, the map of 
Imamoglu covers all the fixations when compared to the maps of Murray and the 
proposed model but it highlights much of the non-salient regions. In the fourth and fifth 
images, all the models have predicted well with the maps of Imamoglu and the proposed 
model has highlighted reduced non-salient regions. With the sixth image, the 
predictions are better achieved in the maps of Imamoglu and the proposed model when 
compared to Murray. For the seventh and ninth images, the regions in the maps of 
Murray covers all the fixations but highlights non-salient regions when compared to the 
maps of Imamoglu and the proposed model. For the eighth image, only fewer fixations 
coincide with the maps of the proposed model and Imamoglu when compared to the map 
of Murray which covers all the fixations. The overall results show that the proposed 
algorithm is able to detect the relevant regions of fixations with respect to the HGT 
map. It can be observed from the results that the threshold maps from all three methods 
have correlation with the human eye fixations. But, the threshold maps of benchmark 
models highlight most of the non-salient regions (false detections) while this is reduced 
in the case of threshold maps of the proposed method. This ensures improvement in the 
quality of saliency maps obtained using the proposed method. In the next section, the 
proposed model is quantitatively evaluated.   
5.3 Quantitative results 
The proposed model is quantitatively evaluated using three metrics- Area under the 
ROC Curve (AUC), Pearson's Correlation Coefficient (CC) and Normalised Scanpath 
Saliency (NSS). Further, the performance of the models is measured by plotting ROC 
curves. A detailed description of the metrics is provided in chapter 3. These metrics are 
used to measure the prediction accuracy between fixations in the human ground truth 
(HGT) maps and the corresponding saliency maps of different models. The high scores of 
AUC, CC and NSS indicate the better performance of a model. The quantitative 
comparison of model saliency scores is illustrated in the bar graph as shown in Figure 
5.3. The blue bar, red bar and green bar indicate the results of Murray et al., Imamoglu 
et al. and proposed model respectively. For the MIT dataset, the proposed model has 
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achieved scores of 0.70 for AUC, 0.24 for CC and 0.83 for NSS; and for the CAT2000 
dataset, it has achieved scores of 0.70 for AUC, 0.31 for CC and 0.77 for NSS. When 
compared with Murray et al., the model has shown an improvement of 0% in AUC, 1% in 
CC and 5% in NSS and improvement of 1% in AUC, 3% in CC and 5% in NSS over MIT 
and CAT2000 datasets respectively. Similarly, when compared with Imamoglu et al., the 
model has shown improvement of 3% in AUC, 4% in CC and 12% in NSS and 
improvement of 3% in AUC, 4% in CC and 8% in NSS over MIT and CAT2000 datasets 
respectively. The results show that for both MIT and CAT2000 datasets, the proposed 
model has outperformed in terms of CC and NSS while achieved similar or better scores 
in terms of AUC with respect to the benchmark methods.     
                                                                                                                   
 
Figure 5.3 Quantitative comparison of saliency models. 
Receiver Operating Characteristics (ROC) curve 
The ROC curve is a two-dimensional graph obtained from the classification of true 
positive (TP) and false positive (FP) instances at various discriminative thresholds (refer 
to section 3.3.3). Figure 5.4 and Figure 5.5 shows the ROC plots for MIT and CAT2000 
datasets indicating the performance of the saliency models. The curve with a blue line, 
red line and green line indicate the performance of Murray et al., Imamoglu et al. and 
the proposed model respectively. The higher portion of the area under the curve 
indicates the better performance of the model. The ROC curve indicated using the green 
line shows that the proposed model has achieved similar AUC with respect to the model 
of Murray et al. and has achieved slightly better AUC with respect to the model of 





  Figure 5.4 ROC plot for MIT dataset [22] 
 
Figure 5.5 ROC plot for CAT2000 dataset [46] 
5.4 Computation time results 
As discussed in chapter 4, when compared to the existing wavelet-based saliency 
detection models, the proposed model requires only two colour channels, luminance (Y) 
and chrominance (Cr) for saliency computation. These channels were chosen because the 
channel combinations {Y, Cb, Cr} and {Y, Cr} have both achieved similar prediction 
accuracy results (explained in section 4.4.1), with {Y, Cr} saving nearly one-third of 
computational time by eliminating the chrominance channel Cb. Further to this, the 
average computational time per image required by different wavelet models has been 
evaluated over a test set of 100 random images obtained from MIT dataset [22] with 
resolution of 768x1024 pixels as shown in Table 5.1. However, the time cost calculation 
is independent of the dataset. The available open source MATLAB code for benchmark 
methods was obtained from online. The test environment with system specifications 
provided in Table 3.1 within MATLAB environment (with no parallel pool) was used. All 
the background applications were put to halt during evaluation. The average execution 
time over 25 iterations was obtained for each model using the MATLAB built-in timer 
functions - tic and toc [50], as explained in section 3.3.4. The results provided in Table 
5.1 clearly indicates that the proposed model has achieved significant reduction in 
computational time when compared to the benchmark models. The proposed model 
contributes to a reduction of 91% computational time when compared to Imamoglu et al. 




Table 5.1 Evaluation of computation time of the saliency models. The results indicate 
the average computation time over 100 images with resolution of 768x1024 pixels. 
Model Time (sec) 
Murray et al.[17] 2.45 
Imamoglu et al.[16] 20.61 
Proposed method 1.84 
5.5 Summary 
The experimental analysis of the proposed low-computation wavelet-based saliency 
detection algorithm has been presented in this chapter. The model is qualitatively and 
quantitatively evaluated over two public image datasets and compared with related 
benchmark models. The computation time of the proposed model has been evaluated and 
compared with the benchmark models. The experimental results show that the proposed 
model has achieved significant reduction in computation time (91% when compared to 
the model in [16] and 25% when compared to the model in [17]) and it has outperformed 
in terms of CC and NSS with similar or better performance in terms of AUC when 
compared to the benchmark models in [17] and [16]. This proves that the proposed 
model is efficient in terms of prediction accuracy and computation time compared to the 
benchmark models.  
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6 Conclusion and future work 
6.1 Introduction 
During visual scene analysis, the human visual system limits the processing of 
information by attending only the relevant regions of interest. Predicting these regions 
of human relevance through visual saliency models is important in many saliency 
applications. In real time, the saliency applications deal with high resolution images 
and videos. By employing the saliency models in these applications will limit the 
amount of data to be processed and reduces the need for additional computational 
resources. This will further improve the efficiency and computational performance of 
these applications. Therefore, a saliency detection model with good prediction accuracy 
and low computation time is desired.  
This chapter provides the conclusion of the thesis, summarises the advantages 
and limitations of the proposed low-computation wavelet-based visual saliency model 
and indicates the future directions. The conclusion of thesis with a discussion on the 
achievement of the project objectives is provided in section 6.2. The advantages and 
limitations of the model are critically analysed in section 6.3. The future work of the 
project is discussed in section 6.4. 
6.2 Conclusion 
The aim of this research work was to develop a bottom-up computational visual saliency 
model to predict the regions of human eye fixations in images based on DWT. This 
developed algorithm predicts the regions with reduced computation time and improved 
prediction accuracy compared to the existing wavelet-based saliency detection models. 
The developed model has been presented in chapter 4 with corresponding experimental 
analysis has been discussed in chapter 5. Reflecting on the project objectives described 
in chapter 1, the achieved objectives are summarised as follows.  
1. Literature review of the computational visual saliency models 
The literature of different approaches in computational modelling has been 
studied and critically reviewed. The study has been briefly described along with 




2. Performance evaluation of the benchmark visual saliency models  
The relevant benchmark models have been identified as the works proposed in 
[17] and [16] which are tested using two large public image datasets MIT [22] 
and CAT2000 [46]. The models are qualitatively evaluated by analysing the 
saliency maps. The models are quantitatively evaluated using three metrics 
AUC, CC and NSS. Further, the execution speed of the models is evaluated over 
100 images of resolution 768 × 1024 pixels. The experimental methodology used 
for model evaluation was presented in chapter 3. 
3. Development of a bottom-up visual saliency model using DWT 
The proposed bottom-up visual saliency model based on DWT has been presented 
in chapter 4. The proposed work is different from the existing methods as it 
computes saliency using two-channel information (Y and Cr) in YCbCr colour 
space. This has achieved a significant computational savings when compared to 
the benchmark methods in [17] and [16]. Moreover, the model has introduced a 
two-dimensional entropy-based feature combination scheme which has provided 
better prediction accuracy when compared to the benchmark methods. 
4. Performance evaluation of the proposed model  
The performance of the proposed model has been evaluated in terms of prediction 
accuracy and computation time with widely used benchmark image datasets and 
testing methods. The experimental results obtained are compared with the 
benchmark methods [17] and [16] and the results are discussed in chapter 5.  
The aim and objectives of the project have been fulfilled through this thesis. The main 
contribution of this project is the development of a low-computation visual saliency 
model based on DWT. The experimental results obtained in chapter 5 shows that the 
model can operate on a significantly reduced time cost by using Y and Cr channels in 
YCbCr colour space while achieves similar or better prediction accuracy when compared 
to the benchmark models using a two-dimensional entropy based feature combination 
scheme. This work has been published as a conference paper [27]. The model has a 
potential to improve the performance of saliency applications in real-time. It can 
improve the efficiency of edge computing by processing only the relevant information 
and highly reducing the communication cost in vision based applications such as video 
surveillance and automated vehicle systems [52]. 
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6.3 Advantages and limitations  
The advantages and limitations of the proposed work are summarised as follows. 
Advantages 
• The proposed model operates with significantly reduced computation time and 
achieves similar or better prediction accuracy when compared to the benchmark 
saliency detection methods.  
• It requires only two-channel information (Y and Cr) in YCbCr colour space for 
saliency computation when compared to the existing methods [16, 17, 25, 26] 
which require more than two colour channels. This saves approximately one-
third of the computation time of the proposed model in wavelet domain. The 
model has shown to be consistent with the performance over two large image 
datasets MIT [22] and CAT2000 [46] which covers a wide range of image types 
such as natural and artificial, indoor and outdoor scenes consisting of people, 
objects, faces and text.  
• The proposed model has no data or operation dependencies. Hence the model has 
a possibility of parallelisation through optimised DWT and IDWT 
implementation [53] in computing the saliency map and can be employed in real-
time applications.   
Limitations 
• The qualitative results provided in chapter 5 of Figure 5.2 indicate that the 
saliency maps of the proposed model has provided reduced false detections (non-
salient regions) compared to the benchmark methods. This ensures improvement 
in the quality of saliency maps obtained using the proposed method. However, 
the model still highlights some of the non-salient regions as salient. For example, 
in the first image, the hand shake is highlighted in the saliency map but the 
viewers have not fixated at these regions.  
• In scenes with cluttered regions, fixations are large and distributed across the 
image as they require the most scrutiny by the observer  [21]. These scenes are 
likely to have the highest feature content for which the proposed model is less 
accurate as it highlights all the regions with features as salient. This can be 
overcome by limiting the feature detection by including top-down influences such 
as centre-bias and fixation behaviour in search task. 
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• Although the proposed model has exploited local saliency information to provide 
satisfactory results, the performance can further be improved by including the 
global saliency information [12, 16].   
6.4 Future work 
The following future works are suggested for this project. 
1. The number of wavelet scales employed for saliency analysis should be optimised 
as this directly influences the time cost of the model. This investigation was not 
carried out in this work as it was beyond the scope of this project. The 
optimisation of wavelet scales is assumed to greatly reduce the computation time 
of the model. 
2. The future work should consider incorporating the global saliency information. 
This work should investigate the priorities of local and global saliency influences 
based on the context. The context of the local saliency is confined to a specific 
location while the context of the global saliency depends on the whole scene [2].  
3. The model can be further extended to videos by including temporal correlation 
and motion cues to dynamically predict the saliency in video sequences.    
4. The optimised implementation of the proposed method using GPU computing will 
enable the model to be used in real-time applications, like driver assistance 
systems [45]. 
5. The general directions for this work is to consider incorporating location based 
features such as centre-bias and top-down influences such as prior knowledge 
and task demands.  
6. Deep learning based methods such as Convolution Neural Networks (CNN's) 
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