Here the number d is such that the functions F i may depend only on the variables x, t, u j , u
This class of PDEs includes many celebrated equations of mathematical physics (e.g., the KdV, Landau-Lifshitz, nonlinear Schrödinger equations).
Many more PDEs can be written in the evolution form (1) after a suitable change of variables 1 . For example, the sine-Gordon equation u tt − u xx = sin u is equivalent to the evolution system
where u 1 = u, u 2 = u t , and subscripts denote derivatives. In this paper, integrability of PDEs is understood in the sense of soliton theory and the inverse scattering method. This is sometimes called S-integrability.
It is well known that, in order to understand integrability properties of (1), one needs to study overdetermined systems of the form 
w j = w j (x, t), j = 1, . . . , q, such that system (2) is compatible modulo (1) . The precise meaning of this compatibility condition is explained in Remark 5 below. It is well known that Lax pairs, Bäcklund transformations, and zero-curvature representations for (1) can be described in terms of systems (2) compatible modulo (1) . Thus compatible systems (2) are of fundamental importance for the theory of nonlinear PDEs in two independent variables x, t.
Set u i 0 = u i . The number p in (2) is such that the functions α j may depend only on the variables w l , x, t, u i k for 0 ≤ k ≤ p. Then, as is explained in Remark 5, the compatibility condition implies that the functions β j may depend only on w l , x, t, u
If the functions α j , β j are linear with respect to w 1 , . . . , w q , then (2) corresponds to a zerocurvature representation for system (1) . In the case of nonlinear functions α j , β j , a compatible system (2) can be regarded as a nonlinear zero-curvature representation for (1) .
In this paper, we study the following problem. Given a system (1), how to describe all systems (2) that are compatible modulo (1)?
In the case when p = 0 and the functions F i , α j , β j do not depend on x, t, a partial answer to this question is provided by the Wahlquist-Estabrook prolongation method (WE method for short). Namely, for a given system (1), the WE method constructs a Lie algebra in terms of generators and relations such that compatible systems of the form 
w j = w j (x, t), j = 1, . . . , q, correspond to representations of this algebra by vector fields on the manifold W with coordinates w 1 , . . . , w q (see, e.g., [2, 14, 28] ) and references therein). This algebra is called the WahlquistEstabrook prolongation algebra.
In order to study the general case of systems (2) with arbitrary p, we need to consider gauge transformations. A gauge transformation is given by an invertible change of variables (4) x → x, t → t, u i → u i , u i k → u i k , w j → g j (w 1 , . . . ,w q , x, t, u i , u i l , . . . ), j = 1, . . . , q. Substituting (4) to (2), we obtain equations of the form w j x =α j (w 1 , . . . ,w q , x, t, u i , u
System (5) is said to be gauge equivalent to system (2) if (5) and (2) are connected by an invertible change of variables of the form (4).
If (2) is compatible then for any gauge transformation (4) the corresponding system (5) is compatible as well.
The WE method does not consider gauge transformations. In the classification of compatible systems (3) this is acceptable, because the class of systems (3) is relatively small.
The class of systems (2) is much larger than that of (3). As we show below, gauge transformations play a very important role in the classification of compatible systems (2) . Because of this, the classical WE method does not produce satisfactory results for (2) .
To overcome this problem, we combine the technique of gauge transformations with ideas similar to the WE method. Loosely speaking, the main results can be stated as follows.
We find a normal form for systems (2) with respect to the action of the group of gauge transformations. This allows us to define a Lie algebra F p for each p ∈ Z ≥0 such that the following properties hold. Any compatible system (2) is locally gauge equivalent to the system arising from a vector field representation of the algebra F p . Two compatible systems of the form (2) are locally gauge equivalent iff the corresponding vector field representations of F p are locally isomorphic. More precisely, as is discussed below, we define a Lie algebra F p for each p ∈ Z ≥0 and each point a of the infinite prolongation E of system (1) . So the full notation for the algebra is F p (E, a). Recall that the infinite prolongation E of (1) is the infinite-dimensional manifold with the coordinates
In this paper all manifolds, functions, vector fields, and maps of manifolds are supposed to be complex-analytic. The precise definition of F p (E, a) for any system (1) is presented in Section 2. In this definition, the algebra F p (E, a) is given in terms of generators and relations. We consider representations of the Lie algebra F p (E, a) by vector fields on the manifold W with coordinates w 1 , . . . , w q . Such vector field representations of F p (E, a) classify (up to local gauge equivalence) all compatible systems (2), where functions α j , β j are defined on a neighborhood of the point a ∈ E. See Section 2 for details.
Some applications of the algebras F p (E, a) to the theory of Bäcklund transformations are discussed in Subsection 1.2.
According to Section 2, the algebras F p (E, a) for p ∈ Z ≥0 are arranged in a sequence of surjective homomorphisms
Let us describe the structure of F p (E, a) and the homomorphisms (6) more explicitly for some PDEs. Theorem 1 is proved in Section 3.
Theorem 1 (Section 3). Let E be the infinite prolongation of an equation of the form
where f is an arbitrary function. Let a ∈ E. For each p ∈ Z >0 , consider the homomorphism ϕ p :
That is, the kernel of ϕ p is contained in the center of the Lie algebra F p (E, a). ) be the composition of the homomorphisms
In particular, the kernel of ψ k is nilpotent.
Let E be the infinite prolongation of the KdV equation
Consider the infinite-dimensional Lie algebra
is the algebra of polynomials in λ.
It is shown in [10] that, for the KdV equation, the algebra F 0 (E, a) is isomorphic to the direct sum of sl 2 (C[λ]) and a 3-dimensional abelian Lie algebra. Combining this with Theorem 1, we obtain the following.
Theorem 2. Let E be the infinite prolongation of the KdV equation (8) . Let a ∈ E. Then
• the algebra F 0 (E, a) is isomorphic to the direct sum of sl 2 (C[λ]) and a 3-dimensional abelian Lie algebra, • for each p ∈ Z >0 , the kernel of the surjective homomorphism
To describe F 0 (E, a) for the KdV equation, the paper [10] uses the following fact. For the KdV equation (and some other PDEs), the algebra F 0 (E, a) is isomorphic to a certain subalgebra of the Wahlquist-Estabrook prolongation algebra. The explicit structure of the Wahlquist-Estabrook prolongation algebra for the KdV equation is given in [3, 4] , and this allows us to describe F 0 (E, a) (see [10] for details).
Remark 1. Using some extra computations, one can prove the following. Proposition 1. Let E be the infinite prolongation of the KdV equation (8) . For any a ∈ E and any p ∈ Z ≥0 , the algebra F p (E, a) is isomorphic to the direct sum of sl 2 (C[λ]) and a finite-dimensional nilpotent Lie algebra.
We do not present the proof of Proposition 1 in this paper, because the explicit structure of nilpotent ideals of F p (E, a) is not needed for the main applications to Bäcklund transformations. See Remark 4 below for a discussion of this.
For any constants e 1 , e 2 , e 3 ∈ C, consider the Krichever-Novikov equation [15, 27] (9)
KN(e 1 , e 2 , e 3 ) = u t = u xxx − 3 2
To study the algebras F p (E, a) for this equation, we need some auxiliary constructions. Let C[v 1 , v 2 , v 3 ] be the algebra of polynomials in the variables v 1 , v 2 , v 3 . Let e 1 , e 2 , e 3 ∈ C be such that e 1 = e 2 = e 3 = e 1 . Consider the ideal I e 1 ,e 2 ,e 3 ⊂ C[v 1 , v 2 , v 3 ] generated by the polynomials Consider also a basis x 1 , x 2 , x 3 of the Lie algebra so 3 (C) such that
We endow the space so 3 (C) ⊗ C E e 1 ,e 2 ,e 3 with the following Lie algebra structure
Denote by R e 1 ,e 2 ,e 3 the Lie subalgebra of so 3 (C) ⊗ C E e 1 ,e 2 ,e 3 generated by the elements
It is easily seen that the Lie algebra R e 1 ,e 2 ,e 3 is infinite-dimensional. According to [20] , the Wahlquist-Estabrook prolongation algebra of the anisotropic Landau-Lifshitz equation is isomorphic to the direct sum of R e 1 ,e 2 ,e 3 and a 2-dimensional abelian Lie algebra. According to Proposition 2 below, the algebra R e 1 ,e 2 ,e 3 appears also in the structure of the algebras F p (E, a) for the Krichever-Novikov equation (9) . A proof of Proposition 2 is sketched in [11] .
Proposition 2 ([11]
). For any constants e 1 , e 2 , e 3 ∈ C, consider the Krichever-Novikov equation KN(e 1 , e 2 , e 3 ) given by (9) . Let E be the infinite prolongation of this equation. Let a ∈ E. Then
• the algebra F 0 (E, a) is zero, • for any p ≥ 2, the kernel of the surjective homomorphism
• if e 1 = e 2 = e 3 = e 1 , then F 1 (E, a) is isomorphic to R e 1 ,e 2 ,e 3 .
Remark 2. The proof of Proposition 2 uses the well-known fact that the Krichever-Novikov equation (9) possesses an so 3 -valued zero-curvature representation parametrized by the above-mentioned curve.
Remark 3. As has been said above, for some evolution PDEs the algebra F 0 (E, a) is isomorphic to a subalgebra of the Wahlquist-Estabrook prolongation algebra.
The algebras F p (E, a) for p ≥ 1 cannot be obtained by the classical Wahlquist-Estabrook prolongation method, because the main idea behind the definition of F p (E, a) is based on the use of gauge transformations, while the Wahlquist-Estabrook prolongation method does not consider gauge transformations.
According to Proposition 2, for the Krichever-Novikov equation (9) we have F 0 (E, a) = 0 and dim F p (E, a) = ∞ for p ≥ 1 (in the case e 1 = e 2 = e 3 = e 1 ). It is easy to show that the classical Wahlquist-Estabrook prolongation algebra is trivial for the Krichever-Novikov equation. Thus in this example the algebras F p (E, a) are much more interesting than the Wahlquist-Estabrook prolongation algebra.
As another example, we consider a multicomponent generalization of the Landau-Lifshitz equation from [6, 26] . To present this PDE, we need some notation. Fix an integer n ≥ 3. For any
. . , r n ∈ C be such that r i = r j for all i = j. Denote by R = diag (r 1 , . . . , r n ) the diagonal (n × n)-matrix with entries r i . Consider the PDE
is a column-vector of dimension n, and s i (x, t) take values in C. System (11) was introduced in [6] . According to [6] , for n = 3 it coincides with the higher symmetry (the commuting flow) of third order for the Landau-Lifshitz equation. Thus (11) can be regarded as an n-component generalization of the Landau-Lifshitz equation.
The paper [6] considers also the following algebraic curve
in the space C n with coordinates λ 1 , . . . , λ n . According to [6] , this curve is of genus 1 + (n − 3)2 n−2 , and system (11) possesses a zero-curvature representation (Lax pair) parametrized by points of this curve.
System (11) has an infinite number of symmetries, conservation laws [6] , and an auto-Bäcklund transformation [1] . Soliton-like solutions of (11) are presented in [1] . In [26] system (11) and its symmetries are constructed by means of the Kostant-Adler scheme.
Denote by gl n+1 (C) the space of matrices of size (n + 1) × (n + 1) with entries from C. Let E i,j ∈ gl n+1 (C) be the matrix with (i, j)-th entry equal to 1 and all other entries equal to zero.
Let so n,1 ⊂ gl n+1 (C) be the Lie algebra of the matrix Lie group O(n, 1), which consists of linear transformations that preserve the standard bilinear form of signature (n, 1). The algebra so n,1 has the following basis
We regard λ 1 , . . . , λ n as abstract variables and consider the algebra
. . , n. Consider the quotient algebra Q = C[λ 1 , . . . , λ n ]/I, which is isomorphic to the algebra of polynomial functions on the algebraic curve (12) .
The space so n,1 ⊗ C Q is an infinite-dimensional Lie algebra over C with the Lie bracket
We have the natural homomorphism ξ :
Consider the following elements of so n,1 ⊗ Q
Denote by L(n) ⊂ so n,1 ⊗ Q the Lie subalgebra generated by Q 1 , . . . , Q n . Sinceλ
iλj . According to [12] , the elements
form a basis of L(n). Note that the algebra L(n) is very similar to Lie algebras that were studied in [6, 25, 26] .
The following result is presented in [13] .
Proposition 3 ([13])
. Let E be the infinite prolongation of system (11) for n ≥ 3. Let a ∈ E. The Lie algebras F p (E, a) have the following structure. The algebra
, where so n−1 is the Lie algebra of skew-symmetric (n − 1) × (n − 1) matrices. The homomorphism F 1 (E, a) → F 0 (E, a) from (6) coincides with the composition
For any k ≥ 2, the kernel of the homomorphism
For each k ≥ 1 there is a surjective homomorphism
such that the kernel of µ k is solvable.
The algebra L(n) in (13), (14) essentially comes from the zero-curvature representation (Lax pair) for system (11) constructed in [6, 26] . The algebra so n−1 in (13), (14) does not come from this zero-curvature representation.
Several more results on the structure of the algebras F p (E, a) for scalar evolution equations are described in [10] .
Remark 4. As has been said above, for equations (7), (8), (9), (11) the algebras F p (E, a) contain some nilpotent or solvable ideals. The explicit structure of these ideals is not completely clear.
For the main applications to Bäcklund transformations, it is sufficient to know that these ideals are solvable. For example, in Subsection 1.2 we discuss Proposition 5 about Bäcklund transformations, which is proved in [9] . The proof of this result in [9] uses the quotient algebras F p (E, a)/S, where S is the sum of all solvable ideals of F p (E, a). So the explicit structure of solvable ideals of
is not needed for such results.
Remark 5.
Combining (2) with (1), we get
where
are the total derivative operators corresponding to (1). Using (2) and (15), one obtains that the identity
System (2) is called compatible modulo (1) if equations (17) hold for all values of the variables x, t, u
Then equations (17) imply
Remark 6. In the case when m = 1 and the functions F i , α j , β j do not depend on x, t, the problem to describe compatible systems of the form
was studied in [8] .
In the case when (1) is either the Burgers or the KdV equation, the problem to describe compatible systems of the form (18) was also studied in [5] . However, gauge transformations were not considered in [5] . Because of this, the paper [5] had to impose some additional constraints on the functions α j , β j in (18).
Remark 7.
As has been said above, any compatible system (2) is locally gauge equivalent to the system arising from a vector field representation of the algebra F p (E, a). (See Section 2 for details.) If the functions α j , β j in (2) are linear with respect to w 1 , . . . , w q , then (2) corresponds to a zerocurvature representation (ZCR) for system (1) . So linear representations of the algebras F p (E, a) classify ZCRs up to local gauge transformations. In the case of scalar evolution equations, relations between F p (E, a) and ZCRs are studied in [10] . Some other approaches to the action of gauge transformations on ZCRs are described in [16, 17, 18, 22, 23, 24] and references therein. Let g be a finite-dimensional matrix Lie algebra. For a given g-valued ZCR, the papers [16, 17, 22] define certain g-valued functions that transform by conjugation when the ZCR transforms by gauge. Applications of these functions to construction and classification of some types of ZCRs are presented in [16, 17, 18, 22, 23, 24] and references therein.
To our knowledge, the theory of [16, 17, 18, 22, 23, 24] does not produce any infinite-dimensional Lie algebras responsible for ZCRs. So this theory does not contain the algebras F p (E, a).
Necessary conditions for existence of Bäcklund transformations. It is well known that
Bäcklund transformations are one of the main tools of soliton theory (see, e.g., [21] and references therein). In this subsection we briefly discuss some applications of the algebras F p (E, a) to Bäcklund transformations.
Let F(E, a) be the inverse (projective) limit of the sequence (6). Since F p (E, a) in (6) are Lie algebras, the space F(E, a) is a Lie algebra as well.
Remark 8.
Recall that E is the infinite prolongation of system (1). In the preprint [11] the algebra F(E, a) is called the fundamental Lie algebra of E at the point a ∈ E.
Let M be a connected finite-dimensional manifold and b ∈ M. Consider the fundamental group π 1 (M, b). The Lie algebra F(E, a) is called fundamental, because it is analogous to such fundamental groups in the following sense.
According to [11, 14] , there is a notion of coverings of PDEs such that compatible systems (2) are coverings of (1). It is shown in [11, 14] that this notion is somewhat similar to the classical concept of coverings from topology. Recall that the fundamental group π 1 (M, b) is responsible for topological coverings of M. According to [11] , the fundamental Lie algebra F(E, a) plays a similar role for coverings (2) of (1).
It is shown in [11] that the algebra F(E, a) has some coordinate-independent geometric meaning.
Since F(E, a) is the inverse limit of (6), for each k ∈ Z ≥0 we have the natural surjective homomorphism ρ k : F(E, a) → F k (E, a). We define a topology on F(E, a) as follows. For each k ∈ Z ≥0 and each v ∈ F k (E, a), the preimage ρ a) is, by definition, an open subset of F(E, a). Such subsets form a base of the topology on F(E, a).
A Lie subalgebra H ⊂ F(E, a) is said to be tame if there are k ∈ Z ≥0 and a subalgebra h ⊂ F k (E, a) such that H = ρ −1 k (h). Note that the codimension of H in F(E, a) is equal to the codimension of h in F k (E, a).
Remark 9. It is easily seen that a subalgebra H ⊂ F(E, a) is tame iff H is open and closed in F(E, a) with respect to the topology on F(E, a).
A proof of the following proposition is sketched in [11] .
Proposition 4 ([11])
. Let E 1 and E 2 be evolution PDEs. Suppose that E 1 and E 2 are connected by a Bäcklund transformation. Then for each i = 1, 2 there are a point a i ∈ E i and a tame subalgebra
The preprint [11] contains also a more general result about PDEs that are not necessarily evolution.
Proposition 4 provides a necessary condition for two given evolution PDEs to be connected by a Bäcklund transformation (BT). Using Proposition 4, one can prove non-existence of BTs for some PDEs.
For example, the following result is obtained in [9] by means of this theory.
For any e 1 , e 2 , e 3 ∈ C, consider the Krichever-Novikov equation KN(e 1 , e 2 , e 3 ) given by (9) and the algebraic curve (19) C(e 1 , e 2 , e 3 ) = (z, y) ∈ C 2 y 2 = (z − e 1 )(z − e 2 )(z − e 3 ) .
Proposition 5 ([9]).
Similar results are obtained in [9] for the Landau-Lifshitz and nonlinear Schrödinger equations as well.
BTs of Miura type (differential substitutions) for the Krichever-Novikov equation KN(e 1 , e 2 , e 3 ) are studied in [19, 27] . According to [19, 27] , the equation KN(e 1 , e 2 , e 3 ) is connected with the KdV equation by a BT of Miura type iff e i = e j for some i = j.
The preprints [9, 11] and Propositions 4, 5 consider the most general class of BTs, which is much larger than the class of BTs of Miura type studied in [19, 27] .
Let E 1 , E 2 be PDEs. We say that E 1 and E 2 are BT-equivalent if E 1 and E 2 are connected by a BT. It is known that this is a natural equivalence relation on the set of PDEs.
It is also known that, if E 1 and E 2 are connected by a BT, then these PDEs have similar properties. Therefore, it makes sense to try to classify PDEs up to BT-equivalence. Let us consider some examples.
The paper [19] presents a list of all (up to point transformations) scalar evolution equations of the form (20) u
satisfying certain integrability conditions related to generalized symmetries and conservation laws. This result was announced in earlier papers of S. I. Svinolupov and V. V. Sokolov (see [19] for references), but the proof is published in [19] . This list of integrable PDEs (20) in [19] consists of so-called S-integrable and C-integrable equations. (See [19] for the definitions of S-integrable and C-integrable PDEs in the context of the above-mentioned integrability conditions. For example, the KdV and Krichever-Novikov equations are S-integrable.)
The list of S-integrable equations of the form (20) is relatively long, but it can be simplified if one considers classification up to BT-equivalence as follows.
Let E 1 , E 2 be PDEs of the form (20) . We say that E 1 and E 2 are isomorphic if these PDEs are connected by an invertible point transformation. More precisely, we consider analytic point transformations that are invertible on a nonempty open subset of the space of the variables x, t, u.
Recall that an invertible point transformation can be regarded as a BT. (Although the class of BTs is much larger than the class of point transformations.) Therefore, if E 1 and E 2 are isomorphic, then these PDEs are BT-equivalent.
Let E be an equation of the form (20) . We say that E is of nonsingular Krichever-Novikov type if there are e 1 , e 2 , e 3 ∈ C, e 1 = e 2 = e 3 = e 1 , such that E is isomorphic to the equation KN(e 1 , e 2 , e 3 ) .
The following result is presented in [19] (see also [27] for similar results).
Proposition 6 ([19]). Let E be an S-integrable equation of the form (20).
If E is of nonsingular Krichever-Novikov type, then there is v ∈ C, v / ∈ {0, 1}, such that E is isomorphic to the equation KN(0, 1, v) .
If E is not of nonsingular Krichever-Novikov type, then E is connected with the KdV equation by a BT of Miura type (a differential substitution).
For v / ∈ {0, 1}, the equation KN(0, 1, v) is not connected with the KdV equation by any BT of Miura type.
Remark 10. Let E be an S-integrable PDE of the form (20) . Proposition 6 implies that E is BTequivalent to either the KdV equation or the equation KN(0, 1, v) for some v / ∈ {0, 1}. However, Proposition 6 is not sufficient to conclude that some of these PDEs are not BT-equivalent, because Proposition 6 studies only a very particular class of BTs (BTs of Miura type).
To determine which equations are not BT-equivalent, we need to use Proposition 5, which considers the most general class of BTs.
Let e 1 , e 2 , e 3 , e ′ 1 , e ′ 2 , e ′ 3 ∈ C be such that e 1 = e 2 = e 3 = e 1 and e
The set {e 1 , e 2 , e 3 } is affine-equivalent to the set {e
} for all i = 1, 2, 3. In other words, the map g : C → C given by g(z) = b 1 z + b 2 satisfies {g(e 1 ), g(e 2 ), g(e 3 )} = {e The next lemma is easy to check. It follows also from the results of [19] . The next proposition follows from the well-known classification of elliptic curves (see, e.g., [7] ).
Proposition 7 ([7]
). Recall that, for any e 1 , e 2 , e 3 ∈ C, the algebraic curve C(e 1 , e 2 , e 3 ) is given by (19) . Let v 1 , v 2 ∈ C be such that v i / ∈ {0, 1} for i = 1, 2. The curves C(0, 1, v 1 ) and C(0, 1, v 2 ) are birationally equivalent iff one has
The numbers v 1 , v 2 satisfy (21) iff the set {0, 1, v 1 } is affine-equivalent to the set {0, 1, v 2 }.
Combining Propositions 5, 6, 7, Remark 10, and Lemma 1, one obtains the following classification of S-integrable PDEs of the form (20) up to BT-equivalence. KN(0, 1, v 1 ) is isomorphic to KN(0, 1, v 2 ).
Conventions and notation.
The following conventions and notation are used in the paper. All manifolds, functions, vector fields, and maps of manifolds are supposed to be complex-analytic. The symbols Z >0 and Z ≥0 denote the sets of positive and nonnegative integers respectively.
Coverings of (1 + 1)-dimensional evolution PDEs

Coverings and gauge transformations. Consider an evolution PDE
Recall that the infinite prolongation E of (22) is the infinite-dimensional manifold with the coordinates x, t, u Suppose that a system
is compatible modulo (22) . Let W be the manifold with coordinates w 1 , . . . , w q . Then the expressions
can be regarded as vector fields on the manifold E × W .
The compatibility condition (17) of system (23) is equivalent to the equation
where (23) is compatible modulo (22) , then (23) is called a covering of (22) . Covering (23) is uniquely determined by the vector fields A, B given by formulas (24) , (25) .
Remark 11. This definition of coverings is a particular case of a more general concept of coverings of PDEs from [14] .
A covering (23) is said to be of order not greater than p ∈ Z ≥0 if the functions α j may depend only on the variables w l , x, t, u i k for k ≤ p. In other words, covering (23) is of order ≤ p iff the vector field (24) satisfies
If (27) holds, then equation (26) implies
As has already been said in Section 1.1, a gauge transformation is given by an invertible change of variables (29) x → x, t → t, u
Substituting (29) to (23), we obtain a system of the form
Covering (30) is said to be gauge equivalent to covering (23) if (30) and (23) are connected by a gauge transformation (29).
Example 1. Consider a scalar evolution equation
Then D x is given by the formula
Let q = 1 and w = w 1 . Consider a covering
We want to determine how covering (32) changes after a gauge transformation of the form
We need to substitute g(w, x, t, u 0 , u 1 ) in place of w in equations (32). The result is
g = g(w, x, t, u 0 , u 1 ).
Since u t = F and u xt = D x (F ) due to equation (31), system (34) can be written as
Thus, applying the gauge transformation (33) to covering (32), one obtains covering (35).
Return to the general case of system (22) and covering (23) . Suppose that (30) is obtained from (23) by means of a gauge transformation (29). Let us present explicit formulas for the functionsα j ,β j from (30). In order to apply the gauge transformation (29) to covering (23), we need to substitute g j (w 1 , . . . ,w q , x, t, u i l , . . . ) in place of w j in equations (23) . The result is
Note that the matrix    
Hence the functionsα j ,β j from (30) are given by the formulas
LetW be the manifold with coordinatesw 1 , . . . ,w q . Formulas (29) determine the diffeomorphism
where G * is the pull-back map corresponding to the diffeomorphism G.
According to (36), (37), (38), (39), for the vector fieldsÃ = q j=1α
where G * is the differential of the diffeomorphism G, and the vector fields A, B are given by (24), (25) .
To simplify notation, we identifyw j with w j . A gauge transformation given by (29) will be written simply as
Normal forms of coverings with respect to the action of gauge transformations.
Recall that W is the manifold with coordinates w 1 , . . . , w q . It is convenient to say that a covering is given by vector fields D x + A, D t + B on the manifold E × W , where A, B are of the form (24), (25) for some functions α j , β j and satisfy (26) . Note that equation (26) 
Recall that a covering is of order ≤ p iff A, B satisfy (27) , (28) . We want to find a normal form for coverings with respect to the action of the group of gauge transformations. Consider first the case m = 1, and set u = u 1 . Then the coordinates on E are x, t, u k , k ∈ Z ≥0 .
A point a ∈ E is determined by the values of the coordinates x, t, u k at a. Let
be a point of E.
Remark 12. Let F be a function of the variables x, t, u k . Let s ∈ Z ≥0 . Then the notation
means that we substitute u k = a k for all k ≥ s in the function F . Also, sometimes we need to substitute x = x 0 or t = t 0 . For example, if
Theorem 4. Fix a covering of order ≤ p. For any b ∈ W , on a neighborhood of (a, b) ∈ E × W there is a unique gauge transformation
• one has
Moreover, this gauge transformation obeys
and the transformed covering is also of order ≤ p. We are going to construct the required gauge transformation in several steps. First, we will construct a transformation to achieve property (41), then another transformation to get properties (41), (42), and finally another transformation to obtain all properties (41), (42), (43).
Let us first prove that after a suitable gauge transformation one gets (41) for all s ≥ 1.
Since the covering is of order ≤ p, equation (41) is valid for all s > p. Let n ∈ {1, . . . , p} be such that (41) holds for all s ≥ n + 1. It is easily seen that this property is preserved by any gauge transformation of the form (46) w j →g j (w 1 , . . . , w q , x, t, u 0 , . . . , u n−1 ), j = 1, . . . , q.
Therefore, if we find a gauge transformation (46) such that after this transformation we get (41) for s = n, then we will get (41) for all s ≥ n. Return to the case of arbitrary m and the coordinate system x, t, u
be a point of E. We want to obtain an analog of Theorem 4 for arbitrary m.
Consider the following ordering of the set {1, . . . , m} × Z ≥0
Remark 13. Let F be a function of the variables x, t, u
means that we substitute x = x 0 and u
Theorem 5. Fix a covering of order ≤ p. For any b ∈ W , on a neighborhood of (a, b) ∈ E × W there is a unique gauge transformation ∂A ∂u
and the transformed covering is also of order ≤ p.
Proof. Note that for m = 1 this theorem is equivalent to Theorem 4. Suppose that the initial covering is given by vector fields D x + A, D t + B, where A, B do not necessarily satisfy (55), (56), (57). Since the covering is of order ≤ p, we have (27) .
Similarly to the proof of Theorem 4, we are going to construct a gauge transformation of the form (54), (58), (59) such that the transformed vector fields D x + A, D t + B will satisfy (56), (57), and (55) for all i 0 = 1, . . . , m and k 0 ∈ Z >0 .
Let us first prove that after a suitable gauge transformation one gets property (55) for all i 0 = 1, . . . , m and k 0 ∈ Z >0 .
Let (i ′ , k ′ ) be the minimal element with respect to the ordering (53) such that property (55) holds for all
The minimal element exists, because A obeys (27) . If k ′ = 0, then (55) is valid for all i 0 = 1, . . . , m and k 0 ∈ Z >0 . Consider the case k ′ > 0. We have
for some functions c j , which may depend on the following variables (61) w 1 , . . . , w q , x, t, u
Let us find a gauge transformation of the form
such that after this transformation we get property (55) for all (i 0 , k 0 ) (i ′ , k ′ ). We assume that functionsg j in (62) may depend only on the variables (61). It is easy to check that such a transformation must satisfy the equations
We regard (63) as a parameter-dependent system of ordinary differential equations (ODE) with respect to the variable u i ′ k ′ −1 and unknown functionsg j , where w 1 , . . . , w q , x, t, u The other properties are proved similarly to the proof of Theorem 4.
For each n ∈ Z ≥0 , let M n be the set of matrices of size m × (n + 1) with nonnegative integer entries. For a matrix γ ∈ M n , its entries are denoted by γ ik ∈ Z ≥0 , where i = 1, . . . , m and k = 0, . . . , n. Let U γ be the following product We are going to study the structure of this covering on a neighborhood of the point (a, b) ∈ E × W .
Recall that the vector fields A, B satisfy (27) , (28) and are analytic, according to the convention from Section 1.3. Therefore, taking a sufficiently small neighborhood of (a, b), we can assume that A and B are represented as absolutely convergent series Suppose that we have an action of F p (E, a) on a manifold W given by
such that the corresponding power series (67), (68) are absolutely convergent on a neighborhood of a. Then from (75) it follows that (67), (68) satisfy (26) and, therefore, determine a covering. Combining this construction with Theorem 5 and Remark 14, we obtain the following result.
Theorem 6. Any covering of order ≤ p on a neighborhood of a ∈ E is locally gauge equivalent to the covering arising from an action of the Lie algebra F p (E, a). For a fixed covering of order ≤ p, the corresponding action of F p (E, a) is defined uniquely up to a local isomorphism.
Suppose that p ≥ 1. Since any covering of order ≤ p − 1 is at the same time of order ≤ p, we have the surjective homomorphism F p (E, a) → F p−1 (E, a) that maps the generators 3. The homomorphisms F p (E, a) → F p−1 (E, a) and F p (E, a) → F 0 (E, a) for KdV type equations
In this section we study the algebras (77) for equations of the form (78)
where f is an arbitrary function.
Set u 0 = u and u k = ∂ k u ∂x k for k ∈ Z >0 . Let E be the infinite prolongation of equation (78) . Then E is the infinite-dimensional manifold with the coordinates x, t, u k , k ∈ Z ≥0 .
For equation (78), the total derivative operators (16) are (79)
Consider an arbitrary point a ∈ E given by (80) a = (x = x 0 , t = t 0 , u k = a k ) ∈ E, x 0 , t 0 , a k ∈ C, k ∈ Z ≥0 .
Since equation (78) is invariant with respect to the change of variables x → x − x 0 , t → t − t 0 , we can assume x 0 = t 0 = 0. Let p ∈ Z >0 . According to Section 2.3, the algebra F p (E, a) is described as follows. Consider formal power series 
