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TILTING MODULES FOR CLASSICAL LIE SUPERALGEBRAS
CHIH-WHI CHEN, SHUN-JEN CHENG, AND KEVIN COULEMBIER
Abstract. We study tilting and projective-injective modules in a parabolic BGG category O
for an arbitrary classical Lie superalgebra. We establish a version of Ringel duality for this
type of Lie superalgebras which allows to express the characters of tilting modules in terms of
those of simple modules in that category. We also obtain a classification of projective-injective
modules in the full BGG category O for all simple classical Lie superalgebras. We then classify
and give an explicit combinatorial description of parabolic subalgebras of the periplectic Lie
superalgebras and apply our results to study their tilting modules in more detail.
Introduction
A fundamental problem in the Lie superalgebra theory is the study of their representations.
In the last decade or so there has been much progress in this direction, especially in the
representation theory of simple complex finite-dimensional Lie superalgebras that are of classical
type. This is mainly due to the discovery of connections between the representation theory of
such Lie superalgebras with other areas of classical Lie theory such as quantum groups, quantum
symmetric pairs and their canonical bases etc., see, e.g., [Se1, Br1, CLW1, BW, CLW2]. While
this has led to a renewed surge of interest in the representation theory of these simple classical
Lie superalgebras and an intense study of their representation categories, at present, analogous
categories for a more general classical Lie superalgebra has received less attention. Recall
that a finite-dimensional Lie superalgebra g = g0¯ ⊕ g1¯ is called classical if g0¯ is a reductive
Lie algebra and g1¯ is a completely reducible g0¯-module. It follows from the classification of
finite-dimensional simple complex Lie superalgebras in [K] that every simple Lie superalgebra
is classical except for those belonging to the so-called Cartan series.
One of the main motivations for the present paper is our attempt to understand tilting
modules of a general classical Lie superalgebra in a general parabolic BGG category and to
study them in a systematic fashion. The notion of tilting modules comes from the representation
theory of finite-dimensional algebras. In [Ri], Ringel established the so-called Ringel duality,
which exhibits a symmetry in the setting of quasi-hereditary algebras, also see, e.g., [CPS, DR,
D1, D2]. Soergel adapted in [So] Ringel’s argument to the BGG category O of Lie algebras. In
particular, the category O is Ringel self-dual. As a consequence, characters of tilting modules
in a category O over a Kac-Moody Lie algebra can be expressed in terms of those of simple
highest weight modules.
Now, tilting modules of most of the simple classical Lie superalgebras have been studied
in detail in [Br2] following Soergel’s approach. In particular, it follows that for these Lie
superalgebras the computation of irreducible characters is equivalent to that of characters of
tilting modules. The computation of these characters for the general linear Lie superalgebra
by means of certain canonical bases of Lusztig was formulated as a conjecture in [Br1]. The
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conjecture was then established in [CLW2] (see also [BLW]). We refer to [Br3] and [CLW1]
for treatments of some of the other simple classical Lie superalgebras. However, the technical
assumptions made in [Br2, So] do not allow to include the case of periplectic Lie superalgebras.
It is worth pointing out that while the BGG categories O for the other finite-dimensional
simple Lie superalgebras are not completely understood yet at present, the irreducible character
problem however has a satisfactory solution, with the exception of that for the periplectic Lie
superalgebra.
Also, projective-injective modules for classical Lie superalgebras have been studied before,
most prominently in [Ma]. However, the results in op. cit. are only applicable to Lie superalge-
bras that possess a simple-preserving (up to parity change) duality. Again, this assumption is
not satisfied for the periplectic Lie superalgebra, and so the results therein are not applicable
here.
The goal of this paper is to study tilting and projective-injective modules in a parabolic
category O for a general (not necessarily simple) classical Lie superalgebra. Special attention
is paid to the periplectic Lie superalgebra throughout. A considerable part of our efforts in this
paper is therefore spent on obtaining generalisations of results in [Br2, Ma] to a setting that
allow to include the periplectic Lie superalgebra. Besides such results, the paper in addition
includes the following two main results. For every simple classical Lie superalgebra, we give an
explicit description of the highest weights of those simple modules in category O which have
an injective projective cover. We also classify and explicitly describe all parabolic subalgebras
of the periplectic Lie superalgebra and describe explicitly the inclusion order on the set of
so-called reduced parabolic subalgebras (see Section 1.4 for precise definition).
The paper is organised as follows. In Section 1, we provide some background materials on
classical Lie superalgebras. In particular, we review the representation categories, parabolic
decompositions and Borel subalgebras. We give in Section 2 a description of classical Lie
superalgebras, along with some other general technical results that are to be used in the sequel.
In Section 3 we set up the usual description of parabolic category O as a highest weight cat-
egory. We establish a version of Ringel duality, which allows to express the character formulae
of tilting modules in terms of those of simple (or equivalently) projective modules. In Section 4,
we present various classification results of projective-injective modules in parabolic category O.
We obtain Irving-type description that makes explicit relationship between projective-injective
modules and tilting modules and socles of Verma modules, generalising results in [Ma]. Also,
for the full category O, and for every simple classical Lie superalgebra, we determine explicitly
the projective-injective modules.
Finally, in Section 5 we give explicit combinatorial description of parabolic subalgebras of
the periplectic Lie superalgebras and make concrete some of our general results for these Lie
superalgebras. Also, we describe the projective-injective modules and tilting modules with
respect to arbitrary Borel subalgebras.
Acknowledgments. The second author is partially supported by a MoST grant and the
third author by ARC grant DE170100623. We are grateful to Walter Mazorchuk and Weiqiang
Wang for numerous interesting discussions.
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1. Preliminaries
Throughout the paper the symbols C, R, Z, and N stand for the sets of all complex numbers,
real numbers, integers and non-negative integers, respectively. Denote the abelian group of two
elements by Z2 = {0¯, 1¯}. All vector spaces, algebras, tensor products, et cetera, are over C.
1.1. Highest weight categories. We recall some definitions from [BS]. We say that a C-
linear category A is schurian if it is abelian, all objects have finite length, all morphism spaces
are finite dimensional and A has enough injective and projective objects.
Let A be a schurian category. We label the set of isomorphism classes of simple objects of
A by {L(λ)| λ ∈ Λ}, where Λ is the index set. For λ ∈ Λ, we denote the projective cover and
injective hull of the simple module L(λ) by P (λ) and I(λ), respectively. For a partial order
≤ on Λ the standard object ∆(λ) is the maximal quotient of P (λ) for which each composition
factor is labelled by some µ ≤ λ.
Definition 1.1. For a schurian category A and a partial order ≤ on Λ, the pair (A,≤) is a
highest weight category if we have
(1) [∆(λ) : L(λ)] = 1;
(2) for each µ ∈ Λ, the object P (µ) has a filtration with each quotient of the form ∆(ν) for
some ν ≥ µ.
The costandard object ∇(λ) is the maximal subobject of I(λ) for which each composition
factor is labelled by some µ ≤ λ. We denote by F(∆), respectively F(∇), the full subcategory
of A of objects which admit filtrations with each quotient of the form ∆(µ), respectively ∇(µ).
Assume that (A,≤) is a highest weight category, so in particular projective objects are in F(∆).
By definition, see e.g. [BS, Hu, Ri], the tilting objects in (A,≤) are the objects in F(∆)∩F(∇).
The following standard results about highest weight categories, see e.g. [BS, CPS, Hu, Ri], will
be freely used.
Proposition 1.2. Let (A,≤) be a highest weight category.
(1) For every λ ∈ Λ, we have I(λ) ∈ F(∇).
(2) A direct summand of a tilting object is also a tilting object.
Proof. Claim (i) is proved in [BS, Theorem 3.6], claim (ii) is proved in [BS, Lemma 4.1]. 
1.2. Functors between representation categories of Lie superalgebras. Fix a finite
dimensional Lie superalgebra a = a0¯⊕ a1¯, see, e.g., [K]. We denote by C(a) the category of Z2-
graded U(a)-modules, with parity preserving module morphisms. The parity shift functor on
C(a) is denoted by Π. We will consider the category of Z2-graded vector spaces as the symmetric
monoidal category of super vector spaces. This means that the braiding isomorphism is given
by v ⊗ w 7→ (−1)|v||w|w ⊗ v, for v, w homogenous vectors. Since the universal enveloping
algebra U(a) is a cocommutative Hopf algebra in the category of super vector spaces, C(a) is
a symmetric monoidal category. Observe that in case a is actually a Lie algebra, i.e., a1¯ = 0,
the category C(a) is the direct sum of two copies of the usual representation category. Unless
stated otherwise, an ordinary a-module interpreted as in C(a) is then assumed to be purely
even.
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For a U(a)-module V concentrated in odd degree, its symmetric algebra SV is a finite
dimensional U(a)-module. We write StopV for the one-dimensional direct summand in degree
dimV1¯, which also has the same parity as dim V1¯.
Let b = b0¯ be an even subalgebra b ⊂ a such that a is a semisimple b-module under the
adjoint action (in particular, b is reductive). We denote by C(a, b) the full subcategory of C(a)
consisting of those modules that are semisimple and locally finite as b-modules. Furthermore,
we let Cf (a, b) denote the full subcategory of C(a, b) consisting of modules that have finite
multiplicities (as semisimple b-modules). We denote by
Γb : C(a)→ C(a, b),
the functor right adjoint to the inclusion functor. In other words, ΓbM is the maximal sub-
module of M on which b acts semisimply and locally finitely.
For a subalgebra c ⊂ a, we denote by Resac the forgetful functor from C(a) to C(c). This
functor has left and right adjoint functors
Indac = U(a)⊗U(c) − and Coind
a
c = HomU(c)(U(a),−).
If c ⊂ a contains a0¯, then [BF, Theorem 2.2] implies that
(1.1) Indac
∼= Coindac (S
top(a/c)⊗−).
In other words, the induction and coinduction functors are isomorphic up to taking the tensor
product with the one-dimensional c-module realised as the top symmetric power of the purely
odd superspace a/c.
When it is clear which superalgebra a is considered, the undecorated notations Res, Ind,
Coind will refer to the functors acting between C(a) and C(a0¯).
1.3. Classical Lie superalgebras. A finite-dimensional Lie superalgebra g = g0¯⊕g1¯ is called
classical if the restriction of the adjoint representation of g to the Lie algebra g0¯ is completely
reducible. In particular, the even subalgebra g0¯ is a reductive Lie algebra. Now fix a Cartan
subalgebra h0¯ of g0¯. We then have a set of roots Φ ⊂ h
∗
0¯ and a decomposition of vector spaces
g =
⊕
α∈Φ∐{0}
gα, with gα = {X ∈ g | [H,X ] = α(H)X, for all H ∈ h0¯}.
We define h := g0, and refer to it as the Cartan subalgebra of g. For any h0¯-submodule
V of g, we write Φ(V ) for the subset of Φ of weights appearing in V . In particular, we write
Φ0¯ = Φ(g0¯) and Φ1¯ = Φ(g1¯).
The Weyl group W of g is by definition the Weyl group W (g0¯ : h0¯). If the choice of Borel
subalgebra b0¯ ⊂ g0¯ is clear, the length function on W is denoted by ℓ : W → N. We denote
by w0 the longest element of W . Since each automorphism exp(adX) of g0¯, for X nilpotent in
g0¯, defines an automorphism on g1¯, the action of w ∈ W on g0¯ extends to an automorphism
ϕw ∈ Aut(g).
We introduce a duality D on Cf (g, h0¯), which twists the canonical duality by the automor-
phism ϕw0. For M ∈ Cf (g, h0¯), we set
DM = (Γh0¯M
∗)ϕw0 ∼= Γh0¯(M
∗
ϕw0 ).
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Here, for any N ∈ C(g), the notation N∗ stands for the superspace of linear functionals f :
N → C with action of X ∈ g given by X(f)(n) = −(−1)|X||f |f(Xn), n ∈ N .
We will consider the abelian group h∗ × Z2 with trivial action of the Weyl group on Z2. For
M ∈ C(g, h0¯) and κ = (λ, i) ∈ h
∗ × Z2 we have the homogeneous weight spaces
Mκ := {v ∈Mi |Hv = λ(H)v, for all H ∈ h0¯}.
A character is a function h∗0¯ × Z2 → N. For M ∈ C
f(g, h0¯), we have
chM : h∗0¯ × Z2 → N, κ 7→ dimMκ.
We will usually express characters as (infinite) sums of the basis elements eν for ν ∈ h∗ × Z2
which satisfy eν(κ) = δµκ. Moreover, e
νeµ = eν+µ.
For an h0¯-submodule k of the adjoint representation of g, we define ρ(k) ∈ h
∗
0¯ as
ρ(k) =
1
2
∑
α∈Φ
(dim kα0¯ − dim k
α
1¯ )α.
In the above equation kα stands for k ∩ gα. For example, we always have ρ(g0¯) = 0. However,
even for simple classical Lie superalgebras, we can have ρ(g) 6= 0. The latter is namely the
case for periplectic superalgebras. To simplify notation, we will also write 2ρ(k) for the element
(2ρ(k), i) ∈ h∗0¯ × Z/2 with i the parity of dim k1¯ when appropriate.
1.4. Parabolic decompositions. We continue to let g be a classical Lie superalgebra with
fixed Cartan subalgebra h0¯ of g0¯. We follow the notion of parabolic decompositions of superal-
gebras from [Ma, §2.4]. For each H ∈ h0¯ we can define subalgebras of g
(1.2) l :=
⊕
Reα(H)=0
gα, u+ :=
⊕
Reα(H)>0
gα, u− :=
⊕
Reα(H)<0
gα, with g = u− ⊕ l⊕ u+,
where Re(z) denotes the real part of z ∈ C. We write l(H) and u±(H) for the above algebras
when it is necessary to keep track of H ∈ h0¯.
Decompositions into such subalgebras of g as above are the parabolic decompositions
of g. We define a Levi subalgebra of g to be a subalgebra l as above, for some H ∈ h0¯.
Similarly, we define a parabolic subalgebra of g to be a subalgebra p which is of the form
l⊕ u+ as above. We set p− = p(−H) = l⊕ u−. A parabolic decomposition of g is determined
by the corresponding pair (p, l) of subalgebras (since h0¯ is fixed). However, different parabolic
decompositions can lead to the same parabolic subalgebra, see Example 5.7.
A given parabolic subalgebra p contains at most one Levi subalgebra l which satisfies l = l0¯
(again since h0¯ is fixed). If such a Levi subalgebra exists we say that p is a reduced parabolic
subalgebra. With slight abuse of terminology we will often refer to the purely even Levi
subalgebra of a reduced parabolic subalgebra p simply as ‘the’ Levi subalgebra of p. Note
that reduced parabolic subalgebras only exist when h = h0¯. For a given parabolic subalgebra
p0¯ ⊂ g0¯, we denote by Par(g, p0¯) the set of reduced parabolic subalgebras of g which have p0¯
as underlying even subalgebra.
We say that H ∈ h0¯ is regular if and only if l(H) = g
0 = h. In this case, we usually write
n± = u±. Such a decomposition n− ⊕ h ⊕ n+ gives rise to a triangular decomposition of g,
i.e., a decomposition into subalgebras with [h, n±] ⊆ n±. Following [PS2], we define the Borel
subalgebras of g to be the subalgebras h ⊕ n+ obtained as above from regular H ∈ h0¯. In
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[Mu, Section 3.2], they are referred to as BPS subalgebras. For a Borel subalgebra b = h⊕ n+,
the subalgebra b− := h ⊕ n− is also a Borel subalgebra. For a Borel subalgebra b0¯ of g0¯, we
denote by Bor(g, b0¯) the set of Borel subalgebras of g which have b0¯ as underlying Lie algebra.
When it is clear which Borel subalgebra is considered we will simply write ρ for
ρ := ρ(b) = ρ(n+) =
∑
α∈Φ
(dim bα0¯ − dim b
α
1¯ )α.
Lemma 1.3. For a parabolic subalgebra p0¯ ⊂ g0¯ containing a Borel subalgebra b0¯, we have an
injection
Par(g, p0¯) →֒ Bor(g, b0¯), p 7→ b0¯ ⊕ p1¯.
Proof. We may assume that h = h0¯ since otherwise Par(g, p0¯) = ∅.
We need to show that b0¯ ⊕ p1¯ is a Borel subalgebra of g, for p ∈ Par(g, p0¯).
Assume that p = p(H) for some H ∈ h. We shall first prove that there exists a regular
H ′ ∈ h with b(H ′) ⊂ p(H). We define the following subsets of h:
C = {X ∈ h |Reα(X)Reα(H) > 0, ∀α ∈ Φ(u+) ∪ Φ(u−)},
D = {X ∈ h |Reα(X) 6= 0, ∀α ∈ Φ}.
We claim that C∩D 6= ∅. Choosing an R-basis of h allows us to identify h ∼= R2r, for r = dimC h.
As a finite intersection of open half-spaces, C is open in the Euclidean topology. Since H ∈ C,
it follows that C contains an open ball B with centre H . Furthermore, D is the complement of
the union of a finite set of hyperplanes. Therefore, B must intersect D non-trivially, proving
the claim. Since any H ′ ∈ C ∩ D is regular by construction, b(H ′) is a Borel subalgebra.
Furthermore, we have b(H ′) ⊂ p(H) since H ′ ∈ C.
Since b(H ′)0¯ is a Borel subalgebra inside p(H)0¯ = p0¯, it is conjugate to b0¯ via an automor-
phism of l = l0¯. Since such an automorphism leaves u
+ invariant, we see that b0¯ ⊕ p1¯ is indeed
a Borel subalgebra.
As the map is clearly injective, this completes the proof. 
Fix a Borel subalgebra b0¯ of g0¯. By the extension of the action of W to g it follows that
every Borel subalgebra of g is conjugate to one that has b0¯ as underlying even subalgebra. More
generally, up to conjugation we can assume that each parabolic subalgebra contains b0¯.
The action ϕw0 of w0 ∈ W on g also allows us to define a duality on the set of parabolic
decompositions. For simplicity we restrict to reduced parabolic subalgebras. For a reduced
parabolic subalgebra p, the parabolic subalgebra pˆ is defined as pˆ = ϕw0(p)−. That this is
indeed a parabolic subalgebra follows from the direct observation that if p = p(H), for H ∈ h,
then pˆ = p(−w0(H)). We will use the same notation for this duality for parabolic subalgebras
of g0¯. Note that bˆ0¯ = b0¯ but in general pˆ0¯ 6= p0¯ and lˆ 6= l. In general we have
α ∈ Φ(u±) if and only if w0α ∈ Φ(uˆ
∓).
2. Structure of classical Lie superalgebras
In this section we aim to explore how rich the family of classical Lie superalgebras is, com-
pared to the well-studied family of simple classical Lie superalgebras, classified in [SNR] and
[K]. We explain how all the semisimple classical Lie superalgebras can be obtained from the
simple ones and subsequently how all the classical Lie superalgebras can be obtained from the
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semisimple ones. The latter result is equivalent to [El, Theorem B]. We include a proof, as the
result is essentially a byproduct of the proof of another result that we will need later in the
paper.
Definition 2.1. For a Lie superalgebra g, the radical rad(g) is the sum of all solvable ideals
of g, which is thus the unique maximal solvable ideal of g. A Lie superalgebra g is semisimple
if rad(g) = 0.
2.1. Classical semisimple Lie superalgebras. Finite-dimensional semisimple Lie algebras
in prime characteristic are described by means of their differentiably simple ideals in [Bl, Theo-
rem 9.3], which reduces the problem of classification of semisimple Lie algebras to the problem
of determining the so-called differentiably simple Lie algebras in prime characteristic. This
problem was solved in [Bl, Main Theorem]. It was suggested in [K] that the methods in [Bl]
can be suitably modified to give a classification of differentiably simple Lie superalgebras in
characteristic zero. Applying the same approach as in [Bl] then gives a classification of semisim-
ple Lie superalgebras in characteristic zero. The details were carried out in [Ch, Theorem 6.1]
and [Ch, Proposition 7.2]. We shall refrain ourselves from going into more details, but rather
restrict ourselves to the case that we are interested in, i.e., we shall state the classification of
the classical semisimple Lie superalgebras obtained by applying [Ch, Theorem 6.1] and [Ch,
Proposition 7.2]. In order to state this we shall need some preparation.
Let ∧(ξ) be the Grassmann superalgebra in the odd indeterminate ξ. That is, ∧(ξ) is the
associative superalgebra spanned over C by the even identity vector 1 and odd vector ξ with
ξ2 = 0. Let S be a finite-dimensional simple Lie algebras and consider
S[1] := S ⊗ ∧(ξ)
which is a Lie superalgebra with obvious Lie bracket. The algebra of derivations W[1] = W (ξ)
of the associative superalgebra ∧(ξ) is the Lie superalgebra spanned by the odd vector ∂
∂ξ
and
the even vector ξ ∂
∂ξ
, determined by
∂
∂ξ
(1) = ξ
∂
∂ξ
(1) = 0,
∂
∂ξ
(ξ) = 1, ξ
∂
∂ξ
(ξ) = ξ.
The Lie superalgebra of derivations W[1] acts on S[1] := S ⊗ ∧(ξ) in a natural way so that we
can form the semidirect sum S[1] ⋊W[1].
For a finite-dimensional simple Lie superalgebra L we let derL denote its Lie superalgebra
of derivations. Recall that derL contains L as the ideal of inner derivations. The Lie superal-
gebras of outer derivations dL := derL/L of all simple Lie superalgebras are described in [K,
Proposition 5.1.2 ] and for the classical simple Lie superalgebras we have
derL = L⋊ dL.
We are now ready to state the following theorem, which is a direct consequence of [Ch,
Proposition 7.2].
Theorem 2.2. Let m,n ∈ N with m+ n > 0. Let S1, . . . , Sm be finite-dimensional simple Lie
algebras and let L1, . . . , Ln be classical simple Lie superalgebras. (Here Lj is allowed to be a
8 CHEN, CHENG, AND COULEMBIER
Lie algebra.) We consider a Lie superalgebra g with the properties that
m⊕
i=1
Si[1] ⊕
n⊕
j=1
Lj ⊆ g ⊆
m⊕
i=1
(
Si[1] ⋊W
i
[1]
)
⊕
n⊕
j=1
(
Lj ⋊ dLj
)
,
and that the projection of g to each subspace C ∂
∂ξi
of W i[1] is surjective. Then we have:
(i) The radical of g is trivial and hence g is a classical semisimple Lie superalgebra.
(ii) Any classical semisimple Lie superalgebra is isomorphic to such a g above.
Example 2.3. Suppose that g is a Lie algebra in Theorem 2.2. Then in this case we must have
m = 0 and every Lj must be a simple Lie algebra, so that derLj = Lj , for all j. It follows that
g =
⊕n
j=1L
j , and we get the well-known classification of semisimple Lie algebras as a direct
sum of simple Lie algebras.
Example 2.4. Suppose that m = 1 and n = 0 in Theorem 2.2. In this case we get two examples
of classical semisimple Lie superalgebras, namely:
S ⊗ ∧(ξ)⋊C
∂
∂ξ
+ Cξ
∂
∂ξ
, and S ⊗ ∧(ξ)⋊C
∂
∂ξ
.
Example 2.5. Suppose that m = 0 and n = 1 in Theorem 2.2. Then the Lie superalgebra g
with
L ⊆ g ⊆ L⋊ dL
has trivial radical and so is a semisimple Lie superalgebra. An example with L ( g is the Lie
superalgebra pgl(k|k) := gl(k|k)/CI with k ≥ 2 and I is the identity element.
2.2. A classification in terms of semisimple Lie superalgebras. For a classical Lie su-
peralgebra g, a representation contained in one degree clearly factors through a representation
of the reductive Lie algebra g0¯/[g1¯, g1¯]. For a purely odd, semisimple, finite-dimensional repre-
sentation V of g (or of g0¯/[g1¯, g1¯]), we interpret V as a purely odd abelian Lie superalgebra,
which allows to define the semidirect sum g⋉ V , which is again classical.
The following is a reformulation of [El, Theorem B].
Theorem 2.6. Every classical Lie superalgebra is an even central extension of a Lie superalge-
bra of the form g⋉V , with g an even central extension of a classical semisimple Lie superalgebra
and V a purely odd, semisimple, finite-dimensional g-module.
Proof. We start from an arbitrary classical Lie superalgebra a, with centre z = z(a). Hence a
is an even central extension of b := a/z0¯ and z(b)0¯ = 0. By Theorem 2.9 below, we have
rad(b)1¯ = {X ∈ b1¯ | [X, b1¯] = 0}.
In particular, rad(b)1¯ is an ideal in b and we set c := b/rad(b)1¯. Since we can take a complement
of rad(b)1¯ in the semisimple b0¯-module b1¯, we find b ∼= c ⋉ rad(b)1¯. By construction, we have
rad(c)1¯ = 0 and it follows that
rad(c) = z(c) = z(c)0¯.
This concludes the proof. 
Example 2.7. (1) The Lie superalgebra gl(1|1) is a central extension of pgl(1|1), where the
latter is of the form C⋉ΠC2, with C the one-dimensional (reductive) abelian Lie algebra
and C2 equipped with the structure of a non-trivial self-dual representation of C.
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(2) The classical Lie superalgebras g of the form g0¯⋉ΠV for V an arbitrary finite-dimensional
semisimple representation of g0¯ are known as the generalised Takiff superalgebras, see,
e.g., [Ma].
Remark 2.8. (1) The converse to Theorem 2.6 is not true. Concretely, an even central
extension of a classical Lie superalgebra need not be classical. Already central extensions
of reductive Lie algebras need not be reductive, see for example Heisenberg Lie algebras.
(2) The procedure in Theorem 2.6 is minimal in the sense that in general both central exten-
sions are required. Examples of such algebras are given by gl(1|1), see Example 2.7(1),
and the following construction. Let S be a simple Lie algebra so that g = S⊗∧(ξ)+Cξ ∂
∂ξ
is a Takiff superalgebra. Let ĝ be the even central extension of g by a central element z
such that the only commutator of ĝ different from the one of g is [s⊗ξ, s′⊗ξ] = (s, s′)z,
where s, s′ ∈ S and (·, ·) is the Killing form on S.
2.3. The radical of a classical Lie superalgebra. For this section, we fix an arbitrary
classical Lie superalgebra g.
Theorem 2.9. The odd part of the radical of g is given by
rad(g)1¯ = {X ∈ g1¯ | [X, g1¯] ⊂ z(g)0¯}.
The proof will be a direct consequence of the following lemma, which also contains some
additional results which will be useful later. By assumption g0¯ is reductive, so we have a
canonical sum g0¯ = s⊕ a, where s is a semisimple Lie algebra and a = z(g0¯) is abelian.
Lemma 2.10. We have a vector space decomposition
[g1¯, g1¯] = [g1¯, g1¯] ∩ s ⊕ [g1¯, g1¯] ∩ a.
For each H ∈ [g1¯, g1¯] ∩ a, the trace of the action adH on g1¯ is zero, and precisely one of the
following is true:
(1) H is in the centre z(g) of g.
(2) H is not in the radical rad(g) of g.
Proof. The vector space decomposition follows immediately from the fact that [g1¯, g1¯] is a sub-
representation of the (semisimple) adjoint representation of g0¯.
Choose a (non-canonical) decomposition g1¯ = ⊕α∈EVα of g1¯ into irreducible g0¯-representations
for the adjoint action. From the Jacobi identity we get
[[Vα, Vβ], Vγ] ⊂ Vγ ∩ (Vα + Vβ), for all α, β, γ ∈ E.
In particular, this implies
(2.1) [[Vα, Vβ], Vγ] = 0, if both γ 6= α and γ 6= β.
We can interpret the Lie bracket as a g0¯-module morphism
g1¯ ⊗ g1¯
[·,·]
→ g0¯.
When restricted to Vα ⊗ Vβ, the image is either contained in s or has a one-dimensional inter-
section with a. In the latter case, Vα and Vβ must be dual g0¯-modules. It follows also that we
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have
[g1¯, g1¯] ∩ a =
∑
α,β∈E
([Vα, Vβ] ∩ a).
For each pair (α, β) ∈ E × E for which [Vα, Vβ] ∩ a 6= 0, we fix a non-zero element Hαβ ∈
[Vα, Vβ]∩a, uniquely defined up to scalar. These elements span [g1¯, g1¯]∩a, hence it is sufficient
to study the trace of adHαβ .
For every relevant α ∈ E, the element Hαα acts as zero on each space Vγ with γ 6= α by
(2.1). Moreover, since in this case Vα is a self-dual g0¯-representation, Hαα (as an element of the
centre a of g0¯) must also act trivially on Vα. In conclusion, Hαα is central in g.
Now consider an element Hαβ for α 6= β. By (2.1), the action of Hαβ is zero on each space
Vγ for γ 6∈ {α, β}. Since the g0¯-modules Vα and Vβ are dual to each other, they have the same
dimension and the two eigenvalues of Hαβ on them add up to zero. In particular, the trace of
adHαβ is zero.
It remains to prove the dichotomy in the lemma. In order to arrive at a contradiction, we
assume that some linear combination H of the {Hαβ} is not central, but is in rad(g). Without
loss of generality, we may assume that all Hαβ which appear with non-zero coefficient in H are
not central. Since H is not central, there will be some Hαβ in the linear combination such that
H acts via a non-zero scalar on Vα or Vβ. By symmetry we can assume that the action on Vα
is not zero. In particular the ideal generated by H contains Vα, which means it also contains
Hαβ ∈ [Vα, Vβ]. To conclude the proof it thus suffices to show that the ideal I generated by
a non-central Hαβ is not solvable, which contradicts the assumption that H (and hence Hαβ)
be in the radical. Since Hα,β is not central, I contains the subspace CHαβ ⊕ Vα ⊕ Vβ. Since
Hαβ ∈ [Vα, Vβ], we find that I = [I, I], so in particular I is indeed not solvable. 
Proof of Theorem 2.9. We have obvious inclusions
{X ∈ g1¯ | [X, g1¯] ⊂ z(g)0¯} ⊆ rad(g)1¯ ⊆ {X ∈ g1¯ | [X, g1¯] ⊂ a}.
So for X ∈ rad(g)1¯ not contained in the left-hand side, we can take Y ∈ g1¯ such that we get
an element Z := [X, Y ] ∈ [g1¯, g1¯] ∩ a which is not in the centre of g. By Lemma 2.10, Z is not
in rad(g) which of course contradicts the assumption X ∈ rad(g). Consequently, the left-hand
inclusion is an equality. 
Corollary 2.11. The one-dimensional g1¯-module S
top(g1¯) is the restriction of a g-module.
Proof. Any g0¯-moduleM is canonically the restriction of a g-module if the action of [g1¯, g1¯] ⊂ g0¯
on M is trivial. If M is one-dimensional, it suffices to check that the action of [g1¯, g1¯] ∩ a is
trivial. For M = Stop(g1¯) this follows from Lemma 2.10. 
3. Parabolic category O
3.1. Assumptions and notation. Consider a classical Lie superalgebra g and a fixed trian-
gular decomposition of the underlying Lie algebra
g0¯ = n
−
0¯
⊕ h0¯ ⊕ n
+
0¯
such that b0¯ = h0¯ ⊕ n
+
0¯
is a Borel subalgebra of g0¯. We also fix a parabolic subalgebra p0¯ ⊂ g0¯
containing b0¯. We assume that Par(g, p0¯) is not empty. In particular, this implies h = h0¯. By
Lemma 1.3, to each p ∈ Par(g, p0¯), we can associate a unique Borel subalgebra b := b0¯ ⊕ p1¯.
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The Levi subalgebra of any p in Par(g, p0¯) is by assumption the Levi subalgebra of p0¯, so we
denote it simply by l = l0¯. The longest element of the Weyl group of l will be denoted by w
p
0.
We say that λ ∈ h∗ is p0¯-dominant if the simple highest weight module Ll(λ) of l (with respect
to the fixed Borel subalgebra l ∩ b0¯ of l) is finite dimensional.
3.2. Definitions. The category O(g, p0¯) is the full subcategory of C(g, h) of finitely generated
g-modules on which p0¯ acts locally finitely. Equivalently, O(g, p0¯) is the full subcategory of
C(g, l) of finitely generated modules on which u+
0¯
acts locally finitely. Finally, with one of the
above definitions applied to g0¯, the category O(g, p0¯) can be defined as the full subcategory of
C(g) of modules M with ResM in O(g0¯, p0¯).
Let Xp0¯ denote the set of pairs (λ, i) with λ ∈ h
∗ a p0¯-dominant weight and i ∈ Z2. For each
(λ, i) ∈ Xp0¯ and p ∈ Par(g, p0¯), we define
∆p(λ, i) := Πi Indgp Ll(λ) and ∇
p(λ, i) = ΠiΓhCoind
g
p−
Ll(λ).
It is a standard observation, see e.g. [CW1, Hu, Ma], that ∆p(λ, i) is in O(g, p0¯) and has simple
top. We denote the latter simple module by Lp(λ, i) ≡ L(λ, i). Similarly, for κ ∈ Xp0¯ we define
the g0-modules ∆
p0¯
0¯ (κ) and L
p0¯
0¯ (κ).
Furthermore, we define the partial order ≤p on h
∗×Z2 as the transitive closure of the relations{
(λ− α, i+ j) ≤p (λ, i), for α ∈ Φ(u
+
j ) and j ∈ Z2,
(λ+ α, i+ j) ≤p (λ, i), for α ∈ Φ(u
−
j ) and j ∈ Z2.
We use the same notation ≤p for the restriction of the partial order to Xp0¯ .
Theorem 3.1. (i) The category O(g, p0¯) is schurian.
(ii) Fix an arbitrary p ∈ Par(g, p0¯). The assignment λ 7→ L
p(λ) yields a bijection between Xp0¯
and the set of isoclasses of simple objects in O(g, p0¯).
(iii) Denote by O(g, p) the pair (O(g, p0¯),≤p) where the set of isoclasses of simple modules
is identified with Xp0¯ as in (ii). The category O(g, p) is a highest weight category with
standard objects ∆(λ) = ∆p(λ) and costandard objects ∇(λ) = ∇p(λ).
Proof. These observations are standard, see, e.g., [Ma]. We shall only sketch the proof of the
fact that O(g, p) is a highest weight category below, and leave the remaining statements to the
reader.
The fact that any module M in O(g, p0¯) has finite length follows from the observation that
ResM already has finite length, see [Hu, 1.11]. Denote by P
p0¯
0¯
(λ) and I
p0¯
0¯
(λ) the projective
cover and injective envelop of L
p0¯
0¯
(λ) in O(g0, p0¯), respectively. We note that the functor Ind
sends projective modules to projective modules. From
0 6= Homg0¯(P
p0¯
0¯
(λ),ResLp(λ)) ∼= Homg(IndP
p0¯
0¯
(λ), Lp(λ)),
we see that O(g, p) has enough projectives. Similarly, it has enough injective, and so is schurian.
The fact that [∆p(λ) : L(µ)] 6= 0 implies µ ≤p λ follows from considering ∆
p(λ) ∼= U(u−)⊗
Ll(λ) as an l-module. Since O(g0¯, p0¯) is a highest weight category, it follows that if ∆
p0¯
0¯
(µ)
appears in a ∆
p0¯
0¯
-flag of P
p0¯
0¯
(λ), then µ ≥p λ. This in turn implies that any ∆
p(ν) appearing in
a ∆p-flag of IndP
p0¯
0¯
(λ) satisfies ν ≥p λ. This property holds also for any of its direct summands,
and hence O(g, p) is a highest weight category. 
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We denote the full subcategories of projective and injective modules in O(g, p0¯) by P(g, p0¯)
and I(g, p0¯), respectively. For given λ ∈ Xp0¯ , we denote the projective cover and injective
envelop of Lp(λ) in O(g, p0¯) by P
p(λ) and Ip(λ), respectively.
Remark 3.2. From the proof of Theorem 3.1, we see that objects in P(g, p0¯) and I(g, p0¯) are
precisely the direct summands of modules of the form IndQ and CoindY , respectively, where
Q is projective and Y is injective in O(g0¯, p0¯). Note also that we can interchange induction and
coinduction functor freely here, by (1.1).
We denote by F(∆p), respectively F(∇p), the full subcategory of Cf (g, l) (or equivalently
of O(g, p0¯)) of objects which admit finite filtrations with each quotient of the form ∆
p(µ),
respectively ∇p(µ). We use traditional notation (M : ∆p(λ)) to denote the number of times
that ∆p(λ) appears in such a filtration for M ∈ F(∆p). By the following lemma, this is
well-defined.
Lemma 3.3. (i) For M ∈ F(∆p) and N ∈ F(∇p) we have
(M : ∆p(µ)) = dimHomg(M,∇
p(µ)) and (N : ∇p(µ)) = dimHomg(∆
p(µ), N).
(ii) We have
(P p(λ) : ∆p(µ)) = [∇p(µ) : Lp(λ)] and (Ip(λ) : ∇p(µ)) = [∆p(µ) : Lp(λ)]
(iii) The restriction functor Res : C(g, l)→ C(g0¯, l) restricts to a functor F(∆
p)→ F(∆
p0¯
0¯
).
Proof. Part (i) is a generality for highest weight categories, see [BS, Theorem 3.1.4 in Section
3]. Part (ii) is a direct application of part (i). Part (iii) follows from the fact that we can
characterise F(∆
p0¯
0¯
) as the category of modules in C(g0¯, l) that are free and finitely generated
as U(u−
0¯
)-modules. 
The following proposition follows from the definition of D and pˆ.
Proposition 3.4. The duality D on Cf (g, h) restricts to a contravariant equivalence
D : O(g, p0¯)→ O(g, pˆ0¯) with D∆
p(λ) ∼= ∇pˆ(−w0λ) and D∇
p(λ) ∼= ∆pˆ(−w0λ), for λ ∈ Xp0¯ .
3.3. Tilting modules. Recall that the tilting modules in the highest weight category O(g, p)
are the modules in F(∆p) ∩ F(∇p). We denote by T (g, p0¯) the full subcategory of O(g, p0¯)
consisting of direct summands of modules of the form IndU , where U is a tilting module in
O(g0¯, p0¯). The following theorem shows in particular that the question of whether a module in
O(g, p) is tilting only depends on p0¯.
Theorem 3.5. Consider an arbitrary p ∈ Par(g, p0¯).
(i) The category of tilting modules in O(g, p) is T (g, p0¯).
(ii) For each κ ∈ Xp0¯, there exists an indecomposable T
p(κ) ∈ T (g, p0¯), uniquely determined
by the following properties:
(a) We have (T p(κ) : ∆p(ν)) = 0 unless ν ≤p κ and (T
p(κ) : ∆p(κ)) = 1.
(b) We have (T p(κ) : ∇p(ν)) = 0 unless ν ≤p κ and (T
p(κ) : ∇p(κ)) = 1.
(c) There exists a monomorphism ∆p(κ) →֒ T p(κ) with cokernel in F(∆p).
(d) There exists an epimorphism T p(κ)։ ∇p(κ) with kernel in F(∇p).
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Proof. We start with the embedding ∆
p
0
0
(λ) →֒ T
p
0
0
(λ) with cokernel admitting a ∆
p0¯
0¯ -flag,
where T
p0¯
0
(λ) is the corresponding indecomposable tilting module in O(g0, p0). This induces an
embedding Ind∆
p
0
0
(λ) →֒ IndT
p
0
0
(λ). We now observe that
Ind∆
p
0
0
(λ) ∼= Indgg
0
Ind
g
0
p
0
Ll(λ) ∼= Ind
g
p Ind
p
p
0
Ll(λ),
which means Ind∆
p
0
0
(λ) has a ∆p-flag starting at ∆p(λ+ 2ρ(u1¯)). Since IndT
p
0
0
(λ) has a flag
of modules with subquotient of the form Ind∆
p
0
0
(µ), starting at Ind∆
p
0
0
(λ), we may conclude
that Ind T
p
0
0
(λ) has a ∆p-flag starting at ∆p(λ+ 2ρ(u1¯)).
Similarly, using (1.1), we find that IndT
p
0
0
(λ) has a ∇p-flag and hence is a tilting module.
Therefore there exists an indecomposable summand N of Ind T
p
0
0
(λ) such that N ∈ F(∆p) ∩
F(∇p) having a ∆p-flag starting at ∆p(λ+ 2ρ(u1¯)).
The above argument shows existence of the tilting module along with properties (ii)(a)–(c).
We have also established that this module is contained in T (g, p0¯) and that T (g, p0¯) is contained
in the category of tilting modules. The full result then follows from [BS, Theorem 4.2 in Section
4.5] (also see, [So, Section 5] and [CLW2, Proposition 6.9]). 
It follows by definition, but also from Theorem 3.5(i) and Proposition 3.4, that D restricts to
a contravariant equivalence T (g, p0¯)→ T (g, pˆ0¯). More precisely, we have the following lemma.
Lemma 3.6. For any λ ∈ Xp0¯, we have DT
p(λ) = T pˆ(−w0λ).
Proof. The proof follows from (ii) of Theorem 3.5 and Proposition 3.4. 
3.4. Ringel duality. For a simple reflection s ∈ W , we have the right exact twisting functor
Ts on O(g, b0¯) as in [CC, §4.3], see also [Ar, AS]. Since these functors satisfy the braid relations,
see, e.g., [KM, CM1], we have the twisting functor Tw0 defined via composition with respect
to an arbitrary reduced expression for w0. We consider the cohomology functor Lℓ(wp
0
)Tw0 and
denote by T its restriction to O(g, p0¯). It follows from [CM2, Theorem 8.1] that T then factors
as a (right exact) functor
T : O(g, p0¯)→ O(g, pˆ0¯).
By [CM1, equation (5.1)], we have
(3.1) T ◦ Ind ∼= Ind ◦T and Res ◦T ∼= T ◦ Res,
where we use the same notation for the functor T as defined above for g0¯.
Theorem 3.7. (i) The functor T restricts to an equivalence P(g, p0¯)
∼
→ T (g, pˆ0¯). For each
p ∈ Par(g, p0¯),
DTP p(κ) ∼= T p(−w
p
0κ+ 2ρ(u
−)), for all κ ∈ Xp0¯.
(ii) For each p ∈ Par(g, p0¯), the functor T restricts to an exact equivalence F(∆
p)
∼
→ F(∇pˆ)
with
T(∆p(κ)) ∼= ∇pˆ(w0w
p
0κ− 2ρ(uˆ
+)), for all κ ∈ Xp0¯.
(iii) The highest weight categories O(g, p) and O(g, pˆ) are Ringel dual in the sense of [BS,
§4.5].
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(iv) The functor D ◦T restricts to a contravariant autoequivalence of F(∆p) with
DT∆p(κ) ∼= ∆p(−w
p
0κ+ 2ρ(u
−)), κ ∈ Xp0¯ .
Proof. By [CM2, Section 8.1], the functor T : O(g0¯, p0¯)→ O(g0¯, pˆ0¯), restricts to an equivalence
P(g0¯, p0¯)
∼
→ T (g0¯, pˆ0¯). Moreover, its inverse (as described in the proof of [CM2, Theorem 8.1])
is by [AS, Theorem 4.1] a cohomology functor of a completion functor. In [CC, Section 4.2], it
is shown that completion functors can be defined on O(g, p0¯) as well and satisfy the analogue
of (3.1). We denote the corresponding cohomology functor (both for g and g0¯) by G.
By Remark 4.5, the functors T and G restrict to functors between P(g, p0¯) and T (g, p0¯). By
all the above, they satisfy
G ◦T ◦ Ind ∼= Ind on P(g0¯, p0¯) and T ◦G ◦ Ind ∼= Ind on T (g0¯, p0¯).
It thus follows by definition of T and Remark 4.5 that T is fully faithful on P(g, p0¯) and each
object in T (g, p0¯) is a direct summand of an object in the image of T. It follows that T yields
an equivalence, which concludes the proof of part (i).
Now we compute the character of DT(∆p(κ)), which is the character of ResDT(∆p(κ)). By
(3.1) the functors T for g and g0¯ intertwine Res, and by construction the same is true for D.
Lemma 3.3 implies that Res∆p(κ) is in F(∆
p0¯
0¯
). By [CM2, Section 8] the character chDTN
with N ∈ F(∆
p0¯
0¯
) depends only on chN . We therefore observe that
chDT(∆p(κ)) = chDT Indg0¯p0¯(Ll(κ)⊗ S(u
−
1¯
)),
where S(u−
1¯
) is to be interpreted as the p0¯-module S(g1¯/p1¯).
Set ρ0¯ = ρ(b0¯). By combining Proposition 3.4 (applied to g0¯) with T∆
p0¯(ν) ∼= ∇pˆ0¯(w0w
p
0(ν+
ρ0)− ρ0) [CM2, Theorem 8.1] we find that, with
w0ρ0 − w
p
0ρ0 = 2ρ(u
−
0¯
),(3.2)
DT
(
Indg0¯p0¯ Ll(ν)
)
∼= DT∆p0¯(ν) ∼= ∆p0¯(−w
p
0ν + 2ρ(u
−
0¯
)) ∼= Indg0¯p0¯(Ll(ν)
∗ ⊗ C2ρ(u−
0¯
)).
By exactness of DT we thus get in particular that
chDT(Indg0¯p0¯ M) = chDT(Ind
g0¯
p0¯
M∗ ⊗ C2ρ(u−
0¯
)),
for any finite-dimensional p0¯-module M .
Combining the two above paragraphs thus finally shows
chDT(∆p(κ)) = ch Indg0¯p0¯(Ll(−w
p
0κ)⊗ S(u
−
1¯
)∗ ⊗ C2ρ(u−
0¯
)).
Since
chS(u−
1¯
)∗ = ch(S(u−
1¯
)⊗ Πdim u
−
1¯ C2ρ(u−
1¯
)),
we thus conclude
(3.3) chDT(∆p(κ)) = ch∆p(−wp0κ+ 2ρ(u
−)).
This now allows us to calculate the character of DTP p(λ) in terms of the multiplicities
(P p(λ) : ∆p(ν)), which vanish unless λ ≤p ν. By part (i), DTP
p(λ) must be an indecomposable
tilting module. Theorem 3.5(a) and equation (3.3) then allow to conclude
DTP p(λ) ∼= T p(−w
p
0λ+ 2ρ(u
−)).
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Furthermore, by the exactness of DT on F(∆p), we have an inclusion
DT∆p(λ) →֒ T p(−wp0λ+ 2ρ(u
−)).
Since we already understand the character of the left-hand module by (3.3), we know the module
contains a vector of highest weight in the right-hand module. This means, by Theorem 3.5(ii)(c),
that DT∆p(λ) contains ∆p(−wp0λ + 2ρ(u
−)) as a submodule. However, since its character is
equal to that of the parabolic Verma module, the modules are equal. Hence we have
DT∆p(λ) ∼= ∆p(−w
p
0λ+ 2ρ(u
−)).
By Lemma 3.3(iii), it thus follows that DT restricts to an exact functor F(∆p)→ F(∆p). That
this is an equivalence follows as in the first paragraph. This proves part (iv), and part (ii) now
follows using Proposition 3.4. 
Corollary 3.8. We have
(T p(−wp0λ+ 2ρ(u
−)) : ∆p(−wp0µ+ 2ρ(u
−))) = [∇p(µ) : Lp(λ)], or equivalently,
(T p(λ) : ∆p(µ)) = [∇p(−wp0µ+ 2ρ(u
−)) : Lp(−wp0λ+ 2ρ(u
−))].
Proof. This is an immediate consequence of Lemma 3.3(ii) and Theorem 3.7(i) and (iv). 
Remark 3.9. Set ρ− = ρ(b−). If follows easily that we can rewrite Corollary 3.8 as
(T p(λ+ ρ−) : ∆p(µ+ ρ−)) = [∇p(−wp0µ+ ρ
−) : Lp(−wp0λ+ ρ
−)].
Remark 3.10. In [Br2, So] Ringel duality and its application to the characters of tilting modules
is studied in extensive generality. Concretely, they consider Z-graded Lie (super)algebras, not
necessarily finite-dimensional, which are generated by their subspaces in degree −1, 0, 1. The
parabolic subalgebra is then spanned by the non-negatively graded subspaces. However, the
theory in loc. cit. does not apply to pe(n), since the Z-gradings on pe(n) corresponding to its
parabolic subalgebras do not satisfy the above condition. The formulas in Corollary 3.8 allow
us to extend the results of [Br2, So] to a generality which includes periplectic Lie superalgebras.
4. Projective-injective modules
4.1. Parabolic category O. Fix a classical Lie superalgebra g. Set η := 2ρ(g) = 2ρ(g1¯) =
(η′, i) ∈ h∗ × Z2, so that S
topg1¯ ∼= Π
iCη′ as g0-modules.
Now we fix a reduced parabolic subalgebra p of g.
Lemma 4.1. We have an auto-equivalence − ⊗ L(η) on O(g, p0¯), which satisfies L(µ) 7→
L(µ+ η) for all µ ∈ Xp0¯, and has inverse −⊗L(−η). Furthermore, Ind
∼= (L(η)⊗−) ◦Coind.
Proof. This follows immediately from Corollary 2.11 and equation (1.1). 
Lemma 4.2. Let ν ∈ Xp0¯. Then there exist {mµ,ν ∈ N |µ ∈ Xp0¯} with mµ,ν = 0 unless µ ≥b ν
and mν,ν = 1 such that
IndP
p0¯
0¯
(ν) =
⊕
µ
P p(µ)⊕mµ,ν , CoindI
p0¯
0¯
(ν) =
⊕
µ
Ip(µ)⊕mµ,ν .
Proof. The observation
dimHomg(IndP
p0¯
0¯ (ν), L
p(µ)) = [ResLp(µ) : L
p0¯
0¯ (ν)] = dimHomg(L
p(µ),CoindI
p0¯
0¯ (ν))
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implies the lemma. 
Lemma 4.3. For any µ ∈ Xp0¯ we have chP
p(µ) = chIp(µ+ η).
Proof. By Lemma 4.2 we have the following character formulas
ch IndP
p0¯
0¯
(ν) =
∑
µ≥bν
mµ,νchP
p(µ), chCoindI
p0¯
0¯
(ν) =
∑
µ≥bν
mµ,νchI
p(µ).
Let (nµ,ν)µ,ν be the inverse matrix of (mµ,ν)µ,ν . Then we have the following expression of
characters
chP p(µ) =
∑
µ≥bν
nµ,νch IndP
p0¯
0
(ν), chIp(µ) =
∑
µ≥bν
nµ,νchCoindI
p0¯
0
(ν).
Now by Lemma 4.1 we have nµ,ν = nµ+η,ν+η, for every µ, ν ∈ Xp
0
, and
chP p(µ) =
∑
µ≥bν
nµ+η,ν+ηch IndP
p0¯
0
(ν) =
∑
µ≥bν
nµ+η,ν+ηchCoindI
p0¯
0 (ν + η) = chI
p(µ+ η).
This completes the proof. 
The classification of projective-injective modules in O(g0, p0¯) is studied in [Ir] and [MS,
Section 5]. For the category O of classical Lie superalgebras with simple-preserving duality, the
classification is given in [Ma]. We are now in a position to prove the following generalization.
Theorem 4.4. For any λ ∈ Xp0¯ the following assertions are equivalent:
(1) P p(λ) is injective in O(g, p0¯).
(2) P p(λ) = Ip(λ+ η).
(3) Ip(λ) is projective in O(g, p0¯).
(4) P p(λ) ∈ T (g, p0¯).
(5) Lp(λ) occurs in the socle of a parabolic Verma module.
(6) [ResLp(λ) : L
p0¯
0
(µ)] 6= 0 for some µ such that P
p0¯
0
(µ) is injective in O(g0, p0¯).
Proof. That (1) implies (2) follows from the observation that the characters of indecomposable
injective modules are linearly independent (which is a direct consequence of Lemma 3.3(ii))
and Lemma 4.3.
That (2) implies (3) follows from Lemma 4.1.
That (3) implies (5) follows from the fact that projective modules are in F(∆p).
Now we show that (5) implies (6). It follows from Lemma 3.3(iii) that (5) implies that the
simple modules in the socle of ResLp(λ) are in the socle of parabolic Verma modules. By the
equivalence of (5) and (1) for the reductive Lie algebra g0¯, property (6) follows.
Now we show that (6) implies (1). We have a non-zero morphism IndP
p0¯
0¯
(µ) → Lp(λ), so
P p(λ) is a direct summand of IndP0¯(µ). By (1.1), IndP
p0¯
0¯
(µ) is injective, which implies (1).
It now only remains to show that (4) is equivalent to the other conditions. That (1) implies
(4) is clear, since projective modules are in F(∆p) and injective modules in F(∇p).
Finally, we show that (4) implies (6). If (4) is satisfied, then Lp(λ) appears in the top of a
module ∇p(µ). We can now proceed as in our proof of the fact that (5) implies (6). 
Remark 4.5. The equivalence of (1) and (6) in Theorem 4.4 shows that every projective-injective
module in O(g, p0¯) is a direct summand of a module IndM with M projective-injective in
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O(g0¯, p0¯). On the other hand, by (1.1) it is clear that for M projective-injective in O(g0¯, p0¯),
the module IndM is again projective and injective. Hence the subcategory of projective-
injective modules in O(g, p0¯) is the same as the subcategory of direct summands of modules
IndM for M projective-injective in O(g0¯, p0¯).
By a simple-preserving duality on a category we mean a contravariant equivalence which is
isomorphic to the identity functor on the full subcategory of simple objects.
Corollary 4.6. If η 6= 0 (i.e. Stopg1¯ 6∼= C as a Z2-graded g0¯-module) the category O(g, p0¯) does
not admit a simple-preserving duality.
Proof. It follows from Remark 4.5 and the results for Lie algebras in [Ir] that O contains
projective-injective modules. Let P p(λ) be injective. Assume that O admits a simple-preserving
duality τ then chτP p(λ) = chP p(λ) implies that τP p(λ) = P p(λ). By Theorem 4.4 we have
Lp(λ+ η) = socIp(λ+ η) = socP p(λ) = Lp(λ),
and therefore η = 0. 
Corollary 4.7. Let λ ∈ Xp
0
. If P
p
0
0
(λ) is injective in O(g0, p0) then P
p(λ) is injective in
O(g, p0).
Furthermore, assume that g admits a Z-grading g = g−1 ⊕ g0 ⊕ g1, compatible with its Z2-
grading. If p = p0¯ ⊕ g1, then P
p(λ) is injective if and only if P
p
0
0
(λ) is injective.
Proof. We first note that [ResLp(λ) : L
p0¯
0
(λ)] 6= 0. Therefore the first claim follows from the
equivalence of (1) and (6) in Theorem 4.4.
We now proceed with the proof of the second claim.
Note that a highest weight vector in Lp(λ) generates a g0¯-submodule isomorphic to L
p0¯(λ)
and the g0¯-submodule M = U(g−1)g−1L
p0¯(λ) does not contain any highest weight vector. Since
we have a surjection ∧(g−1)⊗ L
p0¯(λ)։ ResLp(λ), it follows that ResLp(λ)/M ∼= Lp0¯(λ). In
particular, we have a surjection
ResLp(λ)։ L
p0¯
0¯
(λ).
Since Res is exact it follows that the projective module ResP p(λ) contains P
p0¯
0¯
(λ) as a direct
summand. Since the left-adjoint functor to Res is exact, it follows that ResP p(λ) is injective
when P p(λ) is. This concludes the proof. 
Remark 4.8. The natural bijection, given in Corollary 4.7, of projective-injective modules be-
tween O(g, p0¯) and O(g0, p0¯) of g outside type I fails in general, see Section 4.2.
Let b be a Borel subalgebra. The following proposition determines the highest weights of
injective projective covers.
Corollary 4.9. Assume that λ ∈ h∗ with (λ, α∨) ∈ Z for every α ∈ Φ+
0¯
. If the projective cover
P b(λ) is injective, then we have
P b(λ) = T bˆ(w0λ− 2ρ(bˆ)).
Proof. By [CM1, Lemma 5.16], the functor T sends every integral projective-injective module
to itself. By Theorem 3.7(i) and Lemma 3.6 we have
P b(λ) = TP b(λ) = DT b(−λ+ 2ρ(b−)) = T bˆ(w0λ− w02ρ(b
−)) = T bˆ(w0λ− 2ρ(bˆ)),
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as desired. 
4.2. Full category O: general statement. Let g be a finite-dimensional classical Lie su-
peralgebra with triangular decomposition induced by a regular element H ∈ h0¯ as in Section
1.4:
g = n+ ⊕ h⊕ n−,
with Borel subalgebra b = h ⊕ n+ of g. Let Φ+ = Φ(b) be the set of roots in n+, with simple
system Π. Let Φ+
0¯
be the subset of positive even roots, which is a root system of a semisimple
Lie algebra. Let Π(n+0¯ ) be the corresponding simple system for Φ
+
0¯ . Note that in general
not every element of Π(n+
0¯
) is an element in Π. For every α ∈ Π(n+
0¯
), we choose non-zero
vectors fα ∈ g
−α
0¯
and eα ∈ g
α
0¯ . Let L(λ) = L
b(λ) be the irreducible highest weight module
of highest weight λ ∈ h∗0¯ with respect to this triangular decomposition. We fix a W -invariant
non-degenerate bilinear form (·, ·) on h∗0¯, which we assume to be induced from an invariant
non-degenerate bilinear form on g if the latter exists. For β ∈ Φ+
0¯
we set β∨ = 2β/(β, β).
For clarity of exposition we will restrict to integral weights, that is, weights λ ∈ h∗ with
(λ, α∨) ∈ Z for every α ∈ Φ+
0¯
.
Theorem 4.10. For every integral λ ∈ h∗0¯, the projective cover P (λ) is injective if and only if
L(λ) is a free U(fα)-module for every α ∈ Π(n
+
0¯
).
We need some preparatory results before proving the theorem. The following lemma is well-
known. We add a proof for the reader’s convenience.
Lemma 4.11. Let k be a finite-dimensional Lie superalgebra and X ∈ k0¯. For every simple
k-module L, the element X either acts freely on L or else X acts locally finitely on L.
Proof. Suppose that X does not act freely on L. Then there exists a nonzero vector v ∈ L and
a positive integer m such that Xmv = 0. Since U(k)v = L and X acts locally finitely on k, we
see that X acts locally finitely on L. 
Lemma 4.12. Let g be a classical Lie superalgebra possessing a Z-grading g =
⊕
j∈Z gj such
that g0¯ =
⊕
j∈Z g2j and g1¯ =
⊕
j∈Z g2j+1. Let b0 be a Borel subalgebra of the reductive Lie
algebra g0 so that b = b0⊕
⊕
j>0 gj is a Borel subalgebra for g. If α is a simple root of g0, then
L(λ) is U(fα)-free if and only if (λ, α
∨) 6∈ N.
Proof. Let v be a highest weight vector of L(λ). By the ordinary sl(2)-relations, for m ∈ N, we
have
emα f
m
α v = 0 if and only if m > (λ, α
∨) ∈ N.
Hence, if (λ, α∨) 6∈ N, the module L(λ) is clearly fα-free.
Now assume that n := (λ, α∨) ∈ N. For any j > 0, the g0-module gj is a direct sum of
irreducible g0-modules. Let wj1, . . . , wjkj be the set of all b0-lowest weight vectors in gj . By
definition we have [wji, fα] = 0 for all i. Therefore we have wjif
n+1
α v = 0 for all i, j. It follows
that fn+1α v is annihilated by all simple roots of g0 and all vectors of gj , for j > 0. Since L(λ)
is simple, we have fn+1α v = 0 and so L(λ) is fα-finite. 
Proof of Theorem 4.10. Assume that P (λ) is injective. By Theorem 4.4 the simple module
L(λ) is in the socle of some U(n−)-free module ∆(µ). In particular L(λ) is itself fα-free for
every α ∈ Φ+0¯ .
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Now we prove the other direction of the claim for the case g = g0¯, so in particular Π =
Π(n+
0¯
). If L(λ) is fα-free for all α ∈ Π, then λ is anti-dominant by Lemma 4.12. Consequently
L(λ) = ∆(λ) and the claim follows from Theorem 4.4.
Now we go back to the case where g is a superalgebra. If L(λ) is fα-free for all α ∈ Π(n
+
0¯ ),
then so is any simple module in the socle of ResL(λ). By the above observation for g0¯ and
equivalence of (1) and (6) in Theorem 4.4, it follows that P (λ) is injective. 
Remark 4.13. Observe that this type of characterisation is not possible in a general parabolic
categoryO. Already for g = gl(4) with a parabolic subalgebra with Levi subalgebra gl(2)⊕gl(2),
we cannot characterise simple modules with projective-injective cover based on freeness of the
action of root vectors.
4.3. Full Category O: the simple classical Lie superalgebras.
4.3.1. Type I. We say that a classical Lie superalgebra g is of type I, if it has a Z-gradation
of the form g = g−1 ⊕ g0 ⊕ g1 with g0¯ = g0, g1¯ = g−1 ⊕ g1. Note that such a Z-gradation
together with a triangular decomposition of g0¯ gives rise to a natural triangular decomposition
g = n− + h+ n+. We note that here h+ n+ and h + n− may not be Borel subalgebras defined
as in Section 1.4, see, e.g., g = sl(1|1).
Examples of classical Lie superalgebras of type I are
gl(m|n), sl(m|n), psl(n|n), osp(2|2n), pe(n), spe(n) = [pe(n), pe(n)],(4.1)
see [CW1] and [Mu] for more details. Other examples of type I classical Lie superalgebras are
provided by Examples 2.4 and 2.7(2).
The classification of projective-injective modules in category O for Lie superalgebras of type
I is well-known, see e.g. Corollary 4.7. For completeness we include it here again in a slightly
different formulation. An integral weight λ ∈ h∗
0
is said to be anti-dominant if (λ, α∨) 6∈ N,
for any even simple root α. A direct application of Theorem 4.10 and Lemma 4.12 yields the
following.
Proposition 4.14. Let g be of type I and let g = n+ + h+ n− be the triangular decomposition
above and let P (λ) be the projective cover in O(g, b) of the simple module Lb(λ). Then P (λ)
is injective if and only if λ is anti-dominant.
4.3.2. The case q(n). Consider the standard triangular decomposition of g = q(n) = n++h+n−.
Note that the Cartan subalgebra h = h0¯ ⊕ h1¯ is not abelian. Let H1, . . . , Hn be the standard
basis for h0¯ with dual basis {ǫ1, . . . , ǫn} of h
∗
0¯ (see [CW1, Section 1.2.6] for notation and precise
definition).
We recall the following well-known fact.
Proposition 4.15. Let g = q(2). Set α = ǫ1 − ǫ2 and λ = mǫ1 + nǫ2 ∈ h
∗
0¯.
(i) If m 6= 0, then L(mǫ1 +mǫ2) is U(fα)-free.
(ii) The root vector fα acts trivially on L(0).
(iii) If m− n ∈ Z>0, then L(mǫ1 + nǫ2) is U(fα)-finite.
(iii) If m− n /∈ Z>0, then L(mǫ1 + nǫ2) is U(fα)-free.
Proof. Let v be a highest weight vector in L(mǫ1 +mǫ2). When m 6= 0, it can be shown that
U(fα)v is a free U(fα)-submodule (see, e.g., [CW1, Lemma 2.17]), so L(mǫ1 +mǫ2) is free over
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U(fα). Also, it is well-known that if m− n ∈ Z>0 then L(mǫ1 + nǫ2) is finite dimensional, see,
e.g., [CW1, Theorem 2.18]. This completes the proof of (i), (ii) and (iii).
Finally, ifm−n /∈ N\{0} then U(fα)v is a free U(fα)-submodule by the standard sl(2)-theory.
This completes the proof. 
Theorem 4.16. Let g = q(n) with standard triangular decomposition g = n+ + h + n−. Let
λ =
∑n
i=1 λiǫi ∈ h
∗
0¯ be integral, then P (λ) is injective if and only if λ1 ≤ λ2 ≤ . . . ≤ λn and in
addition if λi = λi+1, then λi 6= 0.
Proof. By Proposition 4.15, we see that fα acts freely on any nonzero highest weight vector of
L(λ), for all α ∈ Π(n+
0¯
), if and only if λ is of the form as in the theorem. The conclusion follows
from Theorem 4.10. 
4.3.3. The case spo(2n|2m). Since the notion of odd reflection for a contragredient Lie super-
algebra plays a crucial role below, we shall briefly recall it for the convenience of the reader in
the next paragraph.
Given a simple system Π with positive roots Φ+ of a contragredient Lie superalgebra and a
simple isotropic odd root γ ∈ Π one can construct a new simple system rγΠ = Π
′ with −γ ∈ Π′
and positive roots Φ+ \ {γ} ∪ {−γ}. If b is the Borel subalgebra associated with Φ+ and b′
is the one associated with the new system, and Lb(λ) is the irreducible module of b-highest
weight λ, then the b′-highest weight of Lb(λ) is as follows: It equals λ, if (λ, γ) = 0, and it
equals λ − γ, if (λ, γ) 6= 0, see [PS1, Lemma 1]. Below we shall freely use this fact, referring
the reader to op. cit. or [CW1, Sections 1.4–1.5] for more details.
Let g = spo(2n|2m) and consider the triangular decomposition determined by the following
simple system:
Π = {δ1 − δ2, . . . , δn−1 − δn, δn − ǫ1, ǫ1 − ǫ2, . . . , ǫm−1 − ǫm, ǫm−1 + ǫm}.(4.2)
Denote by b the Borel subalgebra corresponding to the simple system (4.2). Let b = h+n+ and
ρ = ρ(n+). Also, recall that the bilinear form is given by (δi|δj) = −(ǫi|ǫj) = δij and (δi|ǫj) = 0,
see, e.g., [CW1, Section 1.2.2] for notation and further details.
Theorem 4.17. Let λ =
∑n
i=1 λiδi +
∑m
j=1 µjǫj ∈ h
∗ be integral. Then the projective cover
P (λ) is injective if and only if λ1 < λ2 < . . . < λn < m and µ1 < µ2 < . . . < µm−1 < −|µm|
and, in case λn = m− 1, then in addition µm 6= 0.
Proof. Note that
Π(n+
0¯
) = {δ1 − δ2, . . . , δn−1 − δn, 2δn, ǫ1 − ǫ2, . . . , ǫm−1 − ǫm, ǫm−1 + ǫm}.
By Theorem 4.10 and Lemma 4.12, P (λ) is injective if and only if λ satisfies
λ1 < λ2 < · · · < λn, µ1 < µ2 < · · · < µm−1 < −|µm|.(4.3)
and Lb(λ) is f2δn-free. To complete the proof we need to show that the additional condition in
the statement (λn < m− 1 or λn = m− 1 with µm 6= 0) is necessary and sufficient for L
b(λ) to
be f2δn-free.
Consider the sequence of odd isotropic roots
δn − ǫ1, δn − ǫ2, . . . , δn − ǫm.
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Let us denote the highest weight of Lb(λ) with respect to rδn−ǫj · · · rδn−ǫ1Π by λ
[j], for j =
1, . . . , m, and set λ[0] = λ. Applying the sequence of odd reflections rδn−ǫm · · · rδn−ǫ1 to Π,
we see that the simple system rδn−ǫm · · · rδn−ǫ1Π contains the even root 2δn as a simple root.
Note also that (2δn)
∨ = δn. In conclusion, by Lemma 4.12, L
b(λ) is f2δn-free if and only if
λ
[m]
n = (λ[m], δn) < 0.
Now we go through the different possibilities for λ satisfying (4.3).
First assume that λn ≥ m. By construction we have λ
[m]
n ≥ λn −m. So in this case λ
[m]
n ≥ 0
and Lb(λ) is not f2δn-free.
Next assume that λn = m− 1 and µm = 0. Since by construction λ
[m−1]
n ≥ λn −m+ 1 = 0,
the property µm = 0 implies that also λ
[m]
n ≥ 0, so Lb(λ) is not f2δn-free.
Next assume that λn = m − 1 and µm 6= 0. In this case µm−i < −i for i > 0 (by (4.3)) and
it follows easily that λ
[m−1]
n = 0 and λ
[m]
n = −1, so Lb(λ) is f2δn-free.
Finally assume that λn < m−1. Since µm−i ≤ −i for i > 0, we find λ
[m−1]
n = λn−m+1 < 0,
so certainly λ
[m]
n < 0. 
In terms of ρ-shifted weights we can formulate Theorem 4.17 as follows:
Corollary 4.18. The projective cover P (λ) is injective if and only if (λ + ρ, α∨) ≤ 0 for all
α ∈ Π(n+
0¯
) and, in case (λ+ ρ, δn) = 0, then in addition (λ+ ρ, ǫm) = 0.
Remark 4.19. The additional condition in Corollary 4.18 when (λ+ρ, δn) = 0 in the case n = 1
can be shown to be equivalent to λ being typical.
4.3.4. The case of spo(2n|2m + 1). Let g = spo(2n|2m + 1) and consider the the triangular
decomposition determined by the following simple system:
{δ1 − δ2, . . . , δn−1 − δn, δn − ǫ1, ǫ1 − ǫ2, . . . , ǫm−1 − ǫm, ǫm}.
Denote by b the Borel subalgebra corresponding to the simple system above.
Theorem 4.20. Let λ =
∑n
i=1 λiδi+
∑m
j=1 µjǫj ∈ h
∗. Then the projective cover P (λ) is injective
if and only if λ1 < λ2 < . . . < λn < m and µ1 < µ2 < . . . < µm < 0.
Sketch of a proof. The proof of the theorem above goes along the line as the proof of Theorem
4.17 and we shall only give the main ingredients below. The omitted computations here are
simpler than those for spo(2m|2n) given in the proof of Theorem 4.17.
Here we also use the sequence of odd reflections corresponding to the sequence of odd roots
δn − ǫ1, δn − ǫ2, . . . , δn − ǫm.
The resulting simple system contains the simple odd non-isotropic root δn and the main task
is then to find necessary and sufficient conditions for λ so that Lb(λ) is f2δn-free. This turns
out to be the same as (λ[m], δn) < 0. 
The following is an equivalent formulation of Theorem 4.17.
Corollary 4.21. The projective cover P (λ) is injective if and only if (λ + ρ, α∨) ≤ 0, for all
α ∈ Π(n+0¯ ).
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Below we shall classify injective projective covers for the three exceptional simple Lie super-
algebras D(2|1, ζ), G(3), and F (3|1). As proofs are similar, we shall omit them. Also in order
to save space we shall use the notation from [CSW] without further explanation.
4.3.5. The case D(2|1, ζ). Let g = D(2|1, ζ) and consider the triangular decomposition deter-
mined by the following simple system:
Π = {δ − ǫ1 − ǫ2, 2ǫ1, 2ǫ2}.
Theorem 4.22. Let λ = λ1δ + µ1ǫ1 + µ2ǫ2 ∈ h
∗. Then the projective cover P (λ) is injective
if and only if λ1 ≤ 1 and µ1 < 0, µ2 < 0. Furthermore, if λ1 = 1, then in addition (1 + µ1) 6=
±(1 + µ2)ζ.
Equivalently we have:
Corollary 4.23. The projective cover P (λ) is injective if and only if (λ + ρ, α∨) ≤ 0, for all
α ∈ Π(n+
0¯
). In the case when (λ+ ρ, δ) = 0, we require additionally that λ is a typical weight.
4.3.6. The case G(3). Let g = G(3) and consider the triangular decomposition determined by
the following simple system:
Π = {ǫ2 − ǫ1, ǫ1, δ − ǫ1 − ǫ2}.
Theorem 4.24. Let λ = λ1δ + µ1ǫ1 + µ2ǫ2 ∈ h
∗. Then the projective cover P (λ) is injective if
and only if λ1 ≤ 2 and 2µ1 < µ2 < µ1.
Equivalently we have:
Corollary 4.25. The projective cover P (λ) is injective if and only if (λ + ρ, α∨) ≤ 0, for all
α ∈ Π(n+
0¯
).
Remark 4.26. Characters of tilting modules in O were computed for the exceptional simple Lie
superalgebras D(2|1, ζ) and G(3) in [CW2] and [CW3], respectively. Combining with Ringel
duality this gives a classification of the projective tilting modules in loc. cit. for these two Lie
superalgebras. Theorems 4.22 and 4.24 above confirm this classification.
4.3.7. The case F (3|1). Let g = F (3|1) and consider the triangular decomposition determined
by the following simple system:
Π = {ǫ1 − ǫ2, ǫ2 − ǫ3, ǫ3, 1/2(δ − ǫ1 − ǫ2 − ǫ3)}.
Theorem 4.27. Consider the integral highest weight λ = λ1δ +
∑3
i=1 µiǫi with λ1, µi integers
or half-integers. Then the projective cover P (λ) is injective if and only of λ1 ≤ 3/2 and
µ1 < µ2 < µ3 ≤ −1/2. If λ = 3/2, then we need in addition µ1 + 1/2− µ2 − µ3 6= 0.
We have equivalently:
Corollary 4.28. The projective cover P (λ) is injective if and only if (λ + ρ, α∨) ≤ 0, for all
α ∈ Π(n+0¯ ). Furthermore, if (λ+ ρ, δ) = 0, then λ is a typical weight.
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5. Parabolic subalgebras of the periplectic Lie superalgebra
5.1. Periplectic Lie superalgebra. For positive integers m,n ≥ 1, the general linear Lie
superalgebra gl(m|n) may be realised as the space of (m+ n)× (m+ n) complex matrices(
A B
C D
)
,
where A,B,C and D are respectively m ×m,m × n, n ×m,n × n matrices, with Lie bracket
given by the super commutator. Let Eab be the elementary matrix in gl(m|n) with (a, b)-entry
1 and other entries 0, for 1 ≤ a, b ≤ m+ n.
The standard matrix realisation of the periplectic Lie superalgebra pe(n) inside gl(n|n) is
given by
g := pe(n) =
{(
A B
C −At
)
‖ A,B,C ∈ Cn×n, Bt = B and Ct = −C
}
.(5.1)
Throughout this section, we fix the Cartan subalgebra h = h0¯ ⊂ g0 consisting of diagonal
matrices. We denote the dual basis of h∗ by {ǫ1, ǫ2, . . . , ǫn} with respect to the standard basis
{Eii −En+i,n+i| 1 ≤ i ≤ n} ⊂ pe(n).
All Borel and parabolic subalgebras we consider below are with respect to this Cartan subal-
gebra. The set of roots is given by
(5.2) Φ = {ǫi − ǫj | 1 ≤ i 6= j ≤ n} ∐ {ǫi + ǫj | 1 ≤ i ≤ j ≤ n} ∐ {−ǫi − ǫj | 1 ≤ i < j ≤ n}.
The Weyl group W = Sn of pe(n) is the symmetric group on n symbols. By Section 1.3 we
can fix a Borel subalgebra of gl(n) = pe(n)0¯, which we choose to be the subalgebra consisting
of matrices (5.1) above with B = C = 0 and A upper triangular, and which we denote by
bs0¯. Unless mentioned otherwise, all Borel and parabolic subalgebras (excluding their negative
Borel subalgebras) are assumed to contain bs0¯.
We define the following subalgebras of pe(n):
g+ := {
(
0 B
0 0
)
|Bt = B} and g− := {
(
0 0
C 0
)
|Ct = −C}.
We normalise the non-degenerate Sn-invariant bilinear form (·, ·) : h
∗ × h∗ → C by (ǫi, ǫj) =
δij , for all 1 ≤ i, j ≤ n. Finally, we let X =
∑n
i=1 Zǫi, and ωk := ǫ1+ · · ·+ǫk, for any 1 ≤ k ≤ n.
In particular, we have ωn = ρ(g).
5.2. Some combinatorial definitions. For a partition λ we denote by ℓ(λ) the length of
λ. A bipartition is a pair (λ|µ) of two partitions λ and µ. For a bipartition denote by λµ
the composition (λ1, λ2, . . . , λℓ(λ), µ1, µ2, . . . , µℓ(µ)). There is a unique partition associated to λµ
obtained by reordering the parts appropriately which we denote by λ ∗ µ.
We denote by RP the set of 2-restricted partitions. These are all sequences λ = (λ1, λ2, λ3, . . .)
with λi ∈ N and 0 ≤ λi − λi+1 ≤ 1 and λr = 0 for some r ≥ 0. For r ∈ N, we denote by
RP
0
r ⊂ RP and RPr ⊂ RP the sets of 2-restricted partitions of length exactly r and of length
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≤ r, respectively. For example, we have
RP
0
2 = { , } and RP
0
3 = { , , , }.
Also, we define ∂n := (n, n− 1, . . . , 1) ∈ RP0n.
Definition 5.1. The set BRPn comprises all bipartitions (µ, ν) such that the partition µ ∗ ν
is in RPn. The set BRP
0
n ⊂ BRPn comprises all bipartitions (µ, ν) such that µi = νj implies
µi = νj = 0 and µ ∗ ν is in RP
0
n. The set BRP
00
n ⊂ BRP
0
n comprises all bipartitions (µ, ν) for
which µ ∗ ν = ∂n.
As an example, we have
BRP
0
2 = BRP
00
2 ∐ {( ,∅), (∅, )} and BRP
00
2 = {( ,∅), ( , ), ( , ), (∅, )}.
The following lemma is a straightforward observation. We identify {+,−}×n with functions
from {1, 2, . . . , n} to {+,−} in an obvious way.
Lemma 5.2. We have a bijection
BRP
0
n
∼
→ {(κ, f) ∈ RP0n × {+,−}
×n | f(i) = f(j) whenever κi = κj},
given by (µ, ν) 7→ (µ ∗ ν, f) with f(i) = + if and only if (µ ∗ ν)i appears in µ. This restricts to
a bijection
BRP
00
n
∼
→ {∂n} × {+,−}×n ∼= {+,−}×n.
In particular, we find |BRP00n | = 2
n.
Remark 5.3. In light of Lemma 5.2 we shall identify BRP0n with the subset of {(κ, f) ∈ RP
0
n ×
{+,−}×n satisfying f(i) = f(j) when κi = κj .
5.3. Classification. Since h is equipped with the non-degenerate bilinear form (·, ·), we can re-
place H ∈ h in the defining equation (1.2) of parabolic decompositions by an element δ ∈ h∗ and
let the decompositions be determined by Re(δ, α) for α ∈ Φ. We then use l(δ), u±(δ), n±(δ), b(δ)
and p(δ) to denote the corresponding subalgebras and have a surjective map δ 7→ (p(δ), l(δ))
from h∗ to the set of parabolic decompositions of g.
We now define a map
(5.3) BRPn →֒ h
∗, x = (µ, ν) 7→ ζx =
∑
i≥1
µiǫi −
(∑
j≥1
νjǫn+1−j
)
.
Injectivity of this map follows from ℓ(µ)+ℓ(ν) ≤ n. In what follows we will make no distinction
between x ∈ BRPn and ζx ∈ h
∗.
Recall that we only consider parabolic subalgebras containing the Borel subalgebra bs0¯ of
gl(n) and that every other parabolic subalgebra is conjugate to one of this form.
Theorem 5.4. Denote the composition of BRPn →֒ h
∗ and the map from h∗ to the set of
parabolic subalgebras of pe(n) by φ : x 7→ (p(x), l(x)).
(i) The map φ yields a bijection between BRPn and the set {(p, l)| p ⊃ b
s
0¯} of all parabolic
decompositions with parabolic subalgebra containing bs0¯.
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(ii) The map φ yields a bijection between BRP0n and the set of all reduced parabolic subalgebras
containing bs0¯.
(iii) The map φ yields a bijection between BRP00n and Bor(g, b
s
0¯).
Remark 5.5. Part (iii) of Theorem 5.4 can be found in [Mu, §3.6.2].
Proof. We first show that φ in (i) is surjective.
For a subring R ⊂ C we denote by IR ⊂ h
∗ the R-span of the elements {ǫi | 1 ≤ i ≤ n}. Since
Φ ⊂ IR, it follows that (p, l) only depends on real part of δ, so
{(p(δ), l(δ))| δ ∈ h∗} = {(p(δ), l(δ))| δ ∈ IR}.
For r ∈ R, by the sign of r we refer to whether we have r > 0, r = 0 or r < 0. By
Equation (5.2), we find that (p(δ), l(δ)) for δ =
∑
i δiǫi in IR depends only on the signs of δi−δj
and δi + δj . We will freely use this.
For an arbitrary δ ∈ IR, we claim that there exists γ ∈ IZ which induces the same parabolic
decomposition as δ. Firstly we observe that δ 7→ aδ does not affect the decomposition, for
a ∈ R>0. We can thus assume that all values |δi ± δj| are not in the open interval (0, 2). For
such a δ, replacing δ by
∑
i δ
′
iǫi with
δ′i =

⌈δi⌉ if δi > 0
0 if δi = 0
⌊δi⌋ if δi < 0,
will not change the signs of δi − δj and δi + δj. In conclusion, we have
{(p(δ), l(δ))| δ ∈ h∗} = {(p(δ), l(δ))| δ ∈ IZ}.
Next, set I+Z := {δ ∈ IZ| δi ≥ δi+1, for all 1 ≤ i ≤ n − 1}. It is clear that we have p(δ) for
δ ∈ IZ will contain b
s
0¯ if and only if δ ∈ I
+
Z .
For any δ ∈ I+Z there exists 1 ≤ p ≤ n such that δ =
∑p
i=1 µiǫi +
∑n−p
j=1 vjǫp+j with
µ1 ≥ µ2 ≥ · · · ≥ µp ≥ 0 > v1 ≥ v2 ≥ · · · ≥ vn−p.
We describe three manipulations of δ ∈ I+Z which do not affect (p(δ), l(δ)), since they do not
affect the signs of δi + δj and δi − δj. We will use the convention µ0 = +∞ and vn−p+1 = −∞.
(1) Assume that there are i, j, s such that
µi−1 > µi = µi+1 = . . . = µi+s > µi+s+1 + 1,
vj − 1 > −µi > vj+1,
then δ − ǫi − ǫi+1 − · · · − ǫi+s and δ yield the same parabolic decomposition.
(2) Assume that there are i, j, t such that
vj−1 − 1 > vj = . . . = vj+t > vj+t+1,
µi > −vj > µi+1 + 1,
then δ + ǫp+j + ǫp+j+1 + · · ·+ ǫp+j+t and δ yield the same parabolic decomposition.
(3) Assume that there are i, j such that µi = −vj and
µi−1 > µi = µi+1 = . . . = µi+s > µi+s+1 + 1,
vj−1 − 1 > vj = . . . = vj+t > vj+t+1,
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then δ − ǫi − ǫi+1 − · · · − ǫi+s + ǫp+j + ǫp+j+1 + · · · + ǫp+j+t and δ yield the same parabolic
decomposition.
It is a straightforward observation that the image of BRPn →֒ h
∗ consists precisely of those
elements of I+Z for which none of the conditions (1)–(3) hold. Using the manipulations (1)–(3)
repeatedly we eventually arrive at a δ′ ∈ I+Z with (p(δ), l(δ)) = (p(δ
′), l(δ′)) such that none of
conditions in (1)–(3) hold for δ′. Therefore δ′ lies in BRPn, which shows surjectivity of φ in (i).
We now show that φ in (i) is injective. Assume that (p(δ), l(δ)) = (p(δ′), l(δ′)), for δ, δ′ ∈
BRPn. Let us write
δ =
p∑
i=1
µiǫi +
n∑
j=p+1
vjǫj , δ
′ =
p′∑
i=1
µ′iǫi +
n∑
j=p′+1
v′jǫj ,
where (µ1, µ2, . . . µp| − vn,−vn−1, . . . ,−vp+1) and (µ
′
1, µ
′
2, . . . µ
′
p′| − v
′
n,−v
′
n−1, . . . ,−v
′
p′+1), are
respectively associated bi-partitions for δ and δ′ defined in Section 5.2. Here we ignore the
zeros in the above expressions.
For given i 6= j and k, we have the following facts
(a) l(δ) ⊃ gǫi−ǫj if and only if δi = δj .
(b) l(δ) ⊃ gǫi+ǫj if and only if δi = −δj .
(c) l(δ) ⊃ g2ǫk if and only if δk = 0.
(d) p(δ) ⊃ gǫi+ǫj if and only if δi ≥ −δj .
(e) p(δ) ⊃ g2ǫk if and only if δk ≥ 0.
By (a)–(e), and the analogous claims for δ′, it follows from (p(δ), l(δ)) = (p(δ′), l(δ′)) that
p = p′ and for any i, j we have
• µi = µj if and only if µ
′
i = µ
′
j.
• vi = vj if and only if v
′
i = v
′
j.
• µi = −vj if and only if µ
′
i = −v
′
j .
• µi = 0 if and only if µ
′
i = 0.
• µi > −vj if and only if µ
′
i > −v
′
j .
It follows from these observations and the fact that δ, δ′ are in BRPn that δ = δ
′. This proves
that φ in the claim (i) is a bijection.
We now show (ii). For δ ∈ BRPn, observations (b) and (c) show that
l(δ) ⊂ g0 ⇔ δk 6= 0 and δk + δℓ 6= 0, for any 1 ≤ k, ℓ ≤ n ⇔ δ ∈ BRP
0
n.
This proves bijectivity of φ in claim (ii).
Finally, For δ ∈ BRPn, observations (a), (b) and (c) show that
l(δ) = h⇔ δk 6= 0 and δk ± δℓ 6= 0, for any 1 ≤ k 6= ℓ ≤ n⇔ δ ∈ BRP
00
n .
This proves bijectivity of φ in claim (iii). 
Remark 5.6. Let δ =
∑p
i=1 µiǫi+
∑n−p
j=1 vjǫp+j ∈ h
∗ correspond to an element in BRPn. For each
1 ≤ i ≤ n we define
ki := |{µj|µj = i}|, ℓi := |{vj|vj = −i}|.
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Furthermore, set k0 := n−
∑n
i=1(ki + ℓi). Then, one verifies that
l(δ) ∼= pe(k0)⊕
n⊕
i=1
gl(ki|ℓi).
Example 5.7. For g = pe(2), the elements ( ,∅) and ( ,∅) of BRP2 respectively correspond
to the parabolic decompositions
u− = gǫ2−ǫ1 ⊕ g−ǫ1−ǫ2, l = h, u+ = gǫ1−ǫ2 ⊕
⊕
1≤i≤j≤2
gǫi+ǫj ,
u− = gǫ2−ǫ1 ⊕ g−ǫ1−ǫ2, l = h⊕ g2ǫ2 , u+ = gǫ1−ǫ2 ⊕ g2ǫ1 ⊕ gǫ1+ǫ2.
Both decompositions have as parabolic subalgebra the standard Borel subalgebra bs.
Example 5.8. (1). The element ((1)n,∅) ∈ BRP0n gives rise to the maximal parabolic subalgebra
p = {
(
A B
0 −At
)
|Bt = B}, with l = g0 and u
+ = g+.
(2). The element (∅, (1)n) ∈ BRP0n gives rise to the maximal parabolic subalgebra
p = {
(
A 0
C −At
)
|Ct = −C}, with l = g0 and u
+ = g−.
5.4. Description of Borel subalgebras. We describe the set Φ(b) for all Borel subalgebras
in the classification of Theorem 5.4(iii).
Proposition 5.9. The Borel subalgebra b(ζx), for bipartition x = (µ, ν) ∈ BRP
00
n with p =
ℓ(µ) = n− ℓ(ν), has as odd roots
∐1≤i≤p{ǫi + ǫj | i ≤ j ≤ µi + i− 1} ∐ ∐1≤k≤n−p{−ǫn+1−l − ǫn+1−k | k < l ≤ νk + k − 1}.
Proof. This follows from the explicit form of ζx in (5.3). 
Corollary 5.10. For bipartition x = (µ, ν) ∈ BRP00n with p = ℓ(µ), we have
dimC b(ζx)1¯ =
1
2
n(n− 1) + p.
Corollary 5.11. Let x = (µ, ν) and x′ = (µ′, ν ′) be bipartitions in BRP00n . Then b(ζx) ( b(ζx′)
if and only if µ′ = (µ, 1) and ν = (ν ′, 1).
Proof. Let p = ℓ(µ) and p′ = ℓ(µ′). In this proof, we will freely use the description of roots
of Borel subalgebras as given in Proposition 5.9. It follows from Corollary 5.10 that p′ > p.
Therefore the proof is divided into the following two cases:
Case 1: Assume that p′ = p+ 1. In this case we have µi ≤ µ
′
i and νj ≤ ν
′
j , for all 1 ≤ i ≤ p,
1 ≤ j ≤ n − p − 1. We claim that νn−p = 1. Suppose on the contrary that νn−p > 1 then
−ǫp − ǫp+1 is a root of b. But p
′ = p+ 1 implies that ǫp + ǫp+1 ∈ b
′ and hence −ǫp − ǫp+1 6∈ b
′,
a contradiction. Consequently, in this case we have µ′ = (µ, 1) and ν = (ν ′, 1).
Case 2: Assume that p′ > p+ 1. In this case µ′p+1 > 1 so ǫp+1 + ǫp+2 is a root of b(ζx′), and
in particular −ǫp+1 − ǫp+2 6∈ b(ζx′). But −ǫp+1 − ǫp+2 ∈ b(ζx), a contradiction.
This completes the proof. 
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Example 5.12. Recall the standard realisation of pe(n) in Section 5.1.
(i) The standard Borel subalgebra bs comprises all matrices of the form (5.1) with A upper
triangular, B symmetric and C = 0. This Borel subalgebra corresponds to (∂n,∅) ∈
BRP
00
n . We have
Φ(bs) = {ǫi − ǫj , ǫi + ǫj , 2ǫi|i < j}.
(ii) The reverse Borel subalgebra br comprises all matrices of the form (5.1) with A upper
triangular, C skew-symmetric, and B = 0. This Borel subalgebra corresponds to (∅, ∂n) ∈
BRP
00
n . We have
Φ(br) = {ǫi − ǫj ,−ǫi − ǫj |i < j}.
By Corollary 5.10, the above Borel subalgebras are uniquely determined by
dimC b
s
1¯ =
1
2
n(n + 1) and dimC b
r
1¯ =
1
2
n(n− 1).
5.5. Description of reduced parabolic subalgebras.
Definition 5.13. We define a partial order ≤ on BRP0n, which we identify with a subset of
RP
0
n × {+,−}
×n as in Remark 5.3, by (κ, f) ≤ (κ′, f ′) if
(1) (κ1 − κ
′
1, κ2 − κ
′
2, . . .) is a partition, and
(2) f(i) = f ′(i) for i < n and (f(n), f ′(n)) ∈ {(−,+), (+,+), (−.−)}.
By Lemma 5.2, we can label reduced parabolic subalgebras by pairs (κ, f) and Borel sub-
algebras by f . We use this notation in the following proposition, which makes the general
observation in Lemma 1.3 concrete for pe(n).
Proposition 5.14. Let (κ, f), (κ′, f) be in the set in the right-hand side of Lemma 5.2. Then
we have p(κ, f)1¯ = p(κ
′, f)1¯. In particular, p(κ, f)1¯ = b(f)1¯.
Proof. Let x = (µ, ν) and x′ = (µ′, ν ′) be the bi-partitions associated with (κ, f) and (κ′, f),
respectively. Namely, µ ∗ ν = κ and µ′ ∗ ν ′ = κ′.
Let 1 ≤ p ≤ n. We first note that 2ǫp is a root of p(κ, f) if and only if ℓ(µ) ≥ p, which is
equivalent to ℓ(µ′) ≥ p. Therefore 2ǫp is a root of p(κ, f) if and only if 2ǫp is a root of p(κ
′, f).
In this case, ǫp + ǫq are roots of both p(κ, f) and p(κ
′, f) for all q = p, . . . , ℓ(µ) = ℓ(µ′). Also,
since every parabolic subalgebra is in particular a b0¯-submodule of g, for given 1 ≤ s ≤ t we
note that if ǫs + ǫt is not a root of p(κ, f) (resp. p(κ
′, f)) then ǫs + ǫt′ is also not a root of
p(κ, f) (resp. p(κ′, f)) for any t ≤ t′.
Assume that 2ǫp is a root of p(κ, f) and set q = ℓ(µ) + j, for 1 ≤ j ≤ n− ℓ(µ). Then ǫp + ǫq
is not a root of p(κ, f) if and only if µp < νn−q+1. Furthermore, we have
|{q| ǫp + ǫq 6∈ Φ(p(κ, f))}| = |{j| µp < νj}|.
Since f = f ′ we have |{j| µp < νj}| = |{j| µ
′
p < ν
′
j}|, which gives that
|{q| ǫp + ǫq 6∈ Φ(p(κ, f))}| = |{q| ǫp + ǫq 6∈ Φ(p(κ
′, f))}|.
This means that p(κ, f)1¯∩g
+ = p(κ′, f)1¯∩g
+. Using an analogous argument we have p(κ, f)1¯∩
g− = p(κ′, f)1¯ ∩ g
−. As a consequence, we have p(κ, f)1¯ = p(κ
′, f)1¯ = b(f)1¯. 
Proposition 5.15. Let (κ, f), (κ′, f ′) be in the set in the right-hand side of Lemma 5.2. We
have p(κ, f) ⊆ p(κ′, f ′) if and only if (κ, f) ≤ (κ′, f ′).
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Proof. We consider (κ, f), (κ′, f ′) and the corresponding elements in BRP0n which we regard as
δ, δ′ ∈ h∗, respectively. We let p be the number of times f ′(i) = +, for 1 ≤ i ≤ n, which equals
the number of positive labels in δ′ =
∑
i δ
′
iǫi.
By Proposition 5.14 and Corollary 5.11, we have p(κ, f)1¯ ⊆ p(κ
′, f ′)1¯ if and only if either
f = f ′ or f(i) = f ′(i) for i < n and f(n) = −, f ′(n) = +. On the other hand, it follows
immediately that
(5.4) p(δ)0¯ ⊆ p(δ
′)0¯ ⇔ l(δ) ⊆ l(δ
′) ⇔ {δi = δj implies δ
′
i = δ
′
j , for all 1 ≤ i, j ≤ n}.
Based on the observation on the odd part of the parabolic subalgebras, we can divide into
three cases.
(1) We have f = f ′. In this case it follows that the condition in the right-hand side of (5.4)
is equivalent to the condition that κk = κl implies κ
′
k = κ
′
l for all 1 ≤ k, l ≤ n. The latter is
equivalent to Definition 5.13(1). So under these assumptions, p(κ, f) ⊆ p(κ′, f ′) is equivalent
to (κ, f) ≤ (κ′, f ′).
(2) We have f(i) = f ′(i) for i < n and f(n) = −, f ′(n) = +. Suppose that either δ′p = δ
′
p−1 or
δp = δp+1. We just deal with the case δp = δp+1, the other case being similar. By assumption,
we have ǫp − ǫp+1 ∈ Φ(l(δ)). However, since δ
′
p > 0 and δ
′
p+1 < 0, we have ǫp − ǫp+1 6∈ Φ(l(δ
′))
and by (5.4) therefore p(δ)0¯ 6⊆ p(δ
′)0¯. Furthermore, since f(n) = − we have δp = −κn, and
since δp = δp+1 we have κn = κn−1, so in particular − = f(n − 1) = f
′(n − 1). Consequently,
by the condition in the right-hand side of Lemma 5.2, we have κ′n 6= κ
′
n−1 and it follows that
(κ, f) 6≤ (κ′, f ′). Hence we never have a relation in the partial order or an inclusion, under
these assumptions.
(3) We have f(i) = f ′(i) for i < n and f(n) = −, f ′(n) = + and furthermore both δ′p 6= δ
′
p−1
and δp 6= δp+1. Since δ
′
p−1 > δ
′
p the pair (κ
′, f) satisfies the condition on the right hand side of
Lemma 5.2 and thus we obtain an associated reduced parabolic subalgebra p(κ′, f). We claim
that p(κ′, f) ( p(κ′, f ′). Indeed, by construction, p(κ′, f) and p(κ′, f ′) differ only by the root
vector corresponding to 2ǫp. Since the number of positive labels in δ equals p − 1, this same
root vector also cannot lie in p(κ, f) and so we conclude that p(κ, f) ⊆ p(κ′, f ′) if and only if
p(κ, f) ⊆ p(κ′, f). Now by Case (1) the latter is equivalent to Definition 5.13(1). 
5.6. Category O of pe(n) for arbitrary Borel subalgebras. We define the duality function
(·)∗ : BRP0n → BRP
0
n by letting (µ, ν)
∗ = (ν, µ), for all (µ, ν) ∈ BRP0. Then we have the
following description.
Proposition 5.16. For any δ ∈ BRP0n we have pˆ(δ) = p(δ
∗).
Example 5.17. By setting p = bs in Lemma 3.6, Theorem 3.7 and Corollary 3.8, we have the
following:
DLb
s
(µ) = Lb
r
(−w0µ), DT
bs(λ) = T b
r
(−w0λ),
DTw0P
bs(λ) = T b
s
(−λ− 2ρ0 − (1− n)ωn),
(T b
s
(λ) : ∆b
s
(µ)) = [∇b
s
(−µ− 2ρ0) : L
bs(−λ− 2ρ0)].
5.6.1. Projective-injective modules. Let b be an arbitrary Borel subalgebra. In this subsection
we shall classify all injective P b(λ). We first prove the following lemma.
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Lemma 5.18. For any µ ∈ h∗ we have [∆b
s
(µ) : Lb(µ + 2ρ(b ∩ g−))] > 0. In particular, if
µ ∈ h∗ is anti-dominant, we have Lb
s
(µ) = ∆b
s
(µ) = Lb(µ+ 2ρ(b ∩ g−)).
Proof. Choose a non-zero element u ∈ Stop(b∩g−), which we regard as an element in U(g). By
construction, we have Xu = 0 for X ∈ b∩g−. Since b∩g− is an n+
0¯
-module, we have [Y, u] = 0
for Y ∈ n+
0¯
. Finally, since [b ∩ g+, b ∩ g−] ⊂ n+
0¯
, we have Zu ∈ U(g)n+
0¯
for Z ∈ b ∩ g+.
For a bs-highest weight vector vµ of ∆
bs(µ), the non-zero vector uvµ is by the previous
paragraph a b-singular vector and has weight µ+ 2ρ(b ∩ g−). Hence Lb(µ+ 2ρ(b ∩ g−)) must
be a constituent of ∆b
s
(µ).
If λ ∈ h∗ is anti-dominant, then by [Se2, Lemma 3.1] we have Lb
s
(λ) = ∆b
s
(λ). This
completes the proof. 
Corollary 5.19. Let b be an arbitrary Borel subalgebra. The following are equivalent:
(1) P b(λ) is a tilting module.
(2) P b(λ) = Ib(λ+ 2ωn).
(3) λ− 2ρ(b ∩ g−) is anti-dominant.
(4) P b(λ) = T bˆ(w0λ− 2ρ(bˆ)).
Proof. It follows from Theorem 4.4 and Corollary 4.9 that (1), (2) and (4) are equivalent. By
Corollary 4.7, P b
s
(µ) is injective if and only if µ is anti-dominant. For an arbitrary λ let λ˜ be
such that P b(λ) ∼= P b
s
(λ˜). Consequently, if P b(λ) ∼= P b
s
(λ˜) is injective, then by Lemma 5.18,
λ = λ˜ + 2ρ(b ∩ g−), so in particular λ − 2ρ(b ∩ g−) is anti-dominant. If on the other hand,
λ − 2ρ(b ∩ g−) is anti-dominant then by Lemma 5.18 P b
s
(λ − 2ρ(b ∩ g−)) ∼= P b(λ), so P b(λ)
is injective. That (3) is equivalent to the other statements thus follows again from Theorem
4.4. 
We classify all self-dual projective modules for the periplectic Lie superalgebra in the following
corollary.
Corollary 5.20. Let λ ∈ X. Then the following are equivalent:
(1) P b
s
(λ) is self-dual for D.
(2) λ is anti-dominant with λ+ w0λ = (n− 3)ωn.
Proof. We first note that DP b
s
(λ) ∼= P b
s
(λ) implies P b
s
(λ) is injective. Therefore by Corollary
5.19 we may conclude that P b
s
(λ) is self-dual if and only if λ is anti-dominant and DLb
s
(λ +
2ωn) ∼= L
bs(λ).
On the other hand, by Example 5.17, we haveDLb
s
(λ+2ωn) = L
br(−w0λ−2ωn). Since −w0λ
is also anti-dominant, we may conclude that DLb
s
(λ + 2ωn) = L
bs(−w0λ − 2ωn − (1 − n)ωn)
by Lemma 5.18. This means that P b
s
(λ) is self-dual if and only if λ+ w0λ = (n− 3)ωn. 
5.6.2. Tilting modules. In subsection 4.3.3 we used odd reflections for contragredient Lie su-
peralgebras. We refer to [PS1, Section 2.2] for a treatment of odd reflections for the periplectic
Lie superalgebra. In [PS1, Lemma 1] the effect on the highest weight of a simple module under
odd reflection and inclusion was computed. In combination with Theorem 3.7, this allows to
describe the effect on the highest weight of a tilting module under odd reflection and inclusion,
as done in the corollary below. Since every two Borel subalgebras are linked by a series of
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these two operations, this describes (by iteration) how the highest weights of tilting modules
are related under all changes of Borel subalgebras.
Corollary 5.21. Let b and b′ be two Borel subalgebras, α an odd simple root of b′ such that
either Φ(b′) = Φ(b) ⊔ {α}, or Φ(b′) = (Φ(b)\{−α}) ⊔ {α}, then
T b(λ) =

T b
′
(λ+ α), if α = 2ǫi.
T b
′
(λ+ α), if α = ǫi + ǫi+1 with λi − λi+1 6= 0.
T b
′
(λ+ 2α), if α = ǫi + ǫi+1 with λi − λi+1 = 0.
References
[Ar] S. Arkhipov, Algebraic construction of contragredient quasi-Verma modules in positive characteristic,
Preprint Max Planck Institute, Bonn.
[AS] H. H. Andersen and C. Stroppel, Twisting functors on O, Represent. Theory 7 (2003) 681–699.
[Bl] R. E. Block, Determination of the differentiably simple rings with a minimal ideal, Ann. of Math. 90
(1969) 433–459.
[BF] A. Bell and R. Farnsteiner, On the theory of Frobenius extensions and its application to Lie superal-
gebras, Trans. Amer. Math. Soc. 335 (1993) 407–424.
[BLW] J. Brundan, I. Losev and B. Webster, Tensor product categorifications and the super Kazhdan-Lusztig
conjecture, Int. Math. Res. Not. (2017), no. 20, 6329–6410.
[Br1] J. Brundan, Kazhdan-Lusztig polynomials and character formulae for the Lie superalgebra gl(m|n),
J. Amer. Math. Soc. 16 (2003), 185–231.
[Br2] J. Brundan, Tilting modules for Lie superalgebras, Commun. Algebra 32 (2004) 2251–2268.
[Br3] J. Brundan, Kazhdan-Lusztig polynomials and character formulae for the Lie superalgebra q(n), Adv.
Math. 182 (2004) 28–77.
[BS] J. Brundan and C. Stroppel: Semi-infinite highest weight categories arXiv:1808.08022.
[BW] H. Bao and W. Wang, A new approach to Kazhdan-Lusztig theory of type B via quantum symmetric
pairs, Aste´risque 402 (2018).
[CC] C.-W. Chen and K. Coulembier The primitive spectrum and category O for the periplectic Lie su-
peralgebra, Canadian J. Math (to appear), https://doi.org/10.4153/S0008414X18000081.
[Ch] S.-J. Cheng, Differentiably simple Lie superalgebras and representations of semisimple Lie superal-
gebras, J. Algebra 73 (1995) 1–43.
[CLW1] S.-J. Cheng, N. Lam, and W. Wang, Super duality and irreducible characters of ortho-symplectic Lie
superalgebras, Invent. Math. 183 (2011) 189–224.
[CLW2] S.-J. Cheng, N. Lam, and W. Wang, Brundan-Kazhdan-Lusztig conjecture for general linear Lie
superalgebras, Duke Math. J. 164 (2015) 617–695.
[CM1] K. Coulembier and V. Mazorchuk Primitive ideals, twisting functors and star actions for classical
Lie superalgebras, J. Reine Angew. Math. 718 (2016) 207–253.
[CM2] K. Coulembier and V. Mazorchuk Dualities and derived equivalences for category O, Israel
J. Math. 219 (2017) 661–706.
[CPS] E. Cline, B. Parshall, and L. Scott, Finite-dimensional algebras and highest weight categories,
J. Reine Angew. Math. 391 (1988) 85–99.
[CW1] S.-J. Cheng and W. Wang, Dualities and representations of Lie superalgebras. Graduate Studies in
Mathematics 144. Amer. Math. Soc., Providence, RI, 2012.
[CW2] S.-J. Cheng and W. Wang. Character formulae in category O for exceptional Lie superalgebra
D(2|1, ζ), Transform. Groups (to appear), arXiv:1704.00846.
[CW3] S.-J. Cheng and W. Wang. Character formulae in category O for exceptional Lie superalgebra G(3),
arXiv:1804.06951.
[CSW] S.-J. Cheng, B. Shu and W. Wang, Modular representations of exceptional supergroups, Math. Z. (to
appear), https://doi.org/10.1007/s00209-018-2098-x.
32 CHEN, CHENG, AND COULEMBIER
[DR] V. Dlab and C. M. Ringel, Quasi-hereditary algebras, Illinois J. Math. 33 (1989) 280–291.
[D1] S. Donkin, Finite resolutions of modules for reductive algebraic groups, J. Algebra 101 (1986) 473–
488.
[D2] S. Donkin, On tilting modules for algebraic groups, Math. Z. 212 (1993) 39–60.
[El] A. Elduque, Lie superalgebras with semisimple even part. J. Algebra 183 (1996) 649–663.
[Hu] J. Humphreys, Representations of semisimple Lie algebras in the BGG category O, Graduate Studies
in Mathematics 94, Amer. Math. Soc., Providence, RI, 2008.
[Ir] R. Irving R, Projective modules in the category OS: self-duality, Transactions of the American Math-
ematical Society 291 (1985) 701–732.
[K] V. Kac, Lie superalgebras, Adv. Math. 16 (1977) 8–96.
[KM] O. Khomenko and V. Mazorchuk, On Arkhipov’s and Enright’s functors, Math. Z. 249 (2005), 357–
386.
[Ma] V. Mazorchuk, Parabolic category O for classical Lie superalgebras, Advances in Lie superalgebras,
149–166, Springer INdAM Ser. 7, Springer, Cham, 2014.
[MS] V. Mazorchuk and C. Stroppel, Projective-injective modules, Serre functors and symmetric algebras,
J. Reine Angew. Math. 616 (2008) 131–165.
[Mu] I. M. Musson, Lie superalgebras and enveloping algebras. Graduate Studies in Mathematics, 131.
Amer. Math. Soc., Providence, RI, 2012.
[PS1] I. Penkov and V. Serganova, Cohomology of G/P for classical complex Lie supergroups G and char-
acters of some atypical G-modules, Ann. Inst. Fourier 39 (1989) 845–873.
[PS2] I. Penkov and V. Serganova, Generic irreducible representations of finite-dimensional Lie superalge-
bras, Internat. J. Math. 5 (1994) 389–419.
[Ri] C. M. Ringel, The category of modules with good filtrations over a quasi-hereditary algebra has almost
split sequences, Math. Z. 208 (1991) 209–223.
[Se1] V. Serganova, Kazhdan-Lusztig polynomials and character formula for the Lie superalgebra gl(m|n),
Selecta Math. (N.S.) 2 (1996) 607–651.
[Se2] V. Serganova, On representations of the Lie superalgebra p(n), J. Algebra 258 (2002) 615–630.
[SNR] M. Scheunert, W. Nahm, and V. Rittenberg, Classification of all simple graded Lie algebras whose
Lie algebra is reductive I, II. Construction of the exceptional algebras, J. Math. Phys. 17 (1976),
1626–1639, 1640–1644.
[So] W. Soergel, Character formulas for tilting modules over Kac-Moody algebras, Represent. Theory 2
(1998) 432–448.
School of Mathematical Sciences, Xiamen University, Xiamen, China
E-mail address : chihwhichen@xmu.edu.cn
Institute of Mathematics, Academia Sinica, Taipei, Taiwan 10617
E-mail address : chengsj@math.sinica.edu.tw
School of Mathematics and Statistics, University of Sydney, Australia
E-mail address : kevin.coulembier@sydney.edu.au
