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1 Preface
These are notes for four lectures on the topic of analytic solutions in Witten’s open bosonic string
field theory [1] (open SFT). The subject originates in efforts to understand tachyonic instablities
on unstable D-brane systems. Here it was realized that open SFT gives the most complete, if not
necessarily most accessible, formalism for addressing such questions. It was also clear that open
SFT (perhaps in a supersymmetric version) gives a possible path towards a nonperturbative and
background independent definition of string theory. While numerical approaches will always be
indispensable, useful progress in this direction requires some conceptual and analytic understanding
of how the theory encodes nonperturbative physics. At the classical level, this in particular requires
understanding how D-brane vacua appear as solutions of the field equations. Progress became
possible after Schnabl’s analytic solution describing the endpoint of tachyon condensation [2].
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These notes are intended to give a relatively complete account of these developments. We limit the
discussion to bosonic strings, though many ideas are applicable to open superstrings or topological
strings.
The lectures were prepared for students and do not assume much knowledge beyond the first
few chapters of Polchinski [3]. The first lecture is a serviceable introduction to open string field
theory in general, though on certain points is optimized for later discussion of analytic solutions.
We approach the subject from the point of view of path integrals, correlation functions, and
noncommutative algebra in the spirit of Okawa [4], rather than the operator formalism as originally
used by Schnabl [2]. Those interested in deeper background on the subject should look at Sen’s
review of open string tachyon dynamics [5], as well as Taylor and Zwiebach’s review of tachyon
condensation in open SFT [6]. Okawa also has a nice (and shorter) review of analytic solutions [7].
The thesis of Kudrna [8] describes the state of the art in the numerical approach to string field
theory solutions.
We assume α′ = 1 and use mostly plus metric convention. Commutators are always graded
with respect to Grassmann parity.
2 Introduction
2.1 First Look
We begin by outlining, at a very crude level, the kind of theory we are dealing with. Open bosonic
SFT is the field theory of fluctuations of a D-brane in bosonic string theory. The fluctuations of
a D-brane are characterized by the open strings which attach to that D-brane.
Consider for example a Dp-brane in bosonic string theory. An open string attached to this
Dp-brane can mimic an infinite variety of particle states, depending on how the string vibrates.
The lowest modes of vibration give you a spin 0 tachyon, a p + 1-dimensional spin 1 photon, and
25− p massless spin 0 particles, where 25 + 1 = 26 is the dimension of spacetime in bosonic string
theory. The higher vibrations give an infinite tower of massive particle states of higher spin. We
can easily infer what kind of fields should enter the SFT Lagrangian to create this spectrum of
particle states:
spin 0 tachyon −→ tachyonic scalar field, T (x);
spin 1 photon −→ p+ 1-dimensional gauge field, Aµ(x), µ = 0, 1, ..., p;
25− p massless
spin 0 particles
−→ 25− p massless scalar fields, φa(x), a = 1, ..., 25− p;
...
...
massive particles
of higher spin
−→ higher rank tensor fields.
Note that the coordinate x ∈ R1,p refers to a point on the worldvolume of the Dp-brane. Since open
strings are attached to the D-brane, the fields do not depend on spacetime coordinates away from
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the D-brane worldvolume. With this we can at least begin to write an action for the fluctuations
of the D-brane. We have
S = −
∫
dp+1x
(
1
2
∂µT∂µT − 1
2
T 2 +
1
4
F µνFµν +
1
2
∂µφa∂µφa +
massive
fields
)
+ interactions. (2.1)
With some work we can write down kinetic terms for the massive fields. The form of the in-
teractions, however, is almost impossible to guess at this level. The formulation of interactions
depends heavily on the conformal field theory description of the string worldsheet, which we dis-
cuss later. In any case, the interactions must be constructed in such a way that the Feynman
diagrams of the SFT action compute open string S-matrix elements on the D-brane. The kinetic
term defines a propagator; the interactions define a cubic vertex, a quartic vertex, and so on as
is necessary to get the right scattering amplitudes. So, for example, the color ordered 4-string
amplitude will be expressed as a sum of an s-channel, t-channel, and quartic vertex contributions:
This may seem a little uncomfortable. One of the nicest things about string scattering is that each
amplitude is represented by a single diagram; the interaction is a global property of the diagram,
not a process inside vertices in a part of the diagram. There is nothing inconsistent about this,
however. The three diagrams represent integration over different portions of the moduli space of
disks with four boundary punctures; the single string diagram we are accustomed to visualizing
represents integration over the entire moduli space. It is possible to slice the moduli spaces of
Riemann surfaces into Feynman graph components in many ways. Different decompositions corre-
spond to different SFT actions, but since the actions produce the same scattering amplitudes, they
should be related by field redefinition. The field redefinition ambiguity is not something special to
string theory, but is present in all Lagrangian field theories. The reason you do not hear about it
more often is that, for the field theories we are accustomed to dealing with, there is a canonical or
“best possible” formulation of the Lagrangian—or at least a finite number of useful alternatives.
From this point of view, one can articulate the discomfort with the string field theory concept as an
impression that there is no preferred way to decompose string diagrams into Feynman diagrams,
so there should not be a “natural” formulation of the Lagrangian. Surprisingly, this impression is
incorrect. For open bosonic strings, there is clearly a best possible Lagrangian, and this defines
Witten’s open bosonic string field theory. There is an analogous Lagrangian for closed bosonic
strings based on Riemann surfaces endowed with minimal area metrics [9], but in this case it is
not quite as clear that the advantages of the Lagrangian are decisive. For superstrings much less
is understood. There is a very nice formulation of open superstring interactions in the NS sector
due to Berkovits [10]. Recently this has been extended to include the Ramond sector by Kunitomo
and Okawa [11].
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2.2 Classical Solutions
In these lectures we discuss classical solutions in open bosonic SFT. The interest of this subject
originates in the problem of background independence in string theory. In string theory, we
always start with the action for a relativistic string moving in some background—a spacetime,
perhaps with D-branes or fluxes. Quantizing the action gives a perturbative description of string
scattering in that background. Therefore, each background defines a different “version” of string
theory. The widespread assumption is that all of these versions of string theory are equivalent,
in the sense that they represent perturbative expansions of the same fundamental theory around
different vacua. One way to see that this is likely is that the spectrum of the string always
includes particle states which represent linearized deformations in the choice of background. The
most famous example of course is the graviton, which represents linearized deformations in the
shape of spacetime. In the context of perturbative string scattering, however, the background
cannot change. Understanding the relation between different backgrounds requires something
more powerful than the usual formulation of string theory. This is one of the primary motivations
for string field theory. In SFT, different backgrounds of string theory are represented as different
classical solutions of the field equations. This is exactly analogous to how, in general relativity,
physical spacetimes are represented as solutions of Einstein’s equations.
Presently we are concerned with open bosonic strings. So the question is whether different D-
brane configurations in bosonic string theory, for a fixed spacetime (or closed string) background,
can be described as solutions to the field equations of open bosonic SFT. Describing shifts in the
closed string background either requires closed SFT or a much better understanding of quantum
effects in open SFT. At present both approaches seem difficult, and we will have enough work
understanding the open string sector.
Let us return to open bosonic SFT of a Dp-brane. If we turn on the gauge field Aµ, we obtain
a new background corresponding to a Dp-brane with nontrivial Maxwell field. If we turn on the
massless scalars φa, we obtain a new background where the Dp-brane has been displaced from its
initial position. If xa, a = 1, ..., 25− p represent coordinates transverse to the Dp-brane, and the
D-brane is initially located at
xa = 0, (2.2)
after giving a constant expectation value to φa, the new Dp-brane is located at
xa =
1√
Tp
φa, (2.3)
assuming that φa is small enough that we can ignore nonlinear corrections to the field equa-
tions. The number Tp is the tension of the Dp-brane; with our conventions, it is given by
Tp =
1
2pi2
. (2.4)
See [6] for a derivation. Finally, we can give an expectation value to the
tachyon. Since the tachyon field is pulled by an “upside down” harmonic
oscillator potential V (T ) = −1
2
T 2+..., it cannot remain constant. Instead,
it will roll down the potential with exponentially increasing expectation
value. From this we see that the initial configuration, where all fluctua-
tions of the Dp-brane vanish, is unstable. In other words, the Dp-brane is itself unstable. The
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fate of this instability is unclear since the tachyon expectation value becomes large and nonlinear
terms in the equations of motion dominate; the perturbative description of the Dp-brane breaks
down. This is the problem of tachyon condensation.
A physical understanding of tachyon condensation in open bosonic SFT emerged from work of
Sen and others in the early 2000s. The upshot is as follows:
• Given the action of open bosonic SFT, one can define a tachyon
effective potential V (T ) by integrating out all of the massive fields
using the equations of motion. The claim is that this potential has
a local minimum at T = T∗ representing the endpoint of tachyon
condensation. The local minimum represents a highly nontrivial
solution to the equations of motion of open bosonic SFT, and is
called the tachyon vacuum.
• The tachyon vacuum represents a configuration where the Dp-
brane has disappeared, and we are left with empty space without
D-branes or open strings. This has two important consequences:
a) The shift in the potential between the pertubative vacuum and the tachyon vacuum is
given by the Dp-brane tension
V (0)− V (T∗) = Tp = 1
2pi2
. (2.5)
In other words, the missing energy density at the tachyon vacuum is precisely accounted
for by the fact that the Dp-brane has disappeared.
b) There are no physical excitations around the tachyon vacuum. This reflects the fact that
there are no D-branes at the tachyon vacuum, and therefore no open strings.
Points a) and b) are specific predictions that can be confirmed by detailed calculations in open
bosonic SFT. Similar predictions also exist for unstable D-branes in superstring field theory. Tradi-
tionally, these are known as Sen’s conjectures. For the bosonic string, conjecture (a) was effectively
proven in 2005 when M. Schnabl found an exact solution for the tachyon vacuum [2]. A proof of
(b) soon followed [12].
Before Schnabl’s result in 2005, the main approach to solving the open SFT equations of motion
was level truncation. The idea is to approximate the action by dropping all fields with mass2 above
a fixed integer, and solve the resulting equations of motion numerically. This approach is still
actively pursued. One of its advantages is that it is completely honest. In SFT it is fairly easy
to be mislead by superficially plausible analytic calculations which upon closer inspection turn
out to be meaningless. Through experience and a multitude of consistency checks we can have a
fair amount of confidence in the analytic methods described in these lectures. But still a solution
constructed with convincing convergence in level truncation leaves no doubt that a vacuum has
been found. With level truncation it is also possible to construct backgrounds whose worldsheet
description is not exactly known. See [8] for discussion of the state of the art in the level truncation
approach.
Besides the tachyon vacuum, other classical solutions which have been widely studied include:
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• Marginal deformations. These solutions correspond to turning on finite expectation values
for the massless fields on the D-brane. Such solutions can describe, for example, transla-
tions of a Dp-brane over a finite distance. From the worldsheet perspective, these solutions
represent deformation of the worldsheet conformal field theory by an exactly marginal bound-
ary operator. Such solutions have been constructed approximately in level truncation and
analytically soon after Schnabl’s result for the tachyon vacuum.
• Lump solutions. Given a scalar field with a potential containing local maxima and minima,
it is possible to construct solitonic solutions in the form of “kinks” or “lumps.” The same
is true for the tachyon in open bosonic SFT. In this case, lumps of the tachyon field are
believed to describe lower dimensional D-branes in the field theory of a higher dimensional
D-brane. From a worldsheet point of view, such solutions represent the infrared fixed point
of a renormalization group flow given by perturbing the worldsheet conformal field theory
by a relevant boundary operator. Lump solutions were constructed in level truncation in the
early 2000s, but until recently there were no analytic solutions.
While lumps and marginal deformations cover a large class of interesting solutions, there are many
open string backgrounds that cannot be described in this way. For example, starting from the
fluctuations of a Dp-brane, can we describe the formation of a D(p + 1)-brane? If the transverse
dimensions are large, the D(p + 1)-brane will have higher energy than the Dp. Therefore, such a
configuration must be generated by giving expectation values to the massive modes of the string.
It is hard to tell, however, which among the infinite number of massive fields should be the most
important for this purpose. From the worldsheet point of view, we would need to perturb the
worldsheet theory by some combination of irrelevant boundary operators, and try to run the
renormalization group flow “backwards” to reconstruct the ultraviolet fixed point. Needless to
say, this seems difficult. The construction of higher energy vacua has become one of the major
outstanding problems in the subject since the formulation of Sen’s conjectures.
In principle it is possible that any D-brane system can be realized as a classical solution. One
can propose it as a conjecture:
Open String Background Independence Conjecture. Consider the string field theory of
a chosen reference D-brane in bosonic string theory. The classical equations of motion of this
theory have solutions describing all D-brane systems which share the same closed string background.
Moreover, the field theory of fluctuations around a solution can be related to the string field theory
of the corresponding D-brane by field redefinition.
Imagine a manifold M representing the space of (on-shell and off-shell) configurations in open
bosonic string theory in a fixed closed string background. Embedded in M is a submanifold
representing the set of consistent open string backgrounds.
Each background comes with a natural set of fluctuation fields
defining a coordinate system onM in the vicinity of the cho-
sen background. The above conjecture is analogous to saying
that each local coordinate system defined in this way extends
to cover all ofM. Furthermore, let φ(A), φ(B) represent fluctu-
ation fields around backgrounds labeled A and B, respectively.
Then there should be a coordinate transformation,
φ(A) = f (AB)[φ(B)], (2.6)
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which relates the actions S(A) and S(B) of the backgrounds A and B. Specifically
S(A)[φ(A)] = S(A)
[
f (AB)[φ(B)]
]
= S(B)[φ(B)] + constant. (2.7)
It should be clear that it is possible that the fluctuation fields of a given D-brane can only rearrange
themselves into other configurations that are sufficiently “close by.” That is, the local coordinate
system of each background may only extend a limited distance from the origin, and to cover
the whole configuration space we would have to work in patches. Nevertheless, significant new
evidence is emerging in favor of this conjecture, both using analytic techniques and, to a more
limited degree, level truncation. Consolidating these results and understanding their implications
is a major impetus behind recent work in the subject.
3 Lecture 1: Open String Field Theory
3.1 Conformal Field Theory
We begin by reviewing some facts about two dimensional conformal field theory. The following is
not really intended as an introduction to the subject. The purpose is to touch on certain points
which in a general treatment may not be useful to emphasize, but in the context of open SFT are
important. See for example [3, 13, 14] for dedicated introduction.
A background of string theory is characterized by a worldsheet conformal field theory—for
open strings, specifically a boundary conformal field theory (BCFT). A BCFT is a conformal field
theory on a 2-dimensional manifold Σ which is topologically a disk. The boundary of Σ maps to
the worldlines swept out by the endpoints of an open string attached to a D-brane; the interior
of Σ maps to the worldsheet swept out by the interior of the open string in spacetime. Since all
disks are conformally equivalent, without loss of generality we can
formulate BCFT on the upper half plane (UHP):
UHP : z ∈ C ∪ {∞}, Im(z) ≥ 0 (3.1)
The real axis is the boundary, and including the point at ∞ is topo-
logically a circle. A BCFT comes with two kinds of local operators:
bulk operators O(z, z) which can be inserted in the interior of the
UHP, and boundary operators O(x) which can be inserted on the
real axis. Generally, the two kinds of operators are different. Corre-
lation functions of bulk operators O(z, z) diverge as (z, z) approaches the real axis, and correlation
functions of boundary operators O(x) do not have a natural analytic continuation for x not real.
An important conceptual point is that the set of local operators of a quantum field theory rep-
resents the space of possible local deformations of the theory. In our case, given a bulk operator
we can deform the worldsheet action by adding a term
∫
UHP
d2zO(z, z); given a boundary opera-
tor we can deform the worldsheet action with a boundary coupling
∫∞
−∞ dxO(x). Generally, such
deformations will not preserve conformal invariance and therefore will not define a string back-
ground. You can think of such deformations as creating a hypothetical background which does not
satisfy the equations of motion—an “off-shell” configuration of string theory. To leading order,
conformal invariance requires that O(z, z) is a bulk primary field of weight (1, 1), and O(x) is a
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boundary primary of weight 1. In this case, the operators generate what is known as a “marginal
deformation” of the BCFT. From the SFT perspective, such deformations correspond to giving
expectation values for the massless fields on the background. Note that bulk operators deform
the background as seen by the interior of the string. These are deformations of the closed string
background. Boundary operators deform the background as seen from the endpoints of the open
string. These are deformations of the D-brane system in a fixed closed string background. At least
classically, open SFT describes the later deformations, but not the former.
A point in the UHP can be described
by two real coordinates (x, y) with y ≥ 0.
Equivalently, we can describe this point
with a holomorphic and anti-holomorphic
coordinate (z, z). Sometimes it is useful
to consider a single point on the UHP as
a pair of points on a purely holomorphic
copy of the entire complex plane: z is a
point above the real axis, and z is a point
below. This is called the doubling trick.
Often we are interested in correlation func-
tions of purely holomorphic or antiholomorphic operators on the UHP. Consider a holomorphic
operator φ(z), satisfying ∂φ(z) = 0. Since a correlation function
〈φ(z) ... 〉UHP (3.2)
is holomorphic in z, generally it can be analytically continued to the lower half plane with Im(z) <
0. Now we also have a corresponding correlation function with the anti-holomorphic operator φ(z)
satisfying ∂φ(z) = 0, which can also be analytically continued to the lower half plane. Typically,
on the real axis there is a relation between φ and φ, called a gluing condition. In the simplest
case, φ(x) = φ(x), which holds for example for the energy-momentum tensor. In this case we can
conclude that
〈φ(z) ... 〉UHP = 〈φ(z) ... 〉UHP|z→z . (3.3)
The left hand side is a correlation function of an anti-holomorphic operator on the UHP, and on
the right is a correlation function of a holomorphic operator which has been analytically continued
from the UHP to the lower half plane and evaluated at the point z. In this way, we represent
the UHP with a holomorphic copy of the entire plane; we cut our work in half by discussing
holomorphic operators on the entire plane instead of holomorphic and anti-holomorphic operators
on the UHP. However, when working with correlation functions of operators which are neither
holomorphic nor anti-holomorphic, it may be more convenient to stick to the UHP visualization.
For some purposes it is useful to describe BCFT in a state/operator formalism. The relation
to correlation functions is given by
〈0|O1(z1, z1) ...On(zn, zn)|0〉 = 〈O1(z1, z1) ...On(zn, zn)〉UHP, ∞ > |z1| > ... > |zn| > 0. (3.4)
On the right hand side is a BCFT correlation function on the UHP. On the left hand side, |0〉 is a
special state of the BCFT called the SL(2,R) vacuum, and O1(z1, z1)...On(zn, zn) are interpreted
as operators, in the sense of the canonical formalism, acting on the state space H of the BCFT.
The operators on the left hand side are ordered from left to right in sequence of decreasing distance
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to the origin (radial ordering). The SL(2,R) vacuum is called this way since it is invariant under
the SL(2,R) subalgebra of the Virasoro algebra:
[L1, L0] = L1, [L1, L−1] = 2L0, [L−1, L0] = −L−1, (3.5)
where Ln are the Virasoro operators, appearing in the mode expansion of the energy-momentum
tensor:
T (z) =
∑
n∈Z
Ln
zn+2
, Ln =
∮
0
dz
2pii
zn+1T (z). (3.6)
The part of the contour in the lower half plane represents T (z) via the doubling trick. It is easy
to show that
L−1|0〉 = 0, L0|0〉 = 0, L1|0〉 = 0, (3.7)
implying invariance under SL(2,R). More generally, let φ(z) be a holomorphic primary operator
of weight h with mode expansion
φ(z) =
∑
n∈Z
φn
zn+h
, φn =
∮
0
dz
2pii
zn+h−1φ(z), (3.8)
where the index n labelling the modes is chosen so that
[L0, φn] = −nφn. (3.9)
One can show that
φn|0〉 = 0, n > −h. (3.10)
Usually we think of a state as repesenting the configuration of a quantum system at t = 0; in
radial quantization, this corresponds to |z| = 1. It is therefore natural to interpret the vacuum
expectation value as an inner product between an “out” state and an “in” state:
〈0|O1(z1, z1) ...Oi(zi, zi)︸ ︷︷ ︸
〈out|
Oi+1(zi+1, zi+1) ...On(zn, zn)|0〉︸ ︷︷ ︸
|in〉
, |zi| > 1, |zi+1| < 1, (3.11)
where the “out” state contains operators with |z| > 1 and the “in” state contains operators with
|z| < 1. The vector space of “in” states defines the state space H of the BCFT.
Given a state |A〉 ∈ H we can define a corresponding boundary operator VA(0), called the
vertex operator, so that
|A〉 = VA(0)|0〉. (3.12)
We can visualize this state as a portion of the UHP consisting of the unit half-
disk |z| < 1 with the vertex operator VA(0) inserted at the origin. The unit
half-circle at the boundary of the half-disk can be parameterized by an angle
σ ∈ [0, pi]. The SL(2,R) vacuum is a half-disk without a vertex operator;
equivalently, it is the half-disk with an insertion of the identity operator.
Given a dual state 〈A| ∈ H?, we can define a corresponding boundary vertex
operator at infinity so that
〈A| = 〈0|VA(∞). (3.13)
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We can visualize this as a portion of the UHP with the unit half-disk removed and VA(∞) inserted
at infinity. The unit half-circle at the boundary of this region can be parameterized by an angle
σ ∈ [0, pi]. To compute the overlap 〈A|B〉, we glue the surface of 〈A| to the surface of |B〉 so
that the angle σ along the half-circle of |B〉 is identified with the angle σ along the half-circle of
〈A|. This effectively glues the unit half-disk to its compliment so as to form the entire UHP. The
overlap is then given by 〈A|B〉 = 〈VA(∞)VB(0)〉UHP.
Conventionally, a vertex operator VA(0) is imagined as a
local operator inserted at the origin of the half-disk. This
is the right picture for so-called Fock space states, whose L0
eigenvalue is bounded from above2. In our discussion, however,
vertex operators will often be nonlocal. For example, this
occurs for states carrying operators displaced from the origin
of the half-disk. Vertex operators may also contain an infinite
number of insertions of the energy-momentum tensor which
have the cumulative effect of changing the shape of the half-disk. So the vertex operator may
formally represent a state which is quite different from a half-disk with operator at the origin.
What is true, however, is that we can construct a basis for H using eigenstates of L0 whose vertex
operators are local at the origin. This is often called a Fock space basis, and the expression of
a state in this basis is called the Fock space expansion. Nonlocal vertex operators can appear if
we allow infinite sums of states in Fock space basis. To give a toy example which illustrates the
essential point, consider a delta function δ(x), which has support at x = 0. All derivatives of thee
delta function also have support only at x = 0, but the infinite sum
∞∑
n=0
an
n!
δ(n)(x) = δ(x+ a) (3.14)
has support at x = −a. Though a vertex operator may be nonlocal, it cannot be arbitrarily
nonlocal; it must still be localized within the unit half-disk. What this means concretely is that,
in the context of a correlator of bulk local operators and VA(0) on the UHP, the OPE of any pair
of local operators will converge inside a circle which extends (at minimum) to the nearest other
local operator, to the real axis, or to the unit half-disk, whichever is closest.
The interior and exterior of the unit half-disk can be related by a conformal transformation
I(z) = −1
z
. (3.15)
This allows us to define an isomorphism between states in H
and dual states in H? through a bilinear form, called the BPZ
inner product (after Belavin, Polyakov, and Zamolodchikov):
〈A,B〉 =
〈(
I ◦ VA(0)
)
VB(0)
〉
UHP
, |A〉, |B〉 ∈ H. (3.16)
The right hand side is a correlation function on the upper half
plane of two vertex operators, the first vertex operator having
2For bosonic strings we are usually concerned with free boson CFTs, where it may be more appropriate to
say that a Fock space state is characterized by a bounded eigenvalue for the mass2 operator, which is L0 with
noncompact momenta subtracted out.
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been transformed with I(z). This effectively maps the vertex operator at the origin, which defines
a state, into a vertex operator at infinity, which defines a dual state. We use the notation f ◦ ... to
denote conformal transformation of an operator by a map f(z). For a (spinless) boundary primary
φ(x) of weight h and a bulk primary φ(z, z) of weight (h, h) the conformal transformation law is
f ◦ φ(x) =
∣∣∣∣df(x)dx
∣∣∣∣h φ(f(x)) (3.17)
f ◦ φ(z, z) =
(
df(z)
dz
)h(
df(z)
dz
)h
φ
(
f(z), f(z)
)
. (3.18)
Note that because
I(eiσ) = ei(pi−σ), (3.19)
the BPZ inner product glues the point at an angle σ on the unit half-circle of A to the point at
an angle pi − σ on the unit half circle of B. The BPZ inner product is graded symmetric:
〈A,B〉 =
〈
I ◦
((
I ◦ VA(0)
)
VB(0)
)〉
UHP
=
〈
VA(0)I ◦ VB(0)
〉
UHP
= (−1)|A||B|〈(I ◦ VB(0))VA(0)〉UHP
= (−1)|A||B|〈B,A〉. (3.20)
In the first step we used SL(2,R) invariance of UHP correlation functions to transform operator
insertions with I(z), and in the second step we used that I(z) composed with itself gives the
identity. The sign appears if the vertex operators are anticommuting. The BPZ inner product is
also nondegenerate. That is, if 〈A,B〉 = 0 for all |A〉 ∈ H, we can conclude |B〉 = 0. This follows
from the fact that an operator which has vanishing 2-point function with itself and every other
operator can be taken to vanish. Note that the BPZ “inner product” is actually a bilinear form. In
the usual meaning, an inner product is a sesquilinear form, in the sense that it takes the complex
conjugate of the first argument. The BPZ inner product is different from the usual inner product
which defines the Hilbert space of a quantum system, and is a structure specific to the state space
of a conformal field theory.
The above allows us to define the notion of BPZ conjugation. Given an operator O acting on
H, the BPZ conjugate operator O? is defined by
〈A,OB〉 = (−1)|O||A|〈O?A,B〉, (3.21)
where the sign may appear if O anticommutes with the vertex operator VA(0). From this it follows
that
O?? = O (3.22)
(aO1 + bO2)? = aO?1 + bO?2, a, b ∈ C (3.23)
(O1O2)? = (−1)|O1||O2|O?2O?1. (3.24)
Sometimes operators have definite parity under BPZ conjugation:
O? = ±O. (3.25)
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If we have the plus sign, the operator is called BPZ even, and the minus sign, BPZ odd. The BPZ
conjugate of the modes of an SL(2,R) primary field are given by
φ?n = (−1)n+hφ−n. (3.26)
The zero mode φ0 is BPZ even (odd) if the conformal weight is even (odd). For example, L0 is
BPZ even. Note that BPZ conjugation does not take the complex conjugate of scalars. Thus we
assume a? = a for a ∈ C. We also define the SL(2,R) vacuum and its dual to be conjugate:
|0〉? = 〈0|, 〈0|? = |0〉. (3.27)
Thus the BPZ conjugate of a state is given by
|A〉? = 〈0|I ◦ VA(0) ≡ 〈A?|. (3.28)
and the BPZ inner product can be written
〈A,B〉 = 〈A?|B〉. (3.29)
Since BPZ conjugation leaves scalars invariant, the BPZ inner product must satisfy
〈A?|B〉 = (〈A?|B〉)? = (−1)|A||B|〈B?|A〉. (3.30)
and is therefore graded symmetric.
Meanwhile, the vector space H has an ordinary quantum mechanical inner product, which
allows us to define Hermitian conjugation. Hermitian conjugation satisfies
O†† = O (3.31)
(aO1 + bO2)† = aO†1 + bO†2, a, b ∈ C (3.32)
(O1O2)† = O†2O†1. (3.33)
Hermitian conjugation of the Virasoro generators negates the mode number
L†n = L−n. (3.34)
Furthermore, it takes the complex conjugate of scalars. Thus we assume a† = a for a ∈ C. We
also define
|0〉† = 〈0|, 〈0|† = |0〉, (3.35)
so that Hermitian conjugation of a state gives a dual state:
|A〉† = 〈0|(VA(0))† ≡ 〈A†|. (3.36)
The quantum mechanical inner product is then
〈A†|B〉. (3.37)
This is conjugate symmetric
〈A†|B〉 = (〈A†|B〉)† = 〈B†|A〉. (3.38)
We do not use the usual notation 〈A|B〉 for the inner product of quantum mechanics, since this
assumes that Hermitian conjugation defines the canonical isomorphism between states and dual
states. In conformal field theory, we also have BPZ conjugation. BPZ and Hermitian conjugation
commute, and their composition defines what is called reality conjugation, denoted with a double
dagger ‡. Reality conjugation does not map states into dual states, but rather maps H into itself.
Thus for any |A〉 ∈ H, we can associate a “complex conjugate” state |A‡〉 ∈ H, and reality
conjugation endows the state space of a BCFT with a real structure.
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3.2 Worldsheet Theory of Open Bosonic String
The worldsheet theory of an open bosonic string is a tensor product of “matter” and “ghost”
BCFTs:
BCFT = BCFTmatter ⊗ BCFTghost. (3.39)
The ghost factor is described by a bc system with central charge −26. It is characterized by
anticommuting, holomorphic worldsheet fields b(z), c(z), with antiholomorphic counterparts we
can account for with the doubling trick, satisfying
b(z) = primary of dimension (2, 0), (3.40)
c(z) = primary of dimension (−1, 0), (3.41)
b(x) = b(x), c(x) = c(x), x ∈ R, (3.42)
b(z)c(w) =
1
z − w + ... . (3.43)
The ghost factor of the BCFT is the same for all backgrounds of the open bosonic string. The
information about the background is contained in the matter BCFT. The only necessary condition
on the matter BCFT is that it has central charge +26, so the total matter/ghost BCFT has
central charge +26 − 26 = 0. For a Dp brane in flat space, the matter BCFT consists of p + 1
free bosons Xµ(z, z), µ = 0, ..., p subject to Neumann boundary conditions, and 25−p free bosons
Xa(z, z), a = 1, ..., 25− p subject to Dirichlet boundary conditions:
∂Xµ(z) = primary of dimension (1, 0), (3.44)
∂Xa(z) = primary of dimension (1, 0), (3.45)
∂Xµ(z) = ∂Xµ(x), x ∈ R (Neumann b.c.), (3.46)
∂Xa(z) = −∂Xa(x), x ∈ R (Dirichlet b.c.), (3.47)
∂Xµ(z)∂Xν(w) = −1
2
ηµν
(z − w)2 + ... , (3.48)
∂Xa(z)∂Xb(w) = −1
2
δab
(z − w)2 + ... . (3.49)
We also have antiholomorphic operators ∂Xµ(z) and ∂Xa(z) which we can account for with the
doubling trick. Note that in the Dirichlet case the gluing condition for ∂X comes with a sign.
The matter/ghost form of the open string BCFT provides additional structure and properties
not present for a generic BCFT:
(1) Since the central charge of the total BCFT vanishes, the energy-momentum tensor,
T (z) = Tmatter(z) + T ghost(z), (3.50)
is a primary of dimension (2, 0). Also, correlation functions are identically conformally
invariant
〈...〉Σ = 〈f ◦ (...)〉f◦Σ, (3.51)
where Σ is a 2-dimensional Riemann surface with the topology of a disk (not necessarily the
UHP), and f ◦Σ is the surface obtained after applying the conformal transformation f . For
a generic BCFT, this equality will only hold up to a proportionality factor generated by the
nonzero central charge.
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(2) The set of operators in the theory has a Z2 grading according to whether they are commuting
or anticommuting. Commuting operators are said to be Grassmann even, anticommuting
operators Grassmann odd, and the Z2 grading is called Grassmann parity. The Grassmann
parity of an operator O is denoted |O|. In addition, the set of operators carries a Z grading
called ghost number, which counts the number of c minus the number of b factors contained
in the operator. Thus
∂Xµ(z) = Grassmann even, ghost #0, (3.52)
b(z) = Grassmann odd, ghost #− 1, (3.53)
c(z) = Grassmann odd, ghost #1. (3.54)
The space of states H is also graded by Grassmann parity and ghost number, according
to the Grassmann parity and ghost number of the corresponding vertex operators. The
Grassmann parity of a state |A〉 is denoted |A|. For ordinary backgrounds, b and c are
the only anticommuting operators of the worldsheet theory, which leads to an identification
between Grassmann parity and ghost number
Grassmann parity = ghost number mod Z2. (3.55)
In defining the SFT path integral it is necessary to consider states multiplied by formal
anticommuting parameters, and in this context Grassmann parity and ghost number may
not be related. In this lecture we are concerned only with the classical theory, and this
identification holds.
(3) The theory comes with a dimension (1, 0) holomorphic primary field called the BRST current:
jB(z) = cT
matter(z)+ : bc∂c(z) : +
3
2
∂2c(z). (3.56)
There is also an antiholomorphic counterpart jB(z) of dimension (0, 1). On the real axis, we
have the gluing condition
jB(x) = jB(x), x ∈ R, (3.57)
which allows us to describe the antiholomorphic current with the doubling trick. The integral
of jB(z) around a closed contour C in the complex plane defines the BRST operator
Q =
∮
C
dz
2pii
jB(z). (3.58)
If the contour surrounds a boundary operator O(x) on the real axis, this defines the BRST
variation of that operator:
Q · O(x) =
∮
x
dz
2pii
jB(z)O(x). (3.59)
The BRST variation of a bulk operator O(z, z) is defined by a contour that loops around z
above the real axis and z below the real axis:
Q · O(z, z) =
(∮
z
+
∮
z
)
dz′
2pii
jB(z
′)O(z, z) (3.60)
=
∮
z
dz′
2pii
jB(z
′)O(z, z)−
∮
z
dz′
2pii
jB(z
′)O(z, z). (3.61)
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In the last step we undid the doubling trick. The sign appears since a counterclockwise
contour in the lower half plane corresponds to a clockwise contour in the UHP. The BRST
operator is nilpotent,
Q2 = 0, (3.62)
is Grassmann odd and carries ghost number 1. Since the BRST current is a weight 1 primary
operator, the BRST operator is preserved by conformal transformation
f ◦
(
Q · (...)
)
= Q ·
(
f ◦ (...)
)
. (3.63)
We have the properties
Q · b(z) = T (z), Q · T (z) = 0, (3.64)
where the last follows from Q2 = 0. Since T (z) is the Noether current associated to conformal
symmetry, BRST invariance of T (z) is equivalent to conformal invariance of Q. Also useful
are the relations
Q · c(z) = c∂c(z), Q · Om(x) = c∂Om(x) + h∂cOm(x), (3.65)
whereOm is a boundary matter primary of weight h. The BRST variation of a state is defined
by the BRST variation of its vertex operator. Equivalently, the BRST operator acting on a
state is defined by the zero mode of the BRST current. In this context, the BRST operator
is Hermitian and BPZ odd:
Q† = Q, Q? = −Q. (3.66)
(4) A physical state is a BRST invariant state of the BCFT at ghost number 1:
physical state: Q|Ψ〉 = 0, |Ψ〉 = ghost number 1. (3.67)
A BRST invariant state is equivalently said to be BRST closed. Physical states are defined
to be equivalent if they differ by the BRST variation of a state at ghost number 0:
physical equivalence: |Ψ′〉 = |Ψ〉+Q|Λ〉, |Λ〉 = ghost number 0. (3.68)
A state which can be written as the BRST variation of something else is trivially BRST
closed due to Q2 = 0. Such a state is called BRST exact. The space of inequivalent physical
states is then defined by the space of BRST closed states modulo the addition of BRST
exact states at ghost number 1. This defines the cohomology of Q at ghost number 1. Note
that the distinction between “physical” and “unphysical” states does not originate from the
BCFT itself; while the matter/ghost form of the BCFT implies the existence of the BRST
operator and an associated cohomology, the interpretation of this cohomology originates
elsewhere. Ultimately, it comes from the fact that the BCFT description of the worldsheet
theory arises after gauge fixing the reparameterization and Weyl symmetries of the Polyakov
action. The statement that physical states of the worldsheet theory should be gauge invariant
translates, after gauge fixing, to the statement that physical states of the BCFT should be
BRST invariant. The BRST operator has cohomology at other ghost numbers, but they do
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not represent physical quantum states of the open string. A basis for the cohomology at each
ghost number is given by states of the form
ghost number 0 : |0〉, (3.69)
ghost number 1 : cV m(0)|0〉, (3.70)
ghost number 2 : c∂cV m(0)|0〉, (3.71)
ghost number 3 : c∂c∂2c|0〉, (3.72)
where V m(0) is a boundary primary in the matter factor of the BCFT of dimension 1. The
cohomology at ghost number g is isomorphic to the cohomology at ghost number 3 − g, in
interesting analogy to Poincare´ duality of the de Rham cohomology of differential forms in
three dimensions. The cohomology at ghost numbers greater than three or less than zero is
trivial, in the sense that all BRST closed states are BRST exact.
(5) The correlation functions of the BCFT are nonvanishing only if the ghost number of all
operator insertions adds up to 3. Using Wick’s theorem, all correlation functions in the
ghost sector can be reduced to a correlator with three c-ghost insertions:
〈c(z1)c(z2)c(z3)〉ghostUHP = (z1 − z2)(z1 − z3)(z2 − z3). (3.73)
Correlation functions with c(z) are given by the doubling trick.
3.3 The String Field
We now want to pass from the first quantized worldsheet theory to the classical field theory of
fluctuations of a D-brane. The first step is to specify the nature of the fluctuation fields. It is
convenient to consider the set of fluctuation fields together as a single object, called the string
field. We make the following claim:
A string field is an element of the state space H of the worldsheet BCFT of an open
bosonic string attached to a given D-brane.
At first this statement might be confusing. An element of H is a quantum state of the string, but
now we are claiming that it also represents a classical fluctuation of a D-brane. There are a couple of
ways to understand this. The first is that it follows a general rule about the correspondence between
first quantized theories and classical field theories: Namely, the wavefunction of a first quantized
theory can be interpreted as a spacetime field of an equivalent classical field theory. Since this fact
may be unfamiliar, let us illustrate it with an example. Consider a free, nonrelativistic quantum
particle in the quantum state |ψ〉. The state |ψ〉 evolves in time according to the Schro¨dinger
equation:
i
∂
∂t
|ψ(t)〉 = p
2
2m
|ψ(t)〉. (3.74)
The wavefunction is given by expressing |ψ〉 in the position basis:
ψ(x, t) = 〈x|ψ(t)〉, (3.75)
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where the Schro¨dinger equation reads
i
∂
∂t
ψ(x, t) = − 1
2m
∂2
∂x2
ψ(x, t). (3.76)
Now if we forget where this equation came from, there is nothing contradictory about interpreting
ψ(x, t) as a classical complex scalar field subject to a nonrelativistic wave equation. In fact, the
wave equation can be derived by variation of a field theory action
S =
∫
dx dt
[
iψ∗(x, t)
∂
∂t
ψ(x, t)− 1
2m
∂
∂x
ψ∗(x, t)
∂
∂x
ψ(x, t)
]
. (3.77)
From this point of view, ψ(x, t) is just a complex scalar field, and there is no reason to interpret it
as a probability amplitude. However, this classical field theory is equivalent to the first quantized
theory in the following sense: If we start from the action for ψ(x, t) and follow the usual recipe
for canonical quantization of a classical field theory, we find a Fock space of multiparticle states
given by acting creation operators on the vacuum. The Hamiltonian of the resulting QFT implies
that the wavefunction for the single particle state inside this Fock space will evolve according to
the Schro¨dinger equation for a free, nonrelativistic particle. So we are back to where we started,
only we have a formalism describing many and variable number of indistinguishable nonrelativistic
particles. Applying the same procedure to the first quantized states of an open bosonic string
gives a field theory formalism capable of describing many and variable number of indistinguishable
quantum open bosonic strings.
There is a second, perhaps more physical justification for the definition of the string field. From
the state-operator mapping of BCFT, we know that every state |A〉 ∈ H has a corresponding
boundary vertex operator VA(0). As mentioned before, the set of boundary operators corresponds
to the set of possible boundary deformations of the BCFT. This, in turn, corresponds to the space
of deformations (or fluctuations) of the D-brane system defining the open bosonic string BCFT.
It is important to distinguish between a generic string field and the particular kind of string
field which enters the action and equations of motion—the dynamical string field. In a similar
way, in gauge theories we have Lie algebra valued differential forms—including the 2-form field
strength—but the dynamical variable of the theory is a 1-form—the gauge potential. The dynam-
ical field in open bosonic SFT is the same kind of state in H where we impose the physical state
condition, namely it is Grassmann odd and ghost number 1. Just as the Schro¨dinger equation of
the nontrelativistic particle can be interpreted as a wave equation for a complex scalar field, the
physical state condition is interpreted as a linearized field equation:
QΨ = 0, Ψ = Grassmann odd, ghost number 1. (3.78)
The equivalence of physical states is interpreted as a linearized gauge invariance:
Ψ′ = Ψ +QΛ, Λ = Grassmann even, ghost number 0. (3.79)
Henceforth we will mostly drop the ket around Ψ. This is to emphasize that Ψ is a classical field.
We will not try to interpret it as a quantum amplitude.
In fact, unlike an amplitude, the dynamical string field should in a sense be “real.” One way
to see that this is true is that the most basic excitation of a D-brane—a photon—is obtained
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by quantization of the Maxwell potential, which is a real field. Fortunately, we have seen the
state space of a BCFT naturally comes with a real structure, which suggests the following reality
condition on the dynamical string field:
Ψ‡ = Ψ. (3.80)
One can show that
(QA)‡ = (−1)|A|+1Q(A‡), (3.81)
since the BRST operator is Hermitian and BPZ odd. To preserve the reality condition, the gauge
parameter Λ must therefore satisfy
Λ‡ = −Λ, (3.82)
and is in a sense “imaginary.”
To see that (3.78) makes sense as a linear field equation, it is helpful to give a more concrete
description of the string field as an expansion in eigenstates of L0. Let us do this for the Dp-brane.
The mode expansions of the bc ghosts and free scalars is given by
b(z) =
∑
n∈Z
bn
zn+2
, bn|0〉 = 0 for n ≥ −1, (3.83)
c(z) =
∑
n∈Z
cn
zn−1
, cn|0〉 = 0 for n ≥ 2, (3.84)
∂Xµ(z) = − i√
2
∑
n∈Z
αµn
zn+1
, αµn|0〉 = 0 form n ≥ 0, (3.85)
∂Xa(z) = − i√
2
∑
n∈Z
αan
zn+1
, αan|0〉 = 0 form n ≥ 0. (3.86)
The normalization in front of the mode expansion for ∂X is chosen so that the matter oscillators
obey the commutation relations
[αµm, α
ν
−n] = mδmnη
µν , [αam, α
b
−n] = mδmnδ
ab, (3.87)
as follows from the OPEs (3.48) and (3.49). Moreover,
[bn, c−n] = δmn, (3.88)
as follows from the OPE (3.43). We always use the bracket [·, ·] to denote the commutator graded
with respect to Grassmann parity, i.e. [A,B] = AB − (−1)|A||B|BA. The modes satisfy Hermitian
and BPZ conjugation properties
b†n = b−n, b
?
n = (−1)nb−n (3.89)
c†n = c−n, c
?
n = (−1)n+1c−n (3.90)
(αµn)
† = αµ−n, (α
µ
n)
? = (−1)n+1αµ−n (3.91)
(αan)
† = αa−n, (α
a
n)
? = (−1)n+1αa−n. (3.92)
In the Neumann directions along the D-brane, the zeroth oscillator is related to the momentum
through
αµ0 =
√
2pµ. (3.93)
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In the Dirichlet directions, the zeroth oscillator vanishes
αa0 = 0. (3.94)
since the open string does not carry a conserved momentum orthogonal to the D-brane. Since
αµ0 |0〉 = 0, the SL(2,R) vacuum carries zero momentum, which means that it represents a transla-
tionally invariant field configuration. To describe fields with nontrivial spacetime dependence, we
need to inject some momentum into the vacuum. This can be done by “translating” in momentum
space using the position zero mode xµ0 satisfying
[xµ0 , pν ] = iδ
µ
ν . (3.95)
Thus the vacuum with momentum kµ is given by
|kµ〉 = eik·x0|0〉 = eik·X(0)|0〉. (3.96)
The state corresponds to inserting a (boundary normal ordered) plane wave vertex operator eik·X(0)
at the origin of the unit half-disk. The dynamical string field can be represented as a sum of states
created by acting mode oscillators on |kµ〉. Arranging these states in sequence of increasing L0
eigenvalue for a given momentum, and recalling that the dynamical string field carries ghost number
1, we find the expansion
Ψ =
∫
dp+1k
(2pi)p+1
[
T (k)c1︸ ︷︷ ︸
L0=k2−1
+Aµ(k)α
µ
−1c1 + φa(k)α
a
−1c1 +
i√
2
β(k)c0︸ ︷︷ ︸
L0=k2
+ . . .︸ ︷︷ ︸
L0=k2+n, n≥1
]
|kµ〉. (3.97)
The coefficient functions T (k) etc. are an infinite list of ordinary spacetime fields—the fluctuation
fields of the Dp-brane—expressed in momentum space. As you can probably anticipate, T (x) is the
tachyon on the Dp-brane, Aµ(x) is the Maxwell gauge potential, and φa(x) are the massless scalars
representing transverse displacement of the Dp-brane. We will see the role of β(x) in a moment.
The reality condition implies that the coefficient fields are real. Plugging this into QΨ = 0 implies
a set of linearized field equations:
(+ 1)T = 0, (3.98)
Aµ − ∂µβ = 0, (3.99)
φa = 0, (3.100)
β − ∂µAµ = 0, (3.101)
... .
We can similarly expand the gauge parameter:
Λ =
∫
dp+1k
(2pi)p+1
[
iλ(k)︸ ︷︷ ︸
L0=k2
+ . . .︸ ︷︷ ︸
L0=k2+n,n≥1
]
|kµ〉. (3.102)
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The i in front of λ(k) ensures that the gauge parameter is imaginary if λ(x) is real. The linearized
gauge transformation of Ψ translates to
T = invariant, (3.103)
A′µ = Aµ + ∂µλ, (3.104)
φa = invariant, (3.105)
β′ = β +λ, (3.106)
... .
Exercise 1. Derive these equations by computing QΨ = 0 and Ψ′ = Ψ +QΛ
The gauge potential has the expected Maxwell gauge invariance. The field β does not carry any
physical degrees of freedom, since its equation of motion is zeroth order in derivatives. It simply
fixes β to be ∂µAµ. Substituting into the field equation for Aµ implies
Aµ − ∂µ(∂νAν) = ∂ν(∂νAµ − ∂µAν) = ∂νFνµ = 0, (3.107)
which is Maxwell’s equation. At higher mass level, the number of fields like β(x) which carry no
degrees of freedom proliferates. One way to understand this is that Λ contains an infinite tower
of gauge parameters, ascending in order of increasing L0 eigenvalue for a given momentum. But
naively one does not expect massive higher spin fields to need gauge symmetry. The only “true”
gauge invariance of the string spectrum is that of the photon. This implies that the dynamical
string field must contain additional variables to soak up superfluous gauge symmetries at higher
mass level. It should be possible to formulate a string field theory where all auxilliary fields
like β(x) have been integrated out, and the only remaining gauge invariance is that of Maxwell
theory. However, it seems complicated to do this. A deeper issue is that, while the Maxwell gauge
symmetry is sufficient to describe perturbative physics of the Dp-brane, one would like to think that
the string field theory has a classical solution describing, for example, a pair of Dp-branes with a
non-Abelian U(2) gauge symmetry. It is hard to see how that gauge invariance could be captured
by expanding the Maxwell gauge symmetry around a nonzero vacuum solution. Therefore, the
gratuitous redundancy of Ψ may be an important hint as to its capacity to describe physics which
is far removed from that of the reference D-brane.
Another useful representation of the string field is the position space, or Schro¨dinger represen-
tation. In quantum mechanics, the wavefunction is derived by contracting |ψ(t)〉 with a position
eigenstate. We can do a similar thing for the string field, contracting with an eigenstate of the
position of the string. For definiteness we concentrate on a factor of the BCFT corresponding to
free bosons subject to Neumann boundary conditions. The Dirichlet case is similar, and even the
dependence on ghosts can be described through the “position” of formal Grassmann odd variables.
Consider the mode expansion
Xµ(z.z) = xµ0 − pµ ln |z|2 +
i√
2
∑
n∈Z−{0}
αµn
n
(
1
zn
+
1
zn
)
. (3.108)
At |z| = 1 (corresponding to t = 0 in radial quantization) the mode expansion reduces to
xµ(σ) = Xµ(eiσ, e−iσ) = xµ0 + 2
∞∑
n=1
xµn cos(nσ), x
µ
n =
i√
2
αµn − αµ−n
n
. (3.109)
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The appearance of cosines reflects the fact that the boundary conditions are Neumann. Now we
can consider a basis of dual eigenvectors of the position mode operators:
〈xµ(σ)|x̂µn = xµn〈xµ(σ)|, (3.110)
where we temporarily introduce a hat to distinguish the operator from its eigenvalue. The overlap
A[xµ(σ)] = 〈xµ(σ)|A〉 (3.111)
can be interpreted as a scalar field which depends on a curve xµ(σ) in spacetime. This is natural.
Just as an ordinary field depends on a point x in spacetime, representing a possible location of a
point particle, the string field depends on a curve in spacetime, representing a possible configuration
of a string. Of course, the string field can also be understood as an infinite tower of ordinary fields.
Such a description makes manifest that a theory of a free string is indistinguishable from a theory
with an infinite tower of free particles of a particular kind. At the interacting level, however, string
theory is very different from particle theory. For this reason, interactions are rather opaque when
formulated in terms of ordinary fields. In Witten’s open bosonic string field theory, they appear as
an infinite array of cubic nonlocal couplings with obscure relative coefficients. In the Schro¨dinger
representation, however, interactions are easy to understand.
We note that the position operator is Hermitian, and BPZ conjugation reverses the parame-
terization of the open string:
xµ(σ)† = xµ(σ), xµ(σ)? = xµ(pi − σ), (3.112)
which implies that the eigenstates have conjugation properties
〈xµ(σ)|† = |xµ(σ)〉, 〈xµ(σ)|? = |xµ(pi − σ)〉, (3.113)
where |xµ(σ)〉 is the eigenstate of x̂µ(σ) with eigenvalue xµ(σ). With this we can derive the reality
conjugate Schro¨dinger functional of A:
A‡[xµ(σ)] = 〈xµ(σ)|A‡〉
= 〈xµ(σ)|A?†〉
= 〈A?|xµ(σ)〉
= 〈xµ(pi − σ)|A〉
= A[xµ(pi − σ)]. (3.114)
Thus reality conjugation takes the complex conjugate of the functional and reverses the parame-
terization of the string. We can describe the BPZ inner product in the Schro¨dinger representation
by inserting a resolution of the identity,
1 =
∫
[dxµ(σ)]|xµ(σ)〉〈xµ(σ)|, (3.115)
with the appropriately normalized functional integral measure. We find
〈A,B〉 = 〈A?|B〉
=
∫
[dxµ(σ)]〈A?|xµ(σ)〉〈xµ(σ)|B〉
=
∫
[dxµ(σ)]〈xµ(pi − σ)|A〉〈xµ(σ)|B〉
=
∫
[dx(σ)]A[xµ(pi − σ)]B[xµ(σ)]. (3.116)
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The reversal of the parameterization of the string in the first functional is directly related to the
earlier observation that the BPZ inner product glues a point at an angle pi − σ on the unit half
circle of the first state to the point at an angle σ on the unit half circle of the second state.
It will be helpful to further articulate the connection between the Schro¨dinger representation
and the geometrical picture of a state as the unit half-disk carrying a vertex operator. The BPZ
inner product can be computed as a correlation function of vertex operators in the UHP:
〈A,B〉 = 〈(I ◦ VA(0))VB(0)〉UHP. (3.117)
This, in turn, can be formally computed by a path integral over the worldsheet fields in the UHP.
Again concentrating on free bosons subject to Neumann boundary conditions and suppressing
ghosts, this gives
〈A,B〉 =
∫
[dXµ(z, z)](z,z)∈UHP
(
I ◦ VA(0)
)
VB(0)e
−S. (3.118)
In the integrand, the vertex operators and the worldsheet action are of course understood as
functionals of Xµ(z, z). We now factorize the integration into three components. First, we integrate
Xµ(eiσ, e−iσ) = xµ(σ) on the unit half-circle |z| = 1; second we integrate Xµ(z, z) outside the unit
half circle |z| > 1, with the boundary condition that Xµ(z, z) must be equal to xµ(σ) at |z| = 1;
third we integrate Xµ(z, z) inside the unit half circle |z| < 1, again with the boundary condition
that Xµ(z, z) must be equal to xµ(σ) at |z| = 1. Therefore we have
〈A,B〉 =
∫
[dxµ(σ)]
∫
Xµ(eiσ ,e−iσ)=xµ(σ)
[dXµ(z, z)]|z|>1
×
∫
Xµ(eiσ ,e−iσ)=xµ(σ)
[dXµ(z, z)]|z|<1
(
I ◦ VA(0)
)
VB(0)e
−S. (3.119)
Next we recall the earlier comment that the vertex operators of the states A and B must be
localized within the respective half-disks. This means that VB(0) will only depend on the worldsheet
fields inside the unit half-circle, and I ◦ VA(0) will only depend on the worldsheet fields outside.
Furthermore, locality of the worldsheet theory implies that the exponential of the action factorizes
into pieces which depend respectively on worldsheet fields inside and outside the unit half-circle.
This implies that we can write
〈A,B〉 =
∫
[dxµ(σ)]
(∫
Xµ(eiσ ,e−iσ)=xµ(σ)
[dXµ(z, z)]|z|>1I ◦ VA(0)e−S
)
×
(∫
Xµ(eiσ ,e−iσ)=xµ(σ)
[dXµ(z, z)]|z|<1VB(0)e−S
)
. (3.120)
The path integral over the exterior of the half circle can be rewritten as a path integral over
the interior after making a conformal transformation I(z) = −1/z. Accounting for the boundary
conditions then gives
〈A,B〉 =
∫
[dxµ(σ)]
(∫
Xµ(eiσ ,e−iσ)=xµ(pi−σ)
[dXµ(z, z)]|z|<1VA(0)e−S
)
×
(∫
Xµ(eiσ ,e−iσ)=xµ(σ)
[dXµ(z, z)]|z|<1VB(0)e−S
)
. (3.121)
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Comparing to (3.116) it is clear that this is the BPZ inner product of the Schro¨dinger functionals
A[xµ(σ)] =
∫
Xµ(eiσ ,e−iσ)=xµ(σ)
[dXµ(z, z)]|z|<1VA(0)e−S,
B[xµ(σ)] =
∫
Xµ(eiσ ,e−iσ)=xµ(σ)
[dXµ(z, z)]|z|<1VB(0)e−S. (3.122)
Therefore the Schro¨dinger functional can be derived as a path integral on the unit half-disk with
the appropriate vertex operator at the origin and fixed boundary conditions on the worldsheet
fields at |z| = 1, representing the configuration of a string.
To make this concrete, let us use the path integral to evaluate the Schro¨dinger functional of
the SL(2,R) vacuum. A similar calculation (for the closed string) is discussed in chapter 2 of
Polchinski [3]. We write this functional with the Greek letter omega,
Ω[x(σ)] = 〈x(σ)|0〉, (3.123)
in order to avoid the unfortunate notation 0[x(σ)]. The vertex operator in this case is the identity,
so we only need to evaluate
Ω[x(σ)] =
∫
Xµ(eiσ ,e−iσ)=xµ(σ)
[dXµ(z, z)]|z|<1 e−S. (3.124)
The trick is to make a change of variables in the path integral
Xµ(z, z) = xµ(z, z) + Y µ(z, z), (3.125)
where xµ(z, z) is a solution to the Laplace equation on the unit half-disk
∂∂xµ(z, z) = 0, (3.126)
subject to the boundary conditions
xµ(z, z)|z=eiσ = xµ(σ) ∂xµ(z, z)|Im(z)=0 = ∂xµ(z, z)|Im(z)=0. (3.127)
The first says that xµ(z, z) matches the argument of the wavefunctional on the unit half-circle,
and the second says that xµ(z, z) satisfies Neumann boundary conditions on the real axis. In
particular, this implies that Y µ(z, z) must vanish on the unit half-circle. We now change the
integration variable from Xµ(z, z) to Y µ(z, z); since they differ though a shift by a fixed function,
the measure is unchanged and we can write
Ω[x(σ)] =
∫
Y µ(eiσ ,e−iσ)=0
[dY µ(z, z)]|z|<1 exp
(
− S[xµ(z, z) + Y µ(z, z)]). (3.128)
Since x(z, z) satisfies the classical equations of motion with consistent boundary conditions we can
show that
S
[
xµ(z, z) + Y µ(z, z)
]
= S[xµ(z, z)] + S[Y µ(z, z)], (3.129)
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so
Ω[x(σ)] =
∫
Y µ(eiσ ,e−iσ)=0
[dY µ(z, z)]|z|<1 e−S[x
µ(z,z)]−S[Y µ(z,z)]
= N e−S[xµ(z,z)], (3.130)
where N is a constant determined by evaluating the path integral over Y µ(z, z), and is completely
independent of xµ(σ). Next we must compute the worldsheet action evaluated on the classical
solution xµ(z, z). In our conventions (α′ = 1) the Polyakov action is
S =
1
2pi
∫
d2z ∂Xµ(z, z)∂Xµ(z, z), (3.131)
where d2z = 2dxdy if z = x + iy. The solution of Laplace’s equation with the assumed boundary
conditions can be expressed in terms of the position modes of xµ(σ)
xµ(z, z) = xµ0 +
∞∑
n=1
xµn(z
n + zn). (3.132)
Plugging in gives
Ω[x(σ)] = N exp
[
−1
2
∞∑
n=1
n ηµνx
µ
nx
ν
n
]
. (3.133)
Exercise 2. Do this calculation.
This is a Gaussian in the space of string position modes. The position zero mode does not appear,
consistent with the fact that the SL(2,R) vacuum has vanishing momentum. If we ignore timelike
modes, the Gaussian has a maximum when the entire curve xµ(σ) shrinks to a point. In the time
direction the Gaussian is inverted, and blows up as the string extends. This does not look like a
normalizable state, but in practice this can be dealt with by Wick rotation.
One way to check this calculation is to note that the SL(2,R) vacuum can be viewed as a
tensor product of an infinite number of harmonic oscillator vacua, one for each mode oscillator αµn.
The string mode oscillators and the position modes, however, are not canonically normalized. To
relate to the conventional harmonic oscillator we should identify
a† ∼ α
µ
−n√
n
, a ∼ α
µ
n√
n
, x ∼ √nxµn, (n ≥ 1). (3.134)
The ground state wavefunction for a harmonic oscillator is e−
1
2
x2 . Substituting
√
nxµn for x and
taking the product over all n and µ gives (3.133).
Exercise 3. Write the SL(2,R) vacuum functional explicitly in terms of the curve xµ(σ) by finding
an integral kernel ω(σ1, σ2) such that
Ω[xµ(σ)] = exp
[
−1
2
∫ pi
0
dσ1
∫ pi
0
dσ2 x
µ(σ1)xµ(σ2)ω(σ1, σ2)
]
(3.135)
This representation is somewhat tricky since the integral kernel is a nontrivial distribution. To
confirm that the distribution has been correctly defined, check your result by substituting the mode
expansion of xµ(σ) to recover (3.133).
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To get the complete SL(2,R) vacuum functional on a Dp-brane, we must include additional
factors for the Dirichlet coordinates and the ghosts. We will not go into it further because, it turns
out, the Schro¨dinger representation is not very useful for calculations. As is often the case, the
path integral is more useful to think about than to calculate. The main utility of the Schro¨dinger
representation is that it makes explicit the connection between open string states and a portion
of open string worldsheet with operator insertions. It also explains the meaning of cutting and
gluing worldsheets, a concept which is used repeatedly in string field theory calculations.
3.4 Witten’s Open Bosonic SFT
Now we are ready to define Witten’s open bosonic SFT. The task is to find a nonlinear extension
of the linearized equations of motion QΨ = 0 and define an appropriate action principle. First we
note an analogy between string fields and gauge fields formulated in the language of differential
forms:
rank of a
form
←→ ghost number;
exterior derivative d ←→ BRST operator Q ;
gauge potential A ←→ dynamical string
field Ψ
. (3.136)
This analogy suggests a nonlinear gauge invariance of the string field
Ψ′ = Ψ +QΛ + [Ψ,Λ], (3.137)
where Λ is an infinitesimal gauge parameter. The proposed gauge symmetry requires defining a
product between the string fields Ψ and Λ. This is Witten’s open string star product. Sometimes
this is written A ∗ B, but usually we will simply write AB. Let us assume for the moment that
a suitable product has been defined and proceed. There is only one gauge covariant, nonlinear
extension of the equations of motion:
QΨ + Ψ2 = 0. (3.138)
These resemble the equations of motion of Chern-Simons theory. This leads to an action
S = −1
2
Tr(ΨQΨ)− 1
3
Tr(Ψ3), (3.139)
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for an appropriately defined trace operation. The consistency of this action relies on the following
“axioms:”
(1) Grading : gh(QA) = gh(A) + 1 ,
gh(AB) = gh(A) + gh(B),
If Tr(A) is nonzero, then gh(A) = 3 ,
Here “gh” refers to ghost number. Similar properties (except perhaps
the last) hold for Grassmann parity mod Z2;
(2) Nilpotency : Q2 = 0;
(3) Derivation property : Q(AB) = (QA)B + (−1)|A|AQB;
(4) Associativity : A(BC) = (AB)C;
(5) Integration by parts : Tr(QA) = 0;
(6) Cyclicity : Tr(AB) = (−1)|A||B|Tr(BA).
(7) Nondegeneracy : If Tr(AB) vanishes for all A, then B = 0.
These properties imply that the state space H of the BCFT has been endowed with the structure
of a cyclic, graded differential associative algebra. The same structure applies to matrix valued
forms on a 3-manifold, which allows the definition of Chern-Simons theory.
Let us try to understand how to define the product and trace. The product is associative,
and all associative products are, in some way or another, matrix products. The string field in the
Schro¨dinger representation is a functional of a curve
Ψ[xµ(σ)] (3.140)
and it is natural to interpret the curve as representing matrix indices, in some sense. However, a ma-
trix should have two indices, and there is only one curve xµ(σ). We can deal with this by regarding
the full curve as a pair of half-curves
lµ(σ) = xµ(σ), σ ∈ [0, pi/2], (3.141)
rµ(σ) = xµ(pi − σ), σ ∈ [0, pi/2]. (3.142)
lµ(σ) is the “left half” of the string, and rµ(σ) is the “right half.” The left
and right halves join at a common point
lµ
(pi
2
)
= rµ
(pi
2
)
= xµ
(pi
2
)
(3.143)
called the “midpoint.” We may view the string field as a functional of the left and right halves of
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the string
Ψ[lµ(σ), rµ(σ)], (3.144)
and we have a matrix. The associative product of string fields may then be
defined
AB[lµ(σ), rµ(σ)] =
∫
[dwµ(σ)]A[lµ(σ), wµ(σ)]B[wµ(σ), rµ(σ)]. (3.145)
This is a functional integral version of a matrix product. In words, you identify
the right half curve in A with the left half curve in B and sum over the common
half curve to derive AB. In a similar way, we can define the trace operation
Tr[A] =
∫
[dwµ(σ)]A[wµ(σ), wµ(σ)]. (3.146)
This is quite formal and we have not even accounted for ghosts. We will give
a more robust definition in a moment. The product and trace together define
a cubic vertex Tr[Ψ3]. In Feynman diagrams, the cubic vertex can be visualized as a process
where three incoming strings collide and join along their halves. Since the action is cubic, gluing
propagators together with this vertex generates all Feynman diagrams needed to compute open
string amplitudes. Proving that these correspond to the “correct” amplitudes—as integrals of
forms over the moduli spaces of Riemann surfaces—is not completely straightforward. The result,
however, is not surprising since we have a gauge invariant action, and therefore a consistent theory
of interacting open strings. It seems unlikely that this could be different from the conventional
string theory.
Note that, at the quantum level, open string Feynman diagrams will produce closed strings as
intermediate states. This can be seen, for example, in the non-planar 1-loop 2-point function. The
corner of the moduli space where the open string propagators in the loop
shrink to zero length (the ultraviolet from the open sting perspective) can
be interpreted as a corner of moduli space where a tube of worldsheet
becomes infinitely long, and the closed string states inside the tube must
be on-shell. In this sense, quantum open bosonic string field theory is ex-
pected to describe closed string physics. However, considering the amount
of time spent on the classical theory, not much has been done concerning
quantum effects. The problem is confusing on several levels. The absence
of closed string fields makes it unclear how closed strings appear as asymptotic states. There are
unresolved questions as to whether the SFT path integral is gauge invariant. The closed string
tachyon implies that new instabilities appear at the quantum level that cannot be handled in per-
turbation theory. There is some hope these problems would be better addressed in the context of
open superstring field theory. The status of present understanding of quantum effects can mostly
be found in [15, 16].
The Schro¨dinger representation captures the main idea behind the product and trace, but is not
practical for calculation. Instead, we would like to define the action in terms of BCFT correlation
functions. To transform to this language, we use the relation between the Scro¨dinger functional and
the path integral over the half-disk with vertex operator insertion. Suppose we want to compute
Tr[AB] (3.147)
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The product AB instructs us to glue the right portion of the half-circle bound-
ing the half-disk of A to the left portion of the half-circle bounding the half-disk
of B; the trace glues the left portion of the half-circle bounding the half-disk of
A to the right portion of the half circle bounding the half-disk of B. This defines
a correlation function of vertex operators VA(0) and VB(0) on a “pita” shaped
surface. To make this appear less awkward, we apply a conformal transformation I(z) = −1/z to
the half-disk of A before gluing to the half-disk of B. This results in a correlation function on the
upper half plane
〈I ◦ VA(0)VB(0)〉UHP (3.148)
which defines the BPZ inner product. We therefore find,
Tr[AB] = 〈A,B〉. (3.149)
Note that symmetry and nondegeneracy of the BPZ inner product is equivalent to cyclicity and
nondegeneracy of the trace.
Let us mention a small visual problem which leads to an important
issue of conventions. You might notice that the left half of the string
σ ∈ [0, pi/2] maps to the right portion of the unit half-circle Re[eiσ] > 0,
while the right half of the string σ ∈ [pi/2, pi] maps to the left portion of
the unit half-circle Re[eiσ] < 0. Thus it seems that what we are calling
left and right is backwards from the point of view of the unit half-disk.
This becomes particularly confusing when gluing surfaces to form the star
product. When gluing the right half of the string of A to the left half of
the string of B, we must glue the half-disks of A and B in the opposite
order. For this reason, [4] introduced a different gluing convention for
defining the star product such that the left half of the string of the first state is identified with the
right half of the string of the second state. This is called the right handed star product convention.
For reasons that cannot be fully justified, we stick with the previous definition of the star product,
which is called the left handed convention. The left handed
convention is what appears most commonly in older litera-
ture, such as the papers of Witten [1] and Schnabl [2]. A
distinguishing feature of the left handed convention is that
the sign of the tachyon field at the tachyon vacuum is posi-
tive. In the right handed convention, it is negative. Once we
choose the left handed convention, however, the backwards
gluing of surfaces could easily turn into an annoyance. This
can be dealt with through an unconventional visualization of
the complex plane. We simply draw the positive real axis so
that it increases towards the left; the positive imaginary axis still increases upwards. In this
visualization, the left half of the string sits on the left portion of the unit half circle, as would
seem natural. Note that in this picture of the complex plane, the standard orientation of contour
integrals is clockwise. This is part of the reason why this is called the “left handed” convention.
Both star product conventions appear in the literature up to recent times.
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Next we express the cubic vertex Tr(ABC) in terms of correlation functions.
Gluing half-string segments appropriately gives a correlation function of three
vertex operators on the surface shown left. In this case it is not quite as clear
how to transform this into a correlation function on the UHP. We describe
one approach which is of central importance in the study of analytic solutions.
Each unit half-disk can be expressed in terms of a local coordinate ξ satisfying
Im(ξ) ≥ 0 and |ξ| ≤ 1. We perform a conformal transformation to a new
coordinate z
z = fS(z) =
2
pi
tan−1 ξ. (3.150)
The image of the half-disk in this coordinate system is given by a semi-infinite vertical strip
Im(z) ≥ 0 and 1
2
≥ Re(z) ≥ −1
2
. This is called the sliver coordinate frame; the conformal
transformation fS(z) is called the sliver coordinate map. The interval [1,−1] on the real axis of
the half-disk is mapped to the interval [1/2,−1/2] on the real axis of the vertical strip; the left
half of the string eiσ, σ ∈ [0, pi/2] is mapped to the
positive facing vertical edge of the strip 1
2
+ iy, y ≥ 0
and the right half of the string ei(pi−σ), σ ∈ [0, pi/2] is
mapped to the negative facing vertical edge of the strip
−1
2
+ iy, y ≥ 0. The worldsheet path integral on the
half-disk and on the semi-infinite vertical strip define the
same Scro¨dinger functional provided that the boundary
conditions on the half-disk correspond to those on the
vertical lines. Specifically, if the string coordinate takes
a certain value at an angle σ on the left portion of the
unit half circle, it should take the same value at a point y above the real axis on the positive facing
boundary of the strip, where y and σ are related by
1
2
+ iy =
2
pi
tan−1 eiσ, (3.151)
which leads to
y =
1
pi
gd−1σ, (3.152)
where gd−1 is the inverse of the Gudermannian function
gdx = 2 tan−1
(
tanh
x
2
)
. (3.153)
As σ ranges from 0 to pi/2, y ranges from 0 to infinity. The Gudermanian function is known for its
relation to the Mercador projection; the relation between the angle with respect to the equator and
vertical displacement on the map is the same as that between the angle σ on the unit half circle
and the coordinate y on the edge of the strip. The midpoint σ = pi/2 plays the role of the “north
pole,” and is mapped to +i∞ in the sliver coordinate frame. When using the doubling trick, the
unit half-disk is replaced with a holomorphic copy of the unit disk |ξ| ≤ 1; correspondingly, the
semi-infinite strip of the sliver coordinate frame is represented as a holomorphic copy of the full
infinite strip −1
2
≤ Re(z) ≤ 1
2
.
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In the sliver coordinate frame it is easy to visualize the star
product in terms of gluing strips. To find the product AB, we
glue the right edge of the strip of A to the left edge of the
strip of B; this creates a semi-infinite strip of width 2 carrying
operator insertions(
T1 ◦ fS ◦ VA(0)
)(
fS ◦ VB(0)
)
, (3.154)
where Ta is the translation map
Ta(z) = z + a, (3.155)
and we fix the origin on the double strip to coincide with the location of VB. Imposing the
appropriate boundary conditions on the left and right edges of the double strip and performing the
worldsheet path integral in the interior defines the
Schro¨dinger functional of the product AB. Note that
integration over the worldsheet variables on the vertical
line between A and B is precisely the sum over matrix
indices of half-string Schro¨dinger functionals. It is clear
that the vertex operator of the state AB is nonlocal. It
effectively inserts a whole new piece of surface between 1
and 0 and places vertex operators at the edges of this re-
gion. Therefore the star product does not multiply inside
the subspace of Fock states.
Now consider the 3-string vertex Tr(ABC). To compute this, we place the strips of A,B and
C side by side to form a strip of width 3 with insertions(
T2 ◦ fS ◦ VA(0)
)(
T1 ◦ fS ◦ VB(0)
)(
fS ◦ VC(0)
)
. (3.156)
The trace then glues the left and right
edges of this strip to form a correla-
tion function on a cylinder of circum-
ference 3. A cylinder of circumfer-
ence L can be mapped into the upper
half plane using the conformal trans-
formation
f−1L (z) = tan
piz
L
. (3.157)
For L = 2 this is the inverse of the
sliver coordinate map. Correlation functions on a cylinder of circumference L will be denoted
〈...〉CL , and can be defined in terms of correlation functions on the UHP:
〈...〉CL = 〈f−1L ◦ (...)〉UHP. (3.158)
This gives an explicit definition of the cubic vertex in terms of the correlation function
Tr(ABC) =
〈(
T2 ◦ fS ◦ VA(0)
)(
T1 ◦ fS ◦ VB(0)
)(
fS ◦ VC(0)
)〉
C3
. (3.159)
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In a similar way, the 2-string vertex (a.k.a. the BPZ inner product) can be written as a correlation
function on a cylinder of circumference 2,
Tr(AB) = 〈A,B〉 =
〈(
T1 ◦ fS ◦ VA(0)
)(
fS ◦ VB(0)
)〉
C2
, (3.160)
and the 1-string vertex is a correlation function on a cylinder of circumference 1,
Tr(A) =
〈
fS ◦ VA(0)
〉
C1
. (3.161)
This generalizes in the obvious way to the trace of a product of any number of string fields.
The definition of the star product is still not fully concrete since it is awkward to work with
Scro¨dinger functionals. This can be remedied as follows. Consider a basis of states |φi〉 for H, for
example a Fock space basis of L0 eigenstates. We can construct a dual basis |φi〉 with the property
that
〈φi, φj〉 = δij. (3.162)
This allows us to define the star product by a concrete expansion into the basis |φi〉:
AB =
∑
i
|φi〉〈(φi)?|AB〉
=
∑
i
|φi〉Tr(φiAB)
=
∑
i
|φi〉
〈(
T2 ◦ fS ◦ φi(0)
)(
T1 ◦ fS ◦ VA(0)
)(
fS ◦ VB(0)
)〉
C3
. (3.163)
In this way, all operations in the theory are concretely defined by correlation functions on the
cylinder.
Exercise 4. Show that all of the SFT axioms hold using the definition of the product and trace as
correlation functions on the cylinder, assuming that all states are represented by well-behaved, e.g.
Fock space vertex operators.
Exercise 5. The zero momenum sector of the string field can describe translationally invariant
vacua of SFT. As an approximation to the full string field in this sector, consider the zero momen-
tum tachyon state
Tc1|0〉. (3.164)
By substituting this into the action of Witten’s open bosonic SFT, determine the resulting approxi-
mation to the tachyon potential. Note the existence of a nontrivial stationary point of the potential
for T > 0. This is the first approximation to the tachyon vacuum in the level truncation scheme.
Show that the energy density of the tachyon vacuum in this approximation is
E = −2
12
310
. (3.165)
Compare this to the value predicted by Sen’s conjecture.
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Now let us consider the string field reality condition. The reality conjugate of the Schro¨dinger
functional was derived in (3.114). In terms of the half string functional, this can be expressed
A‡[lµ(σ), rµ(σ)] = A[rµ(σ), lµ(σ)] (3.166)
This is analogous to the conjugate transpose of a matrix. One can show that we have the relations
(QA)‡ = (−1)|A|+1QA‡, (3.167)
(AB)‡ = B‡A‡, (3.168)
Tr(A) = Tr(A‡). (3.169)
The last two are expected properties of the conjugate transpose of a matrix. From this it follows
that the action is a real number if the dynamical string field satisfies the reality condition
Ψ‡ = Ψ. (3.170)
Moreover, nonlinear infinitesimal gauge transformations preserve the reality condition if the gauge
parameter satisfies Λ‡ = −Λ. The reality condition at the nonlinear level is therefore the same as
what we have already discussed for the linearized equations of motion.
Let us discuss the gauge invariant observables of the theory. They can be categorized as follows:
(1) The space of solutions modulo gauge transformation. A special case of this is the space of
inequivalent linearized fluctuations around a solution Ψsol. If we expand the string field
Ψ = Ψsol + ϕ, (3.171)
where ϕ is a fluctuation of Ψsol, the action can be rewritten
S[Ψsol + ϕ] = S[Ψsol]︸ ︷︷ ︸
constant
+Ssol[ϕ], (3.172)
where Ssol[ϕ] takes the form
Ssol[ϕ] =
1
2
Tr(ϕQΨsolϕ) +
1
3
Tr(ϕ3), (3.173)
and
QΨsol = Q+ [Ψsol, ·]. (3.174)
One can show that QΨsol is nilpotent due to the equations of motion of Ψsol, and satisfies
the same axioms as Q. From this it follows that the linearized equations of motion for the
fluctuation field is
QΨsolϕ = 0. (3.175)
Solutions must be identified modulo linearized gauge transformations
ϕ′ = ϕ+QΨsolΛ. (3.176)
The space of physical linearized fluctuations of Ψsol is then given by the cohomology of QΨsol
at ghost number 1.
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(2) Scattering amplitudes around the perturbative vacuum or a nontrivial solution. Computing
scattering amplitudes generally requires fixing a gauge to determine the propagator. The
most common gauge is Siegel gauge
b0Ψ = 0, (3.177)
where the propagator (around the perturbative vacuum) takes the form
b0
L0
= b0
∫ ∞
0
dt e−tL0 . (3.178)
The Siegel gauge propagator is commonly visualized in a conformal frame where the co-
ordinate ξ on the unit half-disk is mapped to a coordinate w on a semi-infinite horizontal
strip
Re(w) ≤ 0, 0 ≤ Im(w) ≤ pi, (3.179)
through the conformal transformation
w = ln ξ. (3.180)
This is different from the semi-infinite strip which appears in the sliver coordinate frame. In
the sliver frame we impose boundary conditions for the left and right halves of the string
on the semi-infinite edges, whereas in the w frame these boundary conditions appear on the
finite segment between 0 and ipi on the imaginary axis. In the w frame the operator e−tL0
can be visualized as gluing a strip of worldsheet of height pi and length t to the edge of the
semi-infinite strip which meets the imaginary axis. The propagator further integrates over
the length t of the strip, and inserts a vertical contour integral of the b ghost representing
b0. We can then derive scattering amplitudes through Feynman diagrams by gluing the
propagator strips together through cubic vertices.
There is a special amplitude, however, whose computation does not require gauge fixing or
propagator: the closed string tadpole, representing the amplitude for emission or absorbtion
of a single closed string off a D-brane. This can be computed through the so-called Ellwood
invariant [17]
TrV(Ψ), (3.181)
where TrV denotes the trace accompanied by an insertion of a BRST invariant closed string
vertex operator V(z, z) of weight (0, 0) at the midpoint. Concretely, if VΨ(0) is the vertex
operator for the state Ψ on the unit half-disk, the Ellwood invariant can be computed as a
correlator on the cylinder of circumference 1:
TrV(Ψ) =
〈
V(i∞,−i∞)fS ◦ VΨ(0)
〉
C1
. (3.182)
The closed string vertex operator is inserted on the “top” of the cylinder at i∞. This is
a singular point, and mapping the correlator to the upper half plane generally produces a
vanishing or divergent factor unless V is precisely a primary of weight (0, 0). Inserting the
closed string vertex operator at i∞ does not break the rotational symmetry of the cylinder,
and in this way we can see that TrV(·) is cyclic; moreover, since V is BRST invariant, TrV(·) is
vanishing on BRST exact states. From this it follows that the Ellwood invariant is unchanged
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by infinitesimal gauge transformation of Ψ; it is a gauge invariant observable. Suppose we
have a classical solution Ψsol describing BCFT∗ in the string field theory of BCFT0. The
Ellwood invariant is believed to be related to the closed string tadpole as
TrV(Ψsol) = A∗(V)−A0(V). (3.183)
where A∗(V) and A0(V) are the respective closed string tadpole amplitudes in BCFT∗ and
BCFT0. These can be computed as a correlation function in the matter component of the
BCFT on the unit disk:
A(V) = 1
2pii
〈
V m(0, 0)
〉m
disk
, (3.184)
where the matter vertex operator V m is a primary of weight (1, 1) related to V through
V = ccV m. (3.185)
The Ellwood invariant has been generalized in a couple of ways to give information about
the boundary state of the BCFT represented by the classical solution [18, 19]. A proposal
to generalize it to other amplitudes appears in [20].
(3) The classical action. The action evaluated on a solution is of course gauge invariant, but
typically its value is divergent due to the infinite volume of the D-brane. However, for time
independent solutions the action is equal to minus the energy of the solution times the volume
of the time coordinate
S = −E · volX0 . (3.186)
(4) Other observables. String field theory makes a number of more subtle gauge invariant state-
ments. For example, while the expectation value of the tachyon at the tachyon vacuum is not
gauge invariant, it seems plausible that its sign is gauge invariant. A version of this statement
is proven for analytic tachyon vacuum solutions in subsection 6.2. Related considerations in
the superstring may give gauge invariants representing charges of topological solitons. Other
observables are given by boundary condition changing projectors derived from singular gauge
transformations, described in subsection 6.3.
The most important classical solution in open bosonic SFT is the tachyon vacuum, Ψtv. Sen’s
conjectures make the following prediction about the above gauge invariants:
(1) Since the tachyon vacuum describes a configuration without D-branes or open strings, the
cohomology of QΨtv should be empty; all linearized fluctuations of the tachyon vacuum are
pure gauge.
(2) Since there are no D-branes around the tachyon vacuum, the closed string tadpole should
vanish. Therefore, the Ellwood invariant evaluates to minus the tadpole amplitude around
the perturbative vacuum:
TrV(Ψtv) = −A0(V). (3.187)
(3) The action divided by the volume should give the tension of the reference D-brane:
S[Ψtv]
vol
=
1
2pi2
. (3.188)
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4 Lecture 2: Algebraic Framework
Having prepared the necessary background, the main goal of these lectures is learning how to solve
the equations of motion:
QΨ + Ψ2 = 0 (4.1)
Most analytic solutions of this equation are based on a limited set of algebraic ingredients, which
we describe now.
4.1 Wedge States
To figure out how to solve the equations of motion, the first thing we should try is computing star
products to see what kind of states we generate. The simplest state in the BCFT is the SL(2,R)
vacuum
Ω = |0〉. (4.2)
In the sliver frame, Ω is represented by a semi-infinite strip of width 1 carrying no operator
insertions (or, equivalently, an insertion of the identity operator). We can multiply Ω with itself
to give the state Ω2. This corresponds to gluing two semi-infinite strips of width 1 side-by-side to
form a semi-infinite strip of width 2. Now it
might appear that a strip of width 2 is not re-
ally different from a strip of width 1; they can
be related by conformal transformation, specif-
ically a scaling by a factor of 1
2
. The point,
however, is that in this conformal transforma-
tion we must account for the boundary condi-
tions of the path integral on the left and right
vertical edges of the strip, which represent the
left and right halves of the string in the Schro¨dinger functional. For the free boson subject to Neu-
mann boundary conditions, we have seen how to represent the SL(2,R) vacuum as a functional of
xµ(σ), which in turn can be written as a functional of the left and right halves of the string:
Ω[xµ(σ)] = Ω[lµ(y), rµ(y)], (4.3)
where on the right hand side we parameterize the left and right halves of the string in terms of
the height on a vertical edge of the strip
lµ(y) = xµ(σ),
rµ(y) = xµ(pi − σ),
for σ ∈ [0, pi/2] and y = 1
pi
gd−1σ. (4.4)
Now lµ(y) gives the boundary condition for the path integral at a point y above the real axis
on the left vertical edge of the strip of width 1, while rµ(y) gives the boundary condition at the
corresponding point on the right vertical edge. When we compute Ω2, the boundary conditions on
the left and right edges are the same, but the strip over which we compute the path integral has
doubled in width. If we scale by a factor of 1
2
, we are back to a strip of width 1, but the boundary
conditions on the left and right edges have also been scaled. Now the boundary condition at a
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point y above the left vertical edge of the strip of width 1 should be lµ(2y), and similarly on the
right edge. This implies that the Scro¨dinger functional of Ω2 should be related to that of the
SL(2,R) vacuum through
Ω2[lµ(y), rµ(y)] = Ω[lµ(2y), rµ(2y)]. (4.5)
One might note that (lµ(y), rµ(y)) and (lµ(2y), rµ(2y)) actually represent the same curves in space-
time. But they are different as parameterized curves, and the SL(2,R) vacuum functional is not
invariant under reparameterizations of xµ(σ). Therefore, Ω2 is really a different state from Ω.
Continuing, we may construct Ω3 by gluing three strips of unit width side-by-side; the result
is a strip of width 3. Similarly Ω4 is a strip of width 4 and so on for any positive integer n.
It is clear that there is nothing particularly special about positive integer powers of the SL(2,R)
vacuum. We may generalize to any positive real power, defining Ωα as a semi-infinite strip of width
α containing no operator insertions:
Ωα is called a wedge state, and α is called the wedge parameter. Sometimes α is referred to as the
width of the wedge state. It is immediately clear from gluing strips that multiplication of wedge
states is abelian
ΩαΩβ = ΩβΩα = Ωα+β. (4.6)
Geometrically, the restriction α ≥ 0 seems natu-
ral, but this deserves some comment. From the
above discussion of Ω2 it is clear that all wedge
states are related to the SL(2,R) vacuum by a reparameterization of σ. This implies that Ωα is a
Gaussian functional of xµ(σ) for α ≥ 0. We can analytically continue this functional to complex
α. If Re(α) < 0, it turns out that the functional is an inverted Gaussian ex
2
, and is therefore not
normalizable. If Re(α) > 0 but complex, the functional is a Gaussian with complex width, and
appears to be normalizable. However, it is not clear how to think about such states in terms of a
strip of worldsheet. For most purposes it is enough to assume that α is real and positive.
There are two special limits of the wedge parameter. The limit α → 0 defines the identity
string field
Ω0 = 1. (4.7)
Sometimes the identity string field is written as I or |I〉, but usually we will simply denote it as 1.
The identity string field is characterized by a strip of vanishing width, and formally acts as the
identity of the open string star product:
1A = A1 = A. (4.8)
This can be seen by viewing a generic state A as a strip of unit width with vertex operator insertion.
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Multiplying by 1 amounts to attaching a strip of
vanishing width to either side, which leaves the
strip unchanged. Another way to understand
this is that the path integral on a strip of van-
ishing width is zero unless the boundary condi-
tions on the left and right vertical edges match.
Thus the identity string field must amount to
a delta functional between the left and right
halves of the string:
I[lµ(σ), rµ(σ)] = δ[lµ(σ)− rµ(σ)]. (4.9)
This is the functional equivalent of the Kronecker delta defining the identity matrix. Via the BPZ
inner product, the existence of the identity string field is equivalent to the existence of the trace
operation in Witten’s open bosonic SFT. Given the identity string field, the trace can be defined
Tr(A) = 〈I, A〉. (4.10)
On the other hand, given the trace operation, the identity string field may be defined
|I〉 =
∑
i
|φi〉Tr(φi), (4.11)
given a basis of states |φi〉 and a BPZ dual basis |φi〉. In the past there has been some doubt
as to whether the identity string field “exists.” As a delta functional, it is clearly more singular
than wedge states of strictly positive width. But the doubts revolve more concretely around the
question of whether the identity string field really has the properties it claims to have. One famous
problem is that the ghost oscillator c0 appears to be a derivation of the star product, but does
not annihilate the identity string field [21]. From the point of view of the analytic calculations we
will do, it is consistent to assume that the identity string field exists. We can interpret the above
difficulty as saying that c0 does not operate in a “nice” way within the open string star algebra.
For more discussion of this see [22].
The opposite limit α → ∞ defines the sliver state Ω∞. This corresponds to a strip of infinite
width. To understand what this means more concretely, it is helpful to define the sliver state
through its overlap with a test state. The overlap of Ωα with a test state can be computed as a
correlation function on the cylinder:
〈φ,Ωα〉 = 〈fS ◦ Vφ(0)〉Cα+1 . (4.12)
The cylinder can be described as a strip between α+1
2
and −α+1
2
with opposite vertical edges
identified. At the center between +1
2
and −1
2
is the strip representing the test state φ. In the limit
α → ∞ the cylinder unfolds and becomes a correlation
function on the UHP. Therefore the sliver state is defined
by
〈φ,Ω∞〉 = 〈fS ◦ Vφ(0)〉UHP. (4.13)
It is clear that the sliver state is invariant under multi-
plication with other wedge states
ΩαΩ∞ = Ω∞Ωα = Ω∞. (4.14)
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Formally it should be invariant under multiplication with itself:
(Ω∞)2 = Ω∞. (4.15)
Therefore the sliver state is a projector of the open string star algebra. We can see from the
presentation of the correlator in the UHP that the Schro¨dinger functional of Ω∞ can be derived
by path integral on the region Re(z) ≥ 1
2
with the boundary condition
Xµ(z, z)|z= 1
2
+iy = r
µ(y), (4.16)
multiplied by a path integral on the region Re(z) ≤ −1
2
subject to the boundary condition
Xµ(z, z)|z=− 1
2
+iy = l
µ(y). (4.17)
This implies that the Scro¨dinger functional factorizes between the left and right halves of the
string:
Ω∞[lµ(σ), rµ(σ)] = Ω[lµ(σ 1
2
(σ))]Ω[rµ(σ 1
2
(σ))]. (4.18)
On the right hand side is the SL(2,R) vacuum functional, where its argument is identified with
the curve lµ(σ 1
2
(σ)) and σ 1
2
(σ) is the appropriate map from the full string σ ∈ [0, pi] to the half
string σ 1
2
∈ [0, pi
2
].
Exercise 6. By implementing a conformal transformation from the region Re(z) ≥ 1
2
, Im(z) ≥ 0
into the unit half-disk, show that
σ 1
2
(σ) = gd
(
tan
σ
2
)
. (4.19)
Show that there is a residual ambiguity in the overall scale of the argument of the Gudermanian,
which corresponds to invariance of the SL(2,R) vacuum functional under reparameterizations gen-
erated by L1 − L−1.
Viewed as an operator on the vector space of half string functionals, the sliver state is somewhat
analogous to the projector |0〉〈0| onto the ground state of the harmonic oscillator. This is a “rank
1 projector”—where the rank of a projection operator is defined by its trace. The identity string
field is also a projector since we should have
12 = 1. (4.20)
This can be viewed as the identity operator on the vector space of half-string functionals. For the
harmonic oscillator, this is analogous to
I = |0〉〈0|+ |1〉〈1|+ |2〉〈2|+ ... , (4.21)
which is an infinite rank projector. The sliver state is characterized by a Gaussian functional and
looks normalizable. Nevertheless, it is a singular state, and in fact worse than the identity string
field. It should be viewed as something analogous to a distribution; while it can be multiplied
with other elements of the star algebra, sliver states cannot, in general, be multiplied amongst
themselves. The projector property of the sliver state is mostly unproblematic, but difficulties
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begin once we have ghost insertions. Consider, for example, multiplying two sliver states on either
side of the zero momentum tachyon:
Ω∞ ∗ c1|0〉 ∗ Ω∞. (4.22)
The zero momentum tachyon can be viewed as a strip of width 1 containing a c-ghost at the origin.
The above expression instructs us to glue a strip of infinite width on either side, which leads to
a 1-point function of the c-ghost on the upper half plane. But we need three c-ghosts to form
a nonvanishing correlator. The other two c-ghosts are supposed to appear when contracting this
expression with a test state, but in fact they are separated from the c ghost at the origin by an
infinite distance. Since the correlator of c ghosts grows linearly with separation, the above state
is actually divergent. The divergence can easily be turned into an ambiguity. For example, in the
expression
Ω∞ ∗ (1− Ω) ∗ c1|0〉 ∗ Ω∞. (4.23)
there is competition from the divergence of the c ghost and the vanishing of Ω∞ − Ω∞+1. Such
expressions are simply not defined without regularization. For this reason, the sliver state cannot
be included as part of the open string star algebra.
Wedge states are not enough by themselves to create solutions to the equations of motion. This
is clear since wedge states carry ghost number 0, but a solution has ghost number 1. To get a
richer class of states, we consider strips of worldsheet of vary-
ing width containing insertions of local operators. These are
often called wedge states with insertions. It is useful to de-
scribe such states as factorized into products of wedge states
and fields representing insertions of local operators. Consider
for example the state shown left. Inside the semi-infinite strip
there is an operator O1 a distance x1 from the leftmost vertical
edge and a distance y1 above the real axis; the operator O2 is
a distance x1 + x2 from the left edge and a distance y2 above
the real axis, and so on. The idea is to introduce a string field Oi for every operator insertion; it
is usually not useful to give separate symbols for the string field and the operator insertion. The
string field Oi is defined by an infinitesimally thin strip containing an in-
sertion of the operator Oi a distance yi above the real axis. The region of
the surface between insertions Oi and Oi+1 can be described as an empty
strip of width xi+1—in other words, a wedge state. We can then express
wedge states with insertions as a product of wedge states and string fields
representing operator insertions; the picture above corresponds to the state
Ωx1O1Ωx2 ...ΩxnOnΩxn+1 . (4.24)
Exercise 7. Show that the zero momentum tachyon state can be represented as
c1|0〉 = pi
2
√
Ωc
√
Ω, (4.25)
where the string field c is defined by an infinitely thin strip with a boundary insertion of the c-ghost.
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A wedge state is an exponential whose base is the SL(2,R) vacuum. Since the natural base of
the exponential is Euler’s number e, we can expect that the string field
ln Ω (4.26)
plays an important role in understanding wedge states. We can deduce the nature of this state
by computing the derivative of a wedge state with respect to the wedge parameter. We will do
this following the computation of Okawa [4]. Consider the overlap of Ωα with a test state |φ〉
given by an insertion φ(0) at the origin of a semi-infinite strip of unit width. We assume that φ(0)
has definite scaling dimension h in the sliver coordinate frame. The overlap is given by a 1-point
function on a cylinder of circumference α + 1:
〈φ,Ωα〉 = 〈φ(0)〉Cα+1 . (4.27)
Through a scale transformation we can adjust the circumference of the cylinder to unity, producing
a factor from the conformal transformation of φ(0):
〈φ,Ωα〉 =
(
1
α + 1
)h
〈φ(0)〉C1 . (4.28)
Now take the derivative with respect to α and scale the cylinder back to circumference α + 1:〈
φ,
d
dα
Ωα
〉
= −h
(
1
α + 1
)h+1
〈φ(0)〉C1
= −h 1
α + 1
〈φ(0)〉Cα+1 . (4.29)
Since φ(0) has scaling dimension h, its OPE with the energy-momentum tensor takes the form
T (x)φ(0) = ...+
h
z2
φ(0) +
1
z
∂φ(0) + ... , (4.30)
which implies
hφ(0) =
∮
0
dz
2pii
zT (z)φ(0). (4.31)
Therefore we can write〈
φ,
d
dα
Ωα
〉
= − 1
α + 1
〈∮
0
dz
2pii
zT (z)φ(0)
〉
Cα+1
. (4.32)
Next we unravel the energy-momentum
contour inside the cylinder. Suppose the
cylinder is represented as a strip 1
2
+ α ≥
Re(z) ≥ −1
2
, with opposite sides identi-
fied. We use the doubling trick, so the
semi-infinite cylinder is represented by a
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holomorphic copy of the full infinite cylinder. Expanding the contour gives a contribution from
the left vertical edge of the strip and the right vertical edge:∮
0
dz
2pii
zT (z) =
∫ i∞+α+ 1
2
−i∞+α+ 1
2
dz
2pii
zT (z)−
∫ i∞− 1
2
−i∞− 1
2
dz
2pii
zT (z). (4.33)
In the second integral we make a substitution z → z− (α+ 1) so that both terms share a common
integration variable:∮
0
dz
2pii
zT (z) =
∫ i∞+α+ 1
2
−i∞+α+ 1
2
dz
2pii
(
zT (z)− (z − (α + 1))T (z − (α + 1))
)
. (4.34)
The identification on the vertical edges implies
T (z) = T (z − (α + 1)). (4.35)
Therefore ∮
0
dz
2pii
zT (z) =
∫ i∞+α+ 1
2
−i∞+α+ 1
2
dz
2pii
(
z − (z − (α + 1))
)
T (z)
= (α + 1)
∫ i∞+α+ 1
2
−i∞+α+ 1
2
dz
2pii
T (z). (4.36)
Through contour deformation the precise horizontal placement of the vertical energy-momentum
contour is not very important. So we can write〈
φ,
d
dα
Ωα
〉
= −
〈∫ i∞
−i∞
dz
2pii
T (z)φ(0)
〉
Cα+1
. (4.37)
Next we introduce the string field K, defined as an infinitely thin strip of worldsheet containing
an insertion of the energy-momentum tensor, integrated vertically on the
imaginary axis. The last equation can then be rewritten
d
dα
Ωα = −KΩα. (4.38)
Since Ω0 = 1 is the identity string field, the solution of this differential
equation implies that wedge states can be written
Ωα = e−αK , (4.39)
and in particular
ln Ω = −K. (4.40)
K can be viewed as a Hamiltonian which “generates” wedge states through Euclidean time evolu-
tion. Also, K is real:
K‡ = K. (4.41)
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The simplest way to see this is that the SL(2,R) vacuum is real. Incidentally, the string field K
gives us a way to derive the vertex operator defining a wedge state. Note that
Ωα =
√
Ωe−(α−1)K
√
Ω. (4.42)
The state on the right hand side can be viewed as a strip of width 1 containing an infinite number
of vertical contour insertions of the energy-momentum tensor. To derive the vertex operator we
must map the strip back to the canonical half-disk. Noting that
f−1S ◦
∫ i∞
−i∞
dz
2pii
T (z) =
pi
2
∫ i
−i
dξ
2pii
(1 + ξ2)T (ξ), (4.43)
the vertex operator of the wedge state Ωα is given by
VΩα(0) =
∞∑
n=0
1
n!
(
−pi(α− 1)
2
∫ i
−i
dξ
2pii
(1 + ξ2)T (ξ)
)n
. (4.44)
As expected, the vertex operator is nonlocal.
The wedge algebra is the subalgebra of the open string star algebra defined by taking products
and linear combinations of wedge states. Since there are a continuum of wedge states, in general
we can form continuous linear combinations:
F (K) =
∫ ∞
0
dtf(t)Ωt. (4.45)
The right hand side can be viewed as a function of K, obtained through Laplace transform of the
function f(t) in the “time domain.” Therefore, the algebra of wedge states is really an algebra of
functions of a single variable K. Since an algebra of functions is a fairly simple thing—especially
in comparison to the full open string star algebra—one can hope to define the algebra of wedge
states fairly rigorously in the sense of functional analysis. No definitions are fully established as
“correct” according to current knowledge, but this line of thinking turns out to be useful. We start
with a proposal due to Rastelli [23]. First we consider the string field F (K) as isomorphic to a
function F (k) of numbers k in the spectrum of K. The spectrum is defined by the property that
the string field
K − k (4.46)
is not invertible. The inverse may be computed using the Schwinger parameterization
1
K − k =
∫ ∞
0
dt ektΩt. (4.47)
Since Ωt approaches a constant (the sliver state) for large t, the integral is divergent for all non-
negative k. Therefore we are looking for an algebra of functions of nonnegative real numbers K
(we henceforth suppress the distinction between the string field K and an element of its spectrum).
A precise definition of the algebra requires a topology so that we can discuss convergence. The
most natural proposal is that the topology should be defined by the norm
||F (K)||C∗ = sup
K≥0
|F (K)|. (4.48)
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We have the usual properties of a norm
||F (K)||C∗ ≥ 0. and ||F (K)||C∗ = 0 if and only if F (K) = 0; (4.49)
||aF (K)||C∗ = |a| · ||F (K)||C∗ , a ∈ C; (4.50)
||F (K) +G(K)||C∗ ≤ ||F (K)||C∗ + ||G(K)||C∗ . (4.51)
In addition we have the property
||F (K)G(K)||C∗ ≤ ||F (K)||C∗ · ||G(K)||C∗ . (4.52)
which implies that multiplication is continuous. Finally, the norm satisfies the C∗ identity
||F (K)F (K)‡||C∗ = ||F (K)||2C∗ . (4.53)
Though K is a real string field, reality conjugation in the wedge algebra can be nontrivial if F (K)
is a complex function of K. The space of bounded, continuous functions of K is complete with
respect to this norm, and the last two properties imply that it is a C∗-algebra. This leads us to
propose that the wedge algebra is isomorphic to the C∗-algebra of bounded, continuous functions
of non-negative K. We denote this as C0(R≥0). We make a few
observations about this. First, the identity string field and wedge
states with positive wedge parameter are part of the algebra. Sec-
ond, wedge states with negative wedge parameter are excluded since
they are not bounded functions for K ≥ 0. Third, the sliver state
is excluded since it is not continuous:
Ω∞ =
{
1 at K = 0
0 for K > 0
. (4.54)
In particular, while the sliver limit converges as an expansion into a basis of Fock states, it does
not converge as a Cauchy sequence with respect to the norm. One can check that
||ΩNn − Ωn||C∗ = N− 1N−1 −N− NN−1 . (4.55)
which holds independent of n, and in particular is nonvanishing in the n→∞ limit. The divergence
of the sliver limit has important consequences for understanding the structure of analytic solutions.
This definition for the wedge algebra is the simplest, but a deficiency is that it implies the
existence of many states that cannot be constructed through a Laplace transform as a sum over
wedge states. Whether such states exist is an open question. A proposal for defining Fock space
coefficients for generic F (K) is given in [24]. For example, the coefficient of the state L−2|0〉 is
given by
− 1
3
+
4
3
∫ ∞
0
dKKe−KF (K). (4.56)
The integral is convergent for any F (K) in C0(R≥0). However, in the absence of geometrical
description as a superposition of semi-infinite strips in the sliver frame, it is not manifest that
such states multiply in the expected way. This remains an open problem. The computations of
[25] also imply that when the wedge algebra is extended to allow multiplication with c-ghosts,
computing correlation functions requires some understanding of the analytic structure of F (K)
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in the complex plane. A generic continuous function does not have an analytic continuation.
We therefore mention two other possible definitions of the wedge algebra. When considering the
integral (4.47) we implicitly assumed that the spectrum of K was real. This seems natural since
K is a real string field. But on second thought (4.47) is divergent for any complex k with positive
real part. From the point of view of the previous paragraph, this divergence would presumably
indicate the failure of the Schwinger parameterization to define the inverse. But presently we
will take the divergence seriously. This suggests that the wedge algebra should be understood as
an algebra of functions of a complex variable with non-negative real part. Since we want these
functions to have a representation in terms of the Laplace transform, we further require that they
should be holomorphic on the positive half of the complex K-plane. It is convenient to relate K
to a coordinate ζ on the unit disk with the transformation
K(ζ) =
1 + ζ
1− ζ , ζ ∈ D2, (4.57)
and introduce the norm
||F (K)||D2 = sup
ζ∈D2
∣∣∣F(K(ζ))∣∣∣ . (4.58)
This norm satisfies properties (4.49)-(4.52), and in particular multiplication is continuous. How-
ever, we do not have the C∗ identity; there is no C∗-algebra of holomorphic functions. However,
with this norm we can define two Banach ∗-algebras:
(1) The Hardy space H∞ of bounded, holomorphic functions on the interior of the unit disk.
(2) The disk algebra A(D2) consisting of bounded, holomorphic functions on the interior of the
unit disk which extend to continuous functions on the boundary of the unit disk.
We have the natural inclusions
C0(R≥0) ⊃ H∞ ⊃ A(D2). (4.59)
The disk algebra is most restricted; it does not even allow for a pure wedge state (aside from the
identity string field). The Hardy space seems to best capture the present practical understanding
of the wedge algebra,3 but—as we will see—it does not allow the formulation of Schnabl’s solution.
The significance of these various proposals remains an interesting formal question. It is possible
that they are all relevant for different purposes.
4.2 Schnabl’s L0
An important role in the theory is played by the dilitation generator in the sliver coordinate frame,
introduced by Schnabl:
L0 =
∮
0
dz
2pii
zT (z) (sliver frame). (4.60)
3The Hardy space is nearly the same as the space of L0 safe states introduced in [26]. L0 safe states, however
are only required to be polynomial bounded for nonnegative Re(K). Thus, for example, L0 safe states include the
string field K, which however is outside the Hardy space since it has infinite norm.
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This is different from the usual L0 since the contour is integrated around the vertex operator on
the strip of width 1, rather than the unit half-disk. To relate L0 to ordinary Virasoros, we must
map back to the half-disk:
L0 = f−1S ◦
∮
0
dz
2pii
zT (z) =
∮
0
dξ
2pii
(1 + ξ2) tan−1ξ T (ξ) (half-disk)
= L0 +
2
3
L2 − 2
15
L4 + ... . (4.61)
Since L0 is made from positively moded Virasoros, we have L0|0〉 = 0. This indicates that, in
the sliver frame, we can shrink the contour without encountering poles since there is no vertex
operator at the origin.
We will need to act L0 on wedge states with arbitrary wedge parameter. To do this, it helps
to reexpress L0 as follows:
L0 =
∫ i∞+1/2
−i∞+1/2
dz
2pii
zT (z)−
∫ i∞−1/2
−i∞−1/2
dz
2pii
zT (z)
=
∫ i∞
−i∞
dz
2pii
(
z +
1
2
)
T
(
z +
1
2
)
−
∫ i∞
−i∞
dz
2pii
(
z − 1
2
)
T
(
z − 1
2
)
. (4.62)
In the last step we shifted the integration variable so that z is purely imaginary. We have been
careful to specify the contour so that the energy-momentum tensor is placed on the left and right
vertical edges of the strip, corresponding to the unit circle in radial quantization. For a strip of
general width, it is still true that the left and right vertical edges correspond to the unit circle in
radial quantization. Therefore, for a strip whose left edge intersects the real axis at l and whose
right edge intersects the real axis at r, the action of L0 is represented by contour insertions
L0 =
∫ i∞
−i∞
dz
2pii
(
z +
1
2
)
T (z + l)−
∫ i∞
−i∞
dz
2pii
(
z − 1
2
)
T (z + r)
=
1
2
(∫ i∞
−i∞
dz
2pii
T (z + l) +
∫ i∞
−i∞
dz
2pii
T (z + r)
)
+
∫ i∞
−i∞
dz
2pii
zT (z + l)−
∫ i∞
−i∞
dz
2pii
zT (z + r).
(4.63)
The first two terms are the energy-momentum contours defining the string field K. The last two
terms define an operator which we denote 1
2
L−:
1
2
L− =
∫ i∞
−i∞
dz
2pii
zT (z + l)−
∫ i∞
−i∞
dz
2pii
zT (z + r). (4.64)
The factor of 1/2 in front of L− is conventional.
Exercise 8. Show that L− is related to L0 through
L− = L0 − L?0 =
2
3
(L2 − L−2)− 2
15
(L4 − L−4) + ... , (4.65)
and in particular is BPZ odd.
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The above shows that L0 acting on a generic string field X takes the form
L0X = 1
2
L−X + 1
2
(KX +XK). (4.66)
The utility of this decomposition is that L− is BPZ odd. A BPZ odd operator built from contour
integral of the energy-momentum tensor generates a so-called midpoint preserving reparameteriza-
tion. Applying a midpoint preserving reparameterization to a string field implements a common
diffeomorphism of the parameter σ ∈ [0, pi/2] on the left and right halves of the string in the
Schro¨dinger functional, and leaves the midpoint fixed. Midpoint preserving reparameterizations
are symmetries of the action of Witten’s open bosonic string field theory; they commute with
the BRST operator, act as a homomorphism on star products, and leave the trace invariant. In
particular L− satisfies
[Q,L−] = 0, L−(XY ) = (L−X)Y +X(L−Y ), Tr
(
L−X
)
= 0. (4.67)
These properties make L− slightly more convenient to work with than Schnabl’s L0, which is
not BPZ odd and is not a midpoint preserving reparameterization generator. The relation (4.66)
implies that the BPZ even part of L0 corresponds to an anticommutator with the string field K.
Exercise 9. Prove (4.67).
It is useful to understand how L− acts on wedge states with insertions. Consider a string field
O defined by an infinitesimally thin strip containing boundary operator insertion O(0) of scaling
dimension h at the origin. Acting with 1
2
L− requires placing the appropriate energy-momentum
contours on the left and right edges of the infinitesimally thin strip. It is
easy to see that these contours can be joined into a single contour integral∮
dz
2pii
zT (z) (4.68)
surrounding the operator at the origin. This produces a factor of h. Therefore
1
2
L−O = hO. (4.69)
Exercise 10. By a similar argument, show that 1
2
L−K = K.
Note that the energy-momentum contour insertion defining K transforms with weight 1 under
scale transformations. This demonstrates the general fact that 1
2
L− acting on an infinitesimally
thin strip with operator insertion produces a factor of the scaling dimension of that operator in
the sliver coordinate frame. This together with the derivation property can be used to compute
the action of 1
2
L− on more general states. For example, on a wedge state we have
1
2
L−Ωα = −αKΩα. (4.70)
Suppose string fields Oi represent boundary operator insertions on the real axis of weight hi. We
have
λ
1
2
L−
(
Ωα1O1Ωα2 ...ΩαnOnΩαn+1
)
= λh1+...+hnΩλα1O1Ωλα2 ...ΩλαnOnΩλαn+1 . (4.71)
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From this it is clear that 1
2
L− generates scale transformations of semi-infinite strips with operator
insertions. Recall in (4.5) we described the relation between the half string functionals of Ω and
Ω2. The same relation can be expressed
Ω2 = 2
1
2
L−Ω, (4.72)
using 1
2
L−.
Next consider
1
2
L−
(√
ΩX
√
Ω
)
=
(
1
2
L−
√
Ω
)
X
√
Ω +
√
Ω
(
1
2
L−X
)√
Ω +
√
ΩX
(
1
2
L−
√
Ω
)
= −1
2
K
√
ΩX
√
Ω +
√
Ω
(
1
2
L−X
)√
Ω− 1
2
√
ΩXK
√
Ω. (4.73)
Bringing the first and last terms to the other side of the equation and using (4.66) implies a
frequently useful relation between L0 and L−:
L0
(√
ΩX
√
Ω
)
=
√
Ω
(
1
2
L−X
)√
Ω. (4.74)
For example, consider the string field c introduced in exercise 7. Since the c-ghost has weight −1,
it follows that
1
2
L−c = −c, (4.75)
from which we learn that
L0
(√
Ωc
√
Ω
)
= −
√
Ωc
√
Ω. (4.76)
The result of exercise 7 then implies that the zero momentum tachyon state c1|0〉 has L0 eigenvalue
−1, as can be easily checked from (4.61).
Derivations of an associative algebra come in two kinds: inner derivations, which take the form
of a commutator with some element of the algebra, and outer derivations, which do not. It appears
that L− is an inner derivation, since we can define a string field L−L |I〉 which satisfies
L−X =
[
L−L |I〉, X
]
. (4.77)
In the sliver coordinate frame, L−L |I〉 is an infinitesimally thin strip containing 2zT (z) integrated
vertically on the imaginary axis. The subscript L is an old notation, and denotes “left.” To explain,
let O be an operator defined by a contour integral of a holomorphic operator φ(ξ) around the unit
circle:
O =
∮
|ξ|=1
dξ
2pii
w(ξ)φ(ξ), (4.78)
where w(ξ) is a weight function which is holomorphic in the vicinity of the unit circle. The left
half of this operator is defined by the portion of the contour on the positive half of the unit circle:
OL =
∫
|ξ|=1,Re(ξ)>0
dξ
2pii
w(ξ)φ(ξ). (4.79)
We may define the right half similarly. The state L−L |I〉 is the same as the left half of L− acting
on the identity string field.
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Exercise 11. Show that K = pi
2
(L1 + L−1)L|I〉.
There is an important complication with extracting the left half of an operator. The contour on
the positive half of the unit circle is pinned to the midpoint at ±i. This means that repeated
application of OL is not guaranteed to be well-defined, since contours cannot be deformed away
from each other at the midpoint in case of singularities in the OPE of φ(ξ) with itself. A notable
example of this problem occurs with the BRST operator. We can try to represent it as an inner
derivation using a string field QL|I〉:
QX =
[
QL|I〉, X
]
. (4.80)
In the sliver frame, QL|I〉 is an infinitesimally thin strip containing a contour insertion of the BRST
current along the imaginary axis. However, the OPE of two BRST currents contains a third order
pole, and this renders repeated application of QL undefined. The state QL|I〉 was proposed long
ago as an analytic solution of open bosonic SFT [27], but for this reason the solution is not well-
behaved and does not appear to be physically meaningful. The BRST operator should really
be understood as an outer derivation. However, in more general cases splitting operators into
halves may be unproblematic if the weight function w(ξ) vanishes fast enough at the midpoint to
compensate for singular OPEs. How quickly it needs to vanish is a delicate question in general, but
it appears that splitting L1 +L−1—as needed for the string field K—does not encounter problems.
The weight function of L1 + L−1 vanishes quadratically at the midpoint. The weight function for
L− does not vanish quite as fast, only as x2 lnx. Finite powers of L−L |I〉 appear to be well-defined.
However, ambiguities appear if we consider nonpolynomial combinations. Consider the object
λ
1
2
L−L |I〉Ωα, λ > 0. (4.81)
This is called a slanted wedge [28]. In the sliver frame it can be visualized as a strip of width α—
like a wedge state—but the parameterization differs between the left and right vertical edges. On
the left edge the parameterization has been scaled relative to the right by a factor of λ, so the
Scho¨dinger functional is formally expressed as
Ω[lµ(λαy), rµ(αy)]. (4.82)
The Schro¨dinger representation however is imprecise, and in this case is hiding an important
subtlety. If a slanted wedge is a string field, it must at least be possible to extract its coefficients
in the Fock space expansion. This requires evaluating the trace, which glues the left and right
edges of the semi-infinite strip with a “slanted”
identification. The resulting surface, however,
is not conformally equivalent to the upper half
plane, but rather to an annulus. If we fix
the origin of the sliver coordinate z on the
slanted wedge to coincide with the intersection
between the right vertical edge and the open
string boundary, the conformal transformation
to the annulus is given by [28]
ζ(z) = exp
[
2pii
lnλ
ln
(
(λ− 1)z
α
+ 1
)]
. (4.83)
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The annulus is bounded by two concentric circles. If λ > 1, the outer circle has radius 1 and
represents the open string boundary, whereas the inner circle has radius e−
pi2
lnλ and is the image of
the midpoint at +i∞ in the sliver coordinate frame. In particular, the “midpoint” of a slanted
wedge is actually a nontrivial closed curve. The Fock space coefficients of a slanted wedge are
not defined unless we fix boundary conditions for the worldsheet fields on the inner circle, which
effectively requires specifying a (possibly off-shell) closed string state. For this reason a slanted
wedge is not defined as string field by itself, though they are useful objects to think about in
connection to loop amplitudes [28] and the boundary state [19]. The implication is that L−L |I〉
is also not really a string field. Therefore L− appears to be an outer derivation, like the BRST
operator.
4.3 KBc Subalgebra
Now we introduce a subalgebra of wedge states with insertions which is sufficient to find analytic
solutions for the tachyon vacuum. It is natural to guess that the subalgebra should include the
zero momentum tachyon state
c1|0〉 = pi
2
√
Ωc
√
Ω, (4.84)
since this is the most important fluctuation field of the D-brane which acquires expectation value
after tachyon condensation. Therefore we can consider a subalgebra given by products of string
fields K and c. However, this subalgebra is not rich enough to describe interesting tachyon vacuum
solutions. The crucial additional ingredient was introduced through considerations of gauge fixing.
In level truncation, the tachyon vacuum is found after fixing Siegel gauge
b0Ψ = 0. (4.85)
The problem is that once we have b0 we must also consider L0. L0 does not operate inside
the subalgebra of wedge states, but generates an unfathomably larger algebra which is poorly
understood. However, we have seen that the analogue of L0 in the sliver frame does operate within
the wedge algebra. This suggests that we consider the gauge
B0Ψ = 0, (4.86)
where B0 = fS ◦ b0 is the b-ghost analogue of L0. This is called Schnabl gauge. The BPZ odd
combination
B− = B0 − B?0 (4.87)
is a derivation of the open string star product and annihilates the trace, for essentially the same
reasons as L− does. One can check that
1
2
B−K = B, (4.88)
where B is a new string field analogous to K but defined by a vertical contour insertion of the
b-ghost. We have the relations
B0X = 1
2
B−X + 1
2
(BX + (−1)|X|XB), (4.89)
B0
(√
ΩX
√
Ω
)
=
√
Ω
(
1
2
B−X
)√
Ω. (4.90)
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The fields K, B and c are together enough to find solutions for the tachyon vacuum. This is called
the KBc subalgebra.
We have
K = Grassmann even; gh# 0;
B = Grassmann odd; gh# − 1;
c = Grassmann odd; gh# 1; (4.91)
and
1
2
L−K = K, 1
2
B−K = B,
1
2
L−B = B, 1
2
B−B = 0,
1
2
L−c = −c, 1
2
B−c = 0. (4.92)
The fields are real,
K‡ = K, B‡ = B c‡ = c. (4.93)
We have the important relations
[K,B] = 0, B2 = c2 = 0, [B, c] = 1, (4.94)
QK = 0, QB = K, Qc = cKc. (4.95)
The last three imply that the KBc subalgebra is closed under the action of the BRST operator.
This is a prerequisite to finding a solution to QΨ + Ψ2 = 0 in this subalgebra. Most of these
relations are easily verified by the appropriate contour deformations inside correlation functions
on the cylinder. The computation of Qc however merits additional comment. Acting Q on c gives
a string field defined by an infinitesimally thin strip containing c∂c(0) at the origin. The operator
∂c(0), however, is different from c(0) so at first it looks like we need to extend the KBc subalgebra.
However, note that
∂c(0) =
∮
0
dz
2pii
T (z)c(0)
=
∫ i∞+
−i∞+
dz
2pii
T (z)c(0)− c(0)
∫ i∞−
−i∞−
dz
2pii
T (z). (4.96)
The final expression can be represented as a commutator with the string field K. Therefore we
can write
∂c = [K, c]. (4.97)
There are two senses we can view this equation. We can introduce a new string field ∂c defined by
an infinitesimally thin strip containing ∂c(0) at the origin. This equation then implies a nontrivial
algebraic relation between the new field ∂c and the old fields K and c. Another interpretation is
that this equation is merely a definition of the operator ∂ (in this case acting on c). The relation
between ∂ and the derivative with respect to the sliver coordinate is an accidental consequence of
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the realization of the KBc subalgebra we happen to be discussing. In any case, if Qc = c∂c we
also have
Qc = c[K, c] = cKc. (4.98)
where in the last step we used c2 = 0.
Now that we have a simple algebraic setup, it is hard to resist playing around a bit and seeing
if we can find any solutions. You might notice that the field c itself almost looks like a solution,
except for the factor of K which appears between the two cs when computing the BRST variation.
This can be remedied by multiplying by K. Therefore
Ψ = −cK (4.99)
is a solution to the equations of motion. This is an example of a so-called residual solution.
Residual solutions are interesting as a kind of foil to test how analytic solutions work, but for
present purposes it is enough to say that they are not physically meaningful. However, if we
simply add c we get something more interesting:
Ψ = c(1−K). (4.100)
This is a solution for the tachyon vacuum. Unfortunately the solution is not normalizable, in a
similar way as the identity string field, and we cannot meaningfully compute the action to verify
Sen’s conjecture. If we substitute the solution into the action we encounter formal correlation
functions on cylinders with vanishing circumference. These cannot be mapped to the upper half
plane without regularizing the vanishing circumference, and the result depends on how the reg-
ularization is implemented. But there is another way to check that the solution represents the
tachyon vacuum. We can see if it supports nontrivial physical fluctuations. For this we investigate
the cohomology of the shifted kinetic operator
QΨ = Q+ [c(1−K), · ]. (4.101)
It is interesting to consider how this operator acts on the string field B:
QΨB = K + [c, B](1−K)
= K + 1−K
= 1. (4.102)
Given a linearized fluctuation around the solution
QΨϕ = 0, (4.103)
we can therefore write
ϕ = 1 ∗ ϕ = (QΨB)ϕ = QΨ(Bϕ). (4.104)
This implies that all QΨ-closed states are QΨ exact, and the cohomology is empty. Note that the
cohomology is empty at all ghost numbers, not just ghost number 1 which would be enough to
exclude linearized fluctuations. For tachyon vacuum solutions in the KBc subalgebra, the absence
of cohomology is generally demonstrated by finding a string field A satisfying
QΨA = 1. (4.105)
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The string field A is often called a homotopy operator.
We can ask about the cohomology around the residual solution −cK. Following (4.102) one
can show that
Q−cKB = 0. (4.106)
Thus the string field B is Q−cK-closed. In the KBc subalgebra it cannot be exact, since there
are no states at ghost number −2., If B remains nontrivial in the cohomology in the full open
string star algebra, this implies that the residual solution supports cohomology at ghost number
−1. There are no conventional open string worldsheet theories with this property.
For computing the energy of tachyon vacuum solutions, we need to be able to evaluate the
trace of elements of the KBc subalgebra. Let us start by computing
Tr(Ωα1cΩα2cΩα3c) = 〈c(z1)c(z2)c(z3)〉CL . (4.107)
On the right we reexpressed the trace as a correlation function on the cylinder. The circumference
of the cylinder and the position of the c-ghost insertions is related to the wedge parameters through
L = α1 + α2 + α3, (4.108)
z2 = α3 + z3, (4.109)
z1 = α2 + α3 + z3. (4.110)
The position z3 is determined by a choice of origin on the cylinder CL, which is not specified by the
wedge parameters. In any case, rotational symmetry of the cylinder ensures that the correlator is
independent of the choice of origin. We map from the cylinder to the upper half plane using
f−1L (z) = tan
piz
L
, (4.111)
which leads to
〈c(z1)c(z2)c(z3)〉CL =
〈
f−1L ◦
(
c(z1)c(z2)c(z3)
)〉
UHP
=
(
L
pi
)3 (
cos2
piz1
L
)(
cos2
piz2
L
)(
cos2
piz3
L
)〈
c
(
tan
piz1
L
)
c
(
tan
piz2
L
)
c
(
tan
piz3
L
)〉
UHP
.
(4.112)
The correlator of three c ghosts on the upper half plane is given by (with choice of normalization)
〈c(ξ1)c(ξ2)c(ξ3)〉UHP = ξ12ξ13ξ23, (4.113)
where ξ12 = ξ1 − ξ2 and so on. Plugging this into the previous formula and using trigonometric
identities gives
〈c(z1)c(z2)c(z3)〉CL =
(
L
pi
)3
sin
piz12
L
sin
piz13
L
sin
piz23
L
. (4.114)
The trace of a general state in the KBc subalgebra can be found by computing the correlator
Tr(Ωα1cΩα2cΩα3cΩα4cB) = 〈c(z1)c(z2)c(z3)c(z4)B〉CL , (4.115)
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where the circumference and c-ghost positions are related to the wedge parameters in a similar
way as (4.110), and the operator B in the correlation function represents a vertical line integral of
the b-ghost passing directly on the negative side of z4. Without loss of generality we may assume
that only a single B insertion appears in the correlator, since if two or more appear we can reduce
to one by commuting past the cs and using B2 = 0. To evaluate the trace of a general state in
the KBc algebra it will also be necessary to take continuous superpositions of the correlator with
varying wedge parameters. One way to compute the correlator is to use B− invariance of the trace
Tr
(
1
2
B−(Ωα1cΩα2cΩα3cΩα4c)
)
= 0. (4.116)
Acting with 1
2
B− produces four terms with a B accompanying each wedge state. Commuting all
of the Bs to the right then gives a formula for the correlator with four cs and one B in terms of
correlators with only three cs. In this way we obtain
〈c(z1)c(z2)c(z3)c(z4)B〉CL =
L2
pi3
(
z1 sin
piz23
L
sin
piz24
L
sin
piz34
L
− z2 sin piz13
L
sin
piz14
L
sin
piz34
L
+z3 sin
piz12
L
sin
piz14
L
sin
piz24
L
− z4 sin piz12
L
sin
piz13
L
sin
piz23
L
)
. (4.117)
Exercise 12. Do this calculation.
An equivalent useful formula (corrected from [29]) is
〈c(z1)c(z2)c(z3)c(z4)B〉CL =
L2
4pi3
(
z14 sin
2piz23
L
+ z23 sin
2piz14
L
− z13 sin 2piz24
L
−z24 sin 2piz13
L
+ z12 sin
2piz34
L
+ z34 sin
2piz12
L
)
. (4.118)
Setting z14 = L we can derive as a special case
〈c(z1)c(z2)c(z3)〉CL =
1
4
(
L
pi
)3(
sin
2piz12
L
− sin 2piz13
L
+ sin
2piz23
L
)
. (4.119)
5 Lecture 3: Analytic Solutions
In this lecture we describe the most widely studied analytic solutions of Witten’s open bosonic SFT.
This includes Schnabl’s solution for the tachyon vacuum [2]; Schnabl gauge solutions for marginal
deformations [30, 31]; the simple tachyon vacuum [32]; the solution of Kiermaier, Okawa, and Soler
[33], further generalized to arbitrary time-independent backgrounds in [34]; and the solution for the
Wilson line deformation introduced by Fuchs, Kroyter, and Potting [35] and further generalized
to arbitrary marginal deformations by Kiermaier and Okawa [36].
Two important solutions which we do not discuss are the identity-like marginal and tachyon
vacuum solutions of Takahashi and Tanimoto [37, 38]. These were in fact the first “physical”
analytic solutions discovered in open bosonic SFT, though they are not normalizable. However,
using wedge-based techniques it is possible to construct variants of these solutions which are
normalizable [39, 40].
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Most of these solutions have analogues in open superstring field theory in the Wess-Zumino-
Witten-like formulation [10]. The analogue of Schnabl gauge marginal deformations is given in
[41, 42, 43]; of the Kiermaier, Okawa, Soler marginal solution in [44]; of the marginal solutions of
Fuchs, Kroyter, and Potting and of Kiermaier and Okawa in [45, 46]. All of these (excepting [43])
are derived from the corresponding solutions of the bosonic string following a simple recipe [41, 45].
Nonperturbative solutions are much more challenging to find, and at present the only example is
the tachyon vacuum of [47]. This may be considered analogous to the simple tachyon vacuum
of [32]. As yet there is no well-understood analogue of Schnabl’s solution for the superstring.
5.1 Schnabl’s Solution
We will give a derivation of Schnabl’s solution which is rather different from the original approach,
but is more direct from the perspective of our development. We look for solutions among states
in the KBc subalgebra satisfying the Schnabl gauge condition
B0Ψ = 0. (5.1)
A fairly general class of such states takes the form
Ψ =
√
ΩcBG(K)c
√
Ω. (5.2)
The completely general state in Schnabl gauge is more elaborate, but this ansatz turns out to be
enough to find the solutions. To verify the Schnabl gauge condition, note
B0
(√
ΩcBG(K)c
√
Ω
)
=
√
Ω
1
2
B−(cBG(K)c)
√
Ω. (5.3)
Recall that B− acts as a derivation and annihilates B and c. The only possible contribution appears
when B− acts on G(K), giving
1
2
B−G(K) = BG′(K). (5.4)
However, this does not contribute due to B2 = 0. Next we plug the ansatz into the equations of
motion to fix the form of G(K):
QΨ = −
√
ΩcKBcG(K)c
√
Ω +
√
ΩcBG(K)cKc
√
Ω, (5.5)
Ψ2 =
√
ΩcBG(K)cΩG(K)c
√
Ω−
√
ΩcBΩG(K)cG(K)c
√
Ω. (5.6)
Thinking a moment, it is clear that the equations of motion are equivalent to the following func-
tional equation for G(K):
−K1G(K2) +G(K1)K2 +G(K1)e−K2G(K2)− e−K1G(K1)G(K2) = 0. (5.7)
Since there are two variables K1, K2 and only one undetermined function G(K), this equation
looks over constrained. Still there is a solution. After some algebra we can rewrite this as
G(K1)
K1 + e−K1G(K1)
=
G(K2)
K2 + e−K2G(K2)
. (5.8)
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Since the left hand side is a function only of K1, and the right hand side a function of K2, the only
way this can be consistent is if both sides are equal to a constant, which we call λ:
G(K)
K + ΩG(K)
= λ. (5.9)
This implies
G(K) =
λK
1− λΩ , (5.10)
and
Ψλ = λ
√
Ωc
KB
1− λΩc
√
Ω. (5.11)
We have a 1-parameter family of KBc solutions in Schnabl gauge. Incidentally, the solution
satisfies the reality condition
Ψ‡λ = Ψλ (5.12)
if λ is real. Since K,B and c are real string fields, the reality condition amounts to the statement
that the solution reads the same way from the left as from the right.
Note that if λ = 0 we obtain the trivial solution
Ψλ=0 = 0. (5.13)
This is the perturbative vacuum—the configuration where all fluctuations fields vanish, and the
D-brane defining the SFT is undisturbed. If λ is small we can expand the solution perturbatively:
Ψλ = λ
√
ΩcKBc
√
Ω +O(λ2). (5.14)
The leading order contribution is BRST exact:√
ΩcKBc
√
Ω = Q
(√
ΩBc
√
Ω
)
. (5.15)
This means that, for sufficiently small λ, the solution represents a deformation of the perturbative
vacuum by a trivial element of the BRST cohomology. Physically, this represents no deformation
at all, and for small enough λ the solution is pure gauge. It is a little strange to find more than one
solution for the perturbative vacuum in Schnabl gauge. Apparently, the Schnabl gauge condition
does not completely fix the gauge.
What we wanted to find is a solution for the tachyon vacuum. We can hope that the tachyon
vacuum will appear for large enough λ. One way to tell if we have a tachyon vacuum solution is
if there is a homotopy operator,
QΨλAλ = 1, (5.16)
which trivializes the cohomology. Assuming the homotopy operator can be found in the KBc
subalgebra, it must take the form
Aλ = BH(K) (5.17)
for some H(K). Now we can try to solve:
1 = QΨλAλ
= Q
(
BH(K)
)
+
√
ΩcBG(K)c
√
ΩBH(K) +BH(K)
√
ΩcBG(K)c
√
Ω
= KH(K) +
√
ΩcBG(K)H(K)
√
Ω +
√
ΩH(K)G(K)Bc
√
Ω
= H(K)(K + ΩG(K)) +
√
Ω[H(K)G(K), Bc]
√
Ω
=
1
λ
H(K)G(K) +
√
Ω[H(K)G(K), Bc]
√
Ω, (5.18)
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where in the last step we used (5.9). The two terms are linearly independent. The first term should
be equal to the identity string field, and the second must vanish. Both conditions are satisfied if
H(K) = λ/G(K), in other words
H(K) =
1− λΩ
K
. (5.19)
Now it looks like we have a solution for any λ (even λ = 0!) and therefore the cohomology should
always be trivial. But we have to be careful to make sure H(K) makes sense as a string field.
In fact, H(K) has a pole at K = 0 and is therefore divergent in
the C∗ norm (4.48) except when λ = 1, where
||H(K)||C∗ = 1 (λ = 1). (5.20)
To see that the pole should be taken seriously, consider the homo-
topy operator at λ = 0:
Aλ=0 =
B
K
. (5.21)
This is just an algebraic expression; the question is whether it can be defined as a string field. It is
natural to suppose that the inverse of K can be defined through the Schwinger parameterization
as an integral over all wedge states
B
K
?
= B
∫ ∞
0
dαΩα. (5.22)
The integral by itself is divergent, since wedge states approach a constant—the sliver state—for
large wedge parameter. This looks bad, but the question is actually more subtle since the integral
is multiplied by B.
Exercise 13. Show that
BΩα ∼ O
(
1
α3
)
(5.23)
for large α by finding the operator φ of lowest scaling dimension such that 〈φ,BΩα〉 is nonzero.
The result of this exercise implies that (5.22) is actually a finite state in the Fock space; at the
upper limit the integrand goes as 1/α3, and is integrable. The problem with (5.22) is more basic;
it does not define a homotopy operator for Q:
Q
(
B
K
)
=
∫ ∞
0
dαKΩα = −
∫ ∞
0
dα
d
dα
Ωα = 1− Ω∞. (5.24)
The presence of the sliver state negates the construction. It turns out that any wedge state has a
Fock space expansion of the form
Ωα = |0〉+ (total Virasoro descendants of the vacuum). (5.25)
This reflects the fact that a strip of width α can be mapped into the unit half-disk by a conformal
transformation, which in the operator formalism is implemented by total Virasoro generators. The
descendant terms are BRST exact since total Virasoros can be derived by BRST variation of b
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ghosts. The only piece which is nontrivial in the cohomology is the vacuum |0〉. This precisely
cancels between the identity and sliver in (5.24), and there is no difficulty expressing what remains
in BRST exact form. For generic λ we can still formally write the homotopy operator by defining
the inverse of K through the Schwinger parameterization
Aλ = B
1− λΩ
K
= B
(
λ
∫ 1
0
dαΩα + (1− λ)
∫ ∞
0
dαΩα
)
. (5.26)
The second term, with integration out to the sliver state, is the problematic contribution and is
absent precisely when λ = 1. Thus at λ = 1 open string excitations are absent and
ΨSch =
√
Ωc
KB
1− Ωc
√
Ω (5.27)
is a solution for the tachyon vacuum. This is Schnabl’s solution. The homotopy operator is
ASch = B
1− Ω
K
= B
∫ 1
0
dαΩα. (5.28)
and contains a continuous superposition of wedge states from the identity up to the SL(2,R)
vacuum.
One thing we did not address is the nature of the state between the cs in the Schnabl gauge
solution. This actually turns out to be tricky. We can write
G(K) = λK +
λ2KΩ
1− λΩ . (5.29)
This state has infinite C∗ norm for any λ due to the linear growth of the first term towards K =∞.
Indeed, the string field K is singular in a similar way as the identity string field. In the present
context this is not a concern, since the state (together with ghost insertions) appears multiplied
by the SL(2,R) vacuum in the solution, which effectively tames the singularity (see subsection 6.2
for more explanation). We therefore focus on the second term. It is clear that the C∗ norm will
be finite if the denominator does not have a zero for positive K. Since e−K is less than one, this
can only happen if λ is greater than one. Therefore∣∣∣∣∣∣∣∣ λ2KΩ1− λΩ
∣∣∣∣∣∣∣∣
C∗
= finite, iff λ ≯ 1. (5.30)
The tachyon vacuum sits just on the edge of singularity at λ = 1, but the norm is still finite:∣∣∣∣∣∣∣∣ KΩ1− Ω
∣∣∣∣∣∣∣∣
C∗
= 1. (5.31)
It is interesting to comment on one of the most puzzling aspects of Schnabl’s solution. If λ is even
infinitesimally different from 1, the solution is pure gauge. But the solution as a state in the Fock
space does not change that much. From the point of view of the C∗ norm, however, the difference
is huge:
lim
λ→1−
∣∣∣∣∣∣∣∣ KΩ1− Ω − λ2KΩ1− λΩ
∣∣∣∣∣∣∣∣
C∗
= 1. (5.32)
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The states converge to each other pointwise as functions of K except at K = 0, where the first
is always 1 and the second always zero. From this point of view it seems that the solution for λ
slightly different from 1 is “missing” the sliver state. We will come back to this shortly. It is also
worth noting that the limit λ → 1 does not converge as a Cauchy sequence in the C∗ norm, in
the same way as the sliver limit does not converge. This demonstrates that, with the appropriate
notion of distance in the wedge algebra, the pure gauge solutions are far away from the tachyon
vacuum.
From the point of view of bounded, continuous functions of K ≥ 0 the Schnabl gauge solution
exists for any λ not greater than 1. But from the point of view of bounded, analytic functions
of Re(K) > 0 there are further restrictions and a complication. To have finite D2 norm we must
require that 1 − λΩ has no zeros for non-negative Re(K). There are an infinite number of zeros
located at
Kzero = ln |λ|+ i arg λ+ 2piin, n ∈ Z. (5.33)
If |λ| is strictly less than 1, the zeros do not enter the non-negative half of the complex K plane.
Therefore ∣∣∣∣∣∣∣∣ λ2KΩ1− λΩ
∣∣∣∣∣∣∣∣
D2
= finite, iff |λ| < 1. (5.34)
The problem is that the tachyon vacuum lies just outside this interval. The function KΩ
1−Ω has an
infinite number of poles on the imaginary axis, and is not bounded for Re(K) ≥ 0. It is not totally
clear whether this should indicate that Schnabl’s solution is singular. But it does imply that there
will be some complications defining the solution as a superposition of wedge states.
One possible way to define the state K/(1− Ω) is through its Taylor series around the origin.
In fact, this is the generating function for Bernouli numbers, so the solution can be written
ΨSch =
∞∑
n=0
(−1)nBn
n!
√
ΩcBKnc
√
Ω (5.35)
=
√
Ωc
√
Ω− 1
2
√
ΩcKBc
√
Ω +
1
12
√
ΩcK2Bc
√
Ω + ... . (5.36)
Each term in this expansion is an eigenstate of L0:
L0
(√
ΩcKnBc
√
Ω
)
= (n− 1)
√
ΩcBKnc
√
Ω. (5.37)
This defines the so-called L0 level expansion of the solution. This can be seen as analogous to the
Fock space expansion into a basis L0 eigenstates—the ordinary level expansion—but formulated in
the sliver frame. We will define the level of a state in the L0 level expansion to be its L0 eigenvalue;
this convention differs from the ordinary level expansion, where typically the level is defined with a
shift so that the zero momentum tachyon has level 0. Therefore the L0 level expansion of Schnabl’s
solution starts at level −1 with the zero momentum tachyon state c1|0〉, multiplied by a coefficient
2/pi ≈ 0.64. For comparison, the coefficient of the zero momentum tachyon in the ordinary level
expansion of the Siegel gauge tachyon vacuum is ≈ 0.54. It is interesting to investigate the L0
level expansion of the Schnabl gauge solutions when λ 6= 1:
Ψλ =
λ
1− λ
√
ΩcKBc
√
Ω− λ
2
(1− λ)2
√
ΩcK2Bc
√
Ω + ... . (5.38)
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The zero momentum tachyon is now absent from the expansion, and the leading state at level 0
is trivial in the BRST cohomology. More interestingly, the L0 level expansion is divergent in the
limit λ→ 1; this is another way to see that the tachyon vacuum and pure gauge solutions are “far
away” from each other.
Unfortunately the L0 level expansion does not give a fully adequate definition of the solution.
One way to see this is to consider the L0 level expansion of an inverse wedge state:
Ω−1 =
∞∑
n=0
2n
n!
√
ΩKn
√
Ω. (5.39)
Aside from signs, this is the same as the L0 expansion of Ω3. Obviously, Ω3 is an ordinary wedge
state while Ω−1 is not normalizable. So the existence of the L0 level expansion is not enough to tell
us that the string field is well-behaved. Therefore we look for a different way to define Schanbl’s
solution. One possibility is to define it through the geometric series
K
1− Ω =
∞∑
n=0
KΩn. (5.40)
One might worry whether this sum converges. In fact it converges in the Fock space, since KΩα
vanishes as 1/α3 for large α (in a similar way as BΩα). But you might notice that the L0 level
expansion of the solution expressed in this form does not work out correctly; each term in the
geometric series is proportional to K, so the zero momentum tachyon never appears. A related
observation is that each term in the sum vanishes at K = 0, while the right hand side is equal to
1 at K = 0. The sum however converges to the right hand side pointwise for K > 0. Therefore
it appears that the sum is missing the sliver state. To see how to account for this, we note the
identity
K
1− Ω =
N∑
n=0
KΩn +
K
1− ΩΩ
N+1. (5.41)
We truncated the sum, leaving a finite remainder. For an ordinary function the remainder would
for most purposes be ignorable for large N , but presently the remainder approaches the sliver
state, which is nonvanishing. To make this identity non-circular we can expand the remainder in
terms of Bernoulli numbers
K
1− Ω =
N∑
n=0
KΩn +
∞∑
n=0
(−1)nBn
n!
KnΩN+1. (5.42)
For large N the higher powers of K acting on ΩN+1 are suppressed. In practice it appears to be
enough to keep the zeroth term and make the identification
K
1− Ω = limN→∞
[
N∑
n=0
KΩn + ΩN
]
. (5.43)
This limit should be understood in a special sense. Given an expression which depends on Schnabl’s
solution, each appearance of K/(1 − Ω) should be replaced by the expression in brackets above
for a single common N . One then performs the calculation at finite N , and the limit N → ∞
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is taken only as a final step. This prescription is good enough to get the correct value for the
on-shell action as predicted by Sen’s conjecture, but in more general contexts it is not clear if it
is sufficient. In as far as this prescription is applicable, this leads to an expression for Schnabl’s
solution
ΨSch = lim
N→∞
[
N∑
n=0
√
ΩcKBΩnc
√
Ω +
√
ΩcBΩNc
√
Ω
]
. (5.44)
To make contact with the original notation of [2], define the state
ψn =
√
ΩcBΩnc
√
Ω. (5.45)
Schnabl’s solution is then written as
ΨSch = lim
N→∞
[
ψN −
N∑
n=0
d
dn
ψn
]
. (5.46)
The first piece ψN is the famous phantom term of Schnabl’s solution. The mystery of the phantom
term comes from the fact that it vanishes as a state in the Fock space in the large N limit. This
follows from the result of excercise 13. However, in a sense it is the most physically important
part of Schnabl’s solution. It gives the sole contribution to the zero momentum tachyon in the L0
level expansion, and the remaining terms can be seen as remnants of a pure gauge solution.
It was shown by Okawa [4] that Schnabl gauge solutions in theKBc subalgebra can be expressed
explicitly as a finite gauge transformation of the perturbative vacuum:
Ψλ = U
−1QU, U =
1
1− λ√ΩBc√Ω . (5.47)
Exercise 14. Prove this formula.
This expression must somehow be problematic at λ = 1. By expanding the denominator we can
write
U = 1 + λ
√
Ω
1
1− λΩBc
√
Ω. (5.48)
The factor 1/(1 − λΩ) develops a pole at K = 0 in the limit λ → 1. Therefore the gauge
transformation becomes singular. This singularity is closely related to the presence of a phantom
term in the solution, as we will discuss in subsection 6.3.
With proper care for the phantom term, the action evaluated on Schnabl’s solution gives the
correct D-brane tension as predicted by Sen’s conjecture. The original calculation is technical so
we do not present it here. We give an alternative derivation in subsection 6.3. Instead we will
compute the Ellwood invariant. Since there are no D-branes at the tachyon vacuum, the closed
string 1-point function on a disk should vanish. This means that the Ellwood invariant should
evaluate to
TrV(ΨSch) = −A0(V). (5.49)
To demonstrate this we need to evaluate the trace of the ψn terms in Schnabl’s solution:
TrV(ψn) = TrV(ΩcBΩnc). (5.50)
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To simplify the ghosts we use B− invariance of the trace:
0 = TrV
(
1
2
B−(ΩcΩnc)
)
= −TrV(ΩBcΩnc) + nTrV(ΩcBΩnc)
= −TrV(Ωn+1c) + (n+ 1) TrV(ΩcBΩnc). (5.51)
Next we scale the cylinder in the first term down to unit circumference:
TrV(Ωn+1c) = TrV
((
1
n+ 1
) 1
2
L−
(Ωn+1c)
)
= (n+ 1) TrV(Ωc). (5.52)
Together with the previous equation, this implies
TrV(ψn) = TrV(Ωc). (5.53)
The Ellwood invariant for Schnabl’s solution is
TrV(ΨSch) = lim
N→∞
[
TrV(ψN)−
n∑
n=0
d
dn
TrV(ψn)
]
. (5.54)
From (5.52), the trace of ψn is independent of n. Therefore the sum vanishes identically, and the
sole contribution comes from the phantom term:
TrV(ΨSch) = TrV(Ωc). (5.55)
Note that the pure gauge solutions only have the sum (with terms multiplied by λn+1), and
no phantom contribution. In this case the Ellwood invariant evaluates to zero, as expected for
the perturbative vacuum. We also see that the phantom term gives the physically important
contribution to the Ellwood invariant, and while it vanishes in the Fock space, it can be nonzero
in the context of some calculations. To compare (5.55) to the disk 1-point function, we map the
cylinder to the unit disk with the transformation
f(z) = e2piiz. (5.56)
This gives
TrV(ΨSch) = 〈ccV m(i∞,−i∞)c(0)〉C1
=
1
2pii
〈ccV m(0, 0)c(1)〉disk
= − 1
2pii
〈V m(0, 0)〉matterdisk
= −A0(V), (5.57)
where in the last step we noted that the c ghost correlator evaluates to −1.
Given a Fock space basis |φi〉 and a dual basis |φi〉, the Fock space expansion of Schnabl’s
solution is given by
ΨSch =
∑
i
|φi〉Tr
(√
Ω(fS ◦ φi)
√
ΩΨSch
)
. (5.58)
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We have not developed the right formalism to make computations of coefficients to high level
efficient. The main technicality is in computing the conformal transformation of highly descendant
vertex operators. The systematics of this are most often dealt with in the operator formalism, used
extensively in Schnabl’s original paper. The motivation for such computations is to compare to
solutions derived in Siegel gauge level truncation, and to test convergence of the action level by level
given the exact coefficients of the tachyon condensate. Such analysis ultimately gets into numerics
and is not the primary focus of these lectures. The result is that Schnabl’s solution appears to
behave well in the Fock space expansion. The infinite D2 norm and the associated subtleties with
the phantom term do not translate to noticeable problems in the Fock space. In fact, the pure
gauge solutions for |λ| < 1 appear to be less well-behaved in the Fock space expansion. The
action evaluated on such solutions should tend to zero level by level, but convergence is at best
extremely slow [48], especially as λ approaches 1. In a different direction, it is also possible to
derive a numerical solution for the tachyon vacuum in Schnabl gauge using the level truncation
scheme [49]. The action converges to the expected value quite well, but the coefficients of the
numerical solution do not match the analytic values with kind of precision that might have been
hoped for.
While computation of descendant states becomes technical, for primaries it is straightforward.
For the tachyon vacuum, the only primary operator which acquires expectation value is the zero
momentum tachyon c(0). The dual vertex operator is −c∂c(0). Therefore the coefficient of the
tachyon state
ΨSch = Tc1|0〉+ higher levels (5.59)
is given by
T = −pi
2
Tr
(√
Ωc∂c
√
ΩΨSch
)
. (5.60)
To compute this we evaluate the overlap with ψn using (4.117):
−pi
2
Tr(
√
Ωc∂c
√
Ωψn) = −pi
2
Tr
(
ΩncΩc∂cΩcB
)
= −n+ 2
pi
sin2
pi
n+ 2
(
n+ 2
2pi
sin
2pi
n+ 2
− 1
)
. (5.61)
From the Taylor series of the sine, the first factor goes as 1/n for large n, while the second factor
vanishes as 1/n2. In total the tachyon coefficient for ψn vanishes as 1/n
3 for large n, confirming
the result of exercise 13 and that the phantom term vanishes in the Fock space. Summing the
derivatives of ψn then gives the tachyon coefficient for Schnabl’s solution:
T =
∞∑
n=0
d
dn
[
n+ 2
pi
sin2
pi
n+ 2
(
n+ 2
2pi
sin
2pi
n+ 2
− 1
)]
≈ 0.55. (5.62)
This is very similar to T ≈ 0.54 derived for the Siegel gauge condensate in level truncation. We
can similarly derive the tachyon coefficient for pure gauge solutions:
T (λ) =
∞∑
n=0
λn+1
d
dn
[
n+ 2
pi
sin2
pi
n+ 2
(
n+ 2
2pi
sin
2pi
n+ 2
− 1
)]
. (5.63)
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The sum converges for |λ| ≤ 1, but the rate of convergence for |λ| strictly less than 1 is exponential
while at |λ| = 1 it converges only as a sum of 1/n4. This has interesting consequence for the nature
of the limit λ→ 1. While the limit is continuous, it is not differentiable; in particular
d3
dλ3
T (λ) (5.64)
diverges as a harmonic series as λ approaches 1. In this sense, even in the Fock space it can be seen
that the tachyon vacuum is a special configuration among Schnabl gauge solutions in the KBc
subalgebra.
5.2 Schnabl Gauge Marginal Deformations
We now describe analytic solutions for marginal deformations in Schnabl gauge. These correspond
to deformations of the reference D-brane given by moving along flat directions in the string field
potential. At linearized order, such solutions are represented by a nontrivial element of the BRST
cohomology, which we assume takes the form
Ψmarg = cV (0)|0〉+ nonlinear corrections, (5.65)
where V (x) is a boundary matter primary of weight 1. If we introduce a string field V defined by
an infinitesimally thin strip containing V (0) at the origin, we can write
Ψmarg =
√
ΩcV
√
Ω + nonlinear corrections. (5.66)
Some important properties of V are
Q(cV ) = 0,
1
2
L−V = V, 1
2
B−V = 0. (5.67)
The second property says that V has scaling dimension 1 in the sliver frame, and the third property
holds because V (x) is a matter operator. For the same reason
[B, V ] = [c, V ] = 0. (5.68)
Often we multiply V by a constant λ corresponding to the expectation value of the field generated
by the vertex operator. To avoid proliferation of λs in formulas, we will absorb this constant into
the normalization of V by writing
V = λV̂ , (5.69)
where V̂ is defined with a fixed normalization. The solution can be expanded perturbatively
Ψmarg = Ψ1 + Ψ2 + Ψ3 + ..., (5.70)
where Ψn contains n insertions of V . These represent nonlinear corrections that account for the
fact that the field generated by cV has finite expectation value. Matching terms that contain the
same number of V s, the equations of motion imply
QΨ1 = 0, (5.71)
QΨ2 + Ψ
2
1 = 0, (5.72)
QΨ3 + Ψ1Ψ2 + Ψ2Ψ1 = 0, (5.73)
... .
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There may be obstruction to solution of these equations if the quadratic terms containing lower
order corrections are not BRST exact (one can check that they are automatically BRST closed).
The physical interpretation of this obstruction is that the potential for the field cV is not exactly
flat; a finite expectation value for the field is not a stationary point of the potential. If the
construction fails to give a solution for Ψn, this means that the potential vanishes as λ
n+1 for small
λ. If the obstruction is absent for all n, then the deformation generated by cV is called exactly
marginal.
We look for a solution for marginal deformations in Schnabl gauge:
B0Ψn = 0. (5.74)
Acting B0 on the equations of motion and using [Q,B0] = L0, we obtain a recursive set of equations
for the corrections of the form
L0Ψn + B0(lower order corrections) = 0. (5.75)
If the second term does not produce states in the kernel of L0, we can invert L0 to obtain an
explicit formula for Ψn. Let us work this out for the second order correction:
Ψ2 = −B0L0 Ψ
2
1. (5.76)
A convenient representation of the inverse of L0 is through the Schwinger parameterization
1
L0 =
∫ ∞
0
dt e−tL0 . (5.77)
The integration variable t can be interpreted as a coordinate on part of the moduli space of Riemann
surfaces defining an open string amplitude where 1/L0 appears in the propagator.4 Substituting
Ψ1 we may compute
Ψ2 = −B0L0
√
ΩcV ΩcV
√
Ω
= − 1L0
√
ΩcV BΩcV
√
Ω
= −
∫ ∞
0
dt e−tL0
(√
ΩcV BΩcV
√
Ω
)
= −
√
Ω
[∫ ∞
0
dt e−
t
2
L−
(
cV BΩcV
)]√
Ω
= −
√
ΩcV B
[∫ ∞
0
dt e−tΩe
−t
]
cV
√
Ω. (5.78)
Substituting α = e−t gives
Ψ2 = −
√
ΩcV B
[∫ 1
0
dαΩα
]
cV
√
Ω. (5.79)
4In Schnabl gauge the full propagator is B0L0Q
B∗0
L∗0 [2, 50, 51]. Since L0 is not BPZ even, the propagator contains
two moduli integrals, which makes the connection between the Schnabl gauge amplitude and integration over the
moduli space somewhat less direct than in Siegel gauge.
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We recognize the integral from the homotopy operator for Schnabl’s solution. Therefore we can
write
Ψ2 = −
√
ΩcV B
1− Ω
K
cV
√
Ω. (5.80)
This result raises a puzzle. Usually marginal operators, being dimension 1 primaries, have a double
pole in their OPE proportional to the identity operator:
V (x)V (0) =
N
x2
+ ..., (5.81)
where the normalization is proportional to the two point function of marginal operators in the
UHP,
N = 〈I ◦ V (0)V (0)〉
matter
UHP
g0
, (5.82)
and
g0 = 〈1〉matterUHP (5.83)
is the disk partition function (or g-function) in the matter factor of the reference BCFT. The wedge
state separating two V s under the integral in (5.79) can be arbitrarily thin, and we can expect
that the OPE of V s will create a divergence towards the lower limit of integration. Part of the
problem is caused by the Schwinger representation of 1/L0. The Schwinger representation is only
valid operating on states with positive L0 eigenvalue. The zero momentum tachyon, however, has
negative eigenvalue. This is actually a fairly common problem in string perturbation theory. For
example, the representation of the Veneziano amplitude as an integral over moduli space likewise
suffers from divergences from collisions of tachyon vertex operators. From the SFT point of view,
such divergences originate from the failure of the Schwinger representation to correctly define
the propogator. There are various proposed remedies of this problem [52, 53]. In the Veneziano
amplitude, the most common is to analytically continue to unphysical momenta where OPEs of
tachyon vertex operators are not divergent. Presently, we can proceed by simply dividing by the
eigenvalue of L0 in the L0 level expansion. To do this we define a “normal ordered” string field
through the relation
V ΩαV = :V ΩαV : +
N
α2
Ωα. (5.84)
The OPE divergence is absorbed in the second term, so that the first term is finite as α → 0. In
this way we can write
B0Ψ21 =
√
ΩcB
(
:V ΩV : +NΩ
)
c
√
Ω. (5.85)
We now expand this into eigenstates of L0:
B0Ψ21 = N
√
Ωc
√
Ω︸ ︷︷ ︸
level −1
− N
√
ΩcKBc
√
Ω︸ ︷︷ ︸
level 0
+
√
Ω
(N
2!
cK2Bc+ c :V 2:
)√
Ω︸ ︷︷ ︸
level 1
+ higher levels. (5.86)
Now inverting L0 is as simple as dividing by the level. But we encounter a problem: there is a
state at level zero. In Siegel gauge, a state in the kernel of L0 would normally be nontrivial in
the cohomology, and would imply an obstruction to the existence of a solution. In the current
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situation, the state in the kernel of L0 is BRST exact. This implies that there is an obstruction
to solution in Schnabl gauge which does not prevent solution in other gauges.
If we want to proceed in Schnabl gauge, our only choice is to assume that the two point function
of marginal operators vanishes. This requires that the marginal operators have no singularity in
their OPE:
lim
x→0
V (x)V (0) = finite. (5.87)
To simplify the analysis at higher orders, we will in fact assume that all powers of the string
field V are finite. This will be called a regular marginal deformation. If higher order products
of V are divergent, new obstructions can appear at third order or higher; depending on whether
the obstruction is BRST exact, this would either indicate that the deformation is not exactly
marginal or that the solution cannot be found in Schnabl gauge. The restriction to regular marginal
deformations is not as limiting as one might think. One example of V with regular OPE is the
exponential rolling tachyon deformation
V (x) = eX
0(x), eX
0(x)eX
0(0) = x2e2X
0(0) + ... . (5.88)
This leads to a time-dependent solution where the reference D-brane decays starting from an
infinitesimal, homogeneous tachyon fluctuation in the infinite past. At late times the solution
oscillates violently with diverging amplitude, a phenomenon which has been the subject of much
discussion [54, 55]. The connection between this behavior and the emergence of tachyon matter
[56] and closed strings at late times has not been fully clarified. Another interesting example is
the lightlike rolling tachyon deformation [57]
V (x) = eX
+(x), eX
+(x)eX
+(0) = e2X
+(0) + ..., (5.89)
which in a linear dilaton background can be made marginal. This represents a solution where the
reference D-brane decays starting from an infinitesimal homogeneous tachyon fluctuation in the
infinite lightcone past. Unlike the timelike decay process, the solution does not oscillate at late
times and smoothly approaches the tachyon vacuum [57, 58]. This is a notable example of an exact
solution representing a time-dependent transition between open string vacua. The observation of
[34] implies that regular marginal deformations also include a large number of exactly marginal
deformations which are independent of the X0 component of the BCFT. Given V̂bare(x) with a
double pole (and only a double pole) in the OPE with itself with unit coefficient, we may consider
a modified marginal operator
V (x) = λ
(
V̂bare(x) +
i√
2
∂‖X0(x)
)
. (5.90)
This operator has regular self-OPE since the double pole of the ∂X0-∂X0 OPE cancels that of
V̂bare-V̂bare. The cross terms do not create singularity since V̂bare is independent of the X
0 BCFT.
If we are lucky, higher order products of V will also be finite. This occurs for the Wilson line
deformation, the deformation representing transverse displacement of the D-brane, and the cosine
tachyon deformation [59]. The modified marginal operator gives an expectation value to the field
of V̂bare in addition to turning on a timelike gauge potential A0. However, in physical situations the
timelike direction on the D-brane worldvolume is noncompact, and the timelike gauge potential
does not produce a physical deformation of the BCFT. Still there are deformations which cannot
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easily be expressed in terms of marginal operators with regular OPE. An important example is
the hyperbolic cosine rolling tachyon deformation [60].
Assuming that collisions of V cause no problems, we may construct higher order corrections to
the solution. We simply quote the result:
Ψn+1 = (−1)n+1
√
ΩcV B
(
1− Ω
K
V
)n
c
√
Ω. (5.91)
We can sum over n to find the full solution
Ψmarg =
√
ΩcV
B
1 + 1−Ω
K
V
c
√
Ω. (5.92)
Exercise 15. Prove that the solution satisfies the equations of motion.
Exercise 16. Show that the solution can be written in terms of J = cV as
Ψmarg =
√
ΩJ
B
1 +B 1−Ω
K
J
√
Ω. (5.93)
Prove that the equation of motion hold in this form. Show that if J = λcKBc this reduces to
the pure gauge solution discussed in the previous section. Find the relation between the marginal
parameter λ in front of cKBc and the gauge parameter λ in (5.11).
Now we can try to compute some observables. The action is not very interesting, since a
marginal deformation moves the string field along a flat direction in the potential, and the ac-
tion is unchanged. More interesting is the Ellwood invariant. Let us compute the leading order
contribution
TrV(Ψ1) = TrV(ΩcV ). (5.94)
First we introduce a trivial integration
∫ 1
0
dt = 1, and use cyclicity of the trace to write
TrV(Ψ1) =
∫ 1
0
dtTrV(ΩtcV Ω1−t). (5.95)
Second we insert a trivial factor [B, c] = 1:
TrV(Ψ1) =
∫ 1
0
dtTrV(Ω1−tcV Ωt[B, c])
=
∫ 1
0
dtTrV(Ω1−t[B, cV ]Ωtc)
=
∫ 1
0
dtTrV(Ω1−tV Ωtc)
=
〈(∫ 1
0
dt V (t)
)
c(0) ccV m(i∞,−i∞)
〉
C1
. (5.96)
Mapping the cylinder to the unit disk and evaluating the ghost correlator gives
TrV(Ψ1) = − 1
2pii
〈(∫ 2pi
0
dθ V (θ)
)
V m(0, 0)
〉matter
disk
, (5.97)
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where V (θ) is inserted on the boundary of the unit circle at an angle θ. This represents the first
order change of the boundary condition in the closed string 1-point function implemented by the
marginal deformation.
Exercise 17. By a similar manipulation show that
TrV(Ψ2) =
1
2pii
〈
1
2!
(∫ 2pi
0
dθ V (θ)
)2
V m(0, 0)
〉matter
disk
. (5.98)
The general result was derived by Kishimoto [61]:
TrV(Ψmarg) =
1
2pii
〈(
e−
∫ 2pi
0 dθ V (θ) − 1
)
V m(0, 0)
〉matter
disk
. (5.99)
By exponentiating the integration of V around the boundary we are effectively deforming the open
string boundary condition. The correlation function can be represented through a worldsheet path
integral, and in this context the exponential operator adds a boundary term to the worldsheet
action whose effect is to modify the open string boundary condition of the original D-brane.
Therefore the Ellwood invariant computes the shift in the closed string 1-point function on the
disk. Note that since we are assuming that all products of V are regular, the exponential operator
is defined without renormalization.
Now we can ask about coefficients of the solution in the Fock space. For this purpose it is
helpful to restore the explicit dependence on λ:
V = λV̂ . (5.100)
Through the Ellwood invariant, λ can be identified as the coupling constant of the boundary defor-
mation of the worldsheet action. The most interesting coefficient of the solution is the expectation
value of the D-brane fluctuation field generating the marginal deformation:
λSFTcV̂ (0)|0〉. (5.101)
To linearized order the coefficient λSFT is equal to the coupling constant λ, but at the nonlinear
level these parameters may be different. The coefficient λSFT can be extracted by contracting the
solution with a dual state defined by vertex operator −c∂cV̂ ∗, where V̂ ∗ is a weight 1 primary
field. The order λn contribution to λSFT is given by evaluating the trace
− Tr (√Ωc∂cV̂ ∗√ΩΨn). (5.102)
This can be reduced to the computation of a matter n+ 1-point function on the upper half plane:〈(
I ◦ V̂ ∗(0))V̂ (1)[V̂ (x2)...V̂ (xn−1)]V̂ (0)〉matter
UHP
, (5.103)
where after SL(2,R) transformation we can bound the xis between 1 and 0. Now suppose that we
scale the correlator with a factor of  through the conformal transformation s(ξ) = ξ. The BPZ
conformal map inverts the scaling
s ◦ I(ξ) = I ◦ s1/(ξ). (5.104)
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Since all of the insertions carry weight 1, we find〈(
I ◦ V̂ ∗(0))V̂ (1)[V̂ (x2)...V̂ (xn−1)]V̂ (0)〉matter
UHP
= n−1
〈(
I ◦ V̂ ∗(0))V̂ ()[V̂ (x2)...V̂ (xn−1)]V̂ (0)〉matter
UHP
. (5.105)
This relation is valid for any , and in particular we can take  to zero. The right hand side has
a vanishing factor for n > 1, and ordinarily this would be compensated by divergent OPEs as the
marginal operators are squeezed to the origin. But presently we are assuming that divergences in
products of V̂ are absent. Therefore the n + 1 point function must vanish identically for n > 1,
which implies that the λn contribution to λSFT must vanish for n > 1. Therefore, for Schnabl
gauge marginal deformations the equality
λSFT = λ (5.106)
holds at the fully nonlinear level. In Siegel gauge, the relation between λSFT and λ is nontrivial
and has been an open problem for many years. For the Wilson line deformation, early work in level
truncation indicated that λSFT could only reach a finite maximum expectation value even though
the boundary coupling is unbounded. More recent work [62] has shown that the
boundary coupling constant is in fact not a single valued function of λSFT; it con-
sists of (at least) two branches which join at the maximum value of λSFT. Though
this has not been fully confirmed in Siegel gauge level truncation, analysis of ana-
lytic solutions capable of describing singular OPEs [63, 64] indicates that the limit
of large boundary coupling is represented by solutions where λSFT tends to zero.
A sketch of the conjectured relation between λSFT and λ is shown left. Therefore,
in Siegel gauge a given expectation value of the marginal field can represent more
than one marginally deformed background. To distinguish the backgrounds it is
apparently necessary to look at other coefficients of the solution. The story in
Schnabl gauge is apparently much simpler. While the tachyon vacuum in Schnabl
gauge in some ways seems comparable to the Siegel gauge solution, the solutions for marginal
deformations are quite different.
5.3 Simple Tachyon Vacuum
We now describe another solution for the tachyon vacuum in the KBc subalgebra which is simpler
than Schnabl’s. While technical simplifications are always welcome, the structure of the solution
appears to connect with something deeper which has allowed progress in several directions.
It was noticed by Okawa [4] that Schnabl gauge solutions in the KBc subalgebra can be readily
generalized to depend on an arbitrary state in the wedge algebra F = F (K):
ΨOk =
√
Fc
KB
1− F c
√
F . (5.107)
The solution is real if F is real. It was shown in [29] that solutions of this kind may represent two
gauge orbits:
Perturbative vacuum : F (0) = λ 6= 1.
Tachyon vacuum : F (0) = 1, F ′(0) 6= 0. (5.108)
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In the second case, the derivative of F (K) cannot vanish at K = 0 since otherwise the state
between the cs contains a pole at K = 0. Several other necessary conditions on F (K) are known,
but the complete set of necessary and sufficient conditions for the viability of the solution are not
fully clear. We will leave it as it is for now. If we have a tachyon vacuum solution in this form,
the homotopy operator is
AOk = B
1− F
K
. (5.109)
The solutions do not satisfy the Schnabl gauge condition. But they satisfy a similar gauge condition
BFΨ = 0, (5.110)
where the operator BF is defined
BFX =
√
F
1
2
B−
(
1√
F
X
1√
F
)√
F . (5.111)
By definition, we have
BF
(√
FX
√
F
)
=
√
F
(
1
2
B−X
)√
F . (5.112)
If F = Ω is the SL(2,R) vacuum, this reduces to the usual B0. This is referred to as a dressed
Schnabl gauge.
Given this general class of solutions, one can ask if there is a natural choice of F (K). One
might suggest that it would be interesting if the function of K appearing in the homotopy operator
was equal to F itself. Equating
F =
1− F
K
(5.113)
leads to
F =
1
1 +K
=
∫ ∞
0
dα e−αΩα. (5.114)
Here we defined F as a combination of wedge states using the Schwinger parameterization. To
write the solution we also need the square root
1√
1 +K
=
1√
pi
∫ ∞
0
dα
e−α√
α
Ωα. (5.115)
This leads to the simple tachyon vacuum:
Ψsimp =
1√
1 +K
c(1 +K)Bc
1√
1 +K
, (5.116)
with homotopy operator
Asimp =
B
1 +K
. (5.117)
The simple tachyon vacuum is characterized by a continuous superposition of wedge states from
the identity string field out to the sliver. This contrasts with Schnabl’s solution, which is a discrete
sum of wedge states of positive integer width. The solution satisfies the gauge condition
B 1
1+K
Ψ = 0, (5.118)
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which we will call simple gauge. The operator B 1
1+K
can be written in a form analogous to (4.89)
B 1
1+K
X =
1
2
B−X + 1
2
(
B
1 +K
X + (−1)|X|X B
1 +K
)
. (5.119)
An interesting difference from Siegel gauge and Schnabl gauge is that the gauge fixing condition
not only involves b ghosts, but also total Virasoros. Note that the choice of F for the simple
tachyon vacuum has finite C∗ and D2 norm:∣∣∣∣∣∣∣∣ 11 +K
∣∣∣∣∣∣∣∣
C∗
=
∣∣∣∣∣∣∣∣ 11 +K
∣∣∣∣∣∣∣∣
D2
= 1. (5.120)
This property is also shared by the SL(2,R) vacuum which defines Schnabl’s solution. The subtlety
with Schnabl’s solution comes from the state between the cs. After subtracting the field K as
before, the analogous state for the simple tachyon vacuum is simply the identity string field, which
of course has finite C∗ and D2 norm. Therefore the simple tachyon vacuum has a straightforward
representation in terms of wedge states with insertions, and there is no need for regularization
or phantom term. Contrary to what is sometimes suggested this is not a unique property of the
simple tachyon vacuum. Another tachyon vacuum which can be defined without phantom term is
given by
F (K) =
1
(1 +K)2
Ω. (5.121)
This solution contains continuous superposition of wedge states from the SL(2,R) vacuum out to
the sliver state, but does not receive contribution from wedge states close the identity string field.
In fact, for this solution both
√
F and KF
1−F live in the disk algebra A(D2), the most exclusive of the
three possible definitions of the wedge algebra outlined earlier. Any Okawa-type solution where√
F and KF
1−F are simultaneously analytic for positive real part of K and have finite D2 norm can
be defined without regularization or phantom term.
One thing we can do with the simple tachyon vacuum is compute the action to verify Sen’s
conjecture. Using the equations of motion, the on-shell action can be expressed
S = −1
6
Tr
(
ΨsimpQΨsimp
)
. (5.122)
We write the solution in the form
Ψsimp =
1√
1 +K
c
1√
1 +K
+Q
(
1√
1 +K
Bc
1√
1 +K
)
. (5.123)
The second term is BRST exact and drops out when we plug into the action. Then we find
S = −1
6
Tr
(
1
1 +K
c
1
1 +K
c∂c
)
= −1
6
∫ ∞
0
dα
∫ ∞
0
dβ e−α−β Tr
(
ΩαcΩβc∂c
)
. (5.124)
The trace can be evaluated by taking the derivative of the correlator of three cs on the cylinder,
(4.114). Accounting for vacuum normalization of the matter correlator, this gives
Tr
(
ΩαcΩβc∂c
)
= −g0
(
α + β
pi
)2
sin2
piα
α + β
. (5.125)
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With our chosen normalization of the action, g0 should be identified with the spacetime volume of
the D-brane. The value of the action is then given by the double integral
S =
g0
6
∫ ∞
0
dα
∫ ∞
0
dβ e−α−β
(
α + β
pi
)2
sin2
piα
α + β
. (5.126)
To evaluate the integral we make the substitution
L = α + β, θ =
piα
α + β
, dαdβ =
1
pi
LdLdθ. (5.127)
The double integral then factorizes into a product of two single integrals:
S =
g0
6
1
pi
∫ ∞
0
dL
L3
pi2
e−L
∫ pi
0
dθ sin2 θ. (5.128)
The integral of sin2 gives half the period. The integral over L produces 3!. Thus in total
S =
g0
6
1
pi
3!
pi2
pi
2
=
g0
2pi2
. (5.129)
Multiplying by −1 and dividing by the volume of the time coordinate gives the energy of the
D-brane in agreement with Sen’s conjecture.
One might wonder what happened to the phantom term, which for Schnabl’s solution was the
crucial ingredient which distinguished the tachyon vacuum from a pure gauge solution. There is a
“simple” analogue of the pure gauge solutions defined by
F =
λ
1 +K
. (5.130)
The resulting solution is
Ψλ =
λ√
1 +K
c(λ+K)Bc
1√
1 +K
− λ
2
√
1 +K
c
1− λ
1− λ+KBc
1√
1 +K
. (5.131)
As in Schnabl gauge, the solution is undefined for λ > 1 because the state between the cs in the
second term has iinfinite C∗ norm. Differently from Schnabl gauge, however, the solution can
be written as an explicit superposition of wedge states for all Re(λ) < 1. It is clear that as λ
approaches 1 the first term becomes the simple tachyon vacuum. The second term appears to
vanish since it is multiplied by 1− λ. But at the same time the denominator is developing a pole
at K = 0. Note that
1− λ
1− λ+K = (1− λ)
∫ ∞
0
dαe−(1−λ)αΩα =
∫ ∞
0
dt e−tΩ
t
1−λ , (5.132)
where in the last step we made the substitution t = (1 − λ)α. Now it is clear that in the limit
λ→ 1− the wedge state in the integrand approaches the sliver, and the integral over t evaluates to
1. Therefore, the second contribution in (5.131) becomes a phantom term in the limit λ→ 1−. The
phantom term, however, appears in the limit of the pure gauge solution, rather than the tachyon
vacuum.
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Exercise 18. Consider the solution
Ψ = c(i+K)Bc
i
i+K
. (5.133)
The solution is not real, but should be gauge equivalent to the tachyon vacuum. The state i/(i+K)
does not have finite D2 norm because of a pole on the imaginary axis. Find a way to define the
solution and compute the energy to confirm Sen’s conjecture.
The tachyon coefficient of the simple solution is given by
T =
1
2pi2
∫ ∞
0
du
∫ 1
−1
dw e−u
(u+ 1)2√
1− w2 cos
2
(
pi
2
uw
u+ 1
)
≈ 0.51. (5.134)
This is again similar to the tachyon expectation value in Siegel gauge and Schnabl gauge. One
surprise, however, is that if we compute the energy of the simple tachyon vacuum level by level
given the exact coefficients, we obtain a divergent series. The reasons for this are discussed in detail
in [32], but ultimately it comes down to the fact that the simple solution receives contributions from
wedge states all the way down to the identity string field, which is marginally a non-normalizable
state. For this reason the simple tachyon vacuum is more singular than Schnabl’s solution, which
only contains wedge states of strictly positive width. However, the series for the energy of the
simple tachyon vacuum can be resummed to give good agreement with Sen’s conjecture.
5.4 Simple Intertwining Solution
The analogue of the simple tachyon vacuum for marginal deformations was investigated by Kier-
maier, Okawa, and Soler [33], who showed that the solution could be written in a surprisingly
simple way in terms of boundary condition changing operators. Hidden additional structure was
recognized several years later [34], which permitted a generalization of the solution to describe ar-
bitrary time-independent backgrounds. We will call this the simple intertwining solution. Another
version of the “intertwining solution” was recently described in [64], and is proposed to address
some of the limitations of the solution described here. For further discussion we refer the reader
to [64].
We start with the solution for regular marginal deformations. The simple tachyon vacuum is
obtained from Schnabl’s solution by replacing Ω with 1
1+K
. A similar replacement for Schnabl
gauge marginal deformations gives
Ψint =
1√
1 +K
cV
B
1 + 1
1+K
V
c
1√
1 +K
. (5.135)
It is still necessary to assume that the V s can be multiplied without singularity. The solution is
real and lives in simple gauge:
B 1
1+K
Ψint = 0. (5.136)
We now begin a gradual process of re-expressing the solution in stages so as to reveal its essential
structure. In the following it is important that F = 1
1+K
satisfies
F =
1− F
K
. (5.137)
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There is an analogous re-expression of the solution in Schnabl gauge [34], but it is more complicated
and has not been closely studied. We start with
Ψint =
1√
1 +K
cV
B
1
1+K
(1 +K + V )
c
1√
1 +K
=
1√
1 +K
cV
B
1 +K + V
(1 +K)c
1√
1 +K
=
1√
1 +K
c(1 +K + V − (1 +K)) B
1 +K + V
(1 +K)c
1√
1 +K
=
1√
1 +K
c(1 +K)Bc
1√
1 +K︸ ︷︷ ︸
Ψtv
+ (−1) 1√
1 +K
c(1 +K)
B
1 +K + V
(1 +K)c
1√
1 +K︸ ︷︷ ︸
Ψtv→int
.
(5.138)
The first term is the simple tachyon vacuum, which here we denote as Ψtv. The second term
Ψtv→int must be a solution to the equations of motion expanded around the tachyon vacuum:
QΨtvΨtv→int + Ψ
2
tv→int = 0. (5.139)
In a sense, the first term destroys the reference D-brane, and the second term creates a marginally
deformed D-bane out of the tachyon vacuum.
Via the Schwinger parameterization we have the equality
1
1 +K + V
=
∫ ∞
0
dα e−αe−α(K+V ). (5.140)
The string field in the integrand looks like a wedge state, but V appears in addition to K
in the exponential. The claim is that this is actually a wedge state containing an exponen-
tial insertion of line integrals of V on the boundary:
The effect of this exponential insertion is to deform the boundary condition from the reference D-
brane BCFT0 to the target D-brane BCFT∗. Let us prove this result. Suppose Ωα∗ is a wedge state
containing BCFT∗ boundary conditions. The overlap with a test state in BCFT0 is given by
〈φ,Ωα∗ 〉 =
〈
e−
∫ α+1/2
1/2
dxV (x)fS ◦ φ(0)
〉
Cα+1
. (5.141)
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Adding a small  to α gives
〈φ,Ωα+∗ 〉 =
〈
e−
∫ α++1/2
1/2
dxV (x)fS ◦ φ(0)
〉
Cα++1
=
〈
e−V (α+1/2)−
∫ α+1/2
1/2
dxV (x)fS ◦ φ(0)
〉
Cα++1
=
〈(
1− V (α + 1/2))e− ∫ α+1/21/2 dxV (x)fS ◦ φ(0)〉
Cα++1
=
〈
e−
∫ α+1/2
1/2
dxV (x)fS ◦ φ(0)
〉
Cα++1
− 
〈
V (α + 1/2)
)
e−
∫ α+1/2
1/2
dxV (x)fS ◦ φ(0)
〉
Cα+1
.
(5.142)
The small increase of circumference in the first term can be interpreted as insertion of a wedge
state of width  to the left of the exponential insertion. Therefore
Ωα+∗ = Ω
Ωα∗ − V Ωα∗ . (5.143)
Taking the derivative with respect to  and setting  to zero gives
d
dα
Ωα∗ = −(K + V )Ωα∗ . (5.144)
With the boundary condition Ω0∗ = 1, the solution is
Ωα∗ = e
−α(K+V ), (5.145)
as we wanted to show.
It will be helpful to adopt a slightly different language for describing the change
of boundary condition. Consider an open string connecting a D-brane BCFT0 and
a D-brane BCFT∗. From the point of view of radial quantization, such an open
string can be associated to a unit half-disk with BCFT0 boundary conditions on the
positive real axis and BCFT∗ boundary conditions on the negative real axis. It is
natural to think of this state as being created by a vertex operator which somehow
changes the boundary condition from BCFT0 to BCFT∗. This is called a boundary
condition changing operator. We denote this as σ(0). There is also a boundary
condition changing operator which shifts the boundary condition from BCFT∗ back
to BCFT0, which we denote as σ(0). Boundary condition changing operators are
not really local operators from the point of view of BCFT0 or BCFT∗, since they
must always appear in conjugate pairs on the boundary. But since the boundary conditions on
either side are conformal, they behave in many ways like local operators. They have OPEs and
comparable conformal transformation properties.
Consider a disk with two boundary components C0 and C∗, carry-
ing BCFT0 and BCFT∗ boundary conditions. Tracing a clockwise path
around the boundary, let a and b be the points at the junction of C0 and
C∗ and C∗ and C0, respectively. The boundary condition changing op-
erators for regular marginal deformations are related to the exponential
insertion of line integrals of V through
σ(a)σ(b) = e−
∫
C∗ dzV (z). (5.146)
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We can learn a few things from this identification. If b approaches a from a clockwise direction,
the whole boundary of the disk caries an exponential insertion of line integrals of V . From the
point of view of an open string in BCFT∗, this is simply a trivial insertion of the identity operator:
lim
b→a
clockwise
σ(b)σ(a) = e−
∫
∂disk dzV (z) = 1BCFT∗ . (5.147)
On the other hand, if a approaches b from a clockwise direction, the exponential insertion of V s
disappears. Therefore
lim
a→b
clockwise
σ(a)σ(b) = 1BCFT0 . (5.148)
These properties hold because the OPEs of V (x) are finite. If they were not finite, the exponential
insertion of line integrals of V would need to be defined with some renormalization, and any pre-
scription consistent with conformal invariance will lead to divergence in the limits where a and b
collide. In a sense, σ and σ develop singularities in their OPE. It is also clear that without renor-
malization the exponential insertion of V s map in a trivial way under conformal transformation:
f ◦ e−
∫
C∗ dzV (z) = e−
∫
f◦C∗ dzV (z). (5.149)
This implies that
f ◦
(
σ(a)σ(b)
)
= σ(f(a))σ(f(b)). (5.150)
Apparently σ and σ are primary operators of weight 0. An important advantage of the boundary
condition changing operator point of view is that it is universal. For any two D-brane systems,
regardless of whether they are related by marginal deformation, there are always open strings
connecting them. The vertex operators of these open strings are boundary condition changing
operators.
With this motivation it is natural to describe the solution in terms of σ and σ rather than V . We
introduce string fields σ and σ as infinitesimally thin strips containing σ(0) and σ(0)
at the origin. Assuming that σ and σ change the boundary
condition by a regular marginal deformation, we have the re-
lations
σσ = 1, σσ = 1. (5.151)
Note that in the first equation, the right hand side is the iden-
tity string field of BCFT∗, while in the second equation, it is
the identity string field of BCFT0. To avoid cumbersome notation, we use the placement of σ
and σ in expressions to indicate which state space a string field occupies. In addition we have the
properties
[B, σ] = [c, σ] = 0, [B, σ] = [c, σ] = 0; (5.152)
1
2
B−σ = 1
2
B−σ = 0; (5.153)
and
Qσ = c∂σ, Qσ = c∂σ; (5.154)
1
2
L−σ = 1
2
L−σ = 0. (5.155)
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The last properties follow because the boundary condition changing operators are primaries of
weight 0. Wedge states in BCFT∗ can be described in two equivalent ways:
Ωα∗ = e
−α(K+V ) = σΩασ. (5.156)
Exercise 19. Show that V = σ∂σ. Use this to prove the above relation.
The simple intertwining solution can then be written
Ψint =
1√
1 +K
c(1 +K)c
1√
1 +K︸ ︷︷ ︸
Ψtv
+ (−1) 1√
1 +K
c(1 +K)σ
B
1 +K
σ(1 +K)c
1√
1 +K︸ ︷︷ ︸
Ψtv→int
. (5.157)
We are still not done. It is helpful to extract a factor of the simple tachyon vacuum between σ
and σ using the relation
B
1 +K
=
B√
1 +K
Ψtv
B√
1 +K
. (5.158)
Then
Ψint = Ψtv +
1√
1 +K
cB(1 +K)σ
1√
1 +K
(−Ψtv) 1√
1 +K
σ(1 +K)Bc
1√
1 +K︸ ︷︷ ︸
Ψtv→int
. (5.159)
Now we make some observations. The state Ψtv→int represents the creation of the D-brane BCFT∗
out of the tachyon vacuum. On the other hand, the factor −Ψtv in between the boundary condi-
tion changing operators also represents the creation of BCFT∗ out of the tachyon vacuum. The
difference between these states is that Ψtv→int lives in BCFT0, while −Ψtv between σ and σ lives
in BCFT∗. This suggests that the additional factors relating Ψtv→int and −Ψtv can be interpreted
as a kind of dictionary relating the degrees of freedom of BCFT0 and BCFT∗. These factors are
called intertwining fields, denoted Σ and Σ. The simple intertwining solution is written
Ψint = Ψtv − ΣΨtvΣ. (5.160)
The solution satisfies the equations of motion provided that
QΨtvΣ = QΨtvΣ = 0, ΣΣ = 1. (5.161)
Since the cohomology around the tachyon vacuum is trivial, the first relations imply that the
intertwining fields are QΨtv-exact. A little guesswork leads to the expressions
Σ = QΨtv
(
B√
1 +K
σ
1√
1 +K
)
=
1√
1 +K
cB(1 +K)σ
1√
1 +K
+
B√
1 +K
σc
√
1 +K, (5.162)
Σ = QΨtv
(
1√
1 +K
σ
B√
1 +K
)
=
1√
1 +K
σ(1 +K)Bc
1√
1 +K
+
√
1 +Kσc
B√
1 +K
. (5.163)
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Only the first terms appear in (5.159). This is because the second terms vanish when multiplied
with the tachyon vacuum due to c2 = 0. The second crucial property of the intertwining fields is
ΣΣ = 1. This can be demonstrated as follows:
ΣΣ = QΨtv
(
1√
1 +K
σ
B√
1 +K
)
QΨtv
(
B√
1 +K
σ
1√
1 +K
)
= QΨtv
(
1√
1 +K
σ
B√
1 +K
QΨtv
(
B√
1 +K
σ
1√
1 +K
))
= QΨtv
(
1√
1 +K
σ
B√
1 +K
QΨtv
(
B
1 +K
)
︸ ︷︷ ︸
1
√
1 +Kσ
1√
1 +K
− 1√
1 +K
σ
B√
1 +K
B
1 +K
QΨtv
(√
1 +Kσ
1√
1 +K
)
︸ ︷︷ ︸
0
)
= QΨtv
(
1√
1 +K
σBσ
1√
1 +K
)
= QΨtv
(
B
1 +K
)
= 1. (5.164)
This is the finally the form of the solution that we are after.
The thing that impresses about this structure is that in principle it could relate any reference
and target D-brane systems. The tricky part is the identity
ΣΣ = 1. (5.165)
In the current setup, this is directly related to the condition on the boundary condition changing
operators
σσ = 1. (5.166)
This is satisfied for regular marginal deformations, but does not appear to apply to more general
backgrounds where boundary condition changing operators have singular OPEs. The resolution to
this problem proposed in [34] follows from the earlier comment that many marginal deformations
can be made regular by turning on a timelike gauge potential. Suppose we have boundary condition
changing operators σbare(x), σbare(x) relating reference and target backgrounds of interest. Further
assume that they are independent of the timelike free boson factor of the BCFT, and that they
are primaries of weight h with OPE:
σbare(x)σbare(0) =
1
x2h
+ ... . (5.167)
We may construct primaries of weight 0 by tensoring with a timelike, plane wave vertex operator
σ(x) = σbaree
i
√
hX0(x), (5.168)
σ(x) = σbaree
−i√hX0(x). (5.169)
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Then we obtain the desired OPE
σ(x)σ(0) = 1 + ... . (5.170)
The plane wave vertex operators are boundary condition changing operators which turn on a time-
like gauge potential on the D-brane of BCFT∗. But a timelike gauge potential is physically trivial.
In this way we can produce an analytic solution for any time independent D-brane configuration.
This gives, for example, an analytic construction of tachyon lump solutions representing lower
dimensional D-branes. In this case, the relevant boundary condition changing operators (before
turning on the Wilson line) are given by the so-called Neumann-Dirichlet twist fields of weight
1/16. We may also obtain solutions describing higher energy configurations, such as D-branes of
higher dimension or with magnetic flux [65].
There is a subtlety, however. Consider the matter 2-point function of boundary condition
changing operators on the unit disk:
〈σ(1)σ(eiθ)〉matterdisk . (5.171)
For angles between 0 and θ the boundary of the disk carries BCFT0 boundary
conditions, and outside that range it carries BCFT∗ boundary conditions.
Since σ and σ are weight zero primaries, the correlator is independent of θ.
We evaluate the correlator by taking the limit θ → 0+, and using the OPE
(5.170) we obtain
〈σ(1)σ(eiθ)〉matterdisk = 〈1〉matter,BCFT∗disk = g∗, (5.172)
where g∗ is the g-function of BCFT∗, and is proportional to the volume and energy of the target
D-brane. We can also take the limit θ → 2pi−, where the boundary condition on the disk is BCFT0.
This produces the g-function of BCFT0, g0. This leads to a puzzle: generally the reference and
target D-brane systems will not have the same energy, so g0 6= g∗. But conformal invariance
requires that the correlator is independent of θ. The resolution to this problem is that the OPE
between σ and σ is different depending on whether BCFT0 or BCFT∗ boundary conditions are
squeezed between the operators. By choice of normalization we already have
lim
x→0+
σ(x)σ(0) = 1, (5.173)
so in the opposite order we must have
lim
x→0+
σ(x)σ(0) =
g∗
g0
. (5.174)
This implies that the string fields representing these boundary condition changing operators mul-
tiply as
σσ = 1, σσ =
g∗
g0
. (5.175)
Unfortunately, this is not consistent with associativity:
(σσ)σ 6= σ(σσ). (5.176)
This anomaly reflects the fact that correlators do not have a well-defined limit when three boundary
condition changing operators collide. However, the product σσ which causes this problem does
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not appear when evaluating the equations of motion or the action and Ellwood invariant, which
readily produce the expected results. It does, however, lead to some complications in understanding
background independence.
Let Ψ(0) ∈ HBCFT0 be the dynamical string field of BCFT0 and Ψ(∗) ∈ HBCFT∗ be the dynamical
string field of BCFT∗. We want to use the simple interrtwining solution to relate these objects by
field redefinition, in particular so that the actions are equal up to an additive constant
S0[Ψ
(0)] = S∗[Ψ(∗)] + constant. (5.177)
As explained in the introduction, this is the problem of background independence. First we
separate the string field of BCFT0 into the simple intertwining solution plus a fluctuation
Ψ(0) = Ψint + ϕ ∈ HBCFT0 . (5.178)
The action is expressed
S0[Ψint + ϕ] = S0[Ψint]− 1
2
Tr
(
ϕQΨintϕ
)− 1
3
Tr
(
ϕ3
)
. (5.179)
Since the actions of BCFT0 and BCFT∗ are both cubic, it is consistent to assume that ϕ should
be linearly related to the string field Ψ(∗). It is natural to guess
ϕ = ΣΨ(∗)Σ. (5.180)
We can immediately see that the cubic terms in the actions agree due to ΣΣ = 1. To identify the
kinetic terms we have to deal with the shifted kinetic operator QΨint . To do this it is useful to
introduce the operator
QΨ1Ψ2X = QX + Ψ1X − (−1)|X|XΨ2. (5.181)
This is nilpotent if Ψ1 and Ψ2 satisfy the equation of motion:
Q2Ψ1Ψ2 = 0. (5.182)
We also have a version of the derivation property:
QΨ1Ψ3(XY ) = (QΨ1Ψ2X)Y + (−1)|X|X(QΨ2Ψ3Y ), (5.183)
where Ψ2 on the right hand side is any solution; it cancels out and so
does not appear on the left hand side. The significance of this operator
is that it naturally appears in open SFT formulated on a pair of D-
branes. In this setup the string field contains 2×2 Chan-Paton factors
and can be arranged into a 2× 2 matrix
X =
(
X11 X12
X21 X22
)
. (5.184)
A priori it is not necessary to assume that the matrix entries are states
of the same BCFT; the two D-branes which comprise the system need
not be identical. Thus X11 is a state of the BCFT of the first D-brane, X22 is a state in the BCFT
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of the second and X12 and X21 are stretched string states between the two BCFTs. If we condense
the first D-brane to a solution Ψ1 and the second D-brane to a solution Ψ2, the solution of the
combined system is
Ψ =
(
Ψ1 0
0 Ψ2
)
, (5.185)
and the kinetic operator expanded around Ψ is
QΨX =
(
QΨ1X11 QΨ1Ψ2X12
QΨ2Ψ1X21 QΨ2X22
)
. (5.186)
Therefore QΨ1Ψ2 is the shifted kinetic operator for a stretched string connecting a D-brane con-
densed to a solution Ψ1 and a D-brane condensed to a solution Ψ2. It turns out that Σ and Σ
satisfy
QΨint0Σ = 0, Q0ΨintΣ = 0. (5.187)
This can be seen as follows:
QΨint0Σ = QΣ + ΨintΣ
= QΣ + (Ψtv − ΣΨtvΣ)Σ
= QΣ + ΨtvΣ− ΣΨtv
= QΨtvΣ
= 0, (5.188)
with a similar computation showing Q0ΨintΣ = 0. The interpretation is that Σ is annihilated by
the kinetic operator for a stretched string connecting a BCFT0 D-brane condensed to the simple
intertwining solution and a BCFT∗ D-brane at the perturbative vacuum. However, these two
configurations are physically identical. This implies that the intertwining fields are representatives
of the cohomology class of the identity operator in BCFT∗. The linear field redefinition (5.180)
can then be interpreted as left and right multiplication by 1. Now we can compute
QΨintϕ = QΨint
(
ΣΨ(∗)Σ
)
=
(
QΨint0Σ
)
Ψ(∗)Σ + Σ
(
QΨ(∗)
)
Σ + ΣΨ(∗)
(
Q0ΨintΣ
)
= Σ
(
QΨ(∗)
)
Σ. (5.189)
Plugging into the kinetic term of the action and using ΣΣ = 1 gives
S0[Ψint + ϕ] = S0[Ψint] + S∗[Ψ(∗)]. (5.190)
This almost establishes background independence of Witten’s open bosonic string field theory.
Of course, this argument does not apply to backgrounds where the simple intertwining solution
does not exist, including most time dependent backgrounds. A more serious problem is that the
proposed field redefinition is not an isomorphism between the field variables of the two D-brane
systems. At first it might appear that we can establish isomorphism through the inverse relation
ΣϕΣ = Ψ(∗). (5.191)
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But a moments thought reveals that the field redefinition and its inverse do not compose associa-
tively, since products of Σ and Σ are not associative. A resolution of this difficulty is proposed
using a different kind of intertwining solution in [64].
One interesting application is constructing backgrounds representing multiple D-branes. Such
solutions, in particular, show that open SFT is capable of altering the gauge group of the massless
excitations on the D-brane. A curious feature of open string backgrounds is that they can be
superimposed to create new backgrounds. That is, given a D-brane represented by BCFT1 and
another D-brane represented by BCFT2, by adding Chan-Paton factors we can obtain a back-
ground where both D-branes are present. It is almost as though D-brane solitons do not interact.
In ordinary field theories, simply adding soliton solutions together does not give a multi-soliton
solution since the theory is nonlinear. Generally this is also true for solutions in open SFT. The
simple intertwining solution however has a special structure, and we can attempt to find a solution
by adding solutions creating BCFT1 and BCFT2 around the tachyon vacuum:
Ψ = Ψtv − Σ1ΨtvΣ1 − Σ2ΨtvΣ2. (5.192)
This does satisfy the equations of motion provided that
Σ1Σ2 = 0, Σ2Σ1 = 0, (5.193)
in addition to the usual conditions on Σ1,Σ1 and Σ2,Σ2 individually. It is instructive to assemble
row and column vectors
Σ =
(
Σ1 Σ2
)
, Σ =
(
Σ1
Σ2
)
. (5.194)
We have
ΣΣ =
(
1 0
0 1
)
. (5.195)
This is the identity in the algebra of string fields on two D-branes with Chan-Paton factors. Thus
the solution representing BCFT1 and BCFT2 together is a special instance of the general structure
of the simple intertwining solution. It is neat how adding D-brane solitons immediately leads to
the expected Chan-Paton structure on the composite system. This is a special circumstance of
the simple intertwining solution; adding solutions in open SFT usually does not lead to a solution.
However, this does show that nonlinear interactions between D-brane solitons must be, in a sense,
a gauge artifact.
The simple intertwining solution leads to a remarkably clear picture of how D-brane vacua
appear as classical solutions in open bosonic SFT. However, it is rather far from the kind of
solutions constructed in Siegel gauge level truncation in the early 2000s. At present there have
been no attempts to compute the energy of vacua in level truncation given the exact coefficients.
As with the simple tachyon vacuum, it seems unlikely the energy will be convergent. There is
also the timelike Wilson line. While in principle it should be possible to remove it by gauge
transformation, doing so in practice seems to require fundamentally new ideas. Some progress in
this direction was recently reported in [64].
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5.5 The Solutions of Fuchs, Kroyter and Potting and of Kiermaier and
Okawa
The solutions we have described so far are part of the “Schnabl gauge universe;” they are either
in Schnabl gauge or satisfy a closely related condition. One persistent feature of such solutions is
that they have difficulty dealing with singular OPEs between matter operators. We now describe
an analytic solution with a very different structure, capable of describing marginal deformations
with singular operator products. The solution was discovered in its basic form by Fuchs, Kroyter
and Potting [35] in the context of the Wilson line deformation. The structure was clarified by
Kiermaier and Okawa, who further generalized to describe arbitrary marginial deformations [36].
We start by describing the solution for the Wilson line. This corresponds to giving a con-
stant expectation value to a gauge field along some direction, say x1. In Maxwell theory, such a
background appears to be trivial since the gauge field can be removed by gauge transformation
Aµ = ∂µ
(
A1x
1), (5.196)
where A1 is the value of the gauge field along the x
1-direction. However, this gauge transformation
fails to be well-defined if the x1 direction is compactified on a circle of radius R, since x1 does
not respect the periodicity of the circle. Moreover, while the field strength vanishes, the constant
gauge field generates a nontrivial Wilson line around the circle
ei
∫ 2piR
0 dx
1A1 = e2piiRA1 . (5.197)
This is why the solution is called a Wilson line deformation.
For open bosonic strings the Wilson line deformation is generated by the exactly marginal
boundary operator i∂‖X1(y), where ∂‖ is the derivative along the open string boundary. If the x1
direction is noncompact, the corresponding solution of the linearized equations of motion can be
written in BRST exact form
λ ic∂‖X1(0)|0〉 = Q
(
λ iX1(0)|0〉
)
. (5.198)
If x1 is compactified on a circle, the linearized solution is not BRST trivial since the operator X1(0)
does not respect the periodicity of the circle. For convenience we parameterize the deformation in
terms of λ; at linearized order this is related to the expectation value of the gauge field through
A1 =
√
2λ+O(λ2). (5.199)
The strategy of Fuchs, Kroyter and Potting is based on the observation that pure gauge solutions
are usually much easier to find than nontrivial solutions. You simply choose a ghost number 0
string field Λ and compute
Ψ = ΛQΛ−1. (5.200)
The idea is to find a finite nonlinear gauge transformation which generalizes the BRST exact form
of the vertex operator for the gauge field. If the finite gauge parameter Λ can be chosen so that
the resulting solution caries zero momentum along the x1 direction,
p1
(
ΛQΛ−1
)
= 0, (5.201)
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then the solution is well-defined even after compactifying x1 on a circle. The gauge parameter
Λ, however, is not well defined, and in this way we generate a nontrivial solution through gauge
transformation. Interestingly, the zero momentum condition (5.201) is structurally very similar to
the equations of motion of open superstring field theory in the Wess-Zumino-Witten-like formula-
tion [10].
We expand Λ in a power series in λ:
Λ = 1−
(
λΛ1 + λ
2Λ2 + λ
3Λ3 + ...
)
, (5.202)
where
Λ1 =
√
Ω
(
iX1
)√
Ω, (5.203)
and X1 is defined by an infinitesimally thin strip containing X1(0) at the origin. We write the
solution as
Ψ = −(QΛ)Λ−1. (5.204)
Expanding Λ−1 as a geometric series gives the order λn contribution to the solution
ΨN =
N∑
n=1
∑
k1+k2+...+kn=N
ki≥1
(
QΛk1
)
Λk2 ...Λki . (5.205)
For example
Ψ1 = Q
(√
Ω
(
iX1
)√
Ω
)
=
√
Ω
(
ic∂‖X1
)√
Ω. (5.206)
This satisfies
p1Ψ1 = 0, (5.207)
since the zero momentum photon vertex operator is independent of the position zero mode. At
second order we have
Ψ2 = QΛ2 +
(
QΛ1
)
Λ1
= QΛ2 +
√
ΩQ(iX1)Ω(iX1)
√
Ω. (5.208)
We detemine Λ2 so that
p1Ψ2 = 0. (5.209)
The momentum operator is the zero mode of a weight 1 primary field,
p1 =
∮
dz
2pii
i∂X1(z), (5.210)
and is a derivation of the open string star product, for the same reason as the BRST operator. We
have
p1(iX
1) = 1. (5.211)
It is useful to introduce the string field (iX1)n as an infinitesimally thin strip containing the
operator (iX1(0))n at the origin, where the power of X1(0) is defined with boundary normal
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ordering. Note that (iX1)n is not the same as the n star products of iX1, which would be divergent
due to the logarithm in the X1-X1 OPE. Generalizing (5.211),
p1(iX
1)n = n(iX1)n−1. (5.212)
Now we can readily compute the action of the momentum operator on Ψ2. Setting this to zero
leads to a condition on Λ2:
p1
(
QΛ2) +
√
ΩQ(iX1)Ω
√
Ω = 0. (5.213)
Noting (5.212), the obvious solution is
Λ2 = − 1
2!
√
Ω(iX)2Ω
√
Ω. (5.214)
Exercise 20. The third order contribution to the solution is
Ψ3 = QΛ3 +
(
QΛ2
)
Λ1 +
(
QΛ1
)
Λ2 +
(
QΛ1)Λ1Λ1. (5.215)
Requiring that Ψ3 has zero momentum, show that Λ3 can be chosen as
Λ3 =
1
3!
√
Ω(iX1)3Ω2
√
Ω. (5.216)
The general result is now easy to guess:
Λn =
(−1)n+1
n!
√
Ω(iX1)nΩn−1
√
Ω. (5.217)
This is the solution as characterized by Fuchs, Kroyter, and Potting [35]. The operator insertions
are separated by wedge states with positive integer width, and there is no question of OPE diver-
gence. One distinctive feature of the solution is the absence of b-ghosts, as one finds in Schnabl
gauge or Siegel gauge. This is because the solution is not characterized by a gauge condition, and
is not constructed from a propagator. This is surprising since there is a close connection between
the perturbative construction of marginal deformations and the computation of the tree-level S-
matrix. In this context one typically expects b-ghosts to provide the correct measure for integration
over the moduli space of disks with boundary punctures. Another unusual feature of the solution
is that it does not satisfy the reality condition, as can be readily seen by inspecting the second
order contribution
Ψ2 = − 1
2!
√
ΩQ(iX1)2Ω
√
Ω +
√
ΩQ(iX1)Ω(iX1)
√
Ω 6= Ψ‡2. (5.218)
This is not a deep concern since the solution can be made real by gauge transformation. A recipe
for achieving this is described in [36]. For physical questions, the solution is equivalent to a real
solution.
The construction so far does not immediately apply to other marginal deformations, since it is
not clear what should be the analogue of the compactification and zero momentum constraint. For
this it is helpful to adopt a different point of view on the operator X1(y). The boundary condition
changing operators which turn on the Wilson line are
σµ = e
iµX1(y), σµ = e
−iµX1(y). (5.219)
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For general µ these operators do not respect the periodicity of compactification on the circle, and
appear to be undefined. But this is actually expected, since boundary condition changing operators
are not well defined local operators in the reference BCFT. From this point of view the issue with
X1(y) is not necessarily that it does not respect the periodicity of compactification, but that it
implements an infinitesimal change in the open string boundary condition. We can write
(iX1)n =
dn
dµn
σµ
∣∣∣∣
µ=0
. (5.220)
It is helpful to streamline notation somewhat by introducing the operator
dn =
dn
dµn
∣∣∣∣
µ=0
, (5.221)
where we take µ = 0 after all derivatives are evaluated. We will also leave the dependence on µ in
the argument of the derivative operator implicit, so for example
dσ =
d
dµ
σµ
∣∣∣∣
µ=0
. (5.222)
The nth contribution to the gauge parameter is then
Λn =
(−1)n+1
n!
√
ΩdnσΩn−1
√
Ω. (5.223)
Summing over n gives a formula for the complete finite gauge transformation
Λ =
√
Ω
(
σe−λ
←−
d Ω
) 1√
Ω
. (5.224)
The arrow over d indicates that it is acting on σ to the left. The inverse wedge state here is formal;
it cancels out when we evaluate the expression.
The goal is to solve the zero momentum constraint by showing that a change of boundary
condition implemented by σ inside the solution is always undone by a σ. The second order
deformation takes the form
Ψ2 = − 1
2!
√
ΩQ(d2σ)Ω
√
Ω +
√
ΩQ(dσ)Ω(dσ)
√
Ω. (5.225)
This expression assumes that x1 is noncompact, since there is no σ to undo the change of boundary
condition. In the noncompact case we have the equality
σµ = σ−µ, σµ=0 = 1, (5.226)
which implies
dσ = −dσ, d0σ = 1. (5.227)
This allows us to rewrite the second order deformation as
Ψ2 = − 1
2!
√
ΩQ(d2σ)Ω(d0σ)
√
Ω−
√
ΩQ(dσ)Ω(dσ)
√
Ω
= − 1
2!
(√
ΩQ(d2σ)Ω(d0σ)
√
Ω + 2
√
ΩQ(dσ)Ω(dσ)
√
Ω +
√
ΩQ(d0σ)Ω(d2σ)
√
Ω
)
= − 1
2!
d2
(√
ΩQσΩσ
√
Ω
)
. (5.228)
86
In this final form the change of boundary condition is canceled, and the second order deformation
is meaningful even if x1 is compact. In fact, the second order deformation is defined for any
marginal deformation with an associated one parameter family of boundary condition changing
operators σµ, σµ. This is how Kiermaier and Okawa manage to generalize the Wilson line solution.
The systematics of how the change of boundary condition is undone at higher orders could be
complicated. To see how to deal with it, consider the state
ΛΛ‡ =
√
Ω
(
σe−λ
←−
d Ω
) 1√
Ω
1√
Ω
(
e−λ
−→
d Ωσ
)√
Ω. (5.229)
Expanding the exponentials in Taylor series gives
ΛΛ‡ =
∞∑
m,n=0
(−λ)m+n
m!n!
√
Ω(dmσ)Ωm+n−1(dnσ)
√
Ω
=
∞∑
N=0
(−λ)N
N !
N∑
k=0
(
N
k
)√
Ω(dN−kσ)ΩN−1(dkσ)
√
Ω
=
∞∑
N=0
(−λ)N
N !
dN
(√
ΩσΩN−1σ
√
Ω
)
=
√
Ω
(
σe−λ
←→
d Ω 1
Ω
σ
)√
Ω. (5.230)
The double arrow over d indicates that it acts as a total derivative on the boundary condition
changing operators to the left and right. The final expression is a well-defined state for any
marginal deformation. This leads us to modify the pure gauge ansatz by writing
Ψ = −(QΛ)Λ−1 = −(QΛ)Λ‡ 1
ΛΛ‡
. (5.231)
This leads to the expression
Ψ = −AU−1, (5.232)
where
A =
√
Ω
(
Qσe−λ
←→
d Ω 1
Ω
σ
)√
Ω, (5.233)
U =
√
Ω
(
σe−λ
←→
d Ω 1
Ω
σ
)√
Ω. (5.234)
This is the form of the solution found by Kiermaier and Okawa [36], and is defined for arbitrary
marginal deformations. It is amusing to note the appearance of a translation operator which
formally shifts the marginal coupling constant in the direction of the SL(2,R) vacuum. Restoring
the explicit dependence of the boundary condition changing operators on the marginal parameter,
we can formally write
A =
√
Ω(Qσ−λΩ)
1
Ω
σ−λΩ
√
Ω, U =
√
Ωσ−λΩ
1
Ω
σ−λΩ
√
Ω. (5.235)
The marginal parameter is now a string field.
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Exercise 21. Demonstrate that the Kiermaier-Okawa solution satisfies the equations of motion.
Kiermaier and Okawa mostly do not use the language of boundary condition changing operators,
but describe the solution in terms of an appropriately renormalized exponential insertion of line
integrals of a marginal operator. The connection between these descriptions is given in terms of
correlation functions on the cylinder:
〈φ, σµΩnσµ〉 =
〈
σµ(n+ 1/2)σµ(1/2)fS ◦ φ(0)
〉
Cn+1
=
〈[
eµ
∫ n+1/2
1/2
dyV (y)
]
r
fS ◦ φ(0)
〉
Cn+1
, (5.236)
where V (y) is the marginal operator. The bracket [·]r is a reminder that powers of the line integral
are defined with the appropriate renormalization. The nature of the renormalization scheme is a
major aspect of the discussion of [36]. This is an important point because the boundary condition
changing operators for a generic marginal deformation are usually not known, and to characterize
the solution it is necessary to construct the boundary condition changing operators “from scratch”
by figuring out how to renormalize the exponential insertion. It is interesting to mention that the
line integrals of V can be interpreted in terms of integration over the moduli spaces of disks with
boundary punctures appearing in tree level amplitudes. The b-ghost which provides the measure is
effectively hidden in the fact that V is an integrated vertex operator, related to the usual on-shell
vertex operator cV through a contour integral of the b-ghost around the puncture. The b-ghost
deletes the c and effectively disappears from the amplitude, and likewise the solution.
This solution has not recieved as much attention as those in the “Schnabl gauge universe.” Many
important questions remain unanswered. Not much is known about the nonperturbative behavior
of the solution for finite λ. It should also be possible to understand perturbative background
independence by expanding the action around the solution, but this has not been investigated.
The solution may be worth considering from the point of view of recent interest in perturbative
aspects of string field theory [66, 53, 67, 68, 69], since it is conceptually rather different from
standard marginal solutions in Siegel gauge.
6 Lecture 4: Toolbox
In the last lecture we discussed a number of specific analytic solutions. Now we describe methods
that can be used to gain insight into how analytic solutions work in general.
6.1 L− Level Expansion
Often it is useful to extract information about a string field by probing it with a test state.
Interesting things can happen if the test state is sliver-like. Given a Fock space state |φ〉, we can
consider a sliver-like test state (
1

) 1
2
L−
|φ〉,  small. (6.1)
This is a strip of worldsheet of width 1/ containing a vertex operator in the middle creating the
state |φ〉. If we probe a string field X with a test state of this form, in a broad set of circumstances
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we get a quantity that can be expanded as a power series in :〈(
1

) 1
2
L−
|φ〉, X
〉
= h1〈φ,Xh1〉+ h2〈φ,Xh2〉+ h3〈φ,Xh3〉+ ... h1 < h2 < h3 < ... . (6.2)
The coefficients of the series define the overlap of φ with a sequence of string fields Xh1 , Xh2 , Xh3 , ....
The states Xh must be eigenstates of
1
2
L− with eigenvalue h:
1
2
L−Xh = hXh, (6.3)
and we can formally write
X = Xh1 +Xh2 +Xh3 + ..., h1 < h2 < h3 < ... . (6.4)
This is analogous to the Fock space expansion of a string field into eigenstates of L0. This is called
the L− level expansion. We use “level” to refer to the 1
2
L− eigenvalue of a state in the expansion,
so that Xh1 has level h1, Xh2 has level h2, and so on. The leading level in the expansion is the
lowest level, since it makes the most important contribution to the overlap with a sliver-like test
state in the limit → 0. Higher level states are subleading. Relative to a sliver-like test state, any
surface contained in the string field X will be negligible. For this reason, we generally expect that
the eigenstates Xh will be characterized by operator insertions on the identity string field.
The L− level expansion is a variant of the L0 level expansion. Given the L− level expansion of
X in (6.4), the L0 level expansion of
√
ΩX
√
Ω is determined by
√
ΩX
√
Ω =
√
ΩXh1
√
Ω +
√
ΩXh2
√
Ω +
√
ΩXh3
√
Ω + ..., h1 < h2 < h3 < ... . (6.5)
In this sense the expansions are equivalent. However, the L0 level expansion selects a preferred
state in the wedge algebra (the SL(2,R) vacuum) which might not be natural for an arbitrary string
field. In this sense the L− level expansion is more canonical. An advantage of L0, however, is that
its eigenstates are normalizable, which makes it possible to compute the energy by substituting
the expansion into the action and computing level by level. Typically, this expresses the energy as
an asymptotic series [2, 32]. In any case it is straightforward to translate between these versions
of the level expansion.
The L− level expansion has been investigated in the subalgebra of wedge states with insertions.
It is especially powerful in the context of a singularity free subalgebra; a subalgebra of wedge states
with insertions where products of all fields are finite. In particular, the KBc subalgebra is a
singularity free subalgebra, as is its extension to regular marginal deformations. The L− level
expansion is especially important in understanding the tachyon vacuum of open superstring field
theory, where the relevant subalgebra is singularity free but much more complicated than KBc,
and there are few other applicable tools for analyzing solutions. We make two important claims:
Claim 1. The L− level expansion of a state in a singularity free subalgebra can be computed by
expanding the state in powers of K around K = 0 and ordering terms in sequence of increasing
1
2
L− eigenvalue.
Claim 2. In a singularity free subalgebra, the L− level expansion of a product of states is given
by multiplying the L− level expansions of the states individually. Level is additive under star
multiplication.
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These results do not hold outside the context of a singularity free subalgebra. To see why, consider
the state √
ΩV ΩV
√
Ω, (6.6)
where V is a marginal operator. If we expand around K = 0 we obtain
√
ΩV ΩV
√
Ω = V 2︸︷︷︸
level 2
−V KV − 1
2
KV 2 − 1
2
V 2K︸ ︷︷ ︸
level 3
+ higher levels, (regular OPE). (6.7)
If V has singular OPE, this expansion is meaningless since the terms are divergent. Also note that
(6.6) is the square of another state
√
ΩV ΩV
√
Ω = (
√
ΩV
√
Ω)2, (6.8)
which has L− expansion
√
ΩV
√
Ω = V︸︷︷︸
level 1
− 1
2
KV − 1
2
V K︸ ︷︷ ︸
level 2
+ higher levels. (6.9)
However, we cannot compute the square of the right hand side unless V has regular OPE. If the
OPE is regular, the square leads to (6.7). In the presence of singular OPEs the L− level expansion
can still be computed but we must take care to subtract divergences before expanding in K. In
the present example, it can be found by normal ordering following (5.85)
√
ΩV ΩV
√
Ω = NΩ2 +
√
Ω:V ΩV :
√
Ω. (6.10)
The L− level expansion is then
√
ΩV ΩV
√
Ω = N︸︷︷︸
level 0
− 2NK︸ ︷︷ ︸
level 1
+ 2NK2+:V 2 :︸ ︷︷ ︸
level 2
+ higher levels, (singular OPE), (6.11)
which is clearly different from (6.7). When OPEs are singular we cannot multiply expansions into
L− eigenstates, and this somewhat limits the power of the formalism. Most applications have been
in the context of singularity free subalgebras.
When singular OPEs are absent, the L− level expansion allows us to solve the equations
of motion perturbatively in level. In fact, this was essentially Schnabl’s original approach to
the construction of the tachyon vacuum. Let us see how this works in the context of the KBc
subalgebra. A general state at ghost number 1 can be expanded in level
Ψ = Ψ−1 + Ψ0 + Ψ1 + higher levels, (6.12)
where the index on Ψn indicates the level, and the general ghost number 1 state at each level can
be written
Ψ−1 = αc, (6.13)
Ψ0 = α1cK + α2Kc+ λcKBc, (6.14)
Ψ1 = α3K
2c+ α4KcK + α5cK
2 + λ1KcKBc+ λ2cKBcK + χcK
2Bc, (6.15)
... .
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The coefficients can be interpreted as expectation values of fields in this basis, and should be
determined by solving the equations of motion. Expanded in level the equations of motion are
0 = Ψ2−1, (6.16)
0 = QΨ−1 + [Ψ−1,Ψ0], (6.17)
0 = QΨ0 + [Ψ−1,Ψ1] + Ψ20, (6.18)
... .
We solve the first two equations:
0 = (αc)2, (6.19)
0 = Q(αc) + [αc, α1cK + α2Kc+ λcKBc] (6.20)
= αcKc+ α(α1 + α2)cKc. (6.21)
The first equation holds trivially for any α. The second equation only implies nontrivial conditions
if α is nonzero, in which case we find a three parameter family of solutions
α 6= 0, α1 + α2 = −1, λ arbitrary. (6.22)
One can check that the higher level equations of motion do not impose further constraints on
these coefficients. This family of solutions, characterized up to level zero, are gauge equivalent
representatives of the tachyon vacuum.
One can systemetize this kind of analysis to give a classification of gauge orbits in the KBc
subalgebra. The classification from [70] rests on the following assumptions:
(1) Only nonnegative integer powers of K can appear in the L− level expansion. We in fact
implicitly assumed this in the previous paragraph. Noninteger powers of K can be defined
through
Kν =
1
Γ(−ν)
∫ ∞
0
dαα−ν−1Ωα. (6.23)
The possibly divergent integration towards the lower limit can be subtracted by defining the
integrand in the proper sense of distributions. More problematic is the upper limit, which
even for ν > −1 only gives inverse power suppression to the sliver state. It is therefore
believed that non-analytic powers of K will lead to somewhat singular solutions, though a
detailed understanding of this point is presently missing.
(2) Only the defining relations (4.94)-(4.95) of the KBc subalgebra are assumed to hold. Identities
such as (∂c)2 = 0, while true, do not follow from the defining relations, and are referred to as
auxiliary identities. Auxiliary identities lead to additional solutions and gauge orbits which
have not been classified.
(3) For regular solutions in the KBc subalgebra, gauge equivalence level-by-level in the L− level
expansion is both necessary and sufficient to establish true gauge equivalence.
(4) Solutions which are inequivalent through gauge transformation in the KBc subalgebra are
inequivalent in the whole open string star algebra.
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It is not known whether relaxing these assumptions can lead to additional gauge orbits contain-
ing nonsingular solutions. If they exist, they have not been found. In particular, there has been
longstanding interest in the question of whether the KBc subalgebra contains multiple D-brane
solutions, representing two or more copies of the perturbative vacuum. There are interesting can-
didates for such solutions if we relax assumption (1) [25], but the resulting sliver-like singularities
lead to inconsistencies in the equations of motion. Relaxing assumption (2) perhaps looks less
problematic, but the resulting spectrum of gauge orbits appears to be quite complicated, and
known solutions of this kind have exotic cohomology and singularities related to the identity string
field. Presently there is no reason to question assumptions (3) and (4). The resulting classification
is as follows:
Claim 3. Assuming (1)-(4), there are six gauge orbits of solutions in the KBc subalgebra, and
they are uniquely characterized by their leading contribution to the L− level expansion:
• Perturbative vacuum: Ψ = λcKBc+ higher levels, (λ 6= −1).
• Tachyon vacuum: Ψ = αc+ higher levels, (α 6= 0).
• Residual perturbative vacuum: Ψ = −cKBc+ higher levels.
• Residual tachyon vacuum: Ψ = −cK + higher levels.
• Residual conjugate tachyon vacuum: Ψ = −Kc+ higher levels,
• Masuda-Nuomi-Takahashi (MNT) ghost brane [71]: Ψ = −cK −Kc+ cKBc+ higher levels.
The last four gauge orbits are called residual solutions. The residual tachyon vacuum was the
first analytic solution we found in subsection 4.3. In [70] it was shown that residual solutions are
necessarily non-normalizable in a similar way as the identity string field. However, this cannot be
seen at any finite level in the expansion into L− eigenstates. A useful thing about this classification
is that it gives a quick way to identify the physical interpretation of unfamiliar solutions in the
KBc subalgebra, without going to the trouble of computing observables. Consider for example
the solution
Ψ = −c KB
1− Ωc(1− Ω). (6.24)
Expanding around K = 0 leads to −cK + higher levels, so this is a representative of the residual
tachyon vacuum.
Let us mention an interesting fact:
Claim 4. The sum of the coefficients of cK and Kc is a gauge invariant quantity in the KBc sub-
algebra (even off shell). It can informally be identified with the tension relative to the perturbative
vacuum in units of 1
2pi2
.
This result provides some motivation for our terminology for the gauge orbits. For the perturbative
vacuum and residual perturbative vacuum, α1 +α2 vanishes and the background can be interpreted
as a state of zero energy; for the tachyon vacuum and residual tachyon vacuum solutions, α1 +α2 =
−1 so the energy of the reference D-brane is cancelled. For the MNT ghost brane, α1 + α2 = −2,
and so the solution appears to represent a D-brane with negative energy.
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Let us explain why the tachyon vacuum is not pure gauge from the point of view of the L−
level expansion. We look for a finite gauge parameter U which satisfies
Ψtv = U
−1QU. (6.25)
Multiplying by U−1 gives a linear equation
QU − UΨtv = 0. (6.26)
The general form of the L− expansion at ghost number zero implies
U = U0 + U1 + higher levels, (6.27)
where
U0 = β + γBc, (6.28)
U1 = β1K + γ1KBc+ γ2BcK, (6.29)
... .
Expanding (6.26) in level gives equations which should determine the gauge parameter:
0 = −U0Ψ−1, (6.30)
0 = QU0 − U1Ψ−1 − U0Ψ0, (6.31)
... .
Focus on the first equation:
U0Ψ−1 = (β + γBc)(αc) = αβc. (6.32)
Since at the tachyon vacuum α 6= 0, this requires β = 0 and the level zero part of the gauge
parameter is determined to be
U0 = γBc. (6.33)
To implement the gauge transformation we also need the inverse gauge parameter:
U−1 = U−10 + U
−1
1 + higher levels. (6.34)
Expanding the relation U−1U = 1 in level implies that we must have the relation
U−10 (γBc) = 1. (6.35)
Multiplying this equation by c from the right we arrive at a contradiction. Therefore the in-
verse gauge parameter does not exist, and the tachyon vacuum cannot be trivialized by gauge
transformation to the perturbative vacuum.
The existence of a formal expansion into L− eigenstates does not imply that the expansion can
be resummed into a well-defined string field. This was already mentioned in the context of the L0
level expansion in subsection 5.1. Singular behavior from the point of view of the identity string
field is particularly obscure in this description. One thing that is fairly easy to notice, however, is
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difficulty with the sliver state. Typically this will appear concretely through exotic powers of K.
For example, the formal homotopy operator for KBc solutions in Schnabl gauge is
Aλ = B
1− λΩ
K
. (6.36)
The L− level expansion is
Aλ = (1− λ)B
K
+ λB + higher levels. (6.37)
Similarly we may consider the L− level expansion of Okawa’s finite gauge parameter
U =
1
1−√ΩBc√Ω , (6.38)
which formally relates Schnabl’s solution to the perturbative vacuum:
U =
B
K
c︸︷︷︸
level −1
+ 1− 1
2
B
K
cK︸ ︷︷ ︸
level 0
+ higher levels. (6.39)
In both these examples we immediately see difficulty from the inverse of K. Note that Okawa’s
gauge transformation formally receives a contribution at level −1, which was excluded in the
previous paragraph since negative level states cannot be created with positive integer powers of K
at ghost number zero. The difficulty with 1/K was already explained in subsection 5.1. However,
problems may appear with other non-analytic powers of K. For example, we can consider a class
of solutions whose L− level expansion starts as
Ψ = αcK1−νBc︸ ︷︷ ︸
level −ν
+higher levels, 0 ≤ ν ≤ 1. (6.40)
Here at least negative powers of K do not appear. However, this would seem to imply the existence
of a 1-parameter family of gauge inequivalent solutions connecting the perturbative vacuum (ν = 0)
and tachyon vacuum (ν = 1). We know that the action cannot change when moving along this
family, since by definition solutions are stationary points of the action. But this contradicts the
fact that the perturbative vacuum and tachyon vacuum carry different energies. The resolution of
this paradox has not been fully clarified.
6.2 Dual L− Level Expansion
It is interesting to think about what happens when we probe a string field with an identity-like
test state

1
2
L− |φ〉,  small. (6.41)
This can be represented as a strip of width  containing a vertex operator in the middle creating
the state |φ〉. Relative to such a test state, a typical string field will look sliver-like. This is not
true, however, for the identity string field, since regardless of how small we take the width of the
test state, the width of the identity is vanishing, and so is always negligible by comparison. In
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fact, presently we are not interested in wedge states whose relative width exceeds a certain finite
cutoff Λ > 0 as the test state shrinks. For this reason we introduce a projection operator
PΛ, (6.42)
which acts as the identity on wedge states with insertions whose total width is less than Λ, and
acts a zero otherwise. With this projection operator inserted, it may happen that the overlap of
an identity-like test state with a string field X can be expanded as a power series in 1/:〈
φ, PΛ
(
1

) 1
2
L−
X
〉
=
(
1

)h1
〈φ, PΛXh1〉+
(
1

)h2
〈φ, PΛXh2〉+
(
1

)h3
〈φ, PΛXh3〉+ ...
h1 > h2 > h3 > ... . (6.43)
Leaving the projection implicit, formally we can write
X = Xh1 +Xh2 +Xh3 + ... h1 > h2 > h3 > ... . (6.44)
where Xh are eigenstates of L−:
1
2
L−Xh = hXh. (6.45)
This defines the dual L− level expansion [70]. As before, level is identified with the 1
2
L− eigenvalue.
In this case the leading level is the highest level, and subleading levels are increasingly negative.
The nature of the eigenstates in this expansion is a little surprising, so it is worth seeing how
they arise from the field 1
1+K
:〈
φ, PΛ
(
1

) 1
2
L−
1
1 +K
〉
=
〈
φ, PΛ

+K
〉
= 
∫ Λ
0
dα e−α〈φ,Ωα〉. (6.46)
For fixed Λ and  sufficiently small, we can expand the integrand in powers of :〈
φ, PΛ
(
1

) 1
2
L−
1
1 +K
〉
= 
〈
φ,
∫ Λ
0
dαΩα
〉
︸ ︷︷ ︸
level −1
− 2
〈
φ,
∫ Λ
0
dααΩα
〉
︸ ︷︷ ︸
level −2
+
3
2!
〈
φ,
∫ Λ
0
dαα2Ωα
〉
︸ ︷︷ ︸
level −3
+... .
(6.47)
Comparing to (6.43) we see that the leading level in the expansion is −1, followed by subleading
levels for all negative integers. To see the L− eigenstates we make the identification
1
Γ(−ν)
∫ Λ
0
dαα−ν−1Ωα = PΛKν , (6.48)
where the power of K is defined as a continuous superposition of wedge states through (6.23). If ν
is negative the integral defining Kν produces a divergence proportional to the sliver state. In the
present situation this does not matter, since the sliver divergence is discarded by the projection.
Moreover, divergent sliver boundary terms imply that Kν is not an L− eigenstate for negative ν;
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for similar reasons, the relation KµKν = Kµ+ν fails to hold. Again, this does not matter since
anomalous boundary terms disappear after projection. Therefore in the present context we can
assume that all powers of K are allowed, and all are eigenstates of L−:
1
2
L−Kν = νKν . (6.49)
This leads us to identify the dual L− expansion of 1
1+K
as
1
1 +K
=
1
K︸︷︷︸
level −1
− 1
K2︸︷︷︸
level −2
+
1
K3︸︷︷︸
level −3
− lower levels. (6.50)
This is simply an expansion around K =∞. This anticipates the general result:
Claim 5. The dual L− level expansion in the subalgebra of wedge states with insertions can be
computed by expanding the state in powers of K around K = ∞ and ordering terms in sequence
of decreasing 1
2
L− eigenvalue.
Claim 6. In the subalgebra of wedge states with insertions, the dual L− level expansion of a product
of states is given by multiplying the dual L− level expansions of the states individually. Level is
additive under star multiplication.
We make two comments:
(1) It is not necessarily true that a string field made out of wedge states with insertions can be
expanded in powers of K around K = ∞. For example, this is the case for the SL(2,R)
vacuum Ω = e−K . By definition, a state which falls off faster than any inverse power of K is
considered to have level −∞. It can also happen that expansion around K = ∞ produces
contributions which are bounded by finite powers of K but are not themselves powers of K.
For example we could find 1/ ln(K). In this case the state does not have a dual L− expansion,
but in practice this does not usually happen. Some aspects of the present discussion can be
generalized to cover such situations.
(2) We did not qualify these claims as holding within a singularity free subalgebra. This is because
an expansion around K = ∞ never produces OPE divergence which is not already present
in the original state. Consider for example the state
V
1
(1 +K)3
V =
1
2!
∫ ∞
0
dαα2V ΩαV, (6.51)
where V is a weight 1 primary with double pole OPE. The double pole does not lead to diver-
gence in the state since the α2 factor in the integrand cancels the 1/α2 from the contraction
of V s in the limit α→ 0. The dual L− expansion of this state is
V
1
(1 +K)3
V = V
1
K3
V︸ ︷︷ ︸
level −1
− 3V 1
K4
V︸ ︷︷ ︸
level −2
+ 6V
1
K5
V︸ ︷︷ ︸
level −3
+ lower levels
=
1
2!
∫ Λ
0
dαα2V ΩαV − 3
3!
∫ Λ
0
dαα3V ΩαV +
6
4!
∫ Λ
0
dαα4V ΩαV + ... . (6.52)
In all eigenstates the double pole in the V -V OPE is canceled in the integrand towards α = 0,
and more than canceled as the level becomes progressively negative.
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(3) There is a close connection between the level in the dual L− level expansion and the magnitude
of the contribution of the identity string field to the corresponding eigenstate. Therefore
increasingly positive levels become more singular from the point of view of the identity
string field, while increasingly negative levels become less singular.
The dual L− expansion is useful for analyzing singularities related to the identity string field, but
obscures singularities related to the sliver state. Meanwhile, precisely the reverse is true in the
(ordinary) L− level expansion. For example, the inverse wedge state Ω−1 is clearly singular in the
dual L− level expansion since it diverges faster towards infinity than any power of K. However,
this behavior is not directly seen in a power series expansion around K = 0. A different example
is the homotopy operator for KBc solutions in simple gauge:
Aλ = B
1− λ+K
K(1 +K)
. (6.53)
The dual L− level expansion does not reveal anything problematic:
Aλ =
B
K︸︷︷︸
level 0
− λ B
K2︸ ︷︷ ︸
level −1
+ λ
B
K3︸ ︷︷ ︸
level −2
+lower levels. (6.54)
However the L− level expansion contains a sliver-like singularity at leading level if λ 6= 1:
Aλ = (1− λ)B
K︸ ︷︷ ︸
level 0
+ λB︸︷︷︸
level 1
− λBK︸ ︷︷ ︸
level 2
+higher levels. (6.55)
Therefore the L− and dual L− level expansions reveal complimentary information about a state.
It can happen that both expansions are unproblematic but nevertheless the corresponding state is
not well-behaved. An example is the string field:
1
1−K = −
1
K︸︷︷︸
level -1
− 1
K2︸︷︷︸
level −2
+ lower levels, (dual L− level expansion),
= 1︸︷︷︸
level 0
+ K︸︷︷︸
level1
+ higher levels (L− level expansion). (6.56)
This state has a pole at K = 1 and is therefore divergent in the C∗ and D2 norm. The problem
with this state is not something that can be easily understood as related to the sliver state or the
identity string field.
We now state a central result of the formalism:
Claim 7. Let X be a string field in the subalgebra of wedge states with insertions that admits a
dual L− level expansion. Then Tr[X] is well-defined only if the leading level of X in the dual L−
level expansion is strictly negative.
The argument is that integration over the circumference of the cylinder in correlators must be
absolutely convergent as the circumference shrinks to zero. For further explanation see [70]. Since
we want to be able to compute the action and Ellwood invariant of a solution, this result implies
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that the leading level of a regular solution in the dual L− expansion must be strictly negative.
This holds somewhat trivially for Schnabl gauge solutions and the Kiermaier-Okawa solution, since
these are made from wedge states of strictly positive width and the leading level is minus infinity.
The condition holds less trivially for the simple tachyon vacuum and intertwining solutions:
Ψsimp = Q
(
1√
K
Bc
1√
K
)
︸ ︷︷ ︸
level −1
+ lower levels,
Ψint = Q
(
1√
K
Bc
1√
K
− 1√
K
σ
B
K
σKc
1√
K
)
︸ ︷︷ ︸
level −1
+ lower levels. (6.57)
Both solutions have leading level −1, which is the highest integer level consistent with a regular
solution. Finally we may consider the identity-like tachyon vacuum (4.100) and the residual tachyon
vacuum (6.24)
Ψ = c(1−K) = − cK︸ ︷︷ ︸
level 0
+ c︸︷︷︸
level −1
, (6.58)
Ψ = −c KB
1− Ωc(1− Ω) = −cKBc︸ ︷︷ ︸
level 0
+ level −∞. (6.59)
The leading level of both solutions is 0, so they are singular. In [70] it was shown that all residual
solutions satisfy
BΨB = BK. (6.60)
Since BK has 1
2
L− eigenvalue +2, this equation can only be consistent if Ψ contains a level 0
state. Therefore residual solutions are necessarily singular from the perspective of the identity
string field.
Next we mention another useful result:
Claim 8. Let Ψ be a regular solution that admits a dual L− expansion. Then all finite levels in
the dual L− expansion of Ψ can be removed by gauge transformation.
To see why this is true, note that the leading level of Ψ in the dual L− expansion must be negative
(otherwise the solution would not be regular). The leading level of Ψ2 must be at least twice as
negative as that of Ψ itself. The equations of motion then requires that the leading level of Ψ
must be BRST invariant. This is clearly seen in the dual L− expansions of the simple tachyon
vacuum and the simple intertwining solution in (6.57). In fact, the leading level is not only BRST
invariant but must be BRST exact, since at any finite level the cohomology of Q is trivial due to
the identity
Q
(
B
K
)
= 1. (6.61)
This implies that the highest level state can be removed by gauge transformation, and by iteration
all finite levels can be removed. Therefore the dual L− expansion does not contain any physical
information about a solution. One might think this means we can focus on solutions at level −∞
and dispense with the formalism all together. However, one of the lessons of the simple tachyon
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vacuum is that by making use of the identity string field we can often make the physics of solutions
more transparent.
There are many ways to remove levels in the dual L− level expansion, but two approaches are
notable. The first is using the so-called Zeze map [72]. Given a solution Ψ and an element of the
wedge algebra F (K) satisfying F (0) = 1, we can form a new solution Ψ′ with the transformation
Ψ′ =
√
FΨ
1
1 +B 1−F
K
Ψ
√
F . (6.62)
If the leading levels of Ψ and F are both negative, the leading level of Ψ′ is the sum of the leading
levels of Ψ and F . One might notice a close resemblance to the Schnabl gauge solution for marginal
deformations. In fact, the marginal solution in Schnabl gauge is the Zeze map with F = Ω applied
to
Ψ = cV. (6.63)
This is also a marginal solution. It satisfies the equations of motion since it is both BRST invariant
and nilpotent (assuming V has regular OPE). Interestingly, it satisfies the gauge condition
B−Ψ = 0. (6.64)
There are no regular KBc solutions for the tachyon vacuum in this gauge, though approaching
it as a limit of dressed Schnabl gauges leads formally to ∞ × c. While this doesn’t look like
a meaningful solution, it is interesting to mention that in boundary string field theory [73], the
tachyon vacuum also sits at infinite distance from the perturbative vacuum in field space [74, 75].
The solution cV is singular as it consists entirely of a state at level 0. However, among all marginal
solutions it probably has the closest relation to boundary deformations as understood from the
first quantized worldsheet point of view. If we have two string field theories BCFT0 and BCFT∗
related by regular marginal deformation, the actions are equal if the fluctuation field around cV
is directly identified with the field of BCFT∗:
Ψ(0) = cV + σΨ(∗)σ. (6.65)
The boundary condition changing operators σ and σ turn on an exponential of line integrals of
V s on the boundary, which is the most direct way to represent a state of BCFT∗ as a boundary
deformation of a state in BCFT0. This can be viewed as a degenerate version of the field redefinition
constructed from the simple intertwining solution. All of this demonstrates that making solutions
more identity-like often clarifies their physical interpretation.
Another interesting method for removing levels in the dual L− expansion is through KBc
endomorphisms [76]. We only discuss this in the context of the KBc subalgebra, though in
some cases it can be generalized in an interesting way to larger subalgebras [77]. We consider an
endomorphism φ acting on elements of the KBc subalgebra defined by
K ′ = φ ◦K = φ(K), B′ = φ ◦B = Bφ(K)
K
, c′ = φ ◦ c = c KB
φ(K)
c, (6.66)
where φ(K) is an element of the wedge algebra satisfying φ(0) = 0 and φ′(0) 6= 0. Surprisingly,
the transformed fields K ′, B′ and c′ satisfy the defining relations of the KBc subalgebra5
[K ′, B′] = 0 (B′)2 = (c′)2 = 0 [B′, c′] = 1, (6.67)
QK ′ = 0 QB′ = K ′ Qc′ = c′K ′c′. (6.68)
5Interestingly, however, the transformed fields do not satisfy auxilliary identities such as (∂c)2 = 0.
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For example, if we start with the identity-like solution for the tachyon vacuum,
Ψ = c(1−K), (6.69)
and reinterpret K,B, c as K ′, B′, c′ with
φ(K) = 1− Ω, (6.70)
we obtain a slight variation of Schnabl’s solution6
c′(1−K ′) = c KB
1− ΩcΩ = φ ◦
(
c(1−K)
)
. (6.71)
Under certain conditions the endomorphisms are also automorphisms, which can be interpreted
as representing the connected component of the group of reparameterization symmetries of the
spectrum of K [77]. We discuss this under the assumption that the spectrum of K consists of
non-negative real numbers. In this context, φ(K) is an invertible map from non-negative real
numbers into themselves (a diffeomorphism of the spectrum of K). If we wish to transform from a
KBc solution whose leading level in the dual L− level expansion is ν < 0 to another KBc solution
whose leading level is ν ′ < 0, the leading level of the diffeomorphism φ(K) must be
ν ′
ν
> 0. (6.72)
In particular φ(K) must grow asKν
′/ν towards infinity. If we wish to obtain a more regular solution,
ν ′ < ν and we need to “push” the spectrum of K out to infinity. Note that this works somewhat
differently than the endomorphism example (6.70), since in that case we are transforming a solution
whose leading level is 0 and the required φ(K) is not a reparameterization of the spectrum.
Armed with what we have learned we can begin to get some insight into topological properties
of string field theory solutions. Such considerations may be especially relevant in superstring field
theory, where they should give an understanding of the topological origin of D-brane charges.
There are indeed some hints of this [24, 47]. Presently we are limiting ourselves to open bosonic
SFT, but there is an interesting fact whose demonstration requires similar considerations:
Claim 9. Given a real and nonsingular tachyon vacuum solution in the KBc subalgebra, the
coefficient of the tachyon state in the L− level expansion is positive.
Intuitively, this is the statement that the stable vacuum is found when the tachyon condenses
towards positive values from the original unstable D-brane. This is such an elementary fact that
one can forget that it requires explanation.
To prove this, we note that multiplying Okawa-type tachyon vacuum solutions (5.107) on both
sides by B gives
BΨB = B
KF
1− F . (6.73)
6We would get precisely Schnabl’s solution if we could apply the endomorphism to the solution
√
1−Kc√1−K.
The square root of 1−K however is problematic due to the branch point at K = 1, which leads to difficulties with
its definition as a superposition of wedge states.
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The Okawa-type solution is not the most general tachyon vacuum in the KBc subalgebra, but
nevertheless the general tachyon vacuum is characterized by a choice of F (K) such that F (0) = 1
and F ′(0) 6= 0 and the above relation holds [78]. The L− level expansion of Ψ takes the form
Ψ = αc+ higher levels, (6.74)
where α is the tachyon coefficient (in the basis of L− eigenstates). Plugging this into (6.73) and
expanding the right hand side around K = 0 leads to the identification
α =
1
F ′(0)
. (6.75)
Meanwhile, we know that the leading level of Ψ in the dual L− expansion must be negative. This
implies that the leading level of the right hand side of (6.73) must be less than 2. This is only
possible if F (K) vanishes at infinity:
F (∞) = 0. (6.76)
Finally, consider the state
H(K) =
1− F
K
, (6.77)
which appears in the homotopy operator for the tachyon vacuum. From the behavior of F we
know that H satisfies the boundary conditions
H(0) =
1
α
, lim
K→∞
KH(K) = 1. (6.78)
Now suppose that α is negative. Since the homotopy opera-
tor should be well-defined, H(K) must be continuous for non-
negative K. Then the above boundary conditions imply that
H(K) must have at least one zero for positive K. This is the
“topological” part of the argument. On the other hand, the
right hand side of (6.73) contains the state
F (K)
H(K)
. (6.79)
This must be discontinuous at a pole corresponding to the zero of H(K), and is therefore singular.
Since multiplication by B cannot turn a regular solution into a singular state, we conclude that α
cannot be negative.
One might expect that a similar result will hold for the usual tachyon coefficient in the basis
of L0 eigenstates, but this has not been proven.
6.3 Singular Gauge Transformations
We now describe a formalism introduced by Ellwood [79] and further elaborated in [80, 81] which
gives some understanding of the phantom term in Schnabl’s solution.
Consider the equation
QΨ1Ψ2U = 0, gh(U) = 0, (6.80)
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where Ψ1 and Ψ2 are classical solutions and QΨ1Ψ2 is the shifted kinetic operator for a stretched
string connecting Ψ1 and Ψ2, as described in subsection 5.4. A solution to this equation (at ghost
number zero) will be called a morphism from Ψ1 to Ψ2.
7 As the terminology suggests, morphisms
define a category. The objects of the category are classical solutions, and composition of morphisms
is defined with the open string star product. To make the category structure clear, we note the
following:
• Let U12 be a morphism from Ψ1 to Ψ2 and U23 be a morphism from Ψ2 to Ψ3. Then the
Leibniz rule (5.183) implies that the product U12U23 is a morphism from Ψ1 to Ψ3:
QΨ1Ψ3
(
U12U23
)
=
(
QΨ1Ψ2U12
)
U23 + U12
(
QΨ2Ψ3U23
)
= 0. (6.81)
Composition of morphisms is associative since the star product is associative.
• Between any pair of solutions there is a zero morphism U = 0.
• Between any solution and itself there is an identity morphism U = 1.
• A special kind of morphism is an isomorphism; this is a morphism U from Ψ1 to Ψ2 which
has an inverse morphism U−1 from Ψ2 to Ψ1. In particular UU−1 = U−1U = 1. In fact, an
isomorphism is the same thing as a (finite) gauge transformation between Ψ1 and Ψ2. This
can be seen as follows:
0 = QU + Ψ1U − UΨ2 =⇒ UΨ2 = QU + Ψ1U =⇒ Ψ2 = U−1(Q+ Ψ1)U. (6.82)
Therefore, the gauge group of open SFT naturally extends to a category structure which connects
all classical solutions. This is a particular instance of the general concept of “D-brane categories”
which appears in various guises, especially in discussions of open topological strings. In the most
basic form, a D-brane category consists of D-branes as objects, and open strings connecting D-
branes as morphisms.
What makes the category structure interesting is that morphisms can relate solutions which
are not physically equivalent. Given any Ψ1 and Ψ2, we can find a nonzero morphism of the form
U = QΨ1Ψ2b, gh(b) = −1. (6.83)
We call this an exact morphism. In fact, if Ψ1 and Ψ2 represent distinct open string boundary
conditions, a morphism between them is expected to be exact; the only source of cohomology at
ghost number zero is the identity operator, which is absent from the spectrum of strings connecting
inequivalent D-branes. So without exact morphisms, there would be no nontrivial connections
between inequivalent solutions. Exact morphisms can also connect gauge equivalent solutions, but
they are rarely gauge transformations themselves. The precise statement is:
Claim 10. An exact morphism cannot be a gauge transformation unless it connects two solutions
for the tachyon vacuum.
7Here we use somewhat different terminology from [80]. There, a morphism was called a left gauge transformation.
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To see this, suppose U is exact and possesses an inverse. This implies
1 = U−1U = U−1QΨ1Ψ2b = QΨ2
(
U−1b
)
, (6.84)
1 = UU−1 =
(
QΨ1Ψ2b
)
U−1 = QΨ1
(
bU−1
)
. (6.85)
Therefore the identity is trivial in the cohomology around Ψ1 and Ψ2, so both solutions must
represent the tachyon vacuum.
Another important class of morphisms are called resolvable. A resolvable morphism U has
the property that  + U has a star algebra inverse for any sufficiently small  > 0. All gauge
transformations are resolvable. Exact morphisms may not be resolvable, but often they are. The
prototypical example of a resolvable exact morphism is the string field K, which can be viewed as
a morphism connecting the perturbative vacuum to itself:
U = K = QB, QU = 0. (6.86)
After adding a small  > 0 we can compute the inverse
1
+K
=
∫ ∞
0
dαe−αΩα. (6.87)
The inverse is well-defined for any fixed positive , no matter how small, though it is divergent
in the  → 0 limit. By contrast, U = −K is not resolvable
since its spectrum is non-positive. A less trivial example is
U = K(1−K) = Q(B(1−K)), QU = 0. (6.88)
After adding a small  the inverse is bounded as a function of K
at K = 0, but it is still not bounded in the vicinity of K = 1.
With these definitions there are six classes of morphisms, as
illustrated to the left.
Exercise 22. Find a representative example of a morphism for
all six classes.
A morphism which is exact, resolvable, and not a gauge trans-
formation will be called a singular gauge transformation.
Singular gauge transformations are interesting since they can connect physically distinct so-
lutions, but are infinitesimally close to being gauge transformations. If U is a singular gauge
transformation from Ψ1 to Ψ2, we can almost relate the solutions by gauge transformation through
the identity
Ψ2 =
1
+ U
(Q+ Ψ1)(+ U) +

+ U
(Ψ2 −Ψ1). (6.89)
The first term is a gauge transformation of Ψ1 for any sufficiently small  > 0. If U was a true
gauge transformation, the second term would vanish in the  → 0 limit. However, if Ψ1 and Ψ2
are not gauge equivalent solutions, the second term must be nontrivial in the  → 0 limit. This
is a generalization of the phantom term of Schnabl’s solution. A trivial example of a singular
gauge transformation is the zero morphism U = 0. In this case, the phantom term is merely the
difference between Ψ2 and Ψ1. Typically, however, the phantom term will approach a sliver-like
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state in the limit → 0. Note that among all the solutions we have discussed so far, only Schnabl’s
solution “needed” a phantom term. However, from the present point of view the phantom term is
not necessarily a property of a solution, but a property of a pair of solutions and a singular gauge
transformation connecting them. The phantom term of Schnabl’s solution arises from Okawa’s
singular gauge transformation from the perturbative vacuum to the tachyon vacuum.
The nature of the phantom term is determined by the behavior of the state 
+U
for small .
Consider a basis of Fock states |φi〉 and the limit
〈φi, X∞〉 = lim
→0
〈
φi,

+ U
〉
. (6.90)
If this limit converges, this defines what is called the boundary condition changing projector, X∞.
Like the sliver state, the boundary condition changing projector is generally not part of the open
string star algebra, in the sense that it cannot be unambiguously multiplied with itself or other
boundary condition changing projectors. However, it can be multiplied with elements of the open
string star algebra. We have the relations
UX∞ = X∞U = 0. (6.91)
Therefore, singular gauge transformation can be viewed as having a kernel, and X∞ is the projector
onto the kernel. A special case is when U is a singular gauge transformation between a solution and
itself. Then the boundary condition changing projector reduces to what is called the characteristic
projector [79]. An example is the singular gauge transformation U = K around the perturbative
vacuum. In this case the characteristic projector is precisely the sliver state:
X∞ = lim
→0

+K
= Ω∞. (6.92)
One additional comment about multiplying projector-like states. When we talk about the bound-
ary condition changing “projector” we imagine that the relation
(X∞)2 ?= X∞ (6.93)
should hold. However, suppose we multiply by Bc+ cB = 1 on both sides of the sliver state. We
obtain the equality
Ω∞ = BcΩ∞cB, (6.94)
where we used the fact that B annihilates the sliver state. The expression on the right hand side
cannot be a projector, since the star product with itself vanishes due to B2 = 0. This further
demonstrates that projector-like states cannot be unambiguously multiplied amongst themselves.
We now come to one of the most interesting claims of the formalism. To explain it, let us
revisit the visualization of the sliver state. Recall from subsection 4.1 that the overlap of the
sliver state with a test state |φ〉 can be computed as a correlation function on the upper half
plane, with the vertex operator of the test state inserted at the origin with the sliver coordinate
map fS(ξ) = 2pi tan
−1 ξ. The surface of the test state occupies the strip 1
2
≥ Re(z) ≥ −1
2
in the
upper half plane. So that we can clearly see what is happening towards the midpoint, for present
discussion it is more convenient to visualize the overlap as a correlation function on the unit disk,
obtained from the upper half plane after the conformal transformation
w = d(z) =
1 + 2iz
1− 2iz , (6.95)
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so that
〈φ,Ω∞〉 = 〈d ◦ fS ◦ φ(0)〉disk. (6.96)
The vertex operator is now inserted at w = 1 on
the boundary of the unit disk. The surface of the
test state occupies a region on the interior of the
unit disk bounded by two unit circles centered at
w = −1 ± i, as shown above. The important thing
to notice about this picture is that the surface of
the test state touches the boundary of the unit disk
at w = −1, which represents the image of the mid-
point ξ = i. If we subtract the surface of the test
state from the unit disk, we are left with two discon-
nected surfaces defining the left and right half-string
Schro¨dinger functionals of the sliver state. Now let us return to the boundary condition changing
projector. The expectation is that it will have the following structure:
(1) Consider the overlap 〈φ,X∞〉 represented as a correlation function on the unit disk. Inside
the unit disk is a region occupied by the surface of the test state. The surface of the test
state includes an arc on the boundary containing the probe vertex operator and at least one
other disconnected point on the boundary representing the image of the midpoint ξ = i.
(2) On the arc which includes the probe vertex operator, the correlator has open string boundary
conditions corresponding to the reference string field theory BCFT0. This simply reflects
the fact that X∞ is a state in the reference string field theory. More interestingly, at the
image of the midpoint there is a shift in open string boundary condition in the correlation
function between BCFT1 and BCFT2, corresponding respectively to the solutions Ψ1 and Ψ2
related by the singular gauge transformation. The shift occurs in that order when following
the canonical orientation around the boundary of the unit disk (counterclockwise in the
conventional visualization of the complex plane, and clockwise in our convention of visualizing
the positive real axis as increasing to the left).
The picture is summarized to the left. The upshot is that by construct-
ing a singular gauge transformation between solutions Ψ1 and Ψ2, com-
puting the boundary condition changing projector, and focusing in on
the midpoint, you can directly derive the stretched string connecting the
D-branes represented by Ψ2 and Ψ1. This is why it is called the “bound-
ary condition changing projector.” On the segments of the boundary of
the unit disk not contained in the surface of the test state, there can
be various operator insertions in the correlation function whose form
depends on the singular gauge transformation. The cumulative effect of
these operator insertions must change the open string boundary condition from BCFT0 to BCFT2
in the surface defining the left half string functional, and to change the boundary condition from
BCFT0 to BCFT1 in the surface defining the right half string functional. Some motivation for this
picture can be found from the BRST identity
Q
(

+ U
)
+ Ψ2

+ U
+

+ U
(Ψ1 −Ψ2) 
+ U
− 
+ U
Ψ1 = 0. (6.97)
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The idea is that when Q acts on the boundary condition changing projector, various individual
contributions will arise from Q acting on operators which shift the boundary condition inside the
correlation function on the disk. The second term above arises from Q acting on operators which
shift the boundary condition from BCFT0 to BCFT2. The third term arises from Q acting on
operators which change the boundary condition from BCFT2 to BCFT1 at the midpoint. Finally,
the fourth term arises from Q acting on operators which shift from BCFT1 back to BCFT0. To
see that it is reasonable for these BRST variations to produce factors of the solutions Ψ1 and Ψ2,
consider a boundary condition changing operator for regular marginal deformations. Since the
boundary condition changing operator is a weight zero primary, the BRST variation is
Qσ = c∂σ = c(∂σσ)σ = −(cV )σ, (6.98)
where in the last step we used the result of exercise 19. As explained in the previous subsection,
cV is a solution for regular marginal deformations.
It has been found that the boundary condition changing projector usually, but not always,
takes the form outlined above. A counterexample is the zero morphism U = 0, whose boundary
condition changing projector is the identity string field. Since the zero morphism takes the same
form connecting any pair of solutions, it is not surprising that its boundary condition changing
projector fails to contain information about the shift in background. It is possible to come up
with related counterexamples. For SFT on a pair of D-branes, we can consider a singular gauge
transformation consisting of the zero morphism on the first diagonal entry and a nonzero morphism
on the other; the boundary condition changing projector will contain the identity string field in the
first diagonal entry. A singular gauge transformation leading to a boundary condition changing
projector of the form outlined in the previous paragraph will be called nondegenerate. Since the
present understanding of boundary condition changing projectors is mostly empirical, there is
no deep understanding of the conditions leading to nondegeneracy, but they appear to be fairly
generic.
An important special case of the boundary condition changing projector is the characteris-
tic projector. Here the boundary conditions near the midpoint of the left and right half string
functionals will be the same. For example, the characterstic projector of the singular gauge trans-
formation K around the perturbative vacuum is the sliver state, which indeed carries BCFT0
boundary conditions at the midpoint. The BRST identity (6.97) of the characteristic projector
simplifies to
QΨ1
(

+ U
)
= 0. (6.99)
If the singular gauge transformation is nondegenerate, the characteristic projector is believed to
generate the cohomology class of the identity operator around the solution Ψ1.
We would like to compute the boundary condition changing projector in the simplest nontrivial
example. Consider identity-like solutions for marginal deformations:
Ψ1 = cV1, Ψ2 = cV2. (6.100)
We can find an exact morphism connecting them in the form
U = QΨ1Ψ2B = K + cBV1 +BcV2. (6.101)
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It turns out that this morphism is only resolvable if V1 and V2 have regular OPE with each other.
This limitation can be avoided if we choose less identity-like solutions, but presently we want to
focus on the simplest example. The calculation proceeds as follows:

+ U
=

+K + cBV1 +BcV2
=

+ cB(K + V1) +Bc(K + V2)
=
1(
1 + 1

cB(K + V1)
) (
1 + 1

Bc(K + V2)
)
=
(

+Bc(K + V2)
)(

+ cB(K + V1)
)
. (6.102)
We now introduce boundary condition changing operators so that
σ01Kσ10 = K + V1, σ02Kσ20 = K + V2. (6.103)
Since we consider regular marginal deformations, the boundary condition changing operators sat-
isfy
σ01σ10 = 1, σ10σ01 = 1,
σ02σ20 = 1, σ20σ02 = 1. (6.104)
In (6.102) we also encounter the product
σ21 = σ20σ01. (6.105)
This product must be finite, which requires that V1 and V2 have regular OPE with each other.
Then (6.102) can be written

+ U
= σ02

+BcK
σ21

+ cBK
σ10. (6.106)
To deal with the ghosts, we first insert the identity Bc+ cB = 1 in the BCFT1 factor:

+ U
= σ02

+BcK
σ21(Bc+ cB)

+ cBK
σ10
= σ02

+BcK
σ21
(
Bc+ cB

+K
)
σ10. (6.107)
Here we used
cF (cBK) = F (0), BF (cBK) = BF (K). (6.108)
The former follows from c2 = 0 and the later from [B, c] = 1 and B2 = 0. To deal with the BCFT2
factor we write

+ U
= σ02
(
1 +

+BcK
− 1
)
σ21
(
Bc+ cB

+K
)
σ01
= σ02
(
1− 1
+BcK
BcK
)
σ21
(
Bc+ cB

+K
)
σ10
= σ02
(
1− 1
+K
BcK
)
σ21
(
Bc+ cB

+K
)
σ10. (6.109)
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Multiplying everything out gives

+ U
= σ02
(
1− 1
+K
K
)
Bcσ20 + σ01cB

+K
σ10 − σ02 1
+K
BcKcBσ21

+K
σ10
= σ02

+K
Bcσ20 + σ01cB

+K
σ10 + σ02
1
+K
σ21B∂c

+K
σ10. (6.110)
Now we can take the limit  → 0. The first two terms vanish in the limit because B annihilates
the sliver. The third term is somewhat nontrivial. Expanding as a superposition of wedge states
gives
σ02
1
+K
σ21B∂c

+K
σ10 =
∫ ∞
0
dL e−L
∫ L/
0
dx σ02Ω
xσ21B∂cΩ
L/−xσ10. (6.111)
In the integrand is a wedge surface of total width L/, which for fixed L is approaching the sliver
state as → 0. The boundary condition changing operator σ21 is integrated across the entire width
of the wedge surface from x = 0 to x = L/. It is helpful to decompose this integration into three
pieces; near the left edge, through the middle, and near the right edge:∫ L/
0
dxΩxσ21B∂cΩ
L/−x =
∫ Λ
0
dxΩxσ21B∂cΩ
L/−x +
∫ L/−Λ
Λ
dxΩxσ21B∂cΩ
L/−x
+
∫ Λ
0
dxΩL/−xσ21B∂cΩx. (6.112)
Here Λ < L/(2) is an arbitrary parameter (independent of ) which defines what it means to be
“near” the edges of the wedge surface. The contributions near the left and right edges vanish in
the → 0 limit because B tends to annihilate the sliver, and due to the finite range of integration
there can be no compensating divergence. Since Λ can be arbitrary, this implies that σ21 cannot be
a finite distance from the left or right edges of the wedge surface in the → 0 limit. This implies
that the boundary condtion changing projector, if it is nonvanishing, must contain σ21 inserted
at the midpoint. Without going into the derivation (see appendix A of [80]) we claim that the
integration “through the middle” is nonzero, and in the  → 0 limit the ghost insertions can be
eliminated to obtain
X∞ = σ21(i)
(
σ02Ω
∞σ10
)
, (6.113)
where σ21 in this equation acts as an operator (not a string field) on the midpoint of the sliver
state. This agrees with the general form of the boundary condition changing projector anticipated
before. In more complicated examples the boundary condition changing projector can have more
structure towards the left and right edges. If
U = QΨ1Ψ2
(
B
1− Ω
K
)
(6.114)
is a singular gauge transformation between two Schnabl gauge marginal solutions, the boundary
condition changing projector turns out to be
X∞ = σ21(i)
(√
Ωσ02Ω
∞σ10
√
Ω
)
, (6.115)
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so we pick up additional factors of
√
Ω. The characteristic projector for the Kiermaier-Okawa
solution contains a factor of U−1 from (5.234) on the right edge [79].
It is interesting to think about what happens to the boundary condition changing projector
when we consider a singular gauge transformation to the tachyon vacuum. Here there are no
D-branes on which open strings can end, so it is not clear what kind of boundary condition should
emerge at the midpoint. Let us consider an exact morphism from the perturbative vacuum to
Schnabl’s solution:
U = Q0ΨSch
(
B
1− Ω
K
)
= 1−
√
ΩcB
√
Ω. (6.116)
This is a variant of Okawa’s pure gauge form for Schnabl’s solution. It is the conjugate of the
inverse gauge parameter in (5.47) at λ = 1. To find the boundary condition changing projector we
compute

+ U
=

1 + −√ΩcB√Ω
=
1− λ
1− λ√ΩcB√Ω , (6.117)
where
λ =
1
1 + 
, (6.118)
and the boundary condition changing projector is defined by the limit λ → 1−. Simplifying the
ghosts and expanding in a geometric series gives

+ U
= (1− λ) + λ(1− λ)
√
ΩcB
1
1− λΩ
√
Ω
= (1− λ) + λ
√
ΩcB
√
Ω
(
(1− λ)
∞∑
n=0
λnΩn
)
. (6.119)
The sum is convergent for |λ| < 1, which in particular implies that the exact morphism is resolvable
and defines a singular gauge transformation. To see what happens in the λ→ 1− limit we note that
wedge states for large wedge parameter can be expanded around the sliver state when contracted
with Fock states:
Ωn = Ω∞ +O
(
1
n2
)
, n large. (6.120)
Plugging into the geometric series and summing implies
(1− λ)
∞∑
n=0
λnΩn = Ω∞ +O(1− λ), λ→ 1−, (6.121)
and

+ U
=
√
ΩcBΩ∞
√
Ω +O(1− λ), λ→ 1−. (6.122)
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The leading term vanishes since B annihilates the sliver state, and the remainder tends to zero as
1− λ or faster. Therefore the boundary condition changing projector vanishes identically:
X∞ = 0. (6.123)
This is how we understand the fact that open strings cannot connect to the tachyon vacuum. Since
the phantom term is proportional to the boundary condition changing projector, this also gives a
physical explanation for why the phantom term of Schnabl’s solution vanishes in the Fock space. It
is interesting to observe that proper gauge transformations also lead to a vanishing characteristic
projector. This in itself has no special meaning, since the characteristic projector is only proposed
to give information about open string boundary conditions when the morphism is exact. However,
a gauge transformation can be exact if it connects solutions for the tachyon vacuum. In this case,
the vanishing of the characteristic projector is telling us about the absence of D-branes.
To give one more example, consider the characteristic projector of the residual tachyon vacuum
Ψ = −cK. We can try to define an exact morphism around this solution by taking
U = Q−cKB = 0, (6.124)
but this does not give any information. Inserting some generic H(K) we can find a nonzero exact
morphism
U = Q−cK(BH) = B[c,H]K. (6.125)
Then we can compute

+ U
=

+B[c,H]K
= 1− 1

B[c,H]K. (6.126)
Though the morphism is resolvable, the  → 0 limit does not approach a finite state. It seems
that there is no simple way to remedy this problem with a different choice of morphism, so the
characteristic projector appears not to exist. This agrees with the general expectation that residual
solutions are unphysical.
Exercise 23. If we add c to the residual tachyon vacuum we obtain the identity-like tachyon
vacuum solution Ψ = c(1 − K). Compute the characteristic projector of the exact morphism
U = QΨ(BH) and show that it vanishes under reasonable assumptions about H(K).
Perhpas the most significant application of this formalism is that it gives a procedure for ex-
tracting gauge invariant information from solutions whose physical interpretation might otherwise
not be obvious. In some circumstances it can even be used to compute observables from solutions
which are not known in closed form. One gauge invariant provided by the formalism is the bound-
ary condition changing projector itself, specifically its behavior near the midpoint. The formalism
can also be used to compute the action or Ellwood invariant. The important idea here is that a
singular gauge transformation allows one to absorb all unphysical complications into a pure gauge
solution, leaving the phantom term to describe the shift in background in the most transparent
possible manner. To illustrate this point we will use the formalism to compute the energy of
Schnabl’s solution. Some other applications are discussed in [81]. We consider the singular gauge
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transformation (6.116), and use (6.89) to write Schnabl’s solution as
ΨSch =
1
+ U
QU +

+ U
ΨSch
= λ
√
Ωc
KB
1− λΩc
√
Ω +
√
ΩcB
K
1− Ω
1− λ
1− λΩc
√
Ω
= Ψλ + Ψ
phantom
λ . (6.127)
The first term is the familiar pure gauge solution in Schnabl gauge, and the second is what we are
calling the phantom term. This is somewhat different from the original phantom term in (5.46),
which was derived as a remainder after truncating the geometric series expansion into a discrete
sum over wedge states. The difference amounts to a choice of regularization. Presently we are
regularizing with the gauge parameter λ, instead of by truncating the geometric series. If we
assume that K
1−Ω can be represented by its leading term in the L− level expansion in the limit
λ→ 1−, the regularization we are presently using can be represented as
ΨSch = lim
λ→1−
∞∑
n=0
λn
(
(1− λ)ψn − λ d
dn
ψn
)
. (6.128)
The advantage of this approach is that the phantom term satisfies the equations of motion expanded
around a pure gauge configuration, independent of λ. The truncated geometric series expansion,
however, is not a solution and is therefore not really pure gauge. In particular, it contributes to
the energy, which complicates the calculation. The action evaluated on Schnabl’s solution can be
written
S[ΨSch] = S[Ψλ] +
1
2
Tr
(
Ψphantomλ QΨλΨ
phantom
λ
)
+
1
3
Tr
(
(Ψphantomλ )
3
)
= −1
6
Tr
(
(Ψphantomλ )
3
)
. (6.129)
Here we noted that the action evaluated on the pure gauge solution vanishes and used the equations
of motion for the phantom term
QΨλΨ
phantom
λ + (Ψ
phantom
λ )
2 = 0. (6.130)
Substituting the phantom term, the action is
S[ΨSch] = −1
6
Tr
((
cΩcB
K
1− Ω
1− λ
1− λΩ
)3)
. (6.131)
The action is independent of λ, and we can consider the λ→ 1− limit where the phantom term be-
comes sliver-like. Further, it is helpful to perform a scale transformation so that the circumference
of the cylinder defined by the trace does not diverge in the λ→ 1− limit. This leads to
S[ΨSch] = −1
6
Tr
(([
(1− λ) 12L−
(
cΩcB
K
1− Ω
)]
1− λ
1− λΩ1−λ
)3)
= −1
6
Tr
([(1− λ) 12L− (cΩcB K
1− Ω
)]
(1− λ)
∞∑
n=0
λnΩ(1−λ)n
)3 . (6.132)
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Defining αn = (1− λ)n, the geometric series can be written as a Riemann sum
(1− λ)
∞∑
n=0
λnΩ(1−λ)n =
∞∑
n=0
(αn+1 − αn)
(
1− αn
n
)n
Ωαn , (6.133)
which in the λ→ 1− limit converges to an integral:
lim
λ→1−
(1− λ)
∞∑
n=0
λnΩ(1−λ)n =
∫ ∞
0
dαe−αΩα
=
1
1 +K
. (6.134)
Meanwhile, the other factor can be represented through the L− level expansion:
(1− λ) 12L−
(
cΩcB
K
1− Ω
)
= −c∂cB +O(1− λ). (6.135)
Therefore
S[ΨSch] =
1
6
Tr
((
c∂c
B
1 +K
)3)
. (6.136)
This is the cubic term in the action evaluated on the simple tachyon vacuum, as can be seen by
expressing it in the form
Ψsimp =
1√
1 +K
(
c− c∂c B
1 +K
)√
1 +K. (6.137)
Following the calculation of subsection 5.3, we reproduce the expected result in accordance with
Sen’s conjecture.
7 Questions
We conclude with an (incomplete) list of questions for the future:
(1) The simple intertwining solution very nearly provides a proof of background independence
of open bosonic string field theory. Is it possible to remedy some of the limitations of this
solution to give a more complete demonstration? Recent work in this direction appears
in [64].
(2) Can we find analytic solutions for BPS D-brane configurations in open superstring field theory?
Can we prove background independence for the open superstring?
(3) Are there topological invariants of the open string star algebra representing D-brane charges?
(4) Can we use analytic solutions to give new insight into the physics of specific backgrounds? For
example, solutions representing D-branes with magnetic flux [65] could provide an interesting
perspective on the connection between string theory and noncommutative geometry [82].
Rolling tachyon solutions may provide insight into the nature of tachyon matter [60, 83, 84]
and the appearance of closed strings around the tachyon vacuum [85].
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(5) Can Schnabl gauge or dressed Schnabl gauges provide a useful setting for computing ampli-
tudes? Some work in this direction [50, 28] indicates that such amplitudes are much simpler
than in Siegel gauge, but there are subtleties related to degeneracies of the Schnabl gauge
propagator [51]. A general understanding is still missing.
(6) Can we use analytic techniques to get a better understanding of closed strings and quantum
corrections in open SFT?
(7) Can we apply analytic methods in simpler open string models, such as two dimensional
string theory or topological string theory, where we can establish a connection to other
nonperturbative approaches to string theory?
(8) There is an old idea that the off-shell configuration space of string theory should correspond
to the space of two dimensional (nonconformal) field theories. In the open string version,
this consists of the space of nonconformal boundary conditions for a given bulk CFT on the
disk. This is the hypothetical configuration space behind the formulation of boundary string
field theory [73]. We now have a decent understanding of how classical solutions in open SFT
correspond to boundary conformal field theories. Is there an interesting and useful sense that
some or all off-shell string fields represent a bulk CFT subject to nonconformal boundary
conditions?
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