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Abstract
The structure of Hamiltonian reductions of the Wess-Zumino-Novikov-Witten
(WZNW) theory by first class Kac-Moody constraints is analyzed in detail. Lie alge-
braic conditions are given for ensuring the presence of exact integrability, conformal
invariance and W-symmetry in the reduced theories. A Lagrangean, gauged WZNW
implementation of the reduction is established in the general case and thereby the path
integral as well as the BRST formalism are set up for studying the quantum version of
the reduction. The general results are applied to a number of examples. In particular, a
W-algebra is associated to each embedding of sl(2) into the simple Lie algebras by using
purely first class constraints. The importance of these sl(2) systems is demonstrated by
showing that they underlie the W ln-algebras as well. New generalized Toda theories are
found whose chiral algebras are the W-algebras belonging to the half-integral sl(2) em-
beddings, and the W-symmetry of the effective action of those generalized Toda theories
associated with the integral gradings is exhibited explicitly.
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1. Introduction
Due to their intimate relationship with Lie algebras, the various one- and two-
dimensional Toda systems are among the most important models of the theory of in-
tegrable non-linear equations [1-19]. In particular, the standard conformal Toda field
theories, which are given by the Lagrangean
LToda(ϕ) = κ
2
( l∑
i,j=1
1
2|αi|2Kij∂µϕ
i∂µϕj −
l∑
i=1
m2i exp
{1
2
l∑
j=1
Kijϕ
j
})
, (1.1)
where κ is a coupling constant, Kij is the Cartan matrix and the αi are the simple
roots of a simple Lie algebra of rank l, have been the subject of many studies [1,3,4,8-
13,19]. It has been first shown by Leznov and Saveliev [1,3] that the Euler-Lagrange
equations of (1.1) can be written as a zero curvature condition, are exactly integrable,
and possess interesting non-linear symmetry algebras [3,4,10,11,13,19]. These symmetry
algebras are generated by chiral conserved currents, and are polynomial extensions of
the chiral Virasoro algebras generated by the traceless energy-momentum tensor. The
chiral currents in question are conformal primary fields, whose conformal weights are
given by the orders of the independent Casimirs of the corresponding simple Lie algebra.
Polynomial extensions of the Virasoro algebra by chiral primary fields are generally known
as W-algebras [20], which are expected to play an important role in the classification
of conformal field theories and are in the focus of current investigations [20-29]. The
importance of Toda systems in two-dimensional conformal field theory is in fact greatly
enhanced by their realizing the W-algebra symmetries.
It has been discovered recently that the conformal Toda field theories can be nat-
urally viewed as Hamiltonian reductions of the Wess-Zumino-Novikov-Witten (WZNW)
theory [12,13]. The main feature of the WZNW theory is its affine Kac-Moody (KM)
symmetry, which underlies its integrability [30,31]. The WZNW theory provides the
most ‘economical’ realization of the KM symmetry in the sense that its phase space is
essentially a direct product of the left × right KM phase spaces. The WZNW → Toda
Hamiltonian reduction is achieved by imposing certain first class, conformally invari-
ant constraints on the KM currents, which reduce the chiral KM phase spaces to phase
spaces carrying the chiral W-algebras as their Poisson bracket structure [12,13]. Thus
the W-algebra is related to the phase space of the Toda theory in the same way as the
KM algebra is related to the phase space of the WZNW theory. In the above manner,
the W-symmetry of the Toda theories becomes manifest by describing these theories as
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reduced WZNW theories. This way of looking at Toda theories has also numerous other
advantages, described in detail in [13].
The constrained WZNW (KM) setting of the standard Toda theories (W-algebras)
allows for generalizations, some of which have already been investigated [14-18,26-29].
An important recent development is the realization that it is possible to associate a
generalized W-algebra to every embedding of the Lie algebra sl(2) into the simple Lie
algebras [16-18]. The standard W-algebra, occurring in Toda theory, corresponds to the
so called principal sl(2). In fact, these generalized W-algebras can be obtained from
the KM algebra by constraining the current to the highest weight gauge, which has
been originally introduced in [13] for describing the standard case. Another interesting
development is the W ln-algebras introduced by Bershadsky [26] and further studied in
[28]. It is known that the simplest non-trivial case W 23 , which was originally proposed by
Polyakov [27], falls into a special case of theW-algebras obtained by the sl(2) embeddings
mentioned above. It has not been clear, however, as to whether the two classes of W-
algebras are related in general, or to what extent one can further generalize the KM
reduction to achieve new W-algebras.
In the present paper, we undertake the first systematic study of the Hamiltonian
reductions of the WZNW theory, aiming at uncovering the general structure of the reduc-
tion and, at the same time, try to answer the above question. Various different questions
arising from this main problem are also addressed (see Contents), and some of them
can be examined on its own right. As this provides our motivation and in fact most of
the later developments originate from it, we wish to recall here the main points of the
WZNW → Toda reduction before giving a more detailed outline of the content.
To make contact with the Toda theories, we consider the WZNW theory*
SWZ(g) =
κ
2
∫
d2x ηµν Tr (g−1∂µg)(g−1∂νg)− κ
3
∫
B3
Tr (g−1dg)3 , (1.2)
for a simple, maximally non-compact, connected real Lie group G. In other words, we
assume that the simple Lie algebra, G, corresponding to G allows for a Cartan decom-
position over the field of real numbers. The field equation of the WZNW theory can be
written in the equivalent forms
∂−J = 0 or ∂+J˜ = 0 , (1.3)
* The KM level k is −4πκ. The space-time conventions are: η00 = −η11 = 1 and
x± = 12 (x
0 ± x1). The WZNW field g is periodic in x1 with period 2πr.
4
where
J = κ∂+g · g−1 , and J˜ = −κg−1∂−g . (1.4)
These equations express the conservation of the left- and right KM currents, J and J˜ ,
respectively. The general solution of the WZNW field equation is given by the simple
formula
g(x+, x−) = gL(x+) · gR(x−) , (1.5)
where gL and gR are arbitrary G-valued functions, i.e., constrained only by the boundary
condition imposed on g.
Let now M−, M0 and M+ be the standard generators of the principal sl(2) subalge-
bra of G [32]. By considering the eigenspaces Gm ofM0 in the adjoint of G, adM0 = [M0, ],
one can define a grading of G by the eigenvaluesm. Under the principal sl(2) this grading
is an integral grading, in fact the spins occurring in the decomposition of the adjoint of
G are the exponents of G, which are related to the orders of the independent Casimirs
by a shift by 1. It is also worth noting that the grade 0 part of
G = G+ + G0 + G− , G± =
N∑
m=1
G±m , (1.6)
is a Cartan subalgebra, and (by using some automorphism of the Lie algebra) one can
assume that the generatorM0 is given by the formulaM0 =
1
2
∑
α>0Hα, where Hα is the
standard Cartan generator corresponding to the positive root α, and the generators M±
are certain linear combinations of the step operators E±αi corresponding to the simple
roots αi, i = 1, . . . , rankG.
The basic observation of [12,13] has been that the standard Toda theory can be
obtained from the WZNW theory by imposing first class constraints which restrict the
currents to take the following form:
J(x) = κM− + j(x), with j(x) ∈ (G0 + G+) , (1.7a)
and
J˜(x) = −κM+ + j˜(x), with j˜(x) ∈ (G0 + G−) . (1.7b)
(For clarity, we note that one should in principle include some dimensional constants
in M± which are dimensionless, but such constants are always put to unity in this
paper, for simplicity.) To derive the Toda theory (1.1) from the WZNW theory (1.2),
one uses the generalized Gauss decomposition g = g+ · g0 · g− of the WZNW field g,
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where g0,± are from the subgroups G0,± of G corresponding to the Lie subalgebras G0,±,
respectively. In this framework the Toda fields ϕi are given by the middle-piece of the
Gauss decomposition, g0 = exp[
1
2
∑l
i=1 ϕiHi], which is invariant under the triangular
KM gauge transformations belonging to the first class constraints (1.7). Note that here
the elements Hi ∈ G0 are the standard Cartan generators associated to the simple roots.
In fact, the Toda field equation can be derived directly from the WZNW field equation
by inserting the Gauss decomposition of g into (1.3) and using the constraints (1.7).
The effective action of the reduced theory, (1.1), can also be obtained in a natural way,
by using the Lagrangean, gauged WZNW implementation of the Hamiltonian reduction
[13].
In their pioneering work [1,3], Leznov and Saveliev proved the exact integrability of
the conformal Toda systems by exhibiting chiral quantities by using the field equation
and the special graded structure of the Lax potential A±, in terms of which the Toda
equation takes the zero curvature form
[∂+ −A+ , ∂− −A−] = 0 . (1.8)
In our framework the exact integrability of Toda systems is seen as an immediate con-
sequence of the obvious integrability of the WZNW theory, which survives the reduction
to Toda theory. In other words, the chiral fields underlying the integrability of the Toda
equation are available from the very beginning, that is, they come from the fields entering
the left × right decomposition of the general WZNW solution (1.5). Furthermore, the
Toda Lax potential itself emerges naturally from the trivial, chiral Lax potential of the
WZNW theory. To see this one first observes that the WZNW field equation is a zero
curvature condition, since one can write for example the first equation in (1.3) as
[∂+ − J , ∂− − 0] = 0 . (1.9)
Using the constraints of the reduction, the Toda zero curvature condition (1.8) of [1,3]
arises from (1.9) by conjugating this equation by g−1+ (x
+, x−), namely by the inverse of
the upper triangular piece of the generalized Gauss decomposition of the WZNW field g
[18].
The W-symmetry of the Toda theory appears in the WZNW setting in a very direct
and natural way. Namely, one can interpret the W-algebra as the KM Poisson bracket
algebra of the gauge invariant differential polynomials of the constrained currents in (1.7).
Concentrating on the left sector, the gauge transformations act on the current according
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to
J(x)→ ea(x+) J(x) e−a(x+) + κ(ea(x+))′ e−a(x+), (1.10)
where a(x+) ∈ G+ is an arbitrary chiral parameter function.* The constraints (1.7) are
chosen in such a way that the following Virasoro generator
LM0(x) ≡ LKM(x)− Tr (M0J ′(x)), where LKM(x) =
1
2κ
Tr(J2(x)), (1.11)
is gauge invariant, which ensures the conformal invariance of the reduced theory.
One obtains an equivalent interpretation of the W-algebra by identifying it with
the Dirac bracket algebra of the differential polynomials of the current components in
certain gauges, which are such that a basis of the gauge invariant differential polynomials
reduces to the independent current components after the gauge fixing. We call the gauges
in question Drinfeld-Sokolov (DS) gauges [13], since such gauges has been used also in
[5]. They have the nice property that any constrained current J(x) can be brought to the
gauge fixed form by a unique gauge transformation depending on J(x) in a differential
polynomial way. The most important DS gauge is the highest weight gauge [13], which
is defined by requiring the gauge fixed current to be of the following form:
Jred(x) = κM− + jred(x) , jred(x) ∈ Ker(adM+) , (1.12)
where Ker(adM+) is the kernel of the adjoint of M+. In other words, jred(x) is restricted
to be an arbitrary linear combination of the highest weight vectors of the sl(2) subalgebra
in the adjoint of G. The special property of the highest weight gauge is that in this gauge
the conformal properties become manifest. Of course, the quantity Lred(x) obtained
by restricting LM0(x) in (1.11) to the highest weight gauge generates a Virasoro algebra
under Dirac bracket. (Note that in our case Lred(x) is proportional to theM+-component
of jred(x).) The important point is that, with the exception of the M+-component, the
spin s component of jred(x) is in fact a primary field of conformal weight (s + 1) with
respect to Lred(x) under the Dirac bracket. Thus the highest weight gauge automatically
yields a primary field basis of the W-algebra, from which one sees that the spectrum of
conformal weights is fixed by the sl(2) content of the adjoint of G [13].
In the above we arrived at the description of theW-algebra as a Dirac bracket algebra
by gauge fixing the first class system of constraints corresponding to (1.7). However, it is
* Throughout the paper, the notation f ′ = 2∂1f is used for every function f , including
the spatial δ-functions. For a chiral function f(x+) one has then f ′ = ∂+f .
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clear now that it would have been possible to define the W-algebra as the Dirac bracket
algebra of the components of jred in (1.12) in the first place. Once this point is realized,
a natural generalization arises immediately [16-18]. Namely, one can associate a classical
W-algebra to any sl(2) subalgebra S = {M−, M0, M+} of any simple Lie algebra G, by
defining it to be the Dirac bracket algebra of the components of jred in (1.12), where one
simply substitutes the generators M± of the arbitrary sl(2) subalgebra S for those of the
principal sl(2). As we shall see in this paper, this Dirac bracket algebra is a polynomial
extension of the Virasoro algebra by primary fields, whose conformal weights are related
to the spins occurring in the decomposition of the adjoint of G under S by a shift by 1, in
complete analogy with the case of the principal sl(2). We shall designate the generalized
W-algebra associated to the sl(2) embedding S as WGS .
With the main features of the WZNW → Toda reduction and the above definition
of the WGS -algebras at our disposal, now we sketch the philosophy and the outline of
the present paper. We start by giving the most important assumption underlying our
investigations, which is that we consider those reductions which can be obtained by
imposing first class KM constraints generalizing the ones in (1.7). To be more precise,
our most general constraints restrict the current to take the following form:
J(x) = κM + j(x), with j(x) ∈ Γ⊥ , (1.13)
where M is some constant element of the underlying simple Lie algebra G, and Γ⊥ is the
subspace consisting of the Lie algebra elements trace orthogonal to some subspace Γ of G.
We note that earlier in (1.7a) we have chosen Γ = G+ and M =M−, but we do not need
any sl(2) structure here. The whole analysis is based on requiring the first-classness of
the system of linear KM constraints corresponding the pair (Γ,M) according to (1.13).
However, this first-classness assumption is not as restrictive as one perhaps might think
at first sight. In fact, as far as we know, our first class method is capable of covering all
Hamiltonian reductions of the WZNW theory considered to date. The many technical
advantages of using purely first class KM constraints will be apparent.
The investigations in this paper are organized according to three distinct levels of
generality. At the most general level we only make the first-classness assumption and
deduce the following results. First, we give a complete Lie algebraic analysis of the
conditions on the pair (Γ,M) imposed by the first-classness of the constraints. We shall
see that Γ in (1.13) has to be a subalgebra of G on which the Cartan-Killing form vanishes,
and that every such subalgebra is solvable. The Lie subalgebra Γ will be referred to as
the ‘gauge algebra’ of the reduction. For a given Γ, the first-classness imposes a further
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condition on the element M , and we shall describe the space of the allowedM ’s. Second,
we establish a gauged WZNW implementation of the reduction, generalizing the one
found previously in the standard case [13]. This gauged WZNW setting of the reduction
will be first seen classically, but it will be also established in the quantum theory by
considering the phase space path integral of the constrained WZNW theory. Third, the
gauged WZNW framework will be used to set up the BRST formalism for the quantum
Hamiltonian reduction in the general case. Fourth, by making the additional assumption
that the left and right gauge algebras are dual to each other with respect to the Cartan-
Killing form, we will be able to give a detailed local analysis of the effective theories
resulting from the reduction. This duality assumption will also be related to the parity
invariance of the effective theories, which is satisfied in the standard Toda case where the
left and right gauge algebras are G+ and G− in (1.6), respectively. In general, the WZNW
reduction not only allows us to make contact with known theories, like the Toda theory
in (1.1), where the simplicity and the large symmetry of the ‘parent’ WZNW theory are
fully exploited for analyzing them, but also leads to new theories which are ‘integrable
by construction’.
At the next level of generality, we study the conformally invariant reductions. The
basic idea here is that one can guarantee the conformal invariance of the reduced theory
by exhibiting a Virasoro density such that the corresponding conformal action preserves
the constraints in (1.13). Generalizing (1.11), we assume that this Virasoro density is of
the form
LH(x) = LKM(x)− Tr (HJ ′(x)) , (1.14)
where H is some Lie algebra element, to be determined from the condition that LH
weakly commutes with the first class constraints. We shall describe the relations which
are imposed on the triple of quantities (Γ,M,H) by this requirement, and thereby obtain
a Lie algebraic sufficient condition for conformal invariance.
At the third level of generality, we deal with polynomial reductions andW-algebras.
The above mentioned sufficient condition for conformal invariance is a guarantee for LH
being a gauge invariant differential polynomial. We shall provide an additional condition
on the triple of quantities (Γ,M,H) which allows one to construct out of the current
in (1.13) a complete set of gauge invariant differential polynomials by means of a poly-
nomial gauge fixing algorithm. The KM Poisson bracket algebra of the gauge invariant
differential polynomials yields a polynomial extension of the Virasoro algebra generated
by LH . The most important application of our sufficient condition for polynomiality
concerns the WGS -algebras mentioned previously.
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Let us remember that, for an arbitrary sl(2) subalgebra S of G, the WGS -algebra can
be defined as the Dirac bracket algebra of the highest weight current in (1.12) realized
by purely second class constraints. However, we shall see in this paper that these second
class constraints can be replaced by purely first class constraints even in the case of
arbitrary, integral or half-integral, sl(2) embeddings. Since the first class constraints
satisfy our sufficient condition for polynomiality, we can realize the WGS -algebra as the
KM Poisson bracket algebra of the corresponding gauge invariant differential polynomials.
After having our hands on first class KM constraints leading to the WGS -algebras, we
shall immediately apply our general construction to exhibiting reduced WZNW theories
realizing these W-algebras as their chiral algebras for arbitrary sl(2)-embeddings. In
the non-trivial case of half-integral sl(2)-embeddings, these generalized Toda theories
represent a new class of integrable models, which will be studied in some detail. It is also
worth noting that realizing the WGS -algebra as a KM Poisson bracket algebra of gauge
invariant differential polynomials should in principle allow for quantizing it through the
KM representation theory, for example by using the general BRST formalism which will
be set up in this paper. As a first step, we shall give a concise formula for the Virasoro
centre of this algebra in terms of the level of the underlying KM algebra.
The existence of purely first class KM constraints leading to the WGS -algebra might
be perhaps surprizing to the reader, since earlier in [16] it was claimed to be inevitably
necessary to use at least some second class constraints from the very beginning, when
reducing the KM algebra toWGS in the case of a half-integral sl(2) embedding. Contrary
to their claim, we will demonstrate that it is possible and in fact easy to obtain the
appropriate first class constraints which lead to WGS . Roughly speaking, this will be
achieved by discarding ‘half’ of those constraints which form the second class part in the
mixed system of the constraints imposed in [16]. The mixed system of constraints can
be recovered by a partial gauge fixing of our purely first class KM constraints. Similarly,
Bershadsky’s constraints [26], used to define the W ln-algebra, are also a mixed system in
the above sense, i.e., it contains both first and second class parts. We can also replace
these constraints by purely first class ones without changing the final reduced phase
space. In this procedure we shall uncover the hidden sl(2) structure of the W ln-algebras,
namely, we shall identify them in general as further reductions of particularWGS -algebras.
The study of WZNW reductions embraces various subjects, such as integrable mod-
els, W-algebras and their field theoretic realizations. We hope that the readers with
different interests will find relevant results throughout this paper, and find an interplay
of general considerations and investigations of numerous examples.
10
2. General structure of KM and WZNW reductions
The purpose of this chapter is to investigate the general structure of those reductions
of the KM phase space and corresponding reductions of the full WZNW theory which
can be defined by imposing first class constraints setting certain current components
to constant values. In the rest of the paper, we assume that the WZNW group, G,
is a connected real Lie group whose Lie algebra, G, is a non-compact real form of a
complex simple Lie algebra, Gc. We shall first uncover the Lie algebraic implications
of the constraints being first class, and also discuss a sufficient condition which may be
used to ensure their conformal invariance. In particular, we shall see why the compact
real form is outside our framework. We then set up a gauged WZNW theory which
provides a Lagrangean realization of the WZNW reduction, for the case of general first
class constraints. Finally, we shall describe the effective field theories resulting from the
reduction in some detail in an important special case, namely when the left and right
KM currents are constrained for such subalgebras of G which are dual to each other with
respect to the Cartan-Killing form.
2.1. First class and conformally invariant KM constraints
Here we analyze the general form of the KM constraints which will be used sub-
sequently to reduce the WZNW theory. The analysis applies to each current J and J˜
separately so we choose one of them, J say, for definiteness. To fix the conventions, we
first note that the KM Poisson bracket reads
{〈u, J(x)〉 , 〈v, J(y)〉}|x0=y0 = 〈[u, v], J(x)〉δ(x1 − y1) + κ〈u, v〉δ′(x1 − y1), (2.1)
where u and v are arbitrary generators of G and the inner product 〈u , v〉 = Tr (u · v) is
normalized so that the long roots of Gc have length squared 2. This normalization means
that in terms of the adjoint representation one has 〈u , v〉 = 12g tr (adu · adv), where g
is the dual Coxeter number. It is worth noting that 〈u , v〉 is the usual matrix trace
in the defining, vector representation for the classical Lie algebras Al and Cl, and it
is 12 × trace in the defining representation for the Bl and Dl series. We also wish to
point out that the KM Poisson bracket together with all the subsequent relations which
follow from it hold in the same form both on the usual canonical phase space and on the
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space of the classical solutions of the theory. This is the advantage of using equal time
Poisson brackets and spatial δ-functions even on the latter space, where J(x) depends
on x = (x0, x1) only through x+ (see the footnote on page 7).
The KM reduction we consider is defined by requiring the constrained current to be
of the following special form:
J(x) = κM + j(x) , with j(x) ∈ Γ⊥ , (2.2)
where Γ is some linear subspace andM is some element of G. Equivalently, the constraints
can be given as
φγ(x) = 〈γ , J(x)〉 − κ〈γ , M〉 = 0 , ∀ γ ∈ Γ . (2.3)
In words, our constraints set the current components corresponding to Γ to constant
values. It is clear both from (2.2) and (2.3) that M can be shifted by an arbitrary
element from the space Γ⊥ without changing the actual content of the constraints. This
ambiguity is unessential, since one can fix M , for example, by requiring that it is from
some given linear complement of Γ⊥ in G, which can be chosen by convention.
In our method we assume that the above system of constraints is first class, and
now we analyze the content of this condition. Immediately from (2.1), we have*
{φα(x), φβ(y)} = φ[α,β](x)δ(x1 − y1) + ωM (α, β)δ(x1 − y1) + 〈α, β〉δ′(x1 − y1), (2.4)
where the second term contains the restriction to Γ of the following anti-symmetric 2-form
of G:
ωM (u, v) ≡ 〈M , [u , v]〉 , ∀u , v ∈ G . (2.5)
It is evident from (2.4) that the constraints are first class if, and only if, we have
[α , β] ∈ Γ, 〈α , β〉 = 0 and ωM (α , β) = 0, for ∀α , β ∈ Γ. (2.6)
This means that the linear subspace Γ has to be a subalgebra on which the Cartan-
Killing form and ωM vanish. It is easy to see that the three conditions in (2.6) can be
equivalently written as
[Γ , Γ⊥] ⊂ Γ⊥, Γ ⊂ Γ⊥ and [M , Γ] ⊂ Γ⊥ , (2.7)
* For simplicity, we set κ to 1 in the rest of the paper, except in Chapter 5, where κ
occurs in the formula of the Virasoro centre.
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respectively. Subalgebras Γ satisfying Γ ⊂ Γ⊥ exist in every real form of the complex
simple Lie algebras except the compact one, since for the compact real form the Cartan-
Killing inner product is (negative) definite.
We note that for a given Γ the third condition and the ambiguity in choosing M can
be concisely summarized by the (equivalent) statement that
M ∈ [Γ , Γ]⊥/Γ⊥ . (2.8)
The constraints defined by the zero element of this factor-space are in a sense trivial.
It is clear that, for a subalgebra Γ such that Γ ⊂ Γ⊥, the above factor-space contains
non-zero elements if and only if [Γ,Γ] 6= Γ. Actually this is always so because Γ ⊂ Γ⊥
implies that Γ is a solvable subalgebra of G. To prove this, we first note that if Γ is
not solvable then, by Levi’s theorem [33], it contains a semi-simple subalgebra, in which
one can find either an so(3, R) or an sl(2, R) subalgebra. From this one sees that there
exists at least one generator λ of Γ for which the operator adλ is diagonalizable with real
eigenvalues. It cannot be that all eigenvalues of adλ are 0 since G is a simple Lie algebra,
and from this one gets that 〈λ , λ〉 6= 0, which contradicts Γ ⊂ Γ⊥. Therefore one can
conclude that Γ is necessarily a solvable subalgebra of G.
The second condition in (2.6) can be satisfied for example by assuming that every
γ ∈ Γ is a nilpotent element of G. This is true in the concrete instances of the reduction
studied in Chapters 3 and 4. We note that in this case Γ is actually a nilpotent Lie
algebra, by Engel’s theorem [33]. However, the nilpotency of Γ is not necessary for
satisfying Γ ⊂ Γ⊥. In fact, a solvable but not nilpotent Γ can be found in Appendix A.
The current components constrained in (2.3) are the infinitesimal generators of the
KM transformations corresponding to the subalgebra Γ, which act on the KM phase
space as
J(x) −→ eai(x+)γi J(x) e−ai(x+)γi + (eai(x+)γi)′ e−ai(x+)γi , (2.9)
where the ai(x+) are parameter functions and there is a summation over some basis
γi of Γ. Of course, the first class conditions are equivalent to the statement that the
constraint surface, consisting of currents of the form (2.2), is left invariant by the above
transformations. From the point of view of the reduced theory, these transformations
are to be regarded as gauge transformations, which means that the reduced phase space
can be identified as the space of gauge orbits in the constraint surface. Taking this into
account, we shall often refer to Γ as the gauge algebra of the reduction.
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We next discuss a sufficient condition for the conformal invariance of the constraints.
We assume that M /∈ Γ⊥ from now on. The standard conformal symmetry generated
by the Sugawara Virasoro density LKM(x) is then broken by the constraints (2.3), since
they set some component of the current, which has spin 1, to a non-zero constant. The
idea is to circumvent this apparent violation of conformal invariance by changing the
standard action of the conformal group on the KM phase space to one which does leave
the constraint surface invariant. One can try to generate the new conformal action by
changing the usual KM Virasoro density to the new Virasoro density
LH(x) = LKM(x)− 〈H, J ′(x)〉, (2.10)
where H is some element of G. The conformal action generated by LH(x) operates on
the KM phase space as
δf,H J(x) ≡−
∫
dy1 f(y+) {LH(y) , J(x)}
= f(x+)J ′(x) + f ′(x+)
(
J(x) + [H, J(x)]
)
+ f ′′(x+)H ,
(2.11)
for any parameter function f(x+), corresponding to the conformal coordinate transfor-
mation δf x
+ = −f(x+). In particular, j(x) in (2.2) transforms under this new conformal
action according to
δf,H j(x) = f(x
+)j′(x) + f ′′(x+)H + f ′(x+)
(
j(x) + [H, j(x)] + ([H,M ] +M)
)
, (2.12)
and our condition is that this variation should be in Γ⊥, which means that this conformal
action preserves the constraint surface. From (2.12), one sees that this is equivalent to
having the following relations:
H ∈ Γ⊥, [H,Γ⊥] ⊂ Γ⊥ and ([H,M ] +M) ∈ Γ⊥ . (2.13)
In conclusion, the existence of an operator H satisfying these relations is a sufficient
condition for the conformal invariance of the KM reduction obtained by imposing (2.3).
The conditions in (2.13) are equivalent to LH(x) being a gauge invariant quantity, induc-
ing a corresponding conformal action on the reduced phase space. Obviously, the second
relation in (2.13) is equivalent to
[H,Γ] ⊂ Γ . (2.14)
An element H ∈ G is called diagonalizable if the linear operator adH possesses a
complete set of eigenvectors in G. By the eigenspaces of adH , such an element defines a
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grading of G, and below we shall refer to a diagonalizable element as a grading operator of
G. In the examples we study later, conformal invariance will be ensured by the existence
of a grading operator subject to (2.13).
If H is a grading operator satisfying (2.13) then it is always possible to shift M by
some element of Γ⊥ (i.e., without changing the physics) so that the new M satisfies
[H,M ] = −M , (2.15)
instead of the last condition in (2.13). It is also clear that if H is a grading operator then
one can take graded bases in Γ and Γ⊥, since these are invariant subspaces under adH .
On re-inserting (2.15) into (2.12) it then follows that all components of j(x) are primary
fields with respect to the conformal action generated by LH(x), with the exception of
the H-component, which also survives the constraints according to the first condition in
(2.13).
As an example, let us now consider some arbitrary grading operator H and denote
by Gm the eigensubspace corresponding to the eigenvalue m of adH . Then the graded
subalgebra G≥n, which is defined to be the direct sum of the subspaces Gm for all m ≥ n,
will qualify as a gauge algebra Γ for any n > 0 from the spectrum of adH . In this case
Γ⊥ = G>−n and the factor space [Γ,Γ]⊥/Γ⊥, which is the space of the allowed M ’s, can
be represented as the direct sum of G−n and that graded subspace of G<−n which is
orthogonal to [Γ,Γ]. It is easy to see that one obtains conformally invariant first class
constraints by choosing M to be any graded element from this factor space. Indeed, if
the grade of M is −m then LH/m yields a Virasoro density weakly commuting with the
corresponding constraints.
In summary, in this section we have seen that one can associate a first class system
of KM constraints to any pair (Γ,M) subject to (2.6) by requiring the constrained current
to take the form (2.2), and that the conformal invariance of this system of constraints
is guaranteed if one can find an operator H such that the triple (Γ,M ,H) satisfies the
conditions in (2.13).
2.2. Lagrangean realization of the Hamiltonian reduction
We shall exhibit here a gauged WZNW theory providing the Lagrangean realization
of those Hamiltonian reductions of the WZNW theory which can be defined by imposing
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first class constraints of the type (2.3) on the KM currents J and J˜ of the theory. It
should be noted that, in the rest of this chapter, we do not assume that the constraints
are conformally invariant.
To define the WZNW reduction, we can choose left and right constraints completely
independently. We shall denote the pairs consisting of an appropriate subalgebra and a
constant matrix corresponding to the left and right constraints as (Γ,M) and (Γ˜,−M˜),
respectively. The reduced theory is obtained by first constraining the WZNW phase
space by setting
φi = 〈γi , J〉 − 〈γi , M〉 = 0, and φ˜i = −〈γ˜i , J˜〉 − 〈γ˜i , M˜〉 = 0, (2.16)
where the γi and the γ˜i form bases of Γ and Γ˜, respectively, and then factorizing the
constraint surface by the canonical transformations generated by these constraints. One
can apply this reduction either to the usual canonical phase space or to the space of
solutions of the classical field equation. These are equivalent procedures since the two
spaces in question are isomorphic. For later purpose we note that the constraints generate
the following chiral gauge transformations on the space of solutions:
g(x+, x−) −→ eγ(x+) · g(x+, x−) · e−γ˜(x−) , (2.17)
where γ(x+) and γ˜(x−) are arbitrary Γ and Γ˜ valued functions.
For completeness, we wish to mention here how the above way of reducing the
WZNW theory fits into the general theory of Hamiltonian (symplectic) reduction of
symmetries [34]. In general, the Hamiltonian reduction is obtained by setting the phase
space functions generating the symmetry transformations through Poisson bracket (in
other words, the components of the momentum map) to some constant values. The
reduced phase space results by factorizing this constraint surface by the subgroup of
the symmetry group respecting the constraints. The symmetry group we consider is the
left × right KM group generated by Γ × Γ˜ and our Hamiltonian reduction is special in
the sense that the full symmetry group preserves the constraints. Of course, the latter
fact is just a reformulation of the first-classness of our constraints.
We now come to the main point of the section, which is that the reduced WZNW
theory, defined in the above by using the Hamiltonian picture, can be identified as the
gauge invariant content of a corresponding gauged WZNW theory. This gauged WZNW
interpretation of the reduction was pointed out in the concrete case of the WZNW →
standard Toda reduction in [13], and we below generalize that construction to the present
situation.
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The gauged WZNW theory we are interested in is given by the following action
functional:
I(g, A−, A+) ≡ SWZ(g)+
∫
d2x
(〈A−, ∂+gg−1 −M〉
+〈A+, g−1∂−g − M˜〉+ 〈A−, gA+g−1〉
)
,
(2.18)
where the gauge fields A−(x) and A+(x) vary in Γ and Γ˜, respectively. The main property
of this action is that it is invariant under the following non-chiral gauge transformations:
g → αgα˜−1; A− → αA−α−1 + α∂− α−1; A+ → α˜A+α˜−1 + (∂+α˜)α˜−1 , (2.19a)
where
α = eγ(x
+,x−) and α˜ = eγ˜(x
+,x−) , (2.19b)
for any γ(x+, x−) ∈ Γ and γ˜(x+, x−) ∈ Γ˜. The proof of the invariance of (2.18) under
(2.19) can proceed along the same lines as for the special case in [13]. In the proof one
rewrites SWZ(αgα˜
−1) by using the well-known Polyakov-Wiegmann identity [35], and in
this step one uses the fact that the WZNW action vanishes for fields in the subgroups
of G with Lie algebras Γ or Γ˜. This is an obvious consequence of the relations Γ ⊂ Γ⊥
and Γ˜ ⊂ Γ˜⊥. The other crucial point is that the terms in (2.18) containing the constant
matrices M and M˜ are separately invariant under (2.19). It is easy to see that this
follows from the third condition in (2.6). For example, under an infinitesimal gauge
transformation belonging to α ≃ 1 + γ, the term 〈A−,M〉 changes by
δ 〈A−,M〉 = −〈∂−γ,M〉+ ωM (γ, A−) , (2.20)
which is a total divergence since the second term vanishes, as both A− and γ are from
Γ.
The Euler-Lagrange equation derived from (2.18) by varying g can be written equiv-
alently as
∂−(∂+gg−1 + gA+g−1) + [A−, ∂+gg−1 + gA+g−1] + ∂+A− = 0 , (2.21a)
or
∂+(g
−1∂−g + g−1A−g)− [A+, g−1∂−g + g−1A−g] + ∂−A+ = 0 , (2.21b)
and the field equations obtained by varying A− and A+ are given by
〈γ , ∂+gg−1 + gA+g−1 −M〉 = 0, ∀ γ ∈ Γ , (2.21c)
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and
〈γ˜ , g−1∂−g + g−1A−g − M˜〉 = 0, ∀ γ˜ ∈ Γ˜ , (2.21d)
respectively. We now note that by making use of the gauge invariance, A+ and A− can
be set equal to zero simultaneously. The important point for us is that, as is easy to
see, in the A± = 0 gauge one recovers from (2.21) both the field equations (1.3) of the
WZNW theory and the constraints (2.16). Furthermore, one sees that setting A± to zero
is not a complete gauge fixing, the residual gauge transformations are exactly the chiral
gauge transformations of equation (2.17).
The above arguments tell us that the space of gauge orbits in the space of classical
solutions of the gauged WZNW theory (2.18) can be naturally identified with the reduced
phase space belonging to the Hamiltonian reduction of the WZNW theory determined by
the first class constraints (2.16). It can be also shown that the Poisson bracket induced on
the reduced phase space by the Hamiltonian reduction is the same as the one determined
by the gauged WZNW action (2.18). In summary, we see that the gauged WZNW theory
(2.18) provides a natural Lagrangean implementation of the WZNW reduction.
2.3. Effective field theories from left-right dual reductions
The aim of this section is to describe the effective field equations and action func-
tionals for an important class of the reduced WZNW theories. This class of theories is
obtained by making the assumption that the left and right gauge algebras Γ and Γ˜ are
dual to each other with respect to the Cartan-Killing form, which means that one can
choose bases γi ∈ Γ and γ˜j ∈ Γ˜ so that
〈γi, γ˜j〉 = δij . (2.22)
This technical assumption allows for having a simple general algorithm for disentangling
the constraints:
φi = 〈γi, ∂+g g−1 −M〉 = 0, and φ˜i = 〈γ˜i, g−1∂−g − M˜〉 = 0, (2.23)
which define the reduction. We shall comment on the physical meaning of the assumption
at the end of the section, here we only point out that it holds, e.g., if one chooses Γ and
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Γ˜ to be the images of each other under a Cartan involution* of the underlying simple Lie
algebra.
For concreteness, let us consider the maximally non-compact real form which can
be defined as the real span of a Chevalley basis Hi, E±α of the corresponding complex
Lie algebra Gc, and in the case of the classical series An, Bn, Cn and Dn is given by
sl(n + 1, R), so(n, n + 1, R), sp(2n,R) and so(n, n, R), respectively. In this case the
Cartan involution is (−1)× transpose, operating on the Chevalley basis according to
Hi −→ −Hi E±α −→ −E∓α . (2.24)
It is obvious that 〈v , vt〉 > 0 for any non-zero v ∈ G and from this one sees that Γt is
dual to Γ with respect to the Cartan-Killing form, i.e., (2.22) holds for Γ˜ = Γt. It should
also be mentioned that there is a Cartan involution for every non-compact real form of
the complex simple Lie algebras, as explained in detail in [36].
Equation (2.22) implies that the left and right gauge algebras do not intersect, and
thus we can consider a direct sum decomposition of G of the form
G = Γ+ B + Γ˜ , (2.25a)
where B is some linear subspace of G. Here B is in principle an arbitrary complementary
space to (Γ + Γ˜) in G, but one can always make the choice
B = (Γ + Γ˜)⊥ , (2.25b)
which is natural in the sense that the Cartan-Killing form is non-degenerate on this
B. Choosing B according to (2.25b) is especially well-suited in the case of the parity
invariant effective theories discussed at the end of the section. We note that it might
also be convenient if one can take the space B to be a subalgebra of G, but this is not
necessary for our arguments and is not always possible either.
We can associate a ‘generalized Gauss decomposition’ of the group G to the direct
sum decomposition (2.25), which is the main tool of our analysis. By ‘Gauss decomposing’
an element g ∈ G according to (2.25), we mean writing it in the form
g = a · b · c , with a = eγ , b = eβ and c = eγ˜ , (2.26)
* A Cartan involution σ of the simple Lie algebra G is an automorphism for which
σ2 = 1 and 〈v, σ(v)〉 < 0 for any non-zero element v of G.
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where γ, β and γ˜ are from the respective subspaces in (2.25).
There is a neighbourhood of the identity in G consisting of elements which allow a
unique decomposition of this sort, and in this neighbourhood the pieces a, b and c can
be extracted from g by algebraic operations. (Actually it is also possible to define b as
a product of exponentials corresponding to subspaces of B, and we shall make use of
this freedom later, in Chapter 4.) We make the assumption that every G-valued field we
encounter is decomposable as g in (2.26). It is easily seen that in this ‘Gauss decompos-
able sector’ the components of b(x+, x−) provide a complete set of gauge invariant local
fields, which are the local fields of the reduced theory we are after. Below we explain
how to solve the constraints (2.23) in the Gauss decomposable sector of the WZNW
theory. More exactly, for our method to work, we restrict ourselves to considering those
fields which vary in such a Gauss decomposable neighbourhood of the identity where the
matrix
Vij(b) = 〈γi, bγ˜jb−1〉 (2.27)
is invertible. Due to the assumptions, the analysis given in the following yields a local
description of the reduced theories. It is clear that for a global description one should
use patches on G obtained by multiplying out the Gauss decomposable neighbourhood
of the identity, but we do not deal with this issue here.
First we derive the field equation of the reduced theory by implementing the con-
straints directly in the WZNW field equation ∂−(∂+gg−1) = 0. (This is allowed since the
WZNW dynamics leaves the constraint surface invariant, i.e., the WZNW Hamiltonian
weakly commutes with the constraints.) By inserting the Gauss decomposition of g into
(2.23) and making use of the constraints being first class, the constraint equations can
be rewritten as
〈γi, ∂+bb−1 + b(∂+cc−1)b−1 −M〉 = 0 ,
〈γ˜i, b−1∂−b+ b−1(a−1∂−a)b− M˜〉 = 0 .
(2.28)
With the help of the inverse of Vij(b) in (2.27), one can solve these equations for ∂+cc
−1
and a−1∂−a in terms of b,
∂+cc
−1 = b−1T (b)b, and a−1∂−a = bT˜ (b)b−1, (2.29a)
where
T (b) =
∑
ij
V −1ij (b)〈γj, M − ∂+bb−1〉bγ˜ib−1,
T˜ (b) =
∑
ij
V −1ij (b)〈γ˜i, M˜ − b−1∂−b〉b−1γjb .
(2.29b)
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It is easy to obtain the effective field equation for the field b(x+, x−) by using this explicit
form of the constraints. This can be achieved for example by noting that, by applying
the operator Ada−1 to equation (1.9) (i.e., by conjugating it by a
−1) the WZNW field
equation can be written in the form
[∂+ −A+ , ∂− −A−] = 0 (2.30)
with
A+ = ∂+b b−1 + b(∂+cc−1)b−1 and A− = −a−1∂−a . (2.31)
Thus, by inserting the constraints (2.29) into the above form of the WZNW equation,
we see that the field equation of the reduced theory is the zero curvature condition of
the following Lax potential:
A+(b) = ∂+b b−1 + T (b) and A−(b) = −bT˜ (b)b−1 . (2.32)
More explicitly, the effective field equation reads
∂−(∂+bb−1) + [bT˜ (b)b−1, T (b)] + ∂−T (b) + b(∂+T˜ (b))b−1 = 0. (2.33)
The expression on the left-hand-side of (2.33) in general varies in the full space G, but
not all the components represent independent equations. The number of the independent
equations is the number of the independent components of the WZNW field equation
minus the number of the constraints in (2.23), since the constraints automatically imply
the corresponding components of the WZNW equation. Thus there are exactly as many
independent equations in (2.33) as the number of the reduced degrees of freedom. In
fact, the independent field equations can be obtained by taking the Cartan-Killing inner
product of (2.33) with a basis of the linear space B in (2.25), and the inner product of
(2.33) with the γi and the γ˜i vanishes as a consequence of the constraints in (2.23) together
with the independent field equations. To see this one first recalls that the left-hand-side of
(2.33) is, upon imposing the constaints, equivalent to a−1(∂−J)a. Thus the inner product
of this with Γ, and similarly that of c(∂+J˜)c
−1 with Γ˜, vanishes as a consequence of the
constraints. From this, by using the identity a−1(∂−J)a = −bc(∂+J˜)c−1b−1, one can
conclude that the inner product of a−1(∂−J)a with Γ˜ also vanishes as a consequence of
the constraints and the independent field equations.
At this point we would like to mention certain special cases when the above equations
simplify. First we note that if one has
[B , Γ] ⊂ Γ and [B , Γ˜] ⊂ Γ˜ , (2.34)
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then
T (b) =M − πΓ˜(∂+bb−1) and T˜ (b) = M˜ − πΓ(b−1∂−b) , (2.35)
where we introduced the operators
πΓ =
∑
i
|γi〉〈γ˜i| and πΓ˜ =
∑
i
|γ˜i〉〈γi| , (2.36)
which project onto the spaces Γ and Γ˜, and assumed thatM ∈ Γ˜ and M˜ ∈ Γ. (The latter
assumption can be done without loss of generality due to the duality condition (2.22)).
One obtains (2.35) from (2.29) by taking into account that in this case Vij(b) in (2.27) is
the matrix of the operator Adb acting on Γ˜, and thus the inverse is given by Adb−1 . The
nicest possible situation occurs when B = (Γ+ Γ˜)⊥ is a subalgebra of G and also satisfies
(2.34). In this case one simply has T =M and T˜ = M˜ and thus (2.33) simplifies to
∂−(∂+bb−1) + [bM˜b−1 , M ] = 0 . (2.37)
The derivative term is now an element of B and by combining the above assumptions with
the first class conditions [M,Γ] ⊂ Γ⊥ and [M˜, Γ˜] ⊂ Γ˜⊥ one sees that the commutator
term in (2.37) also varies in B, which ensures the consistency of this equation.
The effective field equation (2.33) is in general a non-linear equation for the field
b(x+, x−), and we can give a procedure which can in principle be used for producing its
general solution. We are going to do this by making use of the fact that the space of
solutions of the reduced theory is the space of the constrained WZNW solutions factorized
by the chiral gauge transformations, according to equation (2.17). Thus the idea is to
find the general solution of the effective field equation by first parametrizing, in terms of
arbitrary chiral functions, those WZNW solutions which satisfy the constraints (2.23),
and then extracting the b-part of those WZNW solutions by algebraic operations. In
other words, we propose to derive the general solution of (2.33) by looking at the origin
of this equation, instead of its explicit form.
To be more concrete, one can start the construction of the general solution by
first Gauss-decomposing the chiral factors of the general WZNW solution g(x+, x−) =
gL(x
+) · gR(x−) as
gL(x
+) = aL(x
+) · bL(x+) · cL(x+), gR(x−) = aR(x−) · bR(x−) · cR(x−). (2.38)
Then the constraint equations (2.23) become
∂+cLc
−1
L = b
−1
L T (bL)bL and a
−1
R ∂−aR = bRT˜ (bR)b
−1
R . (2.39)
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In addition to the the purely algebraic problems of computing the quantities T and T˜ and
extracting b from g = gL · gR = a · b · c, these first order systems of ordinary differential
equations are all one has to solve to produce the general solution of the effective field
equation. If this can be done by quadrature then the effective field equation is also
integrable by quadrature. In general, one can proceed by trying to solve (2.39) for the
functions cL(x
+) and aR(x
−) in terms of the arbitrary ‘input functions’ bL(x+) and
bR(x
−). Clearly, this involves only a finite number of integrations whenever the gauge
algebras Γ and Γ˜ consist of nilpotent elements of G. Thus in this case (2.33) is exactly
integrable, i.e., its general solution can be obtained by quadrature.
We note that in concrete cases some other choice of input functions, instead of the
chiral b’s, might prove more convenient for finding the general solutions of the systems
of first order equations on gL and gR given in (2.39) (see for instance the derivation of
the general solution of the Liouville equation given in [12]).
It is natural to ask for the action functional underlying the effective field theory
obtained by imposing the constraints (2.23) on the WZNW theory. In fact, the effective
action is given by the following formula:
Ieff(b) = SWZ(b)−
∫
d2x 〈bT˜ (b)b−1 , T (b)〉. (2.40)
One can derive the following condition for the extremum of this action:
〈δbb−1, ∂−(∂+bb−1) + [bT˜ (b)b−1, T (b)] + ∂−T (b) + b(∂+T˜ (b))b−1〉 = 0. (2.41)
It is straightforward to compute this, the only thing to remember is that the objects
bT˜ b−1 and b−1Tb introduced in (2.29) vary in the gauge algebras Γ and Γ˜. The arbitrary
variation of b(x) is determined by the arbitrary variation of β(x) ∈ B, according to
b(x) = eβ(x), and thus we see from (2.41) that the Euler-Lagrange equation of the action
(2.40) yields exactly the independent components of the effective field equation (2.33),
which we obtained previously by imposing the constraints directly in the WZNW field
equation.
The effective action given above can be derived from the gauged WZNW action
I(g, A−, A+) given in (2.18), by eliminating the gauge fields A± by means of their Euler-
Lagrange equations (2.21c-d). By using the Gauss decomposition, these Euler-Lagrange
equations become equivalent to the relations
a−1D−a = bT˜ (b)b−1 , and cD+c−1 = −b−1T (b)b , (2.42)
23
where the quantities T (b) and T˜ (b) are given by the expressions in (2.29b) andD± denotes
the gauge covariant derivatives, D± = ∂± ∓ A±. Now we show that Ieff(b) in (2.40) can
indeed be obtained by substituting the solution of (2.42) for A± back into I(g, A−, A+)
with g = abc. To this first we rewrite I(abc, A−, A+) by using the Polyakov-Wiegmann
identity [35] as
I(abc , A−, A+) = SWZ(b)−
∫
d2x
(
〈a−1D−a , b(cD+c−1)b−1〉
+ 〈b−1∂−b , cD+c−1〉 − 〈∂+bb−1 , a−1D−a〉+ 〈A−,M〉+ 〈A+, M˜〉
)
.
(2.43)
This equation can be regarded as the gauge covariant form of the Polyakov-Wiegmann
identity, and all but the last two terms are manifestly gauge invariant. The effective
action (2.40) is derived from (2.43) together with (2.42) by noting, for example, that
〈∂−aa−1 , M〉 is a total derivative, which follows from the facts that a(x) ∈ eΓ and
M ∈ [Γ , Γ]⊥, by (2.8).
Above we have used the field equations to eliminate the gauge fields from the gauged
WZNW action (2.18) on the ground that A− and A+ are not dynamical fields, but
‘Lagrange multiplier fields’ implementing the constraints. However, it should be noted
that without further assumptions the Euler-Lagrange equation of the action resulting
from (2.18) by means of this elimination procedure does not always give the effective
field equation, which can always be obtained directly from the WZNW field equation.
One can see this on an example in which one imposes constraints only on one of the chiral
sectors of the WZNW theory. From this point of view, the role of our assumption on the
duality of the left and right gauge algebras is that it guarantees that the effective action
underlying the effective field equation can be derived from I(g, A−, A+) in the above
manner. To end this discussion, we note that for g = abc the non-degeneracy of Vij(b)
in (2.27) is equivalent to the non-degeneracy of the quadratic expression 〈A− , gA+g−1〉
in the components of A− = Ai−γi and A+ = A
i
+γ˜i. This quadratic term enters into the
gauged WZNW action given by (2.18), and its non-degeneracy is clearly important in
the quantum theory, which we consider in Chapter 5.
We mentioned at the beginning of the section that, considering a maximally non-
compact G, one can make sure that the duality assumption expressed by (2.22) holds
by choosing Γ and Γ˜ to be the transposes of each other. Here we point out that this
particular left-right related choice of the gauge algebras can also be used to ensure the
parity invariance of the effective field theory. To this first we notice that, in the case of a
maximally non-compact connected Lie group G, the WZNW action SWZ(g) is invariant
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under any of the following two ‘parity transformations’ g −→ Pg:
(P1g)(x
0, x1) ≡ gt(x0,−x1) , and (P2g)(x0, x1) ≡ g−1(x0,−x1). (2.44)
If one chooses Γ˜ = Γt and M˜ = M t to define the WZNW reduction then the parity
transformation P1 simply interchanges the left and right constraints, φ and φ˜ in (2.23),
and thus the corresponding effective field theory is invariant under the parity P1. The
space B = (Γ + Γ˜)⊥, i.e., the choice in (2.25b), is invariant under the transpose in this
case, and thus the gauge invariant field b transforms in the same way under P1 as g
does in (2.44). Of course, the parity invariance can also be seen on the level of the
gauged action I(g, A−, A+). Namely, I(g, A−, A+) is invariant under P1 if one extends
the definition in (2.44) to include the following parity transformation of the gauge fields:
(P1A±)(x0, x1) ≡ At∓(x0,−x1) . (2.45)
The P1-invariant reduction procedure does not preserve the parity symmetry P2, but it is
possible to consider reductions preserving just P2 instead of P1. In fact, such reductions
can be obtained by taking Γ˜ = Γ and M˜ =M .
Finally, it is obvious that to construct parity invariant WZNW reductions in general,
for some arbitrary but non-compact real form G of the complex simple Lie algebras, one
can use −σ instead of the transpose, where σ is a Cartan involution of G.
25
3. Polynomiality in KM reductions and the WGS -algebras
In the previous chapter we described the conditions for (2.2) defining first class
constraints and for LH(J) in (2.10) being a gauge invariant quantity on this constraint
surface. It is clear that the KM Poisson brackets of the gauge invariant differential poly-
nomials of the current always close on such polynomials and δ-distributions. The algebra
of the gauge invariant differential polynomials is of special interest in the conformally in-
variant case when it is a polynomial extension of the Virasoro algebra. In Section 3.1 we
shall give an additional condition on the triple (Γ,M,H) which allows one to construct
out of the current in (2.2) a complete set of gauge invariant differential polynomials by
means of a differential polynomial gauge fixing algorithm. We call the KM reduction
polynomial if such a polynomial gauge fixing algorithm is available, and also call the
corresponding gauges Drinfeld-Sokolov (DS) gauges, since our construction is a general-
ization of the one given in [5]. The KM Poisson bracket algebra of the gauge invariant
differential polynomials becomes the Dirac bracket algebra of the current components in
the DS gauges, which we consider in Section 3.2. The extended conformal algebra WGS
mentioned in the Introduction is especially interesting in that its primary field basis is
manifest and given by the sl(2) structure, as we shall see in Section 3.3. One of our main
results is that we shall find here first class KM constraints underlying this algebra, such
that they satisfy our sufficient condition for polynomiality. Thus we can represent WGS
as a KM Poisson bracket algebra of gauge invariant differential polynomials, which in
principle allows for its quantization through the KM representation theory. The impor-
tance of the WGS -algebras is clearly demonstrated by the result of Section 3.4, where we
show that the W ln-algebras of [26] can be interpreted as further reductions of particular
WGS -algebras. This makes it possible to exhibit primary fields for the W ln-algebras and
to describe their structure in detail in terms of the corresponding WGS -algebras, which is
the subject of [37].
3.1. A sufficient condition for polynomiality
Let us suppose that (Γ,M,H) satisfy the previously given conditions, (2.6) and
(2.13), for
J(x) =M + j(x) , j(x) ∈ Γ⊥ (3.1)
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describing the constraint surface of conformally invariant first class constraints, where H
is a grading operator and M is subject to
[H,M ] = −M , M /∈ Γ⊥ . (3.2)
Then, as we shall show, the following two additional conditions:
Γ ∩ KM = {0} , where KM = Ker(adM ) , (3.3)
and
Γ⊥ ⊂ G>−1 , (3.4a)
allow for establishing a differential polynomial gauge fixing algorithm whereby one can
construct out of J(x) in (3.1) a complete set of gauge invariant differential polynomials.
Before proving this result, we discuss some consequences of the conditions, which
we shall need later. In the present situation Γ, Γ⊥ and G are graded by the eigenvalues
of adH , and first we note that (3.4a) is equivalent to
G≥1 ⊂ Γ . (3.4b)
Indeed, this follows from the fact that the spaces Gh and G−h are dual to each other with
respect to the Cartan-Killing form, which is a consequence of its non-degeneracy and
invariance under adH . Of course, here and below the grading is the one defined by H,
and we note that G±1 are non-trivial because of (3.2). The condition given by (3.4a) plays
a technical role in our considerations, but perhaps it can be argued for also physically,
on the basis that it ensures that the conformal weights of the primary field components
of j(x) in (3.1) are non-negative with respect to LH (2.10). Second, let us observe that
in our situation M satisfying (3.2) is uniquely determined, that is, there is no possibility
of shifting it by elements from Γ⊥, simply because there are no grade −1 elements in Γ⊥,
on account of (3.4a). Equation (3.3) means that the operator adM maps Γ into Γ
⊥ in an
injective manner, and for this reason we refer to (3.3) as the non-degeneracy condition.
Combining the non-degeneracy condition with (3.2), (3.4a) and (2.7) we see that our
gauge algebra Γ can contain only positive grades:
Γ ⊂ G>0 . (3.5)
This implies that every γ ∈ Γ is represented by a nilpotent operator in any finite dimen-
sional representation of G, and that
G≥0 ⊂ Γ⊥ . (3.6)
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It follows from (3.2) that [H,KM ] ⊂ KM , which is telling us that KM is also graded, and
we see from (3.3) and (3.4b) that
KM ⊂ G<1 . (3.7)
Finally, we wish to establish a certain relationship between the dimensions of G and KM .
For this purpose we consider an arbitrary complementary space TM to KM , defining a
linear direct sum decomposition
G = KM + TM . (3.8)
It is easy to see that for the 2-form ωM we have ωM (KM ,G) = 0, and the restriction of
ωM to TM is a symplectic form, in other words:
ωM (TM , TM ) is non−degenerate . (3.9)
(We note in passing that TM can be identified with the tangent space at M to the
coadjoint orbit of G through M , and in this picture ωM becomes the Kirillov-Kostant
symplectic form of the orbit [34].) The non-degeneracy condition (3.3) says that one can
choose the space TM in (3.8) in such a way that Γ ⊂ TM . One then obtains the inequality
dim(Γ) ≤ 1
2
dim(TM ) = 1
2
(
dim(G)− dim(KM )
)
, (3.10)
where the factor 12 arises since ωM is a symplectic form on TM , which vanishes, by (2.6),
on the subspace Γ ⊂ TM .
After the above clarification of the meaning of conditions (3.3) and (3.4), we now
wish to show that they indeed allow for exhibiting a complete set of gauge invariant
differential polynomials among the gauge invariant functions. Generalizing the arguments
of [5,13,15], this will be achieved by demonstrating that an arbitrary current J(x) subject
to (3.1) can be brought to a certain normal form by a unique gauge transformation which
depends on J(x) in a differential polynomial way.
A normal form suitable for this purpose can be associated to any graded subspace
Θ ⊂ G which is dual to Γ with respect to the 2-form ωM . Given such a space Θ, it is
possible to choose bases γih and θ
j
k in Γ and Θ respectively such that
ωM (γ
l
h, θ
i
k) = δilδhk, (3.11)
where the subscript h on γlh denotes the grade, and the indices i and l denote the
additional labels which are necessary to specify the base vectors at fixed grade. It is
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to be noted that, by definition, the subsript k on elements θjk ∈ Θ does not denote the
grade, which is (1−k). The normal (or reduced) form corresponding to Θ is given by the
following equation:
Jred(x) =M + jred(x) where jred(x) ∈ Γ⊥ ∩Θ⊥ . (3.12)
In other words, the set of reduced currents is obtained by supplementing the first class
constraints of equation (2.3) by the gauge fixing condition
χθ(x) = 〈J(x), θ〉 − 〈M, θ〉 = 0 , ∀θ ∈ Θ . (3.13)
We call a gauge which can be obtained in the above manner a Drinfeld-Sokolov (DS)
gauge. It is not hard to see that the space V = Γ⊥ ∩ Θ⊥ is a graded subspace of Γ⊥
which is disjoint from the image of Γ under the operator adM and is in fact complementary
to the image, i.e., one has
Γ⊥ = [M,Γ] + V . (3.14)
It also follows from the non-degeneracy condition (3.3) that any graded complement V
in (3.14) can be obtained in the above manner, by means of using some Θ. Thus it is
possible to define the DS normal form of the current directly in terms of a complementary
space V as well, as has been done in special cases in [5,13,18].
As the first step in proving that any current in (3.1) is gauge equivalent to one in
the DS gauge, let us consider the gauge transformation by gh(x
+) = exp[
∑
l a
l
h(x
+)γlh]
for some fixed grade h. Suppressing the summation over l, it can be written as*
j(x)→ jgh(x) = eah·γh(j(x) +M)e−ah·γh + (eah·γh)′e−ah·γh −M . (3.15)
Taking the inner product of this equation with the basis vectors θik in (3.11) for all k ≤ h,
we see that there is no contribution from the derivative term. We also see that the only
contribution from
eah·γhj(x)e−ah·γh = j(x) + [ah(x+) · γh, j(x)] + . . . (3.16)
* Throughout the chapter, all equations involving gauge transformations, Poisson
brackets, etc., are to be evaluated by using a fixed time, since they are all consequences
of equation (2.1). By this convention, they are valid both on the canonical phase space
and on the chiral KM phase space belonging to space of solutions of the theory.
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is the one coming from the first term, since all commutators containing the elements γlh
drop out from the inner product in question as a consequence of the following crucial
relation:
[γlh, θ
i
k] ∈ Γ, for k ≤ h, (3.17)
which follows from (3.4b) by noting that the grade of this commutator, (1+ h− k), is at
least 1 for k ≤ h. Taking these into account, and computing the contribution from those
two terms in jgh(x) which contain M by using (3.11), we obtain
〈θik, jgh(x)〉 = 〈θik, j(x)〉 − aih(x+)δhk, for all k ≤ h. (3.18)
We see from this equation that
〈θik, j(x)〉 = 0 ⇐⇒ 〈θik, jgh(x)〉 = 0 , for k < h , (3.19)
and
aih(x
+) = 〈θih, j(x)〉 ⇒ 〈θih, jgh(x)〉 = 0 , for k = h. (3.20)
These last two equations tell us that if the gauge-fixing condition 〈θik, j(x)〉 = 0 is satisfied
for all k < h then we can ensure that the same condition holds for jgh(x) for the extended
range of indices k ≤ h, by choosing aih(x+) to be 〈θih, j(x)〉. From this it is easy to see
that the DS gauge (3.13) can be reached by an iterative process of gauge transformations,
and the gauge-parameters aih(x
+) are unique polynomials in the current at each stage of
the iteration.
In more detail, let us write the general element g(a(x+)) ∈ eΓ of the gauge group as
a product in order of descending grades, i.e., as
g(a(x+)) = ghn · ghn−1 · · · gh1 , with ghi(x+) = eahi (x
+)·γhi , (3.21a)
where
hn > hn−1 > . . . > h1 (3.21b)
is the list of grades occurring in Γ. Let us then insert this expression into
j → jg = g(j +M)g−1 + g′g−1 −M , (3.22a)
and consider the condition
jg(x) = jred(x) , (3.22b)
with jred(x) in (3.12), as an equation for the gauge-parameters ah(x
+). One sees from
the above considerations that this equation is uniquely soluble for the components of
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the ah(x
+) and the solution is a differential polynomial in j(x). This implies that the
components of jred(x) can also be uniquely computed from (3.22), and the solution yields
a complete set of gauge invariant differential polynomials of j(x), which establishes the
required result. The above iterative procedure is in fact a convenient tool for computing
the gauge invariant differential polynomials in practice [15]. We remark that, of course,
any unique gauge fixing can be used to define gauge invariant quantities, but they are in
general not polynomial, not even local in j(x).
We also wish to note that an arbitrary linear subspace of G which is dual to V in
(3.14) with respect to the Cartan-Killing form can be used in a natural way as the space
of parameters for describing those current dependent KM transformations which preserve
the DS gauge. In fact, it is possible to give an algorithm which computes the W-algebra
and its action on the other fields of the corresponding constrained WZNW theory by
finding the gauge preserving KM transformations implementing the W-transformations.
This algorithm presupposes the existence of such gauge invariant differential polynomials
which reduce to the current components in the DS gauge, which is ensured by the above
gauge fixing algorithm, but it works without actually computing them. This issue is
treated in detail in [13,18] in special cases, but the results given there apply also to the
general situation investigated in the above.
3.2. The polynomiality of the Dirac bracket
It follows from the polynomiality of the gauge fixing that the components of the
gauge fixed current jred in (3.12) generate a differential polynomial algebra under Dirac
bracket. In our proof of the polynomiality we actually only used that the graded subspace
Θ of G is dual to the graded gauge algebra Γ with respect to ωM and satisfies the condition
([Θ , Γ])≥1 ⊂ Γ , (3.23)
which is equivalent to the existence of the bases γlh and θ
i
k satisfying (3.11) and (3.17).
We have seen that this condition follows from (3.3) and (3.4), but it should be noted that
it is a more general condition, since the converse is not true, as is shown by an example
at the end of this section.
Below we wish to give a direct proof for the polynomiality of the Dirac bracket
algebra belonging to the second class constraints:
cτ (x) = 〈τ , J(x)−M〉 = 0 where τ ∈ {γlh} ∪ {θik} . (3.24)
The proof will shed a new light on the polynomiality condition. We note that for certain
purposes second class constraints might be more natural to use than first class ones since
in the second class formalism one directly deals with the physical fields. For example, the
WGS -algebra mentioned in the Introduction is very natural from the second class point
of view and can be realized by starting with a number of different first class systems of
constraints, as we shall see in the next section.
We first recall that, by definition, the Dirac bracket algebra of the reduced currents
is
{jured(x),jvred(y)}∗ = {jured(x), jvred(y)}
−
∑
µν
∫
dz1dw1{jured(x), cµ(z)}∆µν(z, w){cν(w), jvred(y)} , (3.25)
where, for any u ∈ G, jured(x) = 〈u, jred(x)〉 is to be substituted by 〈u, J(x)−M〉 under
the KM Poisson bracket, and ∆µν(z, w) is the inverse of the kernel
Dµν(z, w) = {cµ(z), cν(w)} , (3.26)
in the sense that (on the constraint surface)
∑
ν
∫
dx1∆µν(z, x)Dνσ(x, w) = δµσδ(z
1 − w1). (3.27)
To establish the polynomiality of the Dirac bracket, it is useful to consider the matrix
differential operator Dµν(z) defined by the kernel Dµν(z, w) in the usual way, i.e.,
∑
ν
Dµν(z)fν(z) =
∑
ν
∫
dw1Dµν(z, w)fν(w) , (3.28)
for a vector of smooth functions fν(z), which are periodic in z
1. From the structure of
the constraints in (3.24), cτ = (φγ , χθ), one sees that Dµν(z) is a first order differential
operator possessing the following block structure
Dµν =
(
Dγγ˜ Dγθ
Dθ˜γ˜ Dθ˜θ
)
=
(
0 E
−E† F
)
, (3.29)
where E† is the formal Hermitian conjugate of the matrix E, (E†)θγ = (Eγθ)†. It is clear
that the Dirac bracket in (3.25) is a differential polynomial in jred(x) and δ(x
1 − y1)
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whenever the inverse operatorD−1(z), whose kernel is ∆µν(z, w), is a differential operator
whose coefficients are differential polynomials in jred(z). On the other hand, we see from
(3.29) that the operator D is invertible if and only if its block E is invertible, and in that
case the inverse takes the form
(D−1)µν =
(
(E†)−1FE−1 −(E†)−1
E−1 0
)
. (3.30)
Since E(z) and F (z) are polynomial (even linear) in jred(z) and in ∂z and the inverse
of F (z) does not occur in D−1(z), it follows that D−1(z) is a polynomial differential
operator if and only if E−1(z) is a polynomial differential operator.
To show that E−1 exists and is a polynomial differential operator we note that in
terms of the basis of (Γ + Θ) in (3.24) the matrix E is given explicitly by the following
formula:
Eγm
h
,θn
k
(z) = δhkδmn + 〈[γmh , θnk ], jred(z)〉+ 〈γmh , θnk 〉∂z . (3.31)
The crucial point is that, by the grading and the property in (3.17), we have
Eγm
h
,θn
k
(z) = δhkδnm , for k ≤ h . (3.32)
The matrix E has a block structure labelled by the (block) row and (block) column
indices h and k, respectively, and (3.32) means that the blocks in the diagonal of E are
unit matrices and the blocks below the diagonal vanish. In other words, E is of the form
E = 1 + ε, where ε is a strictly upper triangular matrix. It is clear that such a matrix
differential operator is polynomially invertible, namely by a finite series of the form
E−1 = 1− ε+ ε2 + . . .+ (−1)NεN , (εN+1 = 0), (3.33)
which finishes our proof of the polynomiality of the Dirac bracket in (3.25). One can use
the arguments in the above proof to set up an algorithm for actually computing the Dirac
bracket. The proof also shows that the polynomiality of the Dirac bracket is guaranteed
whenever E is of the form (1+ε) with ε being nilpotent as a matrix. In our case this was
ensured by a special grading assumption, and it appears an interesting question whether
polynomial reductions can be obtained at all without using some grading structure.
The zero block occurs in D−1 in (3.30) because the second class constraints originate
from the gauge fixing of first class ones. We note that the presence of this zero block
implies that the Dirac brackets of the gauge invariant quantities coincide with their
original Poisson brackets, namely one sees this from the formula of the Dirac bracket by
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keeping in mind that the gauge invariant quantities weakly commute with the first class
constraints.
Finally, we want to show that condition (3.23) is weaker than (3.3-4). This is best
seen by considering an example. To this let now G be the maximally non-compact real
form of a complex simple Lie algebra. If {M−,M0,M+} is the principal sl(2) embedding
in G, with commutation rules as in (3.34) below, we simply choose the one-dimensional
gauge algebra Γ ≡ {M+} and take M ≡ M−. The ωM -dual to M+ can be taken to
be θ = M0, and then (3.23) holds. To show that conditions (3.3-4) cannot be satisfied,
we prove that a grading operator H for which [H,M−] = −M− and GH≥1 ⊂ Γ, does not
exist. First of all, [H,M−] = −M− and 〈M−,M+〉 6= 0 imply [H,M+] = M+, and thus
ΓH≥1 = {M+}. Furthermore, writing H = (M0 +∆), we find from [H,M±] = ±M± that
∆ must b e an sl(2) singlet in the adjoint of G. However, in the case of the principal
sl(2) embedding, there is no such singlet in the adjoint, and hence H = M0. But then
the condition GM0≥1 ⊂ Γ is not fulfilled.
3.3. First class constraints for the WGS -algebras
Let S = {M− , M0 , M+} be an sl(2) subalgebra of the simple Lie algebra G:
[M0,M±] = ±M± , [M+,M−] = 2M0 . (3.34)
We argued in the Introduction that it is natural to associate an extended conformal
algebra, denoted as WGS , to any such sl(2) embedding [16,18]. Namely, we defined the
WGS -algebra to be the Dirac bracket algebra generated by the components of the con-
strained KM current of the the following special form:
Jred(x) =M− + jred(x) , with jred(x) ∈ Ker(adM+) , (3.35)
which means that jred(x) is a linear combination of the sl(2) highest weight states in the
adjoint of G. This definition is indeed natural in the sense that the conformal properties
are manifest, since, as we shall see below, with the exception of the M+-component
the spin s component of jred(x) turns out to be a primary field of conformal weight
(s+ 1) with respect to LM0 . Before showing this, we shall construct here first class KM
constraints underlying the WGS -algebra, which will be used in Chapter 4 to construct
generalized Toda theories which realize the WGS -algebras as their chiral algebras. We
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expect the WGS -algebras to play an important organizing role in describing the (primary
field content of) conformally invariant KM reductions in general, and shall give arguments
in favour of this idea later.
We wish to find a gauge algebra Γ for which the triple (Γ, H = M0,M = M−)
satisfies our sufficient conditions for polynomiality and (3.35) represents a DS gauge for
the corresponding conformally invariant first class constraints. We start by noticing that
the dimension of such a Γ has to satisfy the relation
dimKer(adM+) = dimWGS = dimG − 2dimΓ . (3.36)
From this, since the kernels of adM± are of equal dimension, we obtain that
dimΓ =
1
2
dimG − 1
2
dimKer(adM−) , (3.37)
which means by (3.10) that we are looking for a Γ of maximal dimension. By the repre-
sentation theory of sl(2), the above equality is equivalent to
dimΓ = dimG≥1 + 1
2
dimG 1
2
, (3.38)
where the grading is by the, in general half-integral, eigenvalues of adM0 . We also know,
(3.4b) and (3.5), that for our purpose we have to choose the graded Lie subalgebra Γ of
G in such a way that G≥1 ⊂ Γ ⊂ G>0. Observe that the non-degeneracy condition (3.3)
is automatically satisfied for any such Γ since in the present case Ker(adM−) ⊂ G≤0, and
M0 ∈ Γ⊥ is also ensured, which guarantees the conformal invariance, see (2.13).
It is obvious from the above that in the special case of an integral sl(2) subalgebra,
for which G 1
2
is empty, one can simply take
Γ = G≥1 . (3.39)
For grading reasons,
ωM−(G≥1,G≥1) = 0 (3.40)
holds, and thus one indeed obtains first class constraints in this way.
One sees from (3.38) that for finding the gauge algebra in the non-trivial case of a
half-integral sl(2) subalgebra, one should somehow add half of G 1
2
to G≥1, in order to
have the correct dimension. The key observation for defining the required halving of G 1
2
consists in noticing that the restriction of the 2-form ωM− to G 1
2
is non-degenerate. This
35
can be seen as a consequence of (3.9), but is also easy to verify directly. By the well
known Darboux normal form of symplectic forms [34], there exists a (non-unique) direct
sum decomposition
G 1
2
= P 1
2
+Q 1
2
(3.41)
such that ωM− vanishes on the subspaces P 1
2
and Q 1
2
separately. The spaces P 1
2
and
Q 1
2
, which are the analogues of the usual momentum and coordinate subspaces of the
phase space in analytic mechanics, are of equal dimension and dual to each other with
respect to ωM− . The point is that the first-classness conditions in (2.6) are satisfied if
we define the gauge algebra to be
Γ = G≥1 + P 1
2
, (3.42)
by using any symplectic halving of the above kind. It is obvious from the construction
that the first class constraints,
J(x) =M− + j(x) with j(x) ∈ Γ⊥ , (3.43)
obtained by using Γ in (3.42) satisfy the sufficient conditions for polynomiality given in
Section 3.1. With this Γ we have
Γ⊥ = G≥0 +Q− 1
2
, (3.44a)
where Q− 1
2
is the subspace of G− 1
2
given by
Q− 1
2
= [M−,P 1
2
] . (3.44b)
By combining (3.42) and (3.44) one also easily verifies the following direct sum decom-
position:
Γ⊥ = [M−,Γ] + Ker(adM+) , (3.45)
which is just (3.14) with V = Ker(adM+). This means that (3.35) is indeed nothing but
the equation of a particular DS gauge for the first class constraints in (3.43), as required.
This special DS gauge is called the highest weight gauge [13]. Similarly as for any DS
gauge, there exists therefore a basis of gauge invariant differential polynomials of the
current in (3.43) such that the base elements reduce to the components of jred(x) in (3.35)
by the gauge fixing. The KM Poisson bracket algebra of these gauge invariant differential
polynomials is clearly identical to the Dirac bracket algebra of the corresponding current
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components, and we can thus realize the WGS -algebra as a KM Poisson bracket algebra
of gauge invariant differential polynomials.
The second class constraints defining the highest weight gauge (3.35) are natural in
the sense that in this case τ in (3.24) runs over the basis of the space TM− = [M+ , G]
which is a natural complement of KM− = Ker(adM−) in G, eq. (3.8).
In the second class formalism, the conformal action generated by LM0 on the WGS -
algebra is given by the following formula:
δ∗f,M0 jred(x) ≡ −
∫
dy1 f(y+) {LM0(y) , jred(x)}∗ , (3.46)
where the parameter function f(x+) refers to the conformal coordinate transformation
δf x
+ = −f(x+), cf. (2.11), and jred(x) is to be substituted by J(x)−M− when evaluating
the KM Poisson brackets entering into (3.46), like in (3.25). To actually evaluate (3.46),
we first replace LM0 by the object
Lmod(x) = LM0(x)−
1
2
〈M+ , J ′′(x)〉 , (3.47)
which is allowed under the Dirac bracket since the difference (the second term) vanishes
upon imposing the constraints. The crucial point to notice is that Lmod weakly commutes
with all the constraints defining (3.35) (not only with the first class ones) under the KM
Poisson bracket. This implies that with Lmod the Dirac bracket in (3.46) is in fact
identical to the original KM Poisson bracket and by this observation we easily obtain
δ∗f,M0 jred(x) = f(x
+) j′red(x) + f
′(x+)
(
jred(x) + [M0, jred(x)])− 1
2
f ′′′(x+)M+. (3.48)
This proves that, with the exception of the M+-component, the sl(2) highest weight
components of jred(x) in (3.35) transform as conformal primary fields, whereby the con-
formal content of WGS is determined by the decomposition of the adjoint of G under S
in the aforementioned manner. We end this discussion by noting that in the highest
weight gauge LM0(x) becomes a linear combination of the M+-component of jred(x) and
a quadratic expression in the components corresponding to the singlets of S in G. From
this we see that LM0(x) and the primary fields corresponding to the sl(2) highest weight
states give a basis for the differential polynomials contained in WGS , which is thus indeed
a (classical) W-algebra in the sense of the general idea in [20].
In the above we proposed a ‘halving procedure’ for finding purely first class con-
straints for which WGS appears as the algebra of the corresponding gauge invariant dif-
ferential polynomials. We now wish to clarify the relationship between our method and
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the construction in a recent paper by Bais et al [16], where the WGS -algebra has been de-
scribed, in the special case of G = sl(n), by using a different method. We recall that the
WGS -algebra has been constructed in [16] by adding to the first class constraints defined
by the pair (G≥1,M−) the second class constraints
〈u , J(x)〉 = 0 , for ∀ u ∈ G 1
2
. (3.49)
Clearly, we recover these constraints by first imposing our complete set of first class
constraint belonging to (Γ,M−) with Γ in (3.42), and then partially fixing the gauge by
imposing the condition
〈u , J(x)〉 = 0 , for ∀ u ∈ Q 1
2
. (3.50)
One of the advantages of our construction is that by using only first class KM constraints
it is easy to construct generalized Toda theories which possessWGS as their chiral algebra,
for any sl(2) subalgebra, namely by using our general method of WZNW reductions. This
will be elaborated in the next chapter. We note that in [16] the authors were actually
also led to replacing the original constraints by a first class system of constraints, in
order to be able to consider the BRST quantization of the theory. For this purpose they
introduced unphysical ‘auxiliary fields’ and thus constructed first class constraints in an
extended phase space. However, in that construction one has to check that the auxiliary
fields finally disappear from the physical quantities. Another important advantage of
our halving procedure is that it renders the use of any such auxiliary fields completely
unnecessary, since one can start by imposing a complete system of first class constraints
on the KM phase space from the very beginning. We study some aspects of the BRST
quantization in Chapter 5, and we shall see that the Virasoro central charge given in [16]
agrees with the one computed by taking our first class constraints as the starting point.
The first class constraints leading toWGS are not unique, for example one can consider
an arbitrary halving in (3.41) to define Γ. We conjecture that these W-algebras always
occur under certain natural assumptions on the constraints. To be more exact, let us
suppose that we have conformally invariant first class constraints determined by the
pair (Γ,M−) where M− is a nilpotent matrix and the non-degeneracy condition (3.3)
holds together with equation (3.37). By the Jacobson-Morozov theorem, it is possible
to extend the nilpotent generator M− to an sl(2) subalgebra S = {M−,M0,M+}. It is
also worth noting that the conjugacy class of S under the automorphism group of G is
uniquely determined by the conjugacy class of the nilpotent element M−. For this and
other questions concerning the theory of sl(2) embeddings into semi-simple Lie algebras
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the reader may consult refs. [32,33,38,39]. We expect that the above assumptions on
(Γ,M−) are sufficient for the existence of a complete set of gauge invariant differential
polynomials and their algebra is isomorphic to WGS , where M− ∈ S. We are not yet able
to prove this conjecture in general, but below we wish to sketch the proof in an important
special case which illustrates the idea.
Let us assume that we have conformally invariant first class constraints described
by (Γ,M−, H) subject to the sufficient conditions for polynomiality given in Section 3.1,
such that H is an integral grading operator of G. We note that these are exactly the
assumptions satisfied by the constraints in the non-degenerate case of the generalized
Toda theories associated to integral gradings [18]. In this case equation (3.37) is actually
automatically satisfied as a consequence of the non-degeneracy condition (3.3). One can
also show that it is possible to find an sl(2) algebra S = {M−,M0,M+} for which in
addition to [H,M−] = −M− one has
[H,M0] = 0 and [H,M+] =M+ , (3.51)
and that for this sl(2) algebra the relation
Ker(adM+) ⊂ GH≥0 (3.52)
holds, where the superscript indicates that the grading is defined by H. For the sl(2)
subject to (3.51) the latter property is in fact equivalent to Ker(adM−) ⊂ GH≤0, which is
just the non-degeneracy condition as in our case Γ = GH>0. The proof of these statements
is given in Appendix B.
We introduce a definition at this point, which will be used in the rest of the paper.
Namely, we call an sl(2) subalgebra S = {M−,M0,M+} an H-compatible sl(2) from
now on if there exists an integral grading operator H such that [H,M±] = ±M± is
satisfied together with the non-degeneracy condition. The non-degeneracy condition can
be expressed in various equivalent forms, it can be given for example as the relation in
(3.52), and its (equivalent) analogue for M−.
Turning back to the problem at hand, we now point out that by using the H-
compatible sl(2) we have the following direct sum decomposition of Γ⊥ = GH≥0:
GH≥0 = [M−,GH>0] + Ker(adM+). (3.53)
This means that the set of currents of the form (3.35) represents a DS gauge for the
present first class constraints. This implies the required result, that is that the W-
algebra belonging to the constraints defined by Γ = GH>0 together with a non-degenerate
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M− is isomorphic to WGS with M− ∈ S. In this example both LH(x) and LM0(x) are
gauge invariant differential polynomials. Although the spectrum of adH is integral by
assumption, in some cases the H-compatible sl(2) is embedded into G in a half-integral
manner, i.e., the spectrum of adM0 can be half-integral in certain cases. We shall return
to this point later. We further note that in general it is clearly impossible to build such
an sl(2) out of M− for which H would play the role of M0. It is possible to prove that in
those cases there is no full set of primary fields with repect to LH which would complete
this Virasoro density to a generating set of the corresponding differential polynomialW-
algebra. We have seen that such a conformal basis is manifest for WGS , which seems to
indicate that in the present situation the conformal structure defined by the sl(2), LM0 ,
is preferred in comparison to the one defined by LH .
We also would like to mention an interesting general fact about the WGS -algebras,
which will be used in the next section. Let us consider the decomposition of G under the
sl(2) subalgebra S. In general, we shall find singlet states and they span a Lie subalgebra
in the Lie subalgebra Ker(adM+) of G. Let us denote this zero spin subalgebra as Z. It
is easy to see that we have the semi-direct sum decomposition
Ker(adM+) = Z +R, [Z,R] ⊂ R, [Z,Z] ⊂ Z, (3.54)
where R is the linear space spanned by the rest of the highest weight states, which have
non-zero spin. It is not hard to prove that the subalgebra of the original KM algebra
which belongs to Z, survives the reduction to WGS . In other words, the Dirac brackets of
the Z-components of the highest weight gauge current, jred in (3.35), coincide with their
original KM Poisson brackets, given by (2.1). Furthermore, this Z KM subalgebra acts
on the WGS -algebra by the corresponding original KM transformations, which preserve
the highest weight gauge:
Jred(x)→ ea
i(x+)ζi Jred(x) e
−ai(x+)ζi + (ea
i(x+)ζi)′ e−a
i(x+)ζi , (3.55)
where the ζi form a basis of Z. In particular, one sees that the WGS -algebra inherites the
semi-direct sum structure given by (3.54) [16]. The point we wish to make is that it is
possible to further reduce theWGS -algebra by applying the general method of conformally
invariant KM reductions to the present Z KM symmetry. In principle, one can generate
a huge number of new conformally invariant systems out of the WGS -algebras in this
way, i.e., by applying conformally invariant constraints to their singlet KM subalgebras.
For example, if one can find a subalgebra of Z on which the Cartan-Killing form of G
vanishes, then one can consider the obviously conformally invariant reduction obtained
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by constraining the corresponding components of jred in (3.35) to zero. We do not explore
these ‘secondary’ reductions of the WGS -algebras in this paper. However, their potential
importance will be highlighted by the example of the next section.
Finally, we note that, for a half-integral sl(2), one can consider (instead of using
Γ in (3.42)) also those conformally invariant first class constraints which are defined by
the triple (Γ,M0,M−) with any graded Γ for which G≥1 ⊂ Γ ⊂ (G≥1 + P 1
2
) . The
polynomiality conditions of Section 3.1 are clearly satisfied with any such non-maximal
Γ, and the corresponding extended conformal algebras are in a sense between the KM
and WGS -algebras.
3.4. The WGS interpretation of the W ln-algebras
The W ln-algebras are certain conformally invariant reductions of the sl(n,R) KM
algebra introduced by Bershadsky [26] using a mixed set of first class and second class
constraints. It is known [16] that the simplest non-trivial case W 23 , originally proposed
by Polyakov [27], coincides with the WGS -algebra belonging to the highest root sl(2) of
sl(3, R). The purpose of this section is to understand whether or not these reduced KM
systems fit into our framework, which is based on using purely first class constraints, and
to uncover their possible connection with the WGS -algebras in the general case. (In this
section, G = sl(n,R).) In fact, we shall construct here purely first class KM constraints
leading to theW ln-algebras. The construction will demonstrate that theW
l
n-algebras can
in general be identified as further reductions of particular WGS -algebras. The secondary
reduction process is obtained by means of the singlet KM subalgebras of the relevant
WGS -algebras, in the manner mentioned in the previous section.
By definition [26], the KM reduction yielding the W ln-algebra is obtained by con-
straining the current to take the following form:
JB(x) =M− + jB(x), jB(x) ∈ ∆⊥, (3.56)
where ∆ denotes the set of all strictly upper triangular n× n matrices and
M− = el+1,1 + el+2,2 + ...+ en,n−l, (3.57)
the e’s being the standard sl(n,R) generators (l ≤ n − 1), i.e., M− has 1’s all along
the l-th slanted line below the diagonal. The current in (3.56) corresponds to imposing
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the constraints φδ(x) = 0 for all δ ∈ ∆, like in (2.3). Generally, these constraints
comprise first and second class parts, where the first class part is the one belonging to
the subalgebra D of ∆ defined by the relation ωM−(D,∆) = 0, (see (2.4)). The second
class part belongs to the complementary space, C, of D in ∆. In fact, for l = 1 the
constraints are the usual first class ones which yield the standard W-algebras, but the
second class part is non-empty for l > 1. The above KM reduction is so constructed
that it is conformally invariant, since the constraints weakly commute with the Virasoro
density LHl(x), see (2.10), where Hl =
1
lH1 and H1 is the standard grading operator of
sl(n,R), for which [H1 , eik] = (k − i)eik.
We start our construction by extending the nilpotent generator M− in (3.57) to an
sl(2) subalgebra S = {M−,M0,M+}. In fact, parametrizing n = ml + r with m =
[
n
l
]
and 0 ≤ r < l, we can take
M0 = diag
( r times︷ ︸︸ ︷m
2
, · · ·,
(l−r) times︷ ︸︸ ︷
m− 1
2
, · · ·, · · · ,
r times︷ ︸︸ ︷
−m
2
, · · ·
)
, (3.58)
where the mutiplicities, r and (l− r), occur alternately and end with r. The meaning of
this formula is that the fundamental of sl(n,R) branches into l irreducible representations
under S, r of spin m
2
and l − r of spin m−1
2
. The explicit form of M+ is a certain linear
combination of the eik’s with (k − i) = l, which is straightforward to compute.
We describe next the first and the second class parts of the constraints in (3.56) in
more detail by using the grading defined by M0. We observe first that in terms of this
grading the space ∆ admits the decomposition
∆ = ∆0 + G 1
2
+ G1 + G>1 . (3.59)
From this and the definition of ωM− , the subalgebra D comprising the first class part
can also be decomposed into
D = D0 +D1 + G>1 , (3.60)
where
D0 = Ker (adM−) ∩∆0 (3.61)
is the set of the sl(2) singlets in ∆, and D1 is a subspace of G1 which we do not need
to specify. By combining (3.59) and (3.60), we see that the complementary space C, to
which the second class part belongs, has the structure
C = Q0 + G 1
2
+ P1 , (3.62)
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where the subspace Q0 is complementary to D0 in ∆0, and P1 is complementary to D1
in G1. The 2-form ωM− is non-degenerate on C by construction, and this implies by the
grading that the spaces Q0 and P1 are symplectically conjugate to each other, which is
reflected by the notation.
We shall construct a gauge algebra, Γ, so that Bershadsky’s constraints will be recov-
ered by a partial gauge fixing from the first class ones belonging to Γ. As a generalization
of the halving procedure of the previous section, we take the following ansatz:
Γ = D + P 1
2
+ P1 , (3.63)
where P 1
2
is defined by means of some symplectic halving G 1
2
= P 1
2
+Q 1
2
, like in (3.41).
It is important to notice that this equation can be recasted into
Γ = D0 + P 1
2
+ G≥1 , (3.64)
which would be just the familiar formula (3.42) if D0 was not here. By using (3.57) and
(3.58), D0 can be identified as the set of n×n block-diagonal matrices, σ, of the following
form:
σ = block-diag{Σ0, σ0,Σ0, .....,Σ0, σ0,Σ0}, (3.65)
where the Σ0’s and the σ0’s are identical copies of strictly upper triangular r × r and
(l − r)× (l − r) matrices respectively. This implies that
dimD0 = 1
4
[l(l − 2) + (l − 2r)2] , (3.66)
which shows that D0 is non-empty except when l = 2, r = 1, which is the case of W 2n
with n = odd. The fact that D0 is in general non-empty gives us a trouble at this stage,
namely, we have now no guarantee that the above Γ is actually a subalgebra of G. By
using the grading and the fact that D0 is a subalgebra, we see that Γ in (3.64) becomes
a subalgebra if and only if
[D0 , P 1
2
] ⊂ P 1
2
. (3.67)
We next show that it is possible to find such a ‘good halving’ of G 1
2
for which P 1
2
satisfies
(3.67).
For this purpose, we use yet another grading here. This grading is provided by using
the particular diagonal matrix, H ∈ G, which we construct out of M0 in (3.58) by first
adding 12 to its half-integral eigenvalues, and then substracting a multiple of the unit
matrix so as to make the result traceless. In the adjoint representation, we then have
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adH = adM0 on the tensors, and adH = adM0 ± 1/2 on the spinors. We notice from
this that the H-grading is an integral grading. In fact, the relationship between the two
gradings allows us to define a good halving of G 1
2
as follows:
P 1
2
≡ G 1
2
∩ GH1 , and Q 1
2
≡ G 1
2
∩ GH0 . (3.68)
Since M− is of grade −1 with respect to both gradings, the spaces given by (3.68) clearly
yield a sympectic halving of G 1
2
with respect to ωM− . That this is a good halving, i.e.,
it ensures the condition (3.67), can also be seen easily by observing that D0 has grade
0 in the H-grading, too. Thus we obtain the required subalgebra Γ of G by using this
particular P 1
2
in (3.64).
Let us consider now the first class constraints corresponding to the above constructed
gauge algebra Γ, φγ(x) = 0 for γ ∈ Γ, which bring the current into the form
JΓ(x) =M− + jΓ(x) , jΓ(x) ∈ Γ⊥ . (3.69)
It is easy to verify that the original constraint surface (3.56) can be recovered from (3.69)
by a partial gauge fixing in such a way that the residual gauge transformations are exactly
the ones belonging to the space D. In fact, this is achieved by fixing the gauge freedom
corresponding to the piece (P 1
2
+ P1) of Γ, (3.63), by imposing the partial gauge fixing
condition
φqi(x) = 0 , qi ∈ (Q0 +Q 1
2
), (3.70)
where the qi form a basis of the space (Q0 +Q 1
2
) and the φq ’s are defined like in (2.3).
This implies that the reduced phase space defined by the constraints in (3.69) is the same
as the one determined by the original constraints (3.56). In conclusion, our purely first
class constraints, (3.69), have the same physical content as Bershadsky’s original mixed
set of constraints, (3.56).
Finally, we give the relationship between Bershadsky’s W ln-algebras and the sl(2)
systems. Having seen that the reduced KM phase spaces carrying the W ln-algebras can
be realized by starting from the first class constraints in (3.69), it follows from (3.64)
that the W ln-algebras coincide with particular WGS -algebras if and only if the space D0 is
empty, i.e., for W 2n with n = odd. In order to establish the WGS interpretation of W ln in
the general case, we point out that the reduced phase space can be reached from (3.69)
by means of the following two step process based on the sl(2) structure. Namely, one
can proceed by first fixing the gauge freedom corresponding to the piece (P 1
2
+G≥1) of Γ,
and then fixing the rest of the gauge freedom. Clearly, the constraint surface resulting in
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the first step is the same as the one obtained by putting to zero those components of the
highest weight gauge current representingWGS which correspond to D0. The final reduced
phase space is obtained in the second step by fixing the gauge freedom generated by the
constraints belonging to D0, which we have seen to be the space of the upper triangular
singlets of S. Thus we can conclude that W ln can be regarded as a further reduction of
the corresponding WGS , where the ‘secondary reduction’ is of the type mentioned at the
end of Section 3.3. One can exhibit primary field bases for the W ln-algebras and describe
their structure in detail in terms of the underlying WGS -algebras by further analysing the
secondary reduction, but this is outside the scope of the present paper, see [37].
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4. Generalized Toda theories
Let us remind ourselves that, as has been detailed in the Introduction, the standard
conformal Toda field theories can be naturally regarded as reduced WZNW theories, and
as a consequence these theories possess the chiral algebras WGS × W˜GS as their canonical
symmetries, where S is the principal sl(2) subalgebra of the maximally non-compact real
Lie algebra G. It is natural to seek for WZNW reductions leading to effective field theories
which would realize WGS × W˜GS as their chiral algebras for any sl(2) subalgebra S of any
simple real Lie algebra. The main purpose of this chapter is to obtain, by combining the
results of sections 2.3 and 3.3, generalized Toda theories meeting the above requirement
in the non-trivial case of the half-integral sl(2) subalgebras of the simple Lie algebras.
Before turning to describing these new theories, next we briefly recall the main features
of those generalized Toda theories, associated to the integral gradings of the simple Lie
algebras, which have been studied before [3,4,14-18]. The simplicity of the latter theories
will motivate some subsequent developments.
4.1. Generalized Toda theories associated with integral gradings
The WZNW reduction leading to the generalized Toda theories in question is set up
by considering an integral grading operator H of G, and taking the special case
Γ = GH≥1 and Γ˜ = GH≤−1 , (4.1)
and any non-zero
M ∈ GH−1 and M˜ ∈ GH1 , (4.2)
in the general construction given in Section 2.3. We note that by an integral grading
operator H ∈ G we mean a diagonalizable element whose spectrum in the adjoint of G
consists of integers and contains ±1, and that GHn denotes the grade n subspace defined
by H. In the present case B in (2.25b) is the subalgebra GH0 of G, and, because of the
grading structure, the properties expressed by equation (2.34) hold. Thus the effective
field equation reads as (2.37) and the corresponding action is given by the simple formula
IHeff (b) = SWZ(b)−
∫
d2x 〈bM˜b−1,M〉 , (4.3)
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where the field b varies in the little group GH0 of H in G.
Generalized, or non-Abelian, Toda theories of this type have been first investigated
by Leznov and Saveliev [1,3], who defined these theories by postulating their Lax poten-
tial,
AH+ = ∂+b · b−1 +M , AH− = −bM˜b−1 , (4.4)
which they obtained by considering the problem that if one requires a G-valued pure-
gauge Lax potential to take some special form, then the consistency of the system of
equations coming from the zero curvature condition becomes a non-trivial problem. In
comparison, we have seen in Section 2.3 that in the WZNW framework the Lax potential
originates from the chiral zero curvature equation (1.9), and the consistency and the
integrability of the effective theory arising from the reduction is automatic.
It was shown in [3,4,16] in the special case when H, M and M˜ are taken to be
the standard generators of an integral sl(2) subalgebra of G, that the non-Abelian Toda
equation allows for conserved chiral currents underlying its exact integrability. These
currents then generate chiralW-algebras of the typeWGS , for integrally embedded sl(2)’s.
By means of the argument given in Section 3.3, we can establish the structure of the
chiral algebras of a wider class of non-Abelian Toda systems [18]. Namely, we see that if
M and M˜ in (4.2) satisfy the non-degeneracy conditions
Ker(adM ) ∩ GH≥1 = {0} and Ker(adM˜ ) ∩ GH≤−1 = {0} , (4.5)
then the left×right chiral algebra of the corresponding generalized Toda theory is isomor-
phic to WGS− ×W˜GS+ , where S− (S+) is an sl(2) subalgebra of G containing the nilpotent
generator M (M˜), respectively. The H-compatible sl(2) algebras S± occurring here are
not always integrally embedded ones. Thus for certain half-integral sl(2) algebras WGS
can be realized in a generalized Toda theory of the type (4.3). As we would like to have
generalized Toda theories which possess WGS as their symmetry algebra for an arbitrary
sl(2) subalgebra, we have to ask whether the theories given above are already enough
for this purpose or not. This leads to the technical question as to whether for every
half-integral sl(2) subalgebra S = {M−,M0,M+} of G there exists an integral grading
operator H such that S is an H-compatible sl(2), in the sense introduced in Section 3.3.
The answer to this question is negative, as proven in Appendix C, where the relationship
between integral gradings and sl(2) subalgebras is studied in detail. Thus we have to
find new integrable conformal field theories for our purpose.
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4.2. Generalized Toda theories for half-integral sl(2) embeddings
In the following we exhibit a generalized Toda theory possessing the left × right
chiral algebra WGS × W˜GS for an arbitrarily chosen half-integral sl(2) subalgebra S =
{M− , M0 , M+} of the arbitrary but non-compact simple real Lie algebra G. Clearly, if
one imposes first class constraints of the type described in Section 3.3 on the currents of
the WZNW theory then the resulting effective field theory will have the required chiral
algebra. We shall choose the left and right gauge algebras in such a way to be dual to
each other with respect to the Cartan-Killing form.
Turning to the details, first we choose a direct sum decomposition of G 1
2
of the type
in (3.41), and then define the induced decomposition G− 1
2
= P− 1
2
+Q− 1
2
to be given by
the subspaces
Q− 1
2
≡ P⊥1
2
∩ G− 1
2
= [M− , P 1
2
] and P− 1
2
≡ Q⊥1
2
∩ G− 1
2
= [M− , Q 1
2
] . (4.6)
It is easy to see that the 2-form ωM+ vanishes on the above subspaces of G− 1
2
as a
consequence of the vanishing of ωM− on the corresponding subspaces of G 1
2
. Thus we
can take the left and right gauge algebras to be
Γ = (G≥1 + P 1
2
) and Γ˜ = (G≤−1 + P− 1
2
) , (4.7)
with the constant matrices M and M˜ entering the constraints given by M− and M+,
respectively. The duality hypothesis of Section 2.3 is obviously satisfied by this construc-
tion.
In principle, the action and the Lax potential of the effective theory can be obtained
by specializing the general formulas of Section 2.3 to the present particular case. In our
case
B = Q 1
2
+ G0 +Q− 1
2
, (4.8)
and the physical modes, which are given by the entries of b in the generalized Gauss
decomposition g = abc with a ∈ eΓ and c ∈ eΓ˜, are now conveniently parametrized as
b(x) = exp[q 1
2
(x)] · g0(x) · exp[q− 1
2
(x)] , (4.9)
where q± 1
2
(x) ∈ Q± 1
2
and g0(x) ∈ G0, the little group of M0 in G. Next we introduce
some notation which will be useful for describing the effective theory.
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The operator Adg0 maps G− 1
2
to itself and, by writing the general element u of G− 1
2
as a two-component column vector u = (u1 u2)
t with u1 ∈ P− 1
2
and u2 ∈ Q− 1
2
, we can
designate this operator as a 2× 2 matrix:
Adg0 |G
− 1
2
=
(
X11(g0) X12(g0)
X21(g0) X22(g0)
)
, (4.10)
where, for example, X11(g0) and X12(g0) are linear operators mapping P− 1
2
and Q− 1
2
to
P− 1
2
, respectively. Analogously, we introduce the notation
Adg−1
0 |G 1
2
=
(
Y11(g0) Y12(g0)
Y21(g0) Y22(g0)
)
, (4.11)
which corresponds to writing the general element of G 1
2
as a column vector, whose upper
and lower components belong to P 1
2
and Q 1
2
, respectively.
The action functional of the effective field theory resulting from the WZNW reduc-
tion at hand reads as follows:
ISeff(g0, q 1
2
,q− 1
2
) = SWZ(g0)−
∫
d2x 〈g0M+g−10 , M−〉
+
∫
d2x
(〈∂−q 1
2
, g0∂+q− 1
2
g−10 〉+ 〈η 1
2
, X−111 · η− 1
2
〉) , (4.12a)
where the objects η± 1
2
∈ P± 1
2
are given by the formulae
η 1
2
= [M+, q− 1
2
] + Y12 · ∂−q 1
2
and η− 1
2
= [M−, q 1
2
]−X12 · ∂+q− 1
2
. (4.12b)
The Euler-Lagrange equation of this action is the zero curvature condition of the following
Lax potential:
AS+ =M− + ∂+g0 · g−10 + g0(∂+q− 1
2
+X−111 · η− 1
2
)g−10 ,
AS− =− g0M+g−10 − ∂−q 1
2
+ Y −111 · η 1
2
.
(4.13)
The above new (conformally invariant) effective action and Lax potential are among
the main results of the present paper. Clearly, for an integrally embedded sl(2) this
action and Lax potential simplify to the ones given by equation (4.3) and (4.4).
The derivation of the above formulae is not completely straightforward, and next
we wish to sketch the main steps. First, let us remember that, by (2.29a), to specialize
the general effective action given by (2.40) and the Lax potential given by (2.32) to our
situation, we should express the objects ∂+cc
−1 and a−1∂−a in terms of b by using the
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constraints on J and J˜ , respectively. (In the present case it would be tedious to compute
the inverse matrix of Vij in (2.27), which would be needed for using directly (2.29b).)
For this purpose it turns out to be convenient to parametrize the WZNW field g by using
the grading defined by the sl(2), i.e., as
g = g+ · g0 · g− where g+ = a · exp[q 1
2
], g− = exp[q− 1
2
] · c . (4.14)
We recall that the fields a, c, g0 and q± 1
2
have been introduced previously by means of
the parametrization g = abc, with b in (4.9). Also for later convenience, we write g± as
g+ = exp[r≥1 + p 1
2
+ q 1
2
] and g− = exp[r≤−1 + p− 1
2
+ q− 1
2
] . (4.15)
Note that here and below the subscript denotes the grade of the variables, and p± 1
2
∈
P± 1
2
. In our case this parametrization of g is advantageous, since, as shown below, the
use of the grading structure facilitates solving the constraints.
For example, the left constraint are restrictions on J<0, for which we have
J<0 = (g+g0Ng
−1
0 g
−1
+ )<0 with N = ∂+g− · g−1− . (4.16)
By considering this equation grade by grade, starting from the lowest grade, it is easy to
see that the constraints corresponding to G≥1 ⊂ Γ are equivalent to the relation
N≤−1 = g−10 M−g0 . (4.17)
The remaining left constraints set the P− 1
2
part of J− 1
2
to zero, and to unfold these
constraints first we note that
J− 1
2
= [p 1
2
+ q 1
2
, M−] + g0 ·N− 1
2
· g−10 , with N− 1
2
= ∂+p− 1
2
+ ∂+q− 1
2
. (4.18)
By using the notation introduced in (4.10), the vanishing of the projection of J to P− 1
2
is written as
[q 1
2
, M−] +X11 · ∂+p− 1
2
+X12 · ∂+q− 1
2
= 0 , (4.19)
and from this we obtain
∂+p− 1
2
= X−111 ·
{
[M− , q 1
2
]−X12 · ∂+q− 1
2
}
. (4.20)
Combining our previous formulae, finally we obtain that on the constraint surface of the
WZNW theory
N = g−10 M−g0 + ∂+q− 1
2
+X−111 (g0) ·
{
[M− , q 1
2
]−X12(g0) · ∂+q− 1
2
}
. (4.21)
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A similar analysis applied to the right constraints yields that they are equivalent to the
following equation:
−g−1+ · ∂−g+ = −g0M+g−10 − ∂−q 1
2
+ Y −111 (g0) ·
{
[M+ , q− 1
2
] + Y12(g0) · ∂−q 1
2
}
. (4.22)
By using the relations established above, we can at this stage easily compute b−1Tb =
∂+cc
−1 and bT˜ b−1 = a−1∂−a as well, and substituting these into (2.40), and using the
Polyakov-Wiegmann identity to rewrite SWZ(b) for b in (4.9), results in the action in
(4.12) indeed. The Lax potential in (4.13) is obtained from the general expression in
(2.32) by an additional ‘gauge transformation’ by the field exp[−q 1
2
], which made the
final result simpler. Of course, for the above analysis we have to restrict ourselves to a
neighbourhood of the identity where the operators X11(g0) and Y11(g0) are invertible.
The choice of the constraints leading to the effective theory (4.12) guarantees that the
chiral algebra of this theory is the required one,WGS ×W˜GS , and thus one should be able to
express theW-currents in terms of the local fields in the action. To this first we recall that
in Section 3.1 we have given an algorithm for constructing the gauge invariant differential
polynomials W (J). The point we wish to make is that the expression of the gauge
invariant object W (J) in terms of the local fields in (4.12) is simply W (∂+b b
−1 + T (b)),
where b is given by (4.9). Applying the reasoning of [40,18] to the present case, this follows
since the function W is form-invariant under any gauge transformation of its argument,
and the quantity (∂+b b
−1 + T (b)) is obtained by a (non-chiral) gauge transformation
from J , namely by the gauge transformation defined by the field a−1 ∈ eΓ, see equations
(2.31-2). (In analogy, when considering a right moving W-current one gauge transforms
the argument J˜ by the field c ∈ eΓ˜.) We can in principle compute the object T (b), as
explained in the above, and thus we have an algorithm for finding the formulae of the
W ’s in terms of the local fields g0 and q± 1
2
.
The conformal symmetry of the effective theory (4.12) is determined by the left and
right Virasoro densities LM0(J) and L−M0(J˜), which survive the reduction. To see this
conformal symmetry explicitly, it is useful to extract the Liouville field φ by means of the
decomposition g0 = e
φM0 · gˆ0, where gˆ0 contains the generators from G0 orthogonal toM0.
One can easily rewrite the action in terms of the new variables and then its conformal
symmetry becomes manifest since eφ is of conformal weight (1, 1), gˆ0 is conformal scalar,
and the fields q± 1
2
have conformal weights ( 12 , 0) and (0,
1
2 ), respectively. This assignment
of the conformal weights can be established in a number of ways, one can for example
derive it from the corresponding conformal symmetry transformation of the WZNW field
g in the gauged WZNW theory, see eq. (5.30). We also note that the action (4.12) can be
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made generally covariant and thereby our generalized Toda theory can be re-interpreted
as a theory of two-dimensional gravity since φ becomes the gravitational Liouville mode
[14].
We would like to point out the relationship between the generalized Toda theory
given by (4.12) and certain non-linear integrable equations which have been associated
to the half-integral sl(2) subalgebras of the simple Lie algebras by Leznov and Saveliev,
by using a different method. (See, e.g., equation (1.24) in the review paper in J. Sov.
Math. referred to in [3].) To this we note that, in the half-integral case, one can also
consider that WZNW reduction which is defined by imposing the left and right constraints
corresponding to the subalgebras G≥1 and G≤−1 of Γ and Γ˜ in (4.7). In fact, the Lax
potential of the effective field theory corresponding to this WZNW reduction coincides
with the Lax potential postulated by Leznov and Saveliev to set up their theory. Thus,
in a sense, their theory lies between the WZNW theory and our generalized Toda theory
which has been obtained by imposing a larger set of first class KM constraints. This
means that the theory given by (4.12) can also be regarded as a reduction of their
theory.
There is a certain freedom in constructing a field theory possessing the required
chiral algebra WGS , for example, one has a freedom of choice in the halving procedure
used here to set up the gauge algebra. The theories in (4.12) obtained by using different
halvings in equation (3.41) have their chiral algebras in common, but it is not quite
obvious if these theories are always completely equivalent local Lagrangean field theories
or not. We have not investigated this ‘equivalence problem’ in general.
A special case of this problem arises from the fact that one can expect that in some
cases the theory in (4.12) is equivalent to one of the form (4.3). This is certainly so in
those cases when for the half-integral sl(2) ofM0 andM± one can find an integral grading
operator H such that: (i) [H , M±] = ±M±, (ii) P 1
2
+ G≥1 = GH≥1, (iii) P− 12 + G≤−1 =
GH≤−1, (iv) Q− 12 + G0 + Q 12 = GH0 , where one uses the M0 grading and the H-grading
on the left- and on the right hand sides of these conditions, respectively. By definition,
we call the halving G 1
2
= P 1
2
+ Q 1
2
an H-compatible halving if these conditions are
met. (We note in passing that an sl(2) which allows for an H-compatible halving is
automatically an H-compatible sl(2) in the sense defined in Section 3.3, but, as shown in
Appendix C, not every H-compatible sl(2) allows for an H-compatible halving.) Those
generalized Toda theories in (4.12) which have been obtained by using H-compatible
halvings in the WZNW reduction can be rewritten in the simpler form (4.3) by means
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of a renaming of the variables, since in this case the relevant first class constraints are in
the overlap of the ones which have been considered for the integral gradings and for the
half-integral sl(2)’s to derive the respective theories. Since the form of the action in (4.3)
is much simpler than the one in (4.12), it appears important to know the list of those
sl(2) embeddings which allow for an H-compatible halving, i.e., for which conditions
(i) . . . (iv) can be satisfied with some integral grading operator H and halving. We study
this group theoretic question for the sl(2) subalgebras of the maximally non-compact
real forms of the classical Lie algebras in Appendix C. We show that the existence of an
H-compatible halving is a very restrictive condition on the half-integral sl(2) subalgebras
of the symplectic and orthogonal Lie algebras, where such a halving exists only for the
special sl(2) embeddings listed at the end of Appendix C. In contrast, it turns out that
for G = sl(n,R) an H-compatible halving can be found for every sl(2) subalgebra, since
in this case one can construct such a halving by proceeding similarly as we did in Section
3.4 (see (3.68)). This means that in the case of G = sl(n,R) any chiral algebra WGS can
be realized in a generalized Toda theory associated to an integral grading.
It is interesting to observe that those theories which can be alternatively written in
both forms (4.3) and (4.12) allow for several conformal structures. This is so since in this
case at least two different Virasoro densities, namely LH and LM0 , survive the WZNW
reduction.
4.3. Two examples of generalized Toda theories
We wish to illustrate here the general construction of the previous section by working
out two examples. First we shall describe a generalized Toda theory associated to the
highest root sl(2) of sl(n + 2, R). This is a half-integral sl(2) embedding, but, as we
shall see explicitly, the theory (4.12) can in this case be recasted in the form (4.3), since
the corresponding halving is H-compatible. We note that the W-algebras defined by
these sl(2) embeddings have been investigated before by using auxiliary fields in [29]. It
is perhaps worth stressing that our method does not require the use of auxiliary fields
when reducing the WZNW theory to the generalized Toda theories which possess these
W-algebras as their symmetry algebras, see also Section 5.3. According to the group
theoretic analysis in Appendix C, the simplest case when a WGS -algebra defined by a
half-integral sl(2) embedding cannot be realized in a theory of the type (4.3) is the case
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of G = sp(4, R). As our second example, we shall elaborate on the generalized Toda
theory in (4.12) which realizes the W-algebra belonging to the highest root sl(2) of
sp(4, R).
i) Highest root sl(2) of sl(n+ 2, R)
In the usual basis where the Cartan subalgebra consists of diagonal matrices, the
sl(2) subalgebra S is generated by the elements
M0 =
1
2

 1 · · · 00 0n 0
0 · · · −1

 and M+ =M t− =

 0 · · · 10 0n 0
0 · · · 0

 . (4.23)
Note that here and below dots mean 0’s in the entries of the various matrices. The
adjoint of sl(n+ 2) decomposes into one triplet, 2n doublets and n2 singlets under this
S. It is convenient to parametrize the general element, g0, of the little group of M0 as
g0 = e
φM0 · eψT ·

 1 . . . 00 g˜0 0
0 · · · 1

 , where T = 1
2 + n

n · · · 00 −2In 0
0 · · · n

 (4.24)
is trace orthogonal to M0 and g˜0 is from sl(n). We note that T and M0 generate the
centre of the corresponding subalgebra, G0. We consider the halving of G± 1
2
which is
defined by the subspaces P± 1
2
and Q± 1
2
consisting of matrices of the following form:
p 1
2
=

 0 pt 00 0n 0
0 · · · 0

 , q 1
2
=

 0 · · · 00 0n q
0 · · · 0

 ,
p− 1
2
=

 0 · · · 0p˜ 0n 0
0 · · · 0

 , q− 1
2
=

 0 · · · 00 0n 0
0 q˜ t 0

 ,
(4.25)
where q and p˜ are n-dimensional column vectors and pt and q˜ t are n-dimensional row
vectors, respectively. One sees that the P and Q subspaces of G± 1
2
are invariant under
the adjoint action of g0, which means that the block-matrices in (4.10) and (4.11) are
diagonal, and thus η± 1
2
= [M±, q∓ 1
2
]. One can also verify that X11 = e
− 1
2
φ−ψ g˜0, and
that using this the effective action (4.12) can be written as follows:
Ieff(g0, q 1
2
, q− 1
2
) = SWZ(g0)−
∫
d2x
[
eφ−e− 12φ+ψ (∂+q˜)t · g˜−10 · (∂−q)
+e
1
2
φ+ψ q˜t · g˜−10 · q
]
,
(4.26)
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where dot means usual matrix multiplication. With respect to the conformal structure
defined by M0, e
φ has weights (1, 1), the fields q and q˜ have half-integer weights ( 12 , 0)
and (0, 12 ), respectively, ψ and g˜0 are conformal scalars. In particular, we see that φ is
the Liouville mode with respect to this conformal structure.
In fact, the halving considered in (4.25) can be written like the one in (3.68), by
using the integral grading operator H given explicitly as
H =M0 +
1
2
T =
1
n+ 2
(
n+ 1 0
0 −In+1
)
. (4.27)
It is an H-compatible halving as one can verify that it satisfies the conditions (i) . . . (iv)
mentioned at the end of Section 4.2, see also Appendix C. It follows that our reduced
WZNW theory can also be regarded as a generalized Toda theory associated with the
integral grading H. In other words, it is possible to identify the effective action (4.26)
as a special case of the one in (4.3). To see this in concrete terms, it is convenient to
parametrize the little group of H as
b = exp(q 1
2
) · g0 · exp(q− 1
2
), where g0 = e
ΦH · eξS ·

 1 · · · 00 g˜0 0
0 · · · 1

 , (4.28)
and S =M0− (n+22n )T is trace orthogonal to H. It is easy to check that by inserting this
decomposition into the effective action (4.3) and using the Polyakov-Wiegmann identity
one recovers indeed the effective action (4.26), with
φ = Φ+ ξ and ψ =
1
2
Φ− 2 + n
2n
ξ. (4.29)
The conformal structure defined by H is different from the one defined by M0. In fact,
with respect to the former conformal structure Φ is the Liouville mode and all other
fields, including q and q˜, are conformal scalars.
ii) Highest root sl(2) of sp(4, R)
We use the convention when the symplectic matrices have the form
g =
(
A B
C −At
)
, where B = Bt , C = Ct , (4.30)
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and the Cartan subalgebra is diagonal. The sl(2) subalgebra S corresponding to the
highest root of sp(4, R) is generated by the matrices
M0 =
1
2
(e11 − e33), M+ = e13 , and M− = e31 , (4.31)
where eij denotes the elementary 4 × 4 matrix containing a single 1 in the ij-position.
The adjoint of sp(4) branches into 3 + 2 · 2 + 3 · 1 under S. The three singlets generate
an sl(2) subalgebra different from S, so that the little group of M0 is GL(1) × SL(2).
GL(1) is generated by M0 itself and the corresponding field is the Liouville mode. Using
usual Gauss-parameters for the SL(2), we can parametrize the little group of M0 as
g0 = e
φM0


1 0 0 0
0 eψ + αβe−ψ 0 αe−ψ
0 0 1 0
0 βe−ψ 0 e−ψ

 . (4.32)
We decompose the G± 1
2
subspaces (spanned by the two doublets) into their P and Q
parts as follows
p 1
2
+ q 1
2
=


0 p 0 q
0 0 q 0
0 0 0 0
0 0 −p 0

 , p− 1
2
+ q− 1
2
=


0 0 0 0
p˜ 0 0 0
0 q˜ 0 −p˜
q˜ 0 0 0

 . (4.33)
Now the little group, or more precisely the SL(2) generated by the three singlets, mixes
the P and Q subspaces of G− 1
2
so that the matrices Xij and Yij in (4.10) and (4.11)
possess off-diagonal elements:
Xij = e
− 1
2
φ
(
eψ + αβe−ψ αe−ψ
βe−ψ e−ψ
)
, Yij = Xji. (4.34)
Inserting this into (4.12) yields the following effective action:
ISeff(g0, q, q˜) =SWZ(g0)−
∫
d2x
[
eφ − 2e− 12φ−ψ(∂−q) · (∂+q˜)
+ 2e
1
2
φ
(
q˜ + e−
1
2
φ−ψβ∂−q
) · (q + e− 12φ−ψα∂+q˜)
eψ + αβe−ψ
]
,
(4.35)
for the Liouville mode φ, the conformal scalars ψ, α, β and the fields q, q˜ with weights
( 12 , 0) and (0,
1
2 ), respectively.
It is easy to see directly from its formula that it is impossible to obtain the above
action as a special case of (4.3). Indeed, if the expression in (4.35) was obtained from
(4.3) then the non-derivative term ∼ q˜ q(eψ + αβe−ψ)−1 could only be gotten from the
second term in (4.3), but, since g0 and b are matrices of unit determinant, this term
could never produce the denominator in the non-derivative term in (4.35).
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5. Quantum framework for WZNW reductions
In this chapter we study the quantum version of the WZNW reduction by using the
path-integral formalism and also re-examine some of the classical aspects discussed in
the previous chapters. We first show that the configuration space path-integral of the
constrained WZNW theory can be realized by the gauged WZNW theory of Section 2.2.
We then point out that the effective action of the reduced theory, (2.40), can be derived
by integrating out the gauge fields in a convenient gauge, the physical gauge, in which
the gauge degrees of freedom are frozen. A nontrivial feature of the quantum theory may
appear in the path-integral measure. We shall find that for the generalized Toda theories
associated with integral gradings the effective measure takes the form determined from
the symplectic structure of the reduced theory. This means that in this case the quantum
Hamiltonian reduction results in the quantization of the reduced classical theory; in other
words, the two procedures, the reduction and the quantization, commute. We shall also
exhibit the W-symmetry of the effective action for this example. By using the gauged
WZNW theory, we can construct the BRST formalism for the WZNW reduction in
the general case. For conformally invariant reductions, this allows for computing the
corresponding Virasoro centre explicitly. In particular, we derive here a nice formula
for the Virasoro centre of WGS for an arbitrary sl(2) embedding. We shall verify that
our result agrees with the one obtained in [16], in spite of the apparent difference in the
structure of the constraints.
5.1. Path-integral for constrained WZNW theory
In this section we wish to set up the path-integral formalism for the constrained
WZNW theory. For this, we recall that classically the reduced theory has been obtained
by imposing a set of first-class constraints in the Hamiltonian formalism. Thus what we
should do is to write down the path-integral of the WZNW theory first in phase space
with the constraints implemented and then find the corresponding configuration space
expression. The phase space path-integral can formally be defined once the canonical
variables of the theory are specified. A practical way to find the canonical variables is the
following [41]. Let us start from the WZNW action SWZ(g) in (1.2) and parametrize the
group element g ∈ G in some arbitrary way, g = g(ξ). We shall regard the parameters
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ξa, a = 1, ..., dimG, as the canonical coordinates in the theory. To find the canonical
momenta, we introduce the 2-form A = 12Aab(ξ) dξadξb to rewrite the Wess-Zumino term
as
1
3
Tr (dg g−1)3 = dA. (5.1)
The 2-form A is well-defined only locally on G, since the Wess-Zumino 3-form is closed
but not exact. Fortunately we do not need to specify A explicitly below. We next define
Nab(ξ) by ( ∂g
∂ξa
)
g−1 = Nab(ξ)T b, (5.2)
where T b are the generators of G. The matrix N is easily shown to be non-singular,
detN 6= 0. Upon writing SWZ(g) =
∫
d2xL(g), the canonical momentum conjugate to ξa
is found to be
Πa =
∂L
∂∂0ξa
= κ
[
Nab(ξ)(∂0g g
−1)b −Aab(ξ)∂1ξb
]
. (5.3)
The Hamiltonian of the WZNW theory is then given by H =
∫
dx1H with
H = Πa∂0ξa − L = 1
2κ
Tr
[
P 2 + (κ∂1g g
−1)2
]
, (5.4)
where
P a = (N−1)ab(Πb + κAbc∂1ξc). (5.5)
Since P = κ∂0g g
−1 in the original variables, the Hamiltonian density takes the usual
Sugawara form as expected.
Classically, the constrained WZNW theory has been defined as the usual WZNW
theory with its KM phase space reduced by the set of constraints given by (2.16), which
in the canonical variables read
φi = 〈γi, P + κ(∂1g g−1 −M)〉 = 0,
φ˜i = 〈γ˜i, g−1Pg − κ(g−1∂1g + M˜)〉 = 0,
(5.6)
with the bases γi ∈ Γ, γ˜i ∈ Γ˜. As in Section 2.2, no relationship is assumed here between
the two subalgebras, Γ and Γ˜. Now we write down the phase space path-integral for the
constrained WZNW theory. According to Faddeev’s prescription [42] it is defined as
Z =
∫
dΠdξ δ(φ)δ(φ˜)δ(χ)δ(χ˜) det |{φ, χ}| det |{φ˜, χ˜}|
× exp
(
i
∫
d2x (Πa∂0ξ
a −H)
)
, (5.7)
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where we implement the first class constraints by inserting δ(φ) and δ(φ˜) in the path-
integral. The δ-functions of χ and χ˜ refer to gauge fixing conditions corresponding to
the constraints, φ and φ˜, which act as generators of gauge symmetries. By introducing
Lagrange-multiplier fields, A− = Ai−γi and A+ = A
i
+γ˜i, (5.7) can be written as
Z =
∫
dΠdξdA+dA−δ(χ)δ(χ˜) det |{φ, χ}| det |{φ˜, χ˜}|
× exp
(
i
∫
d2x
[
Tr (Π∂0ξ +A−φ+A+φ˜)−H
])
. (5.8)
By changing the momentum variable from Πa to P
a in (5.5), the measure acquires a
determinant factor, dΠ = dP detN , and the integrand of the exponent in (5.8) becomes
Tr (Π∂0ξ + A−φ+ A+φ˜)−H
= κTr
[
−1
2
( 1
κ
P
)2
+
1
κ
P (A− + gA+g−1 + ∂0g g−1)−N−1A ∂1ξ(∂0g g−1)
− 1
2
(∂1g g
−1)2 + A−(∂1g g−1 −M)− A+(g−1∂1g + M˜)
]
. (5.9)
Since the matrix N(ξ) is independent of P , we can easily perform the integration over
P provided that the remaining δ-functions and the determinant factors are also P -
independent. We can choose the gauge fixing conditions, χ and χ˜, so that this is true.
(For example, the physical gauge which we will choose in the next section fulfills this
demand.) Then we end up with the following formula of the configuration space path-
integral:
Z =
∫
dξ detN dA+dA−δ(χ)δ(χ˜) det |{φ, χ}| det |{φ˜, χ˜}| eiI(g,A−,A+), (5.10)
where I(g, A−, A+) is the gauged WZNW action (2.18). We note that the measure for
the coordinates in this path-integral is the invariant Haar measure,
dµ(g) =
∏
a
dξa detN =
∏
a
(dg g−1)a. (5.11)
This is a consequence of the fact that the phase space measure in (5.7) is invariant under
canonical transformations to which the group transformations belong.
The above formula for the configuration space path-integral means that the gauged
WZNW theory provides the Lagrangian realization of the Hamiltonian reduction, which
we have already seen on the basis of a classical argument in Section 2.2.
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5.2. Effective theory in the physical gauge
Having seen how the constrained WZNW theory is realized as the gauged WZNW
theory, we next discuss the effective theory which arises when we eliminate all the un-
physical degrees of freedom in a particularly convenient gauge, the physical gauge. We
shall rederive, in the path-integral formalism, the effective action which appeared in the
classical context earlier in this paper. For this purpose, within this section we restrict
our attention to the left-right dual reductions considered in Section 2.3. It, however,
should be noted that this restriction is not absolutely necessary to get an effective ac-
tion by the method given below. In this respect, it is also worth noting that Polyakov’s
2-dimensional gravity action in the light-cone gauge can be regarded as an effective ac-
tion in a non-dual reduction, which is obtained by imposing a constraint only on the
left-current for G = SL(2) [43,12]. We will not pursue the non-dual cases here.
To eliminate all the unphysical gauge degrees of freedom, we simply gauge them
away from g, i.e., we gauge fix the Gauss decomposed g in (2.25) into the form
g = abc→ b. (5.12)
More specifically, with the parametrization a(x) = exp [σi(x)γi], c(x) = exp [σ˜i(x)γ˜i] we
define the physical gauge by
χi = σi = 0, χ˜i = σ˜i = 0. (5.13)
We here note that for this gauge the determinant factors in (5.8) are actually constants.
Now the effective action is obtained by performing the A± integrations in (5.10). The
integration of A− gives rise to the delta-function,∏
i
δ
(
〈γi, bA+b−1 + ∂+b b−1 −M〉
)
, (5.14)
with γi ∈ Γ normalized by the duality condition (2.22). One then notices that the delta-
function (5.14) implies exactly condition (2.29) with ∂+c c
−1 replaced by A+. Hence,
with the help of the matrix Vij(b) in (2.27) and T (b) in (2.29), it can be rewritten as
(detV )−1 δ
(
A+ − b−1T (b)b
)
. (5.15)
Finally, the integration of A+ yields
Z =
∫
dµeff(b) e
Ieff(b), (5.16)
60
where Ieff(b) is the effective action (2.40)*, and dµeff(b) is the effective measure given by
dµeff(b) = (detV )
−1 dµ(g)δ(σ)δ(σ˜) = (detV )−1
dµ(g)
dσdσ˜
∣∣∣∣
σ=σ˜=0
. (5.17)
Of course, as far as the effective action is concerned, the path-integral approach
should give the same result as the classical one, because the integration of the gauge
fields is Gaussian and hence equivalent to the classical elimination of the gauge fields
by their field equations. However, a non-trivial feature may arise at the quantum level
when the effective path-integral measure (5.17) is taken into account. Let us examine the
effective measure in the simple case where the space B = (Γ + Γ˜)⊥, with which b ∈ eB,
forms a subalgebra of G satisfying (2.34), and thus the effective action in (5.16) simplifies
to
Ieff(b) = SWZ(b)− κ
∫
d2x 〈bM˜b−1,M〉. (5.18)
In this case, the 1-form appearing in the measure dµ(g) of (5.11),
dg g−1 = da a−1 + a(db b−1)a−1 + ab(dc c−1)b−1a−1, (5.19)
turns out, in the physical gauge, to be
dg g−1
∣∣
σ=σ˜=0
= γidσi + db b
−1 + Vij(b)γ˜idσ˜j . (5.20)
As a result, the determinant factor in (5.17) is cancelled by the one coming from (5.20),
and the effective measure admits a simple form:
dµeff(b) = db b
−1. (5.21)
The point is that this is exactly the measure which is determined from the symplectic
structure of the effective theory (5.18) obtained by the classical Hamiltonian reduction.
This tells us that in this case the quantum Hamiltonian reduction results in the quanti-
zation of the reduced classical theory. In particular, since the above assumption for B is
satisfied for the generalized Toda theories associated with integral gradings, we conclude
that these generalized Toda theories are equivalent to the corresponding constrained
* Actually, the effective action always takes the form (2.40) if one restricts the WZNW
field to be of the form g = abc with a ∈ eΓ, c ∈ eΓ˜ and b such that Vij(b) is invertible.
The duality between Γ and Γ˜ is not necessary but can be used to ensure this technical
assumption.
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(gauged) WZNW theories even at the quantum level, i.e., including the measure. This
result has been established before in the special case of the standard Toda theory (1.1)
in [44], where the measure dµeff(b) is simply given by
∏
i dϕ
i.
We end this section by noting that it is not clear whether the measure determined
from the symplectic structure of the reduced classical theory is identical to the effective
measure (5.17) in general. In the general case both measures in question could become
quite involved and thus one would need some geometric argument to see if they are
identical or not.
5.3. The W-symmetry of the generalized Toda action IHeff(b)
In the previous section we have seen the quantum equivalence of the generalized
Toda theories given by (4.3) and the corresponding constrained WZNW theories. It
follows from their WZNW origin that the generalized Toda theories possess conserved
W-currents. It is thus natural to expect that their effective actions, IHeff in (4.3) and ISeff in
(4.12), allow for symmetry transformations yielding the W-currents as the corresponding
Noether currents. We demonstrate below that this is indeed the case on the example of
the theories associated with integral gradings, when the action takes a simple form. We
however believe that there are symmetries of the effective action corresponding to the
conserved chiral currents inherited from the KM algebra for any reduced WZNW theory.
Let us consider a gauge invariant differential polynomial W (J) in the constrained
WZNW theory giving rise to the effective theory described by the action in (4.3). In terms
of the generalized Toda field b(x), this conserved W-current is given by the differential
polynomial
Weff(β) =W (M + β), where β ≡ ∂+b b−1. (5.22)
This equality [34,15] holds because the constrained current J and (M + β) (which is,
incidentally, just the Lax potential AH+ in (4.4)) are related by a gauge transformation,
as we have seen. By choosing some test function f(x+), we now associate to Weff (β) the
following transformation of the field b(x):
δW b(y) =
[∫
d2x f(x+)
δWeff(x)
δβ(y)
]
· b(y) , (5.23)
and we wish to show that δW b is a symmetry of the action I
H
eff(b). Before proving this, we
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notice, by combining the definition in (5.23) with (5.22), that (δW b)b
−1 is a polynomial
expression in f , β and their ∂+-derivatives up to some finite order.
We start the proof by noting that the change of the action under an arbitrary
variation δb is given by the formula
δIHeff(b) = −
∫
d2y 〈δb b−1(y) , b(y) δI
H
eff
δb(y)
〉
= −
∫
d2y 〈δb b−1(y) , ∂−β(y) + [b(y)M˜b−1(y),M ]〉 .
(5.24)
In the next step, we use the field equation to replace ∂−β by −[bM˜b−1,M ] in the obvious
equality
∂−Weff(x) =
∫
d2y 〈δWeff(x)
δβ(y)
, ∂−β(y)〉, (5.25)
and then, from the fact that ∂−Weff = 0 on-shell, we obtain the following identity:∫
d2y 〈δWeff(x)
δβ(y)
, [b(y)M˜b−1(y),M ]〉 = 0 , (5.26)
Of course, the previous argument only implies that (5.26) holds on-shell. However, we
now make the crucial observation that (5.26) is an off-shell identity, i.e., it is valid for any
field b(x) not only for the solutions of the field equation. This follows by noticing that
the object in (5.26) is a local expression in b(x) containing only x+-derivatives. In fact,
any such object which vanishes on-shell has to vanish also off-shell, because one can find
solutions of the field equation for which the x+-dependence of the field b is prescribed in
an arbitrary way at an arbitrarily chosen fixed value of x−.
By using the above observation, it is easy to show that δW b in (5.23) is indeed a
symmetry of the action. First, simply inserting (5.23) into (5.24), we have
δW I
H
eff(b) = −
∫
d2x f(x+)
∫
d2y 〈δWeff(x)
δβ(y)
, ∂−β(y) + [b(y)M˜b−1(y),M ]〉. (5.27)
We then rewrite this equation as
δW I
H
eff(b) = −
∫
d2x f(x+)∂−Weff (x), (5.28)
with the aid of the identities (5.26) and (5.25). This then proves that
δW I
H
eff(b) = 0 , (5.29)
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since the integrand in (5.28) is a total derivative, thanks to ∂−f = 0. One can also
see, from equation (5.23), that Weff is the Noether charge density corresponding to the
symmetry transformation δW b of I
H
eff(b).
5.4. BRST formalism for WZNW reductions
Since the constrained WZNW theory can be regarded as the gauged WZNW theory
(2.18), one is naturally led to construct the BRST formalism for the theory as a basis for
quantization. Below we discuss the BRST formalism based on the gauge symmetry (2.19)
and thus return to the general situation of Section 5.1 where no relationship between the
two subalgebras, Γ and Γ˜, is supposed.
Prior to the construction we here note how the conformal symmetry is realized in
the gauged WZNW theory when there is an operator H satisfying the condition (2.13).
(For simplicity, in what follows we discuss the symmetry associated to the left-moving
sector.) In fact, with such H and a chiral test function f+(x+) one can define the
following transformation,
δg = f+∂+g + ∂+f
+Hg,
δA− = f+∂+A− + ∂+f+[H,A−],
δA+ = f
+∂+A+ + ∂+f
+A+,
(5.30)
which leaves the gauged WZNW action I(g, A−, A+) invariant. This corresponds exactly
to the conformal transformation in the constrained WZNW theory generated by the
Virasoro density LH in (2.10), as can be confirmed by observing that (5.30) implies the
conformal action (2.11) for the current with f(x+) = f+(x+). We shall derive later the
Virasoro density as the Noether charge density in the BRST system.
Turning to the construction of the BRST formalism, we first choose the space Γ∗ ⊂ G
which is dual to Γ with respect to the Cartan-Killing form (and similarly Γ˜∗ dual to Γ˜).
Following the standard procedure [45] we introduce two sets of ghost, anti-ghost and
Nakanishi-Lautrup fields, {c ∈ Γ, c¯+, B+ ∈ Γ∗} and {b ∈ Γ˜, b¯−, B− ∈ Γ˜∗}. The BRST
transformation corresponding to the (left-sector of the) local gauge transformation (2.19)
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is given by
δBg = −cg,
δBA− = D−c,
δBc = −c2,
δBc¯+ = iB+,
δBB+ = 0,
δB(others) = 0,
(5.31)
with D± = ∂±∓ [A±, ]. After defining the BRST transformation δ¯B for the right-sector
in an analogous way, we write the BRST action by adding a gauge fixing term and a
ghost term to the gauged action,
IBRST = I(g, A−, A+) + Igf + Ighost. (5.32)
The additional terms can be constructed by the manifestly BRST invariant expression,
Igf+Ighost = −iκ(δB + δ¯B)
∫
d2x
(〈c¯+, A−〉+ 〈b¯−, A+〉)
= κ
∫
d2x
(〈B+, A−〉+ 〈B−, A+〉+ i〈c¯+, D−c〉+ i〈b¯−, D+b〉), (5.33)
where we have chosen the gauge fixing conditions as A± = 0. Then the path-integral for
the BRST system is given by
Z =
∫
dµ(g) dA+dA−dc dc¯+db db¯−dB+dB− eiIBRST , (5.34)
which, upon integration of the ghosts and the Nakanishi-Lautrup fields, reduces to (5.10).
(Strictly speaking, for this we have to generalize the gauge fixing conditions in (5.10) to
be dependent on the gauge fields.) By this construction the nilpotency, δ2B = 0, and the
BRST invariance of the action, δBIBRST = 0, are easily checked.
It is, however, convenient to deal with the simplified BRST theory obtained by
performing the trivial integrations of A± and B± in (5.34),
IBRST(g, c, c¯+, b, b¯−) = SWZ(g) + iκ
∫
d2x
(〈c¯+, ∂−c〉+ 〈b¯−, ∂+b〉). (5.35)
We note that this effective BRST theory is not merely a sum of a free WZNW sector and
free ghost sector as it appears, but rather it consists of the two interrelated sectors in
the physical space specified by the BRST charge defined below. At this stage the BRST
transformation which leaves the simplified BRST action (5.35) invariant reads
δBg = −cg,
δBc = −c2,
δBc¯+ = −πΓ∗
[
i(∂+g g
−1 −M−) + (cc¯+ + c¯+c)
]
,
δB(others) = 0,
(5.36)
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where πΓ∗ =
∑
i |γ∗i 〉〈γi| is the projection operator onto the dual space Γ∗ with the
normalized bases, 〈γi, γ∗j 〉 = δij . From the associated conserved Noether current, ∂−jB+ =
0, the BRST charge QB is defined to be
QB =
∫
dx+jB+(x) =
∫
dx+〈c, ∂+g g−1 −M − cc¯+〉. (5.37)
The physical space is then specified by the condition,
QB|phys〉 = 0. (5.38)
In the simple case of the WZNW reduction which leads to the standard Toda theory, the
BRST charge (5.37) agrees with the one discussed earlier [46].
In the case where there is an H operator which guarantees the conformal invariance,
the BRST system also has the corresponding conformal symmetry,
δg = f+∂+g + ∂+f
+Hg,
δc = f+∂+c+ ∂+f
+[H, c],
δc¯+ = f
+∂+c¯+ + ∂+f
+(c¯+ + [H, c¯+]),
δb = f+∂+b,
δb¯− = f+∂+b¯−, (5.39)
inherited from the one (5.30) in the gauged WZNW theory. If the H operator further
provides a grading, one finds from (5.39) that the currents of grade −h have the (left-)
conformal weight 1−h, except the H-component, which is not a primary field. Similarly,
the ghosts c, c¯+ of grade h, −h have the conformal weight h, 1−h, respectively, whereas
the ghosts b, b¯ are conformal scalars. Now we define the total Virasoro density operator
Ltot from the associated Noether current, ∂−jC+ = 0, by∫
dx+jC+(x) =
1
κ
∫
dx+f+(x+)Ltot(x). (5.40)
The (on-shell) expression is found to be the sum of the two parts, Ltot = LH + Lghost,
where LH is indeed the Virasoro operator (2.10) for the WZNW part, and
Lghost = iκ
(〈c¯+, ∂+c〉+ ∂+〈H, cc¯+ + c¯+c〉), (5.41)
is the part for the ghosts. The conformal invariance of the BRST charge, δQB = 0, or
equivalently, the BRST invariance of the total conformal charge, δBLtot = 0, are readily
confirmed.
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Let us find the Virasoro centre of our BRST system. The total Virasoro centre ctot
is given by the sum of the two contributions, c from the WZNW part and cghost from the
ghost one. The Viraso centre from LH is given by
c =
k dimG
k + g
− 12k〈H,H〉, (5.42)
where k is the level of the KM algebra and g is the dual Coxeter number. On the other
hand, the ghosts contribute to the Virasoro centre by the usual formula,
cghost = −2
∑
Γ
[
1 + 6h(h− 1)], (5.43)
where the summation is performed over the eigenvectors of adH in the subalgebra Γ.
(One can confirm (5.43) by performing the operator product expansion with Lghost in
(5.41).)
5.5. The Virasoro centre in two examples
By elaborating on the general result of the previous section, we here derive explicit
formulas for the total Virasoro centre in two important special cases of the WZNW
reduction.
i) The generalized Toda theory IHeff(b)
In this case the summation in (5.43) is over the eigenstates of adH with eigenvalues
h > 0, since Γ = GH>0. We can establish a concise formula for ctot, (5.46) below, by using
the following group theoretic facts.
First, we can assume that the grading operator H ∈ G is from the Cartan subalgebra
of the complex simple Lie algebra Gc containing G. Second, the scalar product 〈 , 〉
defines a natural isomorphism between the Cartan subalgebra and the space of roots,
and we introduce the notation ~δ for the vector in root space corresponding to H under
this isomorphism. More concretely, this means that we set H =
∑
i δiHi by using
an orthonormal Cartan basis, 〈Hi, Hj〉 = δij . Third, we recall the strange formula of
Freudenthal-deVries [47], which (by taking into account the normalization of 〈 , 〉 and
the duality between the root space and the Cartan subalgebra) reads
dimG = 12
g
|~ρ|2 , (5.44)
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where ~ρ is the Weyl vector, given by half the sum of the positive roots. Fourth, we choose
the simple positive roots in such a way that the corresponding step operators, which are
in general in Gc and not in G, have non-negative grades with respect to H.
By using the above conventions, it is straightforward to obtain the following expres-
sions ∑
h>0
1 = dimΓ =
1
2
(dimG − dimGH0 ),
∑
h>0
h = 2(~ρ · ~δ),
∑
h>0
h2 =
1
2
tr (adH)
2 = g〈H,H〉 = g|~δ|2,
(5.45)
for the corresponding terms in (5.43). Substituting these into (5.43) and also (5.44) into
(5.42),
one can finally establish the following nice formula of the total Virasoro centre [14]:
ctot = c+ cghost = dimGH0 − 12
∣∣∣√k + g ~δ − 1√
k + g
~ρ
∣∣∣2. (5.46)
In particular, in the case of the reduction leading to the standard Toda theory (1.1) the
result (5.46) is consistent with the one directly obtained in the reduced theory [8,10].
ii) The WGS -algebra for half-integral sl(2) embeddings
For sl(2) embeddings the role of the H is played by M0 and in the half-integral case
we have Γ = G≥1 + P 1
2
= G>0 − Q 1
2
. It follows that the value of the total Virasoro
centre can now be obtained by substracting the contribution of the ‘missing ghosts’
corresponding to Q 1
2
, which is 12dimG 12 , from the expression in (5.46). We thus obtain
that in this case
ctot = Nt − 1
2
Ns − 12
∣∣∣√k + g ~δ − 1√
k + g
~ρ
∣∣∣2, (5.47a)
where
Nt = dimG0 , and Ns = dimG 1
2
, (5.47b)
are the number of tensor and spinor multiplets in the decomposition of the adjoint of G
under the sl(2) subalgebra S, respectively. We note that, as proven by Dynkin [39], it is
possible to choose a system of positive simple roots so that the grade of the corresponding
step operators is from the set {0, 12 , 1}, and that ~δ is ( 12×) the so called defining vector
of the sl(2) embedding in Dynkin’s terminology.
As has been mentioned in Section 3.3, Bais et al [16] (see also [29]) studied a similar
reduction of the KM algebra for half-integral sl(2) embeddings where all the current
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components corresponding to G>0 are constrained from the very beginning. In their
system, the constraints (3.49) of G 1
2
, being inevitably second-class, are modified into
first-class by introducing an auxiliary field to each constraint of G 1
2
. Accordingly, the
auxiliary fields give rise to the extra contribution −12dimG 12 in the total Virasoro centre.
It is clear that adding this to the sum of the WZNW and ghost parts (which is of the
form (5.46) withM0 substituted for H), renders the total Virasoro centre of their system
identical to that of our system, given by (5.47). This result is natural if we recall the fact
that their reduced phase space (after complete gauge fixing) is actually identical to ours.
It is obvious that our method, which is based on purely first-class KM constraints and
does not require auxiliary fields, provides a simpler way to reach the identical reduced
theory.
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6. Discussion
The main purpose of this paper has been to study the general structure of the
Hamiltonian reductions of the WZNW theory. Considering the number of interesting
examples resulting from the reduction, this problem appears important for the theory of
two-dimensional integrable systems and in particular for conformal field theory.
Our most important result perhaps is that we established the gauged WZNW setting
of the Hamiltonian reduction by first class constraints in full generality. It was then used
here to set up the BRST formalism in the general case, and for obtaining the effective
actions for the left-right dual reductions. We hope that the general framework we set up
will be useful for further studies of this very rich problem.
The other major concern of the paper has been to investigate the W-algebras and
their field theoretic realizations arising from the WZNW reduction. We found first class
KM constraints leading to the WGS -algebras which allowed us to construct generalized
Toda theories realizing these interesting extended conformal algebras. We believe that
the sl(2)-embeddings underlying the WGS -algebras are to play an important organizing
role in general for understanding the structure, especially the primary field content, of
the conformally invariant reduced KM systems. We illustrated this idea by showing
that the W ln-algebras are nothing but further reductions of WGS -algebras belonging to
particular sl(2)-embeddings (see also [37]). In our study of W-algebras we employed
two (apparently) new methods, which are likely to have a wider range of applicability
than what we exploited here. The first is the method of symplectic halving whereby we
constructed purely first class KM constraint for the WGS as well as for the W ln-algebras.
The second is what we call the sl(2)-method, which can be summarized by saying that
if one has conformally invariant first class constraints given by some (Γ,M−) with M−
nilpotent, then one should build the sl(2) containing M− and try to analyse the system
in terms of this sl(2). We used this method to investigate, in the non-degenerate case,
the generalized Toda sytems belonging to integral gradings, and also to provide the
WGS -interpretation of the W ln-algebras.
We wish to remark here that, as far as we know, the technical problem concerning
the inequivalence of those WGS -algebras which belong to group theoretically inequivalent
sl(2) embeddings has not been tackled yet.
It is well known [22] that the standard W-algebras can be identified as the second
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Poisson bracket structure of the generalized KdV hierarchies of Drinfeld-Sokolov [5]. A
similar relationship between W-algebras and KdV type hierarchies has been established
very recently in more general cases [28,48,49]. In particular, the W ln-algebras have been
related to the so called fractional KdV hierarchies. It would be clearly worthwhile to
study in general the relationship between the generalized Drinfeld-Sokolov hierachies of
[48] and the WGS -algebras together with their further reductions, see also [16,17].
We gave a general local analysis of the effective theories arising in the left-right
dual case of the reduction, and investigated in particular the generalized Toda theories
obtained by the reduction in some detail. In the case of the generalized Toda theories
associated with the integral gradings we exhibited the way in which the W-symmetry
operates as an ordinary symmety of the action, and demonstrated that the quantum
Hamiltonian reduction is consistent with the canonical quantization of the reduced clas-
sical theory. It would be nice to have the analogous problems under control also in more
general cases. In our analysis we restricted the considerations to Gauss-decomposable
fields. The fact that the Gauss decomposition may break down can introduce apparent
singularities in the local description of the effective theories, but the WZNW description
is inherently global and remains valid for non Gauss-decomposable fields as well [12,13].
It is hence an interesting problem to further analyze the global (topological) aspects of
the phase space of the reduced WZNW theories.
We should also note that it is possible to remove the technical assumption of left-
right duality. In particular, the study of purely chiral WZNW reductions could be of
importance, as they are likely to give natural generalizations of Polyakov’s 2d gravity
action [43,12].
In this paper we assumed the existence of a gauge invariant Virasoro density LH , of
the form given by (2.10), for obtaining conformally invariant reductions. Based on this
assumption, we came to realize that, when H provides a grading of Γ and M , the sl(2)
built out of M = M− plays an important role. However, the example of Appendix A
indicates that there is another class of conformally invariant reductions where the form
of the surviving Virasoro density is different from that of an LH . The study of this novel
way of preserving the conformal invariance may open up a new perspective on conformal
reductions of the WZNW theory as well as on W-algebras.
There are many further interesting questions related to the Hamiltonian reductions
of the WZNW theory, which we could not mention in this paper. We hope to be able to
present those in future publications.
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Appendix A: A solvable but not nilpotent gauge algebra
In all the cases of the reduction we considered in Chapters 3 and 4, the gauge algebra
Γ was a graded nilpotent subalgebra of G. On the other hand, we have seen in Section
2.1 that the first-classness of the constraints imply that Γ is solvable. We want here
to discuss a constrained WZNW model for which the gauge algebra is solvable but not
nilpotent. Interestingly enough, it turns out that in this example no H satisfying (2.13)
exists which would render the constraints conformally invariant. However, conformal
invariance can still be maintained, showing clearly that the existence of such an H is
only a sufficient but not a necessary condition.
We choose the Lie algebra G to be sl(3, R) and the gauge algebra Γ as generated by
the following three generators
γ1 = Eα1 =

 0 1 00 0 0
0 0 0

 , γ2 = Eα1+α2 =

 0 0 10 0 0
0 0 0

 , (A.1a)
γ3 =
1√
3
(2H1 +H2) +
1
2
(Eα2 − E−α2) =


1√
3
0 0
0 − 1
2
√
3
1
2
0 −12 − 12√3

 , (A.1b)
where the Cartan-Weyl generators are normalized by [Hi, E±αi ] = ±E±αi and
[Eαi , E−αi ] = 2Hi, for the simple positive roots αi. Note that, being diagonalizable
over the complex numbers, γ3 is not a nilpotent operator. The algebra of Γ is
[γ1, γ2] = 0, [γ1, γ3] = −
√
3
2
γ1 +
1
2
γ2, [γ2, γ3] = −1
2
γ1 −
√
3
2
γ2. (A.2)
It is easy to verify that Γ is a solvable, not-nilpotent Lie algebra. It qualifies as a gauge
algebra since Tr (γi γj) = 0.
It is readily checked that the spaces Γ⊥ and [Γ,Γ]⊥ are given by
Γ⊥ = span{H2, Eα1 , Eα1+α2 , 2H1 +
√
3Eα2 , 2H1 −
√
3E−α2},
[Γ,Γ]⊥ = span{H1, H2, Eα1 , Eα1+α2 , Eα2, E−α2}.
(A.3)
Thus [Γ,Γ]⊥/Γ⊥, which is the space of the M ’s leading to first class constraints, is
one-dimensional, and we can take
M = µY ≡ µ√
3
(4H1 + 2H2) =
µ√
3

 2 0 00 −1 0
0 0 −1

 (A.4)
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without loss of generality.
The next question is the conformal invariance. As discussed in Section 2.1, a suf-
ficient condition for conformal invariance is provided by the existence of a (modified)
Virasoro density LH = LKM − ∂x〈H, J(x)〉 weakly commuting with the constraints. For
this to work, the generator H must satisfy the three conditions in (2.13). However, it is
an easy matter to show that those conditions are contradictory in the present case, and
therefore no such H exists.
The above analysis can also be carried out for the simpler gauge algebra spanned
by γ3 only. This gauge algebra is obviously nilpotent, since it is Abelian. Nevertheless,
the previous conclusions remain: There exists no H which would render the first class
constraints conformally invariant, for any M 6= 0 from [Γ,Γ]⊥/Γ⊥. This shows the
importance of the gauge generators being nilpotent operators, rather than the gauge
algebra being nilpotent. It would be interesting to know whether there is always an H
satisfying (2.13) for gauge algebras consisting of nilpotent operators.
Although there is no H such that the constraints are preserved by LH , we can
nevertheless construct another Virasoro density Λ which does preserve the constraints.
It is given by
Λ(x) = LKM (x)− µ〈γt3, J(x)〉. (A.5)
For M given in (A.4), the constraints read
〈γ1, J(x)〉 = 〈γ2, J(x)〉 = 0 , 〈γ3, J(x)〉 = µ , (A.6)
and are checked to weakly commute with Λ: {Λ(x), 〈γi, J(y)〉} ≈ 0 on the constraint
surface (A.6). (Note that, when going from LKM to Λ, we have not changed the conformal
central charge, which is classically zero.) Therefore we expect the reduced theory to be
invariant under the conformal transformation generated by Λ being its Noether charge
density. We now proceed to show that it is indeed the case. Before doing this, we display
the form of Λ on the constraint surface:
Λ(x) = T 21 (x) + T
2
2 (x) , (A.7a)
T1 =
1
2
〈Eα2 + E−α2 , J〉 , T2 = 〈H2, J〉. (A.7b)
Following the analysis of Section 2.3, we take the left and right gauge algebras to be
dual to each other (〈γi, γ˜j〉 = δij)
Γ = span{γ1, γ2, γ3}, Γ˜ = span{γ˜1, γ˜2, γ˜3} = span{γt1, γt2, γt3}, (A.8)
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and consider M = µY and M˜ = νY t = νY . We write the SL(3, R) group elements as
g = a · b · c, with a ∈ expΓ, b ∈ expH and c ∈ exp Γ˜, with H = span{Y,H2} the Cartan
subalgebra. We did not conform to the general prescription given in Section 2.3, which
required to write g = abc with b ∈ expB for a space B complementary to Γ + Γ˜ in G,
eqs.(2.25-26). Had we done that, the resulting effective action would have looked much
more complicated. Here, we simply take a set of coordinates in which the action looks
simple.
The reduction yields an effective theory for the group-valued field b, of which the
effective action is given by (2.40) with (2.29b). Using the parametrization b = exp (αY ) ·
exp (2βH2), the explicit form of the effective action is
Ieff(α, β) =
∫
d2x
{
∂+α∂−α+ ∂+β∂−β − (∂+α− µ)(∂−α − ν)
cosh2 β
}
. (A.9)
By inspection, we see that this effective action is going to be conformally invariant if the
field β is a scalar, and if the transformation of α is such that µ− ∂+α and ν − ∂−α are
(1,0) and (0,1) vectors respectively. It implies that, under a conformal transformation
x± −→ x± − f±(x±), the fields α and β transform as
δα = f+ (∂+α− µ) + f− (∂−α − ν),
δβ = f+ ∂+β + f
− ∂−β.
(A.10)
We now want to show our previous claim: the action (A.9) is conformally invari-
ant under the conserved Virasoro density Λ(x), which reproduces the f+-transformations
(A.10) by Poisson brackets. (The f−-transformations could also be realized by construct-
ing the corresponding Virasoro density Λ˜ in the right-handed sector in a similar way.)
For this, we first note that in terms of the reduced variables α and β the two current
components T1 and T2 of (A.7b) read
T1 = −(µ− ∂+α) tanhβ , and T2 = ∂+β. (A.11)
These expressions can be obtained as follows. Writing g = a·b·c and using the constraints
(2.29b), the constrained current reads
J = a[T (b) + ∂+b · b−1]a−1 + ∂+a · a−1, (A.12)
with T (b) given by (2.29). Although neither T1 nor T2 is gauge invariant, the quantity
we want to compute, Λ(x), is gauge invariant. As a result, it cannot depend on the gauge
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variables contained in a. Hence we can just as well put a = 1 in (A.12). Doing that, the
definitions (A.7b) yield (A.11). We thus find the following expression for Λ:
Λ = (µ− ∂+α)2 tanh2 β + (∂+β)2. (A.13)
It is an easy matter to show, by using the field equations obtained from the action (A.9),
sinh2 β ∂+∂−α + tanhβ
[
∂+β(∂−α − ν) + ∂−β(∂+α− µ)
]
= 0 ,
cosh2 β ∂+∂−β − tanhβ (∂−α− ν)(∂+α− µ) = 0 ,
(A.14)
that Λ is indeed chiral, satisfying
∂−Λ = 0 . (A.15)
Moreover one also checks the following Poisson brackets
{Λ(x), α(y)} = −(∂+α − µ) δ(x1 − y1) ,
{Λ(x), β(y)} = −(∂+β) δ(x1 − y1),
(A.16)
which reproduce the transformations (A.10). Thus the density Λ features all what is
expected from the Noether charge density associated with the conformal symmetry.
Finally, we present here for completeness the general solution of the equations of
motion (A.14). Along the lines of Section 2.3, it can be obtained as follows:
α = (ηL + ηR) + tan
−1
[ sinh(θL − θR)
sinh(θL + θR)
tan(λL − ρR)
]
+ µx+ + νx−,
cosh(2β) = cosh(2θL) cosh(2θR) + sinh(2θL) sinh(2θR) cos(2(λL − ρR)),
(A.17)
where {ηL, λL, θL} and {ηR, ρR, θR} are arbitrary functions of x+ and x− only, respec-
tively, and the three functions of each chirality are related by the equations,
∂+ηL + ∂+λL cosh(2θL) = 0 , ∂−ηR + ∂−ρR cosh(2θR) = 0 . (A.18)
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Appendix B: H-compatible sl(2) and the non-degeneracy condition
Our purpose in this technical appendix is to analyse the notion of the H-compatible
sl(2) subalgebra, which has been introduced in Section 3.3. We recall that the sl(2)
subalgebra S = {M−,M0,M+} of the simple Lie algebra G is called H-compatible if H
is an integral grading operator, [H , M±] = ±M±, and M± satisfy the non-degeneracy
conditions
Ker(adM±) ∩ GH∓ = {0}. (B.1)
Note that the second property in this definition is equivalent to the fact that S commutes
with (H −M0). We prove here the results stated in Section 3.3, and also establish an
alternative form of the non-degeneracy condition, which will be used in Appendix C.
Let us first consider an arbitrary (not necessarily integral) grading operator H of
G and some non-zero element M− from GH−1. We wish to show that to each such pair
(H,M−) there exists an sl(2) subalgebra S = {M−,M0,M+} for which M+ ∈ GH+1. om-
mutes To exhibit the S-triple in question, we need the Jacobson-Morozov theorem, which
has already been mentioned in Section 3.3. In addition, we shall also use the following
lemma, which can be found in [33] (Lemma 7 on page 98, attributed to Morozov).
Lemma: Let L be a finite-dimensional Lie algebra over a field of characteristic 0 and
suppose L contains elements h and e such that [h , e] = −e and h ∈ [L , e]. Then there
exists an element f ∈ L such that
[h , f ] = f and [f , e] = 2h . (B.2)
Turning to the proof, we first use the Jacobson-Morozov theorem to find generators
(m−, m0, m+) in G completing m− ≡ M− to an sl(2) subalgebra. We then decompose
the elements m0 and m+ into their components of definite grade, i.e., we write
m0 =
∑
n
mn0 and m+ =
∑
n
mn+ , (B.3)
where n runs over the spectrum of the grading operator H. Since M− is of grade −1, it
follows from the sl(2) commutation relations that
[m00 , M−] = −M− and [m1+ , M−] = 2m00 , (B.4)
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and these relations tell us that h = m00 and e = M− satisfy the conditions of the above
lemma. Thus there exists an element f satisfying (B.2), which we can write as f =
∑
n f
n
by using the H-grading again. The proof is finished by verifying that M+ ≡ f1 and
M0 ≡ m00 together with M− span the required sl(2) subalgebra of G.
From now on, let H be an integral grading operator. For an elementM± of grade ±1,
respectively, the pair (H,M±) is called non-degenerate if it satisfies the corresponding
condition in (B.1).
We claim that if S = {M−,M0,M+} is an sl(2) for which the generatorsM± are from
GH±1, then the non-degeracy of the pairs (H,M−) and (H,M+) are equivalent statements.
This will follow immediately from the sl(2) structure if we prove that the non-degeneracy
of the pair (H,M±) is equivalent to the following equality:
dimKer(adM±) = dimGH0 . (B.5)
It is enough to prove this latter statement for a pair (H,M−), since then for a pair
(H,M+) it can be obtained by changing H to −H. To prove this let us first rearrange
the identity
dimG = dimKer(adM−) + dim [M−,G] (B.6)
by using the grading as
dimKer(adM−)− dimGH0 =
{
dimGH+ − dim [M−,GH+ ]
}
+
{
dimGH− − dim [M−,GH0 + GH− ]
} . (B.7)
Since both terms on the right hand side of this equation are non-negative, we see that
dimKer(adM−) ≥ dimGH0 , (B.8)
and equality is achieved here if and only if
dimGH+ = dim [M−,GH+ ] and [M−,GH0 + GH− ] = GH− . (B.9)
On the other hand, we can show that the two equalities in (B.9) are actually equivalent to
each other. To see this, let us assume that the second equality in (B.9) is not true. This
is clearly equivalent to the existence of some non-zero u ∈ GH+ such that 〈u , [M−,GH0 +
GH− ]〉 = {0}. By the invariance and the non-degeneracy of the Cartan-Killing form, this is
in turn equivalent to [M−, u] = 0, which means that the first equality in (B.9) is not true.
By noticing that the first equality in (B.9) is just the non-degeneracy condition for the
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pair (H,M−), we can conclude that the non-degeneracy condition is indeed equivalent
to the equality in (B.5).
We wish to mention a consequence of the results proven in the above. To this let
us consider a non-degenerate pair (H,M−). By our more general result, we know that
there exists such an sl(2) subalgebra S = {M−,M0,M+} for whichM+ is from GH+1. The
point to mention is that this S is an H-compatible sl(2) subalgebra, as has already been
sated in Section 3.3. In fact, it is now easy to see that this follows from the equivalence of
(B.1) with (B.5) by taking into account that the kernels of adM± are of equal dimension
by the sl(2) structure.
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Appendix C: H-compatible sl(2) embeddings and halvings
In Section 3.3, we showed that, given a triple (Γ,M,H) satisfying the conditions for
first-classness, conformal invariance and polynomiality (eqs. (2.6), (2.13) and (3.2-4)),
the correspondingW-algebra is isomorphic toWGS , provided that H is an integral grading
operator. Here S = {M−,M0,M+} is some sl(2) subalgebra containing M− = M . A
natural question is what sl(2) subalgebras arise in this way, or equivalently, given an
arbitrary sl(2) subalgebra, can the resulting WGS -algebra be obtained as the W-algebra
corresponding to the triple (Γ,M,H), for some integral grading operator H ? Whether
this occurs or not depends only on how the sl(2) is embedded, and it is therefore a pure
group-theoretic question. According to Section 3.3, the sl(2) subalgebras having this
property are the H-compatible ones. This appendix is devoted to establishing when a
given sl(2) embedding is H-compatible, and if so, what the corresponding H is.
The question of an sl(2) being H-compatible is very much related to another one,
which was mentioned at the end of Section 4.2. We noted that in some instances, a
generalized Toda theory associated to an sl(2) embedding could as well be regarded as a
Toda theory associated to an integral grading operator H. This means that the effective
action of the theory is a special case of both (4.12) and (4.3) at the same time. We have
seen that this is the case when the corresponding halving is H-compatible, i.e., when the
Lie algebra decomposition G = (G≥1+P 1
2
)+(Q 1
2
+G0+Q− 1
2
)+(P− 1
2
+G≤−1) (subscripts
are M0-grades) can be nicely recasted into G = GH≥1 + GH0 + GH≤−1. Our second problem,
addressed at the end of the appendix, is to find the list of those sl(2) subalgebras which
allow for an H-compatible halving. Clearly, an sl(2) subalgebra which possesses an H-
compatible halving is also H-compatible in the above sense, but it will turn out that the
converse is not true.
Let S = {M−,M0,M+} be an sl(2) subalgebra embedded in a maximally non-
compact real simple Lie algebra G. For the classical algebras Al, Bl, Cl and Dl, these
real forms are respectively sl(l+1, R), so(l, l+1, R), sp(2l, R) and so(l, l, R). (We do not
consider the exceptional Lie algebras.) For S to be an H-compatible sl(2), one should
find an H in G with the following properties:
1. adH is diagonalizable with eigenvalues being integers,
2. H −M0 must commute with the S-triple,
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3. dimKer(adH) = dimKer(adM±).
We remark that here the equivalence of relations (B.1) and (B.5), proven in the previous
appendix, has been taken into account. Under conditions 1-3, the decomposition
Γ⊥ = [M−,Γ] + Ker(adM+) (C.1)
holds, where Γ = GH≥1 in the (Γ,M−, H) setting, or Γ = P 12 + G
M0
≥1 in the sl(2) setting,
respectively. (For clarity, note that these two gauge algebras are in general not equal.)
As a consequence, Jred(x) = M− + jred(x) with jred(x) ∈ Ker(adM+) is a DS gauge in
both settings, and thus the W-algebras are the same.
In order to answer the question of whether an sl(2) embedding is H-compatible,
it is useful to know what these embeddings actually are. For a classical complex Lie
algebra Gc, this question has been completely answered by Malcev (and Dynkin for the
exceptional complex Lie algebras) [39]. The result can be nicely stated in terms of the
way the fundamental vector representation reduces into irreducible representations of the
sl(2):
Al : the sl(2) reduction of the (l+1)-dimensional representation can be arbitrary,
Bl : the (2l + 1)-dimensional representation of Bl reduces in such a way that the multi-
plicity of each sl(2) spinor appearing in the reduction is even,
Cl : the 2l-dimensional representation of Cl reduces in such a way that the multiplicity
of each sl(2) tensor appearing in the reduction is even,
Dl : same restriction as the Bl series: the spinors come in pairs.
The above conditions are necessary and sufficient, i.e., every possible sl(2) content sat-
isfying the above requirements actually occurs for some sl(2) embedding. Moreover, for
the classical complex Lie algebras, the way the fundamental reduces completely specifies
the sl(2) subalgebra, up to automorphisms of the embedding Gc [39].
The above description of the sl(2) embeddings remains valid for the maximally non-
compact classical real Lie algebras, except the last statement. First of all, this means that
the above restrictions apply to the possible decompositions of the fundamental under the
sl(2) subalgebras in the real case as well. It is also obvious that those sl(2) embeddings
for which the content of the fundemantal is different are inequivalent. The converse
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however ceases to be true in the real case in general: inequivalent sl(2) subalgebras can
have the same multiplet content in the fundamental of G. The answer to the problem of
H-compatibility will in fact be provided by looking more closely at the decomposition of
the fundamental of G under the sl(2) subalgebra in question, as will be clear below.
As an immediate consequence of condition 2, H −M0 is an sl(2) invariant and can
only depend on the value of the Casimir. If, in the reduction of the fundamental of G, a
spin j representation occurs with multiplicity mj , the sl(2) generators ~M and H can be
written
~M =
∑
j
~M (j) × Imj , (C.2a)
H =M0 +
∑
j
I2j+1 ×D(j), (C.2b)
where In denotes the unit n× n matrix, and the D(j)’s are mj ×mj diagonal matrices.
Hence, within each irreducible representation of sl(2), H is equal to M0 shifted by a
constant. Obviously, this is also true in the adjoint representation and, in turn, this
implies that adH takes the value zero at most once in each sl(2) multiplet in the adjoint
of G. From condition 3, adH must take the value zero exactly once, i.e., each sl(2)
representation must intersect Ker(adH) exactly once. In particular, the sl(2) singlets
must be adH-eigenvectors with zero eigenvalue.
The trivial solution H =M0 exists whenever adM0 is diagonalizable on the integers,
i.e., when the reduction of the fundamental of G is either purely tensorial or purely
spinorial. From now on, we suppose that the reduction involves both kinds of sl(2)
representations.
1) Al algebras.
The problem for the Al series is simple to solve since, in this case, an H always exists.
As a proof, we explicitly give an H which fulfills all the requirements. In (C.2b), we set
D(j) =
{
λ · Imj if j ∈ N ,
(λ+ 12) · Imj if j ∈ N + 12 ,
(C.3)
where λ is a constant that makes H traceless. In order to show that the H so defined
has the required properties, we recall that for the Al algebras, the adjoint representation
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is obtained by tensoring the fundamental with its contragredient. As a result, the roots
are the differences of the weights of the fundamental (up to a singlet) and we have
adH = adM0 + [D(j1)−D(j2)], (C.4)
where j1 and j2 are the spins of the states in the fundamental representation from which
a given state in the adjoint representation is formed. That the conditions 1-3 are satisfied
is obvious from the fact that adH = adM0 on tensors and adH = adM0 ± 12 on spinors,
with +12 occurring as many times as −12 .
It should be pointed out that (C.3) is by no means the only solution. Since in the
product j1 × j2, the highest weights have an M0-eigenvalue at least equal to |j1 − j2|,
another solution is given by D(j) = (λ+ j) · Imj .
2) Cl algebras.
For the symplectic algebras, the adjoint representation is obtained from the symmetric
product of the fundamental with itself and we therefore have
adH = adM0 + [D(j1) +D(j2)]. (C.5)
Since the symmetric product of a tensor with itself produces a singlet, which must belong
to Ker(adH), we have 2D(t) = 0 for every integer j = t. Hence in the fundamental
representation, H = M0 on tensors. Similarly, the symmetric product of a spinor with
itself always produces a triplet, one member of which must belong to Ker(adH). This
implies that the diagonal entries of 2D(s) are either 0 or ±1, for every half-integer j = s.
However D(s) cannot have a zero on the diagonal, because adH would not be integral on
the representations contained in s × t. Therefore, in the fundamental, H = M0 ± 12 on
spinors.
Let us now look at the ms spinor representations of spin s, say s
1, s2, . . . , sms . The
product si×sj of any two of those contains a singlet, and that implies D(si)+D(sj) = 0.
This equality must hold for any pair of spin s representations, which is impossible unless
ms ≤ 2.
Let us consider the restriction gs of the symplectic form to the spin s representations.
The restricted form is non-degenerate, because the original non-degenerate metric is
block-diagonal with respect to the eigenvalues of the sl(2) Casimir.
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If ms = 1, then the H given by M0± 12 ·I on the unique spin s representation, should
be in the symplectic algebra: gsH+H
tgs = 0. SinceM0 is already symplectic, we require
that the identity be symplectic, which is impossible for a non-degenerate form. Hence
ms must be 2.
If ms = 2, H −M0 and gs look like (in the basis where M0 and H are diagonal)
H −M0 = ±
(
1
2 0
0 −12
)
, gs =
(
a b
−bt c
)
, (C.6)
where the blocks a and c are antisymmetric. H−M0 being symplectic leads to a = c = 0.
To summarize, for an integral H to exist, the sl(2) embedding must be such that: (i)
the multiplicity of any spinor representation in the fundamental of G is 2, (ii) if (s, s′) is
such a pair of spinors, they must be the dual of each other with respect to the symplectic
form. If these two conditions are met, then H is given in the fundamental by
H =
{
M0 on tensors,
M0+/−12 on a pair of spinors s/s′.
(C.7)
Conditions 1-3 are satisfied since (C.7) implies adH = adM0 on singlets, adH = adM0±(1
or 0) on tensors and adH = adM0 ± 12 on spinors.
3) Bl and Dl algebras.
The analysis here is similar to what has been done in 2), and we can therefore go through
the proof quickly.
For the orthogonal algebras, the adjoint is got from the antisymmetric product of
the fundamental with itself and we still have
adH = adM0 + [D(j1) +D(j2)]. (C.8)
The antisymmetric product of a tensor (spinor) with itself produces a triplet (singlet),
so that with respect to the symplectic algebras, the situation is reversed in the sense
that the tensors and the spinors have their roles interchanged: H = M0 ± 12 on tensors,
H =M0 on spinors and mt ≤ 2 for any tensor representation of spin t.
If as in 2), we look at the restriction gt of the orthogonal metric to the spin t
tensors, we have mt = 2 on account of the non-degeneracy of gt. From this, we get at
84
once that there can be no solution for the Bl algebras. Indeed, the fundamental being
odd-dimensional, at least one tensor representation must come on its own.
On the 2(2t+ 1)-dimensional subspace made up by the two spin t tensors, H −M0
and gt take the form
H −M0 = ±
(
1
2 0
0 −1
2
)
, gs =
(
a b
bt c
)
, (C.9)
where a and c are now symmetric. Requiring that H − M0 be orthogonal, we again
obtain a = c = 0.
Therefore, for the orthogonal algebras, we get the following conclusions. There is
no solution for the Bl series if the sl(2) embedding is not integral. As to the Dl series,
the sl(2) embedding must be such that: (i) every tensor in the fundamental of G has a
multiplicity equal to 2, (ii) if (t, t′) is such a pair of tensors, they must be the dual of each
other with respect to the orthogonal metric. In this case, H is given in the fundamental
by
H =
{
M0+/− 12 on a pair of tensors t/t′,
M0 on spinors.
(C.10)
Summarizing the analysis, the H-compatible sl(2) embeddings are the following
ones:
Al : any sl(2) subalgebra,
Bl : only the integral sl(2)’s,
Cl : those for which each spinor occurs in the fundamental of Cl with a multiplicity
0 or 2, the pairs of spinors being symplectically dual,
Dl : those for which each tensor occurs in the fundamental of Dl with a multiplicity
0 or 2, the pairs of tensors being orthogonally dual.
The reader may wish to check that the above results are consistent with the isomorphisms
B2 ∼ C2 and A3 ∼ D3.
We now come to the second question alluded to at the beginning of this appendix,
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namely the problem of H-compatible halvings. From the definition, an sl(2) subalgebra
allows for an H-compatible halving if in addition to conditions 1-3 one also has
4. P 1
2
+ G≥1 = GH≥1, and P− 12 + G≤−1 = GH≤−1.
In particular, this fourth condition implies GM00 ⊂ GH0 . So we readily obtain that H and
M0 must satisfy
adH = adM0 , on tensors, (C.11)
since we know, from the previous analysis, that adH − adM0 is a constant in every
representation (condition 2). Therefore, we can simply look at those solutions of the first
problem which satisfy (C.11) and check if condition 4 is fully satisfied or not. We get
that the sl(2) embeddings allowing for an H-compatible halving are as follows:
Al : any sl(2) subalgebra. There are only two solutions for H given by setting in
(C.2b): D(j) = (λ± ǫ(j)) · Imj with ǫ(j) = 0/ 12 for a tensor/spinor,
Bl : only the integral sl(2)’s with H =M0,
Cl : only the integral sl(2)’s,
Dl : the integral sl(2)’s, and those for which the fundamental of Dl reduces into
spinors and two singlets, with H given by (C.10).
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