The paramagnetic phase of the one-band Hubbard model is studied at zero-temperature, within the framework of dynamical mean-field theory, and for general particle-hole asymmetry where a doping-induced Mott transition occurs. Our primary focus is the Mott insulator (MI) phase, and our main aim to establish what can be shown exactly about it. To handle the locally doublydegenerate MI requires two distinct self-energies, which reflect the broken symmetry nature of the phase and together determine the standard single self-energy. Exact results are obtained for the local charge, local magnetic moment and associated spin susceptibilities, the interaction-renormalised levels, and the low-energy behaviour of the self-energy in the MI phase. The metallic phase is also considered briefly, and shown to acquire an emergent particle-hole symmetry as the Mott transition is approached. Throughout the metal, Luttinger's theorem is reflected in the vanishing of the Luttinger integral; for the generic MI by contrast this is shown to be non-vanishing, but again to have a universal magnitude. Numerical results are also obtained using NRG, for the metal/MI phase boundary, the scaling behaviour of the charge as the Mott transition is aproached from the metal, and associated universal scaling of single-particle dynamics as the low-energy Kondo scale vanishes.
I. INTRODUCTION
Understanding the interaction-driven Mott insulating state remains a central challenge in condensed matter science; playing a major role in a host of materials, including transition-metal oxide and related compounds, where the Mott transition to it from a metallic phase can be induced e.g. by chemical doping or applied pressure.
The simplest model to capture a Mott insulator and the attendant Mott transition, is of course the Hubbard model:
1 a one-band tight-binding model supplemented by a local Coulomb repulsion U which drives the transition. Considerable progress in understanding the model -and correlated lattice-fermions in general -has arisen with the advent of dynamical mean-field theory [2] [3] [4] [5] (DMFT, for a review see ref. 6 ). Formally exact in the limit of infinite dimensionality or coordination number, and characterised as such by a purely local (momentumindependent) interaction self-energy, DMFT is known to capture well many properties of real materials. 7 One highlight of this approach has been a detailed understanding of the Mott transition in the Hubbard model without magnetic ordering (either by neglecting it, or equivalently by ensuring its absence through frustration). While early studies focused mainly on the particle-hole (ph) symmetric limit, 6 where the local charge n = 1 for all U throughout both phases, a large body of work has been devoted to the problem away from ph-symmetry; 6, [8] [9] [10] [11] [12] [13] [14] [15] [16] where the resultant doping-induced Mott transition arises as the carrier concentration δ = |1 − n| vanishes, with n = 1 throughout the Mott insulator. The problem is highly rich, and continues to yield new insights; recent discoveries include the resilient persistence of quasiparticles to temperatures (T ) well above those characteristic of low-energy Fermi liquid behaviour, 15 and an intimate connection between Mott quantum criticality and the 'bad metal' behaviour reflected in a linear T -dependence of resistivity.
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Since any lattice-fermion model within DMFT reduces to an effective, local quantum impurity model coupled to a self-consistently determined 'host', 6 Kondo physics in one form or another is involved. For the metallic phase of the Hubbard model, the standard Kondo effect occurs, quenching fully the electron spin degrees of freedom and producing a non-degenerate ground state. For the Mott insulator by contrast, the 'host' spectrum is gapped and the ground state characterised by an entropy of k B ln 2 per site; which local double-degeneracy reflects incomplete spin-quenching, and hence a residual local moment.
Most work on the Hubbard model has tended to focus largely on the metallic phase, and the approach to the Mott transition from it, associated with a vanishing lowenergy Kondo scale ω K and collapse of the Kondo resonance in the local single-particle spectrum. 6 The metal is of course perturbatively connected to the non-interacting limit of the model, and as such is a Fermi liquid, in which Luttinger's theorem holds. This in turn enables a number of exact results to be obtained, from the low-energy theory of the metallic Anderson impurity model onto which the problem maps. The Mott insulator by contrast is not adiabatically connected to the non-interacting limit, is not in consequence a Fermi liquid, and the usual Luttinger theorem does not hold. An obvious question then is: what can be deduced exactly about the Mott insulating phase? This is our primary focus here, considering T = 0 where the distinction between metallic and insulating phases is sharp.
Answers to the question are obtained by exploiting the DMFT mapping onto an effective impurity model, coupled with recent work on non-Fermi liquid phases in quantum impurity models. 17 To handle the locally doubly degenerate Mott insulator requires two distinct selfenergies, which reflect the broken symmetry character of that phase and are themselves directly calculable from arXiv:1510.05505v1 [cond-mat.str-el] 19 Oct 2015 many-body perturbation theory, 17 as functional derivatives of a Luttinger-Ward functional. These two selfenergies together determine the conventional single selfenergy -usually thought of as 'the' self-energy. We remark here that, while a two-self-energy (TSE) description also underlies the local moment approach 18, 19 to correlated electrons, its use here is exact 17 and unencumbered by any subsequent approximations.
Following a summary of the model and DMFT background (sec. II), we first consider briefly two exact results for the metallic phase (sec. III); which together reveal the existence of an emergent ph-symmetry as the doping induced Mott transition is approached from the metal, for the generic ph-asymmetric model.
We turn specifically to the Mott insulator in sec. IV, beginning with an overview of essential elements of the TSE description. 17 Results are then obtained for the local charge (sec. IV A), and the local magnetic moment and associated spin susceptibilites (sec. IV B); expressed in terms of spin-dependent renormalised levels -effective single-particle levels renormalised by electron interactions, of a type familiar in quantum impurity physics, 20 but here associated with the two self-energies. Their properties are determined in sec. IV C. The behaviour of the conventional single self-energy is considered in sec. IV D; showing in particular that, at least sufficiently close to ph-symmetry, the self-energy contains a low-energy pole inside the insulating gap away from the Fermi energy, which persists robustly down to the Mott transition.
In sec. IV E we consider the standard Luttinger integral expressed in terms of the single self-energy, the vanishing of which for all interactions U throughout the metallic phase is tantamount to Luttinger's theorem. This result does not hold in the Mott insulator. It is nevertheless shown that, for the generic ph-asymmetric model, the magnitude of the Luttinger integral again has a constant value -now non-vanishing -for all U throughout the Mott insulator; and as such is an intrinsic hallmark of this phase, in the same sense that its vanishing throughout the metal is characteristic of the Fermi liquid.
The theory developed is shown as we go to be fully supported by numerics, using numerical renormalisation group (NRG) calculations. Sec. V is devoted to further results obtained via NRG. Throughout the paper the model's ph-asymmetry is parameterised by η = 1+2 d /U ( d is the site-energy), with η = 0 the ph-symmetric limit; this is partly for convenience, since as shown in sec. II A the Mott insulating phase arises only for |η| < 1. NRG results are obtained for the metal/Mott insulator phase boundary in the (U, η)-plane, including its functional form; together with both the critical behaviour and scaling form 12 of the charge (and charge susceptibility) as the Mott transition is approached from the metallic side. Finally, in sec. V A we consider the single-particle spectrum D(ω) as the transition is approached from the metal and the low-energy Kondo scale ω K vanishes. Clear universal scaling of D(ω) as a function of ω/ω K is found, provided the critical U for the transition is approached at any fixed asymmetry |η| < 1; and which explains the absence of universality, except on the lowest energy scales |ω|/ω K 1, recently found in ref. 14.
II. MODEL AND BACKGROUND
We consider the one-band Hubbard model
withn iσ = c † iσ c iσ ,n i = σn iσ the local number operator, and the (i, j) sum over nearest neighbour (NN) lattice sites. U is the on-site Coulomb interaction, and d the one-electron site-energy (alternatively, with d ≡ −µ, one may work instead with a chemical potential µ). The NN hopping is rescaled within DMFT as 6 t = t * /(2 √ Z c ) with coordination number Z c → ∞; and the only relevant property of the non-interacting energy dispersion is ρ 0 ( ), the free density of states for d = 0. This we take to be of standard bounded, semicircular form
with band halfwidth t * (corresponding formally to a Bethe lattice). The model can thus be parameterised by d and U . Equivalently, it can also be specified by U and the asymmetry η, defined by
with η = 0 at the ph-symmetric point of the model,
Under a ph-transformation it is easily shown that (a)Ĥ(η, U ) ≡Ĥ(−η, U ), so that only e.g. η ≥ 0 need be considered; and (b) the mean charge per site, n = σ n iσ , satisfies n(η, U )
Hence n = 1 for all U at ph-symmetry; while n ≤ 1 for all η ≥ 0 and any U . The charge is of course related to the local retarded propagator
with ω = 0 the Fermi level.
Within DMFT the propagator is given by
Schematic phase boundary in the (U, η)-plane. Metal/MI phases are separated by the solid line ηc(U ) (or equivalently Uc(η) = Uc(−η)); with charge n = 1 throughout the MI, and n ≤ 1 in the metal. Dashed line indicates Uc1(η) (or ηc1(U )), the lower boundary to stability of insulating solutions. See text for discussion.
with Σ(ω) = Σ R (ω) − iΣ I (ω) the interaction self-energy (purely local, independent of ), and ω + = ω+i0+. With ρ 0 ( ) from eq. 2, this may be written equivalently as
with local Feenberg self-energy S(ω) =
2 G jj;σ (ω) with sites j NN to i). Eq. 6 points up the fact that within DMFT any lattice-fermion model reduces to a self-consistent quantum impurity problem; 6 for it is precisely that for an Anderson impurity model coupled to a bath specified by a hybridization function 'Γ(ω)' (= 1 4 t 2 * G(ω)) that must be self-consistently determined. For self-consistent metallic solutions the effective impurity model is the standard metallic Anderson model; while for insulating solutions it is that of a gapped impurity model, since the spectral density of the hybridization is gapped around the Fermi level.
A. Overview: phase diagram
Our focus is the T = 0 paramagnetic phase of the model, with particular emphasis on the Mott insulating phase and the Mott transition (MT). Whether at phsymmetry or away from it, the Mott insulator (MI) is of course characterised by a mean charge per site of n = 1, and as such is inexorably half-filled.
The phase diagram in the (U, η)-plane is shown schematically in Fig. 1 (NRG results for it will be given in sec. V). The metal/MI phase boundary is indicated by the solid line η c (U ), or equivalently U c (η); and since U c (η) = U c (−η), only η ≥ 0 need be considered. Note that the MI occurs only for |η| < 1 as explained below.
We first summarise some key qualitative features of the phases, and their single-particle dynamics, which are well known from previous studies (e.g. refs. 6, 8-16): (i) For given asymmetry η < 1, self-consistent metallic solutions occur for all U up to U c (η) (a 'U c2 ' in traditional terminology). Insulating solutions by contrast persist for all U down to U = U c1 (η) < U c (η) (the dashed line in Fig. 1 shows U c1 (η), or equivalently η c1 (U )). While metallic and insulating solutions thus coexist in the interval U c1 (η) < U < U c (η), the metallic solutions have a lower energy. The metal-insulator transition thus occurs at U = U c (η) (Fig. 1, solid line) .
(ii) In the metallic phase sufficiently close to U c (η), the single-particle spectrum D(ω) = − 1 π ImG(ω) contains a Kondo resonance pinned to the Fermi level ω = 0 (symptomatic of the standard metallic Kondo effect). The width of the Kondo resonance is characterised by a low-energy Kondo scale ω K (proportional to the quasiparticle weight
). This decreases progressively with increasing U and vanishes continuously as U → U c (η)− where the Kondo resonance vanishes 'on the spot', leaving thereby the Mott insulating solution with a fully formed, finite spectral gap between the Hubbard bands in D(ω). In otherwords, the Kondo resonance in the metal resides within a 'preformed' insulating gap in D(ω), which becomes the fully fledged insulating gap at U = U c (η). At ph-symmetry η = 0, the resonance lies precisely in the middle of the preformed gap (as well known since early studies of the problem 6, 21 ); while on increasing η by contrast, it lies progressively closer to the upper edge of the lower Hubbard band in D(ω).
As above, for given η < 1 an insulating solution itself persists down to U = U c1 (η) < U c (η). An estimate of U c1 (η) is obtained as follows. D(ω) for the insulator consists of lower and upper Hubbard bands centred on ω = d and d + U respectively. Model the lower Hubbard band as a semicircular band centred on ω = d , the upper edge of which thus occurs at ω + = d + t * . If ω + lies below the Fermi level ω = 0, the insulating solution is stable. The boundary to insulating stability is thus d = −t * ; with a corresponding η (eq. 3) of η c1 (U ) = 1 − 2t * /U ≡ 1 − W/U (with W = 2t * the full bandwidth), or equivalently U c1 (η)/W = (1 − η) −1 . This simple result is in general only rough -e.g. at phsymmetry it gives U c1 (η = 0)/W = 1, while NRG calculations yield U c1 (0)/W 1.25.
22 It is however asymptotically exact as U/t * → ∞; for here double occupancy is strictly precluded, the upper Hubbard band is 'projected out' to ω → ∞, and the dynamics of the lower Hubbard band is that of a single hole in a random paramagnetic configuration of spins -which within DMFT corresponds precisely to the non-interacting (semicircular) spectrum. Hence as U/t * → ∞,
As above moreover, U c1 (η) < U c (η), or equivalently η c (U ) < η c1 (U ) for any finite U > U c (0). Hence from eq. 7, η c (U ) < 1 for any finite U , and the MI phase is indeed bounded by η = 1. Further, given that 9 the metallic Kondo resonance in D(ω) as U → U c (η) lies at most a finite distance O(t * ) above the upper edge of the lower Hubbard band for U/t * 1, it follows that η c (U ) is likewise of form η c (U ) = 1 − bW/U (with b ≥ 1) as U/t * → ∞. Both η c (U ) and η c1 (U ) thus tend asymptotically to unity in this limit.
III. METALLIC FERMI LIQUID
Before turning to the MI, we consider briefly two exact results (eqs. 8,12 below) for the metallic phase; which reflect its Fermi liquid character and, together, indicate the existence of an emergent particle-hole symmetry as the transition is approached from the metallic phase.
Since the metallic phase is a Fermi liquid, the imaginary part of the self-energy Σ(ω) = Σ R (ω) − iΣ I (ω) vanishes at the Fermi level, Σ I (ω = 0) = 0. From eq. 5b it follows trivially that the single-particle spectrum at the Fermi level is given by
where
is the interaction-renormalised level energy. We return to eq. 8 below, but first obtain a result for the charge n. Using the obvious identity [ω
∂ω , and noting that
where θ(x) is the unit step function (with θ(0) = 1 2 ), eqs. 4,5b yield
with
the Luttinger integral. 17, 23 But for a Fermi liquid, Luttinger's theorem gives I L = 0 independent of interaction strength (whence the volume of the Fermi surface is unchanged by interactions 23 ), and eq. 10 reduces to
From the perspective of the effective quantum impurity model, this constitutes a Friedel sum rule, 17, 20, 24 where the charge n is determined entirely by the renormalised level * d .
Consider now the implications of eqs. 8,12, noting first that at the ph-symmetric point, η = 0, the renormalised level * d = 0 and the charge n = 1 for all U , by symmetry. In that case eq. 8 is just the familiar condition that, throughout the metallic phase, the Kondo resonance in D(ω) is pinned at the Fermi level to its non-interacting value ρ 0 (0). Eq. 8 generalises this result to the generic ph-asymmetric model; and since n ≤ 1 for all η ≥ 0 ( Fig.  1 ), eq. 12 shows that *
But the charge n → 1 continuously on approaching the MT from the metallic phase U → U c (η)− in the general asymmetric case; which from eq. 12 arises only for * (14) i.e. the renormalised level vanishes continuously as the MT is approached from the metallic side; and at U = U c (η)−, * d = 0 and D(0) = ρ 0 (0), just as occurs throughout the metallic phase at ph-symmetry. This indicates an emergent ph-symmetry on approaching the Mott transition from the metal (which will be seen further in secs. IV C,V A). Note also that, right up to U = U c (η)−, the single-particle spectrum precisely at the Fermi level remains finite; reflecting the fact that the Kondo resonance in
Yet there is of course an elephant in the room. Luttinger's theorem reflects perturbative continuity to the non-interacting limit U = 0. Eq. 12 for n hinges on it, and as such applies only to the metallic Fermi liquid. The Mott insulator by contrast is not adiabatically connected to the non-interacting limit, and the Luttinger theorem I L = 0 does not in general hold. Were it to do so, then since n = 1 for the MI, eq. 12 would imply * d = 0 throughout the MI phase for all asymmetry η. This is not however the case (as may be verified in several ways, including numerical calculation via e.g. NRG). An alternative strategy must thus be employed; as now considered.
IV. MOTT INSULATOR
Any lattice-fermion model reduces within DMFT to a self-consistently determined quantum impurity model, 6 whence Kondo physics in one form or another is at heart involved -be it the Kondo problem for a metallic host (as for the metallic phase) or for a gapped host (as in the MI). In the Fermi liquid metal the standard metallic Kondo effect prevails, quenching completely the electron spin degrees of freedom. The ground state is thus non-degenerate with e.g. a vanishing T = 0 entropy. In RG terms relevant to the underlying quantum impurity model, the stable fixed point is a Strong Coupling one.
The MI within DMFT is by contrast well known to be characterised by a residual entropy of k B ln 2 per site. This local double-degeneracy reflects the fact that electron spins are not fully Kondo-quenched, in otherwords that there is an unquenched local moment per site (denoted byμ). In RG terms, the stable fixed point is now a Local Moment one.
To handle the locally doubly-degenerate MI phase requires a two-self-energy (TSE) description. This we have recently considered in detail, 17 in relation to a broad class of impurity models (which includes the gapped Anderson model); and basic ideas and results from which we draw on extensively in the following. Within the TSE description, the local propagator G(ω) is expressed as
Here G Aσ (ω) refers to the propagator for local moment µ = +|μ|, while G Bσ (ω) refers to that forμ = −|μ|. From the invariance of the Hamiltonian under spin exchange (σ ↔ −σ), it follows that G Aσ (ω) = G B−σ (ω); whence G(ω) in eq. 15 is rotationally invariant, i.e. independent of σ (as it must be at zero-field). Eq. 15 may thus be written equivalently as
enabling us to focus solely on the 'A'-type propagators, and which form we employ in the following. The propagators G Aσ (ω) are given in terms of the two-self-energies
; (17) and the local moment |μ| is given in terms of the G Aσ (ω) by
The following points should be noted here, and will be used in our subsequent analysis (for details see ref. 17): (i) As above, the local double-degeneracy of the MI phase reflects an unquenched local moment. That local degeneracy can be removed by applying a local magnetic field h to any given site (i.e. to the impurity itself in the effective quantum impurity model); via a local field term in the Hamiltonian, −(n i↑ −n i↓ )h. The local magnetisation m(h) = n i↑ −n i↓ is then characteristically discontinuous across h = 0; with m(h = 0+) = +|μ| and m(h = 0−) = −|μ| (giving the physical origin of the 'A' and 'B'-type zero-field propagators considered above).
(ii) For the h = 0 case of interest to us here, any given site has local momentμ = ±|μ| with equal probability; whence eq. 15 for the averaged local propagator has the obvious statistical interpretation. By the same token, the local Feenberg self-energy S(ω) = j t 2 G jj;σ (ω) entering eq. 17 indeed becomes S(ω) =
, since the Z c → ∞ sites j which are nearest neighbours to any given ('impurity') site are equally probably 'A'-type (μ = +|μ|) as 'B'-type (μ = −|μ|). (iii) As detailed in ref. 17 , it is the self-energies Σ Aσ (ω) entering eq. 17 for the local moment (i.e. MI) phase that are directly calculable from many-body perturbation theory, as functional derivatives of a Luttinger-Ward functional. In consequence, a Luttinger theorem holds 17 for the two-self-energies and their associated propagators, viz
(holding separately for each σ, and for any U in the MI); this result will be employed centrally in the following. By contrast, the standard Luttinger theorem I L = 0 -given (see eq. 11) in terms of G(ω) and the conventional single self-energy Σ(ω) of standard field theory -does not hold in the MI phase (we determine it explicitly in sec. IV E). Σ(ω) nevertheless remains defined in the MI phase just as in eqs. 5b or 6. Direct comparison between eqs. 16,17 and eq. 6 then provides the relation between the two-self-energies {Σ Aσ (ω)} and Σ(ω) in the MI phase:
We emphasise here that the results above for the MI phase are exact. A TSE description, and the notion of well-formed local moments, is central also to the local moment approach (LMA); which provides a rather successful description of metallic, 18,25 pseudogapped, 26 and gapped 27 impurity models, as well as correlated lattice fermion models within DMFT. 19, 28 The LMA is however approximate in general, in contrast to the present work. We add further that both Σ Aσ (ω) and Σ(ω) can be calculated using NRG, as discussed in ref. 17. It is also physically instructive to comment on the fact that eq. 5b for G(ω) holds in both the metallic and the MI phases. Its origin in the former case is usually viewed as reflecting the translational invariance of electronic states appropriate to the non-degenerate metal, viz
with a purely local (k-independent) self-energy (and
The locality of the selfenergy is of course intrinsic to DMFT, regardless of the phase. But translational invariance of electronic states is not, and the 'spin-disorder' inherent to the Mott insulator means strictly that it is not translationally invariant.
Eq. 5b/21 nevertheless holds also in the MI, because the Feenberg self-energy S(ω) is the same function of G(ω) in both the metallic and MI phases (being the same function of G as it is of the non-interacting propagator for U = 0); with S ≡ S(G(ω)) thus given by
(e.g. with ρ 0 ( ) from eq. 2, eq. 22 gives S(ω) = 1 4 t 2 * G(ω)). But the single self-energy in the MI phase is defined by
−1 (as in eq. 6); whence Using the above we first obtain a general result (eq. 27 below) for the charge n in the MI phase, in terms of renormalised levels associated with the two-self-energies; with n given as ever by eq. 4 (and n = 1 throughout the MI). With the obvious identity
eqs. 16,17 and 4 give
where the Luttinger theorem I L Aσ = 0 (eq. 19) has been used; or equivalently
(using eq. 16, and G(ω) = G R (ω) − iπD(ω) with G(ω = −∞) = 0). The first term in eq. 24 can be determined in terms of the interaction-renormalised levels * dσ associated with the two-self-energies, given (cf eq. 9) by *
or equivalently in terms of the 'full' renormalised levels *
(on recognising 1 4 t 2 * G(ω) as the effective hybridization function 'Γ(ω)' for the effective self-consistent impurity model, the˜ * dσ are effective levels renormalised by both interactions and the hybridization 17 ). Note that since G(ω) is determined self-consistently, G R (0), and hence the˜ * dσ , depend solely on the * dσ (we return to the matter in secs. IV C,IV D). Evaluating the first term in eq. 24 (using Σ I Aσ (0) = 0 for the gapped MI) gives
(where the arctan ∈ [0, π]). But for the MI, D(0) = 0 and n = 1, whence
The Mott insulator thus arises over any interval in which * dσ > 0 for one spin, σ (which we show below to be σ =↓) and˜ * d−σ < 0 for spin −σ. Importantly, and bearing in mind the discussion of sec. III, note that the mere existence of a range of˜ * dσ over which the MI can occur, is a direct consequence of the two-self-energy description that reflects the inherent degeneracy of the MI phase.
B. Local moment
We turn now to the local moment |μ|. Using again the identity eq. 23, eq. 18 gives
(where the Luttinger theorem eq. 19 is again used). Proceding analogously to the calculation above, this is readily shown to reduce to
(where the step functions arise from the first term in the previous equation). Eq. 28 is the the |μ|-analogue of eq. 27 for n. Now consider its implications.
Recall 
for all U > U c (η). The MI is thus characterised by a charge n = 1, and a local moment |μ| which reflects the local doubledegeneracy of the MI; but with |μ| < 1, reflecting the fact that the phase does not consist simply of free spins. An obvious question then arises: how does |μ| behave as the MT is approached from the MI side, U → U c (η)+? The answer is that it tends to a finite value, vanishing discontinuously on crossing into the Fermi liquid metal. The reason is physically obvious. The critical U c (η) for the MT is a 'U c2 ', such that for U < U c (η) the nondegenerate metal is the ground state. A Mott insulating solution nevertheless exists in an interval U c1 (η) < U < U c (η) (but with a higher energy than the metallic ground state), and is continuous across U = U c (η). Since the local moment |μ| for the insulating solution is non-vanishing, |μ| will thus remain finite as the MT is approached from the MI, U → U c (η)+.
There are two further consequences of the fact that the moment remains finite down to U = U c (η)+ (following, as in ref. 17 , because the underlying impurity model in the MI is that for a degenerate local moment phase): (a) The finite-temperature, zero-field local spin susceptibility in response to a field h applied locally to site i, χ i (T ; h = 0) = (∂m(T, h)/∂h) h=0 (with m(T, h) = n i↑ −n i↓ ), has the leading T → 0 behaviour
i.e. the expected Curie form, with a coefficient of precisely |μ| 2 . This behaviour thus likewise persists down to U = 
where χ i (T = 0; h = 0+) itself remains finite as U → U c + (again reflecting the finite |μ| throughout the MI).
The theory above is fully supported by NRG calculations. Fig. 2 shows NRG results for the local moment |μ| vs U/t * , at ph-symmetry η = 0. The moment indeed remains finite through the MI, right down to U c (η = 0)/t * 2.95. It is in fact close to the asymptotic behaviour eq. 29 throughout the MI; reflecting the fact that U c (η = 0)/t * appreciably exceeds unity, whence local moments are well-developed in the insulator. The U c1 (0)/t * 2.45, down to which an insulating solution exists, is also indicated. For this solution (which is not of course the ground state below U c (0)), we find that a non-zero moment |μ| in fact persists right down to U = U c1 (0). The same behaviour as fig. 2 is found for any η ∈ [0, 1) (where the MI phase exists); and since U c (η) for η > 0 exceeds U c (0) ( fig. 1 ), local moments in the MI are even more strongly developed than for η = 0, with the leading asymptotics for |μ| (eq. 29) accordingly followed increasingly closely throughout the MI.
NRG results (again for η = 0) are shown in fig. 3 for the T -dependence of the local magnetisation m(T, h) in the MI (U = 3.2t * > U c (0)), for a tiny fixed local field h/t * = 10 −5 ; with m(T, h) plotted as a function of T /h. These illustrate nicely the non-commuting order of limits, T → 0 and h → 0, that characterises the MI (local moment) phase. 17 For T → 0, followed by h → 0+, the local magnetisation reduces to the local moment |μ|, which is marked on fig. 3 (and is indistinguishable from Here we consider the renormalised levels * dσ and˜ * dσ , given by eqs. 25,26 in terms of the two-self-energies (and characteristic of the Mott insulator in analogy to the way that * d (eq. 9) is characteristic of the metal, sec. III). Note that under a ph-transformation c jσ ↔ (−1)
(with the η-dependence temporarily explicit), and in consequence the renormalised levels satisfy *
Given this, it is convenient to define * =
which are thus respectively odd and even in η. For use in sec. IV D, we also define
which in physical terms is related to the quasiparticle weight
σ ]; and from eq. 34 satisfies 
30
But as shown in sec. III (eq. 14), *
is thus pure imaginary (recovering D(0) = ρ 0 (0) using eq. 2, as in eq. 14), with
As for * d , the 'full' renormalized level˜ * ; and similarly (eq. 34), G R (0) = 0 for all U . An obvious question is: how do the renormalised levels * dσ and˜ * dσ in general behave as the MT is approached, U → U c (η)+? As for the local moment |μ| considered in sec. IV B, the answer is that they tend to finite values, and the basic reason is again that given in sec. IV B: on approaching U c (η) from the MI, the insulating solution itself is continuous across U c (η) ≡ U c2 (η), persists down to U = U c1 (η), and does not 'know' about the metallic solution at U c (η)−. Since the bounds on the˜ * dσ and * dσ established in eqs. 30,31 hold equally for the insulating solution down to U = U c1 (η), all renormalised levels are thus finite at the transition U = U c (η)+, for any η.
The results above, and those of sec. III, are likewise supported by NRG calculations; as illustrated in fig. 4 for fixed asymmetry η = 0.5 ( d = − (as in eq. 13). As seen clearly from the inset to fig. 4 , it indeed vanishes as U → U c (η)− (eq. 14), and does so with an exponent of unity, * d
(which behaviour is found to be generic). From eq. 12, 1−n ∼ 2ρ 0 (0) * d as * d → 0, whence 1−n likewise vanishes linearly as the transition is approached from the metal,
On the insulating side by contrast, the renormalised levels * d↑ and * d↓ indeed remain finite as U → U c (η)+, and vary near linearly with U/t * in the MI. (The˜ * dσ are close to their * dσ counterparts, and are omitted from fig. 4 for clarity.)
With the above in mind, we turn now to the conventional self-energy Σ(ω) in the MI, with Σ(ω) given by eq. 20 in terms of the two self-energies Σ Aσ (ω); our particular interest being the low-energy behaviour of Σ(ω). 
This result -which arises as a simple and direct consequence of the underlying two-self-energy description -is asymptotically exact deep in the insulating gap for U/t * 1. It will also be recognised (see e.g. sec. IV of ref. 17) as the exact self-energy for the t * = 0 atomic limit for any asymmetry η, which is physically natural. For our present purposes, a key feature of eq. 45 is that Σ(ω) contains a pole within the insulating gap, occurring at ω
We now consider such behaviour more generally throughout the MI, away from the strong coupling limit U/t * 1 and down to the MT occurring at U = U c (η).
We are interested in the low-ω behaviour of the conventional self-energy Σ(ω) in the MI; 'low' here meaning close to the Fermi level ω = 0 within the gap in D(ω) (where G(ω) and the Σ Aσ (ω) are pure real). The leading low-ω behaviour of Σ(ω) arises from the final term in eq. 20 (so we neglect the first term therein in the ff ). The numerator in eq. 20 is recognised (from eqs. 25,36) as being δ
2 as ω → 0, while the denominator can be expanded to linear order in ω, to give
and γ σ is defined in eq. 37.
Eq. 46 is general. We now consider it explicitly at, and close to, ph-symmetry η = 0. The behaviour of G R (0) is easily determined by iteration of eq. 39, with the result
(such that G R (0) = 0 for * = 0, as at ph-symmetry). Note that this holds to leading order in * =
0) (with σ = ± for ↑/↓-spins) then follow, and hence
1. Particle-hole symmetry
Consider first the case of ph-symmetry η = 0, where
. From eq. 46, Σ(ω) necessarily contains a pole at the Fermi level for all U > U c (0),
As with G R (0), the coefficient (∂G R (ω)/∂ω) ω=0 entering eq. 47 may be determined self-consistently as a function of δ * and γ σ (eq. 37), using the basic DMFT eqs. 16,17. The analysis is lengthy, but the final result is simple and for η = 0 gives
(with γ σ independent of σ for η = 0, see eq. 38). Note that Σ I (ω) ≡ Q p δ(ω), with pole-weight Q p = π(δ * ) 2 /|λ| given by
The existence of an ω = 0 pole in Σ(ω) is a key signature of the MI phase at ph-symmetry. 6 Now consider the poleweight Q p . Since γ σ = (∂Σ What can be said about (2δ * /t * ) throughout the MI? First, note that for all U > U c (η), δ * = 1 2 (˜ * d↓ −˜ * d↑ ) > 0 necessarily (from eq. 30). Now consider again U/t * 1, deep in the MI where Σ(ω) is given by eq. 45 above; viz
(which corresponds, cf eq. 49, to δ * = 1 2 U and λ = 1). But the fact that 2δ * /t * = U/t * 1 for U/t * 1 means that 2δ * /t * must exceed unity for all U > U c (0): if it crossed unity for some U > U c (0) then Q p = 0 at that point, i.e. the pole intrinsic to the MI would vanish. The pole could moreover vanish as U → U c (0)+ only if 2δ * /t * → 1 (i.e. * d↓ → 1 2 t * ) as U → U c (0)+. But there is no reason to expect such a 'special' value of * d↓ . We thus expect the ω = 0 pole in Σ(ω) to remain intact, with non-zero weight, right down to the transition at U c (0) -just as e.g. the local moment |μ| remains finite down to the Mott transition.
Away from particle-hole symmetry
Now consider the situation close to, but away from, ph-symmetry, with Σ(ω) at low-energies given by eq. 46. In this case 1 2 (˜ * d↓ +˜ * d↑ ) (which is odd in η from eq. 35), is non-vanishing, and given to leading order in * by eq. 48; while λ (eq. 47) is given by
(with λ and α both even in η). From eq. 46, Σ(ω) thus has a pole at a non-vanishing energy ω = * /α,
with pole-weight Q p = π(δ * ) 2 /|λ| given by
Q p ≡ Q p (η) is moreover even in η, so to leading order in asymmetry may be replaced by its ph-symmetric limit Q p (η = 0) given by eq. 50, which as argued in sec. IV D 1 remains finite down to the Mott transition. * by contrast is odd in η. For sufficiently small asymmetry at least, we are thus guaranteed a low-energy pole in Σ I (ω), which lies in the insulating gap at a non-zero energy away from the Fermi level, and persists down to the Mott transition at U = U c (η)+.
E. Luttinger theorem for IL
Luttinger's theorem I L = 0 holds in the Fermi liquid metallic phase (sec. III), with the usual Luttinger integral I L given in eq. 11 in terms of the self-energy Σ(ω). A Luttinger theorem I L Aσ = 0 also holds 17 in the MI (sec. IV), with I L Aσ now given in terms of the two-selfenergies Σ Aσ (ω) and their associated propagators (eq.
This is easily answered by repeating the analysis of the charge n as in sec. IV A, using eq. 6 for G(ω) expressed in terms of the usual single self-energy Σ(ω). The resultant equation for n (analogous to that just after eq. 23) is then
The first term here is simply − 1 π I L (eq. 11), the final term is again given by
and so vanishes in the MI; and the middle term follows simply, to give
Here,˜ * d is a renormalised level defined naturally in terms of the standard single self-energy by (cf eqs. 25,26) *
with˜ * d = 0 throughout the generic ph-asymmetric (η = 0) Mott insulator (as shown below). But since n = 1 throughout the MI, eq. 53 gives
Throughout the generic ph-asymmetric MI, the Luttinger integral thus has constant magnitude |I L | = π 2 independent of interaction strength. The sign change in eq. 55 for I L also expected, since under a ph-transformation it is easily shown that˜ *
The result |I L | = π 2 generalises to the non-Fermi liquid Mott insulator the familiar Luttinger theorem applicable to the Fermi liquid metal, I L = 0. Precisely the same result is also found for the local moment phases of a wide range of quantum impurity models per se, as elaborated in ref. 17 . And it likewise arises 17,31 trivially in the atomic (or 'Hubbard atom') limit, t * = 0; suggesting that it reflects perturbative continuity to that limit, in the same way that I L = 0 for the metallic Fermi liquid reflects adiabatic continuity to the non-interacting limit U = 0.
Since eq. 20 relates the single self-energy to the twoself-energies, the renormalised level˜ * d (eq. 54) is of course readily related to the˜ * dσ (eq. 26) defined in terms of the two-self-energies, on which we have focused in preceding sections. From eqs. 20,26,54 it follows directly that *
(where P denotes a principal value). At ph-symmetry η = 0, where˜ * d↑ +˜ * d↓ = 0, it follows that˜ * d = 0 throughout the MI. Hence from eq. 55 (or eq. 53a), I L = 0 precisely at ph-symmetry, so that in this limit I L = 0 throughout both the metallic and MI phases (as arises also in the atomic limit 17, 31 ). The ph-symmetric limit aside, however, eq. 56 yields * One can also determine the behaviour in the MI of the interaction-renormalised levels *
, given in terms of the single self-energy just as in the metallic phase (eq. 9); which again shows a difference between ph-symmetry η = 0 and the generic asymmetric case.
Using eq. 5b, one can repeat the arguments of sec. III to obtain an expression for the charge n, except that the conventional Luttinger integral I L is non-vanishing in the MI. The result is precisely eq. 10 again,
with eq. 55 for I L used in the second line. The free lattice density of states ρ 0 ( ) is given by eq. 2, and has band edges at = ±t * . Since n = 1 throughout the MI, it follows from eq. 58b that the DMFT self-consistency equation (eq. 6) using the full density matrix generalisation 32 of NRG.
33
Fig . 5 shows the NRG phase boundary for the critical line η c (U ), or equivalently U c (η) (= U c (−η)); determined by locating the points in the (U, η)-plane where n → 1 on approaching the transition from the metal (recall that n < 1 throughout the metal for all η > 0). n itself is calculated using eq. 4. For the ph-symmetric point η = 0, we find U c (0)/t * 2.95, in very good agreement with previous work. 
(and which is seen to be well satisfied in practice for η c (U ) 0.25 or so). This is also consistent with a previous estimate of the exponent using a diagrammatic Monte Carlo method. 
whereŨ = U/W (with W = 2t * the full width of the free density of states ρ 0 ( ), eq. 2), and φ is a single adjustable constant (with φ = 8 taken in fig. 5 ). Solution of eq. 60 gives η c as a function ofŨ forŨ ≥Ũ c (0); forŨ → ∞ in particular it is readily seen to yield η c (U ) ∼ 1 − 1/Ũ = 1 − W/U (in agreement with the argument of sec. II A that its asymptotic behaviour must be η c (U ) ∼ 1 − bW/U with b ≥ 1, although our NRG results are insufficient to conclude whether b = 1 or > 1). Eq. 60 is simply empirical. As seen from fig. 5 however, it gives a rather good description of the data over essentially the full range; albeit that for sufficiently small η c close to ph-symmetry, it is in fact ultimately linear (i.e. gives eq. 59 with ζ = 1 instead of 1 2 ). As the phase boundary is approached from the metallic phase, the charge n → 1 from below. On approaching it by increasing U towards U c (η) at fixed asymmetry η, we indeed find the expected asymptotic behaviour eq. 43; viz 1 − n ∼ g (U c − U ) with exponent unity, and with a constant g which vanishes as η → 0 (obviously so, since n = 1 for all U at ph-symmetry η = 0).
Likewise, on approaching the phase boundary by decreasing η towards η c (U ) for fixed interaction U ≥ U c (0), we find the leading asymptotic behaviour 1 − n ∼ a (η − η c ) with an exponent of unity. The coefficient a here is of course a = −(∂n/∂η) η=ηc+ , and hence (from eq. 3 for η), a = 34 In otherwords,
with χ c (η = η c +) the charge susceptibility of the metal at the transition. Since this coefficient is finite for generic U > U c (0) (i.e. generic ph-asymmetry η > 0) -and since χ c = 0 throughout the incompressible Mott insulatorthe charge susceptibility is thus in general discontinuous across the Mott transition. The sole exception is for U = U c (0), where the transition occurs at the phsymmetric point η c = 0; for which we find the coefficient a = U 2 χ c (η = η c +) = 0, i.e. a vanishing susceptibility at the transition. These results are in agreement with those from a diagrammatic Monte Carlo study. 12 As shown further in Appendix A, our data are also consistent with the scaling form
where Φ(y) vanishes for y = 1, but has a non-zero first derivative, and tends to a constant as y → ∞. Eq. 62 generates precisely eq. 61, with a χ c (η = η c +) ∝ η c (U ) which is thus in general non-zero at the transition, vanishing only at the ph-symmetric point.
A. Single-particle dynamics and scaling
A representative example of single-particle dynamics is given in fig. 6 . For fixed asymmetry η = 1 + 2 d /U = 0.5, the spectrum D(ω) is shown for the metallic phase, on increasing U progressively towards the transition (U c (η)/t * 4. The width of the resonance is of course characterised by a low-energy Kondo scale ω K (proportional to the quasiparticle weight Z = [1 − (∂Σ R (ω)/∂ω) ω=0 ] −1 ); which we define in practice as the right half-width (i.e. ω > 0) at half-maximum of D(ω). As the transition is approached from the metallic phase, ω K ≡ ω K (U, η) vanishes, and we find it does so with exponent unity regardless of the direction of approach; i.e.
close enough to any point (U c , η c ) on the phase boundary (including the ph-symmetric point where η c = 0). Since ω K vanishes on approaching the transition, one expects universal scaling of the spectrum in terms of ω/ω K ; although the existence of a vanishing low-energy scale is not by itself sufficient to guarantee spectral scaling as an entire function of ω/ω K . We find that such universal scaling takes place only when the transition is approached by varying U for fixed asymmetry η. That this indeed arises is seen clearly in fig. 7 (for fixed η = 0.5), where π 2 t * D(ω) (= D(ω)/ρ 0 (0)) is shown versus ω/ω K for the same interaction strengths used in fig. 6 . Clear spectral scaling is seen to arise, and occurs to increasingly larger values of |ω|/ω K ( 1) as the transition is progressively approached and ω K vanishes. We find this behaviour to be generic: the universal scaling spectra the generic ph-asymmetric model (sec. III). This is further evident from the inset to fig. 7 , where the scaling spectrum at low-energies is seen to have the purely quadratic behaviour D(ω) − D(0) ∝ −(ω/ω K )
2 that is characteristic of ph-symmetry.
If by contrast the transition is approached at fixed U by decreasing η, then universal spectral scaling as a function of ω/ω K (or equivalently ω/Z) does not occur, except on the lowest scales |ω|/ω K 1 where it is of course guaranteed by Fermi liquid theory. This is why full universal scaling in terms of ω/Z was not seen in ref. 14, where the transition was approached in this way.
Finally, in regard to approaching the transition by decreasing η at fixed U > U c (0), one further point bears note. While it is physically natural to consider the dependence of physical properties on the doping δ := 1 − n (which may be controlled in experiment), this dependence can become rather complicated for low-doping near U = U c (0), due to the vanishing of the charge susceptibility at the ph-symmetric point. We illustrate the point with reference to the quasiparticle weight Z, in order to understand the results of ref. 14 for the doping dependence of Z/δ. Sufficiently close to the transition,
where (as in eq. 61) a = U 2 χ c (η = η c +) with χ c the charge susceptibility. At U = U c (0) precisely, a = 0 as discussed above, and thus δ ∝ (η − η c ) 2 (where η c = 0 at this ph-symmetric point). But as in eq. 63, the quasiparticle weight Z ∝ (η − η c ), whence Z ∝ δ 1/2 . The quantity Z/δ thus diverges as δ → 0 for U = U c (0).
For any U > U c (0) by contrast, the charge susceptibility at the transition is finite (i.e. a > 0), so δ ∝ (η − η c ). Since Z vanishes linearly in (η − η c ), it likewise vanishes linearly with doping δ, as indeed observed for large enough U in ref. 14 ( fig. 1(c) ). Notice however from eq. 64 that this behaviour sets in only when δ a 2 /4b. Close to U = U c (0) the charge susceptibility (and hence a) is very small, so the behaviour Z ∝ δ may occur only over an extremely narrow range of doping δ. This is indeed as found in fig. 1(c) of ref. 14 for U/t * = 3 -just slightly larger than U c (0) -where this linear behaviour is not seen at all: instead, Z/δ appears to diverge, because of the dominance of the quadratic term in eq. 64.
Appendix A: Scaling function Φ Our NRG results for 1 − n on approaching the transition from the metal exhibit the scaling behaviour eq. 62, 12, 35 as stated in sec. V. We demonstrate this in the following way. For a given U > U c (0) the charge is calculated as a function of η, close to the phase boundary η c (U ). From this, one obtains the quantity (1−n)/(Ũ η) 2 as a function of η/η c (U ). According to eq. 62, these data should scale onto a universal curve Φ(η/η c (U )), independently of U . This is indeed the case, as shown in fig. 8 . The data collapse occurs over a wider range of η/η c (U ) as U decreases toward U c (0), where η c (U ) vanishes. The function Φ(y) is seen to have the properties discussed in the text after eq. 62, and as seen in fig. 8 is in fact well described by the empirical form
with constants p = 0.13 and q = 1.3.
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