Abstract--The present paper deals with the asymptotic behavior of the solution of the perturbed stochastic hereditary differential equation of the Ito type, by comparing it in the (2m) th moment sense with the solution of the appropriate unperturbed equation, on finite intervals or on intervals whose length tends to infinity. The problems are considered by using the concept of a random integral contractor, which includes the Lipschitz condition as a special case. (~)
INTRODUCTION
Let us remember that hereditary phenomena mathematically describe various problems in continuum mechanics of materials with memories, as a version of the theory of "fading memory" spaces. Mathematical models, for example, in studies of the theory of viscoelactisity are represented by hereditary functional differential equations (for more details, see [1] [2] [3] , for example). Remember also that there are large numbers of real phenomena depending on random perturbations, which are mathematically modelled and described by stochastic differential equations of the Ito type. Mizel and Trutzer [4] , in particular, and after that Marcus and Mizel [5] incorporated the effect of Gaussian white noise on hereditary phenomena, as a random perturbation of the deterministic case, such that mathematical models were reproduced by stochastic hereditary differential equations. In both of these papers, among other things, the existence and uniqueness problems under appropriate Lipschitz and linear growth conditions are established. Particularly in [5] , a random perturbation of the memory is mathematically modelled by an infinite-dimensional stochastic differential equation on the history space driven by a modified Brownian sheet and the generator of the corresponding Markov process is analysed. Likewise, the authors described applications of their theoretical results to some problems from continuum mechanics by studying asymptotic stability in probability of solutions of the perturbed equations.
In the present paper, we consider the problems of perturbations for the stochastic hereditary differential equation, without the assumption about the Lipschitz condition for the coefficient of Supported by Grant No. 04M03 of MNTRS through Math. Institute SANU.
0898-1221/01/$ -see front matter (~) 2001 Elsevier Science Ltd. All rights reserved. Typeset by ~4~t~TEX PII: S0898-1221 (01)00205-X the studied equation, which is essentially different from the one from [5] . Proceeding from the basic paper [4] and from the ideas of [6] treating a stochastic differential equation of the Ito type with special "small" perturbations, we consider the stochastic hereditary differential equation with perturbations of a more general type, depending on a small real parameter, by comparing its solution in the (2m) th moment sense with the solution of the corresponding unperturbed equation. Note that the similar problem is studied in [7] , in the case when the coefficients of this equation are Lipschitzian. Here we investigate the case in which these coefficients have a bounded random integral contractor of the Altman's [8] and Kuo's [9] type. It was shown in [10] that the Lipschitz condition implies the existence of a class of bounded random integral contractors. On the other hand, the functions could have a bounded random integral contractor, although the Lipschitz condition did not have to be satisfied. The paper is organized as follows. In this section, we briefly give some notations and known results from [4, 10] , needed in our forthcoming investigation. In the next section, we formulate the problem of perturbations for the stochastic hereditary differential equation and we give some auxiliary results. This section contains a global estimation for the (2m) th moment closeness of the solutions of the perturbed and unperturbed equation on finite fixed-time intervals, which is important for the statements in our main result--the conditions ensuring the closeness in (2m) th mean on intervals whose length tends to infinity.
Let R n be the real n-dimensional Euclidean space and L~, 1 _< p < co, be the usual space of classes of measurable functions, i.e., L~ = { ~ I ~o : R + --* R'*, fo I~°(s)lVP(s) ds < co}. Here p : R + --* R + is an influence function with relaxation property, satisfying the following conditions: p is summable on R +, for every a > 0, one has The measurable function x : (-co, T] --, R '~, T = const e R, is X-admissible provided that for each t e (-co, T], the function x t, called its history up to t and defined by z (s) = x(t -s), s e R +, is a member of X. From the definition of the norm on the space X, for every x E X and 0 < to <_ t < T, it follows that [ where l >_ 1, p = l/p, and k~ = 3 V-1 V 1. Furthermore, for the sake of simplicity, we restrict ourselves to the one-dimensional case. The extension to the multidimensional case is completely analogous, by applying the corresponding norms on Euclidean spaces and matrices. However, we suppose that all stochastic processes and random variables considered here are defined on a given complete probability space (~, 9 r, P).
Let w --(wt, t > 0) be a one-dimensional standard Brownian process, based on a probability space (f~, ~', P) and adapted to the usual family (Jrt, t > 0) of nondecreasing sub-a-algebras of ~'.
For to _> 0, let Xto be the space of measurable random processes x(t), t < to, such that x t° E X for a.e. w and such that for every t, x(t) is independent of {wu -Wto : u > to}. By the structure of the space X, it follows that x t E X for all t _< to a. 
dx(t) =a(t, xt) dt +b(t,x t) dw(t), t e
is studied in detail in [4] . Here w is a one-dimensional standard Brownian process defined as above. The initial value ~0 E X, independent on w, is assumed to belong to X0, and the Borel measurable functionals a and b are defined in [0, T] x X with values in R.
s., x ° = ~o and equation (2) holds for each t • [0,T].
Of course, from the X-admissibility of the solution x of equation (2)
, it follows that x t = (x(t), xtr) for all t • [0, T], where

= { x(t-s), 0 <s < t, = { 0 < t < T, t), s > t, t _< 0.
In [4], sufficient conditions for the existence and uniqueness of the solution of equation (2) are given. Let the functionals a, b in equation (2) be R x X Borel measurable, globally Lipschitzian, and satisfy the usual growth condition on the last argument, i.e., let there exist a constant L > 0 such that Following the basic ideas of Altman [8, 9] , the concept of a bounded random integral contractor, essentially different from the previously cited conditions (3), was introduced in [10] 
[a (t,x t + ((Ax)y) t) -a (t,x t) -F (t,x t) y(t)[ < gHYllt,
Ib (t,x t + ((Ax)y) t) -b (t,x t) -~ (t,x t) y(t)] <_
A bounded random integral contractor is said to be regular if the linear operator equation
has a solution y in X for any x and z in X.
A functional h : [0, T] x X -~ R is said to be stochastically closed if for any x and xn in X, such that xn ~ x and h(.,x'~) --~y in L2([0,T] × f~), we have y(t) = h(t,x t) for every t e [0,T] almost surely.
If the functionals a, b, satisfy the Lipschitz condition (3), they are stochastically closed and have a trivial bounded random integral contractor for F = • = 0. As we saw above, it was also shown in [10] that the Lipschitz condition implies that there exists a class of bounded random integral contractors in which F is an arbitrary mapping defined as in (4) and ¢ = 0. Moreover, it was shown that equation (2) could have a regular bounded random integral contractor, although the Lipschitz condition did not have to be satisfied. This fact gives us a motivation to study equation (2) by using the concept of a random integral contractor instead of conditions (3). In order to establish our problem, we cite the results of [10] , adapted to equation (2) 
Here e is a small parameter from the interval (0, 1). Inspired by the basic paper [6] and also by [7] , the terms c~ and ~ are called the perturbations of the coefficients a and b, respectively. Equation (8) is called the perturbed equation, while the name the unperturbed equation is given for equation (9) . If we suppose that the perturbations are small for small e and that ~o~ is close to ~0 then we could expect that the solutions xe and x are also close in some sense. First, let us prove the following assertion, which is of independent interest with respect to the previously mentioned problem and which is closely connected with Theorem 1. PROPOSITION 1. Let the functionals a and b be stochastically closed and have a regular bounded random integral contractor (6) . Also let the initial value ~o E X be nonrandom and satisfy ii~0]lx < ~, fT la(t,~0)ldt < oo, fT [b(t,~o) Since the bounded random integral contractor (6) is regular, the equation 
Moreover, yt is a.s. continuous because x t is a.s. continuous.
If we denote an indicator IN(t) = I{Hy[]t<g}, then IN(t) = IN(t)" IN(S) for 0 < s < t < T. If
we substitute the right side in (12) with (9), we obtain f0 8
IN(s)y(s) = --IN(S) IN(U) [a (u, x u) + F (u, x u) y(u)] du -IN(s) IN(u) [b (~, ~) + ¢ (~, x") y(~)] aw(,~),
s • [0, T].
From ill), we have that a(s, x u + ((Ax)y) u) = a(u, ~o) a.s., b(u, x ~ + ((Ax)y) u) = b(u, ~o) a.s.,
such that by applying the elementary inequality (~-~k=l ai) r < k r-1 k ~-~i=x ai, where r is an integer, for k = 4, r = 2m, we have E sup 
O<s<t
IIN(S)y(s)[ 2m _~4 2m-1 |[E 0<s<tsup (IN(S)foSIg(u)[a(s, xU + ((Ax)y) u)
-
-b (u, x u) -+ (u, x u) y(u)] dw(u))
Iz
,1=]
O_<s_<t
To estimate these integrals, we shall apply (5), the Schwarz inequality, and the Burkholder, By applying the usual Gronwall-Bellman inequality, we get
EIN(t)llYll2t '~ < ~ (i + bilL) 0(T)e ~(I+IlpllL'D~(T)t < oo, t E [0,T].
By applying the Fatou lemma now, it follows that
Ellyll2t m < c¢,
(i4)'
Finally, starting from the relation (12), we can estimate the (2m) th moment of the solution x for equation (9) . Remember, first, that the measurable mappings F and @ are bounded in the sense that there exist positive constants A and #, such that
By using the preceding estimation (14) 
if f[ Ela(t,~°)12mdt < c¢, f[ EIb(t,~°)12mdt < oo.
Furthermore, we shall assume that there exist the unique a.s. continuous solutions xe and x of equations (8) and (9), satisfying Esup0<s<t Ix~(s)l 2~ < ¢x~ and EsuP0<s<t Ix(s)l 2m < co for t E [0,T], without special emphasis on the conditions for the existence and uniqueness of these solutions. We shall emphasize only the conditions immediately used in our research. In order to obtain the main results of the present paper, we shall first globally estimate the closeness in the (2m)--the moment sense between the solutions xe and x, under some general conditions. Note that these conditions are inspired by [6] and [7] , but the procedure applied here is essentially different from the ones in these papers. (8) 
THEOREM 2. Let x~(t) and x(t) be the solutions of equations
,(t)= (AT kv/~ v) (~0(~)-t-A It 2m-1 fot'~rn(s,~)ds-l-C2mt rn-1 fot'2rn(s,c) ds],
• 2m C tm~ rl(t) = 3 2~-~ (1 + ,~2mt2m + ~ 2,~ ), and A, C2rn, )% ]Z are generic constants, not depending on e and T. Then
0<s<t PROOF. Since z s s s • X for s = x e-x • [0, T], and since a bounded random integral contractor (6) is regular, then the equation 
y~ ; (z~)~ -~.
(2m) th moment for x~(t) -x(t). imply
From these relations, we shall estimate the Equations (8) and (9) together with (21) From that, we have
Since from (20), it follows that x~ = ((Ax)y) ~' + x u, we can apply inequality (5) on the second and third term. Then, by using the Schwarz ihequality, the earlier cited Burkholder, Davis and Gundy inequality (13) and the suppositions (16) and (17), we finally obtain, for every t • [0, T],
[ i'
E sup ly(s)l 2m < 52"-1 50(e) + t 2m-1
5~m(u,e) du
O<s<t
A_C2mtm_l fot 2rn(u,~) du q_ K2m (t2m_l q_ c2mtm_l) fot EllYll2rn du] "
Since from the second relation in (21), we have lly°llr = lifo ° -%o°llr <_ Iko °-~o°Hx, by applying the property (1) for the norm I1" IIx and taking v = 2re~p, we obtain EilYll~ "
Thus, by using (16) and (22), the last inequality becomes EHYlI~" < 5(t) + AK 2m (t 2m-1 + c2mt m-l)
where A = 52m-llcv(1 + IIplIL) and In connection with the previous discussion, we could claim that 50(.), 51('), 52(') from (16) and (17) ¢(6) = max {5o(6), 5-1(6) 2rn, ~-2(E)2m} .
Then from (18) and (19), we find
where P4(') is a polynomial of the degree 4. Since T is finite and 0 (6) 
I
Remember that the basic supposition in all the preceding studies is that the solutions x,(t) and x(t) are defined on a finite fixed time-interval [0, T]. But, if T = oc, then the previous assertions are generally not valid. The following theorem, which is the main result of the present paper and which is obviously closely connected with Theorem 3 treats the construction of finite intervals which depend on 6 and whose length goes to infinity as 6 goes to zero, such that the solutions xe(t) and x(t) are close in the (2m) th moment sense on these intervals. 
PROOF. Let us denote T --T(6) and effectively determine T(6) such that (28) is valid. Relation (27) implies E sup [xe(s) -x(s)l 2m _< 0(6) P4 (Tin(6)) eAK2m(T2~(~)+c2~T"(e)).
Obviously, we shall claim that the right side of this inequality tends to zero as 6 tends to zero. Since ¢(6) --* 0 as 6 --* 0, then there exists e0 < 1 such that (I)(6) < 1 for 6 6 (0, e0). Now, we can put AK 2m (T2m(e) + c2mTm(6) ) = -r In (I)(e),
for any number r 6 (0, 1) and for 6 < 60. From that, it is easy to obtain T(6) in the form (28). 
1
Note that the initial condition ~0 and the perturbations a(.) and/3(.) in equation (8) could depend on different small parameters Co, el, and e2, respectively, which implies that the functions 60(.), 61(.), and 62(.) also depend on them. If we suppose that these functions are nondecreasing with respect to the small parameters, then putting e = max{co,el,e2}, all the assertions in this section are valid. Also note that the results of this paper could be applied to establish the asymptotic stability in the (2m) th mean of the perturbed equation, by studying the asymptotic stability in the same sense of the corresponding, simpler unperturbed equation.
