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Resume 
Le developpement de techniques de focalisation et d'imagerie a haute resolution pour les sources 
acoustiques et vibratoires a basse frequence est l'un des enjeux de la recherche actuelle en acoustique, 
notamment pour exciter localement et analyser des structures vibroacoustiques complexes tout en conser-
vant des proprietes de haute resolution. Ces proprietes sont necessaires lorsque la taille des objets etudies 
est plus petite que la longueur d'onde mise en jeu. Nous desirons une methode flexible, rapide, precise, 
non invasive, et unifiee d'excitation et d'analyse. Celle-ci doit etre applicable tant dans le domaine des 
vibrations dans les structures que dans le domaine des ondes acoustiques tridimensionnelles. Pour cela, 
nous nous basons sur la technique du puits a retournement temporel, qui n'a, a ce jour, ete mise en ceuvre 
que pour la focalisation d'ondes de Lamb dans une cavite ergodique ou avec des ondes eUectromagnetiques. 
Aucune technique d'imagerie n'a, avant cette these, ete derivee du puits a retournement temporel. 
La methode du puits a retournement temporel est adaptee pour la focalisation a basse frequence. 
Elle permet d'exciter localement une structure avec une grande intensite, et possede des capacites de 
super-resolution. Malgre tout, nous demontrons que cette methode est difficilement applicable en situa-
tion pratique, puisqu'elle fait perdre le caractere non invasif necessaire a la plupart des applications. En 
revanche, nous presentons dans ce manuscrit une technique nouvelle d'imagerie de sources vibratoires et 
acoustiques, basee sur le puits a retournement temporel. Cette technique non invasive d'imagerie, utili-
sant des dispositifs de mesure similaires aux techniques de formations de voies ou d'holographie en champ 
proche, permet d'obtenir une image des sources vibratoires ou acoustiques a tres haute resolution de ma-
niere rapide. L'approche de cette nouvelle methode d'imagerie est decrite. Des applications a l'imagerie 
de sources d'impact sur une plaque encastree, ainsi qu'a l'imagerie de sources acoustiques en champ libre 
et en milieu sous-marin profond sont proposees. Une application a l'imagerie de sources acoustiques a 
basse frequence sur une guitare est developpee. Ces resultats representent les premieres applications de 
l'imagerie par puits a retournement temporel numerique. Les limites, la theorie, et la mise en ceuvre de 
cette technique d'imagerie a haute resolution sont etudiees et detaillees. II est demontre que cet outil 
possede des performances et des limites similaires a l'holographie en champ proche, tout en depassant les 
capacites a basse frequence des techniques classiques de localisation limitees en resolution couramment 
utilisees, comme le beamforming ou le retournement temporel. 
Mots-cles : retournement temporel, puits, focalisation, imagerie, haute-resolution, localisation, sources, 
acoustiques, vibratoires, Kirchhoff-Love, differences flnies 
Abstract 
Developing new high resolution focusing and imaging techniques for audible vibrational and acoustic 
sources is an important problem to solve in acoustics. Methods of this kind are notably useful to locally 
excite and analyse complex vibroacoustic structures with high resolution capabilities, which is particularly 
important when the size of the studied objects is smaller than the wavelength. The desired technique 
should be fast, accurate, flexible, and non-invasive. This technique must be used to study both vibrational 
and acoustic sources. This work shows the development of such a technique, based on the time reversal 
sink, which has been sofar only implemented for ultrasonic and electromagnetic waves focusing (not for 
imaging). 
The time reversal sink method is extended to hyper-resolution focusing for low frequency acoustic 
sources. This method provides a way to excite locally a structure with high intensity and high resolution 
capabilities, even at low frequency. However, we show that this method is difficult to implement in real 
world cases becauses it is an invasive focusing technique. Nevertheless, we present in this manuscript a 
new imaging technique of vibrational and acoustic sources, based on the time reversal sink. This is a 
new non-invasive technique, with high resolution capabilities. This technique uses the same array mea-
surement techniques than beamforming and near-field acoustic holography, and provides an elegant and 
powerful way to obtain high resolution images of vibrational and acoustic sources at low frequency. This 
new method is extensively described and analysed, and applied to impact sources on a clamped plate, 
acoustic sources in a free field configuration and underwater acoustic sources in a deep water channel. 
This method has also been applied to the imaging of acoustic sources on a classical guitar. The results 
presented show high resolution, fast and reliable capabilities of this new powerfull imaging technique, 
that shows similar capabilities than those of nearfield acoustic holography and better results than those 
of beamforming and time reversal backpropagation at low frequency. 
Keywords : time-reversal, sink, focusing, imaging, high-resolution, localization, sources, acoustic, 
flexural, Kirchhoff-Love, finite differences 
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Cette these de doctorat s'inscrit dans le cadre d'une collaboration entre le Groupe d'Acous-
tique de l'Universite de Sherbrooke (GAUS) et l'equipe Lutheries, Acoustique, et Musique (LAM) 
de l'Institut Jean le Rond d'Alembert (IJLRA) de l'Universite Pierre et Marie Curie et fait l'ob-
jet d'une convention de cotutelle de these de doctorat entre ces deux universites. Elle fait suite 
aux travaux diriges par Charles Besnainou au LAM sur l'etude de la directionnalite des sources 
a basse frequence sur les instruments de musique et d'applications du retournement temporel a 
l'etude d'instruments de musique lors des stages de DEA de Samuel Menard [1], Pierre Leveau [2], 
et de moi-meme [3]. En particulier, la problematique posee par Charles Besnainou est de detec-
ter et de caracteriser les sources acoustiques a basse frequence sur les instruments de musique. 
Cette problematique, indispensable pour la comprehension du fonctionnement des instruments 
de musique et de la caracterisation de la perception, necessite de developper des techniques 
devaluation a haute resolution. Par ailleurs, les travaux realises au GAUS representent une ex-
tension des travaux inities par Dany Francceur sous la direction d'Alain Berry pour l'utilisation 
des miroirs a retournement temporel dans les structures vibrantes dispersives [4]. 
L'objectif de ce projet est de mettre au point une technique unifiee d'excitation localisee 
de structures vibroacoustiques, ainsi que d'imagerie a haute resolution et d'analyse de sources 
acoustiques et vibratoires dans le domaine audible. Cette technique est basee sur un seul et 
meme principe physique : l'invariance par retournement temporel de Tarnation de propagation 
adiabatique des ondes acoustiques et des ondes de flexion en milieu homogene ou inhomogene. 
Le but de ce travail est d'elaborer une methode et un dispositif flexibles, permettant d'obtenir un 
outil de mesure, d'excitation, et d'analyse extremement precis et non-invasif. Une fois cet outil 
developpe dans les domaines de l'acoustique aerienne (travaux realises au LAM, Paris) et de la 
vibration dans les plaques minces (travaux realises au GAUS), l'objectif final est de demontrer 
la flexibilite et les capacites de cet outil, afin de permettre aux scientifiques, industriels, et lu-
thiers de l'utiliser pour analyser les sources vibratoires et acoustiques en situation complexe. La 
flexibilite de cette methode permettra d'ouvrir un vaste champ d'applications dans le domaine 
1 
de l'excitation de structures issues du monde industriel, mais egalement, domaine actuellement 
en plein essor, la localisation et l'analyse de sources acoustiques et vibratoires a basse frequence, 
en milieu complexe. 
Les techniques de miroir a retournement temporel, mises au point des les annees 80 par Ma-
thias FINK et son equipe de recherche au Laboratoire Ondes et Acoustique [5] [6] (LOA, Ecole 
Superieure de Physique et Chimie Industrielles, Paris) ont connu un succes important dans le 
domaine de l'acoustique ultrasonore, notamment grace aux travaux de ses inventeurs. Ces tech-
niques ont deja ete eprouvees dans les domaines de la therapie et de l'imagerie medicale, de la 
geophysique, ou de l'acoustique sous-marine. Ces travaux existants apportent une base de travail 
solide. A ce jour, en revanche, peu d'applications des miroirs a retournement temporel ont ete 
developpees dans le domaine des ondes sonores et vibratoires a basse frequence [7] [8] [9]. Les 
techniques de retournement temporel ont essentiellement ete appliquees a la refocalisation sur 
des cibles, et des methodes d'imagerie ont ete derivees du retournement temporel, notamment 
pour la detection de defauts [10] [11]. Par ailleurs, ce travail est base sur l'utilisation du puits 
a retournement temporel, dans des domaines nouveaux d'applications, tels que le domaine de 
l'acoustique audible et des vibrations a basse frequence. Cet outil n'a par ailleurs jamais ete 
utilise pour realiser de l'imagerie acoustique et vibratoire a haute resolution. Une grande partie 
de ce travail de recherche consiste en l'adaptation du concept de focalisation par puits acoustique 
a retournement temporel au domaine de l'imagerie a haute resolution. 
L'acousticien moderne se tourne de plus en plus vers le developpement d'outils de mesure 
et d'excitation a haute resolution dans le domaine des frequences audibles. De par la diversite 
d'applications pratiques potentielles au developpement d'une telle technique de mesure et d'ex-
citation unifiee (acoustique industrielle, acoustique sous marine, acoustique musicale, etc ...), 
cet outil se doit d'etre non-invasif, flexible, et adaptatif au milieu environnant les sources. Les 
methodes de retournement temporel dans le domaine audible que nous nous proposons de deve-
lopper dans le cadre de ce projet apparaissent etre une solution adequate. 
Le probleme souleve par l'utilisation des miroirs a retournement temporel dans le domaine 
audible est le rapport entre la taille de l'objet rayonnant et la longueur d'onde de la vibration1. 
En effet, la principale difference entre l'acoustique ultrasonore et le domaine audible reside dans 
le rapport entre les tailles d'objets concernes et les longueurs d'ondes qui sont du meme ordre 
a titre d'exemple, a, 500 Hz, la longueur d'onde dans l'air est de 70 cm environ, et de 25 cm environ pour des 
ondes de flexion dans une plaque d'aluminium d'epaisseur de 3 mm 
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de grandeur2, plagant ainsi l'acousticien en champ proche (zone de Fresnel) plutot qu'en champ 
lointain (zone de Fraunhoffer). L'enjeu principal de ce travail de recherche consiste a se tourner 
vers des ameliorations et des adaptations des techniques actuelles. Un developpement de methode 
a super-resolution (i.e. sous la longueur d'onde) est indispensable a l'utilisation d'un tel outil 
dans le domaine audible. 
Organisation du manuscrit 
Le present manuscrit s'organise en 4 chapitres qui detaillent les resultats obtenus au cours 
de cette these de doctorat. 
Le premier chapitre consiste en un rappel des techniques et applications du retournement 
temporel, tant en ce qui concerne la focalisation que l'imagerie. Ce chapitre permettra d'intro-
duire le formalisme mathematique et physique utilise dans la suite du manuscrit. Par ailleurs, ce 
chapitre presentera egalement de maniere non exhaustive d'autres techniques de focalisation et 
d'imagerie acoustique et vibratoires concurrentes, telles que les techniques de formation de voies 
(« beamforming ») ou l'holographie acoustique. La notion de puits a retournement temporel, 
base de tous les resultats presented dans le present manuscrit, sera detainee. Cet etat de l'art 
permet de mettre en evidence les avancees par rapport aux travaux existants. 
La suite du document s'articule de maniere simple, autour des trois articles soumis en tant 
que premier auteur aux revues Acta Acustica United with Acustica et Journal of Sound and 
Vibration. Ce type de manuscrit correspond au modele de « these par articles ». Compte tenu de 
ce mode de redaction, certains elements du formalisme enonces lors du chapitre d'etat de l'art se 
retrouvent dans les paragraphes d'introduction des trois articles dans les chapitres suivants. Par 
souci de commodite, une traduction en langue frangaise de chacun des trois articles est disponible 
en Annexe du present manuscrit. 
Le second chapitre traite des resultats obtenus et publies sur la focalisation acoustique a 
haute resolution dans le domaine audible par techniques de puits acoustique a retournement 
temporel. Ces resultats sont completes d'une analyse sur la resolution, les defauts et avantages, 
ainsi que sur l'originalite de cette technique de focalisation. 
2I1 est a noter que cette situation est egalement rencontree dans le domaine ultrasonore 
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Les troisieme et quatrieme chapitres traitent d'un outil nouveau : le puits numerique a re-
tournement temporel. A partir des constatations tiroes des resultats experimentaux precedents, 
cet outil d'imagerie acoustique et vibratoire a haute resolution a ete mis en ceuvre en milieu 
dispersif bidimensionnel (Chapitre 3) et en milieu tridimensionnel en champ libre (Chapitre 4). 
Les resultats publies dans les deux articles scientifiques correspondants sont detailles. Ces etudes 
presentent des resultats numeriques et experimentaux, tant dans le domaine de la vibration des 
plaques minces, que de l'acoustique aerienne en milieu ouvert, mais aussi dans le domaine de 
l'acoustique sous-marine. Les methodes experimentales et numeriques sont detaillees, et la ro-
bustesse de ces techniques d'imagerie a haute resolution sont etudiees dans le cadre de ces deux 
chapitres. 
Des conclusions generates sur les capacites, la qualite des resultats, et les ameliorations a 
apporter a ces techniques de focalisation et d'imagerie a haute resolution par puits a retourne-
ment temporel dans le domaine audible sont alors tirees de 1'ensemble des resultats et analyses 
developpes dans le reste du document. 
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CHAPITRE 1 
RETOURNEMENT TEMPOREL, FORMATIONS DE VOIES, 
ET HOLOGRAPHIE ACOUSTIQUE 
1.1 Introduction 
Les methodes non invasives de focalisation et d'imagerie acoustique ou vibratoires repre-
sentent un vaste domaine de recherche. De nombreuses techniques ont fait leur apparition des 
le milieu du 20e siecle, telles que les reseaux de phase (« phased array »), le filtrage adapte 
(« matched field processing »), les techniques de retournement temporel, ou encore l'holographie 
acoustique et les techniques de formation de voies (« beamforming »). Parmi cette enumeration 
non exhaustive des techniques existantes, nous nous attacherons a presenter en detail les tech-
niques de retournement temporel, sur lesquelles sont fondees l'outil de base de ce travail. Par 
ailleurs, nous presenterons brievement en fin de chapitre les techniques de formation de voies et 
d'holographie acoustique. En effet, ces techniques representent aujourd'hui une grande partie des 
recherches academiques et industrielles sur la focalisation et l'imagerie de sources acoustiques et 
vibratoires. Les limites ainsi que les domaines d'applications de chacune de ces trois techniques 
sont presentes dans le cadre de cet etat de l'art. En particulier, l'attention sera portee sur les 
applications au domaine audible ainsi que sur les limites de resolution de ces techniques. L'etat 
de l'art du retournement temporel permettra d'introduire le formalisme utilise dans la suite du 
manuscrit. 
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1.2 Bases du retournement temporel 
Le retournement temporel, aujourd'hui utilise dans de nombreux domaines, est l'une des 
premieres methodes auto-focalisantes. Les proprietes d'invariance par renversement temporel 
de l'equation de propagation des ondes [5] permettent de focaliser emcacement de l'energie 
acoustique en s'adaptant au milieu de propagation. En effet, le retournement temporel, qui peut 
etre vu comme une technique de nitre adapte spatio-temporel, permet de compenser les retards 
de phases entre plusieurs voies de mesures en tirant parti de l'invariance par retournement 
temporel des ondes acoustiques. Si ip(!*, t) est solution de l'equation des ondes, alors ij){ r , —t) 
Test egalement, et a un sens physique. L'invariance par retournement temporel de l'equation 
des ondes repose sur une hypothese forte d'adiabacite de la propagation des ondes. En d'autres 
termes, le milieu de propagation doit etre non dissipatif. Dans ce cas (et seulement dans ce 
cas), le retournement temporel est equivalent a un filtre spatio-temporel inverse exact de la 
propagation et permet une focalisation a travers le milieu aberrateur identique a la focalisation 
que l'on obtiendrait dans un milieu homogene non dissipatif. Dans le cas d'un milieu dissipatif, 
la technique de retournement temporel n'est en general pas mise en echec, mais la qualite de 
reconstruction temporelle est spatiale est legerement perturbee par la dissipation dans le milieu 
[12]. 
La richesse de ces techniques reside dans leur vaste champ d'application. Une description 
non exhaustive de ces applications est disponible en fin de chapitre. A ce jour, en revanche, peu 
d'applications des miroirs a retournement temporel ont ete developpees dans le domaine des 
basses frequences. 
Ann d'homogeneiser le formalisme du retournement temporel developpe, cette section est 
consacree a une description mathematique et physique des principes de retournement temporel, 
tant dans le domaine des ondes sonores que dans le domaine des ondes vibratoires. 
Dans le modele de propagation adiabatique des ondes en milieu non dissipatif, considerons 
que l'onde est decrite par une fonction d'onde \& ("?*,£). L'equation de propagation sans source 
pour cette onde se decompose alors en la somme de deux termes [5] : 
(L-? + L t )* ( r> , i ) = 0 (1.1) 
ou L-j? et Lt sont des operateurs agissant respectivement sur les dependances temporelles et 
spatiales de * . 
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Soit T l'operateur de retournement temporel. Pour que l'onde retournee temporellement T^ 
soit bien solution de l'equation (1.1), il faut que celle-ci soit invariante sous l'operateur T. Par 
consequent, il est necessaire et suffisant que l'operateur Ly 4- Lt commute avec T [13]. Si cette 
propriete est bien verifiee, alors la fonction d'onde T\I> a un sens physique, (i.e.) il est possible 
de recreer une onde pacourant le chemin « inverse » de l'onde $ . 
Nous etudions cette invariance, dans le cas des ondes sonores en milieu homogene non dis-
sipatif, et dans le cas des ondes de flexion dans les plaques minces. Ces deux cas correspondent 
aux applications abordees dans ce manuscrit. 
Dans le domaine des ondes sonores, la grandeur ondulatoire etudiee est la pression acous-
tique, notee p. L'equation de d'Alembert en milieu inhomogene non dissipatif, correspondant a 
l'equation formalisee (1.1), devient : 
^ ) V - ( ^ V p ( ? , ( ) ) - ^ ^ = 0 (1.2) 
ou V est le pseudovecteur nabla permettant de construire les operateurs de divergence et de 
gradient, • represente le produit scalaire, p{/r) est la masse volumique du milieu ou se propage 
l'onde, au point 7* et c(T*") est la celerite de l'onde, au point ~r\ 
Dans ce cas, il est possible de separer l'operateur L^ et l'operateur Lt : 
^ = p (y)V.(^v ( )) 
l2 (1-3) f
 = L _ l_ 
* c(t)2 dt2 
L'operateur L-^ n'etant pas dependant du temps, son invariance par renversement du temps 
est triviale. En ce qui concerne l'operateur Lt, il ne contient qu'un operateur de derivation paire 
en fonction du temps, qui est lui aussi invariant par retournement temporel. Par consequent, il est 
possible de retourner temporellement un systeme d'ondes acoustiques en milieu (in)homogene, 
en posant l'hypothese forte d'un milieu non dissipatif. 
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Le second domaine d'utilisation des methodes de retournement temporel dans le cadre de 
cette these de doctorat correspond aux ondes de flexion dans les plaques minces orthotropes. 
La propagation de ce type d'ondes est dispersive. L'hypothese d'ondes de flexion correspond a 
une hypothese de basses frequences, ou le mode de Lamb predominant est le premier mode anti-
symetrique AQ. Ce type d'ondes est d'importance cruciale dans l'etude vibratoire de structures 
complexes issues du monde industriel. En effet, la dispersion est habituellement un parametre 
limitant pour les methodes classiques d'imagerie ou de focalisation. Nous verrons que le caractere 
auto-focalisant et auto-adaptatif des techniques de retournement temporel permet de surpasser 
ce parametre de dispersion lors de la propagation des ondes [4] [14] [15] . 
Dans le cadre de l'approximation de Kirchoff-Love pour les ondes de flexions W, le compor-
tement du mouvement transverse W d'une plaque mince et orthotrope (hypothese de symetrie 
qui peut s'appliquer dans la pratique a un grand nombre de materiaux : bois, materiaux compo-
sites ...), et homogene sans pertes est determined par le systeme d'equations suivant [16] [17] [18] : 
^ 92W Dxvd2W 






d2W d2Mx . 92M, 




ou Dx, Dy, Dxy, et Dfc sont les quatre rigidites de la plaque, definies comme suit : 
Dx = hs 
D:mi = /i3 
Ex 
12(1 - VXyVyX) 
XV
 '" &{l-VxyVyx) 
Dv = hd 
h,,, 
(1.5) 
12(1 - VXyVyX) 
Dk = h*?3L 
Dans cette equation, W represente la fleche, (i.e.) le deplacement transverse, h l'epaisseur de 
la plaque, p la masse volumique du milieu, Ex et Ey sont les modules d'Young, respectivement 
dans les directions x et y, Gxy est le module de cisaillement du milieu, vxy et vyx sont les coeffi-
cients de Poisson, et Mx, My, Mxy sont les moments flechissants et torsionnels. 
II est possible de combiner ces equations pour aboutir a une seule equation differentielle ou 
seule apparait la fleche : 
*'-W = -h' [D*wr + D*W + {Dxy + Dk) dM?) (L6) 
Ici encore, il est possible de separer l'operateur L^> et l'operateur Lt 
£i4 G 4 i-i4 
L? = & • I D-^J + Dy—r + (Dxy + Dk) 
Lt = ph 
xdx± ^ dy* ^ v xy ^ k! dx*dy< 
dt2 
(1.7) 
Ces equations montrent qu'il est possible de retourner temporellement un systeme d'ondes de 
flexion. Cependant dans le cas des ondes acoustiques comme des ondes de flexion, il est important 
de noter que les ondes WCr', -t) et j>(~f\ —t) constituent des signaux anticausaux, ce qui n'a 
aucun sens physiquement. Par consequent, nous travaillerons avec un signal de duree finie, (i.e.) 
dont le temps varie entre 0 et to. Une fois p{/r , t) ou W(~r^, t) enregistre, on reproduira le signal 
pV?, to—t) ou W(~r', to—t). Par commodite d'ecriture, ces signaux physiques sont notes p(~r\ —t) 
et W( r , —t) en ayant bien conscience qu'il ne s'agit la que d'une commodite d'ecriture et que 
les signaux etudies sont causaux. 
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1.3 Cavite a retournement temporel 
La notion de cavite a retournement temporel a ete introduite par Mathias Fink puis par Di-
dier Cassereau [5] [19]. Cette notion est basee sur l'invariance par retournement temporel et sur 
le principe de l'equation de Huygens-Helmholtz (1.8). L'idee sous-jacente est qu'il est possible de 
controler le champ de pression sur tout un volume contenu dans une surface fermee uniquement 
a partir du contr61e des conditions aux limites sur sa surface. Ainsi, au lieu de devoir imposer 
des conditions initiales dans tout le volume pour engendrer la solution retournee temporellement 
£>C^ >*o — t), il suffit d'emettre le champ au cours du temps uniquement sur la surface S qui 
delimite le volume V en fixant p et son gradient [20], a l'aide de la connaissance de la fonction 
de Green G dans le milieu de propagation (* represente le produit de convolution temporelle) : 
P(r,to-t) = Jjs{G(r3,r;t0-t)* _ — *p(rs;t0 - t)j • dS 
(1.8) 
II est a noter que cette formulation integrate du champ de pression acoustique est evaluee en 
pratique non de maniere continue sur la surface 5, mais de maniere discrete, selon l'equivalent 
spatial du theoreme d'echantillonnage de Shannon. En pratique, il est necessaire que la frequence 
spatiale d'echantillonnage de mesure de p et de sa derivee normale sur la surface S soit superieure 
a la frequence de Nyquist spatiale. Les paragraphes suivants detaillent le lien physique entre cette 
formulation et l'outil de cavite a retournement temporel. 
1.3.1 La phase d'enregistrement 
Considerons une source, situee a l'interieur d'une cavite echantillonnant une surface de 
controle S entourant un volume V. Cette source emet une impulsion sonore entre les temps 
t = 0 et t = to. Au bout d'un temps de propagation tp, l'onde atteint les parois de la cavite 
a retournement temporel. Lors du passage de l'onde a travers la surface S, le champ et sa de-
rivee normale sont mesures par des recepteurs tapissant la surface. Ces recepteurs doivent etre 
monopolaires et dipolaires pour mesurer respectivement le champ et sa derivee normale. 
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Source acoustique ... 
Capteurs-'*":;;; 




«•» V x,^ , enregistres 
FIG. 1.1: P/mse d'enregistrement du retournement temporel 
1.3.2 La phase de reemission 
Les champs de pression et leurs derivees normales mesures precedemment sont alors inverses 
chronologiquement. D'apres l'equation (1.8), en chaque point de la surface, le champ inverse 
p(^ *s;*o — t) est emis par une source dipolaire, alors que sa derivee normale renversee temporel-
lement est emise par une source monopolaire. Nous pouvons voir ici qu'en toute rigueur, pour 
realiser un retournement temporel d'une onde acoustique, nous avons besoin non seulement de 
capteurs monopolaires et dipolaires, mais aussi d'emetteurs monopolaires et dipolaires [21]. 
Position de la 
source initiale 
Actionneurs -•«'•::• 
- Front d'onde r&ropropage" 
- H6t6rogen6it6s 
- '^WWw^ * Signaux 
renvers6s 
temporellement 
FIG. 1.2: Phase de reemission du retournement temporel 
La reemission de ce champ et de sa derivee normale inverses temporellement par les emet-
teurs tapissant la surface de la cavite constitue la recreation du champ parcourant le « chemin 
inverse » du chemin parcouru par l'onde initiale emise par la source. En effet, pour recreer ce 
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champ, la seule coimaissance sur la surface de controle S de la pression et de sa derivee normale 
permet de reconstituer l'onde convergeant vers la source. La cavite a retournement temporel est 
ainsi une methode permettant de realiser efficacement un nitre adapte spatiotemporel. 
Experimentalement, en premiere approximation, les transducteurs (emetteurs et recepteurs) 
constituant une cavite sont monopolaires. Malgre tout, dans l'hypothese d'une incidence normale 
de l'onde divergente sur les capteurs du systeme, le champ retourne par une cavite" reelle et le 
champ theorique d'une cavite a retournement temporel multipolaire sont intimement lies [5]. 
1.3.3 Remarques sur la cavite a retournement temporel 
Le fonctionnement de la cavite a retournement temporel ne prend pas en compte les sources 
qui ont donne naissance au champ. En effet, si aucune precaution n'est prise au niveau de la 
source lors de la phase de reemission du retournement temporel, la conservation de l'energie 
impose l'existence d'une onde divergente a la suite de l'onde convergente sur la source initiale. 
Ces deux ondes se superposent et interferent, impliquant une largeur de tache focale (dans le cas 
d'une cavite a retournement temporel) egale a 3, ou A est la longueur d'onde. Ce phenomene 
est classiquement interprets comme une limite de diffraction, formant des taches de diffraction 
en focalisation ou imagerie par retournement temporel a resolution limitee. 
Une autre interpretation consiste a considerer la structure du champ requ par la cavite a 
retournement temporel. Celle-ci se trouvant a une distance generalement plus grande que la 
longueur d'onde emise par la source etudiee, seules les ondes propagatives sont recues sur la 
surface de controle S. Les ondes evanescentes, non propagatives et dont l'amplitude diminue 
avec la distance parcourue depuis la source initiale, ne sont pas mesurees par la cavite. C'est la 
non-reconstition de ces ondes evanescentes qui constitue la limite de resolution des techniques 
de retournement temporel. 
En ce qui concerne la reconstitution du champ retourne temporellement, l'onde divergente 
creee brise la symetrie du processus de retournement temporel. En effet, un retournement tem-
porel « parfait » consiste en une onde strictement convergente qui est bien la scene duale de 
la scene aller. Plusieurs solutions ont recemment ete proposees pour ameliorer cette resolution. 
Parmi elles, on peut citer le retournement temporel en champ proche, qui, sous certaines condi-
tions, permet de realiser une focalisation (ou une imagerie) a super-resolution [22]. Une autre 
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methode, avec mesure en champ lointain cette fois-ci, permet d'atteindre la super-resolution en 
milieu tres inhomogene, grace a la presence de diffuseurs a proximite de la source. Ces diffuseurs 
permettent de convertir lors de la phase de propagation initiale une partie des ondes evanescentes 
en ondes propagatives, puis lors de la retropropagation, ces ondes propagatives converties sont 
transformees, au voisinage de la source, en ondes evanescentes [23]. Cette methode permet de 
depasser la limite de diffraction precedemment enoncee. Pour finir, la methode de puits a retour-
nement temporel, outil essentiel de cette these de doctorat, permet egalement d'atteindre des 
limites de resolution bien inferieures a une demi-longueur d'onde [21] [24]. L'etude du compor-
tement de l'onde au voisinage de la source ainsi que la realisation d'un retournement temporel 
« parfait » grace au puits acoustique sont presentees a la section 1.5. 
1.4 Le miroir a retournement temporel 
1.4.1 Liens avec la cavite a retournement temporel 
La cavite a retournement temporel a ete etudiee precedemment afin d'introduire la theorie 
sous-jacente de notre experience. Mais, d'un point de vue pratique, il est impossible d'utiliser une 
cavite a retournement temporel. En effet, si Ton desire creer une cavite spherique de 1 metre de 
rayon fonctionnant avec un signal a bande limitee a 5 kHz, il faudrait disposer les transducteurs 
tous les 3.45 cm, ce qui correspond a plus de 2600 transducteurs sur la surface de la cavite [8], 
selon le principe d'echantillonnage spatial. D'un point de vue purement experimental, ce type 
de dispositif n'est pas utilisable. 
Malgre tout, il est possible de realiser un miroir a retournement temporel, qui consiste en une 
reduction de la surface de controle. La cavite pavee de transducteurs est alors remplacee par une 
surface non fermee, usuellement plane, ou pre-focalisee suivant les applications desirees. Cette 
configuration ne permettra pas de recreer le champ aussi precisement que la cavite a retourne-
ment temporel. Cependant, l'onde recreee focalisera effectivement sur les sources acoustiques de 
maniere precise et efficace. En effet, dans un milieu faiblement heterogene, la largeur de la tache 
focale est donnee dans l'approximation de Fresnel par ^jj- ou F est la distance entre le miroir et 
la source initiale, et D est la dimension du miroir [25]. Dans un milieu reverberant, les multiples 
reflexions permettent d'augmenter l'ouverture apparente du miroir en creant des capteurs et des 
actionneurs virtuels [26] [27]. 
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1.4.2 Etude physique du signal retourne temporellement 
Le retournement temporel d'une onde provenant d'une source ponctuelle isotrope situee en 
O permet d'obtenir, avant le « collapse », une onde parfaitement isotrope convergente. Lors du 
« collapse », alors qu'une partie de l'onde continue a converger, l'autre partie commence a, di-
verger. L'interference de ces deux ondes cree - dans un domaine de l'espace dont la dimension 
est liee a la duree de l'impulsion sonore - un champ qui se concentre de fagon transitoire sous la 
forme d'un pic principal entoure d'oscillations. La largeur caracteristique de cette tache focale 
est au mieux de ^. Une fois que toute l'onde est passee par O, il ne reste qu'une onde divergente 
qui s'eloigne de la source. 
Ce phenomene est illustre par la F I G . 1.3 : 
(<*) (b) (c) (d) 
FlG. 1.3: Les fronts d'onde lors du retournement temporel (a) : Phase d'emission - (b), (c), (d) : Focali-
sation apres retournement temporel au voisinage de la source : (b) : Onde strictement convergente - (c) : 
Interference entre onde convergente et divergente - (d) : Onde strictement divergente 
La presence de cette onde divergente brise la symetrie par retournement temporel de l'expe-
rience. En effet, si le film de la scene « aller » est une onde causale, strictement divergente depuis 
le point source, le dual de cette scene devrait etre une onde anticausale, strictement convergente, 
qui serait done « absorbee » au point source. 
De plus, lors de remission, une singularite spatiale en £ (dans le cas d'une propagation 
tridimensionnelle) est presente. Elle doit se retrouver dans le « film inverse », ce qui n'est pas 
le cas lors du retournement temporel tel que nous le realisons. Par consequent, la theorie des 
champs predit que le champ recree par retournement temporel reste parfaitement regulier [20] : 
e'est pourquoi la tache focale a une largeur de l'ordre de grandeur de la longueur d'onde, ce qui 
correspond en fait a une limite de diffraction, du a la non reproduction de la singularite initiale 
et des ondes non propagatives entourant la source. 
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1.4.3 Analyse du phenomene par formalisme d'operateurs 
Durant la scene « aller » du retournement temporel, une source ponctuelle situee au point 
O, reperee par sa position ro, emet un signal quelconque f(t). La propagation du champ qui en 
resulte est decrite par la fonction de Green du systeme : 
1>(?it) = G(?,r3;t)*f(t) (1.9) 
ou G est la fonction de Green et * represente l'operateur de convolution dans le domaine 
temporel. A un instant donne, remission du champ par la source est stoppee. Les operations 
de retournement temporel sont realisees. Le champ n'est alors plus engendre par une source 
ponctuelle, mais il est determine par ses conditions initiales. L'evolution de ce champ est decrite 
par le formalisme du noyau du systeme, exprime en fonction des fonctions de Green. II est 
demontre que ces deux formalismes sont totalement interdependants [13] [21] : 
K(?, r 3 ; t) = G{~r,rS;t) - G(V,r£; -t) (1.10) 
ou K est le propagateur du milieu sans source et ro est la position de la source 
On demontre alors a l'aide des conditions initiales et par unicite de la solution de l'equation 
des ondes la relation suivante, permettant de decrire la structure du champ retourne temporel-
lement V,i?r( r i t) : 
1>Kr(?;t) = G(r,ro; -t) * f(-t) - G(?,f=3;t) * f(-t) (1.11) 
L'equation (1.11) possede une signification physique essentielle. II est possible d'isoler dans 
cette equation l'onde convergente du retournement temporel que nous souhaitons obtenir : 
G(~r^,r~o;—t) * /(— t ) . A cette onde convergente vient s'ajouter une onde divergente imposee 
par la conservation de l'energie : —G(jr,r~o;t) * f(—t). L'equation (1.11) represente done le 
schema illustre FlG. 1.3, en y apportant un certain nombre de proprietes, decrites precisement 
dans l'une des publications de Mathias Fink [5] : 
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- contrairement aux points focaux usuels, la presence d'un dephasage de 7r entre l'onde 
convergente et l'onde divergente est independante de la dimension de l'espace considere; 
cette phase trouve en effet naissance dans l'invariance sous l'operateur de retournement 
temporel T du milieu; 
- le signal issu du retournement temporel a une parite en temps opposee a la parite du signal 
excitateur f(t). 
1.4.4 Focalisation par retournement temporel 
Etudions maintenant la technique de focalisation par retournement temporel, notamment 
la limite de resolution de la tache focale. Pour ceci, plagons-nous dans l'hypothese d'un milieu 
homogene, isotrope, tridimensionnel. 
Dans un tel milieu, la fonction de Green s'ecrit 
K) G(r,ro;t)= v 4 y , o u i l = \\r - rQ\\. 
D'apres l'equation (1.11), dans ce cas, le champ apres retournement temporel s'ecrit : 
'(--f)-'(^f) M-f-, t) - -±—^e—- < L I 2 » 
Supposons desormais que le signal fit) corresponde a, une excitation harmonique monochro-
matique, de pulsation u et de nombre d'onde k : f(t) = Re(Ao • etujt). Notons d'ailleurs que 
l'etude de ces signaux n'est pas restrictive mais permet d'obtenir une base de fonctions propres 
des signaux periodiques. En effet, en vertu du principe de Fourier, l'etude de ces signaux particu-
liers nous permettra d'etendre le resultat a. tout type de signaux periodiques. D'apres l'equation 
(1.9), le champ issu de la source ponctuelle emettant f(t) est alors : 
' An Jfct-k-R) ' 
G(?, fZ;t) * f{t) = Re [ ° ' ^ R ) , ou R = | | 7 - rS\\. 
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En vertu de l'equation (1.12), on peut alors en deduire que : 
i terC?; 0 = Re (ikA*0 • e*") • ^ g ^ (1.13) 
On remarque alors que le retoumement temporel a transforme la singularity en ^ de la source 
emettrice en une fonction reguliere en R = 0 pendant la phase de reemission. Ce phenomene cor-
respond a une limite de diffraction, suivant une loi en sinus cardinal, de largeur caracteristique A. 
Notons par ailleurs, dans la relation (1.13), la conjugaison de Famplitude complexe AQ du 
signal, qui fait le lien entre le retoumement temporel et la conjugaison de phase. II est egalement 
important de noter que cette relation n'est valable que pour une propagation tridimensionnelle, 
dans un espace homogene, sans pertes, et isotrope. Pour d'autres types de propagations et de 
milieux, les fonctions de Green sont differentes et modifient totalement les calculs menes pour 
evaluer la largeur de la tache focale obtenue par retoumement temporel. 
1.5 Le puits a retoumement temporel 
1.5.1 Principe general 
Le concept de puits acoustique a retoumement temporel a pour la premiere fois ete evoque 
par Mathias Fink. Ce concept est analyse et presente de maniere precise par Fink et. al [28], 
a partir des travaux precedents de l'equipe du LOA. Dans cet article, les auteurs analysent le 
defaut apparent de reconstruction de l'onde retropropagee lors de l'operation de retoumement 
temporel a base de miroirs a retoumement temporel. Pendant l'etape de reemission de l'opera-
tion de retoumement temporel, la source active initiate doit etre remplacee par un puits, qui 
doit absorber l'energie convergeant au point focal sans la reflechir. A partir de ce concept, J. de 
Rosny [24] a mis en place u n dispositif, appele pu i t s acoust ique, dans une experience de re tour-
nement temporel dans une cavite ergodique de silicium excitee par une pointe emettant dans le 
domaine ultrasonore. 
L'idee du puits acoustique consiste en la reemission d'un champ acoustique par la source 
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initiate pendant l'etape d'emission du champ retourne, de fagon a annuler l'onde divergente 
apres le « collapse ». La description theorique du puits se base sur le formalisme des fonctions 
de Green et des propagateurs vus dans la section 1.4. 
D'apres l'equation (1.11), pour annuler l'onde divergente et obtenir l'onde duale de l'onde ini-
tiate, il « suffit » d'envoyer sur la source S le signal f(—t) de fagon simultanee au « collapse ». La 
propagation de cette onde est explicitee par la relation suivante : ipo( r ; t) = G( r , ro; t) * /(—*)• 
L'onde resultant de la superposition du champ genere par le miroir a retournement temporel 
et de celui genere par le puits est la suivante : 
^jmits(~^\i) ='>pRT(1r;t) + i>o{1r;t) (1-14) 
On en deduit, a l'aide de la relation (1.11), que le champ resultant de l'experience du puits 
acoustique est exactement l'onde duale de l'onde generee par la source initiate : 
^puits{~?; t) = G{r, ¥£• -t) * /(-«) = VC?; - 0 (1.15) 
Ainsi, l'emission simultanee au « collapse » du signal f(—t) par la source initiale permet de 
supprimer l'onde divergente, ainsi que les pics secondaires spatiaux resultants dus au phenomene 
de limite de diffraction decrit dans la partie 1.4. 
1.5.2 Focalisation par la methode du puits acoustique 
La source emettant le signal f(—i) durant l'experience de puits acoustique se comporte en 
fait comme une « source d'antibruit » [21] : elle genere en effet une onde en opposition de phase 
avec l'onde divergente deja existante par l'emission du miroir a retournement temporel. Le puits 
acoustique peut etre vu comme une adaptation d'impedance active entre le milieu et le point 
source. En effet, en excitant la source en ro par le signal f(—t), l'onde convergente arrive sur un 
point dont la pression est en phase avec elle, assurant un coefficient de transmission du milieu 
dans le point excitateur egal a 1. Ainsi, toute l'energie est concentree au point focal et pompee 
par le puits acoustique. Par ailleurs, la presence de cette singularite d'espace grace a la presence 
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de la « source d'antibruit » recree la presence d'ondes evanescentes. 
Afin d'analyser les capacites de resolution du puits acoustique, plagons nous dans le cas 
particulier et ideal de la propagation acoustique dans un espace homogene, isotrope, et tridimen-
sionnel pour evaluer la focalisation par la methode du puits acoustique. Dans ces conditions, 
en vertu de l'equation (1.15), le champ dans l'espace en presence de la « source d'antibruit » 
(supposee ici ponctuelle) lors de l'experience de puits acoustique s'exprime : 
( £* , e-i(u>t+k-R) \ 0 AnR J (1-16) 
ou R = \\~r' — ro | | 
On retrouve ici un champ presentant une singularite en ~r* = ro, tout comme dans le champ 
initial. Ce resultat n'est pas en contradiction avec la limite de diffraction, puisqu'ici la presence 
de la « source d'antibruit » a reintroduit une singularite d'espace. L'interet essentiel de ce puits 
acoustique consiste alors a ne pas connaitre de limite de diffraction a \ , en concentrant l'energie 
autour du point focal tout en supprimant les pics secondaires spatiaux : on obtient alors theori-
quement une focalisation beaucoup plus efficace, tant en resolution spatiale qu'en intensity. 
1.5.3 Avantages et limitations de cette technique 
La technique du puits acoustique dans le cadre du retournement temporel presente un avan-
tage essentiel : l'acces a la super-resolution (focalisation a une dimension caracteristique plus 
faible que la longueur d'onde). Cependant, cette technique n'a, avant mon stage de Master 2 en 
2005, jamais ete mise en ceuvre dans le domaine audible [3]. L'experience dans le domaine des 
ultrasons de Rosny [24] est difficilement transposable au domaine audible. Une eventuelle appli-
cation dans ce domaine de grandes longueur d'ondes doit prendre en compte plusieurs aspects 
non negligeables ; 
- d'une part, les specificites liees au transducteurs utilises ainsi qu'au rapport de taille entre 
les longueurs d'ondes utilisees et les tailles des objets etudies et des transducteurs eux-
memes; 
- d'autre part, cette technique possede un desavantage essentiel : pour obtenir une focalisa-
tion a super-resolution, la source servant de puits doit etre placee a proximite du point de 
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focalisation, done proche de la structure a exciter (dans l'ideal, le puits doit etre place au 
point de focalisation), introduisant une limite aux applications pratiques de ce dispositif 
pour l'excitation localisee super-resolue a distance. 
1.6 Vue d'ensemble des applications existantes du principe de retournement 
temporel 
Dans cette partie, le but est de presenter un apercu non exhaustif des applications existantes 
du retournement temporel. Depuis son essor dans les annees 1980, le retournement temporel a 
connu un grand nombre de developpements, essentiellement dans le domaine de l'imagerie me-
dicate, de la therapie, et des communications ultrasonores sous-marines. 
1.6.1 Lithotripsie 
Dans le domaine de l'acoustique medicale, l'une des applications essentielles est l'amelioration 
des techniques de lithotripsie [29]. Les techniques de lithotripsie classiques utilisant des barrettes 
de transducteurs ne permettent pas de prendre en compte le mouvement de la cible du a la 
respiration du patient. Ce mouvement peut parfois provoquer la focalisation d'une onde de choc 
sur des tissus proches de la cible, et declencher des saignements internes. Les techniques de re-
tournement temporel iteratives permettent d'eviter ce genre de problemes grace a leur caractere 
adaptatif [30]. Le processus de retournement temporel iteratif permet de s'adapter au mouve-
ment respiratoire, puisque l'onde focalisee Test toujours sur l'objet le plus reflechissant [31]. Par 
ailleurs, ces techniques permettent de ne pas poser d'hypothese a priori sur l'epaisseur des tissus, 
ni sur la celerite des ondes ultrasonores dans le milieu tissulaire separant la barrette de transduc-
teurs de la cible a detruire [32]. Ces deux avantages ont donne lieu a de nombreuses recherches 
et a des depots de brevets sur les techniques de retournement temporel pour la lithotripsie. 
1.6.2 Therapie et focalisation transcranienne 
La therapie transcranienne est une autre application en developpement du retournement 
temporel, notamment pour l'hyperthermie transcranienne. Cette technique consiste a focaliser 
une onde ultrasonore a travers le crane sur une cible (typiquement, une tumeur maligne localisee 
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dans le cerveau). Cette focalisation permet un echauffement local des tissus, jusqu'a 60 °C, ce 
qui detruit la tumeur [33]. Dans le cas de l'utilisation du retournement temporel, la presence 
du crane, structure extremement poreuse et refractante, introduit de nombreuses pertes et fait 
perdre la symetrie lors du processus de retournement temporel. La technique de retournement 
temporel a alors ete adaptee [34] [35] pour compenser les effets dissipatifs du crane en ajoutant 
une etape de compensation des pertes et du phenomene de refraction. 
1.6.3 Evaluation non-destructive 
Les techniques de retournement temporel ont egalement ete largement utilisees dans le do-
maine de revaluation non-destructive ultrasonore, pour la detection de defauts ou d'inclusions 
dans les structures [36] [37]. Plus recemment, la technique d'optimisation du gradient topolo-
gique [38], basee sur le retournement temporel, a fait l'objet d'un brevet par la societe Airbus 
pour la detection de defauts dans les structures aeronautiques. Ces techniques heritent du pro-
cessus de retournement temporel en l 'adaptant de maniere a realiser une imagerie ultrasonore 
de la structure de maniere non-destructive, a partir de la modelisation d'un milieu ideal, qui est 
compare aux mesures dans le milieu reel. De cette comparaison, basee sur la correlation avec le 
signal retro-propage, est extraite une imagerie des defauts dans la structure dont la resolution 
correspond a la resolution maximale imposee par le phenomene de diffraction lors du processus 
de retournement temporel. 
Les techniques de retournement temporel pour 1'evaluation non-destructive ont egalement ete 
utilisees comme outil de focalisation dans le domaine de l'imagerie medicale, pour la localisation 
de tumeurs malignes par elastographie de cisaillement ultrarapide [39]. 
1.6.4 Communication dans les milieux complexes et imagerie sous-marine 
Au-dela de ces applications, le retournement temporel est utilise pour la communication dans 
les milieux complexes, notamment pour les communications sous-marines dans le domaine ul-
trasonore [40] [41]. Des essais ont egalement ete realises pour la communication dans le domaine 
audible [8]. Dans le domaine de l'acoustique sous-marine, les methodes de retournement temporel 
se revelent etre un excellent moyen de faire de l'imagerie adaptative, notamment dans les fonds 
sous-marins ou la celerite des ondes acoustiques peut varier d'un facteur 2 sur de courtes dis-
tances. Des experiences probantes ont d'ailleurs deja ete realisees a plusieurs reprises, notamment 
par l'equipe de Kuperman [42]. 
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1.6.5 Methodes acousto-seismiques 
Les techniques recentes de detection de seismes ou de mines enfouies utilisent egalement le 
principe du retournement temporel, en tant que technique de focalisation et d'imagerie a haute 
resolution [43] [44] pour la detection et l'analyse de phenomenes geophysiques. 
1.7 Techniques de formation de voies et holographie en champ proche 
Dans cette partie, le but est de presenter un apergu des principes et des limites de resolution 
de deux methodes intensivement utilisees dans le domaine de la recherche et de l'industrie dans 
le domaine audible : la technique de formation de voies et la technique d'holographie en champ 
proche. Ces deux techniques necessitent des dispositifs de mesure similaires aux techniques de 
retournement temporel a haute resolution proposees dans ce manuscrit. Le beamforming permet 
d'obtenir une imagerie dans une direction (a, resolution limitee), tandis que l'holographie en 
champ proche permet de reconstituer, a haute resolution, les sources vibratoires et acoustiques 
sur une surface. II apparait alors indispensable de presenter succintement leurs principes, ainsi 
que leurs limites afin de les comparer aux techniques developpees dans le cadre de cette these 
de doctor at. 
Log (Resolution) 
Holography 
FlG. 1.4: Diagramme de resolution en fonction de la frequence des techniques de formation de 
voies et d'holographie (tire de [45]) 
La figure 1.4 resume les performances des deux techniques presentees ici en termes de re-
solution. Seule la technique d'holographie en champ proche permet de realiser de l'imagerie a 





en champ proche necessitant de placer l'antenne de mesure a une distance L (inferieure a la 
longueur d'onde) de la source a mesurer, la methode n'est plus applicable, puisque la contribu-
tion des ondes evanescentes n'est plus mesuree. En d'autres termes, a haute frequence, seule la 
methode d'holographie classique est realisable. La methode de formation de voies, quant a elle, 
est limitee en resolution sur toute la bande frequentielle de mesure. 
1.7.1 Techniques d'imagerie et de focalisation par formation de voies 
Le principe de fonctionnement du beamforming etant identique en emission pour la focali-
sation et en reception pour l'imagerie, la methode sera decrite pour une situation d'imagerie de 
sources par beamforming. 
Le principe commun a toutes les techniques de formation de voies est le suivant : le front 
d'onde emis par une source est regu par une assemblee de capteurs, tout comme pour les tech-
niques de retournement temporel. Ici, plutot que de realiser du filtrage adapte spatio-temporel, 
les signaux collectes sur les capteurs de l'antenne de mesure sont associes a des poids relatifs et a 
des retards de maniere a « pointer » dans une direction de l'espace. Dans le cas du beamforming 
dans le domaine de Fourier, la methode utilisee consiste en l'application de nitres specifiques 
a chacune des transformees de Fourier des signaux regus sur chacune des voies de l'antenne. 
Une realisation simpliste et primaire du beamforming consiste uniquement en une ligne a retard 
analogique. Les poids relatifs et les retards associes aux voies permettent alors de determiner 
une carte des champs de pression, en faisant varier ces poids et retards pour imager de maniere 
precise le champ en une direction donnee [46]. 
Le beamforming, sous toutes ses formes, a l'avantage de realiser une cartographie de sources 
de maniere rapide en faisant varier la direction privilegiee de mesure grace aux nitres appliques 
aux transformees de Fourier des signaux mesures sur l'antenne. Cette methode est applicable 
sur une large gamme de frequences, tant pour les signaux stationnaires qu'instationnaires. Par 
ailleurs, il est possible d'imager de grandes surfaces grace au traitement par beamforming des 
signaux regus par une antenne situee en champ lointain. Cependant, la resolution RBF de ces 
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methodes est dependante de la longueur d'onde : RBF — 1-22-^r-, ou. L est la distance entre 
la source a imager et l'antenne de mesure, D la dimension caracteristique de l'antenne, et A la 
longueur d'onde d'etude de la source [46] [47]. Par consequent, a basse frequence, les methodes 
de beamforming (adaptatives ou non) possedent une degradation importante de leur resolution, 
ce qui empeche l'utilisation de celles-ci pour la cartographie de sources a basse frequence. Pour 
finir, les approches de type beamforming fournissent des cartographies de sources non calibrees 
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(a) (b) 040SDS 
FIG. 1.5: (a) Une antenne de microphone regoit une onde plane, de direction quelconque - (b) 
Diagramme de directivite, apres beamforming des signaux regus sur I'antenne (tire de [47]) 
et depourvues d'echelle [46] [45]. 
1.7.2 Techniques d'holographie acoustique en champ proche 
Depuis 1950, l'holographie a connu de nbmbreuses applications et represente un outil de 
recherche et d'analyse extremement puissant [48]. Dans cette section, seules les techniques d'ho-
lographie en champ proche sont detaillees. Ces techniques, initialement presentees par Williams 
et al. [49], permettent de realiser une imagerie a haute resolution et de faire des mesures efficaces 
et precises. 
L'idee fondatrice des techniques d'holographie acoustique en champ proche est d'utiliser dans 
le domaine de Fourier l'equation d'Huygens-Helmholtz, a partir d'une mesure du champ de pres-
sion acoustique sur une antenne bidimensionnelle de capteurs en champ proche. A partir de la 
connaissance du champ de pression dans ce plan, il est possible grace a l'equation de Huygens-
Helmholtz et de la connaissance des fonctions de Green du systeme, de reconstituer le champ 
acoustique dans n'importe quel plan. En particulier, celui-ci peut etre reconstitue a la surface 
de la structure a cartographier. La specificite de l'holographie acoustique generalised a haute 
resolution consiste en la mesure en champ proche. Cette mesure permet d'evaluer la contribution 
des ondes evanescentes presentes lors de remission par les sources a imager. C'est grace a la 
mesure de ces informations contenues dans les ondes non propagatives que la methode d'holo-
graphie acoustique en champ proche permet de realiser de l'imagerie a haute resolution [50]. 
24 
En effet, les techniques classiques d'holographie sont limitees en resolution par la demi-longueur 
d'onde [51]. II est a, noter que les techniques d'holographie acoustique en champ proche neces-
sitent la connaissance des fonctions de Green afin de realiser la retro-propagation holographique. 
Par consequent, cette methode, relativement lourde en terme de calculs, n'est pas applicable 
dans tous les milieux et doit etre adaptee aux conditions de mesures. Cependant, malgre cette 
remarque, la methode connait un grand succes tant en milieu academique qu'en milieu industriel. 
En effet, de nombreuses ameliorations et rafEnements ont ete apportes au cours des 20 dernieres 
annees. Par ailleurs, l'apparition de stations de calcul de plus en plus puissantes a permis a, 
cette methode impliquant pourtant des developpements mathematiques lourds de voir emerger 
de nombreuses applications pratiques. La richesse de cette technique reside egalement dans sa 
capacite a obtenir de nombreuses informations sur le syteme image en une seule prise, telles que 
le champ de pression, la vitesse particulaire, et la directivite en champ lointain. Cette methode 
est applicable tant pour des signaux stationnaires que pour des signaux transitoires, et fournit 
en temps reel une cartographie de ces parametres acoustiques. 
II est a noter que, comme pour les rafEnements a, haute resolution des techniques de re-
tournement temporel, c'est la connaissance ou la recreation de l'information contenue dans les 
ondes evanescentes qui permet d'obtenir une imagerie a haute resolution, non dependante de la 
longueur d'onde. II est d'ailleurs interessant de voir que les methodes d'holographie en champ 
proche necessitent un materiel de mesure similaire a celui utilise dans le cadre des experiences 
de retournement temporel. Cependant, le retournement temporel ne necessite en aucun cas de 
connaitre la fonction de Green du systeme pour fonctionner. En particulier, les techniques de 
retournement temporel fonctionnent particulierement bien en milieu fortement heterogene, en 
presence de nombreux diffuseurs, ou encore en environnement reverberant. Ces cas de figures 
mettent en defaut les methodes d'holographie en champ proche, ou les fonctions de Green du 
systeme sont particulierement difficiles a evaluer. Par ailleurs, il est essentiel de noter que la 
presence d'une antenne de mesure a proximite de la source emettrice pose des problemes de 
diffraction sur la structure de l'antenne, qui perturbe le champ acoustique mesure. 
1.8 Bilan et Objectifs 
A partir de cette analyse de l'etat de l'art des techniques de focalisation et d'imagerie par 
retournement temporel et de deux autres techniques utilisees largement tant dans le milieu aca-
demique qu'en situation de mesure ou d'excitation en milieu industriel, medical ou militaire, il 
est possible d'en tirer les objectifs et les specificites de cette these de doctorat. 
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II convient de noter en premier lieu que les applications des techniques de retournement tem-
poral sont essentiellement realisees dans le domaine ultrasonore. Les lois de l'acoustique etant les 
memes dans le domaine audible, ces techniques sont adaptables a ce domaine d'application, tant 
en acoustique tridimensionnelle que pour le domaine des vibrations dans les structures. Cepen-
dant, malgre l'applicabilite de ces methodes dans le domaine audible, il est essentiel de voir les 
specificites propres a ce domaine de frequences. En premier lieu, il est necessaire de developper 
des techniques a haute-resolution. En effet, le rapport entre la taille des objets rayonnants et 
les longueurs d'ondes usuelles dans le domaine audible tendant vers l'unite, il est impensable de 
developper une technique de focalisation ou d'imagerie acoustique et vibratoire limitee par les 
effets de diffraction. Par consequent, le puits a retournement temporel sera adapte aux specifi-
cites du domaine audible, tant en ce qui concerne ses capacites de super-resolution que la non 
reversibilite des transducteurs utilises pour la mesure du champ direct et remission du champ 
retropropage. 
Par ailleurs, l'outil de puits acoustique n'est que peu documents et n'a a ce jour ete mis en 
ceuvre que dans des situations a haute frequence. En effet, l'etat de l'art avant 2005 demontre 
que le puits a retournement temporel n'a ete realise experimentalement qu'une fois, dans le 
cadre de focalisation super-resolue d'ondes de Lamb dans une cavite ergodique de silicium. Par 
consequent, il est necessaire d'adapter les methodes de puits a retournement temporel pour rea-
liser, grace a ce principe physique, un systeme d'imagerie et de cartographie de sources actives 
acoustiques et vibratoires. Nous verrons au cours des chapitres 4 et 5 de cette these que la me-
thode proposee depasse les methodes de beamforming en terme de resolution, et apporte une 
alternative aux methodes d'holographie en champ proche. 
Pour finir, afin de fournir un outil de focalisation et d'imagerie complet, il est indispensable 
de le rendre le plus flexible possible. Le retournement temporel est une methode auto-adaptative 
ayant fait ses preuves en milieu inhomogene, dispersif, ou reverberant, ou de nombreuses autres 
methodes echouent. Le puits a retournement temporel est un outil qu'il apparait necessaire de 
developper dans le domaine audible, et de presenter a la communaute scientifique et industrielle 
comme un nouvel outil d'imagerie non invasive de sources a haute resolution, puisqu'avant cette 
these de doctorat, aucune publication scientifique ne faisait etat de son utilisation pour l'imagerie 





FOCALISATION ACOUSTIQUE A HAUTE RESOLUTION DANS 
LE DOMAINE AUDIBLE 
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FIG. 2.1: Dispositif experimental de focalisation par retournement temporel a 42 haut-parleurs 
dans la chambre reverberante 
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2.1 Introduction 
Dans ce chapitre, articule autour de la premiere publication (Acta Acustica United with Acus-
tica 93, pp. 706-715, 2007), nous traitons de l'adaptation au domaine audible des techniques 
de puits a retournement temporel pour realiser de la focalisation acoustique a haute resolution 
dans le domaine audible. 
Dans une premiere section, la publication est reproduite integralement (une traduction en 
frangais de la publication est disponible en Annexe). Les specificites du puits a retournement 
temporel a basse frequence sont detaillees. Dans une section complement aire, les resultats ob-
tenus experimentalement sont completes par une analyse des capacites de resolution du puits a 
retournement temporel. Nous discuterons egalement des limites de cette mise en oeuvre experi-
mental et de l'influence du caractere reverberant du milieu de mesure. A partir de ces resultats 
et de cette analyse, nous introduisons le concept de puits numerique a retournement temporel, 
qui est developpe dans les chapitres 3 et 4 de la these. 
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2.2 Focalisation acoustique dans le domaine audible grace a un puits a 
retournement temporel 
Subwavelength Sound Focusing using a Time-Reversal Acoustic 
Sink 
Eric Bavu, Charles Besnainou, Vincent Gibiat, Julien de Rosny, and Mathias Fink 
Acta Acustica United with Acustica 93, 706-715 (2007) 
2.2.1 Abstract 
Time-reversal mirrors (TRM) have been developed since 1986 in order to focus ultrasonic transient 
waves in complex media. In the last few years, the properties of TR of acoustic fields have been studied in 
many different areas. Nevertheless, few applications of TR have been developed in audible range acoustics. 
The aim of this paper is to demonstrate the concept of time-reversal acoustic sink (TRAS) in audible 
frequency regime, in order to overcome the diffraction limit imposed by the TRM focusing. The major 
difference between the TRAS and TRM experiments in ultrasonics and audible range is the ratio between 
the wavelength and the size of the transducers and objects on which the focusing is achieved. The audible 
range experiment are lead in Fresnel field (near field), whereas the ultrasonic experiments are lead in 
Fraunhoffer field (far field). We present the first experimental results with a TRAS in this frequency 
range. The focusing behaviour in a reverberation room using different transient sounds and frequency 
domains are investigated and discussed, showing that one can take advantage of reverberation in order 
to achieve subwavelength sound focusing using a single-element TRM. We report that a focal spot of 
a seventh of a wavelength has been recorded using the TRAS techniques in audible range, compared 
to the half wavelength obtained with normal TRM processing. A promising application of a numerical 
TRAS-method in acoustic imaging and localization of acoustic and vibrational sources is presented. 
2.2.2 Introduction 
Focusing a wave through an inhomogeneous medium is an important problem in acoustics. 
This problem is studied in domains such as non destructive control, medical therapy and imaging, 
underwa te r acoust ics , communica t ion , a n d sound field reconst ruct ion. P rom a theore t ica l po in t 
of view, the ability to create a focusing soundfield in a finite volume is directly linked to the cha-
racteristics of the propagation medium [52]. Their properties are a priori unknown and complex, 
thus requiring focusing to be adaptive. To achieve this focusing objective, current approaches 
often consider modeling the properties of the propagation medium [52]. Other signal-processing 
approaches are based on Huygens principle [53] [54]. Early studies have also been carried out in 
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underwater acoustics [55] using matched-signal processing. The focusing can also be achieved by 
using a time-reversal mirror (TRM), made from an array of colocalized sensors (microphones) 
and emitters (speakers). The array of sensors allows the acoustic pressure to be sampled in 
space, and a time-reversed field can be re-emitted by the speakers in order to focus a wave on 
a target. A time-reversed wave produced by a TRM backpropagates and focuses at the initial 
source position by compensating the medium inhomogeneties. However, because this focusing is 
an interference phenomenon, the focal spot produced by time-reversal (TR) cannot be smaller 
than half a wavelength, even if the source is point-like. This work on a self-adaptive method is 
based on the ultrasonic TRM first developed by Fink et al. [5], but the essential difference is the 
use of Fresnel field in audible range instead of the Fraunhofer field in ultrasonics. 
Time-reversal focusing techniques are widely developed in ultrasonics, but they have been 
rarely used in audible acoustics; noise source detection and focusing [56] using a TRM has been 
developed, and TRM methods have been experimentaly studied and compared to classical time-
delay lines for communication purposes [57]. 
The time-reversal mirror method is based on time-reversal invariance applied to the acoustic 
wave equation in a non-dissipative medium and on the Huygens principle [58]. Within the range of 
sonic and ultrasonic frequencies, adiabatic processes dominate [28]. Thus, in a non-dissipative, 
heterogeneous propagation medium, the acoustic wave equation is time-reversal invariant. In 
time-reversal process, the backpropagating, convergent wave focuses back and collapses on the 
initial position of the point-like source, compensating the inhomogeneities. But, due to energy 
conservation, a divergent wave appears as soon as the convergent wave reaches the focus. This 
apparently breaks the TR symmetry because this divergent wave does not correspond to any 
convergent wave in the forward propagation. Cassereau et al. [19] raised this problem by studying 
the TR wave near the focus. They showed that the interferences between the convergent wave 
and the divergent wave result in a diffraction size-limited focal spot that cannot be smaller than 
half a wavelength even if the initial source dimensions are much smaller. This result confirms 
diffraction theory which states that in an homogeneous medium without source, the shortest 
spatial wave field fluctuations are half a wavelength [20]. 
In order to avoid any diffraction phenomenon, one should suppress the divergent wave re-
sulting from the energy conservation in the TR backpropagating process. This can be done by 
emitting the TR field simultaneously to the TRM emission, from the initial source position 
during the TR process; the exact symmetric situation is then reproduced. In the forward pro-
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pagation, the acoustic field values are not only determined by the values at the boundaries, but 
also by the initial source emission which creates a space singularity. In classical TRM methods, 
the initial source is removed. This removal implies that the TRM emission does not re-create 
exactly the reverse situation of forward propagation. By re-emitting the TR field from the initial 
source position in the backward propagation, the initial source becomes an "antinoise" source 
that interferes with the divergent waves; this acts as an acoustic sink that absorbs the convergent 
waves at the focus [24], and provides an exact reverse situation of the forward propagation. 
In this paper, we present the first experimental realization of an audible range TRAS. We 
show that the diffraction limit imposed by the classic TRM method can be overcome using the 
TRAS. All the results theoretically proved [24] are experimentally tested, and we show that a 
focal spot of size A/7 can be obtained when the TRAS antinoise source is operating. The acous-
tic focusing results obtained in a reverberation room are compared to the theory. Both classical 
TRM focusing methods and TRAS focusing methods are presented in order to compare their 
efficiency in both time and space domains. The focal spot size are studied at different frequen-
cies. This study provides the proof that the experimental TRAS focal spot corresponds to the 
physical aperture of the antinoise source. 
In addition, we propose an application under development in our research project. This 
application has the advantages of the experimental TRAS and overcomes the problems of the 
experimental TRAS. This application involves a numerical time reversal acoustic sink, allowing 
to achieve high-resolution vibrational and acoustic imaging and localization of unknown sources 
using a simulated backpropagation TRAS process in a fictive media. 
2.2.3 Time Reversal and Acoustic Sink Theory review 
2.2.3.1 The Time Reversal Mirror : acoustic field structure 
In a non-dissipative, heterogeneous propagation medium of compressibility K ( V ) and density 
p(r), the pressure field p( r ;£) satisfies the acoustic wave equation, which is time-reversal inva-
riant. This means that for every wave p(jr;t) solution of the wave equation, the time-reversed 
wave p(~r*; —t) is also a solution : the wave that precisely retraces the backward path physically 
exists. 
From Huygens principle, in any acoustic propagation experiment, the boundary conditions 
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(a) (b) 
F I G . 2.2: (a) Recording step : a point-like source generates a wave front that is distorted by 
inhomogeneities. The distorted field is recorded by microphones on the surface surrounding the 
space, (b) Reconstruction step : The recorded signals are time-reversed and re-emitted by the 
speakers. The time-reversed pressure field backpropagates and refocuses exactly on the initial 
source. 
and the Green's functions determine a unique solution p(~r*;t) in the medium [20] [59]. The 
goal of TR experiments is to generate the reverse field p(/r;T — t) by modifying the boundary 
conditions, T being the time recorded by the TRM. Furthermore, according to Shannon's space 
sampling theorem, there's no need to know either the acoustic field or the Green's functions 
everywhere on the surface, but they can be sampled every half wavelength [58] [60]. The time 
reversal process is presented on Figure 2.2. 
During the reconstructing step of the TR process, TR signals are re-emitted by the speakers 
on the control surface. Due to these emissions on the boundaries of the considered space (V), a 
TR pressure field propagates into the medium enclosed in (V). This TR reconstructed pressure 
field can be calculated using the kernel distribution K [28]. For simplicity in our demonstration, 
T is suppressed in all equations and f(T — t) = /r(— t ) . In an isotropic, three-dimensional, and 
homogeneous medium, the Kernel distribution K corresponds to two impulse spherical waves 
that respectively converge to and diverge from the initial source position, ¥Q [19], [13] : 
PTRM{~?\ t) = G(?, H\ -t) * M-t) - G(?, rt; t) * fT(-t) (2.1) 
Thus, equation (2.1) can be interpreted as follows : the TR field emitted by the speakers on 
surface (5) surrounding the medium is the superposition of incoming and outgoing waves, cente-
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red on initial source position ro. The initial convergent wave (<3(7, ro; —t) * /T(—*)) collapses at 
ro and is always followed by a divergent wave (—G(l^f ro; t) * /r(— t )) , because of energy conser-
vation (in equation (2.1), we assume that the Green's functions equal to 0 for t < 0) . These 
equations are given for any kind of medium and frequency domain and provide a modelization 
of the structure of a TR acoustic field with classical TRM methods illustrated in Figure 2.3. 
M (b) (c) (d) 
F I G . 2.3: Schematic description of the time-reversed field : (a) Emission and recording step : a 
point-like source emits a divergent wave - (b),(c),(d) ; Structure of time-reversed reconstructed 
acoustic field - (b) : Strictly convergent wave - (c) Collapse, formation of the divergent wave 
interfering with the converging one - (d) Strictly divergent wave 
Although both spherical converging and divergent waves show a singularity at the origin, 
the TR has a finite value for any value of t and r [19]. During the reconstructing step, the 
initial source remains passive. Therefore, no spatial discontinuity is present during this step. The 
two wavefronts (diverging and converging) overlap near ro and interfere, leading to a maximal 
available resolution for this focusing process. The focus point cannot be smaller than A/2. These 
results are valid in any kind of non-dissipative media and do not depend on the shape of the 
surface S, provided that this surface is space-sampled by transducers with respect to the Shannon 
space sampling theorem. 
2.2.3.2 Time Reversal Acoustic Sink theory 
Time Reversal Acoustic Sink (TRAS) concept was first introducted by Fink et al. in 2000 [28]. 
In this paper, the authors analyse the apparent failure of the TR operation by looking at the 
emission of the initial source. During the second step of an ideal time-reversed experiment, the 
initial active source, that injects some energy into the system must be replaced by a sink, that 
absorbs all arriving energy without reflecting it. Realizing such a sink in the propagation medium 
would reduce the size of the focal spot below diffraction limits. 
Equation (2.1) provides a simple way of creating this TRAS. Indeed, TR symmetry seems 
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to be broken because of the creation of a divergent wave from energy flux conservation. Still, 
by emitting at the location of the initial source ro the signal /x + < 0 ( - t ) , simultaneously to the 
TRM emission (to being chosen in order to supress the divergent wave following the collapse by 
destructive interference), the exact time-reversed field can be reconstructed by introducing the 
same space singularity. The active source emitting / T + < 0 ( - £ ) acts then as an "antinoise" source. 
Indeed, the field emitted by the TRM superposed with the field PAS emitted at the right time 
by the antinoise source located at ro re-creates the exact time-reversed field (provided that the 
point-like antinoise source is exactly located at ro) : 
PTRAs(~r\t) =PTRM{^;t) +PAsC?;t) 
PAs(-?\t) = G(7>,T0,;t)*fT(-t) (2.2) 
=>PAS{~?\ t) = G{?, ¥o; -t) * fT(-t) = p(t; T-t) 
Consequently, by introducing a point-like antinoise source at position ro, the divergent wave 
that apparently broke the time-reversal symmetry in the classic TRM methods has been sup-
pressed. The diffraction limit is therefore suppressed in the focusing process, and the focal point 
can be much smaller than diffraction limits. As shown in equation (2.2), the field emitted by 
the TRAS creates the same singularity in space as the one created by the initial emission. The 
antinoise source acts as a device that absorbs all arriving energy without reflecting it. Thus, the 
TRAS provides a method to focus an acoustic wave with an infinitely small resolution, as long 
as the antinoise source is point-like. 
In real experiments, the antinoise source has a finite dimension. We experimentally show in 
Section 2.2.5 that the size of the focal spot created using the TRAS corresponds exactly to this 
finite dimension. Nevertheless, TRAS techniques still provide a method to create focal spots 
much smaller than half a wavelength. 
2.2.3.3 Time reversal and audible range specificities 
From a theoretical point of view, time reversal techniques are exactly the same in audible 
and ultrasonic ranges. Nevertheless, there are some important differences between the experi-
mental techniques in these two frequency domains. The most important difference is the ratio R 
between the wavelength and the objects size studied or the transducers themselves. In audible 
range, the order of magnitude of this ratio is 1. The acoustic field is thus a Fresnel field when 
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experimenting time reversal in audible range, whereas the field is a Praunhofer field when expe-
rimenting in ultrasonics (i.e. R -C 1). Furthermore, in the audible range, the electro-acoustical 
response of transducers cannot be neglected like it is classically done with ultrasonic transdu-
cers. These electro-acoustical responses have to be compensated during the TR process using 
digital filters. These differences, among others, make the audible implementation of time reversal 
experimentally difficult, explaining partially the fact why so few time reversal experiments have 
been carried out in this frequency domain. 
2.2.4 Experimental setup : material and methods 
Classical focusing experiments and TRAS experiments have been performed in a damped 
hexagonal room (room A) of edge 1.1m and a parallelepipedic reverberating room (room B, 
5 x 6 x 3 m3) in order to compare the behaviour between these two environments. Above 200 Hz, 
room A has a fiat frequency response and a reverberation time of 0.05 s [61] for frequencies above 
200 Hz. Room B has a reverberation time of 3 s [56]. Although TR is an adaptative method, it 
is interesting to compare the influence of the room environment on the spatio-temporal focusing 
achieved using a TRM and a TRAS. 
In room A, the TRM is made of 12 small power-supplied electret condenser omni-directional 
microphones (from 50 Hz to 16000 Hz), colocalized with 12 STUDER A3 loudspeakers. The 
12 speakers are suspended on a structure that encircle the room. The distance between the 
transducers is 1 m. The microphones and speakers are driven by a computer using an optical 
soundcard and external 24-bit DA/AD full-duplex RME ADI-8 Pro converters. The sampling 
frequency is 44100 Hz. 
The initial source and the antinoise source used in the TRAS is a Briiel & Kjaer Omni-
source. It is a very compact omnidirectional sound source involving only one loudspeaker (see 
Figure 2.4), that presents a much smoother directivity diagram than traditionnal omnidirectional 
sources. The directivity measurements agree very well with a simple model of a piston located 
at the aperture and vibrating uniformly in an otherwise rigid object [62]. The size of the pis-
ton is shown to correspond to the source's aperture (85 mm). In both rooms, the time-reversed 
acoustic field is recorded by a Briiel & Kjaer free-field 1/2 " condenser microphone mounted on 
a one-dimensional motor bench, allowing us to scan the acoustic field in space and time. In the 
following, this microphone is called the "reference microphone". 
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FlG. 2.4: The Briiel & Kj<er Omnisource prototype (diameter : 85 mm). This source is used in 
our experiments as initial and antinoise source. 
In reverberating room B, the TRM is made of 43 digital emitters coupled to 43 similar 
wooden-boxed loudspeakers, spaced by 15 cm. The transducers can easily be moved in the room, 
and they are driven by a 1200 kbyte memory through a 10-bit DA/AD converter, operating 
at a sample frequency of 20000 Hz, allowing storage of 6 s of signal. The 43 transducers work 
simultaneously, and all the signals are transferred to a computer which drives the filtering and 
time-reversal process. 
In these two rooms, focusing experiments using a simple TRM or the new audible TRAS 
technique have been performed for several frequency domains and acoustic waves. The results 
are presented in the following Section 2.2.4. 
2.2.5 Results and discussion 
The sound focusing has been experimented in the two rooms presented in Section 3, using 
classical TRM techniques and TRAS techniques. This study allows one to compare the spatio-
temporal focusing behaviour between these two different environments. Though TR techniques 
are adaptive, this study aims at showing the influence of the room on sound focusing quality 
and experimental setup for TRM and TRAS techniques in both temporal and spatial domains. 
2.2.5.1 Taking advantage of reverberation 
In this section, the focusing of an audible signal in both rooms is discussed. The initial source 
emits a transient signal, whose spectrum is given by a Blackmann window centered at /o with a 
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FlG. 2.5: Time (left) and frequency domain (right) representations of a typical signal emitted by 
the initial source. Here, A / = 3000 Hz and /o = 2500 Hz. 
This kind of signal has been chosen for its strong spectral "color", which allows a precise 
study of the focusing quality variations in respect to the central wavelength. Furthermore, it is 
proven that the larger the bandwidth of the initial signal, the higher the signal to noise ratio for 
the time-reversed signal [27] [63]. 
The signal is emitted by the initial source placed at the center of the room. The pressure field 
is recorded on the surrounding surface (5) by the microphones. The signals recorded are then fil-
tered to compensate the microphones and loudspeakers frequency responses1, and time-reversed. 
The filtering is computed by measuring each electro-acoustical response of all transducers and 
by compensating those responses with digital niters during the time-reversal process. The time-
reversed signals are then re-emitted by the loudspeakers, and recorded by the reference micro-
phone mounted on the measurement bench, giving access to the spatio-temporal variations of 
the focused acoustic field. The measurement bench was in place during the forward propagation, 
and the initial source is left in place during the backward propagation, in order not to make any 
physical changes between the original forward propagation and the TRM transmissions. This ex-
periment has been reproduced for /o € [2000; 5500]Hz, every 500 Hz and for several measurement 
bench positions, hence allowing one to draw a two-dimensional map of the acoustic intensity (p2). 
Figure 2.6 shows the spatial scan of the acoustic intensity measured by the reference mi-
crophone for A / = 3000 Hz and /o = 2500 Hz achieved in damped room A. This intensity is 
measured at the exact time of collapse, and the measurements are not time-averaged. In all 
figures showing spatio-temporal scans in the following, the origin of the space-coordinates axis 
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FIG. 2.6: Acoustic Intensity spatial scan of the focused wave at collapse time using the TRM 
in damped room A. The horizontally plan represents the spatial coordinates of the reference 
microphone. Vertically and in grayscale is represented the acoustic intensity (arbitrary units). 
A / = 3000 Hz and /o — 2500 Hz. Space sampling : 2 cm 
Adimensionnal Reference microphone position (x/A) 
FIG. 2.7: Acoustic Intensity spatial scan of the focused wave at collapse time using the TRM in 
damped room A. This figure corresponds to the transverse section of Figure 2.6. - Dotted line : 
experimental results - Solid line : theoretical model. 
Figure 2.7 is a transverse section of the 3-D diagram presented Figure 2.6. On these two 
figures, one can observe the strong principal lobe corresponding to the focal point. This focal 
spot is surrounded by several secondary spatial lobes. These sidelobes levels are shown to depend 
both on the frequency bandwidth and on the number of transducers [64]. The theoretical acoustic 
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intensity has been drawn in Figure 2.7. This curve is computed from the spectral distribution 
of the focused signal. The theoretical prediction has been made considering a transducer every 
half wavelength and a monochromat ic signal a n d corresponds t o a Bessel d is t r ibut ion. As less 
transducers were used in the TRM, the experimental sidelobes are higher than the theoretical 
ones, but the experimental result remains satisfying. 
Nevertheless, according to Draeger et al. [27] [63], a reverberant environment presents several 
advantages towards TR focusing, especially concerning spatial compression and the number of 
transducers to be used in the TRM device in order to achieve a high-quality sound focusing. 
Reverberation creates virtual TRM sources that contribute to the reconstruction of the back-
propagating wave, though virtually extending the TRM size and increasing effective number of 
transducers. 
To examine these reverberation effects, we conducted additional experiments with a variable 
number of loudspeakers. In these experiments, the technique takes advantage of spatial recipro-
city. Instead of emitting a sound with the initial source located at position r$ and recording it 
simultaneously on the N microphones, the same sound is emitted consecutively on each loud-
speaker and recorded on the reference microphone located at position To. This application of the 
spatial reciprocity theorem allows one to use only one reference microphone and N loudspeakers, 
instead of (2N + 1) transducers (see Figure 2.8). 
Figures 2.9 and 2.10 show typical results of spatio-temporal focusing experiments in rever-
berating room B (the focused signal in both experiments has a Blackmann windowed spectrum 
with /o = 3500Hz and A / = 6895Hz = 1.97/0). 
Figure 2.9 shows the normalized acoustic intensity (^-)2 focused by a 43-loudspeakers TRM, 
plotted versus time and space coordinates, showing a very accurate time compression, high-
quality space focusing, and a high peak to sidelobe ratio (PSR)2 . This result is directly linked 
to the fact that time-reversal is both a spatial [65] and temporal [31] matched filtering. 
Figure 2.10 shows the normalized acoustic intensity (f-)2 focused by a single-loudspeaker 
TRM and a 43-loudspeakers TRM, plotted versus time (at focal point) and space coordinates 
2
 PSR = MainLobeLevel/SideLobesLevel 
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FIG. 2.8: Experimental setup in reverberating room B. 
(at collapse time). On this figure, one can notice that the spatio-temporal focusing achieved is 
still good using only one transducer (though less smooth than with 43 loudspeakers), with a 
lower PSR in both spatial and time domains confirming that the PSR is related to the number 
of transducers (real or virtual) composing the TRM [63]. 
The results show the same space focusing resolution and time compression than with 43 
transducers. The space focusing resolution is highly consistent with theory and equals to half 
a wavelength. The time compression obtained in this reverberant environment is also the same 
as the signal emitted by the initial source, confirming the high-quality focusing quality in both 
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FIG. 2.9: Normalized acoustic intensity j - = (^-)2 (grayscale) of the spatio-temporal focusing 
pattern in reverberating room B using 43 loudspeakers, fa = 3500 Hz and A / = 1.97/o 
The comparison between room A and room B provides two general results; the time reversal 
process takes advantage of reverberation by creating some virtual transducers and enhancing the 
focusing quality, thus allowing to achieve a high quality spatio-temporal focusing using a small 
number of transducers. In a more general way, the TRM focusing achieved in reverberating room 
B appears to provide better spatial focusing; in space domain, the focusing achieved in the rever-
berating room appears to show a much smoother and much lower sidelobes level (the sidelobes 
level depend both on the signal bandwidth and on the number of transducers [64]). But, in time 
domain, a damped environment provides better temporal focusing3; in a reverberating room, 
the first coherent reflections are time-reversed and focused, hence producing higher temporal 
sidelobes and contributing to a temporal noise surrounding the transient sound. 
The fact that a good quality spatio-temporal focusing can be achieved in reverberating room 
B using a single-loudspeaker TRM confirms the results presented by Draeger et al. on ultra-
sounds [27] : the information contained in the reflections of the wave field coming from a single 
3Resultat non presente dans Particle publie, mais disponible dans ce manuscrit a la figure 2.16 
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source is sufficient to re-create a focusing TR wavefield in a closed ergodic cavity. The reverbera-
ting room used in these experiments is slightly different from this ideal case. However, similarities 
with the results of Draeger et al. can be established. In this case, the reverberation of the room 
creates virtual sources contributing to the focusing : all the virtual sources information is contai-
ned in the diffuse field recorded. The room allows then to focus efficiently an acoustic wave using 
only a microphone and a single loudspeaker. 
These results show that the reverberating environment of room B provides higher quality 
sound focusing using fewer transducers than in damped room A. Even with only one loudspeaker 
and one microphone placed at an arbitrary position in room B, a good-quality sound focusing at 
0.496 0.498 0.5 
Time [s] 
0.502 0.504 
Mtmensionnal Reference microphone position (»A) 
0.496 1.498 0.5 0.502 
Time [s] Mtaisnsionnal leference microphone position (a?A) 
FIG. 2.10: Time representation of the signal received by the reference microphone at focal point 
(left) and normalized acoustic intensity j - = (^-)2 spatial scan of the focused wave at collapse 
time (right) in reverberating room B using a 43-loudspeaker TRM (top) and a single-loudspeaker 
TRM (bottom). f0 = 3500 Hz and A / = 1.97/0 
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another position can be achieved. In the following, we will present the focusing obtained with a 
43-loudspeakers TRM and TRAS in the reverberant environment because this situation allows 
the highest focusing quality and backpropagating wave reconstruction. 
2.2.5.2 TRM focusing in a reverberating room 
It is interesting to consider the dependance of the focal width with respect to the central 
wavelength of the focused signal. The transient signal focused presents a strong spectral com-
ponent at /o, allowing to study the size of the focal spot versus central wavelength. According to 
theory, the focal spot size obtained is larger than A/2. In order to reach this limit of resolution, 
one has to use a point-like initial source and sufficient space sampling for the transducers on 
surface (3). 
The focusing achieved with a 43-loudspeaker TRM in room B has been reproduced for 
/o G [500;3500]Hz and A / = 1.97/o. The focal point width versus central wavelength for a 
43-loudspeakers TRM is plotted in Figure 2.11. This figure shows that the ideal half wavelength 
spatial resolution cannot be surpassed using the TRM in room B, according to theory. Here, 
the space sampling is equal to A/2 and the number of (virtual and real) transducers is sufficient 
thanks to reverberation. Even if the source used in the TRM is not point-like, the spatial focusing 
corresponds very well to the ideal theoretical case and even reaches and follows the ideal limit 
A 
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FIG. 2.11: Focal spot width versus central wavelength using the 43-loudspeakers TRM in rever-
berating room B : experimental (solid line) and ideal theoretical size (dashed line) 
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Nevertheless, considering that these experiments are achieved in low-frequency audible range, 
it would be interesting to obtain subwavelenth focusing. In this frequency range, the ratio between 
the wavelength and the objects that could be studied in non-invasive excitation applications is 
close to one. Thus, in many applications in non-destructive / non-invasive control and localized 
excitation of vibrating structures, subwavelength high-resolution focusing is required. 
2.2.5.3 High resolution subwavelength focusing in a reverberating room using TRAS 
The same signals are focused using TRAS. The initial source is still simulated using the 
space reciprocity theorem. The real antinoise source (one of the 43 channels previously used in 
the TRM) is placed at the initial source position, ro during the initial forward propagation and 
the backward propagation in order not to make any physical changes between the original forward 
propagation and the TRAS transmissions. The antinoise source emits the time-reversed initial 
signal fr+to(~*) simultaneously to the time-reversed field created by the other 42 loudspeakers 
composing the TRM during the backward propagation. This process supresses the divergent 
wave following the collapse. 
The antinoise source is placed at the virtual initial source position, ro and emits the time-
reversed initial waveform / r + t o ( ~ 0 m order to destructively interfere with the divergent wave 
following the collapse. 
A typical result is shown in Figure 2.12. This figure shows the normalized acoustic intensity 
(-£-) focused by the TRAS, plotted in three dimensions, versus time and space coordinates, for 
/o = 750 Hz and A / = 1.97/o. On this figure, one can notice that the good time compression 
corresponding to the transient sound focused, and that the space focusing is very efficient. One 
can observe that the spatial sidelobes disappear from the focusing diagram. In fact, the antinoise 
acts as a divergent wave canceller : it "absorbs" all the convergent wave by interfering with the 
divergent wave following the collapse, thus allowing to re-create the TR image of the source 
emission. In this experiment, the focal spot size equals to 82 mm, wavelength being equal to 460 
mm, thus achieving a A/5 focusing, and confirming the fact that the TRAS methods allows to 
overcome the diffraction limit. Consequently, the TRAS is a high-quality method to produce a 
subwavelength focusing wave. 
The experiment has been reproduced for several central frequencies, /o G [500; 3500]Hz, in 
order to study the space focusing dependance on wavelength. The best focusing quality is ob-
tained for /o = 500 Hz, as shown in Figures 2.13 and 2.14. Figure 2.13 shows the normalized 
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FIG. 2.12: Normalized acoustic intensity j - = (^-)2 of the spatio-temporal focusing pattern mea-
sured in reverberating room B using the TRAS. /o = 500 Hz and A / = 1.97/o- Space sampling : 
4 mm 
acoustic intensity ( ^ ) 2 focused by the TRM (top) and the TRAS (bottom), plotted versus time 
and space coordinates, for /0 = 500 Hz and A / = 1.97/o-
A striking difference appears when comparing the two B-scans on Figure 2.13 : the TRAS 
allows to focus with a space resolution much smaller than with a classical TRM. Indeed, by 
cancelling the divergent wave, the antinoise source used in the TRAS method allows to supress 
the diffraction limit; the sidelobes hence disappear and the convergent wave is "absorbed" by 
the antinoise source, thus creating a sharper focusing pattern. 
The spatial scan of intensity values at collapse time are represented in Figure 2.14, hence 
providing a precise measurement of the focal spot size. The acoustic intensity scan at collapse 
time using a TRM is represented on this figure in order to compare the space resolution obtai-
ned between the focusing achieved with a TRAS and a TRM. One can notice that the TRAS 
techniques allow to focus spatially the acoustic wave with a much higher quality than with the 
TRM. In this situation (/o = 500 Hz and A / = 1.97/o), the central wavelength equals to 690 
mm and the focal point size obtained with the TRAS equals to 96 mm, hence achieving a A/7 
focusing and overcoming the diffraction limit imposed by the classical TRM focusing methods. 
The focal spot size has been studied versus the central wavelength of the backpropagated 
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F I G . 2.13: B-Scan : Normalized acoustic intensity -f- — (:f-)2 of the spatio-temporal focusing 
pattern measured in reverberating room B using a 42-loudspeakers TRM (top) and the TRAS 
(bottom), /o = 500Hz and A / = 1.97/o. Space sampling : 4 mm 
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FIG. 2.14: Acoustic intensity at collapse time measured in reverberating room B using a ^2-
loudspeakers TRM (dotted line) and the TRAS (solid line), /o = 500 Hz and A / = 1.97/o. In 
the small graphic box, these focal spot sections are normalized, for reference. 
fraction limit using a TRAS, hence allowing subwavelength focusing. The focal spot size remains 
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FIG. 2.15: Focal spot width versus central wavelength using the TRAS in reverberating room B 
experimental (solid line) and diffraction limit of resolution of the classical TRM (dashed line). 
The dependance on wavelength is thus cancelled because the diffraction limit is overcome. 
However, there seems to be another limit here : the focal spot presents a size of 85 mm ± 10 mm. 
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This limit can be interpeted as follows : the antinoise source used is not a point-like source. 
Hence, the physical aperture of this source creates a natural limit of resolution. This hypothesis 
is confirmed by the modelization of the source acting as an antinoise device in the TRAS : the 
piston modelling this source has a 85 ± 5 mm diameter. Similar results have been obtained in the 
damped room, confirming this essential result; the limit of resolution imposed by the TRAS is 
only a material limit. The focal spot size obtained with a TRAS corresponds to the finite size 
of the antinoise source. This result explains the j£ focal spot size obtained by Rosny et al. with 
ultrasonic waves [24] [21]. 
2.2.6 Discussion - Applications 
TRAS techniques allow one to focus efficiently at a subwavelength resolution, what is often 
required when the size of the structures are about a wavelength. This technique allows one to 
use TR invariance in non-destructive / non-intrusive excitation of vibrational structures in low-
frequency domain. This technique has been for the first time exploited and tested in audible 
range. Ultrasound TRAS studied by Rosny et al. [24] has a very different experimental setup, 
but the theoretical principle is basically the same and can be understood in these terms : perfect 
time reversal requires both the field and the boundary conditions to be time reversed. Here, the 
antinoise source is effectively part of the boundary conditions since it must be appropriately 
manipulated or controlled to achieve the desired results. 
Theoretically, this setup requires the antinoise source to be at the exact location of the focal 
point. Experimentally, the antinoise source can be placed about j from the focal point without 
losing quality of spatio-temporal focusing by using time and space matched-filters in order to 
modify the signal emitted by the antinoise source. This process has been used in all our expe-
riments and has been therefore validated. Thus, TRAS can be used to achieve non-destructive 
and localized excitation of vibrational structures without mounting vibrational transducers on it. 
Finally, TRAS can be used in order to achieve acoustic imaging using TR process. This 
application is under heavy development. This technique using a numerical TRAS allows one to 
localize and characterize the shape of an acoustic source which is much smaller than the wave-
length emitted, such as inclusions or defects in vibrational structures. This technique uses both 
experiments and simulation. The forward propagation of an unknown source is recorded by a real 
TRM. The back-propagating field is then computed in a simulated media and environment. The 
source is then iteratively localized using the classical TRM imaging method, and a numerical 
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point-source TRAS is created in order to obtain hyperresolution imaging. This technique allows 
one to overcome the problems of experimental TRAS, which are the finite size of the antinoise 
source and the position of the antinoise source. To be more efficient, the antinoise source has 
to be point-like and has to be placed exactly on the source to be imaged. This is impossible in 
real experiments where sources are located on real structures. Simulations allow the creation a 
point-source located on the source to be imaged, without disturbing the system. Thus, this tech-
nique allows a hyper-resolution acoustic imaging of sources (size, shape, position, and radiation 
pattern), as does the experimental TRAS. This application is the most promising application of 
TRAS techniques and is being investigated in this research project. 
2.2.7 Conclusions 
In this paper, we have presented experimental results confirming the theory of time-reversal 
focusing using a time-reversal mirror (TRM) and a time-reversal acoustic sink (TRAS). This 
is the first experimental demonstration of a subwavelength focusing using a TRAS in audible 
frequency range. The TRAS is shown to produce a seventh wavelength focusing wave in our 
experiments. These results extend those obtained previously in ultrasonics and TRAS theory. 
We have shown that focusing using a TRM or a TRAS depends on the room in which the expe-
riment is realized. There are some important differences in the characteristics of time and spatial 
focusing between the two environments. In the space domain, the reverberant environment al-
lows to focus (with a TRAS and a TRM) with a higher PSR than in a damped environment, 
taking advantage of non-coherent reflections in the diffuse field which contain information on 
the time-reversed acoustic wave. We have experimentally shown that the non-coherent reflec-
tions contained in the diffuse field allow to focus an acoustic wave with a high spatio-temporal 
compression and high PSR quality, using only one loudspeaker and one microphone. The rever-
berant environment creates many virtual sources contributing to the quality of time and space 
focusing, provided that the diffuse field is recorded, in order to avoid coherent reflections. We 
experimentally showed that wave field focusing with a resolution much smaller than wavelength 
can be obtained with the TRAS. This TRAS focusing presents a high temporal compression and 
a high quality subwavelength spatial focusing by overcoming the diffraction limit, thus allowing 
many applications in non-destructive control and localized excitation of vibrating structures in 
low-frequency audible range for small objects, and hyper-resolution imaging of acoustic sources 










F I G . 2.16: Signal recu par le microphone de reference au point focal, avec un puits a retournement 
temporel dans la salle attenuee A (trait continu gris) et signal initial (pointilles). A / = 3000 Hz 
et f0 = 2500 Hz 
2.3 Discussion sur la resolution focale du puits a retournement temporel 
Les resultats experimentaux presentes dans ce chapitre demontrent que la tache focale obte-
nue grace a l'utilisation d'un puits a retournement temporel peut etre plus petite que la demi-
longueur d'onde obtenue grace a un miroir a retournement temporel (voir figures 2.15 et 2.17). 
Plus precisement, il apparait de tous les resultats experimentaux, que ce soit en milieu rever-
berant ou en salle attenuee, que la largeur a mi-hauteur de la tache focale obtenue par cette 
technique correspond exactement a la taille de la « source d'antibruit » utilisee pour realiser le 
puits a retournement temporel experimental. II convient d'analyser en detail ce resultat essentiel 
afin d'expliquer ce phenomene. 
Comme detaille en section 1.5, le puits a retournement temporel permet de realiser, dans des 
conditions theoriques ideales d'echantillonnage spatial (i.e. a l'aide d'une cavite a retournement 
temporel), l'image duale exacte de la propagation directe par la source initiale. En effet, l'intro-
duction de la « source d'antibruit » permet de recreer la singularity d'espace au point de la source, 
et de reconstituer au voisinage de ce point les ondes evanescentes, qui n'ont pas ete reconstruites 
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F I G . 2.17: Largeur de la tache focale obtenue dans la salle attenuee : mesure (trait plein) limite 
de diffraction theorique du miroir a retoumement temporel (pointille) 
par la cavite a retoumement temporel. Cette situation correspond a un retoumement temporel 
« parfait », dans le cas detaille precemment d'une cavite a retoumement temporel associee a 
un puits a retoumement temporel. II est essentiel de noter que cette description formelle a ete 
realisee dans le cas d'une source ponctuelle. La solution trouvee demontrait alors que le puits 
a retoumement temporel permettait de recreer une onde convergente, dont toute l'energie etait 
absorbee par le puits a retoumement temporel au point focal, correspondant a la position exacte 
de la source ponctuelle initiale, et que l'energie au point focal etait theoriquement infinie. 
Dans le cas experimental d'une « source d'antibruit » non ponctuelle, ayant une etendue spa-
tiale <pp, les resultats experimentaux demontrent que la largeur a mi-hauteur de la tache focale 
obtenue correspond exactement a la taille de la « source d'antibruit » introduite. L'introduction 
du puits permet de creer (ou d'approcher, dans le cas d'une mise en ceuvre non ideale, i.e. sans 
cavite a retoumement temporel) l'image duale de remission initiale. Par reciprocite et symetrie 
de la propagation et de la retropropagation par technique de puits, si la source initiale possede 
une etendue spatiale plus grande que le puits a retoumement temporel, la largeur a mi-hauteur 
de la tache focale obtenue grace au puits doit correspondre a la taille de la source initiale. II 
est a noter que cette situation est ideale, puisque nous considerons une cavite a retoumement 
temporel associee a un puits a, retoumement temporel. Cependant, comme nous l'avons vu pre-
cedemment, une mesure en milieu fortement reverberant en utilisant un miroir a retoumement 
temporel permet d'approcher la situation de cavite a retoumement temporel grace au forma-
lisme des sources virtuelles images et de l'information contenue dans le champ diffus [64]. Ainsi, 
R = max{<j)s,^)p), ou R est la resolution de focalisation par puits a retoumement temporel, <f>s 
















utilisee pour realiser le puits a retournement temporel . Ce resultat sera demontre et teste dans 
de nombreuses situations et environnements, tant pour les ondes acoustiques que les ondes vi-
bratoires, grace a la technique d'imagerie par puits a retournement temporel numerique detaillee 
dans les chapitres suivants. 
Pour que cette relation soit valable, il est necessaire de se placer dans une situation ou le 
champ est suffisamment echantillonne sur la surface du miroir, grace a un miroir possedant un 
grand nombre de transducteurs, ou a un environnement de mesure sumsamment reverberant pour 
creer des actionneurs et des capteurs virtuels permettant d'agrandir la surface effective du miroir. 
Dans d'autres cas, ou le miroir possede une ouverture effective trop petite pour echantillonner le 
champ sur une surface suffisante, ce resultat sera biaise par le manque d'information recueillie 
sur le systeme par le miroir a retournement temporel. 
2.4 Limites de la technique de focalisation a haute-resolution par puits a 
retournement temporel 
Malgre son potentiel de haute-resolution dans le cadre de la focalisation dans le domaine 
audible, il est a noter que le puits a retournement temporel experimental possede certaines 
caracteristiques qui limitent son potentiel d'applicabilite. En effet, cette methode necessite l'in-
troduction d'une « source d'antibruit » au point focal (ou a proximite du point focal, sous reserve 
de corrections grace a l'usage de flltres adaptes spatio-temporels) afin de realiser une focalisation 
hyper-resolue. De par cette caracteristique liee au principe meme du puits a retournement tem-
porel, l'experience de focalisation perd son caractere non invasif. En effet, en situation pratique 
oii une structure doit etre excitee localement par puits a retournement temporel, la « source 
d'antibruit » doit etre placee a proximite, ou, dans le cas ideal, au contact de cette structure. Ce 
protocole experimental pose des problemes dans la mesure ou l'introduction d'une source (non 
ponctuelle, possedant une masse et une raideur intrinseque) pertuberont les caracteristiques me-
caniques et acoustiques locales de la structure a exciter (que ce soit par methode de puits a 
retournement temporel acoustique ou vibratoire). Ce point limite les applications possibles du 
puits a retournement temporel experimental pour l'excitation localisee dans le cadre de revalua-
tion non destructive et non invasive. 
il est par ailleurs important de remarquer que la « source d'antibruit » doit posseder la mt»me directivity que 
la source initiale, afin de recreer precisement le champ retourn<3 et compenser de maniere efficace les effets de 
diffraction 
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2.5 Discussion sur le caractere reverberant du milieu environnant 
Les resultats presentes en section 2.2.5 demontrent que la reverberation et les multiples re-
flexions aux bords de la salle dans laquelle les experiences sont realisees permettent d'obtenir 
une focalisation efficace a moindre cout, en utilisant moins de transducteurs pour reproduire le 
champ retourne temporellement. En effet, les multiples reflexions (en particulier, dans une salle 
reverberante, l'information contenue dans le champ diffus apres le temps de melange) permettent 
d'obtenir de l'information sur le champ initial sans avoir a disposer d'une cavite a retournement 
temporel telle que presentee dans le chapitre d'etat de l'art. En particulier, il a ete montre qu'une 
focalisation efficace peut etre realisee grace a un seul capteur et a un actionneur dans un milieu 
reverberant, autant pour les techniques de miroir a retournement temporel que pour les tech-
niques de puits a retournement temporel. 
II est alors essentiel pour les applications potentielles de la focalisation par puits a retourne-
ment temporel de prendre en compte ce parametre pour le protocole experimental. En particulier, 
l'utilisation de capteurs intrinsequement reverberants (un couple de capteurs et d'actionneurs 
situes dans une cavite reverberante, sans necessairement placer la structure sur laquelle on sou-
haite focaliser de l'energie acoustique dans un milieu lui-meme reverberant) peut representer 
dans l'avenir une technique originale et repandue de focalisation acoustique a faible cout en 
terme de nombre de transducteurs et de voies electroniques. Cependant, pour « demultiplier » le 
capteur de maniere efficace, il est necessaire que le systeme reverberant soit grand par rapport 
a la longueur d'onde. De plus, un systeme ne peut etre reverberant que s'il rayonne une faible 
fraction de son energie. Ce type de capteur reverberant intrinsequement ne presente ainsi un in-
teret que pour les capteurs ultrasonores utilises pour le retournement temporel. Dans le domaine 
audible, ce type de dispositif necessiterait de placer un capteur dans une salle reverberante, et 
la structure sur laquelle on souhaite focaliser dans une salle couplee; il est toujours necessaire 
de disposer d'une salle reverberante pour demultiplier le nombre de capteurs. 
2.6 Bi lan — Discussion : adaptat ion des techniques de puits a l'imagerie a haute 
resolution de sources actives sonores et vibratoires 
L'analyse des resultats experimentaux presentes dans ce chapitre nous montre que le puits a 
retournement temporel peut etre adapte aux ondes sonores dans le domaine audible. Les speci-
ficites dues a l'utilisation de la technique dans ce domaine de longueur d'onde ont ete abordees, 
et les experiences montrent que cette technique de focalisation acoustique permet d'obtenir une 
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resolution bien inferieure a la longueur d'onde. La largeur de la tache focale obtenue ne cor-
respond done plus a une limite de diffraction. En effet, la reconstruction des composantes non 
propagatives du champ acoustique autour du point focal perraet d'obtenir une focalisation a 
haute resolution, particulierement adaptee aux applications a basses frequences auxquelles nous 
nous interessons. Grace au puits a- retournement temporel, la limite de resolution correspond a la 
taille de la source la plus etendue spatialement, de la source initiate ou de la « source d'antibruit ». 
Une analyse de la methode a montre que celle-ci est difncilement applicable dans le cadre de 
l'excitation non invasive de structures, puisque la « source d'antibruit » doit etre introduite au 
point focal, faisant perdre le caractere non invasif de la methode de focalisation par retournement 
temporel. 
Pour finir, l'etude de la resolution obtenue grace au puits a retournement temporel ainsi 
que de ses limites experimentales permet d'ouvrir une voie nouvelle d'applications aux puits 
a retournement temporel. En effet, nous avons precedemment demontre par reciprocity que 
lorsque la taille de la « source d'antibruit » etait plus petite que celle de la source initiale, la 
resolution de focalisation etait egale a la taille de la source initiale (si la dimension du miroir a 
retournement temporel et son echantillonnage spatial permettent une reconstitution satisfaisante 
du champ retourne temporellement). Par ailleurs, le principal defaut de la methode experimentale 
de focalisation par puits a retournement temporel est son caractere invasif par introduction 
de la « source d'antibruit ». Les chapitres suivants detaillent une nouvelle methode d'imagerie 
basee sur la technique de puits a retournement temporel: I'imagerie a haute resolution par puits 
numerique a retournement temporel. L'idee sous-jacente provient d'une constatation simple. Une 
methode de localisation de sources par retournement temporel dans un milieu de propagation 
connu correspond a l'enregistrement sur un miroir de l'onde emise par une source inconnue, puis 
a la retropropagation numerique de l'onde retournee temporellement. Cette retropropagation 
simulee necessite un modele numerique precis du milieu environnant. Par consequent, le principe 
du puits a retournement temporel est adaptable a la phase de retropropagation numerique, et 
permettrait d'obtenir un processus d'imagerie a haute resolution. En particulier, si la « source 
d'antibruit » numerique utilisee dans le cadre de ce processus est ponctuelle, la resolution de la 
focalisation numerique dans le modele correspondra a la taille physique d'emission de la source 
initiale, ce qui permet d'obtenir des informations cruciales sur la ou les sources actives a imager 
par cette technique. Par ailleurs, la presence de la « source d'antibruit » numerique ne perturbe 
pas le milieu de propagation ni par sa masse ni par sa raideur, contrairement a l'introduction de 
la « source d'antibruit » experimentale dans le cadre de la focalisation par puits a retournement 
temporel. Ainsi, cette adaptation du puits a retournement temporel permettrait de developper 
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une nouvelle methode d'imagerie non invasive, a haute resolution, et de depasser les limites 
constatees lors de la mise en oeuvre experimental de la focalisation par puits acoustique. En 
revanche, il est essentiel de noter que la connaissance du milieu necessite que celui-ci ne soit pas 
chaotique. Dans le cas d'un milieu chaotique, les arrondis et incertitudes numeriques empechent 
strictement toute reconstitution exacte du champ [66]. En d'autres termes, la methode n'est 
applicable que dans le regime modal d'un systeme complexe. Les chapitres suivants consistent 
en la description de la technique d'imagerie et des resultats obtenus en milieu bidimensionnel 




IMAGERIE A HAUTE RESOLUTION DE SOURCES VIBRA-
TOIRES EN MILIEU DISPERSIF 
FlG. 3.1: Dispositif experimental d'imagerie a haute resolution de sources d'impact sur une plaque 
encastree par puits a retournement temporel numerique 
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3.1 Introduction 
Dans ce chapitre, articule autour de la seconde publication (soumise au Journal of Sound and 
Vibration le 12 Mai 2008), nous abordons le developpement de la methode d'imagerie a haute 
resolution par technique de puits vibratoire numerique dans le cadre de l'imagerie de sources 
vibratoires actives dans un milieu bidimensionnel dispersif. En particulier, nous analysons les 
resultats obtenus dans une plaque mince d'aluminium encastree aux quatre bords. 
Dans une premiere section, la publication est reproduite integralement (une traduction en 
frangais de la publication est disponible en Annexe). Dans cet article presentant pour la premiere 
fois l'outil de puits a retournement temporel numerique pour l'imagerie de sources vibratoires, 
la methode est decrite precisement. Le protocole experimental et le modele numerique necessaire 
a la mise en ceuvre de la methode dans le cas d'une plaque mince orthotrope encastree sont de-
tailles. Des resultats d'imagerie obtenus dans une plaque (isotrope) d'aluminium sont presentes 
et analyses. Dans une section complementaire, le modele numerique de propagation d'ondes de 
flexion et l'algorithme de calcul sont detailles. Une etude de la robustesse de la technique d'ima-
gerie a haute resolution par puits a retournement temporel numerique est egalement presentee 
en complement de la publication, afin d'analyser les limites et les avantages de cette technique. 
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3.2 Imagerie a haute resolution de sources actives vibratoires 
Super-resolution imaging of active vibrational sources using a 
time-reversal sink 
Eric Bavu, Alain Berry, Jean-Dominique Polack 
Submitted to Journal of Sound of Vibration (12/05/2008) 
3.2.1 Abstract 
Source detection and characterization is an important problem in acoustics and vibrations. The theory 
and application of super-resolution focusing of sound and vibration using a time-reversal sink (TRS) has 
been investigated in ultrasonic regime and in audible range. In this paper, this technique is generalized to 
the case of super-resolution vibrational imaging of active sources. This imaging technique allows super-
resolution imaging and provides a new method of characterization and detection of active sources in 
a known background medium. In this work, this technique is used to detect active vibrational sources 
in a clamped aluminium plate with a limited number of measurement points. All results show high 
resolution imaging capabilities of this new technique when compared with classical time-reversal (TR) 
backpropagation. More than simply detecting the position of the vibrational source, this technique allows 
to detect the size of the active sources. This technique provides an alternative to other imaging and source 
detection techniques, such as acoustic holography and beamforming. 
3.2.2 Introduction 
The time-reversal sink has been first introduced by Fink et al. [28] and by Rosny et al. [21] [24] 
in ultrasonic range with Lamb waves on a chaotic silicon plate. More recently, Bavu et al. [3] [67] 
extended this focusing method in audible range in both reverberant and damped acoustic en-
vironments. This technique allows high quality subwavelength focusing and has been shown to 
enhance the limit of resolution of vibration focusing when compared to classical time-reversal 
(TR) backpropagation [24]. The technique also proved to be very effective, even with a single 
channel time-reversal mirror (TRM) in a reverberant or chaotic environment [67] [27] [63]. 
TR techniques are also widely used to locate scatterers [68] [10] [11] [43] [52]. Time reversal 
has been shown to be an effective localization technique in audible frequency range, for impact 
sources on a plate [14] [15]. However, since classical time-reversal technique produces an inter-
ference phenomenon between diverging waves and converging waves around the focal spot, the 
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imaging resolution produced by time-reversal cannot be smaller than half a wavelength, even if 
the source is point-like [28]. In this article, the time-reversal sink (TRS) technique is generalized 
to the case of vibrational imaging of active vibration sources in a flexural plate. This imaging 
technique allows super-resolution imaging and provides a new method of characterization and 
detection of active sources in a known background structure. In contrast with most other exis-
ting techniques involving beamforming, classical time-reversal, or time of arrival dectection, TRS 
provides detailed information on the boundaries of the active source on the plate instead of just 
localizing the center of this source. The TR-MUSIC (time-reversal multiple signal classification) 
method [11] also provides information on the boundaries for passive sources in transmission 
mode, whereas DORT [10] (decomposition of the time-reversal operator) method doesn't. Ne-
vertheless, TR-MUSIC has been developped to provide super-resolution imaging for scatterers 
location whereas the TRS imaging technique has been developped for active sources imaging. 
In this article, we consider the following situation : a clampled flexural plate is excited by an 
arbitrary number (AT) of unknown sources. The flexural wave ^("r*, t) is recorded on the surface 
of the plate at M control points. In a first step, the N sources emit an unknown impulsive signal 
Si(t) on the plate (i G [1 : N]). Due to linearity, the signal measured at the mth control point 
can be written as follows (m £ [1 : M]) : 
N 
iH{^t) = YJG{n,r^-t)*si{i) (3.1) 
i = l 
where Sj(t) is the source signal, G(r|,7v^;£) is the Green's function between the ith source 
and the m* control point (* denotes the convolution in the time domain). The second step 
consists in a simulated backpropagation of the time reversed signals * ( r^ , -£ ) re-emitted at 
each control point using a finite difference in the time domain (FDTD) algorithm in a fictive 
medium approaching the characteristics of the real background structure (which, at this point, 
is quite similar to the TDTE method introduced by Dominguez et al. [38]). At the end of this 
computation step, the position of each source can be detected by using peak detection in both 
space and time domains, and the flexural vibration is extracted at these positions. This detection 
is limited by diffraction effects between converging waves and diverging waves [19] and depends 
on the wavelength of the flexural modes involved in the clamped plate vibration. At this stage 
of the process, there is no information on the size of the N sources. The last step of the process 
consists in emitting using N numerical TRS in the fictive medium using the flexural displace-
ments extracted at the previous step, simultaneously to the M TRM signals. The N TRS are 
located at the positions of the active sources detected at the end of the second step. This simu-
lation is computed using the same FDTD algotithm than the one used in the second step. 
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This process is an adaptation of the high-resolution process of focusing using a TRS detailled 
in [67] : the TR backpropagation and the TRS emission are simulated instead of being processed 
in the real medium. As long as the FDTD simulation is accurate and the background medium is 
well known, the imaging process has the same properties as the focusing process. TRS focusing 
has been shown to have the following properties in terms of resolution : 
- the focal spot width doesn't depend on the wavelength because diffraction effects are 
supressed by TRS process. 
— the focal spot width equals to max{4>scmTce, <j>Sink)i ^source being the size of the initial source 
and <f>sink the size of the sink. 
In our process, the source used to create the numerical sink is an ideal point source. Thus, 
the resolution of the TRS imaging process is exactly the size of the initial source : besides being 
able to locate the active sources, TRS process allows access to details on the spatial extent of 
the source, even in situations where the size of the source is smaller than half the wavelength. 
Furthermore, the TRS being numerical and pointlike, it can be included in the simulated back-
ground medium without changing its physical properties, such as rigidity and density. In the 
following, these properties are demonstrated. In a first Section, the experimental setup and the 
algorithm for backpropagation and TRS simulation are detailled. Then, the model is tested and 
validated. In a third section, the results of TRS imaging experiments are presented and com-
pared to numerical TR retropropagation in order to show the super-resolution capabilities of 
this new technique. The advantages of this technique when compared to classical active source 
localization techniques are also discussed. 
3.2.3 Material and methods 
3.2.3.1 Experimental setup 
In this article, we consider the situation illustrated in FIG. 3.2. A 1050x750x3.125 mm clam-
ped aluminium plate (Table 3.1) is excited by an arbitrary configuration of sources. The sources 
used in our experiments are circular impact sources, with various sizes. The sources simulta-
neously emit impulsive signals (or knocks) on the clampled plate, driving the plate in a perpen-










F I G . 3.2: Experimental setup - The positions of active sources and control points shown are for 
illustration purpose. 
Experimentally, these sources are created using round metallic plates mounted on a shaker. 
A scanning laser vibrometer Polytec PSV-400 is used to measure the transverse velocity response 
at M control points on the clamped plate. In order to guarantee exact synchronisation between 
the measurements at several points, the source signals are generated using Labview software and 
2 National Instrument NI-PCI-6115 cards, and all generators are triggered using the internal 
analogic generator of the scanning vibrometer. The transverse velocity measured at the control 
points is then acquired using the NI-BNC-2110 cards and Labview. This experimental setup 
allows a measurement bandwith of [10 Hz - 500 kHz] and a sampling frequency of 1 MHz. These 
measurements are then used as inputs to the simulation to process the time-reversal backpropa-
gation in the simulated clamped plate. 
3.2.3.2 Time reversal simulated backpropagation 
The algorithm used to compute the TR backpropagation consists in the modeling of wave 
propagation into the structure1. This simulation is coded in C language using finite difference in 
the time domain (FDTD) and the simulations are done in a serial cluster supercomputer (872 
3.2 GHz Intel processors, 3 064 Gflops peak performance) in order to reduce the computation 
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FIG. 3.3: Typical transverse velocity frequency response measured in the clamped plate. 
time (around 2 minutes for a backpropagation in the simulated clamped plate). The code is 
flexible and cross-platform, and can be compiled on any other architectures. In order to properly 
simulate the propagation, it is necessary to know the nature of the propagating waves in the 
clamped plate. First, it is necessary to know the frequency range of the waves generated in the 
plate. This spectral response has been measured using the laser vibrometer, which has a flat fre-
quency response from 10 Hz to 2 MHz. Figure 3.3 shows a typical frequency response measured 
on the clamped plate. Above 10 kHz, the energy contained in the wavefield can be neglected : 
the energy transfered to the structure by knocks is weak above this frequency. As a consequence, 
the frequency by plate thickness product does not exceed 0.04 MHz.mm, and only zero order 
Lamb modes AQ and So exist in the wavefield recorded on the plate [69]. Furthermore, at these 
frequencies, the first antisymmetric mode AQ can be considered as a flexural mode and the first 
symmetric So can be considered as an extensional mode. Since the round plates used to knock 
on the plate can be considered as transverse sources, the only mode to consider in the numerical 
simulation is the flexural mode. 
As a consequence, the FDTD algorithm has been chosen to describe a Love-Kirchhoff ortho-
tropic plate (the isotropic case being a simplification of the orthotropic plate), since the modes 
involved in our experiments can be considered as flexural modes and the plate is thin enough to 
consider that the transverse displacement W can be described as a function of the coordinates 
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x, y, and time t (see FIG. 3.4 for the geometry of the problem). 
FIG. 3.4: Geometry of the clamped plate. Lx = 750mm, Ly = 1050mm, h = 3.125mm 
The flexural vibrations of an orthotropic Love-Kirchhoff plate are described as follows [18] : 
„ d2W Dxvd2W 
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and W is the flexural displacement, p is the mass density, Ex, Ey are the Young's moduli 
in the x and y directions, Gxy is the shear modulus, vxy and vyx are the Poisson coefficients, 
Fz{x,y,t) is the transverse surfacic force, and Mx, My, Mxy are the bending and twisting mo-
v, E - Ex = Ev, and Gxy = ments. In the case of an isotropic plate, u 
Thus, the previous relations become Dx = hs 




12(1 - 1 / 2 ) ' 
D — / r Ev 
6(1 - v2) 
2(1 + 1/)" 
, Dy - Dx, and 
-. Note that the model assumes zero damping in the plate. The influence of 
6(1 + 1/)' 
damping in the TR approach and source imaging is discussed in Section 3.2.4.1. 
Since the plate is clamped, the kinematic boundary conditions are expressed as follows : 
W{LX, y, t) = W(x, Lv, t) = W(Q, y, t) = W(x, 0, t) = 0 
-teiLx,y,t) = ^ , L y , t ) = _ ( 0 , y , t ) = ^ ( , , 0 , . ) = 0 
(3.4) 
These equations are discretized in both space and time domain using PDTD which has been 
shown to be convenient for solving vibration problems in the time domain [70] [71]. A time 
domain approach has been chosen in order to make the TR process easier, because a modal 
expansion would require computing the plate response in the frequency domain, and inverse 
Fourier transform to obtain time responses. The explicit numerical scheme that was used is of 
second order in time and fourth order in space (4-2 explicit scheme). The flexural displacements 
and bending moments are computed at the nodes of a rectangular grid and the twisting moments 
are computed by using decentered operators, which has the advantage of keeping the explicit 
character of the numerical formulation. The space and time steps A X and A T are chosen in 
order to minimize the numerical dispersion and satisfy the numerical stability condition for this 
explicit 4-2 FDTD scheme [71] : 
AX> O p - 1 ^ ( 2 ^ + D, (3.5) 
Since the time step is determined by the sampling frequency of the experimental system 
(Fs = 1 MHz), the minimal space step calculated from equation (3.5) is about 4 mm, which is 
sgnificantly smaller than the smallest flexural wavelength in the plate, which is 5.5 cm at 10 kHz. 
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Using this algorithm, the classical TR backpropagation is computed and the source position can 
be detected using a peak detection method. 
Plate length Ly 
Plate width Lx 
Plate thickness h 
Young's modulus E 
Density p 
Poisson modulus v 
First rigidity Dx 
Second rigidity Dxy 
Third rigidity Dy 











TAB. 3.1: Aluminium plate physical parameters 
After this computationnal step, the TRS step can be applied, since the computation gives 
access to the time-reversed flexural vibration and the position of the sources. This last step 
is necessary to have access to the characteristics of the sources, since classical TR methods are 
limited by diffraction effects. The numerical time-reversal sink is used to overcome this diffraction 
limit and to have access to the geometrical characteristics of the sources. 
3.2.3.3 Numerical time-reversal sink : super-resolution imaging 
In order to achieve super-resolution imaging of the active vibrational sources, a numerical 
time-reversal sink is then applied in the simulated background medium. This numerical TRS is 
based on the general principles described in [67] and [24]. 
As stated in [67], the signal to be emitted by the numerical time-reversal sink is extracted 
from the flexural vibration computed in the classical TR step. This signal corresponds to the 
flexural vibration at the focal point located by using classical TR and peak detection. This signal 
is then emitted by a numerical pointlike source at the same position, simultaneously to the time 
reversal mirror emission in order to overcome the apparent failure around the source position in 
the time reversal process and supress the diffraction effects. In the case of a single sink, the wave 
emitted by the time-reversal sink can be written as follows : 
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VTRsC?,t) = G{rs,l>;t)*STR(t) (3.6) 
where sxvj(t) is the time-reversed signal at the focus point extracted from the TR computa-
tion, and G(ft, "r*; t) is the Green's function between the source at position rt and a receiver at 
position ~r . 
TRS method has proven to achieve high resolution for sound and vibration focusing, but as 
stated in [67], implementing a TRS in practice may not be convenient (it involves additional 
physical sources in the wavefield, collocated with the initial sources, and whose finite size can 
limit the spatial resolution obtained in the focusing process). In contrast, the numerical TRS 
used here is a point-like vibrational source, so that the resolution corresponds to the size of the 
initial unknown source, if the numerical space step is smaller than this size. Thus, besides being 
able to locate the active sources, TRS process allows the reconstruction of spatial details of these 
sources. 
3.2.4 Results and discussion 
3.2.4-1 Validation of vibration simulation 
The TRS imaging method relies on an appropriate knowledge of the propagation medium. 
Thus it is necessary to validate the results of propagation in the simulated clamped aluminium 
plate obtained with the FDTD code. The first validation has been achieved by comparing the 
natural frequencies involved in the simulated undamped plate vibration with the natural fre-
quencies predicted by Odman [72] and Aronszajn [73]. 
The frequency response in a ideal square 1.0 x 1.0 m2 aluminium clamped plate has been 
computed using the FDTD algorithm, for a point impulsive force : Fz(x, y, t) = 5(xo, yo, to) where 
xo = 47 cm, yo — 41 cm, and to — 1 fis. In this computation, the chosen sampling frequency is 
1 MHz and the space step is 4 mm. 
The undamped resonance frequencies obtained by this FDTD algorithm are compared in 
Figure 3.5 with the natural frequencies obtained by Odman [72] who used a variation of the 
Galerkin method and mode shapes to obtain accurate uper bounds and the results obtained 
by Aronszajn [73] who used Weinsteins method to obtain lower bounds for the 8 first natural 
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frequencies. This figure shows that the percentage of deviation in the evaluation of the adimen-
sional frequency parameter a = u>L2 \ 
frequencies, thus validating the FDTD method. 
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FlG. 3.5: Percentage of deviation in the evaluation of the adimensional frequency parameter 
a = u>L2\ —2 using the FDTD method compared with Odman (circles) and Aronszajn 
(squares) methods. 
The second validation of the algorithm consisted in simulating the flexural displacement 
on the plate and comparing the predicted signals with the measured signals. This comparison 
allows to validate the accuracy of the physical parameters used in the algorithm. This validation 
is very important since the backpropagation without and then with the TRS are computed in the 
simulated medium. Any error in the modelization of the background medium may lead to an error 
of localization and imaging of the sources in the time-reversal sink imaging process. An accurate 
knowledge of the propagation medium is required in most imaging process, such as TR-MUSIC 
[11], beamforming [74], and acoustic holography [50]. In the experimental evaluation of the 
flexural displacement, the clamped plate is excited by a shaker (approaching a pointlike source) 
at (24 cm, 13 cm) emitting a 2.5-cycles Blackman windowed sinusoid at 8000 Hz. This imput 
signal is used in the FDTD simulation and the flexural vibration is computed and compared 
with the one measured with the laser vibrometer at (65 cm, 85 cm). 
Figure 3.6 shows a 5 ms time response extracted from the signals obtained from both expe-
riment and computation. The source emits the 2.5-cycles Blackman windowed sinusoid at t = 0. 
These results show that the algorithm is very accurate despite the fact that the damping has 
not been taken into account in the numerical model. A damped model would not have increa-
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sed the imaging process quality because time-reversal assumes an undamped behaviour in the 
background medium. Since the damping in the clamped aluminium plate is small and the time 
length of the signals used in the backpropagation process is small (< 10 ms), the assumption 


























F I G . 3.6: Measured (solid line) and computed (dashed line) flexural displacement on the clamped 
aluminium plate 
Figure 3.6 shows that the computational model is very accurate both in phase and in ma-
gnitude. This confirms that the algorithm can be used for the TRS imaging process. 
3.2.4-2 High-resolution imaging using time-reversal sink : proof of principle 
In this Section, we present a proof of principle using a simple numerical model. The forward 
propagation assumes a set of four active vibrational point-like sources. The numerical TR back-
propagation is computed and compared with the TRS method. The signal emitted simultaneously 
by the set of sources is a 1.5 cycles Blackman-windowed sinusoid at several time-reversal central 
frequencies, and the flexural vibration is extracted at 64 control points, regularly distributed 
along the perimeter of the plate. Figure 3.7 shows the results of numerical TR backpropagation 
of the four active vibrational sources at central frequencies of 2000 Hz, 750 Hz, and 200 Hz. Each 
figure shows an inverted gray scale image and an a mesh showing the squared flexural displace-
ment on the plate using classical TR at the instant of focus. The instant of focus was determined 
using a detection of the absolute maximum flexural displacement over time and position on the 
plate. The circles superposed on the images indicate the classical half-wavelength diffraction 
limit that bounds the resolution of the TR reconstruction. This diffraction effect between the 
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converging and the diverging waves around the focal spots prevents access to the physical size 
of the active sources, and the spatial resolution is degraded when the excitation frequency de-
creases. The set of four sources are identifiable at central frequencies of 2000 Hz and 750 Hz : 
the TR backpropagation provides adequate localization of the sources with a diffraction limited 
resolution. However, at central frequency of 200 Hz, the classical diffraction limit creates source 
sidelobes with magnitudes comparable to source peaks. At this frequency, the four sources are 
not localized and a false source is localized. This false source corresponds to the constructive 
interferences between the sidelobes of the real sources. 
y (cm) 
0 10 20 30 40 50 60 70 80 90 100 
x (cm) 
(a) 2000 Hz 
0 10 20 30 40 50 60 70 80 90 100 
x (cm) 
(b) 750 Hz 
FlG. 3.7: Localization of 4 pointlike active sources using the data obtained by numerical TR 
backpropagation at central frequency of (a) 2000 Hz, (b) 750 Hz, and (c) 200 Hz. Left : squa-
red flexural displacement of the plate - Right : Source localization (grayscale) compared to the 
theoretical limit of resolution (circles) 
The same numerical experiment has been reproduced using the TRS technique. In this case, 
the time-reversal sinks are exactly collocated with the active source centers. Figure 3.8 shows 
that using the numerical TRS allows to achieve high-resolution (i.e. subwavelength) imaging of 
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0 10 20 30 40 50 60 70 80 90 100 
x (cm) 
(c) 200 Hz 
FlG. 3.7 (continued): Localization of 4 pointlike active sources using the data obtained by nume-
rical TR backpropagation at central frequency of (a) 2000 Hz, (b) 750 Hz, and (c) 800 Hz. Left : 
squared flexural displacement of the plate - Right : Source localization (grayscale) compared to 
the theoretical limit of resolution (circles) 
the active sources. The spatial resolution using TRS does not depend on the frequency of the 
signal emitted by the active sources and results in exact localization of the four sources even 
at low frequency. The images obtained using TRS in this numerical experiment show that the 
pointlike sources are well reconstructed, and confirms the properties of TRS imaging detailed 
in the previous section. In this ideal numerical case, the active source is a numerical pointlike 
source. Thus, the TRS method provides a pointlike image of the source without degrading the 
imaging quality even when the frequency is low, whereas the numerical TR backpropagation step 
provides a frequency-dependant resolution because of the diffraction effects. The TRS images 
show both better resolution and contrast than the classical TR images, as predicted by the 
theory and focusing experiments previously published [24] [67]. 
Nevertheless, in practice, the maximum detection in the TR image may fail (see Figure 3.7 
(c)) at low frequency when the sources are close to each other. This maximum detection relies 
on numerical TR diffraction-limited process that fails in this case. It should be usefull to use 
high resolution localization methods instead of peak detection in the TR image. The MUSIC 
source localization method is a good candidate to replace the maximum detection in the second 
step of this imaging process, as it only requires the same signals on the measurement array than 
TR backpropagation method, and it also requires the knowledge of the propagation medium and 
the control points positions. We don't use this method in this article, but the MUSIC source 
localization has already proven to achieve high resolution source localization even in non ideal 
cases, even with non point sources [75] [76] [77] [78] [79]. In this numerical case, the pointlike 
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F I G . 3.8: Imaging of 4 pointlike active sources using the TRS technique at central frequency of (a) 
2000 Hz, (b) 750 Hz, and (c) 200 Hz. Left : squared flexural displacement on the plate - Right : 
Source localization (grayscale) compared to the theoretical limit of resolution of TR (circles) 
position of the sources is known a priori and we used this position to compute the TRS method. 
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3.2.4-3 Active source imaging using TRS 
In this Section, we present experimental results of vibrational imaging of real active sources 
on the plate described in Section 3.2.3. These sources are a set, of 8 round plates of different 
diameters (from 2 cm to 9 cm) mounted on a shaker. These plates knock on the clamped alumi-
nium plate at an arbitrary (unknown) position. The vibrational TR backpropagation and TRS 
imaging are then computed using the measurements at 14 control points distributed along a 
plate edge using the laser scaning vibrometer (x% = 65 cm, j/j = 10. 4- 5 * i cm, i e [1,14]). 
Figure 3.9 shows the localization achieved by using numerical T R backpropagation, for the 
impact sources of 2 cm, 4 cm, 6 cm, and 8 cm. Each subfigure shows a gray scale image and a 
3-dimensional mesh showing the squared flexural displacement on the plate using classical TR 
of the impact sources. In this case, since the impact sources have a large frequency content, it 
is not possible to put a diffraction limit to the results of Figure 3.7. The four sources are well 
localized despite the fact that the number of control points is low. Such a good TR localization 
with a few control points in this dispersive medium is predicted by theory, and is achieved thanks 
to reverberation (in a modal regime) [64] and weak attenuation [80] in the clamped plate. The 
vibrational maps obtained thanks to numerical TR shows information on the position of the 
impact sources on the plate, but the size of the focal spot does not depend on the size of these 
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F I G . 3.9: Localization of 4 impact sources of different diameters using numerical TR backpropa-
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FIG. 3.9 (Continued): Localization of 4 impact sources of different diameters using numerical TR 
back-propagation - Left : squared flexural displacement on the plate - Right : Source localization 
(grayscale) 
Besides the presence of spatial sidelobes, the resolution is affected by the predominant ei-
genmodes in the plate and by the aperture of the time reversal mirror. This explains why each 
figure shows the same localization resolution, even if the impact sources have different sizes : as 
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predicted by theory, classical TR only allows to localize the sources. All the information about 
the sources is included in the field measured by the TRM, but TR process does not re-create 
the exact time-reversed field because the source singularity is not time-reversed. TRS allows to 
supress this apparent failure in TR process. 
These data obtained by classical TR are then computed with a numerical time-reversal sink 
that emits the antinoise signal at the position of the source localized by using classical TR. The 
results obtained after this computation are presented on figure 3.10. This figure shows a grays-
cale image and a 3-dimensional mesh showing the squared flexural displacement on the plate 
using the numerical time-reversal sink of the impact sources on the aluminium clamped plate. 
The circles superposed on the images indicate real size of the impact sources. 
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(a) 2 cm diameter plate 
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(b) 4 cm diameter plate 
FlG. 3.10: Imaging of 4 impact sources of different diameters using a numerical TRS - Left 
squared flexural displacement on the plate - Right : Source imaging (grayscale) 
This experiment shows that the impact sources are well localized, thanks to classical TR, and 
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F I G . 3.10 (Continued): Imaging of 4 impact sources of different diameters using a numerical 
TRS - Left : squared flexuml displacement on the plate - Right : Source imaging (grayscale) 
that the physical size of the impact sources is well reconstructed by the numerical TRS technique. 
In theory, all the sidelobes and spatial noise observed in Figure 3.10 should be suppressed by 
using a time-reversal cavity, or at least a larger number of control points, and a perfect matching 
algorithm. However, this experiment shows that even with a small number of control points, the 
imaging achieved is accurate thanks to the large reverberation of flexural waves in the plate. 
This new high resolution imaging method allows satisfactory source imaging without the need 
of scanning the entire medium. Finally, the TRS imaging shows slightly smaller size than the 
real size of the impact sources. This can be explained by the excitation mechanism involved : 
the vibrational energy transferred by the impact sources on the aluminium clampled plate is 
much smaller at the sources boundaries. Thus, the TRS imaging reconstructs this actual source 
distribution and the size of the impact is slightly underestimated. Nevertheless, this method 
provides high-resolution imaging of active sources without having to scan the plate. 
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3.2.5 Conclusions 
In this paper, we have presented original results showing that a numerical time-reversal 
sink (TRS) can be used to achieve high resolution imaging of active vibrational sources in a 
simple clamped aluminium plate. A numerical model has been derived in order to simulate the 
propagation of flexural waves in the plate. This process can be achieved in any wave propagating 
medium with little dissipation, as long as the numerical model is accurate enough. Both numerical 
proof of concept and imaging of real impact sources on the clamped aluminium plate confirm 
the results previously obtained with experimental TRS in focusing mode [24] [67]. Furthermore, 
numerical TRS appears to suppress the limits observed in [67] and [24] using the experimental 
TRS. Numerical TRS appears to be an alternative to other imaging process, and allows to 
overcome the diffraction effects limiting the resolution of classical TR with a few control points. 
Thus, the numerical TRS technique allows to achieve high resolution imaging instead of limited 
resolution localization. The case of non well resolved sources by numerical TR backpropagation 
should also be solved by using a high resolution localization method, such as the MUSIC method 
in the second step of the imaging process, instead of the simple spatio-temporal maximum 
peak detection. The numerical TRS technique provides information about the size of the active 
vibrational source. Unlike other imaging process, the numerical TRS technique only requires a few 
transducers in a reverberant environment and is efficient in a dispersive medium because spatial 
reciprocity and TR reconstruction is not affected by velocity dispersion and weak attenuation. 
3.3 Le module numerique de propagation d'ondes de flexion dans une plaque 
orthotrope encastree 
La methode d'imagerie a haute resolution proposee dans ce chapitre est basee a la fois sur le 
principe du puits a retournement temporel ainsi que sur une modelisation de la propagation des 
ondes de flexion dans une plaque mince. Malgre le fait que l'application presentee ici concerne 
un materiau isotrope, le choix a ete fait de realiser un code d'ondes de flexion dans un materiau 
orthotrope, de maniere a rendre plus flexible les applications ulterieures2. Dans cette section, 
nous presenterons le modele physique retenu, la methode de discretisation numerique, ainsi que 
l'algorithme utilise pour la simulation numerique de la propagation d'ondes de flexion dans une 
plaque. 
2le cas isotrope n'etant qu'une simplification du cas orthotrope 
79 
3.3.1 Le modele physique des ondes de flexion dans une plaque 
Pour notre application, le modele de plaque mince de Kirchoff-Love [17] est applicable, dans 
la mesure ou les ondes de flexion sont predominantes dans la plaque et que le produit frequence-
epaisseur reste faible. Les hypotheses de ce modele sont les suivantes : 
- Hypothese de petites deformations : On se place dans le cadre de l'elasticite lineaire. 
- Inertie rotationnelle : Les composantes d'inertie de rotation d'une tranche de plaque 
sont negligees devant les composantes d'inertie de translation pour les ondes de flexion 
dans la plaque. 
- Ondes longitudinales : Les ondes longitudinales de compression dans la plaque sont 
negligeables 
- Hypothese de plaque mince : Les tranches initialement perpendiculaires a la surface 
neutre z = 0 de la plaque le restent lors des deformations de la plaque. Cette hypothese 
revient a afflrmer que les composantes du tenseur a des contraintes normales a la surface 
neutre sont nulles dans toute l'epaisseur h de la plaque : 
V*e 
h h 
V 2 I &T.Z &'. yz = 0 
Sous ces hypotheses, nous rappelons que les relations contraintes/deformations peuvent etre 
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ou Dx, Dy, Dxy, et Dfc sont les quatre rigidites de la plaque, definies a l'equation 3.3. 
La derniere equation modelisant le comportement des ondes de flexion est tiree du prin-
cipe fondamental de la dynamique dans la plaque, en negligeant l'inertie de rotation dans la 
plaque [17] [71], avec un terme de force surfacique fz(x,y,t) : 
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Le regroupement des equations de contrainte/deformation 3.7 et de l'equation de la relation 
fondamentale de la dynamique 3.8 aboutit au systeme d'equations 3.2, modelisant la physique de 
la propagation des ondes de flexion dans une plaque orthotrope sous les hypotheses de Kirchoff-
Love. 
Ce systeme d'equations a 4 inconnues (les moments flechissants, les moments croises, ainsi 
que l'inconnue essentielle du systeme, la flexion) est utilise pour le code numerique aux differences 
finies dans le domaine temporel, afin de simuler la propagation d'ondes de flexion dans la plaque 
etudiee. La discretisation de ce systeme est abordee dans la sous-section suivante. D'un point 
de vue algorithmique, il est beaucoup plus judicieux d'utiliser ce systeme d'equations faisant 
intervenir les variables intermediaries des moments flechissants et des moments croises, plutot que 
l'equation classique de la flexion ne faisant intervenir que la variable W. En effet, la manipulation 
du systeme 3.2 permet de diminuer le nombre d'operations effectuees par differences finies par 
pas de temps [81]. 
3.3.2 Discretisation du systeme pour le code aux differences finies 
Le code aux differences finies est inspire des methodes utilisees par C. Lambourg dans sa 
these de doctorat [71], et a ete implements pour pouvoir etre compile et lance sur le supercal-
culateur parallele (ou serie, suivant les applications) Mammouth de l'Universite de Sherbrooke, 
ainsi que sur une machine personnelle. Le but de cette section n'est pas de decrire les specificites 
du code parallelise, mais de decrire la methode de discretisation des equations choisies ainsi que 
l'algorithme de calcul. 
La methode de discretisation choisie correspond a une discretisation sur un maillage cartesien 
regulier, en espace et en temps. Par la suite, la discretisation des equations impliquera Revalua-
tion des grandeurs physiques sur les noeuds du maillage. La notation suivante sera utilisee : 
pour une grandeur scalaire n(x,y,z,t) quelconque, sa discretisation sur le maillage sera notee : 
fj,(mAx,nAy,pAz,kAt) = HmtHfP, ou Ax, Ay, Az, At sont les pas spatiaux et temporels, et 
les indices n, m, p, k correspondent a l'indice du point sur la grille spatio-temporelle d'echan-
tillonnage discret. II est essentiel de noter que par la suite, la dependance en z correspondant 
a l'indice p sera supprimee dans le cadre de l'approximation de Kirchoff-Love, puisque toute 
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dependance en z des grandeurs physiques dans le systeme 3.2 est absente. Pour la discretisation, 
le choix s'est porte vers un schema centre d'ordre 4 en espace et d'ordre 2 en temps. Ce type 
de schema numerique permet de converger beaucoup plus vite vers l'equation continue qu'un 
schema d'ordre 2-2 [71]. Par la suite, nous fixerons les pas d'espace Ax et Ay comme etant 
egaux. Dans le cadre de cette discretisation avec un schema 4-2 centre, les operateurs de dif-
ferentiation spatiaux sont obtenus grace a un developpement de Taylor a l'ordre 6 en espace, 
et les operateurs de differentiation temporels sont obtenus grace a un developpement de Taylor 
a l'ordre 4 en temps [82]. Par la suite, les operateurs de derivation seront notes de la maniere 
suivante, permettant de connaitre l'ordre d'approximation de maniere simple : 
(^/*&,„ = (&* . , „+ 0(Az4) Kdx2' 
} 2 , 
\"yy ^)m,n — ( o o >rn,n + 0 ( A x J 
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• * / = - ! 
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FIG. 3.11: Maillage aux differences finies, a proximite de Vencastrement en x = 0 : la flexion 
et les moments flechissants sont evalues sur le maillage principal M(Ax,Ay-A*)> et les moments 
i 
croises le sont sur le maillage decale M?Ax « At-, (tire de [71]) 
Par ailleurs, le systeme d'equations 3.2 met en jeu des derivees croisees spatiales. Afin de 
discretiser ces derivees, il est necessaire de connaitre les valeurs de la flexion sur une grille de 
pas spatial divise par deux par rapport a la grille necessaire aux derivees secondes (Pxx )mn e* 
{Pyy n)m
 n- En effet, les derivees croisees spatiales necessitent la connaissance des points d'une 
grille tournee de 45 degres par rapport a la grille principale (voir figure 3.11). Afin d'eviter de 
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doubler le nombre de points de calculs, il a ete choisi d'evaluer ces derivees sur un maillage decale 
d'un demi-pas en espace pour les equations de contrainte/deformation par rapport au maillage de 
l'equation du principe fondamental de la dynamique. Ce decalage de grilles permet de diminuer 
grandement le nombre d'operations realisees par pas de temps sans perdre de precision dans 
revaluation des equations discretisees. L'operateur de derivee croisee spatiale (evalue sur la 
grille non decalee) d'une fonction scalaire fj, connue sur la grille decalee sera ainsi note : 
a2/* ( P S ) * n - ( ^ t n + 0(Ao;4) 
L'operateur de derivee croisee spatiale (evalue sur la grille decalee) d'une fonction scalaire fj, 
connue sur la grille non decalee sera note : 
(H%t ydxdy>m+^n+2 i + O C A x 4 ) 
Avec ces notations, le systeme discretise a l'ordre 4-2 correspond a. : 
Dx (Mx)t,,„ = -Dx{P&W)kmtn - ^{P$W). k 
m.n 
D, 
\My)m>n — Uy{ryv yy)m,n n \*xx " )m,n (3.9) 
' m + i n + i 
^ pHP^W)^ = (P^]Mx)km,n + (P$My)km>n + 2(P$Mxv)kmtn + f,(x,y,t) 
Les expressions des differents operateurs de derivation impliques dans ce systeme discretise 
dans le cadre de l'approximation a l'ordre 4 en espace et a l'ordre 2 en temps sont donnees dans 
le systeme d'equations 3.10 (dans le cadre de notre application, Ax = Ay). 
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,PWw,k -Z°Wln + 16(W*+1>n + W*_1>ra) - (W^+2<n + W*_2|W) 
V-^ xx w )m,n 12Ax2 
, p ( 4 w f c . - 3 0 ^ n + 16(W*>W+1 + ^ , » - i ) ~ (WJ,n+2 + W* >n .2) 
v-* W W )m,n 12Au2 
(^W)Jkn =" 
-2Wfe -1- Wk+l + W f e _ 1 
** *
 f
 m_«. ' r ' rn. n. ' f ' m.n. 
(Hy>W), m + i " + 2 576AxAj/ 
At2 
K - l , n - l ' ^m+2,n+2 ~~ ^m-l ,n+2 — ^m+2,n-l + 
w -W m+2,n+l + 
(^i^xv) k m,n 
2 7
 (Wm,n+2 I" yym+2,n ~ vv m+l,n+2 
Wm+l,n-l + Wm-1,»+1 ~ ^ m - l . n ~ W£,»- l ) + 
729 (w* ) f l - W* )fl+1 - Wt+1,n + W*+ 1 > n + 1)] 
=
 576A*Ay ' [(M^)m-f,n-§ ~ ( M ^ + 3 ^ 3 - (Mxy)km_lnH + 
(Mxy)km+ln+l + 27 ({Mxy)km_ln+, - ( M X ! / ) ^ + i n + | + 
( M . ^ ^ i ^ . i - (Mxy) 
(MxV)J ,_ i n + i - (Mxy)km_ln_h - (Mxy)km^n_^ + 
729 ((Mxyt_in_> - (M x , t_ i n + | - (M^)^+ i n_,+ 
m + i " + 3 
(3.10) 
Pour ce schema numerique, la condition de stabilite de l'algorithme de differences finies pour 
l'equation des ondes de flexion est la suivante [71] : 
AX> rT\ p l 9 \ x VV Dy 1296 1 A , 
A titre d'exemple, pour obtenir une precision en espace de 4 mm, il faut echantillonner les 
signaux temporels a 1 MHz. Pour la prise en compte des conditions aux limites, nous utilise-
rons le principe des images (couramment utilise en algorithmique), mais en adaptant le schema 
numerique a un schema d'ordre 2 en espace lorsque Ton s'approche des limites de la plaque. 
En effet, le schema 4-2, bien que rapide et precis, est un schema inconditionnellement instable 
lorsqu'un nombre important de points fictifs sont considered [82]. La limitation a un ordre 2 en 
espace a proximite des limites de la plaque permettra d'eviter des risques d'instabilite lors de la 
simulation numerique de la flexion dans la plaque encastree. L'etude de la dispersion numerique 
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et de l'isotropie numerique ayant deja ete realisee de maniere precise par C. Lambourg dans 
sa these de doctorat [71], le choix a ete fait de ne pas detailler ces points dans ce manuscrit, 
contrairement a l'etude realisee au chapitre suivant, qui, elle, n'a jamais ete realisee. 
3.3.3 Algorithme de simulation 
Les formulations en differences finies et le schema numerique etant presentes, cette sous-
section consiste en la description de l'algorithme utilise pour la simulation de la flexion dans la 
plaque orthotrope encastree. Par souci de simplification, l'algorithme sera presente pour un seul 
bord encastre (x = 0) et une plaque semi-infinie. L'algorithme complet est aisement comprehen-
sible par rotation des indices spatiaux. 
La condition aux limites au bord encastre x = 0 correspond a l'annulation de la flexion et 
dW de sa derivee normale sur la ligne de l'encastrement : W(0,y,t) = 0 et ——(0,y,t) = 0, V(y,t). 
Pour decrire l'algorithme, considerons que le calcul aux iterations k et k — 1 a permis de calculer 
la valeur de la flexion partout dans la plaque, ainsi que sur la ligne de points fictifs m — - 1 
exterieurs a la plaque et parallele a la ligne d'encastrement m = 0. 
A partir de la connaissance de W* V(m,ri), les schemas numeriques a l'ordre 4 sont utilises 
pour determiner les moments Mx et My a l'instant k, pour les points strictement a l'interieur de 
la plaque (/ ^ 1). Pour la ligne d'encastrement I = 0, les moments Mx et My a l'instant k sont 
calcules grace a une approximation d'ordre 2 en espace des operateurs de derivation suivant x. 
En ce qui concerne les operateurs de derivation de la flexion suivant y sur la ligne d'encastrement, 
ils sont nuls, puisque la flexion est nulle sur cette ligne. 
Les moments croises Mxy sont ensuite evalues, toujours a l'iteration k, grace a, l'approxima-
tion a l'ordre 4 en espace precedemment decrite. II est important de rappeler que ces moments 
croises sont evalues sur la grille decalee d'un demi-pas, VZ > \. 
A partir de ces donnees calculees et de la connaissance de la flexion aux iterations precedentes 
k — 1 et k, la flexion W est calculee a l'iteration k + 1 : 
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- VZ > 2, le schema 4-2 presente precedemment est utilise 
- Pour / = 1, les derivees spatiales en x sont remplacees par une approximation d'ordre 2, 
pour eviter un trop grand nombre de points fictifs. 
- Pour / = 0, la flexion est nulle, puisque sur la ligne d'encastrement. 
- Pour Z = — 1, sur la ligne de points fictifs paralleles a la ligne d'encastrement, la flexion est 
QW 
evaluee en utilisant la condition aux limites ——(0, y,t) = 0, V(y, i). Cette condition aux 
L/JLi 
limites est approximee a l'ordre 3 afin de limiter les erreurs introduces par une evaluation 
de la derivee premiere au second ordre. La flexion W a l'instant k + 1 est ainsi calculee 
grace aux deux premieres lignes de points reels a l'interieur de la plaque : 
wk 
Wh, = 3W,k — 
v
" — l,n "-"" l,n n 
Pour etendre cet algorithme a 4 bords encastres, il suffit de faire une rotation d'indices et 
d'appliquer l'algorithme pour les bords x = 0, x = Lx, y = 0, et y = Ly. Bien entendu, lors de 
la rotation d'indices, apparaissent des conditions de coins. Considerons le coin x = y = 0. La 
description precedente est toujours valable pour le calcul des moments Mx et My ainsi que pour 
la flexion W, Vm ^ — 1 et Vn ^ — 1, excepte au coin fictif du domaine de calcul m = n = — 1, ou 
la flexion et les moments ne sont pas evalues. En ce qui concerne le moment croise Mxy, l'algo-
rithme precedent est valable pour tout point, excepte au coin m = n — ^, oii l'approximation a 
l'ordre 4 en espace n'est pas utilisable, puisque la flexion n'est pas connue au point n = m = — 1. 
Pour ce point particulier, l'approximation a l'ordre 4 de l'operateur de derivation croisee spatiale 
est alors remplacee par une approximation a l'ordre 2. 
Ai 'issue de ce calcul, l'iteration est finie, et le calcul est reitere pour le pas temporel fc + 2. 
3.4 Remarques sur le caractere dispersif et reverberant du milieu 
Dans l'application a l'imagerie de sources vibratoires presentee dans le cadre de ce chapitre, 
il est essentiel de noter que le milieu de propagation est un milieu dispersif pour les ondes de 
flexion. L'avantage essentiel des techniques de retournement temporel dans ce type de milieu 
est leur capacite a recompresser temporellement et spatialement l'onde retropropagee, malgre le 
caractere dispersif de la propagation dans la plaque. En effet, la plupart des methodes d'imagerie 
ou de focalisation sont mises en difliculte par toute inhomogeneite ou dispersion dans le milieu. 
Les techniques de retournement temporel ont l'avantage d'etre des techniques adaptatives, puis-
qu'elles correspondent a un nitre spatial et temporel adapte pour la propagation. II apparait 
done que la retropropagation numerique par retournement temporel est une bonne solution pour 
la localisation de sources dans une plaque dispersive. En revanche, a basse frequence, la resolu-
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tion limitee par effets de diffraction autour de la source reconstitute par retournement temporel 
empeche de connaitre avec precision la taille de la source. C'est pourquoi la technique d'ima-
gerie a haute resolution par puits a retournement temporel presente ici une solution efficace au 
probleme de detection et d'imagerie de sources actives a basse frequence en milieu dispersif. 
Par ailleurs, le milieu de propagation presente ici presente un caractere reverberant pour les 
ondes de flexion. L'encastrement au bord de la plaque provoque de multiples reflexions dans le 
milieu. Par consequent, comme pour l'application a, la focalisation presentee dans le chapitre 
precedent, l'ouverture synthetique apparente du miroir a retournement temporel est agrandie 
grace a la creation de points de controles et de sources virtuelles [26]. Ce caractere permet de 
realiser de l'imagerie a faible cout, sans avoir a scanner la surface entiere de la plaque avec le 
vibrometre laser a balayage. La mesure est extremement rapide, avec seulement 14 points de me-
sure, et permet d'obtenir la position et la taille de la source active, de maniere rapide, efficace, 
et precise. 
3.5 Etude de la robustesse de la technique d'imagerie 
La technique d'imagerie a haute resolution par puits numerique a retournement temporel est 
basee sur une bonne connaissance du milieu de propagation, ainsi que d'un modele precis de 
la propagation des ondes dans ce milieu. Cette caracteristique de la technique de puits nume-
rique a retournement temporel peut etre comparee a la necessite pour la methode d'holographie 
acoustique en champ proche de connaitre la fonction de Green, qui correspond physiquement 
au propagateur du milieu. Dans cette section, nous etudierons la robustesse de la technique de 
puits numerique a retournement temporel dans le cas d'une erreur de modelisation du milieu. Par 
ailleurs, nous avons vu en section 3.2.4.2 que dans le cas de la detection simultanee de sources 
actives proches les unes des autres, la methode peut echouer. En effet, le puits a retournement 
temporel est entierement base sur une premiere etape de retropropagation numerique par re-
tournement temporel. Si cette methode de retournement temporel ne permet pas de discriminer 
deux sources, trop proches a basse frequence, et que le maximum spatio-temporel correspond a 
une fausse detection de source (i.e. a la superposition de deux lobes secondaires spatiaux, par 
exemple), la methode de puits peut echouer. Une methode efficace permettant de resoudre ce 
probleme, basee sur la methode MUSIC3, est proposee au chapitre 4. 
3Multiple Signal Classification 
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3.5.1 Robustesse en cas d'erreur de modelisation du milieu 
La technique de puits numerique etant basee sur une modelisation de la propagation d'ondes 
grace a un algorithme, il est necessaire pour que le processus de retournement temporel nume-
rique dans le milieu fictif soit precis, que la modelisation numerique de la propagation dans le 
milieu soit elle-meme precise. Afin d'etudier la robustesse de la technique en cas d'erreur de 
modelisation du milieu, nous presenterons dans cette sous-section une etude sur le niveau signal 
a bruit et les erreurs commises sur la localisation de sources lorsque les caracteristiques du milieu 
de propagation ne sont pas simulees de maniere adequate. 
3.5.1.1 Influence de la connaissance du module d'Young 
Afin d'evaluer de maniere precise la robustesse de la technique, le protocole utilise est le sui-
vant : a partir d'une propagation initiale d'une source simulee numeriquement dans une plaque 
isotrope identique au modele utilise dans les experiences precedentes, plusieurs retropropagations 
sont realisees, a l'aide d'un miroir a retournement temporel compose de 64 capteurs et actionneurs 
numeriques et ponctuels colocalises, inseres dans le modele de propagation. A chaque retropro-
pagation, le module d'Young, qui intervient sur les rigidites de la plaque, ainsi que sur la celerite 
des ondes de flexion et sur la dispersion dans la plaque, est modifie afin d'evaluer les erreurs 
d'imagerie introduites par l'erreur de modelisation du milieu. Le choix de l'etude s'est porte sur 
le module d'Young, puisque de tous les parametres physiques de la plaque intervenant dans le 
modele de propagation, c'est le plus difficile a connaitre avec une grande precision de maniere 
experimentale. La densite, l'epaisseur de la plaque, et la position precise des encastrements sont 
accessibles de maniere precise grace a une mesure simple, avec des incertitudes inferieures au 
pourcent. Pour remission initiale, les parametres physiques utilises sont detailles dans le tableau 
3.2 (ces valeurs ont ete ajustees grace aux mesures dans la plaque) : 
La plaque est discretisee en 152x212 points, avec un echantillonnage spatial de 0.5 cm. Le 
signal initial emis par la source est une sinusoi'de a F = 5000 Hz convoluee avec une fenetre de 
Blackman de 0.3 ms, echantillonnee temporellement a Fs = 1 MHz. Ce signal est represents sur 
la figure 3.12. 
Apres emission dans le modele numerique dans la plaque, les signaux re$us sur les 64 trans-
ducteurs sont retournes temporellement (voir Figure 3.13). 
Une analyse de la figure 3.13 montre bien le phenomene de dispersion et des multiples re-
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Longueur de la plaque Ly 1050 mm 
Largeur de la plaque Lx 750 mm 
Epaisseur de la plaque h 3.175 mm 
Module d'Young E 68.9 GPa 
Masse volumique p 2710 kg.m~; 
Module de Poisson u 0.33 
Premiere rigidite Dx 2.06 kN.m 
Seconde rigidite Dxy 1.36 kN.m 
Troisieme rigidite Dy 2.06 kN.m 
Quatrieme rigidite Dk 2.76 kN.m 
T A B . 3.2: Parametres physiques de la plaque utilises pour la phase d'emission par la source 
ponctuelle 
flexions des ondes de flexion dans la plaque. Ces signaux retournes temporellement sont alors 
utilises pour refocaliser l'onde. L'experience d'imagerie par puits a retournement temporel est 
renouvelee pour plusieurs valeurs du module d'Young lors de la phase de retropropagation nume-
rique. Pour ces experiences numeriques, une premiere etape de retropropagation par retourne-
ment temporel dans le milieu fictif est realisee, pour des valeurs de modules d'Young differentes 
de celle utilisee pour l'emission initiale. Les taux de variation relative choisis pour cette etude 
varient de 1 % a 10 % (voir tableau 3.3). La fleche dans la plaque lors de l'etape de retropropaga-
tion est alors calculee en tout point, et le maximum spatio-temporel de la valeur de la fleche dans 
la plaque est determine. La valeur du temps du maximum correspond au temps du « collapse », 
et la position du maximum au point de localisation de la source par retournement temporel. 
La figure 3.14 presente deux donnees essentielles : la carte de la fleche dans la plaque a 
l'instant du « collapse » Tc determine par detection de maximum lors de la retropropagation 
par retournement temporel dans la plaque, ainsi que le signal temporel normalise de la fleche 
au point de localisation de la source extrait de la simulation numerique de retropropagation. 
Ces donnees sont tracees pour quatre valeurs differentes du module d'Young : E0, en reference, 
ainsi que E§, Ej et E-\x,. Une analyse de cette figure montre que la qualite de localisation et 
de reconstruction par retournement temporel se degrade lorsque l'erreur sur le module d'Young 
augmente. En effet, le bruit spatial, correspondant a la degradation du contraste des valeurs 
de flexion dans la plaque, ainsi que le niveau de bruit temporel augmentent avec l'erreur sur 
le module d'Young. Ce phenomene correspond a une non reversibilite du milieu, puisqu'il est 
mal simule lors de l'etape de retropropagation. La simulation numerique du milieu doit etre tres 
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Temps (ms) 
FIG. 3.12: Signal normalise en amplitude emis par la source initiale lors de la phase d'emission 
directe 
0 10 20 30 40 50 60 
Numero du transducteur 
FIG. 3.13: Signaux recus sur Its 64 transducteurs du miroir d retournement temporel, retournes 
temporellement. L 'amplitude normalisee de la fleche dans la plaque est codee en niveaux de gris 
precise lors du processus d'imagerie par puits a retournement temporel numerique (ainsi que lors 
du processus de localisation par retournement temporel numerique). 
Par ailleurs, il est a noter que l'erreur sur 1'evaluation du parametre de module d'Young 
modifie le temps du « collapse ». En effet, la modification de ce parametre change la relation 






































= 68.9 GPa 
= 69.589 GPa 
= 70.278 GPa 
= 70.967 GPa 
= 71.656 GPa 
= 72.345 GPa 
= 73.034 GPa 
= 73.723 GPa 
= 74.412 GPa 
= 75.101 GPa 
= 75.79 GPa 
TAB. 3.3: Valeurs des modules d'Young utilisees pour I'etude de la robustesse de la methode 
d'imagerie aux variations de parametres physiques dans la plaque 
la celerite des ondes de flexion est modifiee dans la plaque, ce qui mene, au-dela d'une perte de 
contraste et d'une augmentation du bruit temporel lors de la phase de reconstruction par retour-
nement temporel, a une modification du temps du « collapse ». Par ailleurs, une analyse de la 
figure 3.14 (d) montre que le point focal est deplace d'un centimetre par rapport a la position de 
la source initiale. En effet, une erreur de 10 % sur la valeur du module d'Young montre que la 
retropropagation n'est plus capable de reconstruire la source a la bonne position. Par consequent, 
il est essentiel de noter que la methode proposee pour reconstruire la position des sources peut 
aboutir a des erreurs absolues de localisation si le milieu n'est pas connu avec precision. Une 
etude portant sur les autres parametres physiques de la plaque mene a une degradation similaire 
de la qualite de localisation par retournement temporel numerique, lorsque la reversibilite est 
brisee entre l'etape d'enregistrement et l'etape de retropropagation [8] [15]. Le choix de l'etude 
ici presentee s'est porte sur l'un des parametres les moins aisement mesurables sur la plaque. 
C'est done l'un des parametres limitant la methode, tout comme l'utilisation d'une fonction de 
Green mal adaptee au milieu de mesure lors d'une experience d'holographie acoustique en champ 
proche peut deteriorer et fausser l'imagerie des sources reconstruites par cette methode [45]. 
La figure 3.15 represente la degradation du rapport signal a bruit spatial lorsque l'erreur sur 
le module d'Young augmente, a partir des donnees calculees precedemment. Le rapport signal a 
bruit spatial, qui represente le contraste obtenu lors de la localisation ou de l'imagerie, est defini 
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comme le rapport entre les integrates temporelles de la flexion quadratique reconstruite W, au 
point focal detecte r~o (partie signal) et a un point eloigne du point focal 7? (partie bruit) : 
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FIG. 3.14: Effet d'une erreur sur devaluation du module d'Young pour la localisation par retour-
nement temporel - A gauche : carte de la flexion a Vinstant du « collapse » detecte - A droite : 
signal temporel au point focal detecte 
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F I G . 3.14 (suite): Effet d'une erreur sur devaluation du module d'Young pour la localisation par 
retournement temporel - A gauche : carte de la flexion a I 'instant du « collapse » detecte - A 
droite : signal temporel au point focal detecte 
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FlG. 3.15: Niveau de signal a bruit spatial enfonction de I'erreur sur la valeur du module d'Young 
lors de la phase de retropropagation par rapport a la phase d'enregistrement de Vemission de la 
source initiate 
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Cette etude montre que des l'etape preliminaire par retournement temporel, lorsqu'un para-
metre physique de la plaque est mal evalue, avant meme rintroduction du puits numerique, la 
source est mal reconstruite par retournement temporel, et mene a une presence de bruit temporel 
et spatial dans les donnees calculees de la flexion. La source peut meme etre mal localisee par re-
tournement temporel, dans le cas d'une erreur grossiere sur l'un des parametres de modelisation. 
Par consequent, nous pouvons tirer l'une des plus grandes limites de cette methode d'imagerie, 
commune avec le retournement temporel. Lorsque Pinvariance par retournement temporel est 
brisee entre l'etape d'enregistrement et l'etape de retropropagation numerique dans un milieu 
simule non adequatement, la methode peut mener a des resultats alteres, voire faux. C'est pour-
quoi il est essentiel d'ajuster au mieux les parametres du modele, comme nous l'avons fait dans 
la section 3.2.4.1. 
3.5.1.2 L'influence de Vattenuation 
Dans les resultats presentes precedemment, nous n'avons pas pris en compte les phenomenes 
d'attenuation des ondes de flexion dans la plaque. Malgre ce fait, le processus d'imagerie par 
technique de puits a retournement temporel dans la plaque est efficace, et permet de realiser 
une imagerie a haute resolution de la distribution des sources dans la plaque encastree, ainsi que 
la localisation precise de la position de ces sources. Comme decrit par C. Lambourg [71] et G. 
Ribay [9] dans leurs theses de doctorat, ces phenomenes deviennent indispensables a modeliser 
lorsque le produit epaisseur frequence devient grand, et lorsque la fenetre temporelle a simuler 
augmente. En effet, sur des fenetres temporelles tres courtes, la modelisation sans pertes permet 
d'approximer precisement la fleche dans la plaque encastree, comme nous l'avons vu a la figure 
3.6. De plus, il est necessaire de ne conserver qu'une fenetre temporelle courte afin de s'assurer 
de ne mesurer que le comportement modal de la plaque, et ne pas mesurer le comportement 
chaotique dans la structure pour un temps superieur au temps de melange (impossible a mode-
liser numeriquement) [66] [83]. 
Les phenomenes dissipatifs dans les plaques peuvent provenir de plusieurs phenomenes phy-
siques de pertes ou de transferts energetiques : pertes par rayonnement dans l'air, pertes visco-
elastiques, viscothermiques, conditions aux limites... Dans le cadre de nos experiences, la non 
prise en compte de ces pertes permet pourtant d'obtenir des resultats solides et precis. En ef-
fet, les fenetres temporelles enregistrees par les capteurs sont courtes (de l'ordre de 10 ms), et 
le produit frequence-epaisseur est faible pour toutes les experiences realisees. Par consequent, 
il etait inutile d'integrer un modele de pertes dans Palgorithme de propagation des ondes de 
flexion dans la plaque. L'introduction de ce type de parametre influant grandement sur le temps 
de calcul, la stabilite, et le schema de dispersion numerique obtenu [71], nous avons choisi de ne 
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pas utiliser de modele approchant les pertes dans la plaque. En revanche, pour une imagerie par 
puits a retournement temporel dans un milieu ou les pertes sont grandes et le produit frequence 
epaisseur devient non negligeable, il est indispensable de prendre en compte ces phenomenes 
d'attenuation4, comme l'a fait G. Ribay [15] [9] pour la modelisation des ondes de flexion a 
haute frequence pour l'etude de la correlation d'impacts dans des plaques. 
3.5.2 Le cas des sources non discriminees par l'etape de retournement temporel 
Nous l'avons vu dans la partie 3.2.4.2, malgre ses capacites d'imagerie a haute resolution, la 
technique d'imagerie par puits a retournement temporel numerique peut echouer pour imager 
deux sources proches l'une de l'autre. En effet, l'introduction du puits numerique est realisee 
apres une detection de sources par retropropagation par retournement temporel numerique. Cette 
etape, elle, est limitee en resolution par les effets de diffraction entre les ondes convergentes et les 
ondes divergentes autour du point focal. Cette limitation conduit a la creation de lobes secon-
dares spatiaux non negligeables lorsque deux sources sont proches l'une de l'autre. Si la detection 
de la position des sources reconstruites par retournement temporel est realisee grace a une simple 
detection de maximum spatio-temporel, le processus peut mener a une localisation erronee de 
la position des sources, due a la contribution mutuelle des lobes secondaires spatiaux. Cette 
limitation de la methode d'imagerie par puits a retournement temporel herite des limitations de 
la technique de reconstruction numerique de sources actives par retournement temporel. Malgre 
tout, il est possible de depasser ce probleme, en adoptant l'une des deux solutions suivantes : 
realiser une recherche iterative de la position du puits (cette methode, en aveugle, peut s'averer 
extremement longue dans la mesure ou a chaque position du puits, une propagation doit etre 
calculee), ou utiliser la methode de decomposition en valeurs singulieres de la matrice d'auto-
covariance des signaux regus sur l'antenne de mesure, afin de retrouver la position des sources 
de maniere efflcace grace a la methode MUSIC [76] (d'autres approches utilisent des methodes 
voisines, comme la methode ESPRIT [84], par exemple). En effet, cette methode de decomposi-
tion en sous-espaces peut permettre de retrouver les positions des sources a partir des donnees 
enregistrees par l'antenne de mesure. Cette localisation du centre des sources, qui ne s'appuie 
pas sur le retournement temporel mais sur un traitement different des donnees mesurees, peut 
permettre de localiser avec une plus grande resolution la position des sources que la detection 
par retropropagation numerique. Cette position etant determined, les etapes de retournement 
temporel et de puits numeriques sont effectuees, afin d'obtenir une imagerie a haute resolution 
des sources emettrices. Un exemple d'application de cette methode sera propose au chapitre 
suivant. 
4en utilisant par exemple un modele de Voigt qui permet d'introduire les effets de viscosite dans le phenomene 
de propagation des ondes de flexion dans les plaques 
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3.6 Bilan 
Dans ce chapitre, nous avons presente un nouveau processus a haute resolution base sur le 
principe du puits a retournement temporel. Les resultats obtenus lors des experiences de puits 
a retournement temporel dans le domaine audible ont permis de developper cette nouvelle me-
thode, et de tirer partie des capacites de super-resolution du puits a retournement temporel. Les 
resultats presentes au cours de ce chapitre sont issus des premieres applications du puits nume-
rique a retournement temporel, et demontrent le fort potentiel de cette methode pour realiser 
de l'imagerie a haute resolution de sources vibratoires a basse frequence. 
En particulier, nous avons montre que, malgre le caractere dispersif et reverberant de la 
structure etudiee5, cette methode permet d'imager de maniere efncace et precise des sources 
d'impact, et de reconstituer la taille physique de ces sources d'impact. II est essentiel de noter 
que la purpart des techniques d'imagerie sont mises en defaut par la presence de reverberation ou 
de dispersion dans le milieu de propagation. En revanche, l'imagerie par puits numerique etant 
basee sur les techniques de retournement temporel, cette nouvelle methode presente d'excellentes 
capacites dans des milieux complexes, et tire partie de la reverberation, tout en compensant les 
effets de dispersion dans la structure. 
Cette technique apparait comme une alternative emcace aux autres methodes d'imagerie, et 
ses capacites d'imagerie a haute resolution en font un outil qui semble prometteur. La methode 
etant basee sur la modelisation du milieu de propagation, les limites et la degradation du pro-
cessus d'imagerie ont ete etudiees lorsque le milieu est mal simule lors de la retropropagation 
numerique. Cette etude devoile la limitation principale de la methode pour une application a 
une structure plus complexe. Cette structure doit etre connue et etre associee a un modele de 
propagation numerique stable et fiable, faute de quoi le processus aboutira a une localisation 
et une imagerie erronee des sources actives. Cette limitation peut etre rapprochee d'une des 
limitations du principe d'holographie acoustique en champ proche, ou les fonctions de Green du 
systeme doivent etre connues pour que l'imagerie aboutisse a des resultats fiables. II est egale-
ment essentiel de noter que cette limitation de la methode n'est pas une limite intrinseque a la 
methode de puits numerique, puisque la methode echoue des l'etape de retropropagation lorsque 
le milieu fictif ne correspond pas aux proprietes du milieu reel dans lequel la mesure du champ 
sur le miroir est realisee. 
5
 sous reserve qu'on reste dans le comportement modal, c'est a dire que les enregistrements ne soient pas plus 
longs que le temps de melange 
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Pour finir, le modele de propagation utilise pour la flexion des plaques orthotropes a ete de-
taille, puisqu'il represente un outil indispensable a la methode d'imagerie de sources vibratoires 
par puits numerique presente dans ce chapitre. II a egalement ete montre que, dans le cas de 
sources non discriminees pax retropropagation numerique par retournement temporel, le proces-
sus semble echouer. Nous aborderons ce point dans le chapitre suivant en proposant une solution 
efficace a ce probleme. La methode MUSIC est utilisee pour localiser des sources proches les unes 
des autres. Suite a cette etape de localisation, l'introduction du puits numerique est r^alisee et 




IMAGERIE A HAUTE RESOLUTION DE SOURCES ACOUS-
TIQUES EN CHAMP LIBRE 
SwiWiwn «r Mk 
FIG. 4.1: Dispositif experimental d'imagerie a haute resolution de sources acoustiques sur une 
guitare par puits a retournement temporel numerique 
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4.1 Introduction 
Dans ce chapitre, articule autour de la troisieme publication (soumise a Acta Acustica United 
with Acustica le 18 Aout 2008, nous abordons le developpement de la methode d'imagerie a haute 
resolution par techniques de puits numerique dans le cadre de l'imagerie de sources acoustiques 
actives dans un milieu tridimensionnel infini. Les resultats obtenus sur l'imagerie de membranes 
de haut-parleurs sont presentes, ainsi qu'une application a l'imagerie a haute resolution dans le 
cadre de l'acoustique des milieux profonds sous-marins. La methode est egalement appliquee a 
l'imagerie de sources sur une guitare en situation de jeu afin de montrer ses potentialites et ses 
limites. L'acoustique des instruments de musique est un champ d'investigation riche et difficile, 
qui necessite un outil permettant de discriminer et de caracteriser des sources acoustiques sur 
ces instruments. Cette caracterisation doit etre realisee dans une bande frequentielle large, afin 
de caracteriser finement le comportement de l'instrument et sa perception par un auditeur. Le 
but de l'experience developpee ici n'est pas d'obtenir une comprehension complete de la guitare 
a partir de notre outil, mais de montrer qu'il peut fournir une solution a la problematique de 
localisation, d'imagerie, et de caracterisation de sources dans le domaine de l'acoustique des 
instruments de musique. L'interet fort de Pequipe LAM et plus particulierement de Charles Bes-
nainou pour la lutherie experimentale a permis, en conjonction avec les interets du GAUS sur des 
problematiques d'analyse a haute resolution de sources vibro-acoustiques, d'obtenir les resultats 
preliminaires et encourageants presentes dans ce manuscrit. 
Dans une premiere section, la publication est reproduite integralement (une traduction en 
frangais est disponible en Annexe). Dans cet article presentant pour la premiere fois l'outil 
de puits numerique pour l'imagerie de sources actives en milieu tridimensionnel infini, la me-
thode est decrite precisement. Nous presentons le protocole experimental et le modele numerique 
necessaires a la mise en ceuvre de la methode dans le cas d'un milieu ouvert. Les resultats expe-
rimentaux et numeriques d'imagerie sont etudies. Dans une section complementaire, le modele 
numerique de propagation d'ondes de flexion ainsi que l'algorithme de calcul sont detailles. Nous 
proposons egalement une solution a la limitation apparente de la methode de puits numerique 
dans le cas de multiples sources non resolues par retournement temporel. Cette solution1 permet 
de realiser, en couplant la methode du puits numerique avec la methode MUSIC, d'imager a 
haute resolution des sources actives non discriminees par retournement temporel. 
1basee sur le modele des sous-espaces signal et sous-espaces bruit 
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4.2 Imagerie a haute resolution de sources actives acoustique en champ libre 
Super-resolution imaging of sound sources in free field using a 
numerical time-reversal sink 
Eric Bavu, Alain Berry 
Submitted to Acta Acustica United with Acustica (18/08/2008) 
4.2.1 Abstract 
Source detection and characterization is an important problem in acoustics, with applications in 
non-destructive evaluation of industrial structures, acoustic characterization of musical instruments, and 
acoustic mapping of sound sources in a known propagation medium. The theory and application of super-
resolution focusing of sound and vibration using a time-reversal sink (TRS) has been investigated both 
in ultrasonic regime and in audible range. A super-resolution imaging technique based on a numerical 
time reversal sink has recently been developped for vibrational imaging of active sources in a dispersive 
media. In this paper, the numerical time reversal sink imaging technique is adapted to the case of super-
resolution acoustic imaging of active sound sources in a three-dimensional free field. This technique allows 
super-resolution imaging and provides a new method of characterization and detection of sound sources. 
In this work, the technique is used to detect active sound sources with a limited number of measurement 
points. All results show the high resolution imaging capabilities of this new technique when compared 
with classical time-reversal (TR) backpropagation. More than simply detecting the position of the acoustic 
source, this technique allows to detect the size of the active sources. This technique provides an alternative 
to other imaging and source detection techniques, such as three-dimensional acoustic holography and 
beamforming. 
4.2.2 Introduction 
In many practical situations, it is necessary to localize and characterize an audible sound 
source using a few sensors. Existing techniques such as three-dimensional acoustic hologra-
phy [50], beamforming and matched-field processing [85] involve an array of sensors and the 
knowledge of the propagating medium. Time reversal (TR) techniques are also widely used to 
locate active sources and scatterers [68] [10] [11] [43] [52]. Time reversal and its derivatives have 
been shown to be an effective localization technique in audible frequency range [86]. However, 
since time-reversal technique is an interference phenomenon leading to diffraction effects between 
diverging waves and converging waves around the focal spot, the imaging resolution produced 
by time-reversal cannot be smaller than half a wavelength, even if the source is point-like [28]. 
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More recently, a new technique based on the concept of numerical time reversal sink (TRS) has 
been introduced by the autors, in order to achieve super-resolution of active vibrational sources 
in a plate [87]. In the present article, the numerical TRS technique is generalized to the case 
of high resolution acoustic imaging of active sound sources in free field. This imaging technique 
allows super-resolution imaging and provides a new method of characterization and detection 
of active sound sources in free field. In contrast with most other existing techniques involving 
beamforming, classical time-reversal, or time of arrival detection, TRS provides detailed infor-
mation on the boundaries of the active source instead of just localizing the center of this source. 
The time-reversal sink has been first introduced by Fink et al. [28] and by Rosny et al. [24] [21] 
in ultrasonic range with Lamb waves on a chaotic silicon plate. This technique allows high quality 
subwavelength focusing and has been shown to enhance the limit of resolution of focusing when 
compared to classical time-reversal (TR) backpropagation [24]. The technique also proved to be 
very effective, even with a single channel time-reversal mirror (TRM) in a reverberant or chaotic 
environment [67] [27] [63]. In audible range, the sound focusing capabilities of an experimental 
TRS have been studied both in a damped and reverberant environment, showing that a rever-
berant environment allows accurate resolution focusing using a limited number of transducers if 
the diffuse field component of the forward propagation is recorded and time-reversed. However, 
as stated in [87], the numerical TRS imaging technique requires an accurate computation of 
the backpropagation in the background medium. Computing the acoustic propagation after the 
mixing time in a reverberant room is an impossible task to achieve in terms of accuracy and 
computation time [88] [83] [66]. Thus, this work presents the numerical TRS imaging method in 
free field only. 
We consider the following situation : an arbitrary number (N) of unknown sources emit an 
acoustic signal Si(t) (i G [1 : JV]) in an infinite background medium. The acoustic wave ^(l^,t) 
is recorded on a control surface at M control points using a sensor array. Due to linearity, the 
signal measured at the mth control point can be written as follows (m 6 [1 : M]) : 
N 
*(:F^,t) = YJG(n,:C;t)*si(t) (4.1) 
where Sj(t) is the source signal, G{ri,r^,;t) is the Green's function between the ith source 
and the mth control point (* denotes the convolution in the time domain). 
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The second step consists in a simulated backpropagation of the time reversed signals $(rm , —t) 
re-emitted at each control point using a finite difference in the time domain (PDTD) algorithm 
in a Active medium approaching the characteristics of the real background medium. At the end 
of this computation step, the position of each source can be detected by using peak detection in 
both space and time domains2. This detection corresponds to the localization of active sources 
by numerical TR backpropagation, but the resolution is limited by diffraction effects between 
converging waves and diverging waves around the focal spots [19] and depends on the wavelength 
of the waves emitted by the N sources. At this stage of the process, there is no information on 
the size of the N sources. The last step of the process consists in emitting the superposition of 
AT numerical TRS in the Active medium simultaneously to the M time reversed signals of the 
previous step. The N TRS are located at the positions of the active sources detected at the end 
of the second step. This simulation is computed using the same FDTD algorithm than the one 
used in the second step. 
As stated in [67] and [87], the resolution of imaging does not depend on the wavelength 
because diffraction effects are supressed by the TRS process, and the focal spot width equals to 
max{(t>source, <j>sink), $'source being the size of the initial source and </>sjnfc the size of the sink. In our 
process, the source used to create the numerical sink is an ideal point source. Thus, the resolution 
of the TRS imaging process is exactly the size of the initial source and allows access to details on 
the spatial extent of the sound source, even in situations where the size of the source is smaller 
than half the wavelength. In the following, these properties are experimentally demonstrated. 
In a first Section, the experimental setup and the numerical algorithm for backpropagation and 
TRS simulation are detailled. Then, a numerical proof of principle is presented in order to show 
the capabilities of this new imaging technique in audible range. In a third Section, the results 
of TRS imaging experiments are presented and compared to the localization obtained using 
numerical TR backpropagation, in order to show the super-resolution capabilities of this new 
technique in real situations. The advantages of this technique when compared to classical active 
source localization techniques are also discussed. 
4.2.3 Material and methods 
4-2.3.1 Experimental setup 
In this article, we consider the following situation, illustrated in Figure 4.2 : an arbitrary confi-
guration of sound sources emits an impulsive signal in a 3.1x2.5x3.Om anechoic room. Experi-
2Alternatively, a high-resolution source localization technique, such as MUSIC [76] can be used 
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mentally, the sound sources are 2" 15-Watt transducers (Aurasound NSW2-326-8A loudspeakers) 
mounted on a closed 48x130 mm cylindrical cavity. A two-dimensional microphone antenna (6x6 
Panasonic WM-61A omnidirectional back electret condenser microphones with constant inter-
microphone spacing of 75 mm) is used to measure the acoustic pressure at 36 control points 
in the anechoic environment. In order to guarantee exact synchronisation of the measurements 
at several points, the source signals are generated using Matlab software and emitted using a 
Echo Audiofirel2 soundcard. The acoustic pressure measured at the control points is acquired 
using 3 Echo AudioFire soundcards and Matlab, synchronised via worldclock. This experimental 
setup allows a measurement bandwith of [25 Hz - 15 kHz] and a sampling frequency of 88.2 
kHz. These measurements are then used as inputs to the simulation to process the time-reversal 
backpropagation in the anechoic room, simplified as a free field situation. 
Anechoic room 
Microphone array antenna / 
FlG. 4.2: Experimental setup - The positions of active sources and control points shown are for 
illustration purpose. 
4.2.3.2 Time reversal simulated backpropagation 
The algorithm3 used to compute the TR backpropagation consists in the modeling of the 
wave propagation in free field conditions. This algorithm is coded in C language using finite 
difference in the time domain (FDTD) and the simulations are performed on a parallel cluster 
supercomputer (872 3.2 GHz Intel processors, 3 064 Gflops peak performance) in order to reduce 
the computation time. The code is flexible and cross-platform, and can be compiled on any other 
architectures. The propagation algorithm is general and can handle spatially varying properties 
of the propagation medium, as is the case for long range underwater or geophysical applications. 
The homogeneous medium being a simplification of the layered medium, the same algorithm 
3L'algorithme et la discretisation sont detailles et analyses precisement a la section 4.4 
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can be used for different applications with a minimal change in the physical parameters used in 
the simulation process. The acoustic wave propagation in a layered medium can be expressed as 
follows [20] : 
=± /=* \ 1 d2p
 n 
where z is the elevation, p is the acoustic pressure, p is the mass density, and c is the acoustic 
celerity. Since the propagation takes place in an open space, the acoustic pressure must verify the 
Sommerfeld boundary condition. Equation (4.2) is discretized in both space and time domain 
using FDTD. The explicit numerical scheme that was chosen is of fourth order in time and fourth 
order in space (4-4 explicit centered scheme). The fourth order approximation in space is done by 
using a composition of fourth-order approximations of the divergence and gradient operators in 
equation (4.2). These approximations have good positivity and stability properties [89] [82]. Ho-
wever, a 4-4 centered scheme (even uncentered) leads to unconditionnaly unstable schemes [90] . 
Therefore, we used a very efficient alternative in order to approach the acoustic wave equation : 
the modified equation approach (for more information, see [91] and [82]) which has been shown 
to provide remarkable properties of stability and accuracy [82]. The Sommerfeld condition in 
the free field is approached by using higher order absorbing boundary conditions [92], in or-
der to compute the acoustic propagation in a numerical space-limited box inside an open space 
medium without inducing numerical reflections on the Active boundaries of the box [92] [93]. 
This method involves Pade approximations and a wide angle approximation involving a rational 
function paraxial approximation on each facets, edges, and vertex of the parallelipipedic calcu-
lus box [92] [94]. This algorithm allows a reliable, fast, stable, and accurate modelization of the 
acoustic propagation in open space in a layered medium (the isotropic case being a simplification 
of this model). 
This computation of propagation is used in the TRS imaging process to compute the TR 
backpropagation of the signals measured on the microphone antenna. After this computationnal 
step, the numerical TRS step can be applied, since the computation gives access to the time-
reversed pressure field and the position of the sources to be imaged. The numerical TRS step 
is necessary to have access to the characteristics of the sources, since classical TR methods are 
limited by diffraction effects. The numerical time-reversal sink is used to overcome this diffraction 
limit and to have access to the geometrical characteristics of the sources. 
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(4.2) 
4-2.3.3 Numerical time-reversal sink : super-resolution imaging 
In order to achieve super-resolution imaging of the active sound sources in free field, a nume-
rical time-reversal sink is applied in the simulated background medium. This numerical TRS is 
based on the general principles described in [87], [24] and [67]. As stated in [67], the signal to be 
emitted by the numerical time-reversal sink is extracted from the pressure field previously com-
puted in the classical TR step. This signal corresponds to the sound pressure at the focal point 
located by using classical T R and peak detection. This signal is then emitted by a numerical 
pointlike source at the same position, simultaneously to the time reversal mirror signals in order 
to overcome the apparent failure around the source position in the time reversal process and 
supress the diffraction effects. In the case of a single sink, the wave emitted by the time-reversal 
sink can be written as follows : 
*TRs(?,t) = G(rl,?;t)*STR(t) (4.3) 
where srfi(i) is the time-reversed signal at the focus point extracted from the TR computa-
tion, and G(rs, r ; t) is the Green's function between the source at position r^ and a receiver at 
position r . 
TRS method has proven to achieve high resolution sound and vibration focusing, but as 
stated in [67], implementing a TRS may not be convenient in practice : it involves additional 
physical sources in the wavefield, collocated with the target position, and whose finite size can 
limit the spatial resolution obtained in the focusing process. In contrast, the numerical TRS 
used here involves in the imaging process a point-like sound source, so that the resolution cor-
responds to the size of the initial unknown source, if the numerical space step is smaller than its 
size. Thus, beside being able to locate the active sources, the numerical TRS imaging process 
allows the reconstruction of spatial details of these sources. 
4.2.4 Results and discussion 
4-2.4-1 High-resolution imaging of acoustic sources in deep water channel using numerical 
TRS : proof of concept 
Time reversal acoustics has been shown to be an efficient technique to focus sounds in the 
ocean [41] [95] [64]. The speed of sound in seawater depends on depth, temperature, and salinity. 
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This corresponds to the layered propagation medium simulation detailled in the previous Sec-
tion. A typical sound velocity profile is presented on Figure 4.3. One region of particular interest 
in ocean is the deep water channel, often called SOFAR (Sound Fixing And Ranging) channel, 
which acts as a waveguide [96]. The SOFAR channel is a horizontal layer of water in the ocean 
centered around the depth at which the speed of sound is minimum. 
1480 
Sound velocity c(z) (m/s) 
1500 1520 1540 1560 
F I G . 4.3: Sound velocity profile used in the numerical experiment 
In the numerical experiment, a pointlike sound source, located at the center of the deep water 
channel (zs — —1390 m, xs = 130 m, corresponding to the minimum of the velocity profile) emits 
a 2.5-cycles Blackman windowed sinusoid at several frequencies, from 500 Hz to 7500 Hz. A 1-D 
receiver array (64 hydrophones, spaced by 3 m in the vertical direction) is located at a distance 
of 2750 m from the sound source (see Figure 4.4). This particular configuration has been chosen 
in order to reduce the computation time for this proof of concept. At 500 Hz, the SOFAR chan-
nel allows hundreds of kilometers of transmission ranges because of its physical properties [96]. 
However, for this particular numerical experiment, we have chosen to compute the numerical 
TRS imaging for a 3000 x 15000 x 100000 finite difference grid with 3 cm spatial sampling, that 
is, a 90 m x 450 m x 3000 m computational domain in the width, depth and length directions 
respectively. This configuration has been chosen in order to limit the computation time to 300 
minutes. For real applications at larger ranges, this technique remains exactly the same, except 
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FlG. 4.4: Computationnal configuration for the acoustic source imaging in deep ocean channel 
The acoustic field received by the array of 64 hydrophones is then time reversed and back-
propagated in the SOFAR channel (Figure 4.5). 
Figure 4.5 shows the results of localization obtained using numerical TR backpropagation of 
the sound sources at central frequencies of 1500 Hz, 3000 Hz and 5000 Hz. Each figure shows an 
inverted gray scale image and an a mesh showing the squared acoustic pressure in the SOFAR 
channel using TR at the instant of focus. The instant of focus was determined using a detection 
of the absolute maximum of the acoustic pressure over time and position in the computational 
box. The circles superposed on the images indicate the classical half-wavelength diffraction limit 
that bounds the resolution of the TR reconstruction. This diffraction effect between the conver-
ging and the diverging waves around the focal spots prevents access to the physical size of the 
source (which, for this numerical experiment, is point-like). 
The same numerical experiment has been repeated using the numerical TRS technique. In 
this case, the time-reversal sink is exactly collocated with the sound source center. Figure 4.6 
shows that using the numerical TRS allows to achieve high-resolution (i.e. subwavelength) ima-
ging of the active source in the deep water channel. 
The spatial resolution using TRS does not depend on the frequency of the signal emitted 
by the active sources and results in high-resolution imaging of the acoustic source even, at low 
frequency (see Fig. 4.7) . The images obtained using TRS in this numerical experiment show that 








the pointlike source is well reconstructed, and confirms the properties of TRS imaging detailled 
in the previous Section. In this ideal numerical case, the active source is a numerical pointlike 
source. Thus, the TRS method provides a pointlike image of the source without degrading the 
imaging quality even when the frequency is low, whereas the localization obtained using nume-
x — xs (m) 
(a) 1500 Hz 
x — xs (m) 
(b) 3000 Hz 
FIG. 4.5: Localization of a underwater pointlike sound source in the SOFAR channel using nu-
merical time-reversal backpropagation at central frequencies of (a) 1500 Hz, (b) 3000 Hz, and 
(c) 5000 Hz. Left : squared acoustic pressure - Right : Source localization (grayscale) compared 
to the theoretical limit of resolution (circles) 
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x - xs (m) 
(c) 5000 Hz 
FlG. 4.5 (continued): Localization of a underwater pointlike sound source in the SOFAR channel 
using numerical time-reversal backpropagation at central frequencies of (a) 1500 Hz, (b) 3000 
Hz, and (c) 5000 Hz. Left : squared acoustic pressure - Right : Source localization (grayscale) 
compared to the theoretical limit of resolution (circles) 
rical TR backpropagation provides a frequency-dependant resolution because of the diffraction 
effects. The TRS images show both better resolution and contrast than the TR images, as pre-
dicted by the theory and experiments previously published for the focusing TRS [87] [24] [67]. 
In the case of a pointlike source, the limit of resolution with the TRS technique corresponds to 
the space sampling in the numerical model of the propagation medium. 
Figure 4.7 shows that the limit of resolution (defined as the -3dB focal spot width) obtained 
using numerical TR backpropagation is about 1.35 larger than the theoretical half wavelength 
diffraction limit in this configuration. This can be explained by the fact that the aperture of the 
TRM used in this numerical experiment is small and that the hydrophone array does not satisfy 
the half-wavelength spatial sampling. Nevertheless, this configuration corresponds to those used 
in real underwater experiments [41] and takes into account the amount of hardware classicaly 
available for such experiments. It is also important to note that the waveguide configuration of 
the SOFAR channel greatly enhances the resolution available with this hydrophone array confi-
guration [64]. The TR focusing being diffraction limited, the spatial resolution is decreased when 
the excitation frequency decreases. In applications where the spatial extent of a low frequency 
source needs to be determined, classical TR cannot give access to this information because the 
classical TR process does not re-create the exact time-reversed field since the source singularity 
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is not time-reversed, and the diffraction effects lead to limited resolution localization. 
It is important to note that the propagation properties of the medium (in terms of sound 
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FIG. 4.6: Imaging of a underwater pointlike sound source in the SOFAR channel using the nu-
merical time-reversal sink method at central frequencies of (a) 1500 Hz, (b) 3000 Hz, and (c) 
5000 Hz. Left : squared acoustic pressure - Right : Source imaging (grayscale) compared to the 
theoretical limit of resolution (circles) 
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F I G . 4.6 (continued): Imaging of a underwater pointlike sound source in the SOFAR channel 
using the numerical time-reversal sink method at central frequencies of (a) 1500 Hz, (b) 3000 
Hz, and (c) 5000 Hz. Left : squared acoustic pressure - Right : Source imaging (grayscale) 
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F I G . 4.7: Space resolution of the TR process (cross) and the numerical TRS imaging (circles) 
in the SOFAR channel compared to the classical half-wavelength diffraction limit of resolution 
(solid line) for the frequencies computed in the numerical experiment 
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celerity) must be known. But, in most underwater applications, this profile can be accessed with 
conductivity-temperature-depth probes. This numerical experiment shows that the numerical 
TRS imaging method is very accurate and can be used in high definition acoustic source de-
tection and characterization in underwater applications, which is very promising. The limits of 
this method are that the sound velocity profile and the measurement array position must be 
known accurately [74], even though Kuperman et al. [41] already showed that the time rever-
sal techniques are relatively robust to temperature change and array position for classical TR 
underwater communications. The technique used in TR communications is exactly the same as 
in numerical TR localization, instead that the backpropagation is done in the real channel. The 
numerical TRS imaging method being a refinement of TR localization, the limits in terms of sta-
bility when the propagation channel properties and array position change are basically the same. 
4-2.4-2 Experimental imaging of sound sources in an anechoic room using a numerical TRS 
In this Section, we present experimental results of acoustic imaging of real active sources in 
an anechoic room, as described in Section 4.2.3.1. These sources are 2" 15-Watt electrodynamic 
transducers, that emit an impulsive signal (2.5-cycles Blackman windowed sinusoid at several 
central frequencies, from 300 Hz to 8000 Hz) in the room at several arbitrary positions. The 
localization obtained using numerical TR backpropagation and TRS imaging are then compu-
ted using sound pressure measurements at 36 control points distributed on a 2-D microphone 
array with equal inter-microphone spacing of 75 mm. For each experiment, the exact sound ce-
lerity has been measured with a time of flight experiment, in order to calibrate the numerical 
simulation of the sound propagation involved in the classical TR and the numerical TRS ima-
ging process and to avoid any errors in the propagation simulation due to temperature variations. 
Figure 4.8 shows the source localization achieved with the numerical TR backpropagation, 
for two different source positions, at a central frequency of 750 Hz. Each subfigure shows a gray 
scale image and a 3-dimensional mesh showing the normalized quadratic acoustic pressure in 
a vertical plane including the source, using numerical TR backpropagation. The first source is 
located in front of the array (on the array's axis of symmetry, 35 cm from the center of the 
array), and the second one is located away from the array (in the same vertical plane than the 
previous source, at a distance of 29 cm from the array's axis of symmetry). 
The two sources are well localized by numerical TR backpropagation, despite the fact that 
the number of monitoring microphones is low : the focal point corresponds exactly to the position 
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(a) TR localization of a 2" source at central frequency of 750 Hz, away from the array aperture 
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(b) TR localization of a 2" source at central frequency of 750 Hz, in front of the array aperture 
F lG. 4.8: Localization of a 2" diameter acoustic source using numerical TR backpropagation, at 
central frequency of 750 Hz (a) away from the measurement array aperture and (b) in front 
of the array aperture. The two sources are in a plane (z,y), parallel to the microphone array, 
located at 35 cm from the array. Left : normalized squared acoustic pressure - Right : Source 
localization (grayscale). The real position of the source is shown (cross) 
of the source in the experiment, determined by distance measurement between the source and 
3 points on the microphone axray during the experiment and calculated by triangulation using 
these distance measurements. Nevertheless, it is important to note that TR reconstruction for 
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the source located away from the array aperture is very asymmetric : the sound field is not as 
well reconstructed outside the microphone array aperture, although the maximum corresponds 
exactly to the real position of the acoustic source. This shows that this method based on nume-
rical TR backpropagation is applicable (though less accurate) when the source position is not in 
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(b) Source at central frequency of 750 Hz, in front of the array aperture 
FlG. 4.9: Normalized acoustic pressure at the source position extracted from TR computation, 
for the 2" source at central frequency of 750 Hz, (a) away from the array aperture and (b) in 
front of the array aperture. These signals correspond to the « antinoise » signals used in the TRS 
process. 
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The acoustic maps obtained via numerical TR backpropagation give information on the po-
sition of the sound sources in the anechoic room, but the size of the focal spot is not related to 
the actual size of these sources, and the resolution is limited by diffraction effects. As predicted 
by theory, classical TR only allows to localize the sources. All the information about the sources 
is included in the acoustic field measured by the TRM, but the TR process does not re-create 
the exact time-reversed field because the source singularity is not time-reversed. TRS allows to 
supress this apparent failure in the TR process. 
Figure 4.9 shows that the time signal obtained by numerical TR at the source position is 
equally well reconstructed at the source position even if the source is away from the array aper-
ture. This means that the numerical TRS imaging is likely to be effective in both cases even if 
the T R reconstruction is not adequate around the source because this high resolution imaging 
process requires the acoustic pressure to be well reconstructed at the source position [24] [67]. 
The data obtained from TR numerical reconstruction are then linearly combined to the 
soundfield of a numerical time-reversal sink that emits the « antinoise » signal at the position of 
the source localized by TR reconstruction. The results obtained after this computation are pre-
sented on Figure 4.10. This Figure shows a grayscale image of the reconstructed sound sources in 
the anechoic room (in the x = 35 cm vertical plane ) and a 3-dimensional mesh showing the nor-
malized squared acoustic pressure using the numerical time-reversal sink. The circles superposed 
on the images indicate the actual size of the loudspeaker membrane. This experiment shows that 
the sound sources are well localized thanks to TR, and that the physical size of the transducers 
is very well reconstructed by the numerical TRS technique. Even with a small number of mea-
surement microphones and for a source outside the measurement array aperture, the imaging 
achieved has subwavelength resolution. This allows satisfactory source imaging without the need 
of scanning the entire medium. This new imaging technique appears to be a very efficient alter-
native to other acoustic imaging processes (beamforming and nearfield acoustic holography) in 
open space, with a few transducers, when the propagation medium is well known. Finally, it is 
important to note that in these experiments, the TRS imaging shows slightly smaller size than 
the actual size of loudspeaker membrane. This can be explained by the source reconstruction 
involved : the TRS process reconstructs the actual pressure distribution of the transducers in the 
anechoic room, which is not uniform on the membrane surface. Thus, the TRS imaging recons-
tructs this actual source distribution and the size of the transducer is slightly underestimated. 
Nevertheless, the results obtained with the numerical TRS method provides high-resolution ima-
ging of active sound sources in free field with only a few transducers, provided that the wave 
propagation in the medium is accurately modeled. 
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(a) Numerical TRS imaging of a 2" source at central frequency of 750 Hz, away from the array aperture 
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(b) Numerical TRS localization of a 2" source at central frequency of 750 Hz, in front of the array aperture 
FIG. 4.10: Numerical TRS localization of a 2" diameter acoustic source at central frequency of 
750 Hz (a) away from the measurement array aperture and (b) in front of the array aperture. 
The two sources are in a plane (z,y), parallel to the microphone array, located at 35 cm from 
the array. Left : normalized squared acoustic pressure - Right : Source localization (grayscale). 
The real size of the source is plotted at the source position (circle)) 
Figure 4.11 shows the ability of the numerical TRS method to simultaneously image two 
acoustic sources that emit different signals with different frequency contents. In this experiment 
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conducted in the anechoic room, two 2" transducers emit a 1.5-cycles blackman windowed si-
nusoid respectively at 950 Hz and 1450 Hz. These two sources are separated by 41 cm. The 
two sources emit simultaneously, and the resulting acoustic field is measured by the 36 control 
microphones of the measurement array. The numerical TR backpropagation and numerical TRS 
1450 Hz central frequency source 
950 Hz central frequency source 
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_ 80 -4 
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(b) Numerical T R S imaging at collapse time 
FIG. 4.11: Numerical TR backpropagation (a) and numerical TRS imaging (b) of two loudspea-
kers emitting simultaneously a 1.5-cycles blackman windowed sinusoid, respectively at central 
frequency of 950 Hz and 1450 Hz 
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imaging are then computed using the same simulation grid than the one presented previously. 
Figure 4.11 shows the localization achieved by numerical TR backpropagation and the imaging 
achieved using the numerical TRS method, at collapse time. 
These data show that the numerical TRS imaging is very efficient even with several sources 
emitting different signals. In this figure, the two sources are well imaged and their size is well 
determined by the method, even if the frequency content of the two emitted signals is different. 
This result confirms that the numerical TRS is a very accurate imaging method and provides an 
efficient refinement to classical TR for acoustic sources detection and imaging. It is important 
to note that the TR localization is perturbated by the presence of another source, because the 
spatial extent of the TR focusing depends on the signal wavelength. The TRS method achieves 
high resolution imaging without any perturbation from other sources, because the TRS method 
recreates the exact time-reversed situation of the initial sound emission, whereas TR method 
does not. 
4.2.5 Conclusions 
In this paper, we have shown that a numerical time-reversal sink (TRS) can be used to 
achieve high resolution imaging of active sound sources in open space. These results extend to 
three dimensional acoustics the work previously published by the authors in [87] for flexural 
waves in a dispersive clamped plate. In the present case, the numerical TRS imaging method 
has been applied to audible sound sources in a three-dimensional open space. As the numerical 
TRS method relies on a model of the sound propagation in the medium, a finite difference model 
has been derived in order to simulate the propagation of acoustic waves in a three dimensional 
layered medium. An application to underwater acoustic sources imaging has been presented as 
a proof of concept and the experimental imaging of real acoustic transducers in audible range in 
an anechoic room has been demonstrated. The numerical TRS imaging proves to be an efficient 
imaging technique, giving access to high resolution imaging of the the actual source distribution 
in audible range and giving information on the position and size of the active sound sources, 
even if these sources are located away from the measurement array aperture. It has been shown 
that the numerical TRS techniques allows to achieve high resolution imaging instead of limi-
ted resolution localization of acoustic sources, even when several sources are emitting different 
signals simultaneously. The numerical TRS appears to be a good alternative to other acoustic 
imaging process, giving rise to interesting potential applications in underwater acoustics, musical 
acoustics, and source identification of industrial structures. 
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4.3 Pourquoi developper une methode en champ libre ? 
Dans ce chapitre, nous presentons une methode d'imagerie basee sur le puits a retournement 
temporal en champ libre. Dans ce manuscrit, nous avons intensivement utilise et cite les tra-
vaux sur l'amelioration de l'ouverture apparente du miroir a retournement temporel dans un 
milieu reverberant. II parait alors plus avantageux de developper la methode d'imagerie a haute 
resolution de sources acoustiques par puits numerique a retournement temporel dans ce type 
d'environnement. Cependant, cette methode est en grande partie basee sur une connaissance 
precise du milieu de propagation, et d'un modele numerique precis simulant la propagation des 
ondes acoustiques dans ce milieu. De nombreux travaux ont ete realises pour developper des me-
thodes permettant, a partir de mesures de reponses impulsionnelles dans les salles, de determiner 
des indicateurs acoustiques. En revanche, aucun modele n'est a l'heure actuelle satisfaisant pour 
determiner, en tout point d'une salle reverberante, revolution de la pression acoustique au cours 
du temps. Une methode de rayons acoustiques ne reconstitue que les reflexions speculates sur 
les parois de la salle et ne modelise en aucun cas le caractere stochastique de la reverberation 
dans une salle. II aurait d'ailleurs ete extremement difficile de developper un code de simulation 
de la propagation acoustique dans les salles reverberantes. Ce code, meme s'il etait disponible, 
aurait du etre modifie pour chaque salle de mesure, et l'ajustement des parametres aurait ete 
particulierement difficile a realiser. Par consequent, en ayant bien conscience que le fait de tra-
vailler en champ libre diminue les possibilites de realiser une mesure avec un nombre restreint 
de capteurs, nous avons choisi de nous placer dans un milieu de mesure ou il etait possible de 
realiser un code de propagation des ondes acoustiques qui soit precis. 
II est, a notre sens, plus simple de realiser une mesure dans une salle anechoique en prenant 
des precautions experimentales de rigueur et en utilisant un grand nombre de capteurs compo-
sant l'antenne de mesure, plutot que de realiser la mesure dans un milieu fortement reverberant, 
avec un faible nombre de capteurs, et de perdre en precision (voire d'echouer dans le processus 
d'imagerie). En effet, un modele precis de propagation acoustique dans une salle reverberante 
est une tache theoriquement irrealisable au-dela du temps de melange [66] [83]. Un parallele 
peut etre une fois de plus realise avec la methode d'imagerie a haute resolution par holographie 
acoustique en champ proche, ou les fonctions de Green utilisees sont les fonctions de Green en 
champ libre, necessitant en general de realiser une mesure en milieu anechoique, sous peine de 
perdre en precision dans le processus d'imagerie. 
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4.4 Le modele numerique de propagation acoustique en champ libre en milieu 
stratifle 
La methode d'imagerie a haute resolution proposee dans ce chapitre est bas6e sur le prin-
cipe du puits a retournement temporel, ainsi que sur une modelisation de la propagation des 
ondes acoustiques en champ libre. Dans un souci de flexibilite de l'application, nous avons choisi 
de realiser un code par differences finies dans le domaine temporel dans un milieu stratifle 
acoustiquement. En effet, ce type de modele correspond tres bien a la propagation acoustique 
sous-marine ou aux applications geophysiques, ou la variation des parametres physiques en hau-
teur influe sur le profil de la celerite acoustique. 
Par ailleurs, le cas homogene isotrope est aisement deductible du cas stratifle, en annulant 
tout gradient de celerite dans le milieu. Dans cette section, nous presentons le modele physique 
retenu et la methode de discretisation numerique, impliquant un code de differences finies a ordre 
eleve, sur le modele des travaux de Gary Cohen [82]. Les conditions de Sommerfeld impliquent la 
connaissance du champ a l'infini. Ce type de conditions aux limites presente des difficultes lors 
de son implementation dans une boite de calcul finie. Pour palier ce probleme, nous utilisons et 
presentons la methode des conditions absorbantes a ordre eleve\ en se basant sur les travaux de 
Francis Collino [92]. Une fois ces methodes numeriques explicitees, nous presentons l'algorithme 
utilise pour la simulation numerique de la propagation d'ondes acoustiques dans un milieu tri-
dimensionnel stratifle. 
A notre connaissance, aucune description de ce type de simulations a ordres eleves pour 
un milieu stratifle n'a ete realisee a ce jour. En particulier, l'analyse de la stabilite, de la dis-
persion numerique et de l'isotropie numerique n'ont ete detailles qu'en dimension 2 pour un 
milieu homogene dans l'ouvrage de G. Cohen [82]. C'est pourquoi nous nous attachons ici a, de-
tainer precisement la discretisation de l'equation des ondes acoustiques en milieu tridimensionnel 
stratifle, ainsi que la stabilite, la dispersion numerique, et l'istropie numerique de ce type d'al-
gorithmes aux differences finies a ordres eleves dans le cas d'un milieu tridimensionnel homogene. 
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4.4.1 Modele physique 
Pour notre application, nous considerons un milieu stratifie acoustiquement (i.e. la vitesse 
du son depend de la hauteur, mais pas la masse volumique), sans pertes, et infini. Sous ces 
conditions, la propagation acoustique est modelisable par l'equation suivante (pour l'instant 
sans sources) : 
Cette equation est etablie classiquement sous les hypotheses de petits mouvements permet-
tant de lineariser les equations d'Euler pour un fluide non visqueux. Par ailleurs, l'hypothese forte 
de transformation isentropique (ou d'adiabaticite) est necessaire a l'etablissement de l'equation. 
C'est cette equation, traduisant la physique du probleme, qui est utilisee pour le code numerique 
aux differences finies dans le domaine temporel, afin de simuler la propagation d'ondes acous-
tiques en milieu tridimensionnel stratifie inifini. La discretisation de cette equation est abordee 
dans la sous-section suivante, en utilisant des methodes de schemas numeriques aux ordres eleves, 
qui necessitent d'etre manipulees avec soin, sous peine de rendre l'algorithme inconditionnelle-
ment instable [82]. 
4.4.2 Schema numerique d'ordre eleve en temps et en espace : discretisation 
Dans de nombreux travaux de recherche, l'equation des ondes est approchee par des methodes 
de differences finies a l'ordre 2 en temps et en espace. Ces methodes sont particulierement aisees 
a programmer. En revanche, elles impliquent une discretisation tres fine et posent par conse-
quent des problemes en terme de temps de calcul. C'est pourquoi nous nous sommes tournes 
vers une discretisation a l'ordre 4 en espace et en temps de l'equation des ondes considered, de 
maniere a augmenter l'efficacite de convergence du code a discretisation egale, tout en prenant 
soin de conserver des proprietes de stabilite et de dispersion numerique satisfaisantes. Ce type 
de discretisation a l'ordre 4 est entierement base sur les methodes de differences finies a ordre 
eleve developpees par G. Cohen [82], qui constituent aujourd'hui une base de travail solide pour 
de nombreux chercheurs utilisant les simulations numeriques par differences finies. 
Pour la discretisation de l'equation des ondes a l'ordre 4 en espace, il est necessaire de definir 
une approximation de l'operateur div o (grad) . Pour cela, il s'agit de realiser une composition 
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de la discretisation des operateurs div et grad : 
Ajf'^div °(i^3)]fc 
ou A ^ ' represente la discretisation a l'ordre 4 de l'operateur div o (gradj et h represente le pas 
spatial du maillage choisi. D'apres les travaux de G. Cohen, que nous etendons ici a 3 dimensions, 
l'approximation a l'ordre 4 en espace de cet operateur peut s'ecrire comme la composition de 
deux operateurs d'ordre 2, pour deux maillages de pas differents : l'un d'echantillonnage spatial 
h, et l 'autre d'echantillonnage spatial 2/i [82] : 
Af = |AP-iA» (4.5) 
Sous ces conditions, il est aise de demontrer que, pour une fonction scalaire n(x,y,z,t) : 
I A (4) \ k ^"Mra.n.p "T" •*•" ^ m + l , n j ) "^ ^m-l,n,p "•" M m , n+ l ,p ">~ Mm,n- l ,p "•" Mm,n,p+1 "+" ^m,n,p~-l) 
\Ah V)m,n,p = 12ft5 
I LLm+2,n,p "r / trra-2,n,p • Mm,n+2,p "T" lJ"m,n-2,p > Mro,n,p+2 ' Mm,n,p-2 ) 
12A2 
(4.6) 
ce qui correspond a un schema spatial centre d'ordre 4 a 13 points, avec (n, m,p, k) designant 
les indices spatiaux et temporels de discretisation, et h le pas du maillage utilise. 
En ce qui concerne l'approximation en temps de la derivee seconde temporelle impliquee 
dans 1'equation des ondes considered, nous avons utilise une approximation en temps d'ordre 
4, qui permet, sous certaines conditions, d'obtenir des resultats plus precis pour la resolution 
par differences finies dans le domaine temporel que la discretisation a l'ordre 2. Cependant, 
l'approximation temporelle d'ordre 4 est plus problematique : les approximations centrees de 
ce terme a l'ordre 4 conduisent necessairement a un schema inconditionnellement instable [90]. 
Pour contourner ce probleme d'instabilite, nous avons utilise une approche d'equation modifiee , 
introduite en 1986 par Dablain [91] et etendue par Cohen [82] pour 1'equation des ondes en milieu 
inhomogene. Cette approche efficace et elegante, consiste a remplacer le terme d'ordre superieur 
de l'approximation en temps a l'ordre 4 de la derivee seconde temporelle par son equivalent en 
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espace, obtenu a l'aide de l'equation des ondes simulee 4.4. Un developpement limite a l'ordre 4 
de l'operateur de double derivation temporelle fournit l'equation suivante : 
^ ~{W) + 12 laP" J +U{T) {4J) 
\ / m.n.v \ t m.n.p 
ou r est le pas temporel du maillage de differences finies dans le domaine temporel. 
Or, l'equation des ondes utilisee a deux reprises fournit la relation suivante : 
f £ = J £ (c(*)2AM) = c ( . ) 2 A ( ^ ) = c(z)2A (c(,)2AM) (4.8) 
(ou pi remplace ici la grandeur de pression acoustique, par coherence avec les notations 
generates sur la discretisation des derivees de fonctions scalaires precedemment utilisees), et A 
represente le laplacien. 
En combinant les equations 4.7 et 4.8, on obtient : 
feV\k
 = /4U1, - ^ + ,L:lP _ c ( ^ A , 2 y 
\ Otz I T* 12 V ' m,n,p 
\ / m,n,p 
Pour finir, afin de discretiser l 'opera teur \c(z)*A. o ( e (^ )^A)] , on utilise une composi t ion de 
differences finies spatiales a l'ordre 2 en espace pour chacun des deux operateurs, puisqu'on 
obtient une erreur d'ordre 4 et que la composition de deux operateurs d'ordre 4 en espace abou-
tirait a une molecule de calcul trop importante [82]. Sous ces conditions, l'operateur de derivation 
double en temps approxime a l'ordre 4 D\t grace a l'approche de l'equation modifiee devient : 
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( 4 . 1 0 ) 
La partie spatiale correctrice correspond a un schema spatial d'ordre 4 a 25 points, qui per-
met de stabiliser la discretisation a l'ordre 4 temporelle de l'operateur de derivation temporelle, 
sans perdre de precision, puisque le terme correcteur provient directement de l'equation d'onde 
modelisee [91]. 
Cette discretisation des operateurs de derivees spatiales et temporelles a l'ordre 4-4 (voir 
equations 4.6 et 4.10) est alors utilisee pour l'algorithme de resolution de l'equation d'onde. 
En revanche, il est essentiel de se pencher sur les conditions aux limites, qui conditionnent 
l'algorithme. Nous travaillons ici pour un espace infini, done avec les conditions de Sommerfeld. 
La methode de difference finie choisie pour simuler les conditions de Sommerfeld dans une boite 
de calcul finie est presentee dans la prochaine sous-section. 
4.4.3 Conditions aux limites absorbantes d'ordre eleve 
Le probleme de la simulation numerique de l'equation d'ondes en champ libre est de modeli-
ser de maniere precise les conditions aux bords sortantes. II est essentiel d'eviter toute reflexion 
numerique aux bords de la boite de calcul, qui ne represente qu'un sous-espace fini de l'espace 
infini dans lequel se propage l'onde acoustique. L'une des differences entre la modelisation des 
conditions aux limites de Sommerfeld et la modelisation des conditions aux bords de Dirichlet ou 
de Neumann provient du fait que la condition de Sommerfeld suppose la connaissance du champ 
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de pression a l'infini, ce qui est impossible en utilisant une methode numerique de differences 
finies. 
Le but des conditions aux bords absorbantes est de determiner des conditions appropriees 
sur le domaine de calcul, qui simulent de maniere precise le caractere sortant des solutions re-
cherchees a l'equation des ondes. Le but est d'utiliser une methode qui s'adapte bien au schema 
aux differences finies a ordre eleve qui est utilise a l'interieur de la boite de calcul. De nombreux 
travaux ont ete realises pour determiner des conditions aux limites numeriques fournissant des 
schernas numeriques stables, precis et peu coiiteux en terme de temps de calcul [92] [97] [98]. 
La methode qui nous semble la plus appropriee pour simuler les conditions aux limites, tout 
en etant compatible avec l'ordre 4-4 choisi pour l'interieur de la boite de calcul, est la methode 
des conditions aux limites absorbantes d'ordre eleve. Cette methode, developpee par Francis 
Collino [92], consiste a imposer sur chaque face (ainsi que sur les aretes et les coins) du cube 
de calcul une condition aux limites d'ordre eleve grace a une approximation paraxiale a, L frac-
tions rationnelles4 (ce qui correspond a une approximation a grand angle). L'originalite' de cette 
approche provient de l'utilisation de fonctions auxiliaires sur les bords du cube de calcul, per-
mettant une resolution simple du schema aux differences finies. 
La methode etant detaillee mathematiquement dans le rapport de recherche de l'INRIA de 
F. Collino [92], le but ici n'est pas de reprendre integralement le formalisme des equations. 
Nous nous attachons plutot a fournir au lecteur la methodologie utilisee pour l'utilisation de ces 
conditions aux limites absorbantes d'ordre eleve pour notre application. Le principe a retenir 
est que les fonctions auxiliaires de faces, d'aretes, et de coins, verifient elles aussi une equation 
des ondes de dimension correspondant a l'espace en question (dimension 2 pour les fonctions 
auxiliaires de faces, dimension 1 pour les fonctions auxiliaires d'aretes), couplees a, une equation 
de transport [92]. Ces equations sont conditionnees par une approximation de Pade (classique en 
modelisation numerique). Malgre le grand nombre d'equations differentielles couplees apportees 
par ce type de conditions aux limites, la methode permet d'obtenir des resultats fiables, et 
compatibles avec l'ordre eleve choisi pour le schema numerique interne. La methode utilisee pour 
resoudre les condi t ions aux bords sur les faces, aretes , et coins d u cube de calcul est succin tement 
expliquee dans les pa rag raphes suivants . 
4Dans une logique de bon compromis entre la precision et la rapidite de l'algorithme, nous avons fixe L = 5 
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4-4-3.1 Equations de faces 
Dans le domaine de Fourier, les conditions aux limites absorbantes s'ecrivent (pour une face 
definie comme etant orthogonale a l'axe ~y ) [92] : 
f + fp-0 
dy 
V avec T.p = id (— - \k\)2).p, \k\2 = kl+k2, et p est la Transformee de Fourier de p, en x, z, t. 
c2|fc|2 En supposant que —=— est proche de 1, ce qui est une approximation tout a fait valable 
(l'egalite est verifiee dans le cas des ondes purement propagatives en milieu non dissipatif, et 
toujours vraie pour les ondes evanescentes en milieu non dissipatif dont la dimension spatiale 
d'extinction est de l'ordre d'une longueur d'onde), on peut realiser la simplification suivante [99] : 
VC l*la)wc(7 £a^-a,C2|Af) 
L Q 
avec 7 = 1 + V^ —. II est important de noter que pour des raisons de stabilite de l'algorithme, 
L Q 
il faut que les coefficients a/ et /3i verifient l'inegalite suivante [99] : 5 ^ < 1 
Cette solution est toujours verifiee dans le cas des coefficients de Pade, qui sont ceux que 
nous utilisons pour parametrer les fonctions auxiliaires de faces, d'aretes et de coins pour les 
conditions aux limites absorbantes a ordre eleve. Ces coefficients sont definis par les relations 
suivantes : 
ai — cos2 \2L+lJ 
Ainsi, en appliquant la precedente approximation aux conditions aux limites absorbantes, 
apres transformation inverse de Fourier, on obtient le systeme d'equations couplees suivantes, 
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parametrees par les coefficients de Pade, faisant intervenir L fonctions auxiliaires V'j . ou l'ex-
posant (y) indique que le calcul correspond a une face definie comme etant orthogonale a l'axe 
If : 
dy c(z)dt c(z)f-f ' dt 
i = 1
 (4.11) 
w, u n l d2^y) ( , ,dMv) d ( , MV)\\ 1 d2p 
On reconnait ici un systeme de L equations de propagation d'ondes bidimensionnelles pour 
les fonctions auxiliaires, couplees a une equation de transport dans la direction y. Pour obtenir 
les autres equations de faces, une simple rotation d'indice suffit a retrouver les equations. La 
discretisation de ce systeme n'est pas abordee ici, afin de ne pas surcharger le manuscrit. II suffit 
de discretiser ces equations sur le meme principe que la discretisation des equations continues 
d'ondes precedentes. Le systeme d'equations a resoudre pour les 6 faces du cube correspond done 
a un systeme de 6(L + 1) equations couplees a resoudre. 
4-4-3-2 Determination des conditions d'aretes 
Le probleme de cette formulation est lie aux conditions de raccordement que doivent satis-
faire les fonctions auxiliaires aux intersections des faces. Ceci est crucial pour la precision de 
la simulation numerique a, implementer. En effet, le raccordement des conditions de faces doit 
etre conditionne par des valeurs de 2L derivees normales par aretes du cube de calcul afin de 
determiner les derivees secondes spatiales des fonctions auxiliaires (L sur chaque face d'appui). 
Ces conditions sont resolues en construisant une famille de solutions particulieres au systeme 
d'equations (4.11). A partir de cette famille de solutions (pour le detail de la demonstration qui 
a peu d'importance ici, se reporter a [92]), on en deduit le systeme d'equations suivant, permet-
tant de determiner les conditions d'aretes suivantes (ici, pour l'arete x = 0, y = 0, les aretes 
sont paralleles a l'axe z , et les fonctions d'aretes suivant z relatives a la face normale a l'axe ~x 
sont notees V7 m , tandis que les fonctions d'aretes suivant z relatives a la face normale a l'axe 
~y sont notees V'jm ) : 
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[l>L],-Jr( t f = 0>*,t) = - ^ - ^ - ( t f = 0 , a , t ) + S i - ^ ; gr^ ,*) 
(4.12) 
L a ... A,/,(x>«) 
est determine en fonction des coefficients de Pade : 7;
 m = 
Une analyse de ces equations sur un plan physique permet de remarquer que les conditions 
d'aretes necessitent l'introduction de 2L2 fonctions de coins par aretes, soit 24L2 fonctions auxi-
liaries d'aretes pour un cube de calcul. Chacune de ces fonctions d'aretes verifie une equation 
des ondes a une dimension (correspondant a la dimension suivant laquelle l'arete evolue), liee 
aux parametres physiques de l'equation des ondes tridimensionnelle dans le milieu (c'est l'une 
des particularites de cette methode de conditions aux limites absorbantes). Ici, 21? equations 
des ondes sur les 24L2 sont presentees, correspondant aux fonctions d'aretes relatives aux deux 
faces intersectant sur l'arete z. Par ailleurs, comme pour les fonctions de faces, les fonctions 
d'aretes sont couplees par 2L equations de transport, faisant intervenir les derivees normales des 
fonctions de faces. Ce sont ces 2L equations par arete (soit 24L au total), qui correspondent aux 
deux dernieres equations du systeme (4.12), et qui permettent de conditionner les fonctions de 
faces de fagon a resoudre le systeme des equations de face (4.11). Le systeme complet d'equations 
des fonctions d'arete est aisement comprehensible en faisant une rotation circulaire des indices 
x, y, et z. 
4-4-3.3 Determination des conditions de coins 
Un probleme analogue se pose a l'extremite des aretes. Les conditions d'aretes precedemment 
etablies font intervenir des derivees secondes en la variable tangente de l'arete, qu'il est impossible 
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d'evaluer numeriquement. On se retrouve alors dans une situation analogue a la precedente pour 
les fonctions de faces. Ici, pour determiner ces derivees secondes aux extremites des aretes, on a 
QJjV>z 
besoin de determiner QL2 quantites manquantes du type • ' m (0 , t ) . Ces quantites manquantes 
correspondent aux 8 coins du cube de calcul. Tout comme precedemment, il est done necessaire 
de determiner QL2 nouvelles relations aux coins, a l'aide de la meme famille de solutions parti-
culieres que celle utilisee precedemment pour les conditions d'aretes (voir [92]). Cette famille de 
solutions a l'equation des ondes permet de determiner une condition de coins, ne necessitant pas 
l'introduction de fonctions auxiliaires de coins (dans le cas d'un milieu dissipatif, cependant, il 
est necessaire d'introduire une nouvelle famille de fonctions auxiliaires). Les relations aux coins 
correspondant a l'equation suivante (ici donnee pour le coin x = y — z = 0, et aux fonctions 
d'aretes suivant z correspondant a la face orthogonale a l'axe ~x, V(/,m) € [l;-£]2) : 
^ a n a n w ^ O ) dt U £?1d*'n,mc{z = Q) Ot U 
ou 7i,m,n est determine en fonction des coefficients de Pade : 
_ a>iaman 
(4.13) 
aman + oimOti + ana>i - 2auaman 
Par permutation entre les indices x et y, puis par rotation circulaire (deux fois) des indices 
x,y, et z, on obtient ainsi les 6L2 relations permettant la determination des valeurs aux coins, 
permettant de resoudre le probleme complet. Cette equation est interpretable par une regularisa-
tion des valeurs des fonctions d'aretes a leurs extremites, ce qui parait tout a fait logique compte 
tenu de la signification physique de ces conditions de coins. Cette fois-ci encore, la discretisa-
tion de ces 6L2 equations couplees n'est pas decrite. Pour cela, il suffit d'appliquer les modeles 
de discretisation d'ordre eleve decrits precedemment pour l'equation des ondes. Les conditions 
aux limites absorbantes faisant intervenir un grand nombre d'equations, les algorithmes et as-
tuces p rog rammat iques ne sont pas decri tes dans ce t te section. L'essentiel de la descr ipt ion de 
ces conditions aux limites absorbantes etait de mettre en evidence les liens physiques entre ces 
conditions aux limites et les equations regissant les fonctions auxiliaires. Pour plus d'informa-
tions sur les algorithmes de programmation de ces conditions aux limites, l'essentiel du document 
de F. Collino est consacre a ces choix programmatiques [92]. II est cependant essentiel de noter 
que pour coder les conditions aux limites absorbantes, il est necessaire de connaitre le profil de 
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eelerite acoustique sur une grille doublement echantillonnee par rapport a la grille de calcul du 
champ de pression. 
4-4-3-4 Remarques sur les ordres d'approximation a proximite des limites du cube de calcul 
Par ailleurs, il est important de remarquer qu'a proximite des bords du cube de calcul, il est 
impossible d'utiliser des approximations d'ordre 4 en espace, qui necessiteraient une extension 
du nombre de points virtuels, et influeraient sur la stabilite de l'algorithme [82]. Par consequent, 
pour les points proches des bords, nous nous sommes ramenes a des methodes d'ordre 2 en 
espace, en respectant les conditions suivantes, de maniere a tirer partie des approximations a, 
l'ordre 4 en espace a l'interieur du cube : 
- sur les faces, approximation d'ordre 2 dans la direction perpendiculaire a la face, d'ordre 
4 spatial dans le plan parallele a la face considered 
- sur les aretes, approximation d'ordre 4 spatial dans la direction parallele a l'arete, d'ordre 
2 dans les autres directions 
- aux coins, approximation d'ordre 2 en espace 
Par ailleurs, il est impossible de conserver un algorithme stable, avec la methode aux diffe-
rences finies, en utilisant un ordre temporel plus eleve que l'ordre spatial [82] [71]. C'est la raison 
pour laquelle une integration temporelle d'ordre 2 a ete choisie a proximite des faces, aretes, et 
coins du cube de calcul. Par ailleurs, les calculs d'ordre 4-4 ont une bonne continuity avec les 
calculs d'ordre 2-2, et l'utilisation de calculs d'ordre 2-2 sur le nombre restreint de points limites 
au cube de calcul n'augmente pas significativement la dispersion numerique et n'influe pas sur 
les conditions de stabilite de l'algorithme, grace a l'approche de l'equation modifiee de Dablain 
utilisee pour l'algorithme 4-4 centre. 
4.4.4 Condition de stabilite de l'algorithme, isotropic et dispersion numerique 
Nous l'avons montre dans le chapitre precedent, l'algorithme de simulation de la propaga-
tion d'ondes dans le milieu par differences finies doit etre extremement precis pour obtenir une 
imagerie de sources efneace. Ainsi, il est indispensable d'etudier la precision de cet algorithme. 
Avant tout, nous nous pencherons sur les conditions de stabilite de l'algorithme, mais egalement 
sur la dispersion numerique et l'anisotropie numerique de fa$on a optimiser les parametres de si-
mulation et obtenir un algorithme stable, precis, qui n'introduise pas de biais dans le calcul de la 
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propagation des ondes acoustiques utilise dans le processus d'imagerie par puits a retournement 
temporel. Ce type d'etude n'ayant a ce jour (a notre connaissance) ete realise que dans le cadre 
d'un milieu a 2 dimensions homogene, nous detaillons ici precisement l'etude de la stabilite, de 
la dispersion et de l'isotropie numerique dans le cas tridimensionnel. 
Pour determiner la condition de stability de l'algorithme au centre du cube de calcul, on 
utilise le schema numerique 4-4. En utilisant une solution en ondes planes et en l'introduisant 
dans l'equation discretisee a l'ordre 4-4 de pas spatial h et de pas temporel r , on obtient la 
relation de dispersion numerique 4.14 (par souci de simplification, l'etude de la stabilite, de 
l'isotropie et de la dispersion numerique est realisee pour une celerite c des ondes acoustiques 
constante). C'est grace a l'etude de cette relation de dispersion que la condition de stabilite 
de l'algorithme est determined. Pour simplifier les notations, par la suite, nous utiliserons les 
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W T . Le systeme est stable dans le cas ou 0 < s in 2 (—) < 1, et ce VA; = (kx,ky,kz), (i.e.) 
VX = (Xi,X2,Xs) G [0, l ] 3 . La condition de stabilite du schema d'integration 4-4 correspond 
done a la resolution de l'equation suivante : 
0 < sup f(X) < 1 
5?e[o,i]3 
f(X) = a2 1a
l
~\ xl + x2 + x3 + ^-—(x21+xi + xi)-?-(x1 + x2 + x3f 
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f(X) etant invariante par echanges de X\,X2 et Xz, la condition de stabilite peut etre 
remplacee par l'equation suivante : 
( 0 < sup f(X)<l 
Xe[o,i] 
/ ( X ) = a 2 ( 3 X - X 2 ( a 2 + l)) 




Cette condition de stabilite est legerement moins contraignante que la condition de stabilite 
avec le schema classiquement utilise d'ordre 2 en espace et 2 en temps, pour lequel les pas spa-
tiaux et temporels de l'algorithme par differences finies doivent verifier r < ——. Ce resultat 
2 c 
demontre que l'approche par l'equation modifiee de Dablain adaptee a notre probleme permet 
d'utiliser un schema aux differences finies precis, tout en rendant l'algorithme stable sans obtenir 
de condition de stabilite trop contraignante. La stabilite de l'algorithme sera alors determined 
par les quelques points proches des limites utilisant un schema 2-2. En revanche, la stabilite 
numerique n'est pas le seul critere a evaluer pour fixer les echantillonnages spatiaux et temporels 
des grilles de differences finies de facon a obtenir un algorithme de simulation precis. II s'agit de 
choisir des parametres minimisant la dispersion numerique et maximisant l'isotropie numerique. 
En effet, toute simulation discrete d'un probleme continu introduit une dispersion numerique 
et une anisotropic numerique. Nous allons done etudier ces deux phenomenes numeriques intro-
duits par le schema aux differences finies d'ordre 4 en temps et en espace, afin de donner un 
domaine de validite du programme qui permette de minimiser ce phenomene. 
c(h) 
Pour cela, definissons tout d'abord la dispersion numerique a partir du facteur qW = . 
c 
Ce facteur depend de l'ordre et du schema choisi, mais aussi des pas spatiaux et temporels. II 
represente l'erreur relative commise sur la vitesse de propagation, c ^ etant la vitesse approchee 
et c la vitesse reelle de l'onde. Ce facteur sera utile pour determiner des erreurs de dispersion et 
d'isotropie dues a la discretisation du probleme. A partir de l'equation 4.14, on tire la relation 
suivante, en utilisant la definition c^) =
 > , ou u>^ et k^ = (hi ,ky , kl') representent 
l l * ( f c ) l l 
respectivement la pulsation et le vecteur d'onde evalues grace au programme de simulation de 
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Pour determiner la dispersion numerique en une direction quelconque, on pose K comme 
etant l'inverse du nombre de points du maillage par longueur d'onde. Par definition, on a 
\\k^\\h = 2irK et fc<% = (27rKcos(^)sin((1o);27rK'sin(0)sin(^);27rKcos(^)), ou 6 et <p sont 
definis sur le schema 4.12. Ces notations permettent d'etudier la dispersion numerique et l'iso-
tropie numerique de maniere aisee. 
s i / 
FIG. 4.12: Representation du vecteur d'onde en coordonnees spheriques 
La dispersion numerique peut etre determinee dans plusieurs directions de propagation (la 
dispersion numerique varie avec la direction de propagation, puisque l'algorithme est a priori 
anisotrope). Avec les notations precedemment definies, il peut etre interessant de realiser un 
developpement limite de l'expression qW pour K proche de zero, pour une direction quelconque. 
En effet, ce developpement limite permet de constater le comportement de l'algorithme quand 
l'echantillonnage spatial tend vers un modele continu : 
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(a) Direction (0, <p) = (0, —) ou (0, tp) — (it, —) ou y> = 0 
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FlG. 4.13: Courbes de dispersion numerique parametrees par a = —, obtenues dans trois direc-
h 
tions differentes de I'espace, avec le schema 4-4 centre. 
L'analyse de cette formule permet d'en tirer le comportement de l'algorithme : pour un 
nombre N = 1/K de points du maillage par longueur d'onde tendant vers l'infini, la dispersion 
numerique est ideale, et ce quelque soit la direction de propagation. Par ailleurs, a la limite de 
stabilite (a = 1), le modele possede une dispersion numerique ideale ((i.e) correspondant au m o 
77 7T 
dele continu pour (8,ip) = (0, —) ou (8,<p) = (ir, —) ou ip = 0, ce qui correspond aux directions 
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CT F I G . 4.13 (suite): Courbes de dispersion numerique parametrees para = -—, obtenues dans trois 
h 
directions de I'espace differentes, avec le schema 4-4 centre. 
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La courbe de dispersion peut alors etre tracee (voir Fig. 4.13), pour differentes valeurs de a et 
pour plusieurs directions de l'espace (0,<p)- Les courbes sont parametrees par a, variant entre 0 
et 1 par pas de 0.1. Les valeurs faibles de a (done les valeurs a pas d'espace tendant vers l'infini) 
correspondent aux courbes de dispersion les plus eloignees de l'ideal (constante et egale a 1). Dans 
le cas ou a = 0, le systeme est done tres stable mais introduit une grande dispersion numerique, 
et ce dans toutes les directions de l'espace. L'analyse des courbes de dispersion figure 4.13 fournit 
plusieurs informations : pour la direction (0,tp) = (0, —), la valeur de a = 1 correspondant a la 
limite de stabilite de l'algorithme correspond exactement a une dispersion numerique introduite 
rigoureusement egale a 1, et ce, quel que soit le nombre de points du maillage par longueur 
d'onde. En revanche, pour cette meme valeur, dans d'autres directions de l'espace, la dispersion 
numerique, bien que tendant vers 1 quand K tend vers 0 (i.e. l'echantillonnage spatial du maillage 
tend vers un modele continu, ce qui est tout a fait conforme a l'intuition), n'est pas rigoureuse-
ment nulle. Ce phenomene vient de l'anisotropie numerique, etudiee dans le paragraphs suivant. 
Pour finir, il apparait de toutes ces courbes qu'il est necessaire d'echantillonner suffisaniment en 
espace le maillage pour minimiser la dispersion numerique introduite par l'algorithme. L'analyse 
des courbes de dispersion numerique permet d'ores et deja d'avoir une comprehension des para-
metres optimaux pom" que le calcul de la propagation des ondes acoustiques soit precis. Pour une 
valeur de a egale a 0.7, qui assure une stabilite de l'algorithme (y compris aux points proches 
du bords du cube ou on utilise un schema 2-2), les courbes de dispersion numerique demontrent 
qu'un echantillonnage spatial superieur a 10 points par longueur d'onde permet d'obtenir une 
dispersion numerique inferieure a 2% par rapport a la relation de dispersion ideale du modele 
continu. La frequence d'echantillonnage des cartes d'acquisition etant limitee a 88200 Hz, le 
choix du parametre de stabilite a = 0.7 impose un echantillonnage spatial h egal a 5.5 mm. 
Afin d'obtenir une dispersion numerique introduite inferieure a 2 %, les longueurs d'ondes des 
signaux ne doivent pas etre inferieures a 5.5 cm, ce qui correspond a des ondes de frequence 6270 
Hz. Au-dela de cette frequence, le nombre de points par longueur d'onde sera inferieur a 10, et 
la dispersion numerique excedera legerement les 2 % d'erreur introduits dans certaines directions. 
Le dernier parametre a etudier correspond a l'isotropie numerique, e'est a dire l'etude de 
l'anisotropie introduite par le maillage spatial par differences finies. Ce parametre revient a etu-
dier l'influence de la direction de propagation sur la celerite des ondes calculees par l'algorithme 
de calcul. Pour cela, on fixe la valeur de a, et on trace la valeur de q^ en fonction des angles 9 
et ip, pour differentes valeurs de K. La figure 4.14 montre cette analyse de l'isotropie numerique 
a parametre de stabilite fixe a a = 0.7, pour des valeurs de N points par longueur d'onde, egales 
a 1, 2, 3, 4, 6, 8, 10, et 10000 (cette valeur approchant la limite K = 0, done le modele continu, 
correspondant a un cercle de rayon 1). L'analyse de ces courbes demontre que l'anisotropie in-
troduite par l'algorithme reste inferieure au pourcent pour K < 1/6, ce qui confirme le choix 
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1 0.5 0 0.5 1 
(a) Courbe d'isotropie numerique en fonction de 0 
(b) Courbe d'isotropie numerique en fonction de if 
FlG. 4.14: Courbes d'isotropie numerique, parametrees par le nombre de points de maillage par 
longueur d'onde 
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propose plus haut pour les limites de validite de 1'algorithms. L'objectif etant ici de develop-
per une technique dans le domaine audible, cet algorithme avec une frequence d'echantillonnage 
temporel egale a 88200 Hz, et un pas spatial egal a 5 mm, est tout a fait approprie a l'etude des 
sources emettant a une frequence inferieure a 6000 Hz. 
4.5 Le cas des sources non discriminees par retournement classique 
4.5.1 Problematique 
Comme nous l'avons vu dans dans le chapitre precedent ainsi que dans ce chapitre, la de-
tection de sources tres proches les unes des autres pour une application a basse frequence peut 
poser probleme. En effet, meme si la technique presentee dans le cadre de ce manuscrit est une 
methode d'imagerie a haute resolution, elle est avant tout basee sur une etape de localisation (a 
resolution limitee) par retropropagation numerique par retournement temporel. Cette methode 
etant limitee par les effets de diffraction, la localisation de deux sources proches l'une de l'autre 
peut echouer a basse frequence, si la contribution de la somme des lobes secondaires spatiaux 
excede celle des lobes principaux. 
L'experience numerique suivante est realisee : trois sources forment un triangle isocele de base 
de longueur 10 cm et d'angle au sommet de 64 degres. Ces trois sources emettent simultanement 
un signal acoustique correspondant a 1.5 cycles de sinusoi'de, respectivement a 400 Hz, 500 Hz, et 
650 Hz multipliees par une fenetre de Blackman (ces signaux sont representes sur la figure 4.15). 
La figure 4.16 represente le resultat de localisation des trois sources ponctuelles, par une etape 
de retropropagation numerique par retournement temporel, grace a un miroir bidimensionnel a 
88 capteurs, separes par une distance inter-capteurs de 10.5 cm. 
L'analyse de la figure 4.16 demontre ici les limites en resolution de la technique de locali-
sation de sources a basse frequence par retournement temporel. Dans ce cas tres defavorable, 
l'energie acoustique au temps du « collapse » ne permet en aucun cas de discriminer la position 
des 3 sources. Par consequent, l'etape de puits a retournement temporel est apparemment mise 
en defaut, si Ton cherche a localiser le centre des sources par analyse de la pression acoustique 
(ou de l'energie, comme presente ici) a l'instant du « collapse ». En effet, les taches focales des 
differentes sources, limitees en resolution par effets de diffraction, se superposent. 
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FlG. 4.15: Signaux emis par les trois sources - Rouge : source No.l (signal de frequence centrale 
a 400 Hz) - Vert : source No. 2 (signal de frequence centrale a 500 Hz) - Bleu : source No.3 
(signal de frequence centrale a 650 Hz) 
En revanche, comme propose au chapitre precedent, il est possible de determiner la position 
des sources par recherche iterative avec introduction du puits (cette methode peut s'averer 
extremement longue dans les cas pratiques, puisqu'a chaque iteration, une propagation avec 
puits numerique doit etre effectuee, jusqu'a determination de la position exacte et de l'imagerie 
a haute resolution des sources). Cette proposition n'apparait pas etre une bonne solution au 
probleme pose, puisque la methode se doit d'etre rapide, et la recherche iterative de la position 
du puits peut s'averer extremement fastidieuse et longue en termes de temps de calcul. 
4.5.2 Une solution : l'utilisation de la methode MUSIC 
La solution proposee ici permet de s'affranchir de cette limite apparente a la methode de 
reconstruction de sources a haute resolution par puits a retournement temporel, tout en permet-
tant un traitement des donnees de mesure n'introduisant pas une perte de temps significative en 
termes de temps de calcul. Cette solution s'appuie sur la decomposition de l'espace des donnees 
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F I G . 4.16: Echec de la localisation simultanee de trois sources proches les unes des autres a 
basse frequence par retropropagation numerique par retournement temporel. La position des trois 
sources est indiquee par des croix 
recoltees en deux sous-espaces orthogonaux (au sens du produit scalaire hermitien), l'espace 
bruit et l'espace signal. Plusieurs methodes de localisation de sources ont ete developpees sur ce 
principe, notamment la methode MUSIC [75] [100] [76], ou la methode ESPRIT [84]. Le but de 
cette sous-section est de demontrer que l'utilisation de l'une de ces techniques, combinee avec 
la technique d'imagerie par puits a retournement temporel, permet de s'affranchir de la limite 
precitee. Pour cela, nous utilisons les memes donnees que dans la sous-section precedente, ou la 
detection de maximum de la reconstruction de sources par retournement temporel echoue. 
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Le principe de la methode MUSIC est applicable pour la localisation de sources etendues et 
de sources ponctuelles, en champ lointain comme en champ proche. L'avantage de cette methode 
est qu'elle ne necessite pas plus d'information mesuree que celle obtenue lors de la premiere 
etape du processus d'imagerie a retournement temporel (la mesure sur le miroir). La methode 
MUSIC permet la construction d'un pseudo-spectre spatial qui donne acces, a haute resolution, 
aux positions des sources emettrices a partir de la mesure sur une antenne. Cette methode re-
quiert la connaissance du milieu de propagation, ainsi que la connaissance de la position des 
points de mesure de l'antenne, tout comme nous en avons besoin dans le processus de puits a 
retournement temporel. 
Considerons la matrice A des signaux temporels mesures sur l'antenne, suite a l'emission 
des sources. Cette matrice possede une dimension (M,T), ou M est le nombre de capteurs de 
l'antenne, et T est le nombre d'echantillons temporels mesures. A partir de cette matrice A de 
mesure, on determine numeriquement sa transformee de Fourier, A. 
La matrice A est de dimension (M, — - — ) , ou NFFT est le nombre de points frequentiels de 
calcul de la transformee de Fourier rapide. Ce calcul fournit d'ores et deja une information sur le 
contenu frequentiel et les phases relatives des signaux melanges correspondant a l'emission des 
sources regues par les points de mesure du miroir. 
Soit u>i — — l'echantillonnage du domaine des frequences. A partir des —-—- vecteurs 
NFFT 2 
A(uii), on construit — - — matrices de densite de puissance intercapteurs (a la pulsation u>i) 
P(u)i) : P(ui) = A(ui)A(u>i)H ou A(u>i)H represente le vecteur conjugue adjoint de Afa). Les 
matrices F(WJ) possedent alors une dimension (M,M). 
Afin de ne pas alourdir les donnees a conserver, il est alors utile d'observer l'energie frequen-
tielle contenue dans la matrice de mesure A. On reduit ainsi l'intervalle des frequences d'etude 
a un intervalle utile i € [ATmjn,Nmax]. Dans notre cas, compte tenu des frequences de signaux 
mesures par l'antenne, nous n'avons conserve que les frequences contenues entre 0 Hz et 3000 
Hz. En utilisant NFFT = 4096, cela nous permet de reduire le nombre de matrices d'etude a 
140, plutot que 2048. 
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Chacune de ces matrices P(u)i) est par construction auto-adjointe (dans le cas ideal de si-
gnaux non bruites). Par consequent, on peut en deduire une reecriture des matrices P(WJ) grace 
a la decomposition en valeurs singulieres de ces matrices : 
P(ui) = U(ui)S(ui)U(ui)H,\/i € [Nmin;Nmax] 
Dans cette decomposition en valeurs singulieres des —-— densites de puissance intercap-
teurs (a la pulsation ui{) des donnees recoltees par l'antenne de mesure, U(wi) contient dans 
ses colonnes une base orthogonale (au sens du produit scalaire hermitien) de vecteurs propres 
Uk(wi) de P(uji). S(u>i) contient les valeurs propres de P(o>j), sur sa diagonale, ordonnees par 
ordre decroissant S(ui)(k,k) = Afc(wj). 
II est important de noter que dans le cas de donnees experimentales non exemptes de bruit, on 
a l'expression de la decomposition en valeurs singulieres generalised : F(OJ,) = U(uJi)S(u)i)V(ui)H. 
Nous considererons cependant par la suite qu'etant en environnement non reverberant et que les 
mesures realisees precedemment ont demontre une densite de bruit tres faible, que le signal est 
exempt de bruit. Dans le cas d'un signal bruite, le raisonnement est identique, en utilisant les 
matrices U et V. 
La decomposition en valeurs singulieres de chacune des matrices -P(WJ) permet de decompo-
ser l'espace en deux sous-espaces orthogonaux : le sous-espace signal, correspondant aux valeurs 
propres non nulles \k{^i) ^ 0, et le sous-espace bruit, correspondant aux valeurs propres nulles 
Afc(^ j) = 0. Nous notons par la suite le sous-espace signal VLsignai et le sous-espace bruit Qbruit-
Dans le cas de donnees experimentales non exemptes de bruit, il s'agit de determiner un seuil 
de densite de bruit en dessous duquel on considere que les valeurs propres sont negligeables. 
Les valeurs propres et les vecteurs propres obtenus grace aux decompositions en valeurs sin-
gulieres etant deja ordonnees, on pourra alors separer les matrices U en deux sous-matrices : 
USignal{wi) = Uk(wi)\\k(ui) =£ 0 et U/yruiti^i) = &k(^i)|Afc(u/j) = 0. Dans le cas d'une don-
nee experimentale bruitee, ce sont les matrices U et V qu'il faut separer en deux sous-espaces. 
L'interet de la separation en deux sous-espaces intervient ici : l'ensemble de matrices P{oJi)\i £ 
[•Wmini Nmax] contient l'information spectrale et spatiale sur les sources enregistrees par l'antenne 
de capteurs. La decomposition en valeurs singulieres revient a changer de base spatiale, de facon 
a separer en une base orthogonale vis-a-vis du produit scalaire hermitien les vecteurs propres 
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associes a une valeur propre non nulle5, et les vecteurs propres associes a une valeur propre nulle6. 
La base formee etant orthogonale, tout vecteur &x'y'z'{oJi) de dimension M contenant sur sa 
ligne m le signal regu a la frequence u;» par le me capteur de l'antenne lors de l'emission par une 
source a la position spatiale (x, y, z) est decomposable sur cette base orthogonale. En particulier, 
si la position (x, y, z) et la frequence Wj correspondent a la position et a la frequence d'une des 
sources inconnues enregistrees initialement par le miroir, dont 1'information est contenue dans 
P(uJi), alors le vecteur G^x,y'z\ui) est orthogonal au sous-espace Qbruit [H] [76] [77] : 
|G(a*2)(a;0H-^6r«ft(wi) | = 0. 
C'est cette propriete essentielle d'orthogonalite des sous-espaces qui est utilisee dans la me-
thode MUSIC ici presentee : a chaque position (x, y, z), on calcule la grandeur PMUSIC(%, V, z). 
Cette grandeur, appelee couramment pseudospectre spatial, est maximale aux points ou les 
sources initiales ont ete enregistrees, et possede des valeurs quasi nulles pour les autres points de 
la matrice. Pour determiner le pseudospectre spatial, on utilise les vecteurs de test ideaux G^x,v'z> 
I -—(x/(x-xmi2+r«-u™ )2+tz-z™ )A \ 
tels que G(s>»'*)(wJ) c 
• [y/(x-Xm)2 + (y-ym.)2  (z-Zm)2) 
\m G [1,M], ou (xm,ym,zm) re-{x - xm)2 + (y - ym)2 + {z - zm)2 
presente la position du rrf capteur de l'antenne. II est essentiel de noter que la forme de ces 
vecteurs de test est intimement liee au milieu de propagation, qui est connu dans le cadre de 
notre application d'imagerie a haute resolution. 
PMusic(x,y,z) = -zz 
£ |G<***>(u;0H-iWwi)| 
i=Nn 
Le calcul du pseudospectre spatial necessite le calcul de (Nmax — Nmin) matrices P(w,) de 
dimension (M, M) a. partir des donnees temporelles enregistrees sur chacun des capteurs de 
l'antenne, puis de leur decomposition en valeurs singulieres; il necessite egalement le calcul de 
(Nmax ~ Nmin) * Njnauiage vecteurs de test de longueur M, ou NmaMage est le nombre de points 
du cube de maillage par differences finies (2 millions de points environ pour notre application). 
Bcorrespondant a l'emission de sources ayant les memes coordonnees spatiales et le meme contenu frequentiel 
que les sources enregistrees 
6correspondant a l'espace bruit ou au noyau de Penregistrement 
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Ann de reduire ce nombre d'operations effectuees, le pseudospectre n'est calcule que dans un 
cube restreint du maillage par differences finies, qui est determine a partir de la tache de foca-
lisation representee sur la figure 4.16, ce qui permet de reduire le nombre de vecteurs de test a 
140 * 8000 = 1120000. Si aucune precaution n'avait ete prise sur la fenetre spectrale a etudier ni 
sur la fenetre spatiale a etudier, le nombre de vecteurs de test a calculer aurait ete environ 3000 
fois plus grand, ce qui est non negligeable en termes de temps de calcul . 
Cette methode est alors appliquee aux donnees regues par l'antenne du miroir, qui ont ete 
utilisees dans la sous-section precedente, et ont mene a un echec de la localisation du centre 
des trois sources par retropropagation numerique par retournement temporel. La figure 4.17 
represente les valeurs propres des matrices de densite de puissance intercapteurs des donnees 
recoltees par l'antenne de mesure. On observe que seules les 3 premieres valeurs propres sont 
non nulles, et que la dependance en frequence de ces valeurs propres reflete le contenu spectral 
des signaux envoyes par les sources a localiser, et regus par les capteurs de l'antenne. C'est a 
partir de ces valeurs propres que l'on construit l'espace signal et l'espace bruit. L'espace bruit, 
tibruiti auquel nous nous interessons ici, correspond a l'espace de base orthogonale Uk(u)i)\k > 3, 
d'apres l'observation de la figure 4.17. Les vecteurs de test sont alors construits, et la grandeur 
PMUSIC(XJ VI Z) e s t calculee sur 8000 points, autour du maximum de la tache focale limitee par 
effets de diffraction observee en section 4.5.1. 
La figure 4.18 presente le resultat du calcul du pseudospectre spatial grace aux vecteurs de 
test. Cette figure montre bien que la methode MUSIC, qui est une methode a haute resolution 
fonctionnant pour les signaux a large bande comme pour les signaux a bande etroite, permet, 
a partir des memes donnees (l'enregistrement sur l'antenne de capteurs du miroir) de localiser 
avec precision le centre des 3 sources. En revanche, l'etape de retropropagation numerique par 
retournement temporel a eu ici un interet non negligeable : reduire l'espace de test de la methode 
MUSIC. En effet, en recherche aveugle, la methode MUSIC peut se reveler etre tres gourmande 
en termes de temps de calcul. Ici, grace a la reduction de l'espace des vecteurs de test, a partir 
de l'image de focalisation par retournement temporel numerique, le temps total de calcul du 
pseudospectre spatial n'a necessite que 54 secondes7. Sans reduction de l'espace des vecteurs de 
test ni precaution sur le domaine spectral d'etude a partir des spectres des reponses enregistrees 
sur les capteurs du miroir, on aurait obtenu le pseudospectre spatial en environ 45 heures sur 
une machine personnelle (sans compter les problemes de gestion de memoire vive catastrophique 
de MATLAB pour les calculs intermediates necessaires). 
7en utilisant les bibliotheques de fonctions de decomposition en valeurs singulieres de MATLAB sur une machine 
personnelle 
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FIG. 4.17: Distribution spectrale des 6 premieres valeurs propres obtenues par decomposition en 
valeurs singulieres 
FIG. 4.18: Pseudospectre spatial obtenu grace a la methode MUSIC : les 3 sources apparemment 
non discriminables par retournement temporel le sont a partir des memes donne.es grace a la 
projection sur Vespace bruit 
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FlG. 4.19: Pression acoustique quadratique obtenue grace au processus de puits a retournement 
temporel pour les 3 sources a basse frequence, grace a la localisation preliminaire du centre de 
ces sources par la methode MUSIC. 
L'introduction d'une etape de localisation par methode MUSIC ne rend done pas le processus 
d'imagerie a haute resolution par puits a retournement temporel beaucoup plus lourd : il n'ajoute 
qu'environ une minute au temps de traitement total, qui est environ de 4 minutes pour ce type 
d'application. De plus, l'etape de retournement temporel numerique ayant deja ete effectuee, 
il suffit d'extraire des donnees de cette premiere simulation les pressions acoustiques simulees, 
aux trois points sources localises grace a la methode MUSIC. Ce sont ces signaux sources que 
l'on va faire emettre par 3 puits numeriques dans la derniere etape du processus d'imagerie, 
simultanement aux signaux retournes temporellement par le miroir numerique. Le resultat de 
cette derniere etape du processus d'imagerie est presente sur les figures 4.19 et 4.20. 
L'analyse de ces deux figures demontre que la technique de puits a retournement temporel per-
met, ici encore, d'imager a haute resolution les sources. Dans ce cas bien particulier, la methode 
proposee semblait echouer en n'utilisant qu'une simple detection de maximum spatio-temporel 
a partir des donnees obtenues par retournement temporel numerique. La methode que nous 
proposons ici, basee sur la methode MUSIC permet de s'affranchir de cette limite. L'utilisation 
de 1'algorithme MUSIC ne necessite qu'une etape supplementaire dans le processus d'imagerie 
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FIG. 4.20: Imagerie a haute resolution de trots sources non discriminees par retropropagation 
numerique par retournement temporel, grace a la combinaison de la methode MUSIC pour la 
localisation du centre des sources et dupuits numerique a retournement temporel pour I'imagerie 
a haute resolution. La position des trois sources est indiquee par des cercles 
decrit dans ce manuscrit, en venant supplanter la recherche de maximum spatio-temporel des 
donnees retournees temporellement par le miroir numerique. Par ailleurs, nous avons montre 
qu'en prenant des precautions de reduction d'espace spectral et spatial, l'utilisation de cet al-
gorithme (sous MATLAB, sur une machine personnelle, avec un code non optimise) permet de 
realiser le processus d'imagerie a haute resolution par puits a retournement temporel, sans pour 
autant augmenter significativement le temps de calcul necessaire. 
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II est cependant essentiel de noter que Putilisation de la methode MUSIC ici proposee est 
realisee sur un cas d'ecole, et que des optimisations supplementaires doivent etre realisees pour 
l'imagerie de sources sur un structure complexe. Cependant, il apparait que cette solution est 
extremement eflicace et permet d'augmenter le champ de validite des applications de la methode 
d'imagerie par puits numerique a retournement temporel aux sources basses frequences non dis-
criminees par retournement temporel, qui semblait au premier abord etre une limite au systeme 
propose. La solution proposee ici, couplant la methode d'imagerie a haute resolution par puits 
a retournement temporel numerique avec une etape de localisation a haute resolution par la 
methode MUSIC semble etre tout a fait adaptee, d'autant plus que de recents travaux exposent 
l'adaption de la methode MUSIC et de la methode ESPRIT a la localisation de sources etendues 
coherentes ou non coherentes [78] [79]. 
4.6 Application de la methode d'imagerie a haute resolution a la mesure de 
sources sur une guitare 
Dans cette section, nous nous proposons d'appliquer la methode d'imagerie par puits nume-
rique a retournement temporel a l'imagerie de sources sur une guitare classique d'etude (Yamaha 
CG180S, 1985). La table de cette guitare est en epicea, et la touche est en ebene. Les eclisses et 
le dos sont en palissandre lamine. Le but ici n'est pas de realiser une etude complete de l'acous-
tique de la guitare, mais d'appliquer la methode en situation moins academique que les cas 
precedemment presentes, sur une structure acoustique complexe a basse frequence, arm d'eva-
luer ses capacites d'imagerie en situation de mesure reelle. II est d'ailleurs tout a fait interessant 
de noter que ce type d'experience represente l'une des toutes premieres applications historiques 
sur une structure complexe de l'holographie en champ proche [101]. 
4.6.1 Protocole experimental 
Le protocole experimental est tres similaire aux autres experiences presentees dans ce cha-
pitre. Ici, la guitare classique sur laquelle les mesures sont realisees est placee face a une antenne 
bidimensionnelle de 36 microphones, strictement identique a l'antenne utilisee dans les expe-
riences precedentes. L'experience est realisee dans une salle anechoi'que, de fagon a appliquer la 
methode proposee d'imagerie par puits a retournement temporel dans les conditions de validite 
de l'algorithme et de la methode. Le positionnement de la guitare par rapport a l'antenne de 
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mesure est illustre a la figure 4.21. 







FlG. 4.21: Protocole experimental : mesure du champ rayonne par la guitare sur I'antenne bidi-
mensionnelle de capteurs 
Le but de l'experience est d'imager le resonateur de Helmholtz de la guitare, qui est predo-
minant dans le rayonnement de l'instrument a basse frequence. Par ailleurs, pour cette mesure, 
nous avons choisi d'exciter la guitare de la meme maniere qu'en situation de jeu, de fa§on a 
ne pas introduire de biais dans le type d'emission acoustique de l'instrument de musique. Par 
consequent, I'antenne bidimensionnelle, face a la guitare, enregistre le champ de pression acous-
tique rayonne par la guitare lorsque les cordes sont pincees par l'experimentateur, legerement 
en dessous de la position de la rosace. Les experiences ont ete realisees a plusieurs reprises pour 
chaque corde a nu, de facon a etudier la reproductibilite, et eviter tout biais dans les mesures. 
L'experimentateur se place derriere un panneau de mousse absorbante, positionne derriere la 
guitare, afin de ne pas perturber le champ de pression par sa presence dans le lieu de mesure8. 
Pour des mesures ulterieures, il serait certainement utile de rea.liser une machine a pincer la 
corde de guitare permettant de realiser des experiences plus reproductibles. Par ailleurs, une 
machine a pincer la corde permettrait d'eviter des phenomenes de diffraction sur le doigt (et 
la main) de l'experimentateur. Malgre cette limite experimentale due a la non reproductibilite 
8une serie de premieres mesures dans la salle a montre que l'experimentateur, s'il ne prend pas la precaution 
de se placer derriere un panneau absorbant, perturbe grandement la mesure 
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de l'excitation de la guitare, le resultat de l'imagerie du resonateur de Helmholtz de la guitare 
est presente dans la sous-section suivante, en guise d'illustration des capacites de la methode 
proposee. 
4.6.2 Imagerie du resonateur de Helmholtz 
Une corde vibrante ne rayonne que tres peu d'energie acoustique. C'est pourquoi la guitare 
est constitute d'un corps rigide et d'une cavite d'air. Cet instrument de musique peut etre consi-
dere comme un systeme d'oscillateurs couples [102] : les cordes excitent le chevalet, qui excite la 
table d'harmonie superieure. La vibration de la table d'harmonie est alors transmise a la cavite 
d'air contenue dans le corps de la guitare, et a la table d'harmonie inferieure. A basse frequence, 
la resonance de Helmholtz (le premier mode de cavite) et les premiers modes de plaques agissent 
essentiellement pour renforcer la transmission d'energie acoustique dans la partie la plus grave 
du spectre de jeu [102] [103]. La frequence de resonance la plus basse correspond au mouve-
ment en opposition de phase des deux tables d'harmonie, ce qui provoque une oscillation de l'air 
contenu dans la cavite, avec une respiration oscillatoire par la rosace de l'instrument. Ce mode 
de resonance est le mode qui nous interesse ici. Sa frequence de resonance correspond a une 
frequence de 105 Hz environ, suivant les instruments de musique etudies. II a ete demontre que 
cette resonance, la plus grave de la guitare, correspond a un rayonnement quasi-monopolaire, 
centre sur la rosace de la guitare [102]. On appelle classiquement cette resonance la resonance 
de Helmholtz de la guitare, qui permet de renforcer la puissance de l'instrument a basse frequence. 
Le but de l'experience presentee ici est d'imager la source acoustique predominante de l'ins-
trument a basse frequence. Par consequent, afin d'optimiser l'energie transmise a la frequence du 
mode de Helmholtz, les resultats presentes correspondent a l'imagerie des sources acoustiques 
lorsque la seconde corde la plus grave de l'instrument (la corde de LA) est pincee. En effet, 
la frequence fondamentale de vibration de cette corde correspond pour cette experience a une 
frequence 109.8 Hz, qui est une frequence extremement proche de la frequence du mode de reso-
nance de Helmholtz de la guitare. Par ailleurs, afin d'optimiser la transmission d'energie dans le 
plan perpendiculaire a la table d'harmonie, ce qui correspond au mecanisme optimal d'excitation 
du mode (0,0) de la table, la corde est pincee legerement sous la rosace, de maniere orthogonale 
a la table (il est a noter que cette technique est peu orthodoxe pour les guitaristes confirmes, 
mais permet ici d'optimiser l'energie transmise au mode (0,0) de la table). 
II est essentiel de noter que pour imager une source acoustique a cette longueur d'onde, il est 
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FlG. 4.22: Spectre en frequence des signaux regus par les capteurs du miroir lors de Venregistre-
ment du rayonnement de la guitare classique (corde de LA grave) 
necessaire d'utiliser une methode a. haute resolution, puisqu'a 105 Hz, la demi-longueur d'onde 
est de 1.65 metres, ce qui est bien au-dela des dimensions caracteristiques de l'instrument. Par 
consequent, la technique a haute resolution par puits a retournement temporel semble etre une 
bonne solution pour l'imagerie du resonateur de Helmholtz. La figure 4.22 represente le spectre 
obtenu par transformee de Fourier rapide des signaux enregistres sur l'antenne bidimension-
nelle de mesure. On peut observer sur cette figure que deux frequences sont predominates : 
la frequence fondamentale de la corde centree sur 109 Hz, qui permet d'exciter efficacement le 
resonateur de Helmholtz, ainsi que le premier harmonique de la vibration de la corde, qui est 
fortement renforce par le second mode de resonance de la guitare [102], qui lui aussi met en jeu le 
resonateur. Cette excitation semble alors toute indiquee pour obtenir une imagerie ou le resona-
teur de Helmholtz est la source acoustique predominante a la surface de la guitare. Les signaux 
enregistres sur le miroir sont alors retournes temporellement, et retropropages numeriquement 
grace a l'algorithme de simulation precedemment decrit. Le resultat de cette retropropagation 
numerique est disponible sur la figure 4.23. Cette figure, correspondant au champ de pression 
quadratique reconstitue a une distance de 1 cm de la table d'harmonie de la guitare, montre 
bien que la limitation de resolution du processus de retournement temporel a basse frequence ne 
permet en aucun cas de discriminer les sources acoustiques a proximite de la surface de l'instru-
ment, puisque la frequence d'excitation correspond a une longueur d'onde d'environ 1.65 metre. 
Par consequent, on observe uniquement un lobe principal dont on ne peut pas reellement tirer 
d'information. C'est en grande partie la raison pour laquelle nous avons decide de developper 
la methode d'imagerie de sources par puits a retournement temporel, puisqu'elle permet d'ob-
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FlG. 4.23: Etape de retropropagation numerique par retournement temporel (39 ms apres le 
pincement de la corde de LA) . La position de la guitare, a I'echelle, est indiquee en superposition 
tenir de l'information a haute resolution sur la taille caracteristique des sources mises en jeu de 
l'emission a basse frequence. 
On peut egalement constater sur la figure 4.23 que le maximum de focalisation par retourne-
ment temporel numerique semble etre localise en dessous du centre de la rosace. Cette constation 
peut etre expliquee par le fait que la table de la guitare possede des modes de rayonnements a 
basse frequence, qui sont excites par la vibration de la corde transmise par le chevalet. Or, ces 
modes sont plus rayonnants sur la partie basse de l'instrument, du fait de sa forme et du barrage 
positionne a l'arriere de la table d'harmonie. De plus, c'est le chevalet qui transmet l'energie 
vibratoire a la table d'harmonie, et cette energie est localisee vers le bas de l'instrument. La 
retropropagation des signaux re^us sur l'antenne bidimensionnelle de mesure reconstitue alors 
les sources (de maniere limitee en resolution) : le resonateur de Helmholtz, mais egalement les 
sources rayonnees par la table d'harmonie de l'instrument de musique. Ainsi, le centre de la tache 
focale est decale vers le bas par rapport au centre de la rosace. 
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Ainsi, pour imager toutes les sources acoustiques de l'instrument, il serait necessaire de rea-
liser une etude tres poussee, en utilisant la methode MUSIC precedemment presentee arm de 
localiser le centre de chacune des sources acoustiques mises en jeu dans le phenomene de rayon-
nement. Le but etant ici d'imager le resonateur de Helmholtz, nous nous contenterons d'emettre 
le signal de puits a retournement temporel numerique au centre de la rosace. Bien entendu, pour 
une etude plus poussee de la guitare (ce qui n'est pas le but de cette these de doctorat), il serait 
necessaire de realiser une recherche de toutes les sources acoustiques par methode MUSIC a 
haute resolution, puis d'appliquer la methode du puits a retournement temporel. 
Le resultat de 1'imagerie a haute resolution par puits a retournement temporel de la source 
acoustique correspondant aux resonances de cavite centree sur la rosace est presente a la figure 
4.24. Sur cette figure, on peut observer que la largeur de la source evaluee dans la direction 
y correspond approximativement aux dimensions de la rosace, ce qui confirme que la methode 
permet d'obtenir une information a haute resolution sur l'une des sources acoustiques predo-
minantes de la guitare a basse frequence. Malgre la presence de la main de l'experimentateur 
devant les cordes et la presence de l'instrument dans la salle anechoique (celle-ci n'est pas prise en 
compte dans le modele de propagation), 1'imagerie de la source acoustique centree sur le resona-
teur reste de bonne qualite, et permet d'avoir de l'information a haute resolution sur cette source. 
En revanche, il est important de noter qu'il reste dans le processus quelques residus, et biais 
d'imagerie, correspondant a une tache centree en dessous de la rosace. Cette constation peut 
etre expliquee par le fait que les sources acoustiques, dues au mouvement vibratoire de la table 
d'harmonie superieure, n'ont pas ete traitees par la technique du puits a retournement temporel 
numerique. Par ailleurs, notons quelques limitations de la methode dans le cadre de cette expe-
rience. La presence de la guitare, les phenomenes de reflexion sur sa structure, sa masse et sa 
rigidite, n'ont pas ete simules dans la boite de calcul. Ainsi, la retropropagation numerique est 
legerement biaisee par rapport a remission reelle en presence de l'instrument de musique. De 
plus, malgre toutes les precautions experimentales prises lors de la mesure, il est errone d'affir-
mer que la salle anechoique Test encore dans le domaine de frequence etudie. En effet, a tres 
basse frequence, la salle anechoique ne Test plus rigoureusernent, et il existe encore des reflexions 
(meme faibles) sur le sol, les murs, et le plafond tapisses de materiaux absorbants. Ces reflexions, 
non modelisees dans l'algorithme de simulation (puisque negligeables pour des domaines de fre-
quences plus elevees), viennent legerement perturber le processus d'imagerie. C'est d'ailleurs 
pour ces raisons (presence de la guitare en tant qu'objet non transparent acoustiquement, et 
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F I G . 4.24: Imagerie du resonateur de Helmholtz par puits a retournement temporel numerique 
(39 ms apres le pincement de la corde de LA) . La position de la guitare, a, I'echelle, est indiquee 
en superposition 
reflexions faibles sur les parois de la salle a tres basse frequence) que la solution de la methode 
MUSIC n'a pas ete utilisee ici pour determiner la position des multiples sources sur l'instrument. 
En effet, comme decrit precedemment, la methode MUSIC presuppose la connaissance du milieu 
pour utiliser des vecteurs de test adequats, pour construire le pseudospectre spatial. Ici, tout 
comme pour Talgorithme de propagation acoustique numerique, l'ecart au modele ideal mene 
a, un biais lors de l'estimation du pseudospectre (il aurait fallu avoir une base de donnees de 
vecteurs d'essais correspondant au milieu de mesure, dans ce domaine de frequence, prenant en 
compte le comportement de la salle anechoi'que a basse frequence et la presence de la guitare 
dans le milieu de mesure). 
Cette application a une mesure sur une structure complexe permet d'obtenir des resultats 
interessants : en situation de mesure non ideale, en presence d'une structure (objet reflechis-
sant, non transparent acoustiquement, ...), l'imagerie par puits a retournement temporel nume-
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rique permet d'obtenir de l'information a haute resolution sur la taille caracteristique de sources 
acoustiques a basse frequence. Pour optimiser le processus, il serait necessaire d'avoir un mo-
dele precis de la propagation acoustique dans le milieu reel, contenant la structure en question. 
C'est d'ailleurs l'une des limites de la methode d'holographie en champ proche, qui presuppose 
l'utilisation de fonctions de Green ideales, ne correspondant pas precisement au propagateur du 
milieu reel. 
4.6.3 Localisation des sources a la surface de la guitare, rayonnant au dela de 1000 Hz 
Afin de mieux comprendre la contribution des sources acoustiques provenant du rayonnement 
de la table d'harmonie de la guitare, nous avons alors choisi de reproduire la meme experience, 
en filtrant les signaux regus sur l'antenne de mesure, de maniere a couper toute contribution 
a basse frequence. Grace a ce filtrage, la contribution de la resonance de Helmholtz est alors 
supprimee du champ a retourner temporellement, puisque la cavite rayonne essentiellement en 
dessous de 500 Hz. Pour cela, nous avons utilise un filtre a reponse impulsionnelle finie, a 99 
coefficients, permettant de modeliser un filtre passe-haut. L'amplitude du module de ce filtre est 





















FIG. 4.25: Module du filtre a reponse impulsionnelle finie utilise pour filtrer a haute frequence les 
signaux du miroir 
Afin de ne pas introduire de dephasage entre les signaux a differentes frequences, il est ne-
cessaire de compenser la phase (lineaire) introduite par le filtre a reponse impulsionnelle finie. 
Pour cela, nous avons tout d'abord filtre les signaux enregistres sur l'antenne. Ces signaux nitres 
ont ensuite ete renverses temporellement, et filtres a nouveau. Grace a cette manipulation des 
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signaux, le flltre total est un filtre passe-haut a phase nulle, quelque soit la frequence. Les signaux 
filtres grace au filtre a phase nulle sont alors retropropages grace a l'algorithme de propagation. 
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F I G . 4.26: Imagerie par retropropagation numerique par retournement temporel des sources a 
haute frequence (au deld de 1000 Hz) sur la guitare (41 ms apres le pincement de la corde de 
LA) . La position de la guitare, a I'echelle, est indiquee en superposition 
On peut remarquer sur cette figure que l'hypothese precedemment posee sur les sources acous-
tiques de l'instrument est verifiee : les sources a haute frequence sur la guitare sont localisees 
en dessous de la rosace de l'instrument. Ce resultat est en concordance avec le fait qu'au-dela 
de 1000 Hz, la plupart des modes de vibration de la table d'harmonie de la guitare sont loca-
lises vers le bas de l'instrument [102]. Grace au filtrage des signaux du miroir a retournement 
temporel, nous avons reussi a isoler les sources acoustiques resultant du rayonnement de la table 
d'harmonie de la guitare, tout en supprimant la contribution de la cavite de Helmholtz. Par 
ailleurs, les signaux du miroir ayant ete coupes en basse frequence, la resolution de la localisa-
tion des sources acoustiques sur la table d'harmonie est tres satisfaisante grace a la technique 
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de retropropagation par miroir a retournement temporel. 
Ces resultats permettent d'analyser finement le comportement de la guitare. Les sources 
n'ayant pas la meme localisation sur l'instrument (ni la meme directivite), le rayonnement de 
l'instrument pergu par un auditeur change de provenance et de directivite au cours du temps. En 
effet, les temps d'amortissements varient avec la frequence de rayonnement. Ainsi, la contribution 
des differentes sources acoustiques localisees par notre methode varie au cours du temps. Par 
consequent, la perception du son en terme de directivite de la guitare varie en fonction du temps. 
Ce resultat confirme en partie l'analyse de G. Weinreich [104] sur l'importance perceptive de la 
directivite variable du son rayonne par un instrument de musique en fonction de la frequence et 
du temps. Ce phenomene, qu'il appelle « Directional Tone Color » peut etre explique en partie 
par les resultats obtenus ici sur la guitare classique imagee par retournement temporel. En effet, 
les techniques de puits a retournement temporel et de miroir a retournement temporel nous 
ont permis d'imager (a haute resolution, dans le cas de la cavite de Helmholtz) et de separer 
les sources rayonnantes de l'instrument dans deux domaines de frequences differents. Le temps 
d'amortissement dependant de la frequence, et les sources acoustiques rayonnantes de l'instru-
ment etant positionnees differemment suivant la frequence de rayonnement, l'auditeur percoit 
une variation de provenance du son, qui evolue au cours du temps, et varie avec les frequences 
jouees par l'instrument. Ainsi, meme en situation non-ideale de mesure, les outils d'imagerie et 
d'anlyse de sources acoustiques que nous avons developpes permettent d'obtenir de l'inforrna-
tion hautement resolue sur les sources acoustiques de l'instrument, qui sont en concordance avec 
l'analyse perceptive du rayonnement des instruments de musique proposee par G. Weinreich [104]. 
4.7 Bilan 
Dans ce chapitre, nous avons developpe et mis en ceuvre une nouvelle methode d'imagerie de 
sources acoustiques a haute resolution basee sur le principe du puits a retournement temporel. 
Ses capacites de haute resolution ont ete prouvees, et, tout comme pour la technique cousine 
developpee dans le cadre du precedent chapitre, l'imagerie par puits numerique a retournement 
temporel permet d'evaluer la taille caracteristique d'une source acoustique active, y compris 
dans le domaine des basses frequences. Cette methode presuppose une mesure en champ libre, 
de fagon a optimiser la qualite du modele de propagation, qui a ete developpe pour l'occasion 
en milieu tridimensionnel (stratifie ou non). Les caracteristiques de cet algorithme de simulation 
ont ete explicitees et etudiees de maniere a valider le modele. Grace a cet algorithme, nous avons 
effectue avec succes l'imagerie de sources acoustiques a haute resolution, sur des sources acous-
158 
tiques en chambre anecho'ique, et demontre les capacites du systeme dans un milieu acoustique 
sous-marin. Par ailleurs, le cas des sources non discriminees par retournement temporel a, basse 
frequence de par leur proximite a ete etudie. Une solution, basee sur la methode a haute resolu-
tion MUSIC a ete proposee et appliquee, permettant de depasser la limite apparente du systeme 
dans cette situation defavorable. Pour finir, une application a l'imagerie hautement resolue des 
sources acoustiques d'une guitare classique a ete mise en ceuvre, afin d'evaluer les capacites de 
la methode en situation de mesure sur une structure reelle. Cette application a permis de de-
montrer que le systeme permet d'obtenir de l'information a, haute resolution, comme attendu, y 
compris en situation de mesure non ideale. 
Afin d'optimiser ce processus en situation de mesure non ideale (notamment la non-anechoicite 
d'une salle a tres basse frequence, et la presence perturbatrice d'une structure massive dans le 
milieu de mesure), il est necessaire de modeliser la presence de la structure sur laquelle on fait 
la mesure dans le milieu anecho'ique. Par ailleurs, tout comme la methode d'imagerie vibratoire 
proposee dans le chapitre precedent, la methode depasse largement en termes de resolution la 
methode de beamforming (limitee par la longueur d'onde), et presente des limitations que Ton 
retrouve parmi celles de la methode d'holographie en champ proche. La mesure par la methode 
de puits numerique a retournement temporel ne necessite pas une mesure en champ proche, 
puisque la contribution des ondes evanescentes est reconstitute par l'utilisation du puits nume-
rique. Ainsi, on s'affranchit des perturbations creees par une antenne de grandes dimensions, 




CONCLUSIONS ET PERSPECTIVES 
Dans ce travail, nous avons developpe une nouvelle methode de focalisation et d'imagerie a 
haute resolution de sources acoustiques et vibratoires dans le domaine audible qui s'appuie sur 
le concept de retournement temporel. 
La problematique de l'imagerie et de la focalisation de sources a basse frequence provient des 
limitations de resolution directement liees a la longueur d'onde, qui est generalement de l'ordre 
de grandeur des objets etudies. La focalisation acoustique par puits a retournement temporel a 
ete mise en ceuvre pour la premiere fois, a partir d'une adaptation au domaine audible de l'ex-
perience de Rosny et Fink [21] et a la suite du travail realise pendant mon stage de Master 2 [3]. 
Cette realisation a permis de developper un dispositif d'excitation localisee efficace. L'etude de 
la resolution a permis de montrer que la tache focale est directement reliee a la taille physique de 
la « source d'antibruit » (puits) et de la source initiale sur laquelle on focalise par retournement 
temporel. Ce puits a retournement temporel a permis d'ameliorer grandement la resolution de 
focalisation (ce qui est essentiel a basse frequence) en supprimant les effets de diffraction limi-
tant la focalisation par retournement temporel. Par ailleurs, l'etude des capacites de la methode 
a souleve un point essentiel pour son utilisation en situation pratique de focalisation : I n t r o -
duction du puits a retournement temporel fait perdre le caractere non invasif de la technique 
de focalisation. Pour pallier cet inconvenient, nous avons developpe une adaptation du puits a 
retournement temporel pour realiser de l'imagerie a haute resolution de sources vibratoires et 
acoustiques. Cette adaptation herite des capacites a haute resolution de la methode de focali-
sation par puits a retournement temporel, sans heriter de ses defauts. En effet, l'originalite de 
la methode que nous proposons consiste a reconstruire les ondes evanescentes au voisinage de la 
source a imager de fagon a augmenter la resolution de l'imagerie, avec une mesure non invasive. 
La methode a ete testee sur des sources vibratoires dans une plaque encastree, ainsi que sur des 
sources acoustiques audibles en milieu tridimensionnel ouvert, dans l'air et en milieu sous-marin 
profond. Enfin, nous avons egalement realise une serie de mesures de sources acoustiques sur 
la guitare classique, confrontant ainsi la methode a un cas non-academique et complexe. Les 
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resultats obtenus sont probants, et permettent de conclure que la methode proposee repond tout 
a fait a la problematique posee initialement. Ses capacites d'imagerie a haute resolution per-
mettent a notre methode de supplanter en termes de resolution a basse frequence les techniques 
de formations de voies (beamforming). II est interessant de constater que la methode proposee 
possede une qualite d'imagerie comparable a la technique d'holographie en champ proche, et 
que les limitations d'imageries sont du meme type que cette derniere lorsque le milieu de mesure 
n'est pas parfaitement anechoique. En effet, pour ces deux techniques, c'est la presence d'un ele-
ment perturbateur dans le milieu de propagation suppose ideal qui viendra degrader la qualite 
d'imagerie. Dans le cas de l'holographie en champ proche, c'est parfois la presence de l'antenne 
de mesure a proximite de la structure vibrante qui sera l'element perturbateur. Par ailleurs, le 
probleme de l'imagerie de sources tres proches les unes des autres a basse frequence a ete resolu, 
grace a la proposition de l'utilisation de la methode a haute resolution MUSIC (ne necessitant 
pas de connaissance supplementaire sur le milieu de mesure ni sur les signaux mesures) pour 
localiser le centre des sources, afin ensuite d'imager la distribution spatiale de transmission ener-
getique de ces sources actives par la technique de puits a retournement temporel numerique. 
II est a noter que la methode de puits a retournement temporel numerique permet l'obtention 
d'une cartographie des sources actives vibratoires et acoustiques en un temps tres court (environ 
5 minutes), grace a 1'optimisation des techniques numeriques de simulation de propagation que 
nous avons mis en oeuvre. 
Cette technique est developpee grace a l'utilisation d'un supercalculateur, permettant d'ac-
celerer grandement le temps de traitement des donnees. Dans le cas d'un milieu ouvert tridi-
mensionnel homogene isotrope, il serait evidernment possible de realiser le meme processus en 
utilisant des lois de retards simples, mais le but ici etait de proposer une methode flexible, 
utilisable dans un grand nombre de milieux de propagation. C'est la raison pour laquelle les 
simulations numeriques necessitent l'utilisation d'un code aux differences finies precis. Malgre 
les performances et les bons resultats obtenus lors de nos experiences, la methode n'est pas tout 
a fait prete pour une implementation dans le « monde reel » : la plupart des resultats obtenus 
ont ete realises dans des conditions optimales de mesure (salle anechoique de qualite, structure 
vibratoire sans defaut). En situation reelle, une structure vibratoire (carcasse d'avion, carosse-
rie de voiture, table d'harmonie de piano ...) ou un milieu de mesure (salle d'experience non 
anechoique) ne rentrent pas dans ces conditions ideales. De plus, nous avons montre lors de la 
mesure sur la guitare, que la presence d'un objet massif dans la scene de mesure peut perturber 
le processus d'imagerie, comme il le fait egalement pour la methode d'holographie en champ 
proche. A notre sens, la majorite des perspectives proposees a la suite de ce travail consiste 
en l'adaptation de la methode en milieu de mesure non ideal (par une phase d'apprentissage 
des caracteristiques du milieu de mesure, par exemple, pour modifier le modele de propagation 
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utilise) et en l'optirnisation de la methode en situation de mesure sur des structures rayonnantes 
ou vibratoires complexes a basse frequence. Une fois ces adaptations et optimisations realisees, il 
serait interessant de coupler la methode d'imagerie vibratoire avec la methode d'imagerie acous-
tique pour etudier des phenomenes de transferts vibro-acoustiques sur des structures complexes, 
a haute resolution. Cette problematique est d'ailleurs indispensable aujourd'hui pour l'industrie 
du transport comme pour les luthiers desireux d'ameliorer leurs techniques de facture grace a 
une approche scientifique. En effet, les sources acoustiques a etudier aujourd'hui sont complexes 
a isoler (les sources aisees a isoler sont en general moins interessantes pour les concepteurs, 
puisque deja traitees par d'autres methodes) et necessitent des traitements a haute resolution, 
permettant de tirer de l'information sur le systeme vibratoire et rayonnant. C'est d'ailleurs l'une 
des raisons pour lesquelles l'holographie en champ proche possede aujourd'hui un grand succes 
dans ses applications pratiques. II est egalement a noter que notre technique d'imagerie a, haute 
resolution permet de realiser une mesure non necessairement en champ proche, contrairement a 
sa cousine holographique. Tout comme la methode d'holographie en champ proche, la reconsti-
tution du champ a haute resolution a proximite des sources permet d'ailleurs de determiner le 
comportement vibratoire (par continuite de la vitesse particulaire acoustique a la surface de la 
structure. La vitesse particulaire est aisement deductible du champ de pression, connu sur deux 
plans successifs, puisque ces deux grandeurs sont reliees par l'equation d'Euler). Les perspectives 
essentielles de la methode consistent a 1'adapter a la mesure en milieu non ideal afin d'optimiser 
ses performances en situation pratique. II est egalement important d'adapter le systeme au cas 
des sources non monopolaires (rares a tres basse frequence) : l'introduction d'un puits numerique 
ponctuel permet actuellement uniquement de realiser un puits a directivite monopolaire, ce qui 
peut mettre la methode proposee en difhculte dans le cas de sources multipolaires complexes, 
puisque la structure du champ evanescent depend des caracteristiques de rayonnement de la 
source a imager. 
Charles Besnainou (LAM) et Alain Berry (GAUS) prevoient tous deux de prolonger ces tra-
vaux. En 2009, C. Besnainou encadrera (avec ma collaboration) un stage de Master 2 sur les 
applications aux mesures sur les instruments de musique de la technique de puits a retournement 
temporel. A. Berry, quant a lui, prevoit d'employer un chercheur post-doctoral sur les techniques 
d'imagerie, de maniere a developper une antenne de mesure utilisant a la fois le puits a retour-
nement temporel, le beamforming, et l'holographie en champ proche. Cet outil robuste donnera 
acces a un vaste champ d'applications correspondant aux domaines de recherche du GAUS. Dans 
les deux cas, les travaux realises a la suite de mon doctorat permettront je l'espere d'optimiser 
la methode d'imagerie par puits a retournement temporel et de se pencher sur les problemes 
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Focalisation acoustique hyper-resolue dans le domaine audible 
grace a un puits a retournement temporel 
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A.l Resume 
Les miroirs a retournement temporel (MRT) ont ete developpes des 1986. Ces techniques permettent 
de focaliser efficacement des ondes transitoires ultrasonores dans des milieux complexes. Au cours des 
dernieres ann6es, les proprietes du retournement temporel (RT) d'ondes acoustiques ont ete etudiees dans 
de nombreux domaines. En revanche, a ce jour, peu d'applications du RT ont ete developpees dans le 
domaine des ondes acoustiques audibles. Le but de cette publication est d'utiliser le principe du puits 
acoustique a retournement temporel (PRT) dans le domaine audible, afin de surpasser la limite classique 
de diffraction imposee lors du processus de focalisation par miroir a retournement temporel. La difference 
essentielle entre les experiences dans le domaine ultrasonore et dans le domaine audible provient du rapport 
entre la taille des objets sur lesquels Fonde est focalisee (ou la taille caracteristique des transducteurs) 
et la longueur d'onde utilisee. Les experiences dans le domaine audible sont realisees en zone de Fresnel, 
tandis que les experiences ultrasonores le sont en general dans la zone de Fraunhoffer. Dans cet article, 
nous presentons les premiers resultats experimentaux obtenus avec un puits a retournement temporel 
dans le domaine des frequences audibles. Une etude est menee sur le comportement de focalisation dans 
une salle reverberante et une salle attenuee. Cette etude demontre que la reverberation permet d'obtenir 
une focalisation sous la longueur d'onde, meme avec un seul transducteur. Les resultats obtenus ont 
meme permis de creer une tache focale sept fois plus petite que la longueur d'onde, ce qui est une grande 
amelioration par rapport a la limite classique de —. Une application prometteuse de l'adaptation de la 
technique de puits a retournement temporel pour l'imagerie a haute resolution de sources acoustiques et 
vibratoires est proposee en conclusion. 
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A.2 Introduction 
La focalisation d'ondes acoustiques dans un milieu heterogene est un probleme important a 
resoudre en acoustique. Ce probleme est aborde dans des domaines aussi varies que le controle 
non destructif, la therapie medicale, l'imagerie medicale, ou la reconstruction de champ acous-
tique. D'un point de vue theorique, la possibility de creer une onde acoustique focalisante dans un 
volume fini est directement liee aux caracteristiques du milieu de propagation [52]. Les proprietes 
de ce milieu sont a priori inconnues et complexes. Par consequent, la methode de focalisation se 
doit d'etre adaptative. Plusieurs approches ont ete proposees pour atteindre cet objectif, comme 
la modelisation des proprietes du milieu de propagation [52], ou l'utilisation du principe de Huy-
gens [53] [54]. II est egalement a noter que des etudes ont propose des le milieu du vingtieme 
siecle une approche utilisant les nitres adaptes en milieu sous-marin [55]. La focalisation peut 
egalement etre realisee grace au miroir a retournement temporel (MRT). Un MRT consiste en une 
assemblee de capteurs (microphones) et d'actionneurs (haut-parleurs) colocalises. Cette antenne 
permet d'echantillonner spatialement le champ de pression acoustique, et un champ renverse 
temporellement peut etre reemis par l'antenne colocalisee de haut-parleurs. Cette technique per-
met de refocaliser efHcacement l'onde acoustique sur une cible. Une des proprietes essentielles 
d'une onde renversee temporellement par un MRT est qu'elle refocalise a, la position des sources 
initiates, en compensant les inhomogeneites du milieu. En revanche, puisque cette technique de 
focalisation est basee sur un phenomene d'interferences, la largeur de la tache focale produite par 
un MRT ne peut pas etre plus petite qu'une demi-longueur d'onde, meme si la source initiale est 
ponctuelle. Le travail presente dans cet article s'inspire des methodes initiees et developpees par 
Mathias Fink [5], la difference essentielle etant l'utilisation du puits a retournement temporel 
dans le domaine audible, en champ proche, plutot qu'en champ lointain dans le domaine des 
ultrasons. 
Les techniques de retournement temporel ont ete largement utilisees et developpees dans le 
domaine des ultrasons. En revanche, elles ont rarement ete utilisees dans le domaine de l'acous-
tique audible; la detection et la focalisation de sources de bruit a large bande en utilisant un 
MRT ont ete etudiees [56], et les methodes de focalisation par MRT ont ete etudiees experimen-
talement, et comparees aux techniques classiques de formation de voies pour des applications a 
la communication [57]. En revanche, aucune application du puits a retournement temporel n'a 
a ce jour ete developpee dans le domaine audible. 
La methode du TRM est basee sur l'invariance par renversement temporel de l'equation des 
ondes, dans un milieu non dissipatif, ainsi que sur l'utilisation du principe de Huygens [58]. 
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Dans le domaine des ondes audibles et ultrasonores, les processus de transformations adiaba-
tiques dominent [28]. Par consequent, dans un milieu heterogene (ou homogene) et non dissipatif, 
l'equation des ondes acoustiques est invariante par retournement temporel. Au cours du proces-
sus de retournement temporel, les ondes retropropagees convergent et focalisent sur la position 
initiale d'une source ponctuelle, tout en compensant les eventuelles inhomogeneites du milieu. En 
revanche, par application du principe de conservation de l'energie, une onde divergente apparait 
des que les ondes convergentes se rencontrent au point focal. La presence de ces ondes divergentes 
brisent la symetrie par retournement temporel, car ces ondes divergentes ne correspondent en 
aucun cas a la presence d'ondes convergentes dans la propagation directe initiale. Cassereau et 
al. [19] ont souleve cette propriete en etudiant la structure du champ retourne temporellement 
a proximite du point focal. Les auteurs ont demontre que les interferences entre le front d'onde 
convergent et le front d'onde divergent provoquent une tache de focalisation lirnitee en resolution 
par effets de diffraction. Cette tache ne peut pas etre plus petite qu'une demi-longueur d'onde, 
meme si les dimensions des sources utilisees experimentalement sont plus petite que cette demi-
longueur d'onde. Ce resultat est confirme par la theorie des champs, qui predit que dans un 
milieu sans source, la plus petite dimension de fluctuation accessible est d'une demi-longueur 
d'onde [20]. 
Ainsi, afin de supprimer tout effet de diffraction, il est necessaire de supprimer l'onde di-
vergente creee par conservation de l'energie pendant l'etape de retropropagation. Cette onde 
peut etre supprimee en emettant le signal retourne temporellement, en phase, au point focal, 
pendant l'etape de retropropagation; en emettant ce signal, la situation symetrique exacte par 
retournement temporel est recreee. En effet, pendant la propagation directe initiale, le champ de 
pression acoustique n'est pas uniquement determine par les conditions aux limites, mais aussi 
par remission initiale de la source, qui creee une singularity d'espace. Dans les experiences clas-
siques de focalisation grace a un MRT, la source initiale est enlevee du milieu lors de l'etape de 
retropropagation. Ce fait implique que la retropropagation par MRT ne recree pas exactement la 
situation retournee temporellement lors de la retropropagation. En reemettant le signal retourne 
temporellement depuis la position de la source initiale, on cree une « source d'antibruit » qui 
interfere destructivement avec les ondes divergentes autour du point focal; ce dispositif agit alors 
comme un puits acoustique, qui absorbe les ondes convergentes au point focal [24], et permet de 
recreer la situation renversee exacte de la propagation initiale. 
Dans cet article, nous presentons la premiere realisation experimental d'un PRT dans le 
domaine audible. Nous montrons que la limite de diffraction imposee par le processus classique 
de MRT peut etre depassee grace a l'usage du puits a retournement temporel. Tous les resul-
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tats theoriques [24] sont testes experimentalement dans le domaine audible, et nous montrons 
qu'il est possible d'obtenir une tache focale d'une taille de A/7 grace au puits a retournement 
temporel. Les resultats de focalisation acoustique obtenus dans une salle reverberante sont pre-
sentes et compares a, la theorie. Les resultats obtenus par une technique classique de MRT et la 
technique de puits sont presenters, afin de comparer leurs capacite de recompression temporelle 
et spatiale. La taille de la tache focale est etudiee a plusieurs frequences, permettant de montrer 
qu'elle correspond ici a l'ouverture physique de la source d'antibruit utilisee dans nos experiences. 
Par ailleurs, en conclusion, nous proposons une application en cours de developpement dans 
le cadre de notre projet de recherche. Cette application possede les avantages du puits a retour-
nement temporel dans les experiences de focalisation, sans avoir ses problernes de mise en oeuvre. 
L'application en question utilise un concept nouveau, le puits a retournement temporel nume-
rique, qui permettra d'obtenir une methode d'imagerie a haute resolution de sources acoustiques 
et vibratoires, en utilisant une simulation numerique de la retropropagation et du processus de 
puits a retournement temporel, dans un milieu fictif approchant les caracteristiques du milieu 
de mesure. 
A.3 Apergu de la theorie du miroir et du puits a retournement temporel 
A.3.1 Structure du champ retourne grace au miroir a retournement temporel 
Dans un milieu heterogene sans pertes, de compressibilite K( r ) et de densite p( r ), le champ 
de pression acoustique p{^r;t) verifie l'equation des ondes acoutiques, qui est invariante par 
retournement temporel. Ainsi, pour toute onde p(jr;t) solution de l'equation des ondes, l'onde 
renversee temporellement pi^r; —t) est elle aussi solution de cette equation : cette onde qui suit 
exactement le chemin inverse de l'onde pi^r; t) existe physiquement. 
D'apres le principe de Huygens, pour toute propagation acoustique, les conditions aux li-
mites et les fonctions de Green du systeme determinent une unique solution p(!?\t) dans le 
milieu [20] [59]. Le but des experiences de retournement temporel est de creer le champ renverse 
temporellement p(~r?;T — t) en modifiant les conditions aux limites (T est la longueur de la 
fenetre temporelle enregistree par le miroir). De plus, grace a 1'utilisation de l'equivalent spatial 
du theoreme d'echantillonnage de Shannon, il est inutile de connaitre le champ de pression ni 
les fonctions de Green partout sur la surface de controle : elles peuvent etre connues sur un 





F I G . A.l: (a) Phase d'enregistrement : une source ponctuelle emet un front d'onde, de forme 
par les inhomogeneites du milieu. Ce champ est echantillonne par des microphones sur une 
surface entourant le volume de propagation, (b) Phase de reconstruction : Les signaux enregistres 
sont renverses temporellement et reemis par les haut-parleurs colocalises aux microphones. Le 
champ de pression acoustique retourne temporellement se retropropage et focalise exactement a 
la position de la source initiale. 
retournement temporel correspondant a cette description est presente a la figure A.l. 
Pendant la phase de reconstruction du processus de retournement temporel, les signaux ren-
verses temporellement sont reemis par les haut-parleurs sur la surface de controle. Ces emissions 
aux limites de l'espace (V) considere, creent un champ renverse temporellement, qui se propage 
dans le milieu inclus dans le volume (V). La structure de ce champ renverse temporellement 
peut etre determinee grace au propagateur du systeme, la distribution du kernel K [28]. Pour 
des raisons de simplicity dans nos notations, T est supprime de toutes les equations et on notera 
par la suite f(T — t) = /r(—*)• Dans un milieu tridimensionnel isotrope et homogene K corres-
pond a deux impulsions spheriques, respectivement convergente et divergente, depuis la position 
initiale de la source r% [19] [13] : 
PTRM(?; t) = G{7, rQ; -t) * fT(-t) - G(r, ^ ; t) * fT(-t) (A.l) 
L'equation (A.l) peut etre interpretee de la maniere suivante : le champ renverse temporel-
lement emis par les haut-parleurs sur la surface (S) entourant le milieu correspond a la super-
position d'ondes convergentes et divergentes, centrees sur la position initiale de la source r~o. 
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L'onde convergente (G(T\ ro; — t) * fr{-t)) focalise en ¥o, et est suivie par une onde divergente 
(—G{/r , ro;t) * fr(—t)), par conservation de l'energie (il est a noter que dans l'equation (A.l), 
nous supposons que les fonctions de Green sont nulles pour t < 0) . Ces equations sont generales 
et valables dans n'importe quel type de milieu, et permettent de donner une modelisation de la 
structure du champ acoustique renverse temporellement par un MRT, illustre a la Figure A.2. 
(») (b) (c) (d) 
FIG. A.2: Description schematique de la structure du champ retourne : (a) Emission initiate 
et enregistrement : une source ponctuelle emet une onde strictement divergente - (b),(c),(d) : 
Structure du champ renverse temporellement - (b) : Onde strictement convergente - (c) Instant 
du « collapse », et formation d'une onde divergente interferant avec l'onde convergente - (d) 
Onde strictement divergente 
Malgre le fait que chacune des deux ondes divergentes et convergentes presentent une sin-
gularite a l'origine, le champ renverse termporellement possede une valeur finie, V£ et Vr* [19]. 
Pendant la phase de reconstruction, la source initiale est passive. Par consequent, aucune dis-
continuity spatiale n'est presente durant cette etape. Les deux fronts d'onde (convergent et di-
vergent) se superposent au voisinage de ro et interferent. Ce phenomene produit une resolution 
limitee pour le processus de focalisation : la tache focale ne peut pas etre plus petite que A/2. 
II est essentiel de noter que ces resultats sont valides dans n'importe quel milieu de propagation 
(a condition qu'il soit non dissipatif) et ne depend pas de la forme de la surface de controle 
S (a condition que cette surface soit echantillonnee spatiallement dans le respect du theoreme 
d'echantillonnage). 
A.3.2 Le puits a retournement temporel : theorie 
Le concept du puits a retournement temporel a ete introduit pour la premiere fois par Mathias 
Fink [28]. Dans cet article, les auteurs analysent l'apparent echec de l'operation de retournement 
temporel en s'interessant a remission de la source initiale. Pendant l'etape de retropropagation 
d'une experience ideale de retournement temporel, la source initiale, qui injecte de l'energie dans 
le systeme, devrait etre remplacee par un puits, qui absorberait toute l'energie sans provoquer 
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de reflexions. La realisation d'un tel outil permettrait de reduire la taille de la tache focale en 
dega des limites de diffraction. 
L'equation (A.l) fournit une maniere simple de creer ce puits. En effet, la symetrie par 
retournement temporel est brisee par la creation d'une onde divergente autour de la cible, par 
conservation de l'energie. Cependant, en emettant a la position de la source initiale TQ le signal 
fT+t0(-t), simultanement au MRT (to 6tant choisi pour supprimer l'onde divergente suivant 
l'instant du « collapse » par interferences destructives), le champ renverse temporellement exact 
peut etre reconstruit et reintroduisant cette singularite d'espace. La source active emettant le 
signal JT+t0{-t) agit alors comme une « source d'antibruit » spatial. En effet, le champ emis 
par le miroir a retournement temporel emis par le MRT, superpose au champ p^s emis au bon 
moment par la « source d'antibruit », localisee au point r^ recree la situation exacte du champ 
retourne temporellement : 
PTRAsCry;t) =PTRMVr\t)+pAs(~r'\t) 
PAs(?;t)=G(l>,^;t)*fT(-t) (A.2) 
=*PAS(?; *) = G(?, rg; -t) * fT(-t) = p(7; T-t) 
Par consequent, en introduisant une source ponctuelle au point ¥Q, l'onde divergente qui 
brisait la symetrie par retournement temporel dans les methodes classiques de MRT a ete sup-
primee, ainsi que la limite de diffraction, dont elle etait la cause : la tache focale peut etre alors 
beaucoup plus petite que la demi-longueur d'onde. Par ailleurs, comme indique dans l'equation 
(A.2), le champ cree grace au dispositif de puits a retournement temporel reconstitue la meme 
singularite que celle creee lors de l'emission initiale. La « source d'antibruit » agit comme un 
puits qui absorbe toute l'energie incidente sans en reflechir : le puits a retournement temporel 
donne acces a une methode de focalisation d'ondes acoustiques avec une resolution tendant vers 
0, lorsque la « source d'antibruit » et la source initiale sont ponctuelles. 
Dans nos experiences, la « source d'antibruit » possede evidemment une dimension spatiale 
finie. Nous demontrerons dans la partie 4 de cet article que la tache focale creee grace au puits 
a retournement temporel correspond a cette dimension finie, ce qui permet d'obtenir des taches 
focales bien plus petites qu'une demi-longueur d'onde. 
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A.3.3 Specifies dues a l'utilisation du retournement temporel dans le domaine audible 
D'un point de vue theorique, les techniques de retournement temporel sont exactement les 
memes dans les domaines ultrasonores et audibles. Malgre tout, il y a d'importantes differences 
entre les techniques experimentales utilisees dans ces deux domaines de longueur d'onde. La dif-
ference la plus importante est l'ordre de grandeur du rapport R entre la longueur d'onde et les 
structures sur lesquelles on souhaite focaliser, ou les transdueteurs eux memes. Dans le domaine 
audible, l'ordre de grandeur de ce rapport est de 1. Par consequent, l'acousticien travaille ici 
dans la zone de Fresnel, alors qu'il travaille dans le domaine de Fraunhoffer avec les ondes ultra-
sonores (i.e. R <£i 1). Par ailleurs, dans le domaine audible, les reponses electro-acoustiques des 
transdueteurs composant le miroir a retournement temporel ne peuvent pas etre negligees comme 
il Test classiquement fait avec les transdueteurs ultrasonores. Ces reponses electro-acoustiques, 
tres differentes en emission et en reception, doivent etre compensees pendant le processus de 
retournement temporel en utilisant des filtres numeriques. Ces differences, parmi d'autres, com-
pliquent la mise en ceuvre experimental du retournement temporel dans le domaine audible, 
ce qui peut expliquer le manque d'applications existantes dans ce domaine de frequences a ce jour. 
A.4 Protocole experimental : dispositif et methodes 
Les experiences de focalisation ont ete realisees dans une salle attenuee hexagonale de 1.1 m 
de cote (salle A) et dans une salle reverberante parallelepipedique (salle B, 5 x 6 x 3 m3) , afin 
de comparer le comportement de focalisation entre ces deux types d'environnements. Au dela de 
200 Hz, la salle A possede une reponse en frequence plate et un temps de Sabine de 0.05 s [61]. 
La salle B, quant a elle, exhibe un temps de Sabine de 3 s [56]. Malgre le fait que le retourne-
ment temporel soit une methode adaptative, il est interessant d'etudier l'influence du caractere 
reverberant ou non sur les caracteristiques de focalisation spatio-temporelles grace a un MRT 
ou a un puits dans le domaine audible. 
Dans la salle A, le MRT est constitue de 12 microphones a electret omnidirectionnels (valable 
de 50 Hz a 16000 Hz), colocalises avec 12 enceintes STUDER A3. Les 12 haut-parleurs sont 
suspendus sur une structure qui entoure la salle attenuee. La distance entre chaque transducteur 
est de 1 m. Les microphones et les haut-parleurs sont pilotes par un ordinateur, grace a une carte 
son a sortie optique et un convertisseur full-duplex AN/NA externe a 24 bits (RME AD 1-8 Pro). 
La frequence d'echantillonnage utilisee dans toutes nos experiences est de 44100 Hz. 
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La source initiale et la « source d'antibruit » utilisees dans cette experience correspondent 
a une seule et meme source Briiel & Kjaer Omnisource. Cette source est une source omnidirec-
tionnelle extremement compacte, ne comportant qu'un seul haut-parleur (voir Figure A.3), qui 
presente un diagramme de directivite beaucoup moins heurte que les sources omnidirectionnelles 
traditionnelles. Les mesures de directivite correspondent tres bien avec un modele simple de 
piston plan, localise a l'ouverture de la source [62]. II a ete demontre que le diametre du piston 
equivalent correspond au diametre d'ouverture de la source (85 mm). 
FlG. A.3: Le prototype de source Briiel & Kj/er Omnisource (diametre : 85 mm). Cette source 
est utilisee dans nos experiences en guise de source initiale et de « source d'antibruit ». 
Dans chacune des deux salles, le champ acoustique renverse temporellement est enregistre 
grace a un microphone a condensateur Briiel fe Kjaer de 1/2 ", monte sur un banc de mesure 
motorise a une dimension, permettant de scanner le champ de pression acoustique dans les do-
maines temporels et spatiaux. Dans la suite de cet article, ce microphone est designe comme le 
« microphone de reference ». 
Dans la salle reverberante B, le MRT est constitue de 43 voies electroniques couplees a 43 
haut-parleurs identiques, baffles par une boite de bois. Ces transducteurs sont espaces de 15 cm. 
lis peuvent etre aisement deplaces dans la salle, et sont pilotes par une memoire de 1200 kbyte 
par l'intermediaire de convertisseurs NA/AN a 10 bits, operant a une frequence d'echantillonnage 
de 20000 Hz, permettant un stockage de 6 s de signal par voies environ. Les 43 transducteurs 
emettent simultanement, et tous les signaux sont envoyes a un ordinateur pilotant les operations 
de filtrage et de retournement temporel. 
Les experiences de focalisation sont menees dans la salle A et dans la salle B ,grace au 
TRM, ou a la technique de focalisation par puits a retournement temporel dans le domaine 
audible. Chaque experience est realisee pour plusieurs domaines de frequences et types d'ondes 
acoustiques. Les resultats correspondants sont presentes dans la section suivante. 
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A.5 Analyse des resultats 
La focalisation d'ondes acoustiques audibles a ete realisee dans les deux salles presentees 
dans la section precedente, en utilisant les techniques classiques de retournement temporel par 
MRT et la technique du puits a retournement temporel. Cette etude permet de comparer les 
capacites de focalisation spatio-temporelle entre ces deux environnements. Malgre le fait que 
les techniques de retournement temporel sont adaptatives, cette etude a pour but de montrer 
l'influence de l'environnement sur la qualite de retournement temporel des ondes acoustiques 
audibles, dans les domaines temporels et spatiaux, tant pour les experiences utilisant un MRT 
que les experiences utilisant le puits a retournement temporel. 
A.5.1 La reverberation : un avantage pour le retournement temporel 
Dans cette section, les resultats de focalisation d'un signal audible dans les deux salles est 
presente. La source initiale emet un signal transitoire, de spectre correspondant a une fenetre 
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FlG. A.4: Representation temporelle (a gauche) et spectrale (a droite) d'un signal typique emis 
par la source initiale. Ici, A / = 3000 Hz et /Q = 2500 Hz. 
Le choix s'est porte sur ce type de signal, pour sa « couleur » spectrale marquee, qui permet 
de realiser une etude precise de la variation de la qualite de focalisation en fonction de la longueur 
d'onde centrale du signal emis. Par ailleurs, il a ete prouve que le rapport signal sur bruit pour 
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une experience de retournement temporel est bien meilleur lorsque la largeur de bande du signal 
est plus grande [27] [63]. 
Le signal est emis par une source initiale, placee au centre de la salle. Le champ de pression 
est enregistre sur la surface de controle (5) par les microphones. Les signaux sont alors nitres, 
arm de compenser les reponses en frequence des haut-parleurs et des microphones1, et renverses 
temporellement. Le filtrage est realise en mesurant chacune des reponses electro-acoustiques des 
transducteurs, et en compensant ces reponses en utilisant des filtres numeriques pendant le pro-
cessus de retournement temporel. Les signaux renverses temporellement sont alors reemis par 
les haut-parleurs, et enregistres par le microphone de reference, monte sur un banc de mesure 
motorise. Ces rnesures permettent d'avoir acces aux variations spatio-temporelles du champ de 
pression acoustique focalise. Le banc de mesure etait en place pendant 1'emission initiale directe, 
et la source initiale est laissee en place pendant la retropropagation, de maniere a ne pas changer 
les proprietes physiques dans le milieu de propagation entre l'6tape d'enregistrement et l'etape 
de retropropagation. Cette experience a ete reproduite pour /o € [2000; 5500]Hz, a chaque 500 Hz 
et pour plusieurs positions du banc de mesure, permettant de tracer une carte bidimensionnelle 
de la pression acoustique quadratique (p2). 
La figure A.5 represente le scan spatial de l'intensite acoustique mesuree dans la salle A par 
le microphone de reference, pour A / = 3000 Hz et /o = 2500 Hz . Cette intensitee est mesuree 
a l'instant exact du « collapse », et les rnesures ne sont pas moyennees. Sur chacune des figures 
montrant des scans spatio-temporels dans la suite de cet article, l'origine des coordonnees spa-
tiales correspond a la position de la source initiale. 
La figure A.6 correspond a une coupe transverse du diagramme tridimensionnel presente a la 
figure A.5. Sur ces deux figures apparait un pic principal de focalisation, centre sur le point focal. 
Cette tache de focalisation est entouree de plusieurs lobes spatiaux secondaires. Le niveau de 
ces lobes secondaires depend a la fois de la bande de frequence, et du nombre de transducteurs 
composant le miroir a retournement temporel [64]. L'intensite acoustique theorique est tracee 
a la figure A.6. Cette courbe est calculee a partir de la distribution spectrale du signal foca-
lise. Le prediction theotique a ete faite en considerant qu'un transducteur est present a chaque 
demi-longueur d'onde, et que la tache de focalisation d'un signal monochromatique correspond 
a une distribution de Bessel spatiale. Dans la mesure ou moins de transducteurs ont ici ete 
utilises dans le miroir a retournement temporel, les lobes secondaires spatiaux sont legerement 
plus consequents que les lobes secondaires theoriques, mais les resultats experimentaux restent 
Mans le domaine audible, les reponses electro-acoustiques des transducteurs ne peuvent etre negligees 
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FIG. A.5: Scan spatial de I'intensite acoustique de I'onde acoustique focalisee, a I'instant du 
« collapse », en utilisant un MRT dans la salle attenuee A. Le plan horizontal represente les co-
ordonnees spatiales du microphone de reference. L'intensite acoustique normalisee est representee 
verticalernent et en echelle de gris. A / — 3000 Hz et /o = 2500 Hz. 
Adimensionnal Reference microphone position (x/A) 
FlG. A.6: Scan spatial de I'intensite acoustique de I'onde acoustique focalisee, a I'instant du 
« collapse », en utilisant un MRT dans la salle attenuee A. Cette figure correspond a une coupe 
transverse de la figure A.5. - Pointilles : resultats experimentaux - Continu : Modele theorique 
extremement satisfaisants en comparaison de la tache focale theorique attendue. 
Draeger et al. [27] [63] ont demontre qu'un environnement reverberant presente un certain 
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nombre d'avantages pour la focalisation par retournement temporel. En particulier, la recom-
pression spatiale est meilleure dans un milieu reverberant, qui permet d'augmenter l'ouverture 
synthetique apparente du MRT utilise. La reverberation cree des sources virtuelles qui contri-
buent a la reconstruction du champ retropropage, et etendent virtuellement la taille du MRT en 
augmentant le nombre effectif de transducteurs utilises. 
Afin d'etudier ces effets de la reverberation sur la qualite de focalisation, nous avons mene 
plusieurs experiences de focalisation, en utilisant un nombre variable de haut-parleurs. Dans ces 
experiences, nous tirons profit de la reciprocite spatiale pour creer une source initiale virtuelle. 
Au lieu d'emettre un son grace a une source initiale localisee a la position TQ et d'enregistrer le 
champ simultanement sur N microphones, le meme signal est emis successivement par chacun 
des haut-parleurs du MRT, et enregistre sur le microphone de reference, place a la position rj). 
Cette application du theoreme de reciprocite spatiale permet alors de n'utiliser qu'un seul micro-
phone pour l'experience de focalisation, et N haut-parleurs, plutot que (2N + 1) transducteurs 
(voir Figure A.7). 
Les figures A.8 et A.9 montrent des resultats typiques obtenus lors des ces experiences de 
focalisation spatio-temporelle dans la salle reverberante B (le signal focalise dans ces deux expe-
riences possede un spectre correspondant a une fenetre spectrale de Blackmann avec /o = 3500 Hz 
et A / = 6895 Hz = 1.97/o). 
La figure A.8 represente l'intensite acoustique normalisee (^-)2, focalisee par un MRT com-
pose de 43 haut-parleurs. L'intensite acoustique normalisee est tracee en fonction du temps et 
des coordonnees d'espace. Cette figure exhibe une compression temporelle tres precise, et une 
grande qualite de focalisation spatiale, avec un tres grand rapport pic a lobes secondaires (PSR)2 . 
Ce resultat est directement lie au fait que le retournement temporel correspond a la fois un nitre 
adapte spatial [65] et temporel [31]. 
La figure A.9 compare les intensites acoustiques normalisees (-^)2 focalisees par un MRT 
compose d'un seul haut-parleur d'une part, et d'un MRT compose de 43 haut-parleurs d'autre 
part. L'intensite acoustique normalisee est tracee en fonction du temps (au point focal) et des 
coordonnees spatiales (a l'instant du « collapse »). Sur cette figure, on peut observer que la 
focalisation spatio-temporelle obtenue est encore de bonne qualite en utilisant uniquement un 
2
 PSR = NiveauduLobePrincipal/NiveaudesLobesSecondaires 
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F I G . A.7: Protocole experimental dans la salle reverberante B. 
MRT a un transducteur. Cependant, le niveau signal a bruit diminue legerement par rapport a 
l'experience a 43 haut-parleurs, dans les domaines spatiaux et temporels, confirmant bien que 
ce niveau est relie au nombre de transducteurs (reels ou virtuels) composant le MRT [63]. 
Ces resultats montrent que la resolution spatiale de focalisation, ainsi que la compression 
temporelle, sont similaires en utilisant un transducteur ou 43 transducteurs dans la salle re-
verberante. La resolution spatiale de focalisation correspond a la theorie d'une demi-longueur 
d'onde. La compression temporelle obtenue dans cet environnement reverberant est egalement 
la meme que celle du signal emis par la source initiale. Ces resultats conflrment la qualite de fo-
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F I G . A.8: Intensite acoustique normalisee j - = (^-)2 (niveaux de gris) de la localisation spatio-
temporelle par MRT dans la salle reverberante B en utilisant 43 haut-parleurs.fo = 3500 Hz et 
A / = 1.97/o 
La comparaison entre les resultats obtenus dans la salle A et la salle B permet de tirer deux 
resultats; le processus de retournement temporel tire avantage de la reverberation en creant des 
transducteurs virtuels, et en augmentant par consequent la qualite de focalisation. Cette aug-
mentation de l'ouverture synthetique du miroir a retournement temporel permet alors d'obtenir 
une focalisation spatio-temporelle de bonne qualite en utilisant un nombre restreint de trans-
ducteurs. D'une maniere generale, la focalisation obtenue dans un environnement reverberant 
grace a un MRT permet d'obtenir une meilleure focalisation spatiale : dans le domaine spatial, la 
focalisation realisee dans la salle reverberante B possede des lobes secondaires beaucoup moins 
energetiques (le niveau des lobes secondaires depend a, la fois de la largeur de bande frequentielle 
et du nombre de transducteurs [64]). En revanche, dans le domaine temporel, un environne-
ment attenue permet d'obtenir de meilleurs resultats de compression temporelle; dans une salle 
reverberante, les premieres reflexions sur les parois, coherentes entre elles, sont retournees tem-
porellement et focalisees, produisant par consequent des lobes secondaires temporels plus eleves 
et contribuant a l'augmentation du bruit temporel. 
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Le resultat obtenu grace a un MRT compose d'un seul haut-parleur dans un environnement 
reverberant confirme les resultats presentes par Draeger et al. dans le domaine de l'acoustique 
ultrasonore [27] : l'information contenue dans les reflections des ondes provenant de l'unique 
source composant le MRT suffisent a recreer une onde renversee temporellement dans une cavite 
ergodique fermee. La salle reverberante utilisee dans nos experiences est legerement differente 
de ce cas ideal. Cependant, certaines similitudes avec les resultats obtenus par Draeger et al. 
peuvent etre etablies. Dans notre cas, la reverberation dans la salle cree des sources virtuelles 
contribuant a la focalisation : toute l'information sur le systeme eat contenu dans le champ diffus 
enregistre en un seul point de la salle. C'est la reverberation de la salle qui permet de focaliser 
efRcacement une onde acoustique avec un seul microphone et un haut-parleur. 
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FlG. A. 9: Representation temporelle du signal regu par le microphone de reference au point focal 
(a gauche), et intensite acoustique normalisee j - — (^-)2 en fonction des coordonnees spatiales 
a Vinstant du « collapse » (a droite) dans la salle reverberante B en utilisant un MRT a 43 
haut-parleurs(en haut) et un MRT a un seul haut-parleur (en has), /o = 3500 Hz et A / = 1.97/o 
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Pour finir, ces resultats montrent que l'environnement reverberant de la salle B permettent 
d'obtenir une focalisation plus efficace en utilisant moins de transducteurs que dans la salle atte-
nuee A. Dans le cas extreme ou un seul haut-parleur et un microphone sont places a une position 
aleatoire de la salle B, on peut observer une focalisation de bonne qualite. Dans la suite de cet 
article, nous presentons la focalisation obtenue grace a un MRT compose de 43 haut-parleurs et 
d'un puits a retournement temporel. Ces resultats correspondent aux experiences menees dans 
la salle reverberante, car cette situation, en regard des resultats precedemment etablis, permet 
d'obtenir une meilleure qualite de focalisation pax reconstruction du champ de pression acous-
tique renverse temporellement. 
A.5.2 Focalisation par MRT dans la salle reverberante 
II est interessant d'etudier la dependance de la largeur de la tache focale en fonction de la 
longueur d'onde centrale du signal focalise. Le signal transitoire focalise presente une cornpo-
sante spectrale forte a la frequence /o, permettant de dresser cette etude. La theorie predit que la 
tache focale obtenue par retournement temporel ne peut etre plus petite que A/2. Pour atteindre 
cette limite, il est necessaire d'utiliser une source ponctuelle initiale et un echantillonnage spatial 
suffisant de transducteurs sur la surface (S). 
La focalisation acoustique obtenue avec 43 transducteurs dans la salle B a ete realisee pour 
differentes frequences centrales /o E [500; 3500]Hz et A / = 1.97/o. Figure A.10 represente la 
largeur de la tache focale en fonction de la longueur d'onde centrale pour ces differentes ex-
periences. Cette courbe demontre que la laxgeur ideale d'une demi-longueur d'onde n'est pas 
depassee en utilisant le MRT dans la salle B, comme predit par la theorie. Ici, l'echantillonnage 
spatial sur le MRT est de A/2, et le nombre de transducteurs (reels et virtuels) est suffisant 
grace a, la reverberation. Meme si les sources composant le MRT ne sont pas ici ponctuelles, la 
resolution spatiale de focalisation correspond tres bien au cas theorique ideal et atteint meme 
cette limite de ^. 
En revanche, en consider ant que ces experiences sont menees dans le domaine des basses 
frequences audibles, il serait interessant d'obtenir une focalisation super-resolue, non limitee par 
la longueur d'onde. En effet, dans ce domaine de longueur d'ondes, le rapport entre la longueur 
d'onde et la taille des structures sur laquelle on souhaite focaliser est proche de 1. Par conse-
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F I G . A.10: Etude de la largeur de la tache focale en fonction de la longeur d'onde centrale, pour 
un TRM compose de 43 haut-parleurs dans la salle reverberante B : resultats experimentaux 
(trait continu) et limite theorique (pointilles) 
localisee de structures vibrantes, des capacites a haute resolution sont necessaires. 
A.5.3 Focalisation a, haute resolution dans une salle reverberante grace au puits a, 
retournement temporel 
Une experience similaire, utilisant les memes signaux, est realisee, en utilisant la technique 
du puits a retournement temporel. Dans cette experience, la source initiale est toujours creee en 
utilisant le theoreme de reciprocity spatiale. La « source d'antibruit », quant a elle, est une des 43 
voies utilisees precedemment dans le miroir a retournement temporel, et est placee a la position 
de la source initiale, ro, pendant la propagation directe et la retropropagation, de maniere a ne 
pas introduire de modification du milieu entre ces deux etapes. La « source d'antibruit » emet le 
signal initial renverse temporellement fx+to(~*)> simultanement a l'emission du champ renverse 
par le miroir. Grace a ce processus, les ondes divergentes qui suivent l'instant du « collapse » 
sont supprimees par interferences destructives. 
La figure A.11 represente un resultat typique de focalisation grace a cette technique. Sur cette 
figure, l'intensite acoustique normalisee (^-)2 focalisee par le puits a retournement temporel est 
representee en fonction du temps et des coordonnees spatiales. Dans ce cas, l'experience a ete 
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realisee pour / 0 = 750 Hz et A / = 1.97/0. L'observation de ce resultat permet de deduire que le 
processus permet une bonne compression temporelle, correspondant au son transitoire focalise 
sur la cible, ainsi qu'une focalisation spatiale tres efficace. Les lobes secondaires spatiaux sont 
supprimes du motif focal: la « source d'antibruit » permettant de realiser le puits a retournement 
temporel agit comme un dispositif permettant de supprimer l'onde divergente. Toutes les ondes 
convergentes sont "absorbees" par le puits, puisque les ondes divergentes suivant l'instant du 
« collapse » sont supprimees par interferences grace a la « source d'antibruit ». Par consequent, 
on recree l'image renversee temporellement de remission de la source. Dans cette experience, la 
tache focale observee est de 82 mm, et la longueur d'onde est egale a 460 mm. Ainsi, le puits a 
permis dans ce cas de realiser une focalisation a A/5 : la methode du puits permet de depasser 
la limite de diffraction, et permet de realiser une onde focalisante a haute resolution. 
F I G . A.11: Intensite acoustique normalisee 4- = (^-)2 en fonction du temps et des coordonnees 
spatiales, autour du point focal spatio-temporel realise grace au puits a retournement temporel 
dans la salle B. f0 = 500 Hz et A / = 1.97/0 
L'experience a ete reproduite pour plusieurs frequences centrales /o e [500; 3500]Hz, afin de 
pouvoir etudier la dependance de la largeur de la tache focale et la longueur d'onde. La focalisa-
tion la plus efficace est obtenue pour /o = 500 Hz, comme le montrent les figures A.12 et A.13. 
La figure A.12 represente l'intensite acoustique normalisee (:f-)2 focalisee par le MRT (en haut) 
et le puits (en bas). Cette intensite est tracee en fonction du temps et des coordonnees spatiales, 
pour / 0 = 500 Hz et A / = 1.97/0. 
On peut remarquer une difference essentielle entre les deux B-scans de la figure A. 12 : le 
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F I G . A.12: B-Scan : Intensite acoustique normalisee j - — ( ^ ) 2 mesurde dans la sallt reverberante 
B, avec un MRT a 42 haut-parleurs (en haut) et le puits (en bas). /o = 500 Hz et A / = 1 .97/Q. 
tite qu'avec un MRT. La « source d'antibruit » permet de depasser la limite de diffraction en 
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supprimant l'onde divergente autour du point focal. Par consequent, les lobes secondaires spa-
tiaux disparaissent et l'onde convergente est "absorbee" par la « source d'antibruit », permettant 
ainsi de creer une tache focale beaucoup plus fine. 
La figure A. 13 represente la dependance spatiale de l'intensite acoustique focalisee par le 
MRT et le puits, a l'instant du « collapse ». Cette representation permet d'evaluer precisement 
la taille de la tache focale, et de comparer les performances du MRT et du puits a retournement 
temporel. Le puits, comme attendu, permet de focaliser l'onde acoustique spatialement de ma-
niere beaucoup plus fine que le MRT. Dans cette configuration (/o — 500 Hz et A / = 1.97/o), la 
longueur d'onde est de 690 mm, et la largeur a mi-hauteur de la tache focale est de 96 mm, ce 
qui correspond a une focalisation a A/7. 
-40 -30 -20 -10 0 10 20 
Reference microphone position [cm] 
40 
FlG. A.13: Intensite acoustique a l'instant du « collapse » dans la salle reverberante B, avec 
un MRT a 4-2 haut-parleurs (pointilles) et avec le puits a retournement temporel (trait plein). 
/o = 500 Hz et A / = 1.97/Q. Les intensites normalisees sont trades dans I'encart, pour reference. 
La figure A.14 represente la largeur de la tache focale obtenue grace au puits, pour differentes 
longueurs d'ondes centrales de signaux focalises. Sur cette figure, on peut observer que la largeur 
de la tache focale est plus petite que la limite de diffraction grace a l'utilisation du puits. La taille 
de la tache focale est quasi-constante, et reste entre 79 mm et 96 mm pour toutes les longueurs 
d'ondes etudiees. 
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FlG. A.14: Largeur de tachefocale obtenue grace aupuits dans la salle reverberante B, enfonction 
de la longueur d'onde centrale du signal focalise : resultat experimental (trait plein) et limite de 
diffraction du TRM (pointilles). 
puisque la limite de diffraction est supprimee grace a ce dispositif. Par ailleurs, nous pouvons 
remarquer que la resolution est ici limitee par la dimension 85 mm ± 10 mm. Cette limite peut 
etre interpretee comme une limite materielle : la « source d'antibruit » utilisee ici n'etant pas 
ponctuelle, la taille de cette source cree une limite naturelle a la resolution. Cette hypothese est 
confirmee par le fait que la source utilisee ici en tant que « source d'antibruit » peut etre modelisee 
par un piston de diametre 85 ± 5 mm. Des resultats similaires ont ete obtenus dans la salle 
attenuee, confirmant cette propriete essentielle du puits a retournement temporel experimental : 
la limite de resolution imposee par le puits est uniquement une limite materielle. La largeur de 
la tache focale obtenue grace a un puits correspond a la taille finie de la « source d'antibruit ». 
Cette propriete permet d'ailleurs d'expliquer la resolution de ^ obtenue par Rosny et al. [24] [21] 
en acoustique ultrasonore. 
A.6 Conclusions et Perspect ives 
Les techniques de puits a retournement temporel permettent de focaliser emcacement avec 
une resolution inferieure a la longueur d'onde. Ce type de resolution est necessaire lorsque la 
taille des structures sont de l'ordre de grandeur de la longueur d'onde. Le puits permet d'utiliser 
l'invariance par retournement temporel dans des applications d'excitation non destructive de 
structures, dans le domaine des basses frequences. C'est la premiere fois que cette technique est 
mise en ceuvre dans le domaine des ondes acoustiques audibles. Le puits ultrasonore etudie par 
Rosny et al. [24] est mis en ceuvre experimentalement d'une maniere differente, mais le principe 
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theorique reste le meme. Celui-ci peut etre enonce en les termes suivants : un retournement 
temporel parfait necessite de renverser temporellement a la fois le champ et les conditions aux 
limites. Ici, la « source d'antibruit » fait elle aussi partie des conditions aux limites, et doit etre 
controlee afin d'obtenir un retournement temporel parfait. 
Theoriquement, le protocole necessite que la « source d'antibruit » soit placee a la position 
exacte du point focal. En pratique, celle-ci est positionnee a environ ^ du point focal, sans perdre 
de qualite de recompression spatio-temporelle, en utilisant des filtres adaptes spatio-temporels 
pour corriger les effets du decallage de la position de la « source d'antibruit » sur le signal a en-
voyer pour realiser le puits. Cette technique a ete utilisee dans toutes nos experiences et fournit 
des resultats probants. Ainsi, le puits a retournement temporel peut etre utilise pour l'excitation 
non destructive et non invasive localisee sur des structures, sans avoir besoin de placer la « source 
d'antibruit » au contact de cette structure. 
Pour finir, le puits a retournement temporel peut etre utilise pour imager des sources acous-
tiques. Cette application du puits a retournement temporel est en cours de developpement. La 
technique proposee, utilisant un puits numerique a retournement temporel, permet de localiser 
et de determiner la taille caracteristique d'une source, y compris lorsque la taille de la source est 
beaucoup plus petite que la longueur d'onde. Cette methode d'imagerie, consiste en l'enregis-
trement sur une antenne de remission d'une source inconnue. Les signaux enregistres sont alors 
retropropages dans un milieu simule numeriquement. La source est ensuite localisee en utilisant 
la methode du MRT, et on introduit une source ponctuelle numerique pour obtenir une image a, 
haute resolution de la source. Cette technique permet de depasser les limites experimentales de 
la techique de puits (les dimensions finies et la position de la « source d'antibruit »). Afin d'etre 
plus efficace, la « source d'antibruit » doit etre ponctuelle, et etre placee a la position exacte de 
la source a imager. Cette situation est impossible a realiser experirnentalement. Les simulations 
numeriques permettent l'utilisation d'une source ponctuelle, placee a la position de la source a 
imager, sans perturber le systeme. Ainsi, cette technique devrait permettre d'imager a haute 
resolution des sources (la taille, la position, et eventuellement la directivite de la source), comme 
le fait le puits a retournement temporel experimental presente ici. Cette application nous semble 
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B . l R e s u m e 
La caracterisation et la detection de sources est un domaine de recherche important en acoustique 
et vibrations. La theorie du puits a retournement temporel (PRT), et ses applications a la focalisation 
ont ete developpees et appliquees dans le domaine des ultrasons et des ondes sonores audibles. Dans cet 
article, nous nous proposons d'adapter la methode du puits a Vimagerie a haute resolution de sources 
vibratoires actives. La technique d'imagerie proposee permet d'imager a haute resolution des sources, et 
fournit une nouvelle methode de caracterisation de sources actives dans un milieu connu. La technique 
est utilisee pour detecter des sources vibratoires dans une plaque d'aluminium encastree aux 4 bords, en 
n'utilisant qu'un nombre limite de points de mesure. Tous les resultats obtenus demontrent les capacites a 
haute resolution de cette nouvelle technique. La technique d'imagerie par puits a retournement temporel 
numerique proposee ici permet non seulement de detecter la position des sources, mais egalement d'imager 
a haute resolution leur taille. Cette technique est done une alternative efficace a d'autres techniques de 
detection de sources, comme l'holographie acoustique et le beamforming. 
B.2 Introduction 
Le concept de puits a retournement temporel a ete introduit par Fink et al. [28] et par Rosny 
et al. [21] [24] dans le domaine des ultrasons, pour les ondes de Lamb dans une cavite chaotique 
de silicium. Recemment, Bavu et al. [3] [67] ont elargi le domaine d'application de cette me-
thode de focalisation au domaine de l'acoustique a basse frequence, dans une salle reverberante 
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et une salle attenuee. Cette technique permet de focaliser efficacement, a haute resolution. II a 
ete demontre que le puits a retournement temporel permet d'ameliorer la limite de resolution 
par rapport au retournement temporel classique [24]. Cette technique est egalement tres efficace 
dans un milieu chaotique ou reverberant, permettant de focaliser en utilisant un miroir a retour-
nement temporel (MRT) a une seule voie [67] [27] [63]. 
Les techniques de retournement temporel sont largement utilisees pour localiser des sources 
actives et des diffuseurs [68] [10] [11] [43] [52]. Ces techniques ont ete utilisees pour detecter 
des sources d'impact sur des plaques [14] [15]. Cependant, le retournement temporel produit 
un phenomene d'interferences entre des ondes divergentes et des ondes convergentes autour du 
point focal. Ces interferences ne permettent au processus de localisation par retropropagation 
numerique par retournement temporel qu'une resolution limitee a la demi-longeur d'onde, meme 
si la source a imager est ponctuelle. Dans cet article, nous generalisons la technique du puits a re-
tournement temporel a l'imagerie de sources actives dans une plaque en flexion. Cette technique 
d'imagerie permet d'obtenir une image a haute resolution des sources et fournir une nouvelle 
methode de caracterisation et de detection de sources dans un milieu connu. Contrairement aux 
techniques existantes basees sur la formation de voies, le retournement temporel, ou la detection 
de temps de vol, la technique d'imagerie par puits permet d'obtenir des informations sur la taille 
de la source vibratoire sur la plaque, au lieu de ne localiser que le centre de cette source. La 
methode TR-MUSIC [11] permet d'avoir une information sur la taille de sources passives, tan-
dis que la methode DORT est limitee en resolution. La methode TR-MUSIC a ete developpee 
pour imager a haute resolution des diffuseurs ou des reflecteurs, alors que la technique d'imagerie 
par puits a retournement temporel presentee ici est developpee pour l'imagerie de sources actives. 
Dans cet article, nous considerons la situation suivante : une plaque encastree aux quatres 
bords est excitee par un nombre arbitraire de sources (N). L'onde de flexion resultante "J/("r*, t) 
est enregistree sur la surface de la plaque, en M points de controle. Dans un premier temps, les 
N sources emettent un signal impulsif inconnu Si(t) sur la plaque (i € [1 : N]). Par linearite du 
systeme, le signal mesure sur le rrf point de controle peut etre exprime de la maniere suivante 
(m G [1 : M]) : 
N 
*(^ t>*) = EG(^'^; i)*s'(*) (R1) 
ou Si(t) est le signal source, G(ri,rm;t) est la fonction de Green entre le ie point source 
et le m e point de controle (* represente l'operateur de convolution dans le domaine temporel). 
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La seconde etape consiste en la retropropagation simulee des signaux renverses dans le temps 
*(imi -*)> & chaque point de controle. Cette simulation est realisee grace a un algorithme de 
differences finies dans le domaine temporel (FDTD), dans un milieu fictif, approchant les ca-
racteristiques du milieu reel (ce qui, a cette etape du processus, est tres proche de la technique 
TDTE presentee par Dominguez et al. [38]). A la fin de cette etape de simulation, il est possible 
de detecter la position de chaque source en utilisant une technique de detection de maximum 
spatio-temporel. La fleche renversee temporellement est alors extraite aux positions des sources 
detectees. Cette detection correspond a la localisation par retropropagation numerique par re-
tour nement temporel de sources actives, mais la resolution est limitee par effets de diffraction 
entre les ondes convergentes et les ondes divergentes autour du point focal [19]. Cette resolution 
depend de la longueur d'onde des modes de flexion excites dans la plaque encastree. A cette 
etape du processus, nous n'avons aucune information sur la taille des N sources detectees. La 
derniere etape correspond a remission dans le milieu fictif de N puits numeriques correspondant 
a la fleche extraite a l'etape precedente. Ces emissions sont realisees simultanement aux M si-
gnaux du MRT. Les N puits sont places aux positions exactes des sources actives detectees par 
retropropagation numerique par retournement temporel a l'etape precedente. Cette simulation 
est realisee a l'aide du meme algorithme par differences finies que celui utilise dans la seconde 
etape du processus. 
Cette technique est une adaptation de la technique de focalisation a haute resolution proposee 
dans [67] : la retropropagation et remission du puits sont ici simulees, au lieu d'etre realisees 
experimentalement. Si la simulation par FDTD est precise et que le milieu de propagation est 
connu precisement, cette methode d'imagerie possede les memes proprietes de resolution que la 
methode de focalisation : 
- la largeur de la tache focale ne depend pas de la longueur d'onde, puisque les effets de 
diffraction sont supprimes par la technique de puits a retournement temporel. 
- cette largeur de la tache focale correspond au max ((f) source, 4>sink), 4>source etant la taille de 
la source a imager, et (f>Sink la taille du puits. 
La source utilisee ici pour creer le puits numerique est une source ideale ponctuelle. Par 
consequent, la resolution obtenue par ce processus correspond exactement a la taille de la source 
initiale. La methode proposee permet non seulement de detecter la position des sources, mais elle 
permet egalement d'avoir une information a haute resolution sur la taille des sources, y compris 
dans le cas ou celles ci sont plus petites que la demi-longueur d'onde. De plus, le puits etant 
numerique et ponctuel, il peut etre ajoute dans le milieu simule sans modifier ses proprietes 
physiques (densite, rigidite). Dans la suite, nous demontrons ces proprietes. Dans une premiere 
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section, nous detaillons le protocole experimental et presentons succintement l'algorithme de 
retropropagation. Le modele numerique est ensuite teste et valide. Dans une troisieme section, 
nous presentons les resultats d'imagerie par puits a retournement temporel et les comparons 
aux resultats obtenus par retropropagation numerique par retournement temporel, de maniere 
a demontrer les capacites a haute resolution de cette nouvelle technique d'imagerie, qui sera 
egalement comparee aux techniques usuelles de localisation de sources. 
B.3 Protocole experimental - Methodes 
B.3.1 Protocole experimental 
Dans cet article, nous considerons la situation illustree a la figure B.l. Une plaque d'alu-
minium encastree, de dimensions 1050x750x3.125 mm (Table B.l), est excitee par un nombre 
arbitraire de sources. Les sources utilisees dans nos experiences sont des sources d'impact circu-
lates de tailles variees. Ces sources emettent des signaux impulsifs (des impacts) sur la plaque, 








FIG. B.l: Protocole experimental - La position des sources d'impact et des points de controle 
est uniquement illustrative. 
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Ces sources correspondent a des plaques metalliques circulaires, montees sur un pot vibrant. 
La vitesse transverse de la plaque est mesuree aux M points de controle a l'aide d'un vibrometre 
laser a balayage Polytec PSV-400. De maniere a garantir une synchronisation precise entre les 
mesures sur ces points de controle, les signaux des sources impulsives sont generes grace a Lab-
view et deux cartes National Instrument NI-BNC-2110. Tous les signaux sont synchronises grace 
au generateur de signaux analogiques du vibrometre laser. La vitesse transverse mesuree sur les 
points de controle est acquise grace aux cartes NI-BNC-2110 et au logiciel Labview. Ce dispositif 
experimental possede une bande frequentielle de mesure de [10 Hz — 500 kHz] et une frequence 
d'echantillonnage de 1 MHz. Les mesures sont ensuite utilisees comme signaux sources dans le 
programme de simulation, afin de realiser la retropropagation dans la plaque encastree simulee 
numeriquement. 
B.3.2 Simulation numerique de retropropagation par retournement temporel 
L'algorithme developpe pour simuler la retropropagation par retournement temporel consiste 
en une modelisation de la propagation des ondes dans la structure. La simulation est realisee en 
language C, et utilise les differences finies dans le domaine temporel (FDTD). Les simulations 
sont lancees sur un cluster (872 processeurs Intel cadences a 3.2 GHz, fournissant une perfor-
mance de calcul maximale de 3 064 Gfiops), de maniere a reduire le temps de calcul (2 minutes 
environ sur cette architecture pour une retropropagation dans la plaque encastree simulee). Le 
code est flexible et compilable sur n'importe quelle architecture de processeur. II est necessaire 
de connaitre la nature des ondes se propageant dans la plaque de maniere a les simuler de ma-
niere precise. En premier lieu, la bande de frequence des ondes generees dans la plaque doit 
etre connue. Cette reponse spectrale a ete mesuree grace au vibrometre laser, qui possede une 
reponse frequentielle plate entre 10 Hz et 2 MHz. La figure B.2 represente une reponse en fre-
quence typique mesuree sur la plaque. Au dela de 10 kHz, l'energie contenue dans le champ de 
vibration peut etre negligee. En effet, l'energie transferee a la structure par les impacts est faible 
au dela de cette frequence. Par consequent, dans cette situation, le produit frequence-epaisseur 
n'excede pas 0.04 MHz.mm : seuls les modes de Lamb AQ et So sont generes dans la plaque [69]. 
De plus, a ces frequences, le premier mode antisymetrique A$ correspond a un mode de flexion 
et le premier mode symetrique St) correspond a un mode d'extension longitudinale. Les plaques 
circulaires impactant la structure de maniere transverse, le seul mode de vibration a considerer 
dans la simulation numerique est le mode de flexion. 
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FlG. B.2: Reponse frequentielle de vitesse transverse mesuree sur la plaque encastree. 
Love (le cas isotrope etant un cas particulier du cas orthotrope). En effet, les modes de vibration 
presents dans nos experiences peuvent etre considered comine des modes de flexion, et la plaque 
est suffisament fine pour que Ton puisse considerer que la fleche W depend uniquement des 
coordonnees x, y, et t (voir FlG. B.3 pour la geometrie du probleme). 
FlG. B.3: Geometrie de la plaque encastree. Lx = 750mm, Ly = 1050mm, h = 3.125mm 
Les ondes de flexion dans une plaque orthotrope, dans Fapproximation de Kirchhoff-Love 
correspondent aux equations suivantes [18] : 
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^ d2W Dxyd2W 
r. d2W Dxvd2W 





2W d2Mx d2Mv d2Mxv „ , 
at2 dx2 + dy2 + 2- dxdy 
ou Dx, Dy, Dxy, et Z)fc, sont les quatres rigidites de la plaque : 
Dx = tf Ex 12(1 - VXVVyX) 
JJ _ , 3 ExUyx 
XV
 6(1 - VXyVyX) 
B =h3 Ey 
V
 12(1 - VXyVyX) 
(B.3) 
et W la fleche, p la masse volumique, EX, Ey sont les modules d'Young dans les directions 
x et y, Gxy est le module de cisaillement, vxy et vyx sont les coefficients de Poisson, Fz(x,y,t) 
est la force surfacique sur la plaque, et Mx, My, Mxy sont les moments de flexion et de torsion. 
E Dans le cas d'une plaque isotrope, vxy = vxy = v, E = Ex = Ey, et Gxy = „ , , — r - Par conse-
quent, les relations precedemment enoncees deviennent Dx = h3 
E 
Dy = Dx, et Dk = h3-
E 
1 2 ( 1 - 1 / 2 ) ' 
2 ( l + i / ) ' 
£> —/? a JSi/ 
6 ( 1 - v2)' 
-. II est important de noter que ce modele suppose qu'il n'y a pas y
 -*>--« " 6 ( 1 + 1/)" 
d'attenuation dans la plaque. L'influence des pertes dans le processus d'imagerie est etudiee a la 
section B.4.1. 
La plaque etant encastree aux quatre bords, les conditions aux limites sont 
' W(Lx,y,t) = W(x,Ly,t) = W(0,y,t) = W(x,0,t) = 0 
dW dW dW dW (B.4) 
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Ces equations sont alors discretisees dans le domaine temporel et dans le domaine spatial, en 
utilisant les differences finies, qui permettent de modeliser de maniere precise les problemes de 
vibration dans le domaine temporel [70] [71]. Le processus de retournement temporel necessite 
une approche temporelle. En effet, une expansion modale necessiterait de calculer la reponse 
de la plaque dans le domaine spectral, et une transformed de Fourier inverse pour obtenir les 
reponses temporelles. Le schema numerique choisi est un schema explicite centre d'ordre 2 en 
temps et d'ordre 4 en espace. La fleche et les moments flechissants sont calcules sur une grille 
rectangulaire, et les moments torsionnels sont calcules en utilisant des operateurs decentres. Cette 
approximation decentree permet de conserver le caractere explicite de la formulation numerique. 
Les pas d'espace et de temps A X et A T sont choisis de maniere a minimiser la dispersion 
numerique et a satisfaire la condition de stabilite du schema par differences finies d'ordre 4-
2 [71] : 
AX > fAT\ P 16 2DX + D, 2401 Dx + 1 2 9 6 P f c V A ; (B.5) 
Le pas temporel de discretisation etant determine par la frequence d'echantillonnage du 
systeme de mesure (Fs = 1 MHz), l'echantillonnage maximal correspondant a l'equation (B.5) 
est approximativement de 4 mm, ce qui est beaucoup plus faible que la plus petite longueur 
d'onde de flexion dans la plaque (5.5 cm a 10 kHz). Cet algorithme est alors utilise pour simuler 
la retropropagation par retournement temporel et detecter la position de la source, grace a une 
methode de detection de maximum spatio-temporel. 
Longueur de la plaque Ly 
Largeur de la plaque Lx 
Epaisseur de la plaque h 
Module d'Young E 
Masse volumique p 
Module de Poisson v 
Premiere rigidite Dx 
Seconde rigidite Dxy 
Troisieme rigidite Dy 











T A B . B. l : Parametres physiques de la plaque utilisee dans nos experiences 
204 
Suite a cette etape de retournement temporel numerique, l'etape du puits numerique peut 
etre appliquee. En effet, la simulation realisee precedemment permet de connaitre la position des 
sources, ainsi que la fleche renversee temporellement partout dans la plaque. Cette derniere etape 
impliquant l'introduction d'un puits numerique dans la simulation est necessaire a l'obtention des 
caracteristiques des sources a imager, puisque les methodes classiques de retournement temporel 
sont limitees par des effets de diffraction. Le puits est utilise de maniere a depasser cette limitation 
par diffraction, et determiner les caracteristiques geometriques des sources d'impact. 
B.3.3 Imagerie a haute resolution par puits a retournement temporel numerique 
L'imagerie a haute resolution des sources vibratoires actives est realisee grace a un puits a 
retournement temporel numerique. Ce puits numerique est base sur les principes decrits dans [67] 
et [24]. 
Comme decrit dans [67], le signal a emettre par le puits numerique a retournement tempo-
rel est extrait de la simulation numerique de retropagation a l'etape du retournement temporel 
numerique explicitee precedemment. Ce signal correspond a la fleche au point focal determine 
par detection de maximum spatio-temporel a l'etape precedente. II est alors emis par une source 
de vibration ponctuelle numerique, a, la meme position, simultanement a Remission du miroir a 
retournement temporel. L'introduction de ce puits numerique dans la simulation de retropropa-
gation permet de depasser la limite apparente dans la reconstruction par retournement temporel 
autour de la source a imager. Dans le cas d'une seule source a imager, l'onde emise par le puits 
a retournement temporel peut etre decrite de la maniere suivante : 
VTRSCT, t) = G(rt, ?; t) * sTR(t) (B.6) 
ou STR,(t) est le signal extrait de l'etape de simulation de retournement temporel classique, 
a la position de la source detectee, et G(rt,'r';t) est la fonction de Green entre la source a la 
position r^ et le point ~r . 
La methode de puits a retournement temporel permet de focaliser a haute resolution des ondes 
vibratoires et acoustiques, mais la mise en oeuvre experimentale de ce processus de focalisation 
n'est pas adaptee [67] (cette methode necessite une source supplementaire, colocalisee avec le 
point sur lequel on souhaite focaliser. Par ailleurs, la taille de la source utilisee pour realiser le 
puits peut limiter la resolution spatiale obtenue). Contrairement a la methode de focalisation 
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experimentale par puits a retournement temporel, la source utilisee pour realiser la methode 
d'imagerie par puits numerique est une source ponctuelle. Ainsi, la resolution obtenue correspond 
exactement a la taille de la source a imager (si l'echantillonnage spatial de l'algorithme est plus 
petit que cette taille). Par consequent, la methode de puits numerique permet non seulement 
de localiser des sources actives, mais aussi de reconstruire les details d'extension spatiale de ces 
sources. 
B.4 Analyse des resultats 
B.4.1 Validation de l'algorithme de simulation 
La methode d'imagerie par puits a retournement temporel repose sur une connaissance precise 
du milieu de propagation. Par consequent, il est necessaire de valider l'algorithme de simulation 
par differences finies. La premiere validation consiste en une comparaison des frequences natu-
relles dans une plaque encastree aux quatres bords avec les frequences naturelles calculees par 
Odman [72] et Aronszajn [73]. 
La reponse en frequence d'une plaque ideale d'aluminium encastree de dimensions 1.0 x 1.0 
m2 a ete calculee grace a l'algorithme par differences finies, avec une force ponctuelle impulsive : 
Fz{x,y,t) = S(xo,yo,to), avec XQ = 47 cm, yo = 41 cm, et to — 1 Ms- La frequence d'echan-
tillonnage choisie pour cet algorithme est de 1 MHz et l'echantillonnage spatial sur la grille par 
diffences finies est de 4 mm. 
Les frequences de resonances obtenues par l'algorithme FDTD sont comparees aux frequences 
naturelles obtenues par Odman [72], qui a utilise une variation de la methode de Galerkin et des 
modes geometriques pour obtenir des valeurs limites superieures, ainsi qu'aux resultats de Arons-
zajn [73], qui a utilise la methode de Weinstein pour obtenir les valeurs limites inferieures des 
frequences naturelles pour les 8 premieres frequences naturelles. Cette comparaison est presentee 
a la figure B.4. On peut observer sur cette figure que 1'evaluation du parametre adimensionnel 
frequentiel a = LJL2\ TTTO P a r notre methode reste toujours entre ces valeurs inferieures 
V Ehz 
et superieures, avec un ecart relatif inferieur a 0.5 %, pour les 17 premieres frequences naturelles. 
Ce resultat permet ainsi de valider la methode par FDTD dans la plaque. 
La seconde validation de l'algorithme consiste a simuler le deplacement transverse (la fieche) 







FlG. B.4: i?car£ relatif en pourcents entre devaluation par methode FDTD duparametre adi-
mensionnel frequentiel a — u>L2\ —-~ et les resultats obtenus par Odman (cercles) 
et Aronszajn (carves). 
Cette comparaison permet de valider la precision de l'ajustement des parametres physiques de 
la plaque utilises dans l'algorithme. Cette validation est essentielle, puisque la retropropagation 
simulee dans la plaque doit correspondre aux proprietes de propagation directe mesuree dans la 
plaque. Toute erreur dans la modelisation du milieu de propagation pourrait induire une erreur 
de localisation et d'imagerie des sources dans le processus de puits a retournement temporel 
numerique. C'est d'ailleurs le cas dans d'autres methodes d'imagerie et de localisation, comme 
la methode TR-MUSIC [11], ou encore le beamforming [74], et l'holographie acoustique [50]. 
Pour mesurer la fleche, la plaque encastree est excitee par un pot vibrant (situation approchant 
une source ponctuelle) au point de coordonnees (24 cm, 13 cm), qui emet 2.5 cycles de sinusoi'de 
a 8000 Hz, fenetree par une fenetre de Blackman. Le meme signal est utilise comme entree de 
l'algorithme par differences finies, et on compare la vibration mesuree par le vibrometre laser au 
point (65 cm, 85 cm) avec les resultats obtenus par simulations aux memes coordonnees. Cette 
comparaison est representee a la figure B.5, qui montre une reponse temporelle d'une duree de 
5 ms, extraite des signaux obtenus par l'experience et la simulation. L'emission de la source est 
realisee a t = 0. Ces resultats montrent que l'algorithme est tres precis, malgre le fait que les 
pertes dans la plaque n'ont pas ete prises en compte. Un modele numerique avec pertes n'aurait 
pas ameliore le processus d'imagerie, puisque le retournement temporel fonctionne mieux dans 
un milieu sans perte. Cette figure demontre que les pertes dans la plaque sont faibles sur la 
fenetre temporelle utilisee dans nos experiences d'imagerie (< 10 ms). Ainsi, la non prise en 
compte des pertes ne cree pas d'erreur significative dans le processus. 
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FlG. B.5: Fleche mesuree (trait plein) et simulee (pointillee) dans la plaque d'aluminium 
encastree 
Ainsi, l'analyse de la figure B.5 permet d'affirmer que le modele numerique utilise ici est tres 
precis, tant en phase qu'en amplitude, ce qui nous confirme que l'algorithme peut etre utilise 
dans le processus d'imagerie par puits a retournement temporel. 
B.4.2 Imagerie a haute resolution grace au puits a retournement temporel : preuve du concept 
Dans cette section, nous presentons une experience numerique permettant de mettre en 
evidence le concept a partir d'une modelisation numerique simple : la propagation directe des 
signaux emis par 4 sources ponctuelles actives est simulee. La localisation par retournement tem-
porel est realisee, et comparee a l'imagerie par puits a retournement temporel. Chaque source 
emet simultanement 1.5 cycle de sinusoi'de, multipliee par une fenetre de Blackman. L'experience 
numerique est realisee pour differentes frequences, et la vibration dans la plaque est extraite de 
la simulation a 64 points de controle, distribues regulierement au pourtour de la plaque. La figure 
B.6 represente les resultats de la localisation par retournement temporel numerique des 4 sources, 
aux frequences centrales de 2000 Hz, 750 Hz, et 200 Hz. Chaque figure represente une image en 
niveaux de gris inverses et une figure tridimensionnelle representant la fleche quadratique dans la 
plaque, a l'instant du « collapse ». Cet instant est detecte par recherche du maximum temporel 
de la fleche simulee dans la plaque. Sur chaque figure, on a superpose un cercle a la position des 
sources a imager representant la limite classique de resolution du processus de reconstruction 
par retournement temporel. Cette limite de resolution est fixee par la diffraction entre les ondes 
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convergentes et les ondes divergentes autour des points focaux. Elle empeche de connaitre la 
taille reelle des sources, et la resolution spatiale dependant de la longueur d'onde, elle decroit 
quand la frequence d'excitation des sources diminue. Les quatres sources sont identifiables pour 
des frequences centrales de 2000 Hz et 750 Hz : la retropropagation par retournement temporel 
permet une localisation precise des sources, malgre la limite de resolution par effets de diffrac-
tion. En revanche, a une frequence centrale de 200 Hz, la limite de diffraction cree des lobes 
secondaires spatiaux qui s'ajoutent et empechent la localisation des 4 sources. A cette frequence, 
les 4 sources ne sont pas localisees par retournement temporel, et la detection de maximum 
spatial aboutit a une localisation erronnee, qui correspond aux interferences constructives entre 
les lobes secondaires spatiaux des sources reconstitutes par retournement temporel. 
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FlG. B.6: Localisation de 4 sources ponctuelles grace a la retropropagation numerique par 
retournement temporel aux frequences centrales (a) 2000 Hz, (b) 750 Hz, et (c) 200 Hz. 
A gauche : Fleche quadratique normalisee dans la plaque - A droite : Localisation de la 
source (niveau de gris) et limite de resolution (cercles) a — 
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(c) 200 Hz 
F I G . B.6 (suite): Localisation de 4 sources ponctuelles grace a la retropropagation par re-
tournement temporel aux frequences centrales (a) 2000 Hz, (b) 750 Hz, et (c) 200 Hz. A 
gauche : Fleche quadratique normalisee dans la plaque - A droite : Localisation de la source 
(niveau de gris) et limite de resolution (cercles) a — 
L'experience numerique est alors reproduite dans les mercies conditions, mais en utilisant 
cette fois la technique de puits a, retournement temporel numerique. Ici, les puits sont pla-
ces a la position exacte des sources ponctuelles a imager. La figure B.7 montre que le puits 
a retournement temporel numerique permet d'imager a haute resolution (i.e. sous la longueur 
d'onde) les sources actives. La resolution spatiale d'imagerie avec le puits ne depend pas de la 
frequence du signal emis par les sources, ce qui permet de localiser avec precision les 4 sources, 
a basse frequence. Les images obtenues grace au puits numerique prouvent que les sources ponc-
tuelles sont reconstitutes, ce qui confirme les proprietes du puits annoncees dans les sections 
precedentes. Dans cette experience numerique ideale, les sources a imager sont des sources ponc-
tuelles. C'est pourquoi la methode d'imagerie par puits numerique fournit l'image de ces sources 
ponctuelles, sans degradation, meme a basse frequence, alors que la retropropagation numerique 
par retournement temporel ne fournit qu'une localisation a resolution limitee, qui se degrade 
par effets de diffraction lorsque la frequence diminue. Les images obtenues par la methode de 
puits numerique presentent un meilleur contraste et une meilleure resolution que les images par 
retournement temporel classique, comme prevu par la theorie et les experiences de focalisation 
publiees precedemment [24] [67]. 
En pratique, la detection de maximum dans l'image reconstitute par retournement temporel 
numerique peut echouer (figure B.6 (c)) pour des sources rapprochees a base frequence. En 
effet, cette methode de detection repose sur la detection de sources par retournement temporel, 
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FlG. B.7: Imagerie de 4 sources ponctuelles grace au putts a retournement temporel nume-
rique aux frequences centrales (a) 2000 Hz, (b) 750 Hz, et (c) 200 Hz. A gauche : Fleche 
quadratique normalisee dans la plaque - A droite : Imagerie de la source (niveau de gris) 
et limite de resolution classique (cercles) a — 
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frequence. II serait utile de remplacer cette methode de detection de maximum par une methode 
de localisation a haute resolution. La methode MUSIC est un bon candidat pour remplacer la 
detection de maximum dans la seconde etape du processus d'imagerie. En effet, la methode 
MUSIC ne necessite que la connaissance des mesures sur l'antenne, ainsi que la connaissance 
du milieu de propagation et des positions des points de controle, tout comme notre methode. 
L'utilisation de l'algorithme MUSIC ne sera pas detaillee dans cet article, mais la localisation a 
haute resolution par methode MUSIC a deja fait ses preuves, y compris dans des cas non ideaux, 
et avec des sources etendues [75] [76] [77] [78] [79]. Dans cette experience, les sources ponctuelles 
a frequence centrale de 200 Hz sur la figure 3.8(c) sont bien resolues, car la position initiale des 
sources est connue a priori, et que nous avons utilise cette position pour simuler la methode 
d'imagerie par puits a retournement temporel. 
B.4.3 Imagerie de sources par puits a retournemment temporel numerique 
Dans cette section, nous presentons les resultats experimentaux de l'imagerie de 4 sources 
actives correspondant a la description realisee a la section B.3. Les plaques d'impact utilisees 
sont circulaires, de diametres differents (de 2 cm a 9 cm), montees sur un pot vibrant. Les plaques 
circulaires frappent la plaque d'aluminium encastree a une position inconnue. Les processus de 
localisation de source par retournement temporel et d'imagerie par puits a retournement tem-
porel sont alors realises, en utilisant les signaux mesures par le vibrometre laser en 14 points de 
controle, distribues le long d'un bord de la plaque (XJ = 65 cm, y, = 10. + 5 * i cm, i € [1,14]). 
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FIG. B.8: Localisation de 4 sources d'impact de differents diametres grace a la retropropa-
gation par retournement temporel - A gauche : fleche quadratique - A droite : localisation 
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FIG. B.8 (suite): Localisation de 4 sources d'impact de differents diametres grace a la 
retropropagation par retournement temporel - A gauche : fleche quadratique - A droite : 
localisation de la source (niveau de gris) 
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La figure B.8 represente la localisation obtenue grace a la methode de retropropagation nu-
merique par retoumement temporel, pour les sources d'impact de diametres 2 cm, 4 cm, 6 cm, 
et 8 cm. Chaque sous-figure presente une image en niveaux de gris et une representation tridi-
mensionnelle du deplacement transverse quadratique sur la plaque, obtenu par focalisation par 
retournement temporel numerique. Ici, etant donne que les sources d'impact generent une onde a 
large bande frequentielle, il n'est pas reellement possible de tracer la limite de diffraction, comme 
nous l'avons fait a la figure B.6. Chacune des quatre sources sont bien localisees, malgre le faible 
nombre de points de controle. En effet, la reverberation (dans un regime modal) permet d'aug-
menter l'ouverture apparente du miroir a retournement temporel [64] dans ce milieu dispersif 
et faiblement dissipatif [80]. Les cartes de vibration obtenues grace au retournement temporel 
dans le modele numerique permettent d'acceder a la position des sources d'impact sur la plaque. 
Mais, la taille de la tache obtenue est limitee en resolution par les effets de diffraction. Au dela 
de la presence de lobes secondaires spatiaux, la resolution est limitee par les modes propres pre-
dominants dans la plaque et par l'ouverture du miroir a retournement temporel. Ce fait explique 
que chaque source d'impact est localisee avec la meme resolution, meme si les sources n'ont pas 
la meme taille. L'information sur les sources est contenue dans le champ mesure sur le miroir 
a retournement temporel, mais le processus de retropropagation par retournement temporel ne 
recree pas le champ retourne exact, car la singularity d'espace de la source n'est pas retournee 
temporellement. La technique de puits permet de s'affranchir de cette limite. 
Les donnees obtenues par retropropagation numerique par retournement temporel sont alors 
utilisees pour realiser un puits numerique, ou une « source d'antibruit » reemet le signal extrait a 
la position exacte du maximum detecte par retournement temporel. Les resultats obtenus grace 
a cette methode d'imagerie sont presentes a la figure B.9. Cette figure, comme la precedente, 
montre une image en niveau de gris des sources reconstitutes par puits a retournement temporel 
numerique, ainsi qu'une representation en 3 dimensions du deplacement transverse quadratique 
obtenu par cette methode, dans la plaque sirnulee numeriquement. Les cercles superposes a 
l'image representent la taille reelle des sources, a leur position exacte. 
Les resultats de cette experience demontrent que les sources d'impact sont bien localisees, 
grace a la retropropagation par retournement temporel, et que la taille de ces sources est re-
construite grace a la technique d'imagerie par puits a retournement temporel proposee ici. En 
theorie, tous les lobes secondaires spatiaux et le bruit spatial observes a la figure B.9 devraient 
etre supprimes en utilisant une cavite a retournement temporel, ou un plus grand nombre de 
points de controle, et un algorithme de simulation parfait. Malgre tout, cette experience demontre 
que meme avec un faible nombre de points de controle, l'imagerie obtenue est de bonne qualite, 
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FIG. B.9: Imagerie de 4 sources d'impact de diffevents diametres grace au puits a retourne-
ment temporel - A gauche : fleche quadratique - A droite ; imagerie de la source (niveau 
de gris) 
grace a la reverberation des ondes de flexion dans la plaque etudiee. Cette nouvelle technique 
d'imagerie a haute resolution permet ainsi d'obtenir une information sur la taille des sources 
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(d) Plaque de 8 cm de diametre 
F I G . B.9 (suite): Imagerie de 4 sources d'impact de differents diametres grace au puits a 
retournement temporel - A gauche : fleche quadratique - A droite : imagerie de la source 
(niveau de gris) 
sans avoir a mesurer la carte de vibration dans tout le milieu. Pour flnir, la technique d'imagerie 
par puits a retournement temporel semble legerement sous-estimer la taille des sources d'impact. 
Ceci peut etre explique pax le fait que l'energie transferee par les sources d'impact sur la plaque 
d'aluminium encastree est beaucoup plus petite aux bords des plaques d'impact. La technique 
d'imagerie par puits a retournement temporel permettant d'imager la distribution des sources, il 
est normal que la taille de celles-ci soit legerement sous estimee par cette methode. Malgre tout, 
le puits permet d'obtenir une image a haute resolution des sources actives sans avoir a scanner 
toute la surface de la plaque. 
B.5 Conclusions 
Dans cet article, nous avons presente les premiers resultats de la technique d'imagerie par 
puits a retournement temporel. Cette technique permet d'imager a haute resolution des sources 
actives dans une plaque d'aluminium encastree. Un modele numerique simulant la propagation 
des ondes de flexion dans la plaque a ete developpe. Ce processus d'imagerie peut etre realise 
dans n'importe quel milieu ou les pertes sont faibles, a partir du moment ou le modele nume-
rique de propagation dans le milieu est sufHsamment precis. Une preuve du concept a partir 
d'une experience numerique, et l'imagerie experimentale de sources d'impact sur une plaque 
d'aluminium ont permis de confirmer les resultats obtenus pour les experiences de focalisation 
par techniques de puits a retournement temporel [24] [67]. Par ailleurs, il est essentiel de noter 
que les limites experimentales du puits dans son implementation de focalisation sont supprimees 
avec l'application a l'imagerie de la technique du puits proposee ici. Le puits numerique semble 
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etre une bonne alternative aux autres processus d'imagerie, et permet de depasser la limite 
de diffraction obtenue par les techniques de retournement temporel, y compris avec un faible 
nombre de capteurs. Le puits numerique permet d'imager a haute resolution des sources actives. 
Le cas de sources non resolues par les methodes de retournement temporel peut egalement etre 
traite, grace a des methodes de localisation a haute resolution, telles que la methode MUSIC, 
pour remplacer la detection de maximum spatio-temporel lors de la seconde etape du proces-
sus d'imagerie. La methode d'imagerie par puits a retournement temporel numerique permet 
d'obtenir de l'information sur la taille des sources vibratoires actives. Contrairement a d'autres 
processus d'imagerie, la methode de puits a retournement temporel ne necessite qu'un faible 
nombre de capteurs dans un environnement reverberant, et est efficace dans un milieu dispersif, 
puisque la reconstruction par retournement temporel n'est pas affectee par la dispersion de la 
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C.l Resume 
La detection et la caracterisation de sources est une problematique essentielle en acoustique, notam-
ment pour devaluation non destructive de structures industrielles, la caracterisation d'instruments de 
musique, et la cartographie de sources acoustiques dans un milieu de propagation connu. La focalisation 
d'ondes sonores et vibratoires grace a un puits a retournement temporel (PRT) a ete etudiee theori-
quement et experimentalement, tant dans le domaine des ultrasons que dans le domaine audible. Une 
technique d'imagerie a haute resolution de sources vibratoires dans un milieu dispersif par technique de 
puits numdrique a retournement temporel a recemment ete developpee par les auteurs. Dans cet article, 
nous adaptons cette technique au cas de V imagerie a haute resolution de sources acoustiques actives 
dans un milieu tridimensionnel, en champ libre. Cette technique permet d'imager a haute resolution des 
sources acoustiques, et fournit une nouvelle methode de detection et de caracterisation de sources. La 
technique est ici utilisee pour detecter et imager des sources acoustiques actives, grace a un nombre res-
traint de points de mesure. Les resultats obtenus demontrent les capacites d'imagerie a haute resolution 
de cette nouvelles technique, lorsqu'on les compare avec les resultats de retropropagation numerique par 
retournement temporel. Au-dela de la simple detection de la position des sources, la technique proposee 
permet d'evaluer la taille des sources actives. Le puits a retournement temporel numerique est ainsi une 
alternative a d'autres techniques d'imagerie et de detection de sources, telles que l'holographie acoustique 
et la formation de voies. 
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C.2 Introduction 
En situation de mesure, il est souvent necessaire de localiser et de caracteriser une source 
acoustique grace a un faible nombre de capteurs. Les techniques existantes, telles quelles que 
l'holographie acoustique [50], la formation de voies et le « matched-field processing » [85] neces-
sitent une antenne de mesure, ainsi que la connaissance du milieu de propagation. Les techniques 
de retournement temporel (RT) sont elles aussi utilisees pour localiser des sources actives et des 
diffuseurs [68] [10] [11] [43] [52]. Le retournement temporel et ses adaptations ont demontre leur 
efficacite pour localiser des sources acoustiques dans le domaine audible [86]. En revanche, le re-
tournement temporel est base sur un phenomene d'interferences menant a des eflfets de diffraction 
entre les ondes divergentes et convergentes autour du point focal. C'est pourquoi la resolution 
obtenue grace au retournement temporel ne peut etre plus petite qu'une demi-longueur d'onde, 
meme si la source a imager est ponctuelle [28]. Recernment, une nouvelle technique d'imagerie, 
basee sur le concept de puits a retournement temporel (PRT) a ete developpee par les auteurs. 
Cette technique permet d'imager a haute resolution des sources vibratoires actives dans une 
plaque [87]. Nous generalisons dans cette publication la technique de puits a retournement tem-
porel numerique au cas de l'imagerie a haute resolution de sources acoustiques audibles en champ 
libre. Cette technique permet d'imager a haute resolution les sources et fournit une methode nou-
velle de caracterisation et de detection de sources acoustiques audibles en milieu tridimensionnel 
ouvert. Contrairement aux techniques existantes utilisant le beamforming, le retournement tem-
porel classique et la detection de temps d'arrivee, la technique de PRT fournit une information 
detaillee sur l'extension spatiale des sources acoustiques imagees, au lieu de simplement localiser 
(avec une resolution limitee) le centre de ces sources. 
Le concept de puits a retournement temporel a ete introduit par Fink et al. [28] et par Rosny 
et al. [24] dans le domaine des ultrasons, pour la focalisation d'ondes de Lamb dans une cavite 
chaotique de silicium. Cette technique permet de focaliser efficacement a haute resolution, et 
permet de depasser la limite de resolution fixee par les effets de diffractions lors d'une expe-
rience de retropropagation par retournement temporel [24]. La technique est egalement efficace, 
meme avec un miroir a retournement temporel (MRT) a une seule voie, dans un milieu rever-
berant ou chaotique [67] [27] [63]. Dans le domaine audible, les capacites de focalisation ont ete 
etudiees dans des environnements attenues et reverberants. Cette etude a permis de montrer 
qu'un environnement reverberant favorise la focalisation precise d'ondes acoustiques grace a un 
nombre limite de transducteurs, si le champ diffus est enregistre lors de remission directe. Par 
ailleurs, le puits numerique a retournement temporel requiert une modelisation precise du milieu 
de propagation [87]. La modelisation de la propagation acoustique apres le temps de melange 
dans une salle reverberante etant impossible a realiser (en termes de precision et de temps de 
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calcul) [88] [83] [66], nous choisissons ici de presenter la methode d'imagerie par puits numerique 
a retournernent temporel dans une situation en champ libre. 
Nous considerons ici la situation suivante : un nombre arbitraire (N) de sources acoustiques 
inconnues emettent un signal Si(t) (i 6 [1 : N]) dans un milieu de propagation infini. L'onde 
acoustique resultante \I/(~r*,£) est alors enregistree sur M points de controle d'une antenne de 
mesure. Par lin^arite de la propagation des ondes acoustiques, le signal mesure sur le me point 
de controle est exprime comme suit (m G [1 : M]) : 
N 
*(rZ,t) = '£G{ri,fZ;t)*si(t) (C.l) 
8 = 1 
ou Si(t) est le signal emis par la source i, G(ri,rm;t) est la fonction de Green entre la ie 
source et le m e point de controle (* represente l'operateur de convolution dans le domaine tem-
porel). 
La seconde etape du processus d'imagerie consiste en une retropropagation simulee des si-
gnaux ^(r^, —t), reemis a chaque point de controle. Cette retropropagation numerique est si-
mulee grace a un algorithme de differences finies dans le domaine temporel (FDTD) dans un 
milieu fictif approchant les caracteristiques physiques du milieu reel de propagation. A Tissue de 
cette simulation, la position de chacune des sources peut etre determined grace a une detection 
de maximum dans le domaine spatial et le domaine temporel1. Cette detection correspond a 
la localisation des sources actives par retropropagation numerique par retournernent temporel. 
La localisation est limitee par des effets de diffraction entre les ondes convergentes et les ondes 
divergentes autour des points focaux [19]. La resolution accessible par cette technique depend de 
la longueur d'onde des signaux emis par les N sources. A ce stade du processus d'imagerie, nous 
n'avons aucune information sur la taille des TV sources a imager. La derniere etape du processus 
d'imagerie presente ici consiste en remission d'une superposition de N PRT numeriques dans 
le milieu fictif, simultanement aux M signaux renverses temporellement de l'etape precedente. 
Les N PRT sont places aux positions detectees lors de l'etape de localisation de sources. Cette 
simulation est realisee a l'aide du meme algorithme de FDTD que celui utilise dans la retropro-
pagation des signaux du miroir. 
xou a l'aide d'une technique de localisation de source, telle que la methode MUSIC [76] 
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Comme enonce dans [67] et [87], la resolution d'imagerie obtenue par cette methode ne de-
pend pas de la longueur d'onde. En effet, les effets de diffraction sont supprimes par le processus 
de PRT. La taille de la tache focale d'imagerie obtenue correspond au max(<f>smr(X, <j>Smk)i ^source 
etant la taille de la source initiate, et 4>sink la taille du puits. Dans la technique proposee dans 
cet article, la source utilisee pour creer le puits numerique est une source ponctuelle ideale. Par 
consequent, la resolution d'imagerie correspond exactement a la taille de la source a imager, ce 
qui permet d'obtenir des informations detaillees sur l'extension spatiale de cette source acous-
tique, y compris lorsque la taille de la source est plus petite que la longueur d'onde. Dans la 
suite de cet article, ces resultats sont demontres experimentalement. Dans une premiere section, 
nous presentons le protocole experimental et ralgorithme de simulation utilise dans le processus 
d'imagerie. Nous presentons ensuite une preuve du concept grace a une experience numerique, 
de maniere a demontrer les capacites de cette technique d'imagerie dans le domaine audible. 
Dans une derniere section, nous detaillons les resultats d'imagerie obtenus par la technique de 
PRT numerique, et les comparons a la localisation de sources obtenue grace a la retropropaga-
tion numerique par retournement temporel. Ces resultats demontrent les capacites d'imagerie a 
haute resolution de la technique de PRT numerique dans des situations de mesure reelles. Nous 
discuterons egalement brievement des avantages de cette technique en la comparant a d'autres 
techniques de localisation et d'imagerie. 
C.3 Protocole experimental — M e t h o d e s 
C.3.1 Protocole experimental 
Dans cet article, nous considerons la situation illustree a la figure C.l : un nombre arbitraire 
de sources emettent un signal impulsif dans une salle anechoique de dimensions 3.1x2.5x3.0m. 
Experimentalement, les sources utilisees sont des transducteurs electrodynamiques de 2" et de 
puissance nominale de 15-Watt (haut-parleurs Aurasound NSW2-326-8A). Ces haut-parleurs 
sont encastres dans une cavite cylindrique fermee de dimensions 48x130 mm. Nous utilisons une 
antenne de microphones bidimensionnelle (6x6 microphones a electret omnidirectionnels Pana-
sonic WM-61A avec un espacement inter-microphone de 75 mm) pour mesurer en 36 points 
de controle la pression acoustique dans l'environnement anechoique. De maniere a assurer une 
synchronisation entre les mesures a chaque point de controle, les signaux sont generes grace au 
logiciel Matlab, et sont emis par l'intermediaire d'une carte son de marque Echo Audiofirel2. 
La pression acoustique mesuree sur l'antenne est transferee a Matlab par l'intermediaire de 3 
cartes son de marque Echo AudioFire. Ces cartes sont synchronisers par horloge interne. Ce dis-
222 
positif experimental permet une bande frequentielle de mesure de [25 Hz - 15 kHz] ainsi qu'une 
frequence d'echantillonage de 88.2 kHz. Ces mesures sont ensuite utilisees comme entrees du 
programme de simulation de propagation acoustique dans la salle anechoi'que, simplifi.ee par une 
situation de champ libre. 
Anechoic room 
Microphone array antenna / 
FIG. C.l: Protocole experimental - La position des sources actives et des points de controle 
est arbitraire et uniquement illustrative. 
C.3.2 Simulation numerique de retropropagation 
L'algorithme utilise pour simuler la retropropagation par RT consiste en une modelisation 
de la propagation des ondes acoustiques en champ libre. L'algorithme est code en language C, 
en utilisant les differences finies dans le domaine temporel (FDTD). Les simulations sont lancees 
sur un supercalculateur parallele (872 processeurs Intel cadences a 3.2 GHz, fournissant une 
performance atteignable de 3064 Gflops), de maniere a, minimiser le temps de calcul. Ce code 
est flexible et multiplateforme (compilable sur n'importe quelle autre architecture processeur). 
L'algorithme de propagation a ete developpe de maniere a pouvoir simuler des variations spatiales 
des proprietes du milieu de propagation, comme c'est le cas pour l'acoustique sous-marine ou 
les applications a la geophysique. Le cas du milieu homogene etant une simplification du milieu 
stratifie, le meme algorithme peut etre utilise pour differentes applications, sans avoir a modifier 
lourdement le code de simulation. L'equation des ondes dans un milieu stratifie acoustiquement 
peut etre exprimee comme suit [20] : 
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ou z est la coordonnee spatiale representant la hauteur, p est la pression acoustique, p est 
la masse volumique, et c est la celerite des ondes acoustiques. Le milieu de propagation etant 
infini, la pression acoustique doit verifier les conditions aux limites de Sommerfeld. L'equation 
(C.2) est discretisee dans les domaines temporels et spatiaux en utilisant les differences finies 
dans le domaine temporel. Nous avons choisi un schema numerique explicite centre d'ordre 4 
en temps et en espace. Les approximations d'ordre 4 en espace possedent des proprietes de po-
sitivite et de stabilite satisfaisantes [89] [82]. En revanche, un schema d'ordre 4-4 centre mene 
inconditionnellement a des schemas instables [90]. C'est pourquoi nous utilisons l'approche de 
l'equation modifiee de Dablain (pour plus de details, voir [91] et [82]), qui permet de stabili-
ser l'algorithme tout en ayant des proprietes remarquables de precision [82]. Les conditions de 
Sommerfeld dans notre approche de champ libre est simulee grace a, des conditions aux limites 
absorbantes (C.L.A.) [92]. En effet, les differences finies necessitent de simuler la propagation 
acoustique dans une boite de calcul finie, tout en simulant le comportement d'espace libre, sans 
introduire de reflections numeriques aux limites de la boite de calcul [92] [93]. Cette methode 
aux C.L.A utilise une approximation de Pade ainsi qu'une approximation a grand angle, et met 
en jeu des fonctions auxiliaires paraxiales sur chaque face, arete, et coin de la boite parallelepi-
pedique de calcul [92] [94]. L'algorithme choisi permet de modeliser de maniere precise, rapide, 
et stable la propagation acoustique dans un milieu trimensionnel stratifie infini (le cas isotrope 
hornogene etant une simplification de ce modele stratifie). 
Cette simulation de la propagation acoustique est utilisee dans le processus d'imagerie par 
puits a retournement temporel pour retropropager numeriquement les signaux mesures sur l'an-
tenne de microphone. Elle est egalement utilisee dans l'etape d'introduction du puits a retour-
nement temporel numerique, puisqu'elle permet de simuler la propagation acoustique du puits, 
et d'extraire le signal temporel a emettre a la position des sources, grace a la retropropagation 
des signaux du miroir a retournement temporel. L'utilisation du puits a retournement tempo-
rel numerique est necessaire pour obtenir de l'information sur les caracteristiques spatiales des 
sources a imager, puisque les techniques classiques de RT sont limitees en resolution par effets 
de diffraction. Le PRT numerique permet de depasser cette limite de diffraction, et d'acceder 
aux caracteristiques geometriques des sources. 
C.3.3 Imagerie a haute resolution par puits a retournement temporel 
Afin d'imager a haute resolution les sources acoustiques actives en champ libre, un puits 
numerique a retournement temporel est applique dans le milieu simule. Ce puits numerique a 
retournement temporel est base sur les principes decrits dans [87], [24] et [67]. 
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Comme decrit dans [67], les signaux emis par le puits numerique a retournement temporel est 
extrait du champ de pression retropropage numeriquement par retournement temporel. Ce signal 
correspond a la pression acoustique au point focal, localise par retropropagation par RT et par 
detection de maximum. Le signal extrait est ensuite emis par une source numerique ponctuelle 
ideale a la position du point focal, simultanemcnt a, l'emission des signaux du MRT, arm de 
supprimer le defaut de reconstruction autour de la position de la source a imager, en depassant 
les effets de diffraction. Dans le cas d'un seul puits, l'onde emise par le PRT est exprimee comme 
suit : 
*TRs(?,t) = G(rS,-?;t)*8TR(t) (C.3) 
ou STR(t) est le signal renverse temporellement au point focal, extrait de la simulation de 
retropropagation par RT, et G(r%, "r*; t) est la fonction de Green entre la source a la position ft 
et le point r . 
La methode du PRT a prouve ses capacites de haute resolution pour la focalisation acous-
tique et vibratoire. En revanche, comme decrit dans [67], la mise en ceuvre d'un PRT n'est pas 
aisee en situation experimentale. Le processus de focalisation par PRT necessite l'introduction 
de sources supplementaires, colocalisees a la cible sur laquelle on souhaite focaliser. La taille de 
ces sources supplementaires limite la resolution de focalisation obtenue. En revanche, le PRT 
numerique utilise dans le processus d'imagerie propose ici necessite l'introduction d'une source 
ponctuelle, qui permet de determiner avec precision la taille de la source a imager (si le pas 
spatial de la simulation est plus petit que cette taille). Par consequent, au-dela de permettre la 
localisation de sources actives, le processus d'imagerie par PRT numerique permet de recons-
truire l'extension spatiale de ces sources. 
C.4 Analyse des resultats 
C.4.1 Imagerie a haute resolution de sources acoustiques en milieu sous-marin profond : 
preuve numerique du concept 
Le retournement temporel est une technique efflcace pour focaliser des ondes acoustiques 
en milieu sous-marin [41] [95] [64]. La celerite des ondes acoustiques dans l'ocean depend de la 
profondeur, de la temperature, et de la salinite. Cette situation correspond au milieu de propa-
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gation stratifie detaille dans la section precedente. La figure C.2 represente un profil des vitesses 
acoustiques typique en milieu sous-marin. Le canal sous-marin profond, usuellement appele le 
canal SOFAR (Sound Fixing And Ranging) est particulierement interessant, puisqu'il se com-
porte, pour les ondes acoustiques, comme un guide d'onde [96]. Le canal SOFAR est une couche 
horizontale d'eau en milieu profond, centre sur la position ou la celerite des ondes acoustiques 
est minimale. 
Sound velocity c(z) (m/s) 












F I G . C.2: Profil de celerite des ondes acoustiques utilise dans la simulation numerique 
Dans cette experience numerique, une source ponctuelle, positionnee au centre du canal sous-
marin profond (zs — -1390 m, xs = 130 m, correspondant au minimum du profil des vitesses) 
emet une 2.5 cycles de sinusoide multipliee par une fenetre de Blackman, a differentes frequences, 
de 500 Hz a 7500 Hz. Une antenne a, 1 dimensions de recepteurs (64 hydrophones, espaces de 3 m 
dans la direction verticale) est positionnee a une distance de 2750 m de cette source (voir figure 
C.3). Cette configuration a ete choisie de maniere a reduire le temps de calcul pour cette expe-
rience numerique. A 500 Hz, le canal SOFAR permet des distances de propagation de centaines 
de kilometres, de par sa configuration de guide d'ondes [96]. Par ailleurs, pour cette experience 
numerique, nous avons choisi de simuler le comportement de la propagation acoustique sur une 
grille aux differences finies a 3000 x 15000 x 100000 noeuds, avec un echantillonage spatial de 
3 cm. Cette grille correspond a un domaine de simulation de 90 m x 450 m x 3000 m. Cette 
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configuration a ete choisie pour limiter la simulation numerique a un temps de calcul de 300 
minutes. Pour des applications sur des distances plus longues, la technique est exactement la 
meme, mais le temps de calcul est proportionnel au nombre de nceuds de calcul de l'algorithme. 
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FlG. C.3: Boite de calcul utilisee pour I'experience numerique d'imagerie de source acous-
tique en milieu sous-marin profond 
Le champ de pression acoustique regu par l'antenne de mesure est alors renverse temporelle-
ment et retropropage dans le canal SOFAR (voir figure C.4). 
La figure C.4 represente les resultats de localisation de sources, obtenus grace a la retro-
propagation numerique par RT, pour des frequences centrales de 1500 Hz, 3000 Hz et 5000 Hz. 
Chaque figure presente une image en niveaux de gris inverses et une representation tridimension-
nelle de la pression acoustique quadratique focalisee par RT dans le canal SOFAR, a l'instant du 
« collapse ». Cet instant est determine par detection de maximum spatio-temporel de la pression 
acoustique dans la boite de calcul. Les cercles superposes aux images representent la limite de re-
solution classique de reconstruction par RT. Cet effet de diffraction entre les ondes convergentes 
et les ondes divergentes autour du point focal empechent de connaitre la taille de la source (qui, 
dans cette experience numerique, est ponctuelle). 
La meme experience numerique a alors ete realisee en utilisant la technique du puits a retour-
nement temporel numerique. Ici, le puits est colocalise a la position de la source. La figure C.5 
demontre que le puits a retournement temporel numerique permet d'imager a haute resolution 










La resolution de la technique d'imagerie par PRT numerique ne depend pas de la frequence 
du signal emis pax les sources actives a imager. Par consequent, elle permet d'imager a haute 
resolution les sources acoustiques, meme a basse frequence (voir Fig. C.6). Les images obtenues 
grace au puits a retournement temporel montrent que la source ponctuelle est bien recons-
<Q.G z~ Za (m)-1.8 
x — xs (m) -1.8 -1.2 -0.6 0.0 0.6 1.2 1.8 
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(a) 1500 Hz 
x — xs (m) 
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(b) 3000 Hz 
FIG. C.4: Localisation d'une source ponctuelle sous-marine dans le canal SOFAR grace a 
une retropropagation numerique par retournement temporel, pour des frequences centrales 
de (a) 1500 Hz, (b) 3000 Hz, et (c) 5000 Hz. Gauche : pression acoustique quadratique -
Droite : Localisation de source (niveaux de gris) et limite theorique de resolution (cercles) 
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(c) 5000 Hz 
F I G . C.4 (suite): Localisation d'une source ponctuelle sous-marine dans le canal SOFAR 
grace a une retropropagation numerique par retournement temporel, pour des frequences 
centrales de (a) 1500 Hz, (b) 3000 Hz, et (c) 5000 Hz. Gauche : pression acoustique qua-
dratique - Droite : Localisation de source (niveaux de gris) et limite theorique de resolution 
(cercles) 
truite, et confirme les proprietes du processus d'imagerie par PRT numerique decrit dans la 
section precedente. Dans ce cas ideal numerique,la source a, imager est une source ponctuelle. 
Par consequent, la methode de PRT fournit une image d'une source ponctuelle sans degradation 
de resolution, meme a basse frequence. En revanche, la localisation obtenue par retropropagation 
numerique par RT est limitee en resolution, a, cause des effets de diffraction. Les images obte-
nues par PRT presentent un contraste et une resolution bien meilleurs que les images obtenues 
par RT, comme prevu par la theorie et les experiences de focalisation par puits a retournement 
temporel [87] [24] [67]. Dans le cas de l'imagerie d'une source ponctuelle, la limite de resolution 
de la technique d'imagerie par PRT correspond a l'echantillonnage spatial du modele numerique 
du milieu de propagation. 
La figure C.6 represente la limite de resolution (definie comme la largeur a -3dB de la tache 
focale) pour la localisation par RT et pour l'imagerie par puits a retournement temporel nu-
merique. La resolution obtenue pour une retropropagation numerique par RT est 1.35 fois plus 
grande que la limite theorique d'une demi-longueur d'onde. On peut expliquer cette difference 
par le fait que l'ouverture de l'antenne utilisee dans cette experience numerique est petite, et 
que l'echantillonnage spatial des capteurs sur l'antenne ne satisfait pas le principe d'echantillo-
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nage spatial. Cependant, nous avons approche au plus pres le type de configurations utilisees 
experimentalement dans l'ocean [41], de maniere a simuler de la maniere la plus realiste qui soit 
le materiel a disposition pour ce type d'experiences. II est egalement essentiel que la configura-
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FlG. C.5: Imagerie d'une source ponctuelle sous-marine dans le canal SOFAR grace au 
puits a retournement temporel numerique, pour des frequences centrales de (a) 1500 Hz, 
(b) 3000 Hz, et (c) 5000 Hz. Gauche : pression acoustique quadratique - Droite : Imagerie 
de la source (niveaux de gris) et limite theorique de resolution (cercles) 
230 
x - xs (m) 
(c) 5000 Hz 
FlG. C.5 (suite): Imagerie d'une source ponctuelle sous-marine dans It canal SOFAR grace 
aupuits a retournement temporel numerique, pour des frequences centrales de (a) 1500 Hz, 
(b) 3000 Hz, et (c) 5000 Hz. Gauche : pression acoustique quadratique - Droite : Imagerie 
de la source (niveaux de gris) et limite theorique de resolution (cercles) 
configuration [64]. La focalisation par RT etant limitee en resolution par effets de diffraction, la 
resolution decroit avec la frequence. Pour les applications ou une source de petite taille emet un 
signal a basse frequence, les techniques classiques de retournement temporel ne permettent pas 
d'acceder a la taille de la source en question : le processus de RT ne recree pas exactement le 
champ renverse temporellement, puisqu'il ne reconstitue pas la singularity de l'espace creee par 
cette source. Ce defaut de reconstruction mene irremediablement a une resolution limitee. 
II est essentiel de remarquer que les proprietes du milieu de propagation doivent etre connues. 
Dans la plupart des applications en acoustique sous-marine, le profil de celerite peut etre mesure 
grace a des sondes de conductivity, temperature, et profondeur. Cette experience numerique 
demontre que le PRT numerique est une methode d'imagerie extremement precise, permettant 
d'imager a haute resolution une source acoustique en milieu sous-marin. Les limites de cette 
methode resident dans la connaissance du profil de celerite et de la position de l'antenne d'hydro-
phones [74], meme si Kuperman et al. [41] ont deja demontre que les techniques de retournement 
temporel sont relativement robustes aux changements de temperatures et aux faibles mouve-
ments de l'antenne pour des applications aux communications par RT en milieu sous-marin. La 
technique utilisee dans les communications par RT est exactement la meme que celle utilisee ici 



























FIG. C.6: Resolution du processus de retournement temporel (croix) et du processus d'image-
rie par puits a retournement temmporel (cercles) dans le canal SOFAR. Ces resolutions sont 
comparees a la limite classique de diffraction d'une demi-longueur d'onde (trait plein) pour les 
frequences utilisees dans les experiences numeriques. 
lieu reel de propagation. L'imagerie par PRT numerique etant un raffinement des techniques de 
RT, il est raisonnable d'affirmer que la stabilite de la technique est la meme quand les proprietes 
du canal de propagation sont modifiees. 
C.4.2 Imagerie experimental de sources sonores dans une salle anechoi'que grace au PRT 
numerique 
Dans cette section, nous presentons les resultats experimentaux d'imagerie de sources acous-
tiques dans une salle anechoi'que. La situation experimental est decrite en section C.3.1. Les 
sources en question sont des transducteurs electrodynamiques de 2" de diametre (15-Watt de 
puissance nominale), et emettent un signal impulsif (2.5 cycles de sinusoi'de, fenetree par une 
fenetre de Blackman, a diflFerentes frequences centrales, allant de 300 Hz a, 8000 Hz), a des po-
sitions arbitraires dans la salle de mesure. La localisation des sources est realisee grace a une 
retropropagation numerique par RT. Suite a cette localisation, le processus de PRT numerique 
est realise, grace aux mesures sur les 36 points de controles, distribues sur une antenne bidimen-
sionnelle de microphones (distance inter capteurs de 75 mm). Pour chacune des experiences, la 
vitesse du son dans la salle a ete mesuree grace a une experience de temps de vol, de maniere a 
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calibrer les simulations numeriques de propagation acoustique necessaires a la methode proposee. 
Cette calibration permet de s'affranchir d'eventuelles erreurs de modera t ions , dues notamment 
a un changement de tempetature dans la salle. 
La figure C.7 presente la localisation de la source acoustique grace a la retropropagation 
numerique par RT. Cette localisation est realisee pour deux positions de source differentes, a 
la frequence centrale de 750 Hz. Chaque sous-figure represente une image en niveau de gris et 
une representation tridimensionnelle de la pression acoustique quadratique obtenue par retro-
propagation numerique par RT, dans un plan vertical contenant la source. La premiere source 
est placee en face de l'antenne de mesure (sur son axe de symetrie, a une distance de 35 cm du 
centre de l'antenne). La seconde est placee en dehors de l'ouverture de l'antenne (dans le meme 
plan vertical que la premiere source, a une distance de 29 cm de l'axe de symetrie de l'antenne). 
Les deux sources sont localisees efficacement par retropropagation par RT, malgre le fait que 
le nombre de microphones de mesures soit faible : le point focal correspond exactement a la 
position reelle de la source dans l'experience, determinee par une mesure de distance entre trois 
points de l'antenne de microphones, et calculee par triangulation grace a ces trois distances. Mal-
gre tout, il est essentiel de remarquer que la reconstruction par RT de la source placee en dehors 
de l'ouverture de l'antenne de mesure est tres asymetrique : le champ de pression acoustique 
n'est pas aussi bien reconstitue en dehors de l'ouverture de l'antenne de microphones, malgre le 
fait que le maximum de la tache de focalisation correspond exactement a la position reelle de 
la source emettrice. La methode de localisation par retropropagation par RT est moms precise, 
mais est toujours applicable lorsque la source est situee en dehors de l'ouverture de l'antenne de 
mesure. 
Les cartes obtenues par retropropagation par RT fournissent une information sur la position 
des sources dans la salle anechoi'que, mais la taille de la tache focale n'est pas reliee a la taille de 
ces sources. La resolution est limitee par les effets de diffraction. Comme annonce par la theorie, 
le RT classique ne permet que de localiser les sources. Toute l'information sur les sources est in-
cluse dans le champ acoustique mesure par le miroir a, retournement temporel, mais le processus 
de retournement temporel ne recree pas exactement le champ renverse temporellement, puisque 
la singularite spatiale a la source emettrice n'est elle-meme pas renversee temporellement. Le 
processus de puits a retournement temporel permet de surpaser ce defaut apparent dans le pro-
cessus de RT. 
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(a) Localisation par retropropagation par RT d'une source de 2" a la frequence centrale 750 Hz, en dehors de 
l'ouverture du miroir 
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y (cm) 
(b) Localisation par retropropagation par RT d'une source de 2" a la frequence centrale 750 Hz, en face l'ouverture 
du miroir 
FlG. C.7: Localisation d'une source acoustique de 2" de diametre par retropropagation nu-
merique par RT, a la frequence centrale de 750 Hz (a)situee en dehors de l'ouverture de 
I'antenne (b) situee devant I'antenne. Les deux sources sont dans un plan (x,y), parallele 
a I'antenne de microphones, a une distance de 35 cm de I'antenne. A gauche : pression 
acoustique quadratique normalisee - A droite : Localisation de la source (niveau de gris). 
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Source a 750 Hz de frequence centrale, en face de l'ouverture du miroir 
F I G . C.8: Pression acoustique normalisee a la position de la source, extraite de la retropropagation 
numerique par RT, pour une source de 2" de diametre, a 750 Hz de frequence centrale, (a) situee 
en dehors de l'ouverture de I'antenne (b) situee en face de l'ouverture de I'antenne. Ces signaux 
correspondent aux signaux « d'antibruit » utilises dans le processus de PRT numerique. 
La figure C.8 represents le signal temporel obtenu par retournement temporel numerique, a 
la position de la source. Dans les deux cas, le signal temporel est reconstruit efficacement, meme 
si la source est placee en dehors de l'ouverture de I'antenne. Ce resultat signifie que le processus 
d'imagerie par PRT numerique a de grandes chances d'etre efficace dans les deux cas, meme si 
la reconstruction par retournement temporel n'est pas precise autour de la source. En effet, ce 
processus d'imagerie a haute resolution necessite une bonne reconstruction de la pression acous-
tique a la position de la source [24] [67]. 
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Les donnees obtenues par reconstruction numerique par RT sont alors combinees lineairement 
au champ emis par un puits numerique a retournement temporel, qui emet le signal « d'anti-
bruit », a la position des sources determinees par l'etape de reconstruction par TR. Les resultats 
obtenus sont presentes a la figure C.9. Cette figure montre une image en niveau de gris des 
sources acoustiques reconstruites dans la salle anecho'ique (dans le plan vertical x = 35 cm), et 
une representation tridimensionnelle de la pression acoustique quadratique normalised obtenue 
grace a la technique de PRT numerique. Les cercles superposes aux images indiquent la taille 
reelle de la membrane du haut-parleur. Cette experience demontre que les sources acoustiques 
sont bien localisees grace au RT, et que la taille des transducteurs est tres bien reconstruite par 
la technique de PRT numerique. Meme avec un faible nombre de microphones de mesure et pour 
une source placee en dehors de l'ouverture de l'antenne de mesure, l'imagerie obtenue est haute-
ment resolue. Cette technique permet ainsi de realiser de l'imagerie de sources sans avoir besoin 
de scanner l'integralite du milieu. Cette nouvelle methode d'imagerie apparait etre une alter-
native extr^mement efficace a d'autres processus d'imagerie acoustique en champ libre (comme 
la formation de voies et l'holographie acoustique en champ proche), avec un faible nombre de 
transducteurs, et quand le milieu de propagation est connu. Enfin, remarquons que dans ces ex-
periences, Pimagerie obtenue par technique de puits a retournement temporel exhibe des tailles 
legerement plus petites que la taille reelle de la membrane du haut-parleur. Nous pouvons expli-
quer ce resultat par le fait que le PRT reconstruit la distribution de pression des transducteurs 
dans la salle anecho'ique. Cette distribution n'est pas uniforme sur la surface des transducteurs. 
C'est pourquoi l'imagerie par PRT reconstruit cette distribution de pression, et que la taille du 
transducteur est legerement sous-estimee. Malgre tout,les resultats obtenus grace a la methode 
du puits a retournement temporel numerique fournissent une imagerie a haute resolution des 
sources actives en champ libre avec un faible nombre de capteurs, tant que la propagation des 
ondes acoustiques dans le milieu est simulee de maniere precise. 
La figure CIO demontre la possibility d'imager simultanement deux sources difTerentes, qui 
emettent des signaux a contenu spectral different, grace a la methode de PRT numerique. 
Dans cette experience realisee dans la salle anecho'ique, deux transducteurs d'un diametre de 
2" emettent simultanement 1.5 cycles de sinusoi'de, multipliee par une fenetre de Blackman, res-
pectivement a 950 Hz et 1450 Hz. Les deux sources sont separees par une distance de 41 cm. 
Le champ de pression acoustique resultant de leur emission simultanee est mesure par 36 mi-
crophones de reference, sur l'antenne de mesure. La retropropagation numerique par RT et le 
puits a retournement temporel numerique sont alors realises, grace a l'algorithme de simulation 
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(a) Imagerie par PRT numerique d'une source de 2" de diametre, a la frequence centrale de 750 Hz, en dehors de 
l'ouverture de l'antenne de mesure 
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(b) Imagerie par PRT numerique d'une source de 2" de diametre, a la frequence centrale de 750 Hz, en face de 
l'ouverture de l'antenne de mesure 
FlG. C.9: Imagerie par PRT numerique d'une source acoustique de 2" de diametre, a la 
frequence centrale de 750 Hz (a) situee en dehors de l'ouverture de l'antenne (b) situee 
devant l'ouverture de l'antenne. Lea deux sources sont dans un plan (x,y), parallele a 
l'antenne de microphones, a une distance de 35 cm de l'antenne. A gauche : pression 
acoustique quadratique normalisee - A droite : Localisation de la source (niveau de gris). 
La taille reelle de la source est indiquee par un cercle centre sur la position de la source 
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tion numerique par RT, ainsi que l'imagerie des sources, realisee grace a la methode du puits a 
retournement temporel numerique. Les deux figures sont tracees a l'instant du « collapse ». 
Les donnees montrent que la technique de PRT numerique est tres efficace, meme lorsque plu-
sieurs sources emettent des signaux differents simultanement. Sur cette figure, on peut observer 
1450 Hz central frequency source 
950 Hz central frequency source 
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(a) Retropropagation numerique par RT, a l'instant du « collapse » 
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(b) Imagerie par PRT, a l ' instant du « collapse » 
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FlG. CIO: Retropropagation numerique par RT (a) et Imagerie par PRT (b) de deux 
haut-parleurs emettant simultanement 1.5 cycles de sinusoides fenetrees par une fenetre de 
Blackmann, respectivement a 950 Hz et 1450 Hz 
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que les deux sources sont bien imagees et que leur taille est determined avec precision par la 
methode, meme si le contenu frequentiel des deux signaux emis sont differents l'un de 1'autre. Ce 
resultat confirme que la methode de puits a, retournement temporel numerique est une methode 
d'imagerie tres precise et apporte un raffinement efficace au retournement temporel classique 
pour la detection et l'imagerie de sources acoustiques. II est important de remarquer que la taille 
de la tache focale obtenue par retournement temporel depend de la longueur d'onde. Ainsi, la 
localisation des sources est legerement perturbee par la presence d'une source annexe a proximite 
de la source a localiser. En revanche, la methode du puits a retournement temporel recree la 
situation renversee temporellement exacte de l'emission sonore initiale. 
C.5 Conclusions 
Dans cet article, nous avons montr6 que le puits a retournement temporel numerique pou-
vait etre utilise pour imager a haute resolution des sources acoustiques actives, dans le domaine 
audible, en champ libre. Ces resultats generalisent les travaux publies precedemment par les 
auteurs dans [87] pour les ondes de flexion dans une plaque dispersive encastree. Dans le cas 
ici etudie, la methode d'imagerie par puits a retournement temporel numerique a ete appliquee 
au cas de sources acoustiques audibles, dans un milieu tridimensionnel infini. Un modele aux 
differences finies a ete developpe pour simuler la propagation des ondes acoustiques dans un 
milieu tridimensionnel stratifie, puisque c'est un outil indispensable a la methode d'imagerie 
presentee ici. Nous avons presente une experience numerique d'imagerie de sources acoustiques 
sous marine, en tant que preuve du concept. L'imagerie de transducteurs acoustiques reels dans 
le domaine audible a egalement ete realise dans une salle anechoi'que. La methode d'imagerie par 
PRT numerique est une methode efficace, permettant d'acceder a haute resolution a l'imagerie 
de la distribution spatiale de sources dans le domaine audible, ainsi qu'a la position et a la taille 
des sources acoustiques actives, meme si ces sources sont placee en dehors de l'ouverture de 
l'antenne de mesure. Nous avons prouve que la technique de PRT numerique permet d'imager a 
haute resolution des sources actives acoustiques, meme lorsque plusieurs sources emettent simul-
tanement des signaux differents. Le puits a retournement temporel numerique apparait etre une 
bonne alternative a d'autres methodes d'imagerie acoustique, ouvrant ainsi un large panorama 
d'applications dans les domaines de l'acoustique sous-marine, de l'acoustique musicale, ainsi que 
dans le domaine de l'identification de sources acoustiques sur des structures industrielles. 
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