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Abstract
In this paper we consider categorical data that are distributed according to a multinomial, product-
multinomial or Poisson distribution whose expected values follow a log-linear model and we study the
inference problem of hypothesis testing in a log-linear model setting. The family of test statistics considered
is based on the family of φ-divergence measures. The unknown parameters in the log-linear model under
consideration are also estimated using φ-divergence measures: Minimum φ-divergence estimators. A
simulation study is included to find test statistics that offer an attractive alternative to the Pearson chi-square
and likelihood-ratio test statistics.
c© 2008 Elsevier Inc. All rights reserved.
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1. Introduction
Consider a table with k cells, containing counts, n ≡ (n1, . . . , nk)T. In what is to
follow, we assume that n is the result of either Poisson, multinomial, or product-multinomial
sampling. Define m(θ) ≡ (m1(θ), . . . ,mk(θ))T ≡ E[n]. If we denote by logm(θ) the vector
(logm1(θ), . . . , logmk(θ))T, the log-linear model is defined by
logm(θ) = Xθ , (1)
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where X is a known k × t full rank matrix such that t < k and θ ∈ Rt . The range of models is
summarized by
C(X) ≡ {logm(θ) : logm(θ) = Xθ; θ ∈ Rt }. (2)
We can observe that C(X) represents the span of the columns of the matrix X.
For Poisson sampling, the total
∑k
i=1 ni is random; in this case, we define N = E[
∑k
i=1 ni ],
the expected total. If one then conditions on the total, the vector n = (n1, . . . , nk)T becomes
multinomial. In this case, we define N = ∑ki=1 ni and n is multinomial with parameters
(N ;pi1(θ), . . . , pik(θ)), where pii (θ) = mi (θ)/∑kh=1 mh(θ); i = 1, . . . , k.
If the observations come from a product-multinomial sampling scheme, certain of
the margins are fixed. Assume that there are r independent multinomial distributions,
(N j ;pi j1(θ), . . . , pi jk j (θ)); j = 1, . . . , r , where N =
∑r
j=1 N j and
∑r
j=1 k j = k. Without
loss of generality, we can write
m(θ) = (N1pi11(θ), . . . , N1pi1k1(θ), . . . , Nrpir1(θ), . . . , Nrpirkr (θ))T.
If r = 1, the sampling scheme reduces to the simple multinomial. Notice that {1, . . . , k} is
partitioned into r sets,
M j =
{
j−1∑
h=0
kh + 1, . . . ,
j∑
h=0
kh
}
; j = 1, . . . , r,
where k0 = 0.
Let the p × 1 vector of 1’s be defined by, Jp ≡ (1, . . . , 1)T, and the p × 1 vector of 0’s be
defined by, Op ≡ (0, . . . , 0)T. Then we write the k × 1 vector x j as follows:
x j ≡ (OTk1 , . . . , JTk j , . . . ,OTkr )T; j = 1, . . . , r.
By the product-multinomial sampling scheme, we have
nTx j = N j , (3)
where N j is the fixed sample size for the j-th multinomial. Then N = ∑rj=1 N j = ∑ki=1 ni ,
which is also fixed, and
m(θ)Tx j =
k∑
i=1
E [ni ] xi j = N j = nTx j ; j = 1, . . . , r. (4)
For product-multinomial sampling, it will be convenient to combine the vectors x j into a
k × r matrix, say X0 = (x1, . . . , xr ). For multinomial sampling, it is clear that X0 = Jk , and for
Poisson sampling, X0 can be taken as the vector Ok . Then for log-linear models there are two
restrictions on the parameters, namely,
logm(θ) ∈ C(X), (5)
and
nTX0 = m(θ)TX0. (6)
Note that in the case of the Poisson sampling, (6) is not a restriction itself. We are going
to consider an important assumption for the purpose of normalization, if the sampling is
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multinomial or product-multinomial
C(X0) ⊂ C(X), (7)
and if the sampling is Poisson
Jk ∈ C(X), (8)
which is verified in multinomial and product-multinomial sampling as well, as a consequence
of (7). We consider for multinomial sampling, without loss of generality, that the first column
vector of X is Jk .
It can be seen in Christensen [3] that the maximum likelihood estimator θ̂ in the log-linear
model (1), for Poisson sampling, multinomial sampling, and product-multinomial sampling, is
the same and can be obtained maximizing
` (θ ,m(θ)) ≡
k∑
i=1
ni logmi (θ)−
k∑
i=1
mi (θ). (9)
For more details, see formula (5) in Christensen [3] (page 399).
Now we introduce by
Dφ (n,m(θ)) =
k∑
i=1
mi (θ)φ
(
ni
mi (θ)
)
, φ ∈ Φ, (10)
the φ-divergence measure between the expected vectors n and m (θ), where Φ is the class
of all convex and differentiable functions φ : [0,∞) → R ∪ {∞}, such that at x = 1,
φ (1) = φ′ (1) = 0, φ′′ (1) > 0. In (10) we shall assume the conventions 0φ (0/0) ≡ 0 and
0φ (p/0) ≡ p limu→∞ φ (u) /u. For more details about φ-divergence measures see Pardo [15].
The function φ (x) = x log x−x+1 ∈ Φ gives the Kullback–Leibler divergence, DKull(n,m(θ)).
It is immediate that
DKull(n,m(θ)) =
k∑
i=1
ni log ni−
k∑
i=1
ni − `(θ ,m(θ)).
On the basis of this expression maximizing `(θ ,m(θ)) is equivalent to minimizing
DKull(n,m(θ)) and therefore we can define the maximum likelihood estimator, θ̂ , by
θ̂ = arg min
θ∈Θ
DKull(n,m(θ)), (11)
where
Θ = {θ ∈ Rt : nTX0 = m(θ)TX0}. (12)
When multinomial sampling is understood through the Poisson sampling conditioned on the
sample size, it is important to emphasize that the dimension of the parameter space Θ ⊂ Rt is
one unit greater compared with the traditional parameter space case where no constraint is taken
into account (Θ∗ = Rt−1). This extra component of parameter θ is associated with (8), and is
directly obtained from the constraint once the rest of the t − 1 components are determined. The
same idea remains for the r extra components of the parameter in product-multinomial sampling.
For more details, see Lang [12] and references therein.
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In Cressie and Pardo [4] and Cressie et al. [6] there were introduced and studied the minimum
φ-divergence estimator in log-linear models with multinomial sampling as well as a family of
φ-divergence test statistics for testing a nested sequence of log-linear models with multinomial
sampling. The minimum φ-divergence estimator was defined in [4] as a natural extension of the
maximum likelihood estimator and its asymptotic properties were obtained. This estimator was
then used in a φ-divergence goodness-of-fit statistic, which was the basis of two new families
of statistics for solving the problem of testing a nested sequence of log-linear models. In [6],
under the assumption of multinomial sampling, there were collected together the operating
characteristics of the hypothesis test based on both asymptotic (using large-sample theory)
and finite-sample (using a designed simulation study) results. On the other hand, Cressie and
Pardo [5] considered φ-divergence test statistics for Poisson sampling, multinomial sampling,
and product-multinomial sampling, using a maximum likelihood estimator. If we pay attention
to papers [4,5] and [6] an open problem appears: Is it possible to consider φ-divergence test
statistics and minimum φ-divergence estimators, at the same time, for Poisson, multinomial
and product-multinomial sampling? This provides the main purpose of this paper: extending
the results obtained in [4,5] and [6] in the sense of considering, at the same time, the minimum
φ-divergence estimator and φ-divergence test statistics for log-linear models when the sampling
scheme is Poisson, multinomial and product-multinomial.
In Section 2 we introduce the minimum φ-divergence estimator, θ̂
φ
, for the three different
kinds of sampling schemes, as a natural extension of the maximum likelihood estimator, and we
study its asymptotic properties as well as the asymptotic behavior of the estimated log-linear
model m(̂θ
φ
). In Section 3 we introduce the problem of goodness-of-fit. We consider a family
of φ-divergence test statistics which contains as special cases the classical likelihood-ratio test
and Pearson chi-square test. Its asymptotic distribution is obtained under both the null hypothesis
and contiguous alternative hypotheses. On the basis of this family of φ-divergence test statistics
a family of residuals is given and its asymptotic distribution is obtained. This family of residuals
is an extension of the family of residuals considered in Gupta et al. [10] for log-linear models
with multinomial sampling. The family of residuals introduced in this paper is valid for the
three different kinds of sampling schemes, not only for multinomial sampling. The inference
problem that we consider in Section 4 is that of hypothesis testing in a log-linear model setting.
The null hypothesis is a composite hypothesis nested within the alternative. Two new families
of φ-divergence test statistics are introduced and studied. Their asymptotic distributions under
the null as well as under contiguous alternative hypotheses are obtained. Section 5 contains a
simulation study in which members of the class of power divergence statistics are compared and
it is found that some test statistics offer an attractive alternative to the Pearson chi-square test and
likelihood-ratio test statistics in terms of both exact size and power.
2. Minimum φ-divergence estimator
On the basis of (10) we can define a new family of estimators for Poisson, multinomial and
product-multinomial sampling.
Definition 1. For a log-linear model (1) with parameter space (12), the minimum φ-divergence
estimator is given by
θ̂
φ = arg min
θ∈Θ
Dφ(n,m(θ)), (13)
with Dφ(n,m(θ)) defined by (10).
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The formulation (13) is equivalent to the usual definition using φ-divergences between
probabilities instead of nonnegative vectors, and is also valid for the Poisson sampling. This
family of estimators represents a natural extension of the maximum likelihood estimator for
three types of sampling because this can be obtained by choosing φ (x) = x log x − x + 1.
In establishing asymptotic properties, we let N tend to infinity. For product-multinomial
sampling, we assume that, as N → ∞, the probabilities in each cell remain fixed and N j/N ,
j = 1, . . . , r , remain also fixed. For Poisson sampling, recall that N = E[∑ki=1 ni ], and we
assume that the ratio of any pair of expected values remains fixed.
Define the normalized vector m∗ ≡ (m∗1, . . . ,m∗k)T, as follows:
* Poisson sampling: m∗i = mi/N ; i = 1, . . . , k.
* Multinomial sampling: m∗i = pii = mi/N ; i = 1, . . . , k.
* Product-multinomial sampling: m∗ = ((m∗1)T, . . . , (m∗r )T)T = m/N , where m∗j ≡(
pi j1, . . . , pi jk j
)T (N j/N); j = 1, . . . , r .
That is,m∗ is proportional tom, butm∗ has been normalized to be a probability vector. Now, since
logm = logm∗ + (log N )Jk and we have assumed that Jk ∈ C(X), the restriction logm ∈ C(X)
in (5) is equivalent to logm∗ ∈ C(X).
In the following theoremwe present a decomposition for the minimum φ-divergence estimator
independently of the type of sampling.
Theorem 2. Suppose that the data n = (n1, . . . , nk)T are Poisson, multinomial, or product-
multinomial distributed. Choose a function φ ∈ Φ, where Φ is defined in Section 1; we have
θ̂
φ = θ0 +
((
XTDm∗(θ0)X
)−1 −Λ)XT ( n
N
−m∗(θ0)
)
+ o
(∥∥∥ n
N
−m∗(θ0)
∥∥∥) ,
where θ0 ∈ Θ is the true and unknown value of the parameter,
Dm∗(θ0) ≡ diag{m∗1(θ0), . . . ,m∗k(θ0)},
Λ =

OtOTt , Poisson,
e1eT1 , multinomial,(
XTX
)−1
XTX0D−1N∗X
T
0X
(
XTX
)−1
, product-multinomial,
with
DN∗ ≡ diag
{
N1
N
, . . . ,
Nr
N
}
= XT0Dm∗(θ0)X0
and ei ≡ (0, . . . , 1(i , . . . , 0)T.
Proof. We omit the proof because its steps are similar to ones given in Martı´n and Pardo
[13]. 
In the next theorem we obtain the asymptotic distribution of θ̂
φ
as well as of m(̂θ
φ
).
Theorem 3. Suppose that the data n = (n1, . . . , nk)T are Poisson, multinomial, or product-
multinomial distributed. Choose a function φ ∈ Φ, where Φ was defined in Section 1, we have
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(a)
√
N (̂θ
φ − θ0) L−→
N→∞N
(
Ot ,
(
XTDm∗(θ0)X
)−1 −Λ) , (14)
where Λ is defined in Theorem 2, and
(b)
1√
N
(
m(̂θ
φ
)−m(θ0)
) L−→
N→∞N (Ok,W(θ0)−W0) , (15)
where
W(θ0) ≡ Dm∗(θ0)X
(
XTDm∗(θ0)X
)−1
XTDm∗(θ0)
and
W0 ≡

OkOTk , Poisson,
m∗(θ0)m∗(θ0)T, multinomial,
Dm∗(θ0)X0D
−1
N∗X
T
0Dm∗(θ0), product-multinomial.
Proof. Result (a) follows by Theorem 2 and taking into account (see Haberman [11]) that
1√
N
(n−m(θ0)) L−→
N→∞N
(
Ok,Dm∗(θ0) −W0
)
, (16)
where
Dm∗(θ0) −W0 =
r⊕
j=1
N j
N
(
Dpi j (θ0) − pi j (θ0)pi j (θ0)T
)
with pi j (θ0) = (pi j1(θ0), . . . , pi jk j (θ0))T, when sampling is product-multinomial. By
⊕r
j=1 A j
we are denoting the direct sum of the matrices A1, . . . ,Ar , i.e.,
⊕r
j=1 A j = diag{A1, . . . ,Ar }.
Part (b) follows by (a) and applying the delta method. Sections 14.1.2 and 14.1.3 in Agresti [2]
present a detailed study of the delta method. 
3. Residuals and goodness-of-fit test statistics
The classical Pearson chi-square test statistic for goodness-of-fit in the log-linear model is
given by
X2(̂θ) =
k∑
i=1
(ni − mi (̂θ))2
mi (̂θ)
, (17)
where θ̂ is the maximum likelihood estimator of θ , and the likelihood-ratio test statistic by
G2(̂θ) = 2
k∑
i=1
(
ni log
ni
mi (̂θ)
− (ni − mi (̂θ))
)
. (18)
The two classical test statistics can be extended using the minimum φ-divergence estimator
instead of the maximum likelihood estimator. These test statistics are particular cases of the
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family of φ-divergence test statistics,
T φ1,φ2 = 2
φ′′1 (1)
Dφ1(n,m(̂θ
φ2
)) (19)
because for φ1(x) = 12 (x − 1)2 we get X2(̂θ
φ2
) and for φ1(x) = x log x− x+1 we get G2(̂θφ2).
If we replace the maximum likelihood estimator by the minimum φ-divergence estimator θ̂
φ2 , in
other words φ2 (x) = x log x − x + 1, we obtain the classical Pearson chi-square, X2(̂θ), and the
likelihood-ratio test statistic, G2(̂θ).
In the following theorem we establish that the asymptotic distribution of the family of φ-
divergence test statistics, T φ1,φ2 , is a chi-square with k− t degrees of freedom (χ2k−t ). Therefore,
we do not accept (5) if T φ1,φ2 > c, where c is specified so that the size of the test is α,
Pr (Q > c | HNull) = α, i.e. Pr
(
χ2k−t ≤ c
) = 1 − α where c ≡ χ2k−t (1 − α) is the (1 − α)-
th quantile of a χ2k−t distribution.
Theorem 4. Suppose that the data n = (n1, . . . , nk)T are Poisson, multinomial, or product-
multinomial distributed. Choose the function φ1, φ2 ∈ Φ, where Φ is defined in Section 1. Then,
for testing
HNull : logm ∈ C(X) against HAlt : logm 6∈ C(X), (20)
the asymptotic null distribution of the test statistic T φ1,φ2 , given in (19), is chi-squared with k− t
degrees of freedom.
Proof. We consider the function f (x, y) = xφ1 (y/x). A second-order Taylor’s expansion of
f ( niN ,m
∗
i (̂θ
φ2
)) about (m∗i (θ0),m∗i (θ0)) gives
f
(ni
N
,m∗i (̂θ
φ2
)
)
= φ
′′
1 (1)
2
(
ni
N − m∗i (̂θ
φ2
)
)2
m∗i (θ0)
+ oP (N−1); i = 1, . . . , k.
Taking into account
T φ1,φ2 = 2N
φ′′1 (1)
k∑
i=1
f
(ni
N
,m∗i (̂θ
φ2
)
)
=
k∑
i=1
Z2i + oP (1) ,
where
Zi = ni − mi (̂θ
φ2
)√
mi (θ0)
; i = 1, . . . , k,
we obtain the following vectorial expression:
T φ1,φ2 = ZT Z+ oP (1),
with
Z = D−
1
2
m(θ0)
(n−m(̂θφ2)).
The random vector Z is asymptotically normally distributed with mean vector zero and
variance–covariance matrix T∗ = Ik×k − A(θ0), with
A(θ0) = D
1
2
m∗(θ0)X(X
TDm∗(θ0)X)
−1XTD
1
2
m∗(θ0). (21)
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Then, the asymptotic distribution of the φ-divergence test statistic T φ1,φ2 will be a chi-square
iff the matrix T∗ is idempotent and symmetric. It is clear that T∗ is symmetric, and to establish
that
(T∗)2 = Ik×k − A(θ0)
it will be enough to see that A(θ0) is an idempotent matrix.
The degrees of freedom of the chi-squared distributed statistic T φ1,φ2 coincide with the trace
of the matrix T∗, i.e. k − t . 
For hypothesis test (20) referred to previously it would be interesting to know the asymptotic
distribution of (19) for the case where HNull is not true. Consider the vector of means
m(N ) ≡ m(θ0)+
√
Nd, logm(θ0) ∈ C (X) and θ0 unknown, (22)
where d ≡ (d1, . . . , dk)T is a fixed k × 1 vector such that ∑ki=1 di = 0 for Poisson and
multinomial sampling, and
∑Mh
i=Mh−1 di = 0, h = 1, . . . , r , for product-multinomial sampling.
It can be seen that N = ∑ki=1 mi (θ0) = ∑ki=1 mi (N ) for the three kinds of sampling and
Nh = ∑Mhi=Mh−1 mi (θ0) = ∑Mhi=Mh−1 mi (N ), h = 1, . . . , r , for product-multinomial sampling.
As N →∞, the sequence of normalized vectors of means {m(N )N }N∈N converges to a normalized
vector of means m∗(θ0) in HNull at a rate O
(
N−1/2
)
. We call
HAlt,N : m(N ) ≡ m(θ0)+
√
Nd, logm(θ0) ∈ C (X) and θ0 unknown, (23)
a sequence of contiguous alternative hypotheses, here contiguous to the null hypothesis. Now
consider testing HNull against HAlt,N ; the power of the test statistic T φ1,φ2 is
piN ≡ Pr
(
T φ1,φ2 > c
∣∣ HAlt,N ) .
In what is to follow, we show that under the contiguous alternative hypothesis HAlt,N , and as
N → ∞, T φ1,φ2 converges in distribution to a noncentral chi-squared random variable with
noncentrality parameter µ, whereµ is given in Theorem 5, and k−t degrees of freedom (χ2k−t,µ),
i.e.
piN → Pr
(
χ2k−t,µ > c
)
. (24)
Theorem 5. Suppose that data n = (n1, . . . , nk)T are Poisson, multinomial, or product-
multinomial distributed. Under the alternative hypothesis, the statistic T φ1,φ2 is chi-square with
k − t degrees of freedom and noncentrality parameter
µ = dT
(
D−1m∗(θ0) − X(XTDm∗(θ0)X)−1XT
)
d.
Proof. A second-order Taylor’s expansion gives
T φ1,φ2 = Z˜TZ˜+ oP (1), (25)
where
Z˜ = T∗D−
1
2
m(θ0)
(n−m(θ0)) L−→
N→∞N (µ,Σ ),
1598 N. Martı´n, L. Pardo / Journal of Multivariate Analysis 99 (2008) 1590–1609
with
µ = T∗D−
1
2
m∗(θ0)d and Σ = T∗.
The matrix Σ is idempotent and symmetric and its trace is k − t .
The following lemma: “Suppose that Z˜ is N (µ,Σ ). If Σ is idempotent and Σµ=µ, the
distribution of Z˜TZ˜ is noncentral chi-square with degrees of freedom equal to rank of the matrix
Σ and noncentrality parameter µ = µTµ”, appears in Ferguson [9] (page 63). The resultΣµ=µ
follows because T∗ is an idempotent matrix,
Σµ = T∗T∗D−
1
2
m∗(θ0)d = T∗D
− 12
m∗(θ0)d = µ.
Now we are going to get the noncentrality parameter,
µTµ = dT
(
D
− 12
m∗(θ0)IkD
− 12
m∗(θ0) − D
− 12
m∗(θ0)A(θ0)D
− 12
m∗(θ0)
)
d = µ.
Now the result follows. 
Remark 6. Theorem 5 can be used to obtain an approximation to the power function of
T φ1,φ2 for testing (20), as follows. Write, m(̂θ
φ2
) = n + √N ( 1√
N
(m(̂θ
φ2
) − n)) and define
m̂(N ) ≡ m(̂θφ2) + √N d˜, where d˜ = 1√
N
(m(̂θ
φ2
) − n). Then substitute d˜ in place of d in the
definition of µ, and finally µ into the right side of (24).
Goodness-of-fit statistics provide only broad summaries of how models fit data. The pattern of
lack of fit is revealed in cell-by-cell comparisons of observed and fitted cell counts. One can study
the quality of fit in a more precise way. The residuals can show why a model fits poorly, perhaps
suggesting an alternative model, or highlight cells that display lack of fit in a model whose fit
is generally good. The standardized and deviance residuals based on X2(̂θ
φ2
) and G2(̂θ
φ2
) are
given respectively by
r Si (̂θ
φ2
) = ni − mi (̂θ
φ2
)
mi (̂θ
φ2
)
1
2
(26)
and
rDi (̂θ
φ2
) = sign(ni − mi (̂θφ2))
√
2
(
ni log
ni
mi (̂θ
φ2
)
− (ni − mi (̂θφ2))
)1/2
. (27)
The expressions for the residuals given in (26) and (27) are an extension of classical residuals
that we can obtain by replacing the maximum likelihood estimator by the minimum φ-divergence
estimator θ̂
φ2 . Then it is intuitively clear that we can define a family of residuals based on the
expression of T φ1,φ2 in the following way.
Definition 7. Suppose that the data n = (n1, . . . , nk)T are Poisson, multinomial, or product-
multinomial distributed. Choose the function φ1, φ2 ∈ Φ, where Φ is defined in Section 1. We
shall define φ1-residuals based on the minimum φ2-divergence estimator as
r˜φ1i (̂θ
φ2
) = sign(ni − mi (̂θφ2))
(
2
φ′′1 (1)
mi (̂θ
φ2
)φ1
(
ni
mi (̂θ
φ2
)
))1/2
; i = 1, . . . , k.
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Note that the sum of the squares of φ1-residuals based on the minimum φ2-divergence
estimator is precisely T φ1,φ2 . For φ1(x) = 12 (x − 1)2 and φ1(x) = x log x − x + 1 we
get r Si (̂θ
φ2
) and rDi (̂θ
φ2
) respectively as particular cases of r˜φ1i (̂θ
φ2
), and if we replace the
maximum likelihood estimator by the minimum φ-divergence estimator θ̂
φ2 , in other words if
φ2 (x) = x log x − x + 1, then we obtain the classical standardized and deviance residuals.
In the following theorem we shall obtain the asymptotic distribution of r˜φ1i (̂θ
φ2
).
Theorem 8. Suppose that the data n = (n1, . . . , nk)T are Poisson, multinomial, or product-
multinomial distributed. Choose the function φ1, φ2 ∈ Φ, where Φ is defined in Section 1. The
asymptotic distribution of φ1-residuals based on the minimum φ2-divergence estimator, r˜
φ1
i (̂θ
φ2
),
i = 1, . . . , k, is normal with mean zero and variance (1 − ai i (θ0)), where ai i (θ0) is the i-th
diagonal element of the square matrix A(θ0) defined in (21).
Proof. Since
r˜φ1i (̂θ
φ2
) = Zi + oP (1); i = 1, . . . , k,
by Slutsky’s Theorem, r˜φ1i (̂θ
φ2
) behaves asymptotically like Zi . 
The standardized residuals (26) are also known as adjusted residuals. The term “adjusted”was
introduced to distinguish these from the Pearson residuals r Si (̂θ
φ2
)/(1 − ai i (̂θφ2)) 12 because
Pearson’s residuals are often referred as standardized residuals. On the basis of Theorem 8 we
can define the standardized φ1-residuals based on the minimum φ2-divergence estimator in the
following way:
Definition 9. Suppose that the data n = (n1, . . . , nk)T are Poisson, multinomial, or product-
multinomial distributed. Choose the function φ1, φ2 ∈ Φ, where Φ is defined in Section 1. We
shall define standardized φ1-residuals based on the minimum φ2-divergence estimator as
r̂φ1i (̂θ
φ2
) = r˜
φ1
i (̂θ
φ2
)√
1− ai i (̂θφ2)
; i = 1, . . . , k,
where the r˜φ1i (̂θ
φ2
) were given in Definition 7.
Remark 10. In the particular case where we consider multinomial sampling we get
ai i (̂θ
φ2
) = eTi D
1
2
m∗ (̂θφ2 )
X(XTD
m∗ (̂θφ2 )X)
−1XTD
1
2
m∗ (̂θφ2 )
ei ; i = 1, . . . , k,
i.e., we get the standardized φ1-residuals based on the minimum φ2-divergence estimator
obtained in Gupta et al. [10]. Therefore Definition 9 is an extension of the definition given in
Gupta et al. [10] in the sense that it is valid not only for multinomial sampling but also for the
three different kinds of sampling schemes simultaneously.
4. φ-divergence test statistics and nested hypotheses
In this section we are going to consider nested sequences of hierarchical log-linear models
C(Xl) ⊂ C(Xl−1) ⊂ · · · ⊂ C(X1), (28)
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for each scheme of sampling, Poisson, multinomial, and product-multinomial. Then as in (5)–(8)
we have an assumption for multinomial or product-multinomial sampling
C(X0) ⊂ C(Xl),
and another one for Poisson sampling
Jk ∈ C(Xl).
Defining th = rank (Xh), notice that th+1 < th , h = 1, . . . , l − 1, rank (X0) = r < tl if the
sampling is multinomial or product-multinomial, and tl > 1 if the sampling is Poisson.
Taking a sequence of nested hypotheses
Hh : logm(θ0) ∈ C(Xh); h = 1, . . . , l, (29)
our goal is to present φ-divergence test statistics to test successively
HNull : Hh+1against HAlt : Hh − Hh+1; h = 1, . . . , l − 1, (30)
where we continue to test as long as the null hypothesis is accepted and we infer an integer m,
such that 1 ≤ m ≤ l, to be the first value h for which Hh+1 is rejected as null hypothesis.
For testing (30) the classical likelihood-ratio test is given by
G2(̂θh+1 |̂θh) = 2
k∑
i=1
(
mi (̂θh) log
mi (̂θh)
mi (̂θh+1)
− mi (̂θh)+ mi (̂θh+1)
)
= 2 (DKull(n,m(̂θh+1))− DKull(n,m(̂θh))) , (31)
where θ̂h+1 and θ̂h are the maximum likelihood estimators of θ under HNull and HAlt
respectively. It is easy to prove (see page 322 in Christensen [3]) that
G2(̂θh+1 |̂θh) = 2DKull(m(̂θh),m(̂θh+1)). (32)
On the basis of (31) and (32) we have introduced in this paper two families of φ-divergence test
statistics for testing (30). These two families are given by
Sφ1,φ2h =
2
φ′′1 (1)
(
Dφ1(n,m(̂θ
φ2
h+1))− Dφ1(n,m(̂θφ2h ))
)
(33)
and
T φ1,φ2h =
2
φ′′1 (1)
Dφ1
(
m(̂θ
φ2
h ),m(̂θ
φ2
h+1)
)
, (34)
where θ̂
φ2
h and θ̂
φ2
h+1 are defined by (13). For each test statistic Qh ∈ {T φ1,φ2h , Sφ1,φ2h }, we
reject HNull in (30) if Qh > ch , where ch is specified so that the size of the test is α,
Pr (Qh > ch | Hh+1) = α. The special case of φ1(x) = 12 (x − 1)2 and φ2 (x) = x log x − x + 1
yields in Sφ1,φ2h a statistic based on the difference of Pearson chi-square statistics with maximum
likelihood estimation used to obtain the expected frequencies (e.g., Agresti [1] (page 197)),
namely
k∑
i=1
(ni − mi (̂θh))2
mi (̂θh)
−
k∑
i=1
(ni − mi (̂θh+1))2
mi (̂θh+1)
.
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However, the nonnegativity of Sφ1,φ2h does not hold when φ1 6= φ2. Thus, for the case above,
considered by Agresti [1], the difference of the Pearson chi-square statistics is not necessarily
nonnegative.
In the following we shall consider φ1 = φ2 = φ and we denote the family of test statistics
Sφ1,φ2h by S
φ
h . Now it is clear that for all h, S
φ
h ≥ 0, because
Dφ(n,m(̂θ
φ
h+1)) ≥ Dφ(n,m(̂θφh )).
Notice that when φ1 (x) = φ2 (x) = x log x − x + 1, we obtain the usual likelihood-
ratio test from both Sφ1,φ2h and T
φ1,φ2
h test statistics, and that when φ1(x) = 12 (x − 1)2 and
φ2 (x) = x log x − x + 1 we obtain the Pearson test statistic from T φ1,φ2h . Therefore the family
T φ1,φ2h contains as a particular case the classical likelihood-ratio test as well as the Pearson test
statistic while the Sφh only contains the classical likelihood-ratio test. This interesting fact has
motivated to us to develop the simulation study using the family T φ1,φ2h .
In the next theorem we establish that under HNull : Hh+1, the test statistics T φ1,φ2h and
Sφ1,φ2h converge in distribution to a chi-square with th − th+1 degrees of freedom (χ2th−th+1 );
h = 1, . . . , l − 1. Thus, ch could be chosen as ch ≡ χ2th−th+1 (1− α).
Theorem 11. Suppose that data n = (n1, . . . , nk)T are Poisson, multinomial, or product-
multinomial distributed. Consider the nested sequence of hypotheses given in (28). Choose
functions φ1 and φ2 ∈ Φ. Then for testing (30), the asymptotic null distribution of the φ-
divergence test statistics T φ1,φ2h and S
φ1,φ2
h , given in (34) and (33), is a chi-square with th − th+1
degrees of freedom.
Proof. A Taylor’s expansion similar to the one given in Theorem 4 yields
T φ1,φ2h = ZThZh +oP (1), (35)
where
Zh = D−
1
2
m(θ0)
(m(̂θ
φ2
h )−m(̂θφ2h+1))
is distributed asymptotically as a normal distribution with mean vector zero and
variance–covariance matrix T∗h = Ah(θ0)− Ah+1(θ0) with
Ah(θ0) = D
1
2
m∗(θ0)Xh(X
T
hDm∗(θ0)Xh)
−1XThD
1
2
m∗(θ0). (36)
Then, the asymptotic distribution of the φ-divergence test statistic T φ1,φ2h will be a chi-square
because the matrix T∗h is idempotent and symmetric. The degrees of freedom of the chi-squared
distributed statistic T φ1,φ2h coincide with the trace of the matrix T
∗
h , i.e. th − th+1. Similar
arguments give the asymptotic distribution of Sφ1,φ2h . 
To test the nested sequence of hypotheses {Hh : h = 1, . . . , l} referred to previously, we need
an asymptotic independence result for the sequence of test statistics T φ1,φ21 , T
φ1,φ2
2 , . . . , T
φ1,φ2
m
(or Sφ1,φ21 , S
φ1,φ2
2 , . . . , S
φ1,φ2
m ), where m is the integer 1 ≤ m ≤ l for which Hm is true but Hm+1
is not true. This result is given in the theorem below.
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Theorem 12. Suppose that data n = (n1, . . . , nk)T are Poisson, multinomial, or product-
multinomial distributed. We first test HNull : Hh against HAlt : Hh−1, and then HNull : Hh+1
against HAlt : Hh . Then, under the hypothesis Hh+1, the statistics T φ1,φ2h−1 and T φ1,φ2h (Sφ1,φ2h−1 and
Sφ1,φ2h ) are asymptotically independent.
Proof. A second-order Taylor’s expansion gives
T φ1,φ2s = Z˜Ts Z˜s + oP (1); s = h − 1, h (37)
where
Z˜s = T∗sD−
1
2
m(θ0)
(n−m(θ0)).
By Theorem 4 in Searle [16] the quadratic forms
T φ1,φ2s =
1√
N
(n−m(θ0))TD−
1
2
m∗(θ0)T
∗
sD
− 12
m∗(θ0)
1√
N
(n−m(θ0)); s = h − 1, h
are asymptotically independent if
D
− 12
m∗(θ0)T
∗
hD
− 12
m∗(θ0)(Dm∗(θ0) −W0)D
− 12
m∗(θ0)T
∗
h−1D
− 12
m∗(θ0) = OkOTk . (38)
We have to take into account an important property; if C(Xv) ⊂ C(Xw) then
Av(θ0)Aw(θ0) = Av(θ0). (39)
Due to (39), we have
T∗hT∗h−1 = Ah(θ0)Ah−1(θ0)+ A2h(θ0)− A2h−1(θ0)− Ah+1(θ0)Ah(θ0) = OkOTk ,
and the first term of (38) is zero; then for Poisson sampling, as W0 is zero, (38) holds. For
product-multinomial sampling we need to prove that the second term of (38) is zero, i.e.
D
− 12
m∗(θ0)T
∗
hA0(θ0)T
∗
h−1D
− 12
m∗(θ0) = OkOTk , (40)
where
A0(θ0) = D−
1
2
m∗(θ0)W0D
− 12
m∗(θ0) = D
1
2
m∗(θ0)X0(X
T
0Dm∗(θ0)X0)
−1XT0D
1
2
m∗(θ0).
We know, as was assumed for the model, that C(X0) ⊂ C(Xh−1); therefore by (39) we get
A0(θ0)T∗h−1 = A0(θ0)− A0(θ0) = OkOTk ,
and (40) holds for multinomial and product-multinomial sampling. In a similar way one can
obtain the result for Sφ1,φ2h . 
In general, theoretical results for the test statistic T φ1,φ2h (or S
φ1,φ2
h ) under alternative
hypotheses are not easy to obtain. An exception to this is when there is a contiguous sequence of
alternatives as we show in the sequel in this section.
Consider the vector of means (22). Now we take dh+1 instead of d. As N →∞, the sequence
{m(N )N }N∈N converges to a normalized vector of meansm∗(θ0) in Hh+1 at the rate of O
(
N−1/2
)
.
We call
Hh+1,N : m(N ) ≡ m(θ0)+
√
Ndh+1, logm(θ0) ∈ C(Xh+1) and θ0 unknown, (41)
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a sequence of contiguous alternative hypotheses, here contiguous to the null hypothesis Hh+1.
Now consider testing HNull : Hh+1 against HAlt : Hh+1,N , using the test statistic Qh ∈
{T φ1,φ2h , Sφ1,φ2h }. In what is to follow, we show that under the alternative Hh+1,N , and as N →∞,
Qh converges in distribution to a noncentral chi-squared random variable with noncentrality
parameter µ, where µ is given in Theorem 13, and th − th+1 degrees of freedom (χ2th−th+1,µ).
Consequently, under Hh+1,N as N →∞,
pi
(h)
N → Pr
(
χ2th−th+1,µ > ch
)
. (42)
Theorem 13. Suppose that n = (n1, . . . , nk)T are Poisson, multinomial, or product-multinomial
distributed. The asymptotic distribution of the statistics T φ1,φ2h and S
φ1,φ2
h , under the contiguous
alternative hypotheses (41), is chi-square with th − th+1 degrees of freedom and noncentrality
parameter
µ = dTh
(
Xh(XThDm∗(θ0)Xh)
−1XTh − Xh+1(XTh+1Dm∗(θ0)Xh+1)−1XTh+1
)
dh .
Proof. By (37), we have T φ1,φ2h = Z˜Th Z˜h + oP (1), where
Z˜h = T∗hD−
1
2
m(θ0)
(n−m(θ0)) L−→
N→∞N
(
µh,Σ h
)
,
with
µh = T∗hD−
1
2
m∗(θ0)d and Σ h = T∗h .
The result holds following the same steps as in the proof of Theorem 5. In a similar way one can
obtain the result for Sφ1,φ2h . 
Remark 14. Theorem 13 can be used to obtain an approximation to the power function of T φ1,φ2h
for testing (30), as follows. Write,m(̂θ
φ2
h ) = m(̂θφ2h+1)+
√
N ( 1√
N
(m(̂θ
φ2
h )−m(̂θφ2h+1))) and define
m̂(N ) ≡ m(̂θφ2h+1) +
√
N d˜h , where d˜h = 1√N (m(̂θ
φ2
h ) − m(̂θφ2h+1)). Then substitute d˜h in place
of dh in the definition of µ, and finally µ into the right side of (42).
5. Simulation study
In this section we are going to present a simulation study designed to analyze the behavior of
the new family of estimators, θ̂
φ
, as well as the new family of test statistics, T φ1,φ2 , introduced
and studied in this paper. In this simulation study we pay special attention to the family of
power divergence measures introduced by Cressie and Read [7]. This family of divergences is a
particular case of (10) if we consider the family of functions
φλ(x) =

xλ+1 − x − λ (x − 1)
λ (λ+ 1) , λ 6= 0,−1,
x log x − x + 1, λ = 0,
log x + x − 1, λ = −1.
(43)
The power divergence measure associated with λ = 0 is the Kullback–Leibler divergence. If we
apply (43) in (13) we get the family of minimum power divergence estimators, θ̂
φλ , and if we
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apply (43) in (19) we obtain the following power divergence test statistics based on 2 × 2 × 2
contingency tables whose expression is given by
Tφλ1 (̂θ
φλ2 ) =

2
2∑
i=1
2∑
j=1
2∑
h=1
n
λ1+1
i jh
m
λ1
i jh (̂θ
φλ2 )
− n + λ1(N̂φλ2 − n)
λ1(λ1 + 1) , λ1 6= 0,−1,
2
(
2∑
i=1
2∑
j=1
2∑
h=1
ni jh log
ni jh
mi jh (̂θ
φλ2 )
− n + N̂φλ2
)
, λ1 = 0,
2∑
i=1
2∑
j=1
2∑
h=1
(ni jh − mi jh (̂θφλ2 ))2
mi jh (̂θ
φλ2 )
, λ1 = −1,
(44)
with N̂φλ2 =∑2i=1∑2j=1∑2h=1 mi jh (̂θφλ2 ) and n =∑2i=1∑2j=1∑2h=1 ni jh . It is interesting to
observe that θ̂
φ0 ≡ θ̂ corresponds to the maximum likelihood estimator, θ̂φ1 to the minimum chi-
square estimator, θ̂
φ2/3 to the Cressie–Read estimator and θ̂
φ−1/2 to the Freeman–Tukey estimator.
In relation to (44), when λ1 = 0, N̂φ0 = n holds, and therefore we get the likelihood-ratio test for
λ1 = λ2 = 0 and the Pearson’s chi-square test statistic for λ1 = 1 and λ2 = 0. The expressions
for these test statistics were given in (17) and (18), respectively.
We shall consider Poisson sampling and the following theoretical models:
logmi jk(θ) = u + θ1(i) + θ2( j) + θ3(k) + θ12(i j), i, j, k = 1, 2, (45)
where
∑2
i=1 θ1(i) =
∑2
j=1 θ2( j) =
∑2
k=1 θ3(k) = 0,
∑2
j=1 θ12(i j) = 0, i = 1, 2, and∑2
i=1 θ12(i j) = 0, j = 1, 2. In particular, we have taken model (45) with θ1(1) = 0.000206,
θ2(1) = 0.6702, θ3(1) = 1.1508, θ12(11) = −0.0544, and the u parameter is implicitly fixed from
the different values of the expected total N = 100, 200, 300, 400.
In order to compare the different estimators, we use the mean squared error criterion and
we simulate R = 50, 000 samples from the theoretical model considered previously. We
compute the estimator of θ = (u, θ1(1), θ2(1), θ3(1), θ12(11))T ≡ (θ1, θ2, θ3, θ4, θ5)T, `θ̂φλ2 =
(`θ̂
φλ2
1 ,
`θ̂
φλ2
2 ,
`θ̂
φλ2
3 ,
`θ̂
φλ2
4 ,
`θ̂
φλ2
5 )
T, ` = 1, 2, . . . , R, for λ2 = − 12 , 0, 23 , 1, 2, and we compare
different samples with the true parameter θh , h = 1, . . . , 5, using the mean squared error
MSE
φλ2
θh
= 1
R
R∑
`=1
(`θ̂
φλ2
h −θh)2, h = 1, . . . , 5.
The joint mean squared error associated with the true parameter θ is given by
MSE
φλ2
θ =
1
5
5∑
h=1
MSEλ2θh .
In Table 1 we list the MSE
φλ2
θ for λ2 = − 12 , 0, 23 , 1, 2. In Table 2 we present the joint mean
square errors, MSE
φλ2
m(θ), for λ2 = − 12 , 0, 23 , 1, 2 and N = 100, 200, 300, 400.
We can observe in Table 2 that the estimators associated with λ = 23 (the Cressie–Read
estimator) and λ = 1 (the minimum chi-squared estimator) have better behaviors than the
maximum likelihood estimators for the expected total values under consideration. In Table 1
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Table 1
Joint mean squared error, MSE
φλ2
θ
N λ2
−0.5 0 2/3 1 2
100 0.07945 0.04388 0.05448 0.05088 0.04338
200 0.01521 0.01233 0.01153 0.01151 0.01208
300 0.00900 0.00792 0.00759 0.00759 0.00793
400 0.00641 0.00588 0.00568 0.00569 0.00591
Table 2
Joint mean squared error, MSE
φλ2
m(θ)
N λ2
−0.5 0 2/3 1 2
100 11.41 11.10 11.05 11.08 11.25
200 22.70 22.31 22.24 22.28 22.54
300 33.69 33.32 33.25 33.30 33.60
400 44.85 44.51 44.45 44.50 44.83
the behaviors of the maximum likelihood estimator (λ = 0) and the minimum power divergence
estimators associated with λ = 23 and λ = 1 are quite similar because they depend on the
expected total values.
To study the behavior of the power divergence test statistics we are going to consider the
following testing problem:
HNull : the model is (45) against HAlt : the model is not (45). (46)
The essence of our simulation study is to obtain the exact probabilities
α
φλ1 ,φλ2
N = Pr
(
T φλ1 ,φλ2 > χ23 (1− α) | HNull
)
and
β
φλ1 ,φλ2
N = Pr
(
T φλ1 ,φλ2 > χ23 (1− α) | HAlt
)
.
In fact, α
φλ1 ,φλ2
N and β
φλ1 ,φλ2
N are estimated using R = 50,000 simulations. In Table 3 we present
the simulated exact sizes α̂
φλ1 ,φλ2
N .
First of all, we study the closeness of the exact size to the nominal size α = 0.05. Following
Dale [8], we consider the inequality∣∣∣logit(1− α̂φλ1 ,φλ2N )− logit(1− α)∣∣∣ ≤ , (47)
where logit(p) ≡ log(p/(1 − p)). The two probabilities are considered to be “close” if they
satisfy (47) with  = 0.35 and “fairly close” if they satisfy (47) with  = 0.7. Note that for
α = 0.05,  = 0.35 corresponds to α̂φλ1 ,φλ2N ∈ [0.0357, 0.0695] and  = 0.7 corresponds
to α̂
φλ1 ,φλ2
N ∈ [0.0254, 0.0357) ∪ (0.0695, 0.0954]. Those exact sizes which are taken as
1606 N. Martı´n, L. Pardo / Journal of Multivariate Analysis 99 (2008) 1590–1609
Table 3
Study for the size of the test statistics given in (44)
λ1 N = 100 N = 200
λ2 = 0 λ2 = 2/3 λ2 = 1 λ2 = 0 λ2 = 2/3 λ2 = 1
−0.7 0.337 0.397 0.421 0.279 0.296 0.304
−0.5 0.156 0.202 0.224 0.179 0.204 0.218
0 0.053 0.064 0.074 0.062 0.070 0.078
2/3 0.042 0.030 0.031 0.045 0.038 0.039
1 0.049 0.026 0.024 0.048 0.034 0.033
2 0.090 0.034 0.021 0.070 0.040 0.031
3 0.151 0.063 0.037 0.111 0.060 0.044
N = 300 N = 400
λ2 = 0 λ2 = 2/3 λ2 = 1 λ2 = 0 λ2 = 2/3 λ2 = 1
−0.7 0.149 0.159 0.166 0.094 0.105 0.112
−0.5 0.136 0.147 0.153 0.090 0.099 0.105
0 0.067 0.071 0.077 0.066 0.070 0.075
2/3 0.046 0.042 0.043 0.049 0.044 0.045
1 0.047 0.038 0.037 0.049 0.041 0.040
2 0.064 0.042 0.036 0.062 0.044 0.038
3 0.093 0.058 0.047 0.087 0.059 0.049
Table 4
Values of the parameters for different (48) alternative hypotheses
Models θ1(1) θ2(1) θ3(1) θ12(11) θ13(11)
Model A1 0.0821 0.6702 1.1558 −0.0544 −0.1
Model B1 −0.0819 0.6702 1.1621 −0.0544 0.1
Model A2 0.2492 0.6702 1.2132 −0.0544 −0.3
Model B2 −0.2505 0.6702 1.2311 −0.0544 0.3
Model A3 0.4253 0.6702 1.3255 −0.0544 −0.5
Model B3 −0.4284 0.6702 1.3523 −0.0544 0.5
Model A4 0.6108 0.6702 1.4773 −0.0544 −0.7
Model B4 −0.6155 0.6702 1.5098 −0.0544 0.7
“close” according to the Dale’s criterion have been marked in bold in Table 3, and the “fairly
close” exact sizes in italics.
In relation to the powers, we have considered the following alternative hypotheses. By adding
a sixth θ13(ik) 6= 0 parameter with∑2k=1 θ13(ik) = 0, i = 1, 2, and∑2i=1 θ12(ik) = 0, k = 1, 2,
and the constraints of (45), we have
logmi jk(θ) = u + θ1(i) + θ2( j) + θ3(k) + θ12(i j) + θ13(ik), i, j, k = 1, 2, (48)
which are as close to HNull as we want, as θ13(11) decreases to zero. In Table 4 selected parameters
for the (48) model are shown. Models with the same subindex are expected to have similar values
of αN and βN for a fixed N ; in fact they have an equidistant θ13(11) value with respect to zero.
On the other hand, 1, 2, 3, 4 subindexes are related to the absolute values of θ13(11), i.e. 0.1, 0.3,
0.5, 0.7 respectively, A being the model whose value of θ13(11) is negative and B the one whose
value is positive.
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Fig. 1. (β
φ1,φλ2
N ,A2
, β
φ1,φλ2
N ,A1
, α
φ1,φλ2
N , β
φ1,φλ2
N ,B1
, β
φ1,φλ2
N ,B2
) case with N = 200, λ2 = 0.
In Fig. 1, on the ordinate axis we present, with the left points, the exact powers of Models A2,
A1, with the middle point, the exact size of model (45) and, with the right points, the exact powers
of Models B1, B2 for N = 200 expected total value and the maximum likelihood estimator
λ2 = 0. On the abscissa axis we have the value of θ13(11) for each model and in the case of the
null hypothesis, θ13(11) = 0. The different types of lines are related to the different statistics:
–•–, λ1 = −0.5; –◦–, λ1 = 0; –+–, λ1 = 2/3; ––, λ1 = 1; ––, λ1 = 2. Observe that the
behaviors of the powers for power divergence test statistics based on λ1 = 23 and 1 are quite
similar. If we consider λ2 = 23 or λ2 = 1 we get similar results and although we do not show
the figures for other N values, as expected the lines become closer for N = 300, 400 and more
separated for N = 100.
An overall measure of performance may help us to obtain a better interpretation of graphical
results presented in the previous figures. For this purpose the size corrected average gradient is
defined as
gλ1,λ2N =
1
α̂
φλ1 ,φλ2
N
√√√√√1
8
∑
k∈{Ai ,Bi }4i=1
 β̂φλ1 ,φλ2N (k)− α̂φλ1 ,φλ2N
θ13(11)(k)
2,
which measures the normalized mean rate of power gain, with respect to the null hypothesis
H0, along the considered alternatives (for more details, see Molina and Morales [14] and
references therein). Obviously, the proposed criterion is to select the test statistics T
φλ1 ,φλ2
N with
g
λ∗1,λ∗2
N = argmaxλ1,λ2 gλ1,λ2N . The results for λ1 = −0.5, 0, 2/3, 1 and 2 and λ2 = 0, 2/3 and 1
as well as for N = 100, 200, 300 and 400 are listed in Table 5.
If we consider λ2 = 0, i.e. the maximum likelihood estimator, we can observe that, except for
N = 400, the test statistic associated with λ1 = 23 has the best behavior. For λ2 = 23 , except for
N = 100, the test statistic associated with λ1 = 1 has the best behavior. Finally if we consider
λ2 = 1, i.e. the minimum chi-square estimator, we get that the best test statistic is obtained for
λ1 = 1. If we do not have the estimation procedure fixed we can observe, except for N = 100,
that λ1 = 1, λ2 = 1 is the best choice for testing and estimation, i.e. considering the Pearson test
statistic in which the known parameters are estimated using the minimum chi-square estimator.
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Table 5
Size corrected average gradient values
N λ2 λ1
−0.5 0 2/3 1 2
0 5.70 15.00 15.53 13.01 7.32
100 2/3 4.51 12.90 19.45 18.80 9.69
1 4.08 11.62 18.84 19.34 12.54
0 6.77 20.88 27.37 25.31 17.08
200 2/3 5.92 18.71 31.67 33.44 25.82
1 5.55 16.91 31.00 34.39 30.65
0 10.68 23.21 33.15 32.23 23.53
300 2/3 10.02 21.92 36.52 38.87 33.83
1 9.64 20.35 35.76 39.83 38.54
0 18.92 26.07 35.44 35.55 27.43
400 2/3 17.40 24.66 39.01 42.23 37.98
1 16.48 23.36 38.28 43.11 42.71
The second choice is λ1 = 1, λ2 = 23 , i.e. considering the Pearson test statistic in which the
parameters are estimated using the minimum power divergence estimator with λ2 = 23 .
6. Conclusions
Statistical inferences for log-linear models involve the estimation of parameters in the model,
goodness-of-fit testing and choosing the most convenient model from a nested sequence of log-
linear models. From a classical point of view the unknown parameters are generally estimated by
the method of maximum likelihood. Pearson and likelihood-ratio chi-square tests provide overall
measures of the compatibility of the model and the data as well as a procedure for choosing a
model from a nested sequence of log-linear models.
Cressie and Pardo [4] presented for the first time the minimum φ-divergence estimator for log-
linear models and multinomial sampling which is seen to be a generalization of the maximum
likelihood estimator. This estimator is then used in a φ-divergence goodness-of-fit statistic, which
is the basis of a new statistic for solving the problem of testing a nested sequence of log-linear
models. The adequacy of this new statistic is established in Cressie et al. [6]. In Cressie and
Pardo [5], an extension to Poisson and product-multinomial sampling is presented using the
maximum likelihood estimator. Gupta et al. [10] defined a family of residuals based on φ-
divergence measures for multinomial log-linear models.
The main purpose of this paper is to extend the previous results for Poisson, multinomial
and product-multinomial sampling simultaneously using the minimum φ-divergence estimator.
We can observe that this has not been considered until now. The previous papers pay special
attention to the minimum φ-divergence estimator and multinomial sampling or the maximum
likelihood estimator and Poisson, multinomial or product-multinomial sampling. In order to carry
out the study we have had to consider φ-divergence measures between mean vectors instead of
between probability vectors. Assuming Poisson, multinomial or product-multinomial sampling
in a log-linear model, we present in this paper the most general asymptotic result possible
for minimum φ-divergence estimation, divergence-based goodness-of-fit testing (including φ-
divergence residuals based on minimum φ-divergence estimators) and choosing a model from
a nested sequence of hypotheses. Any estimator or statistic that is divergence based is covered
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by our results. A simulation study is carried out in order to compare members of the class of
power divergence statistics with the minimum power divergence estimation. It is found that some
members of the family of test statistics based on power divergence measures offer an attractive
alternative to the Pearson-based and the likelihood test statistics, in terms of both simulated exact
size and simulated exact power.
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