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We show that the coupling to vibrational degrees of freedom can drive a semimetal excitonic-
insulator quantum phase transition in an one-dimensional two-band f -c electron system at zero
temperature. The insulating state typifies an excitonic condensate accompanied by a finite lattice
distortion. Using the projector-based renormalization method we analyze the ground-state and
spectral properties of the interacting electron-phonon model at half-filling. In particular we calculate
the momentum dependence of the excitonic order parameter function and determine the finite
critical interaction strength for the metal-insulator transition to appear. The electron spectral
function reveals the strong hybridization of f - and c-electron states and the opening of a single-
particle excitation gap. The phonon spectral function indicates that the phonon mode involved in
the transition softens (hardens) in the adiabatic (non-adiabatic and extreme anti-adiabatic) phonon
frequency regime.
I. INTRODUCTION
Low-dimensional electron systems are very susceptible
to structural distortions driven by the electron-phonon
interaction.1 Probably the most famous one is the Peierls
instability of one-dimensional metals,2 where the system
spontaneously creates a periodic variation in the carrier
density at any finite coupling by shifting the ions from
their symmetric positions. For the half-filled band case
this so-called charge density wave (CDW) is commensu-
rate with the lattice. Since a static dimerisation of the
lattice opens a gap at the Fermi surface the metal gives
way to an insulator. A full understanding of such a zero-
temperature quantum phase transition requires account-
ing for both quantum lattice fluctuations and strong elec-
tronic correlations. For example, it has been found the-
oretically that quantum fluctuations of the lattice ‘pro-
tect’ the metallic state at weak electron-phonon couplings
below a finite critical coupling strength.3 An intra-site
Coulomb repulsion between electrons of opposite spin, on
the other hand, tends to immobilize the carriers, but es-
tablishes a Mott insulating ground state with strong spin-
density correlations instead of the CDW. To analyze the
subtle interplay of electron-electron and electron-phonon
interaction effects the one-band Holstein-Hubbard model
turned out to be particularly rewarding to study.4
If we have two electronic bands, however, forming a
semimetal with only weak band overlap or a semicon-
ductor with small band gap, the Coulomb interaction
between f -band (‘hole’) and c-band (‘electron’) parti-
cles causes the formation of (electron-hole) bound states.
Then, at the semimetal-semiconductor transition, the
ground state of the crystal may become unstable with
respect to the spontaneous formation of excitons. That
is, an excitonic instability appears,5 where the number of
free carriers will vary discontinuously under an applied
perturbation, signalling a quantum phase transition. The
new macroscopic phase-coherent quantum state can be
regarded as an electron-hole pair condensate. Worth
mentioning the excitonic state exhibits no ‘super’ trans-
port properties;6 rather it typifies an ‘excitonic insulator’
(EI) which—under certain conditions—is accompanied
by a CDW.7 Such a density oscillation can, of course,
trigger a lattice distortion which doubles the lattice pe-
riod, just as for the Peierls state discussed above.
The challenging suggestion of electron-hole pair con-
densation into the EI phase at equilibrium has been in-
tensively studied within the frameworks of purely elec-
tronic, effective-mass Mott-Wannier-type exciton8,9 and
extended Falicov-Kimball models.10–13 In doing, so the
coupling to the phonons was neglected. Since the nondis-
torded semimetal ground state of a simple two-band
model with electron and hole Fermi surfaces identical in
size and shape is unstable with respect to electron-hole
attraction near the semimetal-semiconductor transition,
just as the normal Fermi surface of a metal is unstable to
the formation of Cooper pairs,7 one might ask whether
the coupling of electrons and holes to the lattice degrees
of freedom alone is sufficient to drive an EI instability.
Addressing this question is the primary concern of this
paper.
Whether a CDW transition arising from the cou-
pling between valence and conduction band electrons
is brought about by the electron-electron interaction
or by the electron-phonon coupling has been debated
for a number of materials in the recent past. For ex-
ample, in spite of many experimental and theoretical
studies, the origin of CDW instability in transition-
metal dichalcogenide 1T -TiSe2 remains controversial: it
could be the consequence of a novel indirect Jahn-Teller
effect,14 of phonon softening,15 the formation of an EI
condensate,9 or the combination16 of the latter both
scenarios.27 Also for the mixed-valent rare-earth chalco-
genide TmSe0.45Te0.55,
17 the lattice degrees of freedom
seem to play an important role forming the EI state: very
recent heat capacity measurements indicate that the exci-
tons couple to phonons in the sense of exciton-polarons.18
In this work, we study a one-dimensional two-band
2f -c electron model with a coupling to the phonon de-
grees of freedom only and show that this interaction me-
diates a ‘hybridization’ between f and c electrons. From
a theoretical point of view, we employ both a standard
mean-field scheme and the projector-based renormaliza-
tion method (PRM).19 The PRM approach, described in
Appendix A, thereby includes fluctuation corrections. It
enables the calculation of both ground state and spectral
quantities for correlated many-particle systems, and fur-
thermore has the ability to find broken-symmetry solu-
tions of phase transitions beyond mean-field theory. We
present our numerical results in Sec. V. Our conclusions
can be found in Sec. IV.
II. MODEL
Let us consider the following coupled electron-phonon
system
H =
∑
k
εfkf
†
kfk +
∑
k
εckc
†
kck + ω0
∑
q
b†qbq
+
g√
N
∑
kq
(
c†k+qfk(b
†
−q + bq) + H.c
)
, (1)
which contains two types of spinless electrons (c, f) car-
rying momentum k and dispersionless phonons (b) (see
Fig. 1). Here, the electronic excitation energies are given
by
εf,ck = ε
f,c − tf,cγk − µ , (2)
whereas ω0 is the dispersionless phonon energy. In
Eq. (2), εf,c represents the local part of the respec-
tive electronic excitations, and the term −tf,cγk, with
γk = 2 cosk, accounts for a nearest-neighbor hopping
in a one-dimensional lattice. Hereafter all energies are
given in units of tc = 1. We furthermore note that
the electronic energies are measured from the chemi-
cal potential µ; where the numerical results presented
in Sec. V contain an additional energy shift by fix-
ing εc = 0. The last term in Eq. (1) describes a lo-
cal electron-phonon interaction (with coupling constant
g), written in k-space, between local f -c particle-hole
excitations and lattice displacements. Apparently it
represents an effective ‘exciton’-phonon interaction. In
Eq. (1) we have introduced Fourier transformed quanti-
ties f †k = (1/
√
N)
∑
i f
†
i e
ikRi , c†k = (1/
√
N)
∑
i c
†
ie
ikRi ,
and b†q = (1/
√
N)
∑
i b
†
ie
iqRi , where f †i , c
†
i and b
†
i are the
local quantities. N counts the number of lattice sites i.
In what follows, we consider a half-filled band, i.e.,
n = 〈nfi 〉+ 〈nci 〉 = 1 , (3)
where nfi = (1/N)
∑
k f
†
kfk, n
c
i = (1/N)
∑
k c
†
kck. The
chemical potential µ has to be adjusted in such a way
that Eq. (4) is satisfied. Without loss of generality, in
what follows, the c electrons will be considered as ‘light’
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FIG. 1: (Color online) Panel (a): Semimetallic f -c electron
band structure used in this work. An f valence-band hole and
a c conduction-band electron may form an ‘excitonic’ bound
state owing to their interaction with the lattice degrees of
freedom, with a Brillouin zone boundary phonon involved for
momentum conservation reasons. Note that the schematic
band structure shown mimics the situation in the EI mate-
rial TmSe0.45Te0.55, where the quasilocalized 4f
13 state has
its maximum at the Γ point, the 5d strongly dispersive state
has its minimum at the X point, and exciton formation is ac-
companied by a Γ-X phonon.18 Also in 1T -TiSe2 the valence-
band top and the conduction-band minimum are located at
different points in the Brillouin zone.20 Panel (b): If above a
critical electron-phonon coupling strength f -c electron coher-
ence is achieved at sufficiently low temperatures even a new
symmetry-broken ground state may appear, the so-called ex-
citonic insulator, which maybe accompanied by a finite lattice
distortion and a modulation of the charge density.7
while the f electrons (respectively holes) are ‘heavy’, i.e.
|tf | < 1. For negative tf , and coinciding energies of c and
f electrons, one is led to a picture of indirect c−f hopping
(cf. Fig. 1), which suggests a possible condensation of
bound c-f electron-hole pairs with finite momentum:
dk = 〈c†k+Qfk〉 6= 0 , (4)
where Q = pi in one dimension. Allowing broken sym-
metry solutions for non-vanishing dk, small infinitesimal
fields must be included in model (1). We write
H =
∑
k
εfkf
†
kfk +
∑
k
εckc
†
kck + ω0
∑
q
b†qbq
+∆0
∑
k
(
c†k+Qfk + f
†
kck+Q
)
+
√
Nh0
(
b†−Q + bQ
)
+
g√
N
∑
kq
(
c†k+qfk(b
†
−q + bq) + H.c
)
, (5)
where ∆0 = 0
+ and h0 = 0
+. It is easily realized that
the fields h0 and ∆0 are mutually dependent. Moreover,
since bQ = b−Q the field contribution
√
Nh0
(
b†−Q + bQ
)
can be replaced by
√
Nh0
(
b†−Q + b−Q
)
. Therefore a
finite lattice displacement ∝ 〈b†−Q + b−Q〉 would gives
rise to the formation of a charge density wave connected
to a doubling of the lattice unit cell.
3III. MEAN-FIELD THEORY
To solve model (5) in mean-field approximation it
is advantageous first to introduce fluctuation operators
δA = A − 〈A〉 in the electron(exciton)-phonon interac-
tion. Using
δ(c†k+qfk)δ(b
†
−q + bq) = c
†
k+qfk(b
†
−q + bq)
− [〈c†k+qfk〉(b†−q + bq) + c†k+qfk 〈b†−q + bq〉]δq,Q
+ 〈c†k+qfk〉 〈b†−q + bq〉δq,Q , (6)
the Hamiltonian H is best rewritten as
H = H0 +H1 (7)
with
H0 =
∑
k
εfkf
†
kfk +
∑
k
εckc
†
kck + ω0
∑
q
b†qbq (8)
+ ∆
∑
k
(
c†k+Qfk + f
†
kck+Q
)
+
√
Nh
(
b†−Q + b−Q
)
,
H1 = g√
N
∑
kq
[
δ(c†k+qfk)δ(b
†
−q + bq) + H.c
]
. (9)
Here the fields have acquired additional shifts, which will
act as order parameters in the following:
∆ = ∆0 +
g√
N
〈b−Q + b†−Q〉 , (10)
h = h0 +
g
N
∑
k
〈c†k+Qfk + f †kck+Q〉 , (11)
where the infinitesimal ∆0 = 0
+ and h0 = 0
+ can be
neglected for finite expectation values on the right hand
sides.
Finally, we eliminate in Eq. (8) the term∝ (b†−Q+b−Q)
by defining new phonon operators
B†q = b
†
q +
√
N(h/ω0)δq,Q , (12)
where the definition is independent of the sign of Q. H0
and H1 then become
H0 =
∑
k
εfkf
†
kfk +
∑
k
εckc
†
kck + ω0
∑
q
B†qBq (13)
+ ∆
∑
k
(
c†k+Qfk + f
†
kck+Q
)
+ const. ,
H1 = g√
N
∑
kq
[
δ(c†k+qfk) δ(B
†
−q +Bq) + H.c
]
. (14)
In H1 we have used δB†−q = δb†−q and δBq = δbq.
Note that the Hamiltonian H = H0 + H1, with H0
and H1 given by Eqs. (13) and (14), is still exact. The
Hamiltonian in mean-field approximation is obtained by
completely neglecting the fluctuation part H1. Thus the
mean-field Hamiltonian reads
HMF =
∑
k
εfkf
†
kfk +
∑
k
εckc
†
kck + ω0
∑
q
B†qBq
+∆
∑
k
(
c†k+Qfk + f
†
kck+Q
)
, (15)
where the constant from Eq. (13) will be suppressed. The
electronic part of HMF is diagonalized by use of a Bo-
goliubov transformation. Then HMF is rewritten as
HMF =
∑
k
E
(1)
k C
†
1,kC1,k +
∑
k
E
(2)
k C
†
2,kC2,k
+ ω0
∑
q
B†qBq , (16)
where the electronic quasiparticle energies and quasipar-
ticles operators read
E
(1,2)
k =
εck+Q + ε
f
k
2
∓ sgn(ε
f
k − εck+Q)
2
Wk , (17)
and
C†1,k = ξkc
†
k+Q + ηkf
†
k , (18)
C†2,k = − ηkc†k+Q + ξkf †k . (19)
Here the prefactors are given by
ξ2k =
1
2
[
1 + sgn(εfk − εck+Q)
εfk − εck+Q
Wk
]
, (20)
η2k =
1
2
[
1− sgn(εfk − εck+Q)
εfk − εck+Q
Wk
]
, (21)
with
Wk =
√
(εck+Q − εfk)2 + 4|∆|2 . (22)
The quadratic form of Eq. (16) allows to compute all
expectation values formed with HMF . From Eqs. (10),
(11), and (12) one easily obtains the following implicit
equation for the order parameters ∆ = −(2g/ω0)h,
1 =
4g2
ω0
1
N
∑
k
sgn(εfk − εck+Q)
fF (E
(1)
k )− fF (E(2)k )
Wk
.
(23)
Here fF (E
(1,2)
k ) are Fermi functions, which—working at
zero temperature in what follows—reduce to the corre-
sponding Θ-functions. Note that Eq. (23) represents a
BCS-like equation for ∆. A non-zero ∆ accounts for
a exciton condensation phase as was explained above.
In Figs. 3 and 4 below, it will be shown that such a
phase occurs for a sufficiently large coupling constant
4g > gMFc (ω0). We would like to point out here al-
ready, that the critical coupling constant gMFc is gen-
erally smaller than the corresponding gPRMc , obtained
below by including fluctuation processes.
Let us also consider the one-particle spectral function
A
(c,f)
k (ω) for c and f electrons. For c electrons it is de-
fined by
Ack(ω) =
1
2pi
∫ ∞
−∞
〈[ckσ(t), c†kσ]+〉eiωtdt , (24)
where the expectation values is formed with HMF . For
Ac(k, ω) and the corresponding equation for the f elec-
trons one finds
Ack(ω) = ξ
2
k−Qδ(ω − E(1)k−Q) + η2k−Qδ(ω − E(2)k−Q)
(25)
Afk(ω) = η
2
kδ(ω − E(1)k−Q) + ξ2kδ(ω − E(2)k−Q) . (26)
Thus both spectral functions are built up by two coher-
ent excitations with energies E
(1)
k and E
(2)
k . Finally, the
phonon spectral function
Cq(ω) =
1
2piω
∫ ∞
−∞
〈[bq(t), b†q]〉eiωtdt (27)
is given by
Cq(ω) =
δ(ω − ω0)
ω0
, (28)
which shows a q-independent excitation at ω = ω0. Note
that in contrast to the electronic excitations in Eqs. (25)
and (26), the phonon frequency ω0 in not changed in
mean-field approximation.
IV. FLUCTUATION CORRECTIONS BEYOND
MEAN-FIELD THEORY
In the mean-field treatment above fluctuation pro-
cesses from the interaction H1 have completely been left
out. In the following, we therefore apply the PRM19
to evaluate the order parameters, the one-particle spec-
tral functions A
(c,f)
k (ω) and the phonon spectral function
Cq(ω) for the case that H1 is included. To avoid techni-
cal details, the explicit application is shifted to appendix
A. The general concept of the PRM is as follows: The
presence of the interaction H1 prevents a straightforward
solution of the Hamiltonian H = H0 +H1. For that rea-
son the Hamiltonian is transformed into a diagonal (or
at least quasi-diagonal) form by applying a sequence of
small unitary transformations to H. Denoting for a mo-
ment the generator of the whole sequence by X = −X†,
in appendix A it is shown that one can arrive at an ef-
fective Hamiltonian H˜ = eXHe−X , which has the same
operator structure as Hamiltonian H0 in Eq. (13),
H˜ =
∑
k
ε˜fkf
†
kfk +
∑
k
ε˜ckc
†
kck +
∑
q
ω˜qB
†
qBq
+ ∆˜
∑
k
(
c†k+Qfk + f
†
kck+Q
)
. (29)
Here, ε˜fk, ε˜
c
k, ω˜q, and ∆˜ are renormalized parameters,
which have to be determined self-consistently by tak-
ing into account contributions to infinite order in the
interaction H1. Also, the phonon frequency ω˜q has ac-
quired a q-dependence. Note that the PRM ensures a
well-controlled disentanglement of higher order interac-
tion terms which enter in the elimination procedure.
The PRM also allows to evaluate expectation values
〈A〉, formed with the full Hamiltonian H. Thereby, one
uses the property of unitary invariance of operator ex-
pressions under a trace. Employing the same unitary
transformation to A as before for the Hamiltonian, one
finds 〈A〉 = 〈A˜〉H˜, where the expectation value is formed
with H˜ and A˜ = eXAe−X . Note that Hamiltonian H˜
from Eq. (29) can be transformed into a diagonal form
by use of a Bogoliubov transformation in analogy to the
transformation from Eq. (15) to Eq. (16). Therefore, any
expectation value, formed with H˜, can be evaluated ex-
actly.
As an example, let us consider the spectral function
Ack(ω) from the former expression (24), where the ex-
pectation value should however be formed with the full
Hamiltonian H (and not with HMF ). Applying the uni-
tary invariance of operator expressions under a trace,
Ack(ω) is rewritten as
Ack(ω) =
1
2pi
∫ ∞
−∞
〈[c˜kσ(t), c˜†kσ]+〉H˜eiωtdt , (30)
where the expectation value is now formed with H˜ in-
stead of with H. Correspondingly c˜†kσ, c˜kσ are the trans-
formed electron operators, c˜
(†)
kσ = e
Xc
(†)
kσe
−X , and the
time-dependence is governed by H˜ as well.
V. NUMERICAL RESULTS
A. Ground-state properties
We start with a discussion of the EI order param-
eter ∆ and the corresponding lattice displacement xQ
in the ground state of the fully renormalized two-band
model (A25) in one dimension. Figure 2 at first displays
the profile of the excitonic expectation value dk, in depen-
dence on the electron-phonon coupling g, for two char-
acteristic phonon frequencies ω0 describing an adiabatic
(ω0 < 1) non-adiabatic (ω0 > 1) situation. This quantity
designates the range in momentum space where c elec-
trons and f holes are perceptibly involved in the electron-
hole pair formation and exciton condensation process.
5FIG. 2: (Color online) Magnitude of the EI order parameter
function dk = 〈c
†
k+Qfk〉 with Q = pi (cf. color bar) depending
on momentum k (on the x axis) and the electron-phonon cou-
pling strength g (on the y axis) in the adiabatic (ω0 = 0.5, left-
hand panel) and non-adiabatic (ω0 = 2.5, right-hand panel)
phonon frequency regime.
Obviously dk vanishes (within numerical accuracy) for
all k below a critical coupling strength [gc ≃ 0.28 (0.6)
at ω0 = 0.5 (2.5)]. At and just above the critical cou-
pling dk is solely finite at and near the Fermi momen-
tum kF, respectively, indicating a BCS-type electron-hole
pairing instability. A further increasing electron-phonon
coupling implicates more and more electron and holes
states in the pairing process up to the point where Fermi
surface (nesting) effects are ineffectual. Thus we expect
that local, tightly bound excitons will form in the strong
interaction limit and, as a consequence, Bose-Einstein
rather than BCS-like condensation takes place.8,13 This
regime is beyond our weak-coupling PRM approach how-
ever.
Figure 3 now gives ∆ and xQ as a function of g for
ω0 = 0.5, 2.5 and shows the precision with which the
critical coupling can be determined. We see that ∆
and xQ are intimately related; while the semimetal cor-
responds to an undistorted ground state, the EI/CDW
state exhibits a finite lattice distortion (dimerization).
Actually we expect that the semimetal-EI transition is of
Kosterlitz-Thouless type,21 at least in the anti-adiabatic
(ω0 ≫ 1) regime. If so the charge gap will open exponen-
tially on entering the insulating phase, in line with what
is observed for the (repulsive Tomonaga-Luttinger liq-
uid) metal-CDW transition in the one-dimensional spin-
less fermion Holstein22,23 and Edwards24 models. Also in
conformity with the Holstein model we find that quantum
phonon fluctuations protract the metal-insulator transi-
tion, which takes place at infinitesimal small coupling
only if ω0 → 0. The effect of fluctuations/correlations
beyond mean-field is obvious: within the PRM scheme a
larger electron-phonon coupling g is required to achieve
the same magnitude of the EI order or lattice displace-
ment. The difference between PRM and mean-field re-
sults is insignificant, of course, for very large phonon fre-
quencies.
The derived zero-temperature quantum-phase-
transition lines, separating the semimetallic and EI
phases in the g-ω0 plane, are shown in Fig. 4. In the
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g
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0 0
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x Q∆
FIG. 3: (Color online) EI order parameter ∆ (black filled
symbols, left axis of ordinate) and lattice displacement, xQ
(red open symbols, right axis of ordinate) as functions of the
electron-phonon interaction g in the adiabatic (ω0 = 0.5, cir-
cles) and non-adiabatic (ω0 = 2.5, squares) cases. Black (red)
dashed [dot-dashed] lines without symbols give the corre-
sponding mean-field results for ∆ (xQ) at ω0 = 0.5 [ω0 = 2.5].
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FIG. 4: (Color online) PRM ground-state phase diagram of
the two-band f -c electron-phonon model in the g-ω0 plane
for the half-filled band case. The inset shows the asymptotic
behavior of the (squared) critical coupling strength g2c at very
large phonon frequencies (ω0 →∞), c.f. Appendix B. Dashed
lines give the corresponding mean-field results.
intermediate coupling and frequency regime, we observe
distinct PRM corrections to the mean-field transition
points. In the anti-adiabatic limit (ω0 → ∞), where the
phononic degrees of freedom can be integrated out, the
squared critical coupling g2c scales linearly with ω0, and
we find (g2c/ω0)ω0→∞ ≃ 0.14 (see inset). Here the phase
boundary basically agrees with that of mean-field theory
(compare Fig. 4). An analytical proof of this finding is
given in Appendix B.
6FIG. 5: (Color online) Intensity plots of the c-electron
(left-hand panels) and f -electron (right-hand panels) single-
particle spectral functions Ac,fk (ω) in the adiabatic regime
with ω0 = 0.5. The electron-phonon coupling g increases
as indicated from top to bottom panels. In the lowermost
two panels the corresponding mean-field results are included,
without dissolving the spectral intensity however (see white
dashed lines).
B. Spectral properties
We now present the PRM results for the single-particle
spectral functions associated with the photoemission or
inverse photoemission (injection) of a c or f electron with
wave number k and energy ω, which serve as a direct mea-
sures of the occupied and unoccupied states. Figure 5
shows the variation of Ac,fk (ω) as the electron-phonon
coupling increases in the adiabatic regime. For weak
couplings (see upper panels), we are in the semimetallic
phase, and Ac,fk (ω) reflect the weakly renormalized c- and
f -band dispersions (note that the energy ω is measured
with respect to the Fermi energy). In the EI phase, a gap
opens at the Fermi energy and we observe a pronounced
back-folding of the spectral signature at larger coupling.
Here c- and f -electron states strongly hybridize close to
FIG. 6: (Color online) Intensity plots of the c-electron
(left-hand panels) and f -electron (right-hand panels) single-
particle spectral functions Ac,fk (ω) for g = 0.5 (top panels)
and g = 0.8 (bottom panels) in the non-adiabatic regime with
ω0 = 2.5.
the Fermi energy. The same, in principle, holds in the
non-adiabatic regime. However, for the parameters used
in Fig. 6, the ratio g/ω0 = 0.32 is much smaller than
for the EI phase depicted in the two lowermost panels of
Fig. 5 where g/ω0 = 1.2. Hence multi-phonon processes
are less important in the former case and—prescinding
from the gap feature—the photoemission spectrum is less
affected by the lattice degrees of freedom. For compar-
ison, we show also the outcome of mean-field theory for
Ack(ω) and A
f
k(ω) in lower panels where g = 0.6. We
see that the band gap is considerably overestimated, and
there is, of course, no incoherent contribution at all.
More information in this respect comes from the
phonon spectral function Cq(ω), represented in Fig. 7,
below (upper panels) and above (lower panels) the
semimetal-EI transition point. At weak coupling, the
absorption signal is dominated by the coherent part of
Cq(ω), which is almost dispersionsless and located near
the bare phonon frequency, i.e., ω˜q ≃ ω0. This particu-
larly holds for the case g = 0.1, ω0 = 0.5 shown in the top
left panel. For g = 0.5 and a higher phonon frequency
ω0 = 2.5, the overall intensity of the signal goes down, of
course. Note that the phonon mode acquires a slight dis-
persion: It becomes larger near the Brillouin zone bound-
ary (ω˜pi & ω0). Above the transition [g > gc(ω0)], we
observe two distinct features [see lower panels of Fig. 7].
Firstly, the phonon mode softens for ω0 = 0.5 while it
hardens for ω0 = 2.5. That is, we find an opposite ten-
dency for small and large phonon frequencies. This re-
sults can already be understood from perturbation the-
7FIG. 7: (Color online) Intensity plots of the phonon spectral
function Cq(ω) for different g at ω0 = 0.5 (left-hand panels)
and ω0 = 2.5, right-hand panels). The straight white dashed
line in the lower panels marks the dispersionless mean-field
result.
ory for the phonon energy as shown in Appendix A4.
Secondly a new signal at ω = 0 appears which indicates
the strong coupling between electronic and phononic de-
grees of freedom. Note that the phonon spectral function
calculated within mean-field approximation shows only a
single dispersionless signal at ω = ω0.
Besides coherent excitations all spectral functions in
Figs. 5-7 also show incoherent excitations. They can be
detected as (red-colored) much weaker developed contri-
butions which deviate from the coherent ones. They pos-
sess two general features: (i) Their weight increases with
increasing electron-phonon coupling g since they are in-
duced by H1, and (ii) their weight is strongly suppressed
in the anti-adiabatic limit. This is explained in Appendix
B. To elucidate the distribution of the spectral weight in
more detail, we show in Fig. 8 the coherent (left) and
incoherent (right) part of the Ack(ω), A
f
k(ω) and Cq(ω)
spectral functions separately. We choose as an exam-
ple g = 0.6 and ω0 = 0.5, i.e., consider the system to
be in the (adiabatic) EI/CDW regime (cf. Fig. 4). For
these parameters the coherent signatures, given by the
first terms in Eqs. (A49), (A50) and (A51) clearly domi-
nate the spectra in each case (note that the intensity of
the incoherent contributions is magnified by a factor of
ten). They follow the renormalized dispersions Eck and
Efk , possessing an excitation gap and a pronounced c-
f electron hybridization. Obviously the incoherent con-
tribution of the c-electron spectrum is noticeable in the
range of the f -electron band only (and vice versa) and
will be enhanced if electron-phonon coupling increases.
FIG. 8: (Color online) Intensity plots of the coherent (left-
hand panels) and the incoherent (right-hand panels) parts of
the c- and f -electron single particle spectral functions and of
the phonon spectral function. Note the different color cod-
ing of the coherent and incoherent parts of Ac,fk (ω). We
stress that also Ack(ω) has a finite incoherent part for ω > 0
(as magnification would show), which only is noticable in a
small range above ω = 0 however, because–amongst others–
the renormalized f bandwidth is small. Results are given for
ω0 = 0.5 and g = 0.6.
The phonon spectral function reveals that the signal at
ω ≃ 0 originates from the incoherent part of the spec-
trum. It acquires substantial spectral weight only if the
renormalized quasiparticle bands will be ‘connected’ by
phonon absorption/emission processes which are signifi-
cant at large g.
VI. SUMMARY
Applying a discrete version of the projective renormal-
ization method to a two-band f -c electron model with
coupling to the lattice degrees of freedom we show that
the exciton-phonon interaction can drive a semimetal–to–
excitonic insulator transition at zero temperature in one
dimension. The ground-state phase diagram containing
semimetallic and excitonic insulator phases is derived.
8The excitonic condensate is accompanied by a charge
density wave and a finite lattice dimerization, and is in-
timately connected with a developing f -c electron hy-
bridization/coherence. At finite phonon frequency, this
spontaneously symmetry-broken state does not appear
until the interaction exceeds a finite critical coupling
strength. The phase boundary determined by the projec-
tive renormalization method significantly deviates from
the mean-field result in the intermediate exciton-phonon
coupling and phonon frequency regime. The quantum
phase transition shows up in the spectral quantities too:
We notice the opening of a single-particle excitation gap
in the photoemission spectrum, a substantial spectral
weight transfer from the coherent to the incoherent part
of the spectra, and a renormalisation of the phonon
mode, which becomes softened (hardened) as the tran-
sition point is reached in the adiabatic (non-adiabatic to
anti-adiabatic) regime. In this way our work points out
the prominent role played by the lattice degrees of free-
dom establishing a charge density wave in semimetallic
systems with weak (indirect) band overlap and in mixed-
valent semiconductors with band gaps comparable to the
exciton binding energy, such as quasi two-dimensional
1T -TiSe2 and three-dimensional TmSe0.45Te0.55, respec-
tively. For 1T -TiSe2 it has been shown quite recently in
the framework of a multiband extended Falicov-Kimball
model that a purely electronic, exciton pairing and con-
densation mechanism is insufficient to describe the ob-
served (long-ranged) chiral charge order.25 Hence the
coupling to the phonons seems to be essential, and first
mean-field results indicate that electron-hole Coulomb
attraction and exciton-phonon coupling indeed support
each other in establishing a charge-density-wave state
with small but finite lattice distortion. Thereby essen-
tial electron correlation and all phonon fluctuation ef-
fects were neglected however. Here we consider a one-
dimensional model, where quantum phonon fluctuations
are exceedingly important and in general tend to sup-
press any long-range charge order or lattice dimeriza-
tion, and show that an electron/hole-lattice coupling of
reasonable strength can nonetheless cause an excitonic
instability. A future more complete theoretical discus-
sion of the low-temperature properties of these mate-
rial classes should definitely comprise the complex in-
terplay of electron-phonon and electron-hole interactions
beyond mean field, particularly in the vicinity of the
semiconductor-semimetal transition.
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Appendix A: Projector-based Renormalization
Method
In this Appendix we demonstrate in detail how to solve
HamiltonianH by means of the PRM. So far he PRM was
successfully applied to the one-dimensional Holstein26
and extended Falicov-Kimball12 models and a number
of other models. Its starting point is the decomposi-
tion of a many-particle Hamiltonian H into an ‘unper-
turbed’ part H0 and into a ‘perturbation’ H1, where the
unperturbed part H0 is solvable. The perturbation is re-
sponsible for transitions between the eigenstates of H0
with non-vanishing transition energies |En0 − Em0 |. Here
En0 and E
m
0 denote the energies of H0 between which
the transitions take place. The basic idea of the PRM
method is to integrate out the interaction H1 by a se-
quence of discrete unitary transformations19. Thereby,
the PRM renormalization starts from the largest transi-
tion energy of the original Hamiltonian H0, which will
be called Λ, and proceeds in steps ∆λ to lower values
of transition energies λ. For practical applications the
unitary transformations are best done in small steps ∆λ.
Thereby, the evaluation in each step can be restricted to
low orders in H1. This procedure usually limits the va-
lidity of the approach to parameter values of H1 which
are of the same magnitude as those of H0. Every renor-
malization step is performed by means of a small uni-
tary transformation, where all excitations between λ and
λ−∆λ are eliminated:
Hλ−∆λ = eXλ,∆λ Hλ e−Xλ,∆λ . (A1)
Here, the operator Xλ,∆λ = −X†λ,∆λ is the generator
of the unitary transformation for the small step. After
each step both the unperturbed part of the Hamiltonian
and the perturbation become renormalized and depend
on the cutoff energy λ, i.e. one arrives at a renormalized
Hamiltonian Hλ = H0,λ + H1,λ. Note that H1,λ now
only accounts for transitions with energies smaller than
λ. Proceeding the renormalization stepwise up to zero
transition energies λ = 0 all transitions with energies dif-
ferent from zero have been integrated out. Thus, finally
one arrives at a renormalized Hamiltonian Hλ=0, which
is diagonal or at least quasi-diagonal, since all transitions
from H1 have been used up.
1. Hamiltonian Hλ
Assuming that all transitions with energies larger than
λ are already integrated out, an appropriate ansatz in the
present case for the transformed Hamiltonian Hλ reads,
9Hλ = H0,λ +H1,λ with
H0,λ =
∑
k
εfk,λf
†
kfk +
∑
k
εck,λc
†
kck +
∑
q
ωq,λB
†
q,λBq,λ
+∆λ
∑
k
(
c†k+Qfk + f
†
kck+Q
)
, (A2)
H1,λ = g√
N
∑
kq
Pλ
[
δ(c†k+qfk) δ(B
†
−q,λ +Bq,λ) + H.c.
]
.
(A3)
The parameters of H0,λ depend on the cutoff λ. Also the
phonon energy has acquired an additional q-dependence.
Moreover, we have introduced λ-dependent phonon op-
erators
B†q,λ = b
†
q +
√
Nhλ
ωQ,λ
δq,Q , (A4)
in a slight generalization of the former definition (12).
Finally, the quantity Pλ in Eq. (A3) is a generalized
projector, which projects on all transitions (with respect
to H0,λ) with energies smaller than λ. Note that the
coupling strength g of H1,λ remains λ-independent as a
consequence of the present restriction to renormalization
contributions up to order g2.
Next Pλ has to be applied to the operators
δ(c†k+qfk) δ(B
†
−q,λ + Bq,λ) in H1,λ, which requires the
decomposition of the operators in the squared brackets
into dynamical eigenmodes of H0,λ. One may show that
one can use for H1,λ
H1,λ = g√
N
∑
kq
[
Θ+kq,λ
(
δ(c†k+qfk) δB
†
−q,λ +H.c.
)
+Θ−kq,λ
(
δ(c†k+qfk) δBq,λ) + H.c.
)]
(A5)
as long as one is only interested in renormalization equa-
tions up to linear order in the order parameters. In
Eq. (A5) we have introduced two Θ-functions
Θ±kq,λ = Θ(λ− |εck+q,λ − εfk,λ ± ω∓q,λ|) , (A6)
which restrict transitions to excitation energies smaller
than λ.
One can also construct the generator Xλ,∆λ of the
unitary transformation (A1) for the transformation from
cutoff λ to λ−∆λ. According to Ref. 19 the lowest order
for Xλ,∆λ is given by
Xλ,∆λ =
1
L0,λ
Qλ−∆λH1,λ . (A7)
Here L0,λ is the Liouville operator of the unperturbed
Hamiltonian H0,λ, which is defined by L0,λA = [H0,λ,A]
for any operator quantity A, and Qλ−∆λ = 1 − Pλ−∆λ
is the complement projector to Pλ−∆λ. It projects on all
transition operators with excitation energies larger than
λ−∆λ. With Eqs. (A5) and (A2) one finds
Xλ,∆λ =
g√
N
∑
kq
[
A+kq(λ,∆λ)
(
δ(c†k+qfk)δB
†
−q,λ −H.c.
)
+A−kq(λ,∆λ)
(
δ(c†k+qfk)δBq,λ −H.c.
)]
, (A8)
where the prefactors are given by
A±kq(λ,∆λ) =
Θ±kq,λ
(
1−Θ±kq,λ−∆λ
)
εck+q,λ − εfk,λ ± ω∓q,λ
. (A9)
Here the products of the two Θ-functions in A±kq(λ,∆λ)
assure that only excitations between λ and λ − ∆λ are
eliminated by the unitary transformation (A1). Also note
that the Liouville operator L0,λ in Xλ,∆λ (and the pro-
jector Pλ in H1,λ) in principle should have been defined
with respect to the full unperturbed Hamiltonian H0,λ
of Eq. (A2) and not by leaving out the last term ∝ ∆λ.
However, inclusion of this term would only give small
higher-order corrections to ∆λ.
2. Renormalization equations
The λ-dependence of the parameters of Hλ are found
from transformation (A1). For small enough width ∆λ
of the transformation steps, the expansion of (A1) in g
can be limited to O(g2) terms. One obtains
Hλ−∆λ = H0,λ +Pλ−∆λH1,λ + [Xλ,∆λ,H1,λ]
− 1
2
[Xλ,∆λ,Qλ−∆λH1,λ] + · · · , (A10)
where Eq. (A7) has been used. Renormalization contri-
butions to Hλ−∆λ arise from the last two commutators
which have to be evaluated explicitly. The result must be
compared with the generic form (A2), (A3) of Hλ (with
λ replaced by λ − ∆λ) when it is written in terms of
the original λ-independent variables c†k, f
†
k, and b
†
q. This
leads to the following renormalization equations for the
parameters of H0,λ:
εck,λ−∆λ − εck,λ =
2g2
N
∑
q
(
A+k−q,q(λ,∆λ) (n
B
−q + n
f
k−q)
+A−k−q,q(λ,∆λ) (1 + n
B
q − nfk−q)
)
, (A11)
εfk,λ−∆λ − εfk,λ =
− 2g
2
N
∑
q
(
A+kq(λ,∆λ)(1 − nck+q + nB−q)
+A−kq(λ,∆λ)(n
c
k+q + n
B
−q)
)
, (A12)
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and
ωq,λ−∆λ − ωq,λ = −2g
2
N
∑
k
[
A+k,−q(λ,∆λ)(n
f
k − nck−q)
+A−k,q(λ,∆λ)(n
f
k − nck+q)
]
, (A13)
hλ−∆λ − hλ = − g
2
N
√
N
∑
k
[
A+k,−Q(λ,∆λ)(n
c
k−Q − nfk)
+A−k,Q(λ,∆λ)(n
c
k+Q − nfk)
](〈bQ〉+ 〈b†Q〉) , (A14)
∆λ−∆λ −∆λ ≃ 0 . (A15)
The quantities nck, n
f
k and n
B
q are occupation numbers
for electrons and phonons,
nck = 〈c†kck〉 , nfk = 〈f †kfk〉 (A16)
nBq = 〈δB†q,λδBq,λ〉 = 〈δb†qδbq〉 , (A17)
and have to be evaluated separately. Note that also nBq
is λ-independent, which was already used in the renor-
malization equations. For the numerical solution in Sec-
tion V the initial parameter values at λ = Λ are needed,
which are those of the original Hamiltonian H
εfk,Λ = ε
f
k , ε
c
k,Λ = ε
c
k , ωq,Λ = ω0 , (A18)
and
hΛ = h = 0
+ , ∆Λ = ∆ = 0
+ . (A19)
Suppose the expectation values in (A11)- (A15) are al-
ready known, the renormalization equations can be in-
tegrated between λ = Λ and λ = 0. In this way, we
obtain the fully renormalized Hamiltonian H˜ := Hλ=0 =
H0,λ=0, as was already stated in Eq. (29)
H˜ =
∑
k
ε˜fkf
†
kfk +
∑
k
ε˜ckc
†
kck +
∑
q
ω˜qb
†
qbq (A20)
+∆˜
∑
k
(c†k+Qfk +H.c.) +
√
N h˜(b†−Q + b−Q) .
The tilde symbols denote the fully renormalized quanti-
ties at λ = 0. All excitations from H1,λ with non-zero
energies have been eliminated. They give rises to the
renormalization of H0,λ. Note that the order parameter
∆ remains unrenormalized, i.e. ∆˜ = ∆, due to renormal-
ization equation (A15).
Finally, Eq. (A20) can be expressed in terms of the
renormalized boson operators B˜†q = b
†
q+(
√
Nh˜/ω˜Q)δq,Q,
which gives
H˜ =
∑
k
ε˜fkf
†
kfk +
∑
k
ε˜ckc
†
kck +
∑
q
ω˜qB˜
†
qB˜q
+∆˜
∑
k
(c†k+Qfk + H.c.) . (A21)
As in the unrenormalized case, the electronic part of
H˜ will be diagonalized by a Bogoliubov transformation,
which gives
H˜ =
∑
k
E˜
(1)
k C
†
1,kC1,k +
∑
k
E˜
(2)
k C
†
2,kC2,k
+
∑
q
ω˜qB˜
†
qB˜q + const. . (A22)
In result (A22) the electronic quasiparticle energies E˜
(1,2)
k
and also the quasiparticle modes C
(†)
1,k, C
(†)
2,k are now
renormalized quantities. They are defined by the former
equations (17)- (22) when the unrenormalized energies
εck, ε
f
k are replaced by the renormalized energies ε˜
c
k, ε˜
f
k.
Note that the quadratic form of Eq. (A22) allows to com-
pute any expectation value formed with H˜.
3. Expectation values
Next, expectation values 〈A〉, formed with the full
H, have to be evaluated in the framework of the PRM.
As already stated in Sec. IV, they can be found by ex-
ploiting the unitary invariance of operator expressions
below a trace. Employing the same unitary transfor-
mation to A as before for the Hamiltonian,19 one finds
〈A〉 = 〈A(λ)〉Hλ = 〈A˜〉H˜. Here A(λ) = eXλAe−Xλ
and A˜ = A(λ = 0). Xλ is the generator for the uni-
tary transformation between cutoff Λ and λ. To find the
expectation values of Eqs. (A16), (A17) one best starts
from an ansatz for the single fermion operators c†k(λ) =
eXλc†ke
−Xλ , f †k(λ) = e
Xλf †ke
−Xλ , and the phonon oper-
ator b†q(λ) = e
Xλb†qe
−Xλ , at cutoff λ. In second order in
the electron-phonon interaction they are chosen as
c†k(λ) = xk,λc
†
k +
1√
N
∑
q
t+k−q,q,λf
†
k−qδ(B−q,λ)
+
1√
N
∑
q
t−k−q,q,λf
†
k−qδ(B
†
q,λ) , (A23)
f †k(λ) = yk,λf
†
k +
1√
N
∑
q
u+kq,λc
†
k+qδ(B
†
−q,λ)
+
1√
N
∑
q
u−kq,λc
†
k+qδ(Bq,λ) , (A24)
b†q(λ) = zq,λb
†
q +
1√
N
∑
k
v+k,−q,λδ(f
†
kck−q)
+
1√
N
∑
k
v−kq,λδ(c
†
k+qfk) . (A25)
In analogy to the renormalization equations for the pa-
rameters of Hλ, one first derives the following set of
renormalization equations for the coefficients t±k−q,q,λ,
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u±kq,λ, and v
±
k,∓q,λ:
t±k−q,q,λ−∆λ = t
±
k−q,q,λ − gxk,λA±k−q,q(λ,∆λ) ,(A26)
u±kq,λ−∆λ = u
±
kq,λ + gyk,λA
±
kq(λ,∆λ) , (A27)
v±k,∓q,λ−∆λ = v
±
k,∓q,λ − gzq,λA±k,∓q(λ,∆λ) . (A28)
Using the anticommutation relations for fermion opera-
tors and the commutation relations for boson operators
(as for instance [c†k(λ), ck(λ)]+ = 1, valid for any λ) one
arrives at
|xk,λ|2 =1− 1
N
∑
q
[
|t+k−q,q,λ|2(nB−q,λ + nfk−q)
+ |t−k−q,q,λ|2(1 + nBq,λ − nfk−q)
]
,
(A29)
|yk,λ|2 =1− 1
N
∑
q
[
|u+kq,λ|2(nB−q,λ + 1− nck+q)
+ |u−kq,λ|2(nBq,λ + nck+q)
]
, (A30)
|zq,λ|2 =1− 1
N
∑
k
[
|v+k,−q,λ|2(nck−q − nfk)
+ |v−kq,λ|2(nfk − nck+q)
]
. (A31)
Note that Eqs. (A26)-(A28) together with the new set
(A29)-(A31), taken at λ → λ − ∆λ, represents a com-
plete set of renormalization equations for all λ-dependent
coefficients in Eqs. (A23)-(A25). They combine the pa-
rameter values at λ with those at λ−∆λ. By integrating
the full set between λ = Λ, with initial parameter values
{xkΛ, ykΛ, zkΛ} = 1, {t±kq,Λ, u±kq,Λ, v±kq,Λ} = 0 , (A32)
and λ = 0, one is led to the fully renormalized one-
particle operators
c˜†k = x˜kc
†
k +
1√
N
∑
q
t˜+k−q,qf
†
k−qδ(B˜−q)
+
1√
N
∑
q
t˜−k−q,qf
†
k−qδ(B˜
†
q) , (A33)
f˜ †k = y˜kf
†
k +
1√
N
∑
q
u˜+kqc
†
k+qδ(B˜
†
−q)
+
1√
N
∑
q
u˜−kqc
†
k+qδ(B˜q) , (A34)
b˜†q = z˜qb
†
q +
1√
N
∑
k
v˜+k,−qδ(f
†
kck−q)
+
1√
N
∑
k
v˜−kqδ(c
†
k+qfk) . (A35)
As before, the tilde symbols denote fully renormalized
quantities. With Eqs. (A33)-(A35) the expectation val-
ues (A16), (A17) can be evaluated. The expectation val-
ues for fermion operators read up to order O(g2k):
nck = |x˜k|2n˜ck +
1
N
∑
q
[
|t˜+k−q,q|2n˜fk−q(1 + n˜B−q)
+ |t˜−k−q,q|2n˜fk−qn˜Bq
]
, (A36)
nfk = |y˜k|2n˜fk +
1
N
∑
q
[
|u˜+kq|2n˜ck+qn˜B−q
+ |u˜−kq|2n˜ck+q(1 + n˜Bq )
]
, (A37)
dk = x˜k+Qy˜k〈c†k+Qfk〉H˜
+
1
N
∑
q
[
t˜+k+Q−q,qu˜
−
k,−q〈f †k+Q−qck−q〉H˜(1− n˜B−q)
+ t˜−k+Q−q,qu˜
+
k,−q〈f †k+Q−qck−q〉H˜n˜Bq
]
. (A38)
Here dk = 〈c†k+Qfk〉[Eq. (4)] is an additional quantity,
which acts as an excitonic order parameter. The expec-
tation values on the right-hand sides of Eqs. (A39)-(A41)
are formed with H˜ and can be evaluated, i.e.
n˜ck+Q = 〈c†k+Qck+Q〉H˜ = ξ2kfF (E˜1k) + η2kfF (E˜2k) ,(A39)
n˜fk = 〈f †kfk〉H˜ = η2kfF (E˜1k) + ξ2kfF (E˜2k) , (A40)
〈c†k+Qfk〉H˜ = −[fF (E˜1k)− fF (E˜2k)]sgn(ε˜fk − ε˜ck+Q)
∆˜
Wk
.
(A41)
Here the prefactors ξk and ηk are the coefficients from
the Bogoliubov transformation, used in Eq. (A22). As
mentioned, they are defined by Eqs. (20), (21), when the
unrenormalized one-particle energies are replaced by the
renormalized ones.
The bosonic expectation value (A17) is given by
nBq = 〈δb†qδbq〉 = 〈b†qbq〉 − 〈b†q〉〈b†q〉δq=Q , (A42)
where
〈b†qbq〉 = |z˜q|2n˜bq +
1
N
∑
k
[
|v˜+k,−q|2n˜fk(1− n˜ck−q)
+ |v˜−kq|2n˜ck+q(1− n˜fk)
]
, (A43)
〈b†q〉 ≃ z˜q〈b†q〉H˜ . (A44)
We emphasize that in 〈b†q〉 smaller contributions from
(A35) have been neglected. Using Eq. (A21) the expec-
tation values n˜bq = 〈b†qbq〉H˜ and 〈b†q〉H˜ on the right hand
sides become
n˜bq = 〈B†qBq〉H˜ −
√
Nh˜
ω˜q
〈B†q +Bq〉H˜δq,Q +
Nh˜2
ω˜2q
δq,Q
= fB(ω˜q) +
Nh˜2
ω˜2q
δq,Q (A45)
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and
〈b†q〉H˜ =
[
〈B†q〉H˜ −
√
N h˜
ω˜q
]
δq,Q = −
√
N h˜
ω˜q
δq,Q . (A46)
Here we have used 〈B†q〉H˜ = 0. fB(ω˜k) is the bosonic
distribution function which becomes one at zero temper-
ature. Inserting Eqs. (A45), (A46) into (A43), (A44) one
finally arrives at
nBq = |z˜q|2fB(ω˜q) +
1
N
∑
k
[
|v˜+k,−q|2n˜fk(1− n˜ck−q)
+ |v˜−kq|2n˜ck+q(1− n˜fk)
]
. (A47)
Note that the electronic order parameter dk and the
phononic order parameter ∆ are intimately related. Due
to (A38) and (A41), dk is proportional to ∆˜ = ∆, so that
both order parameters are mutually dependent. Finally,
as a side remark, note that the lattice displacement in
the EI state is given by
xQ =
1√
N
z˜Q√
2ω˜Q
〈b†−Q + bQ〉H˜ = −
√
2
ω˜Q
h˜ z˜Q
ω˜Q
, (A48)
as follows from Eqs. (A44) and (A46).
4. Spectral functions
Let us first evaluate the electronic one-particle spectral
functions. Here, the c-electron spectral function Ack(ω)
was defined before in Eq. (24),
Ack(ω) =
1
2pi
∫ ∞
−∞
〈[ckσ(t), c†kσ]+〉eiωtdt ,
where the expectation value is formed with H. Using
the unitary invariance of operator expressions under a
trace one arrives at the former expression (30). By use
of Eq. (A33) and Eq. (A22) the following result for Ack(ω)
is found
Ack(ω) =|x˜k|2[ξ2k−Qδ(ω − E˜1k−Q) + η2k−Qδ(ω − E˜2k−Q)]
+
1
N
∑
q
[
|t˜+k−q,q|2(n˜B−q + n˜fk−q)δ(ω − ε˜fk−q + ω˜−q)
+ |t˜−k−q,q|2(1 + n˜Bq − n˜fk−q)δ(ω − ε˜fk−q − ω˜q)
]
.
(A49)
Similarly, for the f -electron spectral function one finds
Afk(ω) = |y˜k|2[η2kδ(ω − E˜1k) + ξ2kδ(ω − E˜2k)]
+
1
N
∑
q
[
|u˜+kq|2(1 + n˜B−q − n˜ck+q)δ(ω − ε˜ck+q − ω˜−q)
+|u˜−kq|2(n˜B−q + n˜ck+q)δ(ω − ε˜ck+q + ω˜q)
]
. (A50)
The first line in both spectral functions is the coherent
contribution which describes excitations at the elec-
tronic quasiparticle energies E˜
(1,2)
k . The remaining
lines are incoherent contributions. They are induced
by the electron-phonon interaction and turn out to
be small. Note that the coherent part in both cases
reduce to the mean-field result, when the renormalized
quantities are replaced by the unrenormalized quantities.
The phonon spectral function Cq(ω) is found in the
same way. It is defined by
Cq(ω) =
1
2piω
∫ ∞
−∞
〈[bq(t), b†q]〉eiωtdt (A51)
where the expectation value is again formed with the full
Hamiltonian. Using again the unitary invariance, one
finds by help of Eqs. (A35), (A22)
Cq(ω) =
|z˜q|2
ω˜q
δ(ω − ω˜q) (A52)
+
1
N
∑
k
[
|v˜+k,−q|2
n˜ck−q − n˜fk
ε˜fk − ε˜ck−q
δ(ω − ε˜fk + ε˜ck−q)
+ |v˜−kq|2
n˜fk − n˜ck+q
ε˜ck+q − ε˜fk
δ(ω − ε˜ck+q + ε˜fk)
]
.
The first term on the right-hand side describes a coherent
phonon with excitation energy at ω = ω˜q. The remain-
ing terms are incoherent contributions due to particle-
hole excitations of c and f electrons. As before, they are
induced by the electron-phonon interaction.Note that re-
sult (A52) reduces to the mean field result from Sec. III,
when the incoherent part is neglected and the coherent
excitation energy ω˜q is replaced by the unrenormalized
energy ω0 and z˜q by 1. The numerical evaluation of
Cq(ω) shows that the weight of the incoherent excita-
tion is small. This allows to use the energies ε˜ck and ε˜
f
k
in expression (A52) instead of the correct quasiparticle
energies E˜
(1,2)
k .
The numerical solution of the phonon spectral function
in Fig. 7 has shown that ω˜q hardens in the non-adiabatic
case (ω0 = 2.5) whereas it softens in the adiabatic case
(ω0 = 0.5). One may ask, can this opposite tendency
of the phonon mode already be understood in perturba-
tion theory? At first, note that ω0 is not altered by the
mean-field theory, as shown in Sec. III. Therefore, the
renormalization of the phonon frequency as well as the
q-dependence of ω˜q can only be caused by the coupling
to the electronic degrees of freedom, i.e. by the influence
of H1. The easiest way to derive ω˜q in perturbation the-
ory is to start from the renomalization equation (A13) for
ωq,λ, when the renormalization from the original cutoff
Λ to λ = 0 is done in one single step. Therefore, choosing
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λ = Λ and also ∆λ = Λ, one finds from Eq. (A13)
ω˜q − ω0 = −2g
2
N
∑
k
(
A+k,−q(Λ,Λ)(n
f
k − nck−q)+
+A−k,q(Λ,Λ)(n
f
k − nck+q)
)
= −2g
2
N
∑
k
( nfk − nck−q
εck−q − εfk + ω0
+
nfk − nck+q
εck+q − εfk − ω0
)
,
(A53)
which is the perturbative result up to O(g2). Here we
have used that according to Eq. (A9) the coefficients
A±kq(Λ,Λ) reduce to A
±
kq(Λ,Λ) = 1/(ε
c
k−q − εfk ± ω0).
In the anti-adiabatic case (ω0 ≫ εck−q, εfk) Eq. (A53)
reduces to
ω˜q = ω0 +
2g2
Nω0
∑
k
(
nck−q + n
c
k+q
)
. (A54)
Since the second term on the right hand side is positive
one indeed finds a hardening of the phonon mode. In the
opposite limit (ω0 ≪ εck−q, εfk) the frequency ω0 can be
neglected in both denominators of Eq. (A53). Then one
arrives at
ω˜q = ω0 − 2g
2
N
∑
k
(nfk − nck−q
εck−q − εfk
+
nfk − nck+q
εck+q − εfk
)
.
(A55)
Note that the second term on the right hand side is neg-
ative. Thus, the result is a softening of the phonon mode
in the adiabatic limit, which is like the result in the anti-
adiabatic limit in agreement with the numerical outcome
from the full PRM calculation.
For the numerical evaluation of the various physical
quantities from Sec. V within the PRM one has to solve
the sets of renormalization equations (A11)-(A15) for the
parameters of Hλ self-consistently together with the set
(A26)-(A31) for the expectation values. Starting with
some initial values of nck, n
f
k, n
B
−q, and 〈c†k+Qfk〉, the
renormalization equations are integrated in steps ∆λ lit-
tle by little until. At λ = 0, the Hamiltonian and all
quasiparticle operators are completely renormalized and
the new expectation values can be calculated. Then the
renormalization process is restarted. Convergence is as-
sumed to be achieved if all quantities are determined with
a relative error less than 10−5. The spectral functions
are evaluated with a Gaussian energy broadening of 0.06
tc = 1. In the numerics, we have used a one-dimensional
lattice with N = 1000 sites. ∆λ was customarily chosen
as ∆λ ≈ 0.01 (if we use ∆λ = 0.1 in order to reduce
the computational effort the discrepancy is proven to be
small, however). Concerning the parametrization of the
band structure, we choose εf − εc = −1 (where εc was
fixed to εc = 0) and tf = −0.3 to ensure an (indirect)
semimetallic state for the non-interacting half-filled band
case (cf. Fig. 1).
Appendix B: Anti-adiabatic limit
In the anti-adiabatic limit the phonon frequency is as-
sumed to be large compared to the electronic energies,
ω0 ≫ εfk, εck. One realizes that the renormalization due
to the elimination of H1 becomes rather small in this
limit. This follows from expression (A8) for Xλ,∆λ which
has coefficients
A±kq(λ,∆λ) =
Θ±kq,λ
(
1−Θ±kq,λ−∆λ
)
εck+q,λ − εfk,λ ± ω∓q,λ
. (B1)
For large ωq,λ ∼ O(ω0), expression (B1) reduces to
A±kq(λ,∆λ) ≈
Θ±kq,λ
(
1−Θ±kq,λ−∆λ
)
±ω0 , (B2)
where the Θ-functions are now independent of k:
Θ±kq,λ ≈ Θ(λ− |ω0|) =: Θq,λ . (B3)
Obviously, for large energy ω0, Eq. (B2) only allows
small renormalization contributions. Moreover, the
product Θq,λ(1 − Θq,λ−∆λ) in the numerator prevents
any k-dependent renormalization contribution between
cutoff λ and λ−∆λ.
(i) Gap equation: For the conditional equation of the
order parameter ∆, obtained by the PRM, one concludes
that in the anti-adiabatic limit it reduces to the mean-
field expression (23) since renormalization contributions
due to H1 are suppressed. Thus, for ω0 →∞ one obtains
as asymptotic result
1 =
4g2
ω0
1
N
∑
k
sgn(εfk − εck+Q)
fF (E
(1)
k )− fF (E(2)k )
Wk
,
(B4)
where all quantities are unrenormalized.
At the critical electron-phonon coupling g = gc the
order parameter ∆ vanishes and the condition (B4) be-
comes
1 =
4g2c
ω0
1
N
∑
k
fF (εfk)− fF (εck+Q)
εck+Q − εfk
.
(B5)
In this extreme anti-adiabatic limit, the squared critical
coupling g2c scales linearly with ω0, provided the elec-
tronic parameters in the sum over k are kept constant.
This behavior is in perfect agreement with the outcome
from the numerical solution of the PRM equations, as
shown in the inset of Fig. 5. Even, the numerical result
from (B4) (g2c/ω0)ω0→∞ ≃ 0.16 is in acceptable agree-
ment with that from Sec. V, which is (g2c/ω0)ω0→∞ ≃
0.14.
(ii) Incoherent excitations: The above feature of
A±kq(λ,∆λ) can also be used to explain the behavior
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of the incoherent contributions to the electronic spec-
tral functions A
(c,f)
k (ω) in Figs. 5 and 6. As long as
the electron-phonon coupling g is not too small, the fig-
ures show that for the non-adiabatic case (ω0 = 2.5) in
Fig. 6 the incoherent contributions to the spectral func-
tions are less pronounced than for the adiabatic case
(ω0 = 0.5) in Fig. 5. This property results from the
prefactors |t˜±k−q,q|2 and |u˜±k,q|2 of the incoherent contri-
butions in Eqs. (A51)and (A52). They are found from
the solution of the renormalization equations (A26) and
(A27) for t±k−q,q,λ and u
±
k,q,λ, and are governed by the co-
efficients A±kq(λ,∆λ). A similar behavior is also observed
for the phonon spectral function Cq(ω) in Fig. 7, where
the incoherent contributions in the anti-adiabatic regime
are strongly suppressed. Note that also the weight of the
incoherent excitations increases when the coupling g is
increased.
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