Abstract. We investigate the integral cohomology ring and the Chow ring of the classifying space of the complex projective linear group PGL p , when p is an odd prime. In particular, we determine their additive structures completely, and we reduce the problem of determining their multiplicative structures to a problem in invariant theory.
1. Introduction 2. Notations and conventions 3. The main results 4. Preliminaries on equivariant intersection theory 5. On C p Â m p 6. On C p y T GL p 7. On C p y T PGL p 8. On S p y T PGL p 9. Some results on A troduced an algebraic version of the cohomology of the classifying space of an algebraic group G over a field k, the Chow ring A (1) In [14] , the authors compute H Ã ðB PGL 3 ; Z=3ZÞ as a ring, by presentations and relations.
(2) The ring H Ã ðB PGL n ; Z=2ZÞ is known when n 1 2 ðmod 4Þ ( [13] and [18] ).
(3) In [20] the authors show that three conjectures on the mod p cohomology of classifying spaces of compact Lie groups, due to Adams, Kono-Yagita, and Dwyer-MillerWilkerson-Notbohm respectively, hold for B PGL p when p is a prime.
On the other hand, to my knowledge no one had studied the integral cohomology ring H Ã PGL n .
In the algebraic case, the only known results about A
is injective. The reason why he is not able to determine whether w is 0 or not is that he does not have a good description of the 3-torsion in A Ã N 3 .
In this paper we refine Vezzosi's approach, and extend it to the case of PGL p , where p is an odd prime.
Let T PGL p be the standard maximal torus in PGL p , consisting of classes of diagonal matrices, N p its normalizer, S p ¼ N p =T PGL p its Weyl group. Here are our main results (see Section 3 for details): ; we also describe the relations.
(4) Using (2) and (3) above, we describe completely the additive structures of A I am also in debt with Alberto Molina, who discovered a serious mistake in the proof of Theorem 3.2 given in a preliminary version of the paper, and with Marta Morigi, who helped me fix it.
Finally, I would like to acknowledge the very interesting discussions I have had with Nobuaki Yagita and Andrzej Weber on the subject of this paper.
Notations and conventions
All algebraic groups and schemes will be of finite type over a fixed field k of characteristic 0. Furthermore, we will fix an odd prime p, and assume that k contains a fixed p th root of 1, denoted by o. When k ¼ C, we take o ¼ e 2pi=p .
The hypothesis that the characteristic be 0 is only used in the proof of Theorem 9.3, which should however hold over an arbitrary field. If so, it would be enough to assume here that the characteristic of k be di¤erent from p.
Our main tool is Edidin and Graham's equivariant intersection theory (see [3] ), which works over an arbitrary field; when we discuss cohomology, instead, we will always assume that k ¼ C. All finite groups will be considered as algebraic groups over k, in the usual fashion. We denote by G m the multiplicative group of non-zero scalars over k, by m n the algebraic group of n th roots of 1 over k.
Whenever V is a vector space over k, we also consider it as a scheme over k, as the spectrum of the symmetric algebra of the dual vector space V
4
. If V is a representation of an algebraic group G, then there is an action of G on V as a scheme over k.
We denote by T GL p , T SL p and T PGL p the standard maximal tori in the respective groups, those consisting of diagonal matrices. We identify the Weyl groups of these three groups with the symmetric group S p . We also denote the normalizer of T PGL p in PGL p by S p y T PGL p .
If a 1 ; . . . ; a p are elements of k Ã , we will denote by ½a 1 ; . . . ; a p the diagonal matrix in GL p with entries a 1 ; . . . ; a p , and also its class in PGL p . In general, we will often use the same symbol for a matrix in GL p and its class in PGL p ; this should not give rise to confusion.
It is well known that the arrows A for all i > 0. Our class b is, up to sign, the image under this boundary homomorphism of the Brauer class of the tautological bundle. . For each integer m, denote by rðm; pÞ the number of partitions of m into numbers between 2 and p. If we denote by pðm; pÞ the number of partitions of m with numbers at most equal to p (a more usual notation for this is pðm; pÞ, which does not look very good), then rðm; pÞ ¼ pðm; pÞ À pðm À 1; pÞ.
We will also denote by sðm; pÞ the number of ways of writing m as a linear combination ðp 2 À pÞi þ ðp þ 1Þ j, with i f 0 and j > 0; and by s 0 ðm; pÞ the number of ways of writing m as the same linear combination, with i f 0 and j f 0. Obviously we have s 0 ðm; pÞ ¼ sðm; pÞ, unless m is divisible by p 2 À p, in which case s 0 ðm; pÞ ¼ sðm; pÞ þ 1. by generator and relations, completing the work of [21] . is the commutative Z-algebra generated by elements g 2 , g 3 , d, r, of degrees 2, 3, 6 and 4 respectively, with relations 27d À ð4g (b) H The rest of the paper is dedicated to the proofs of these results. We start by recalling some basic facts on equivariant intersection theory.
Preliminaries on equivariant intersection theory
In this section the base field k will be arbitrary.
We refer to [19] , [3] and [21] for the definitions and the basic properties of the Chow ring A Furthermore, if H ! G is a homomorphism of algebraic groups, and G acts on a smooth scheme X , we can define an action of H on X by composing with the given homomorphism H ! G. Then we have a restriction homomorphism
Here is another property that will be used often. Suppose that H is an algebraic subgroup of G. We can define a ring homomorphism A Proof. This follows from the following facts:
(2) the self-intersection formula, that says that the homomorphisms
are multiplication by c r ðEÞ, and (3) the localization sequences for Chow rings and cohomology. r
Let us recall the following results from [19] . (2) If T GL n is the standard maximal torus in GL n consisting of diagonal matrices, then the restriction homomorphism A
where the s i are the elementary symmetric functions of the x i .
(3) If T SL n is the standard maximal torus in SL n consisting of diagonal matrices, and we denote by x i the restriction to A
. . . ; s n =ðs 1 Þ:
is the first Chern class of the embedding m n ,! G m , considered as a 1-dimensional representation, then we have
Furthemore, if G is any of the groups above and k ¼ C, then the cycle homomorphism A nalizable group scheme, or that G is the Cartier dual of a finite abelian group G, considered as a group scheme over k. By Cartier duality, we have that G is the character group G G ¼ def HomðG; G m Þ. A more concrete way of stating this is the following. Set
For each i ¼ 1; . . . ; n call w i the character obtained by composing the i th projection G ! m n i with the embedding m n i ,! G m , and set
Proof. When G ¼ m n , this follows from Totaro's calculation cited above. The general case follows by induction on r from the following lemma.
Lemma 4.3. If H is a linear algebraic group over k, the ring homomorphism Proof. This follows easily, for example, from the Chow-Kü nneth formula in [19] , Section 6, because m n has a representation V ¼ k r on which it acts by multiplication, with an open subscheme U ¼ def V nf0g on which it acts trivally; and the quotient U=m n is the total space of a G m -torsor on P rÀ1 , and, as such, it is a union of open subschemes of a‰ne spaces.
It is also not hard to prove directly, as in [15] . r There is also a very important transfer operation (sometimes called induction). Suppose that H is an algebraic subgroup of G of finite index. The transfer homomorphism
(see [21] ) is the proper pushforward from A
This is not a ring homomorphism; however, the projection formula holds, that is, if x A A We are going to need the analogue of Mackey's formula in this context. Let H and K be algebraic subgroups of G, and assume that H has finite index in G. We will also assume that the quotient G=H is reduced, and a disjoint union of copies of Spec k (this is automatically verified when k is algebraically closed of characteristic 0). Then it is easy to see that the double quotient KnG=H is also the disjoint union of copies of Spec k. Furthermore, we assume that every element of ðKnG=HÞðkÞ is in the image of some element of GðkÞ. Of course this will always happen if k is algebraically closed; with some work, this hypothesis can be removed, but it is going to be verified in all the cases to which we will apply the formula).
Denote by C a set of representatives in GðkÞ for classes in ðKnG=HÞðkÞ. For each s A C, set
Obviously K s is a subgroup of finite index of K; there is also an embedding K s ,! H defined by k 7 ! s À1 ks.
Proposition 4.4 (Mackey's formula).
Proof. This is standard. We have that the equivariant cohomology rings A Since proper pushforwards and flat pullbacks commute, from the cartesian diagram
we get the equality
Now we need to express G=K Â G=H as a disjoint union of orbits by the diagonal action of G. There is a G-invariant morphism G Â G ! G, defined by the rule ða; bÞ 7 ! a À1 b, that induces a morphism G=K Â G=H ! KnG=H. For each s A C, call W s the inverse image of s A ðKnG=HÞðkÞ, so that G=K Â G=H is a disjoint union '
is easy to verify that W s is the orbit of the class ½1; s A ðG=K Â G=HÞðkÞ of the element ð1; sÞ A ðG Â GÞðkÞ, and that the stabilizer of ½1; s is precisely K s . From this we get an isomorphism
from which the statement follows easily. r Here by G-invariant closed subvariety of X we mean a closed subscheme V of X that is reduced, and such that G permutes the irreducible components of V transitively (one sometimes says that V is primitive).
This property can be expressed by saying that X is an equivariant Chow envelope of Y (see [5] , Definition 18.3).
Proof. In the non-equivariant setting the result follows from the definition of proper pushforward.
In our setting, let us notice first of all that if Y 0 ! Y is a G-equivariant morphism and
is also an equivariant Chow envelope (this is easy, and left to the reader). Therefore, if U is an open subscheme of a representation of G on which G acts freely, the morphism f Â id U : X Â U ! Y Â U is an equivariant Chow envelope. But since G is smooth, it is easily seen that pullback from ðX Â UÞ=G to X Â U defines a bijective correspondence between closed subvarieties of ðX Â UÞ=G and closed invariant subvarieties of X Â U; hence the ðX Â UÞ=G is a Chow envelope of ðY Â UÞ=G. So the proper pushforward A The following fact will be useful later. 
The equality of the two polynomials that appear in the definition of q is not immediately obvious, but is easy to prove, by subtracting them and using the identity
Much more is known: as I learnt from N. Yagita, the rings of invariants F p ½x 1 ; . . . ; x n GL n ðF p Þ and F p ½x 1 ; . . . ; x n SL n ðF p Þ were computed by L. E. Dickson, in [1] ; the first is known as the Dickson algebra.
Proof. First of all, let us show that the image of the homomorphism above is contained in SL 2 ðF p Þ. There is a canonical symplectic form
is a scalar multiple of the identity matrix I p ; it is easy to see that the scalar factor, which we denote by ha; bi, is in m p , and that it only depends on a and b, that is, it is independent of the liftings. The resulting function It is not hard to check that the centralizer of C p Â m p equals C p Â m p ; and this completes the proof of the first part of the statement.
For the second part, see [1] or [22] . r For later use, let us record the following fact. The image of the restriction homomorphism A 
and is 0 in all other cases.
Proof. The total Chern class of gl p coincides with the total Chern class of sl p , because gl p is the direct sum of sl p and a trivial representation. From Lemma 5.1 we see that this total Chern class, when restricted to A
and then the result follows from Lemma 5.6 below. r Lemma 5.6.
Proof. Using the formula
which holds for any two elements a and b of a commmutative F p -algebra, we obtain
We will also need to know about the cohomology ring H
is an isomorphism. This does not extend to C p Â m p ; however, from the universal coe‰cients theorem for cohomology, for each index k we have a split exact sequence
furthermore, since the exterior product homomorphism A
is the image of the cycle homo-
. From this it is easy to deduce that the cycle homomorphism induces an isomorphism of A Ã C p Âm p with the even dimensional part H even C p Âm p of the cohomology.
We have isomorphisms
(later we will make a canonical choice). We have that s 2 ¼ 0, because p is odd, and s has odd degree. Remark 5.10. The group C p Â m p is important in the theory of division algebras. Suppose that K is a field containing k, and E ! Spec K is a non-trivial PGL p principal bundle. This corresponds to a central division algebra D over K of degree p. Recall that D is cyclic when there are elements a and b of K Ã , such that D is generated by two elements x and y, satisfying the relations
It is not hard to show that D is cyclic if and only if E has a reduction of structure group to C p Â m p .
One of the main open problems in the theory of division algebra is whether all division algebras of prime degree are cyclic. Let V be a representation of PGL p over k with a non-empty open invariant subset U on which PGL p acts freely. Let K be the fraction field of U=PGL p , E the pullback to Spec K of the PGL p -torsor U ! U=G and D the corresponding division algebra; it is well known that D is cyclic if and only if every division algebra of degree p over a field containing k is cyclic.
The obvious way to show that D is not cyclic is to show that there is an invariant for division algebras that is 0 for cyclic algebras, but not 0 for D. However, the result proved here implies that there is no such invariant in the cohomology ring H
Then either x has even degree, so it comes from A Ã PGL p , hence it restricts to 0 in V =PGL p for some open invariant subset V L U, or it has odd degree, and then it maps to 0 in A Ã T PGLp , and it does not map to 0 in A
This is related with the fact that one can not find such an invariant in étale cohomology with Z=pZ coe‰cients (see [6] , §22.10).
6. On C p y T GL p Proposition 6.1. Assume that k ¼ C. Then the cycle homomorphism
Proof. This is the first illustration of the stratification method: we take a geometrically meaningful representation of C p y T GL p and we stratify it.
Denote by V ¼ def A p the standard representation of GL p , restricted to C p y T GL p . We denote by V ei the Zariski open C p y T GL p -invariant subset consisting of p-tuples of complex numbers such that at most i of them are 0, and by V i ¼ def V ei nV eiÀ1 the smooth locally closed subvariety of p-tuples consisting of vectors with exactly i coordinates that are 0. Obviously V epÀ1 ¼ V nf0g and V p ¼ 0.
Lemma 6.2. For each 0 e i e p À 1, the cycle homomorphism
is an isomorphism.
Proof. First of all, assume that i ¼ 0. Then the action of C p y T GL p on V 0 is transitive, and the stabilizer of ð1; . . . ; 1Þ A V 0 ðkÞ is C p ; hence we have a commutative diagram
where the rows are cycle homomorphisms and the columns are isomorphisms. Since the bottom row is also an isomorphism, the thesis follows.
When i > 0 the argument is similar. 
where the columns and the bottom row are isomorphisms. r Lemma 6.3. For each 0 e i e p À 1, the cycle homomorphism
Proof. We proceed by induction on i. When i ¼ 0 we have V e0 ¼ V 0 , and the thesis follows from the previous lemma. For the inductive step, we have a commutative diagram with exact rows
by inductive hypothesis, the arrow marked with 1 is an isomorphism, hence the arrow marked with 2 is surjective. However, the bottom row of the diagram extends to a Gysin exact sequence
showing that the arrow marked with 3 is injective. From this, and the fact that the lefthand column is an isomorphism, it follows that the middle column is also an isomorphism, as desired. r Let us proceed with the proof of the theorem. For each i we have a commutative diagram with exact rows
Now, by Lemma 6.3 the right-hand column is an isomorphism, hence, arguing as in the proof of Lemma 6.3, we conclude that the bottom row of the diagram is a short exact sequence.
If i is odd, we have H i C p yT GLp ðV nf0gÞ ¼ 0, hence the multiplication homomorphism
When i is even, one proceeds similarly by induction on i, with a straightforward diagram chasing in the diagram above. r 
which is a ring homomorphism.
(c) As an algebra over A
Remark 6.5. The proofs of these statements could be made somewhat shorter by making use of Totaro's results on the Chow ring of the classifying space of a wreath product ( [19] , Section 9). However I find the present approach more transparent; it also has the merit of generalizing to other situations of interest. 
for each free monomial m.
Notice that the transfer in the second part of the definition only depends on the orbit of m; hence f is well defined.
We need to check that f is a ring homomorphism, by taking two basis elements u and v and showing that fðuvÞ equals fðuÞfðvÞ. This is clear when both u and v are powers of s p . 
When m is free this holds by definition, whereas when m ¼ s r p we have
Take two free monomials m and n. We have 
consists of the sum of the image of ðA 
The pushforward A 
Now we prove that the relations indicated generate the ideal of relations, and, simultaneously, part (d).
Take an element a A A d C p yT GLp ; using the given relations, we can write a in the form Proof. The restriction of V to C p Â m p decomposes as a direct sum of 1-dimensional representations with first Chern classes h; h À x; h À 2x; . . . ; h À ðp À 1Þx, and
Since x and h p À hx pÀ1 are algebraically independent in the polynomial ring F p ½x; h, it follows that all the a i are 0. This finishes the proof of (c) and (d).
Finally, let us prove part (e).
Injectivity follows immediately from part (d).
To show that the restriction homomorphism is surjective, it is su‰cient to show that if u is in the kernel of the homomorphism ðA . This can be proved directly, by studying the Hochschild-Serre spectral sequence
In this section we study the Chow ring of the classifying space of the group C p y T PGL p . Here is our main result. Consider the subgroup m p L T PGL p defined, as in the Introduction, by the formula z 7 ! ½z; z 2 ; . . . ; z pÀ1 ; 1. This defines a homomorphism of rings A 
(c) As an algebra over ðA
is generated by the element x, while the ideal of relations is generated by the following: px ¼ 0, and fðuÞx ¼ 0 for all u in the kernel of the ring homomorphism A
induced by the embedding m p ,! T PGL p .
(d) The ring homomorphisms
Proof. One of the main ideas in the paper is to exploit the fact, already used in [21] and rediscovered in [20] , that there is an isomorphism of tori
This isomorphism is not S p -equivariant, but it is C p -equivariant; therefore it induces an isomorphism
The composite of the embedding m p ,! T PGL p with the isomorphism F is the embedding m p ,! T SL p defined by z 7 ! ½z; z; . . . ; z. Now, take an open subset U of a representation of C p y T GL p on which C p y T GL p acts freely. The projection U=C p y T SL p ! U=C p y T GL p is a G m -torsor, coming from the determinant det : C p y T GL p ! G m of the canonical representation V of T GL p . Lemma 4.1 implies that there is an exact sequence
Consider the splitting f : ðA The action of C p Â m p on V splits as a direct sum of 1-dimensional representations with characters h þ x; h þ 2x; . . . ; h þ ðp À 1Þx; h, so the restriction of c 1 ðV Þ to A
So we need to show that the restriction of tr
is also 0. This is a particular case of Lemma 6.8.
There is also an exact sequence
Proof. This is equivalent to saying that the exact sequence above stays exact after taking G-invariants; but we have that
is a torsion-free permutation module under G. r Part (a) comes from the surjectivity of the restriction homomorphism To prove part (e) consider the diagram of restriction homomorphisms
The surjectivity of the map in the statement follows from Proposition 6.4 (e) and from the fact that the first arrow in the bottom row is surjective.
To prove injectivity take an element u of A 
Let us prove part (d). The statement on Chow rings is an immediate consequence of part (e).
For the cohomology, we argue as follows. We have a long exact sequence
is an isomorphism. Hence, for each i we have a commutative diagram with exact rows
in which the first two columns are isomorphisms. This implies that the third column is also an isomorphism: so the cycle homomorphism A
When i is odd, we have an exact sequence
hence the boundary homomorphism q : . If we identify f1; . . . ; pg with the field F p with p elements, by sending each i into its class modulo p, then C p can be identified with the additive group F p itself, acting by translations. There is also the multiplicative subgroup F Ã p of S p , acting via multiplication. This is contained in the normalizer of C p ¼ F p , and, since p is a prime, it is easy to show that the normalizer of C p inside S p is in fact the subgroup generated by F p and F 
is contained in the subring generated by h pð pÀ1Þ . The opposite inclusion is ensured by the fact that the discriminant d A ðA
The group S p does not act on C p y T PGL p , only the normalizer F Ã p y F p of C p does. Nevertheless, we define the subring ðA
consisting of all the elements that are invariant under F Ã p y F p , and whose images in A
The result we need about S p y T PGL p is the following.
Proposition 8.1. The localized restriction homomorphism
Of course the statement can not be correct without inverting ðp À 1Þ!, because the torsion part of A . This is complicated, but fortunately we do not need to worry about it.
Proof. Injectivity is clear: because of the projection formula, the composite
To show surjectivity, take a class u A ðA
We apply Mackey's formula (Proposition 4.4). The double quotient
consists of p À 1 elements coming from the normalizer F Ã p y F p , and ðp À 1Þ
ðp À 2Þ! À 1 p elements with the property that, if we call s a representative in S p y T PGL p , we have
hence it is enough to show that an element in the image of the transfer map In this section we prove some auxilliary results, which play an important role in the proof of the main theorems.
The following observation is in [21] , Corollary 2.4. 
The proof for cohomology is identical, except for notation. r Proposition 9.2. The restriction homomorphisms
Proof. By a classical result of Gottlieb ([7] ) the homomorphism H
is injective; while the injectivity of A
is a recent result of Totaro. This is unpublished: a sketch of proof is presented in [21] . Proposition 9.5 (see [21] , Proposition 3.1). The composites of restriction homomorphisms
p , which sends the class of a pair ðA; X Þ into AXA À1 . This morphism is easily seen to be an isomorphism, and the proof follows. r 
Localization
Consider the top Chern classes
We have the following fact.
becomes an isomorphism when tensored with Z½1=ðp À 1Þ!.
Proof. The representation D p of S p y T PGL p is naturally embedded in sl p , so we have that
and this proves the first statement. 
in which the first row is the map that sends h to 0, and corresponds to the pullback.
The restriction homomorphism A
ðUÞ is contained in the intersection of the ideals ðh À l i Þ. In the polynomial ring F p ½x; h; h, however, the intersection of the ideals ðh À l i Þ is the ideal generated by the product of the h À l i , because F p ½x; h; h is a unique factorization domain, and the h À l i are pairwise non-associated primes. Hence the image of an element of K is 0 in F p ½x; h=ðl 1 . . . l r Þ; but the homomorphism is the image of s. From this equality it follows easily that a is 1 and h is 0, and therefore r maps to r.
The splitting
In this section we prove Theorem 3.2. 
Consider the embeddings
Proof. We will prove surjectivity in two steps; first we will show that the map is surjective when tensored with Z½1=p, then that it is surjective when tensored with Z½1=ðp À 1Þ!. Proof. There is an isomorphism T GL pÀ1 F T PGL p , defined by ðt 1 ; . . . ; t pÀ1 Þ 7 ! ðt 1 ; . . . ; t pÀ1 ; 1Þ that is S pÀ1 -equivariant, and therefore induces an isomorphism of the semi-direct product S pÀ1 y T PGL p with the normalizer S pÀ1 y T GL pÀ1 of the maximal torus in GL pÀ1 . Hence it is enough to show that A Proof. Injectivity follows from Proposition 9.4.
As in the previous case, we show surjectivity first after inverting p, and then after inverting ðp À 1Þ!.
