Abstract-Small Flow Completion Time (FCT) of short-lived be congested) by receiving lossless service. Second, if two or flows, and fair bandwidth allocation of long-lived flows have been more flows are bottlenecked at the same link they must receive two major, usually concurrent, goals in the design of resource nonuniform loss rates that are function of their aggressiveness allocation algorithms. In this paper we present a framework that naturally unifies these two objectives under a single umbrella; (roumnd-tri times, TCPimle entato queuingvdela etc) namely by proposing resource allocation algorithm Markov Assuming that the router has access to the individual flow Active Yield (MAY). Based on a probabilistic strategy: "drop rates, or the existence of multiple queues that are appropriately proportional to the amount of past drops", MAY achieves very scheduled, a number of solutions to these two problems exist, small FCT among short-lived flows as well as max-min fair and are described in previous works [25] 
I. INTRODUCTION
The main contributions of this paper are the following:
Resource allocation in communication networks has been a major topic of interest for some time. Many current proposals * A novel queue management scheme Markov Active Yield haveas hei pefomane ojetiv a anwidh aloatin tat(MAY) that unifies two major design principles: small FCT hav asther prfrmace bjetie abanwidh lloatin tatof short-lived flows and max-min fair bandwidth sharing of is max-mmn fair [25] , [5] , [20] , [11] , [2] , [26] . However, from ofh-lived flows and maxm fairndth sharingbo the user point of view, a major (arguably the most important) mAY l iongi flows hesoy state irmatio tatsk performance metric is Flow Completion Time (FCT) [6] . A o a ro p number of schemes that minimizes FCT exist in the literature [19] , [3] , [6] , [10] . These require either state for every arriving * An analysis of the randomized algorithm MAY that shows flow, or cooperation from end-to-end users. Note, also, that that the bandwidth allocation of the long-lived elastic flows max-mm fair proposals can harm FCT ofshort-livedflowsa in the network of MAY queues is max-min fair. On k' with probability probabilities and therefore the utilization: if current utilization is less than desired (uo) u should be decreased to allow lower = U with probability 1 ck drop probabilities and increase utilization, while if current utilization is greater than uo, then v should be increased to From [7] we have that expected number of sent packets of allow higher drop probabilities and decrease utilization. 1 -/3 jA -(t)v(t) = aiV6-(t)v(t), (2) As we will se in the next Section, the memory requirements in Pareto-like flow-size distribution is around 1 bit per active where we denoted by ai = Vd A. On the other hand, flow. On the other hand, various publicly available OC192c we know that v(t) is regulated to achieve utilization u0C, and OC48c traces shows that the demand equivalent to 1Gbps where C is the link capacity. Thus we have:
is generated by few hundred thousands of active flows (with timeout value of 64 seconds). Therefore, the memory require-N 1 1 ments in the current internet flow-size distributions is roughly S U(t (t) 5 uHEa / 0C. From (2) and (3), we obtain such that for all t, r(t) < 1 -6. From the definition of r(t), we have: sstem =(1-q()i j(t)+qaabl.(t) (4) r(l t+1) VZ 
Thus, assuming that r(t) < 1 -6, for all t, implies r(t) > jD1 e\zot b(t) r(1)Eti1 -tw oc, which is in turn a contradiction with =t) . * mean 10 packets. .s2 simulations that demonstrate the behavior of MAY. We used by f. For example, in standard TCP, the parameters look at two issues:
that directly determine the FCT are: the slow start threshold (sstresh_), the advertised window, the maximum congestion 
NZd=1 Ui
Clearly, j(U) has a global maximum 1 that is attained at For ,u 10 and k E [1, 2] (standard values in the U = Umm and since it is continuous, by measuring how far Internet) the value of L(k, u, So) > 0.98 for So > 500 and the index is from 1, one can get some intuition as to how far L(k, ,u SO) > 0.99 for So > 1000; see Figure 3 . the vector U is from Umm. The MAY parameters used in the To see how the FCT of TCP flows is affected by MAY one experiments are: A = Is, uo = 0.98, , = 0.1, qw = 0.05, can consider a simple model of TCP with delayed acknowl-To = 64sec. The DRR parameters are No-buckets-= edgements (one ack per two packets) and without (upper) limi-100, blimit_ = 100Kbytes, quantum_ = 1000bytes. The tation in cwnd_ where each packet is dropped with probability self configuring Adaptive RED [9] is used to determine the p. Figure 4 depicts the mean FCT (numerically obtained by RED parameters. TCP version is the standard TCP-SACK, averaging 100 runs) of short-lived TCP flows (So = 1000) in with a packet size lOOOB and delayed acknowledgements three cases LAS (p = 0), MAY (p = 4 ) and FIFO with drop switched on. The aggressiveness of each flow is, thus, mainly rate p = po = 0.01. Both ssthresh_ 2 and ssthresh_ determined by its RTT. oc are included. We can observe a slight increase in FCT between MAY and LAS, which is the consequence of the A. Fairness -Single bottleneck (stateless) probabilistic nature of MAY and price that must
The first set of simulations are designed to demonstrate the be paid for not keeping per-flow packet counters as in LAS. fairness properties of the proposed AQM schemes in single Figures are produced using the standard mathematical model bottleneck scenario. Specifically, we present results for a single of additive increase -multiplicative decrease cwnd_ control link with service rate of 80Mbps that services 100 longand constant loss rate; see [16] or [7] for more details. figure 9 . Numerically, the average FCT (AFCT) trafic in the Abilene trace and 24% in the Leipzig trace. We for 250 short-lived flows in this four cases are: also note that it is possible to self-tune the parameter 5o to allow certain, prescribed, proportion of traffic to be prioritized. should be taken to cover several "typical" RTT values, thus to belong to interval [500,5000]ms. The weighted average
Note the slight increase of the FCT in MAY, compared qCshould be chosen to allow averaging over several update to stateful scheme -LAS. The oblivious scheme (RED) and intervals: qb e [0.01, 0.11. Timeout To depends on the definiinstantaneously fair packet scheduler (DRR) achieve signifi-tion of persistence of a flow. Standard value used in Internet cantly larger FCT. In RED no packet is prioritized while in measurements is T= 64sec, and here we use the same value. DRR the instantaneous sending rate is limited and most of Self tuning of parameters is possible but is out of scope of the short-lived flows experience loss during the slow-start phase. present paper. 
