Abstract. This paper gives an algorithm to factor a polynomial f (in one variable) over rings like Z=rZ for r 2 Z or F q y]=rF q y] for r 2 F q y].
Introduction
Let R = Z or R = F q y] with a nite eld F q having q elements, and let r 2 R. We consider polynomials in R x], and we aim to describe all possible factorizations into irreducibles over the ring R=(r), where (r) denotes the ideal generated by r. Over such rings, factorization of polynomials into irreducible factors is not unique. It is shown that the number of irreducible factors of a polynomial can be exponential in the length of the polynomial, de ned in the natural way. A special case of our problem is to nd square roots in R=(r); a solution has been known for a long time; a good overview is given in Vahle ( 1993 ) .
In Sections 2 and 3, the factorization problem is reduced with the Chinese Remainder Theorem and a generalization of Hensel's Lemma to the case where r 2 R is a prime power and the polynomial is a power of an irreducible polynomial modulo the prime. In Section 4, the algorithm for the factorization problem if r = p k is a prime power is stated. It only works when the discriminant of the polynomial is not divisible by p k . In particular, the polynomial is squarefree. There may exist exponentially many irreducible factors, but we provide in polynomial time a concise data structure that describes all of them in a transparent way.
Our goal is an algorithm that describes all factorizations into irreducible factors. Sometimes it may su ce to deal with a (possibly) simpler problem:
nding one factorization into irreducible factors. This task is completely solved in the case that p k does not divide the discriminant by Chistov's (1987 Chistov's ( , 1994 algorithm for factoring polynomials over the p-adic completion R (p) . In the case that the discriminant vanishes, i.e., the polynomial is not squarefree, this may be reduced to the case where the discriminant is nonzero. But in the case where the discriminant is nonzero and p k divides the discriminant, we even do not know how to solve this easier problem in polynomial time.
We need two properties of the unique factorization domain R both satis ed by the two examples stated at the beginning. The rst one is that polynomials over R=(p) can be factored e ciently, i.e., there are polynomial time (probabilistic) algorithms for factoring polynomials over nite elds ( Berlekamp 1970 ) . The second one is that the completion of the eld of fractions K of R with respect to the p-adic valuation on K is a local eld in the sense of Chistov (1987 Chistov ( , 1994 . Hence we can use his fast algorithm for factoring polynomials over local elds. Our methods work for any R that satis es these assumptions. We did not analyze the running time of the algorithm in detail, because it seems that the running time of Chistov's algorithm (which is not analyzed in detail) dominates the running time of ours. It is clear that all steps of the algorithm can be done in probabilistic polynomial time.
The Chinese Remainder Theorem
Let r 2 R be a nonunit, and
be a complete factorization of r, i.e., u is a unit in R, the elements p 1 ; : : : ; p s 2 R are primes and pairwise relatively prime, and each integer k i is at least 1. Then ( Kaltofen & Shoup 1995 ) for factoring a polynomial of degree n. Hence we obtain the following: Lemma 2.2. Let R = F q y]. There is a (probabilistic) polynomial time reduction from the problem of factoring polynomials over R=(r) for some r 2 R to the problem of factoring polynomials over R=(p k ) for a prime p 2 R.
According to current knowledge, factoring integers seems harder than factoring polynomials over nite elds; see Bach ( 1990 ) and Lenstra & Lenstra, Jr (1990 for fast integer factoring algorithms.
The following proposition is from Shamir ( 1993 ) and shows that our assumption of knowing the factorization is indeed necessary. We state it only for the case that R = Z. problem of factoring r 2 Z to the problem of factoring polynomials over Z=rZ 
(Sometimes the transpose of this matrix is called the Sylvester matrix.) By de nition, the resultant of the two polynomials is res(g; h) = det S(g; h v p (A) = minfv p (a ij ) : 1 i n; 1 j mg: For more information about valuation theory, see e.g. Cohn ( 1977 ) , Chapter 9.
Notation 3.1. Let g; h 2 R x] be monic. Then d(g) = v p (disc(g)), where disc(g) = res(g; g 0 ) 2 R is the discriminant of g, r(g; h) = v p (res(g; h)), and if res(g; h) 6 = 0, then s(g; h) = ?v p (S(g; h) ?1 ). Lemma 3.2. Let g; h 2 R x] with res(g; h) 6 = 0. Then 0 s(g; h) r(g; h): Moreover, if s(g; h) = 0, then r(g; h) = 0. Proof. Since res(g; h) = det S(g; h), the matrix res(g; h)S(g; h) ?1 is a matrix over R and has nonnegative p-adic value. Hence, r(g; h) s(g; h). Now assume that v p (S(g; h) ?1 ) > 0. Then v p (det S(g; h) ?1 ) > 0, hence r(g; h) < 0. This is a contradiction, because res(g; h) 2 R. Now assume that s(g; h) = 0. Then S(g; h) is invertible over R (p) , and hence res(g; h) is invertible over R (p) . It follows that r(g; h) = 0. 2
The next example shows that sometimes s(g; h) < r(g; h): , r(g; h) = 5, and s(g; h) = 3.
Remark 3.4. The running time of our method is proportional to s(g; h). Our algorithm and all the following statements (except Theorem 4.2) also work when s(g; h) is replaced by r(g; h). We have no better general bounds on s(g; h) than on r(g; h) and thus our asymtotic time estimates would not be a ected. But Lemma 3.2 and Example 3.3 show that for individual polynomials, the use of s(g; h) may be advantageous.
The proof of the following proposition is analoguous to the proof of the Lemma in Borevich & Shafarevich ( 1966 ) , Chapter 4, x3. We substitute the value r(g; h) in the original version by the sometimes smaller value s(g; h). Using all monomials x n+m?1 ; x n+m?2 ; : : : ; x 0 for l, we nd that p S(u; w) ?1 is a matrix over R, each of whose columns has p-adic value 0. 2
The next theorem is a more general version of Hensel's Lemma. The proof is analogous to the proof of Hensel's Lemma in Borevich & Shafarevich ( 1966 ) . Proof. Let = s(u; w A version of Theorem 3.8 is already proven in von zur Gathen ( 1984 ) in a di erent setting. In particular, no explicit formula for s(u; w) is given. 
Since the discriminant and the resultant are polynomials in the coe cients of f; g; h, the same is true for factorizations over R=(p k ). 2 Remark 3.10. It follows from Corollary 3.6 that in order to apply Theorem 3.8 it su ces to know S(u; w) mod p s(u;w)+1 .
The next corollary follows from Theorem 3.8 in the case s(g; h) = 0: By assumption the ith column of p S(g; h) ?1 is not divisible by p, so the vector of the coe cients of u and w is not divisible by p. Hence we can take ' k = u and k = w. 2
We show now how to compute all factorizations of a given polynomial f 2 R x] with disc(f) 6 = 0 over R=(p k ) for k > d(f) = v p (disc(f)). A rst approach would be to compute one irreducible factor of f, divide by it, and factor the quotient recursively. This works, and provides an irreducible factorization of f. However, we have a more ambitious goal, namely, we want to nd all factorizations of f into irreducibles. The following example shows that the number of di erent factorizations of a polynomial over R=(p k ) can be exponentially large, but by keeping track of all previously found factorizations in a symbolic way, we achieve a description of all factorizations in polynomial time. We use Chistov's (1987 Chistov's ( , 1994 ) algorithm for factoring polynomials over local elds whose running time is polynomial in the length of the polynomial and the logarithm of the size of the residue class eld R=(p), if one uses a fast probabilistic factorization algorithm for factoring polynomials over nite elds. If one uses a deterministic factorization algorithm for factoring polynomials over nite elds, the algorithm is polynomial in the length of the polynomial and the size of the residue class eld. With Chistov's algorithm, one can compute one factorization of f 2 R x] over R=(p k ) for k > d(f). Let , S(g; h) 0 (4.2). For R = Z and R = F q y] it has been shown in Iliopoulos ( 1989 ) and Villard ( 1995 ) that there exist polynomial-time algorithms to compute the Smith normal form of the matrix S(g; h), i.e., unimodular matrices P; Q over R (i.e., whose determinant is a unit in R) such that Q t>i g t ) for 1 j l. We assume that 1 i < l and all factorizations f ( Q 1 j<i u j )w mod p k such that u j 2 R x] is irreducible over R=(p k ), u j g j mod p k? j for 1 j < i and w Q j i g j mod p k? i have already been computed. This means that we have a set of parameters such that the u j ; 1 j < i; and w depend linearly on them. Now we lift each factorization w g i Q j>i g j mod p k? i to a factorization over R=(p k ) and compute all factorizations w ab mod p k such that a g i mod p k? i and b Q j>i g j mod p k? i . It is shown in Lemma 4.8 and Theorem 4.9 that these two steps can be done simultaneously for all parameters. The last step yields some new parameters which are added to the set of the previously computed ones. Theorem 4.9 shows that one obtains in this way all factorizations. Before we can show that the algorithm works correctly, we have to prove the following technical lemma. (e) Let 1 j l. Recall that for polynomials f; g; h 2 R x] we have res(f; gh) = res(f; g)res(f; h) (Cohn 1977, 7.4 Proof. If f is irreducible over R (p) , it is irreducible over R=(p k ) for all k > d(f) by Theorem 3.8. Also, if d(f) = 0, the factorization of f into irreducible factors is unique over R=(p k ) for every k 1 by Theorem 3.8. Hence, from now on we assume that d(f) > 0 and f is reducible over R (p) .
By Corollary 3.6 and Lemma 4.8 ( is needed in order to lift the factorizations of Step 3. Besides, Lemma 4.8(d) also shows that in order to compute the solutions in Step 4, only this matrix is necessary. Hence, both steps can be done for all parameters at once.
