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Zusammenfassung
Im Standardmodell der Kosmologie wird von einer homogen-isotropen Materiever-
teilung ausgegangen. Da Homogenita¨t der sichtbaren Materie, wenn u¨berhaupt, erst
auf großen Skalen beobachtbar ist, stellt sich die Frage, welche Bedeutung die Mo-
dellparameter des Friedmann-Modells in einem relativ inhomogenen Universum be-
sitzen. Eine Antwort wa¨re, die Modellparameter als ra¨umliche Mittelwerte von lo-
kalen Feldern zu verstehen. So kann man zum Beispiel die im Friedmann-Modell
auftretende homogene Dichte mit der u¨ber große Skalen gemittelten Dichte identi-
fizieren. Da aber Mittelung und Zeitentwicklung nicht kommutierende Operationen
sind, ist dieses Vorgehen inkonsistent. Wir mitteln in einem konsistenten Ansatz be-
reits die Ausgangsgleichungen. Die daraus abgeleitete Gleichung hat die Form einer
Friedmanngleichung mit einer ra¨umlich gemittelten Dichte, sowie einem gemittelten
Skalenfaktor. Zusa¨tzlich tritt aber ein Term auf, der die Ru¨ckwirkung der Inhomoge-
nita¨ten auf die Entwicklung des Skalenfaktors darstellt. Er ist damit ein Maß dafu¨r,
inwiefern die Zeitentwicklung des gemittelten Skalenfaktors dem Skalenfaktor eines
global homogenen Modells folgt. Der in dieser Arbeit entwickelte Formalismus bie-
tet damit die Mo¨glichkeit, inhomogene Modelle mit homogen-isotropen Modellen zu
vergleichen.
Als Ausgangsgleichungen fu¨r die Mittelung bieten sich die Einsteinschen Gleichun-
gen (ART), sowie im Newtonschen Grenzfall das Euler-Newton-System (NT) an. In
beiden Fa¨llen wird als Modell ein nichtrotierendes Staubmedium, das in Strukturbi-
lungsszenarien verbreitete Anwendung findet, zugrunde gelegt. Es stellt sich heraus,
dass unter diesen Bedingungen die Einsteinsche Beschreibung im 3 + 1 Split auf
einen formal a¨hnlichen Ru¨ckwirkungsterm fu¨hrt wie in der NT, allerdings tritt als
zusa¨tzlicher Parameter die gemittelte intrinsische Kru¨mmung der dreidimensiona-
len Hyperfla¨chen auf, die sich dynamisch deutlich vom Kru¨mmungsparameter bei
Friedmann-Modellen unterscheidet. Auch wird in der ART u¨ber gekru¨mmte Hyper-
fla¨chen bei der Mittelwertbildung integriert. Damit sind die Mittelwerte regional von
der Raumkru¨mmung abha¨ngig, auch wenn man formale Analogien in der Dynamik
bei Mittelwerten in der ART und in der NT findet. Will man die Abweichungen der
Kenngro¨ßen eines durch Mittelung erhaltenen Modells von denen eines homogen-
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isotropen Modells quantifizieren, so hat man zwei Mo¨glichkeiten, wenn man analy-
tisch vorgehen will.
Erstens verwenden wir im Rahmen des Newtonschen Strukturbildungsmodells ge-
bra¨uchliche Approximationen, wie die lineare Eulersche Sto¨rungstheorie und die
Zel’dovich-Na¨herung . In der ART kann man analog zur NT vorgehen und eine ver-
allgemeinerte Form der Zel’dovich-Na¨herung entwickeln, wobei wir im Vergleich zu
fru¨heren Arbeiten keine flache Anfangsmetrik fordern. Die relativistische Zel’dovich-
Na¨herung als zur Zeit bestes Werkzeug in den nichtlinearen Bereich der Struktur-
bildung vorzudringen zeigt uns die Dynamik des mittleren Kru¨mmmungsskalars und
des Ru¨ckwirkungsterms in dieser Na¨herung. Die wichtigsten Ergebnisse sind:
• Ein Untersystem der Einsteinschen Gleichungen fu¨r Staub wird gefunden, das
formal gleich dem Lagrange-Newton-System ist. Damit kann man die relativi-
stische Verallgemeinerung der Zel’dovich-Na¨herung begru¨nden.
• Wir ko¨nnen Ausdru¨cke fu¨r die Ru¨ckwirkung sowohl in der Zel’dovich-Na¨he-
rung, als auch in deren relativistischer Erweiterung angeben. In dieser Na¨he-
rung gelingt uns die Darstellung des gemittelten Kru¨mmungsskalars.
• Dabei ko¨nnen wir ein Modell entwickeln, das fu¨r ebene und spha¨rische Sym-
metrie exakt ist.
• Die Ru¨ckwirkung kann man als zeitabha¨ngigen Λ-Term, beziehungsweise als
Dunkle-Materie deuten.
• ImModell treten neben fallenden Moden in ho¨herer Ordnung wachsende Moden
auf. So wirken sich Unterstrukturen auf der Raumdoma¨ne zu einem spa¨teren
Zeitpunkt in versta¨rktem Maße aus.
Zweitens kann man in spha¨rischer Symmetrie von einer radial inhomogenen Dichte-
verteilung ausgehen. In diesem Spezialfall kennt man eine analytische Lo¨sung und
kann die Parameter unseres Modelles als Funktion dieser Lo¨sung angeben. Das gilt
sowohl fu¨r die NT als auch fu¨r die ART. Da in der NT der Ru¨ckwirkungsterm bei
spha¨rischer Symmetrie verschwindet, bietet dieser Spezialfall eine gute Mo¨glichkeit
Raumkru¨mmungseffekte zu studieren. Wir entwickeln, abweichend vom u¨blichen Vor-
gehen, die Lo¨sung fu¨r spha¨risch-symmetrischen Staub aus den Einsteinschen Glei-
chungen im 3 + 1-Split in mitschwimmenden Koordinaten. Auf diesem Weg ist ei-
ne direkte Berechnung der intrinsischen Kru¨mmung der raumartigen Hyperfla¨chen
mo¨glich. Wir geben dann die imMittelungsformalismus entwickelten regionalen Para-
meter als Funktion dieser Lo¨sung an. Anders als in der NT stellt man eine Abha¨ngig-
keit von den Anfangswerten auf der gesamten Doma¨ne, statt wie in der NT nur von
den Anfangswerten auf dem Rand, fest. Wir demonstrieren diese Abha¨ngigkeit an
ii
einem speziellen Beispiel, bei dem wir eine U¨berdichte mit Gaußschem Dichteprofil
betrachten. Auf den Punkt gebracht haben wir damit Folgendes erreicht:
• Uns gelingt eine exakte Darstellung aller regionalen Parameter bei spha¨rischer
Symmetrie als Funktion der bekannten Lo¨sung.
• Am Beispiel werden die Unterschiede zwischen den regionalen Parametern in
der NT und in der ART gezeigt.
• Die Auswirkungen der Mittelung u¨ber gekru¨mmte raumartige Hyperfla¨chen
gegenu¨ber dem Eulerschen Raum treten dabei hervor.
Beobachter sind an konkreten Aussagen u¨ber die Gro¨ße der Abweichungen vom
Standard-Friedmannmodell interessiert. Den Ausgangspunkt fu¨r uns bietet das Po-
werspektrum der Dichtefluktuationen. Die geringe Amplitude dieser Fluktuationen
macht die Raumkru¨mmungseffekte, die bei spha¨rischer Symmetrie diskutiert wurden,
vernachla¨ssigbar. Um Na¨herungslo¨sungen fu¨r die Zeitentwicklung des gemittelten
Skalenfaktors zu erhalten, die u¨ber die lineare Theorie und die Zel’dovich-Na¨herung
hinausgehen, setzt man den Ru¨ckwirkungsterm in der Zel’dovich-Na¨herung in die ver-
allgemeinerte Friedmann-Gleichung ein. Die so erhaltene Differentialgleichung kann
numerisch gelo¨st werden. Damit erha¨lt man ein von der Doma¨nengro¨ße abha¨ngiges
und vom globalen Modell abweichendes Verhalten des Skalenfaktors. Im Vergleich der
regionalen kosmologischen Parameter mit den Parametern eines Friedmann-Modells
zeigt sich die Problematik der Bestimmung von Parametern aus unserer lokalen Um-
gebung. Konkret bedeutet das1:
• Ohne U¨berdichte auf der Doma¨ne (im Top-Hat Modell erha¨lt man damit kei-
ne Abweichung vom Hintergrund) kollabieren im Falle einer 1-σ-Abweichung
der Anfangswerte vom Ensemble-Mittel bereits solche Doma¨nen, deren Radius
heute im Einstein-De-Sitter Modell 16Mpc betra¨gt.
• Bei einer 3-σ-Abweichung kann man fu¨r Doma¨nen, die sich heute im Einstein-
De-Sitter Modell auf 100Mpc Radius ausgedehnt haben, eine 3%ige Abwei-
chung des regionalen Skalenfaktors vom Skalenfaktor des Hintergrundes fest-
stellen.
• Bei den kosmologischen Parametern sind die Auswirkungen der Inhomoge-
nita¨ten sta¨rker spu¨rbar. In diesem Fall stellt man im Bemsparameter sogar
Abweichungen von u¨ber 200% fest.
1Unsere Betrachtungen beziehen sich auf einen Einstein-De-Sitter Hintergrund, wobei wir
h = 0.5 annehmen.
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• Obwohl der Ru¨ckwirkungsparameter relativ klein ist, ist sein nicht verschwin-
dender Wert dafu¨r verantwortlich, dass der regionale Kru¨mmungsparameter
(bei 3-σ-Abweichung der Anfangswerte und einer Doma¨ne, die sich heute im
Einstein-De-Sitter Modell auf 100Mpc Radius ausgedehnt ha¨tte) um mehr als
100% vom Hintergrundwert abweicht.
Eine kosmologische Konstante ko¨nnte auf Skalen von 50Mpc durch den Ru¨ckwir-
kungsterm ersetzt werden. Diese Aussage gilt allerdings nicht fu¨r große Skalen, da
wir wie u¨blich Homogenita¨t und Isotropie auf großen Skalen annehmen. Damit wei-
chen die regionalen Parameter bei wesentlich gro¨ßeren Entfernungen als 100Mpc
nicht von den Parametern des Hintergrundes ab.
iv
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Kapitel 1
Einleitung
Geleitet von der Erfahrung, dass sich in der Gegenwart Beobachtbares mit gewisser
Regelma¨ßigkeit aus einer kontinuierlichen Abfolge in der Erinnerung verblassender
Zusta¨nde seiner Umwelt ergibt, schafft sich der Mensch Modelle. Dabei werden die
beobachtbaren Zusta¨nde und Vorga¨nge auf das Wesentliche reduziert. Modelle haben
ihre Nu¨tzlichkeit im Bereich der ta¨glichen Entscheidungsfindung hinreichend bewie-
sen. Verschiedene, von uns modellhaft erfasste Einzelvorga¨nge und Zusta¨nde aus
einem u¨bergeordneten Modell heraus zu erkla¨ren, macht sich die Physik zur Aufga-
be. Das Werkzeug der Physik ist die Mathematik als Lehre vom logischen Schließen.
Die theoretische Physik erstellt somit ein mathematisches Modell eines Zustandes
oder Vorganges unserer Umwelt. Jedes mathematisches Modell beruht auf Voraus-
setzungen, die in der Realita¨t praktisch nie exakt erfu¨llt sind. Zieht man die Logik
der Mathematik nicht in Zweifel, liegt es an der Nichterfu¨llung der Voraussetzun-
gen, wenn das Modell fehlschla¨gt, das heißt vom Theoretiker Angeku¨ndigtes nicht
beobachtet wird. Hat man eine Theorie aufgestellt und an einigen Experimenten
hinreichend u¨berpru¨ft, so verwendet man diese Theorie universell in allen Bereichen
unserer Umwelt. Es wird so lange extrapoliert, bis man einen Widerspruch in der
Theorie selbst gefunden hat oder bis sich eine Beobachtung mit dem Modell nicht
hinreichend erkla¨ren la¨sst.
Den Endpunkt dieser Extrapolation in Richtung großer Zeitskalen und Raumberei-
che stellt die Kosmologie dar. Wa¨hrend bis zu Beginn des letzten Jahrhunderts die
Kosmologie eher dem Bereich der Philosophie zugeordnet werden kann, gilt sie durch
wesentlich verbessertes Beobachtungsmaterial heute als Teilgebiet der Physik. An-
deren empirischen Wissenschaftszweigen gegenu¨ber hat sie aber den Nachteil der
großen Raum- und Zeitskala. So liefern Beobachtungen praktisch eine Momentauf-
nahme dieses einen Kosmos in dem wir leben. Bei physikalischen Disziplinen, deren
Theorien durch Laborversuch verifizierbar sind, lernt man Effekte der Umgebung
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und Anfangsbedingungen durch Wiederholung der Versuche so zu kontrollieren, dass
das Wesentliche sichtbar wird. In der Kosmologie ist ein solches Vorgehen unmo¨glich.
Man kann in diesem Fall nur testen, ob die gesammelten Beobachtungen mit demMo-
dell, das man sich aus den bekannten und durch Laborversuche besta¨tigten Theorien
zusammengesetzt hat, in Einklang zu bringen ist in dem Vertrauen, dass ein Fort-
schreiten auf der Gro¨ßenskala nicht ga¨nzlich neue Theorien hervorbringt. Misslingt
das oder bleiben Fragen offen, wird eine neue Theorie gesucht, die in das Gesamtbild
passt.
Friedmann-Gleichung
Die ART, die ihre Gu¨ltigkeit im Labor, im Bereich des Sonnensystems (Periheldre-
hung des Merkur, Lichtablenkung an der Sonne) und außerhalb der Milchstraße
(Gravitationslinsen) unter Beweis gestellt hat, bietet sich als grundlegende Theorie
der Gravitation an. Die Einsteinschen Gleichungen lauten 1:
Rµν − 1
2
gµνR = 8piGTµν − Λgµν . (1.1)
Der Energie-Impuls-Tensor Tµν der Materieverteilung und die Kosmologische Kon-
stante Λ bestimmen so die Raum-Zeit-Kru¨mmung u¨ber den Ricci-Tensor Rµν und
den Ricci-Skalar R. Auch die NT wird in der Epoche der Strukturbildung ha¨ufig
verwendet, da sie bei kleinen Garavitationsfeldern und geringen Geschwindigkeiten
eine gute Na¨herung darstellt. In beiden Fa¨llen benutzt man als Modell eine idealen
Flu¨ssigkeit, die sich unter dem Einfluss der eigenen Gravitation bewegt. Der Energie-
Impuls-Tensor in der ART ist in diesem Fall:
Tµν = (%+ p)uµuν + gµνp (1.2)
mit dem Druck p und der Ruheenergiedichte %. Selbst fu¨r eine Flu¨ssigkeit mit der
einfachsten Zustandsgleichung, einem drucklosen Staubmedium, existieren sowohl
in der NT als auch in der ART keine allgemeinen Lo¨sungen. Einen Ausweg bieten
Lo¨sungen mit spezieller Symmetrie. In der Kosmologie hat sich die Annahme von
ra¨umlicher Homogenita¨t und Isotropie durchgesetzt2. Die innere Geometrie einer
solchen Raum-Zeit-Struktur wird durch das Friedmann-Lemaitre-Robertson-Walker
(FLRW-Linienelement) beschrieben:
ds2 = dt2 − a(t)
(
dr2
1− kr2 + r
2dθ2 + r2sin2θdφ2
)
. (1.3)
1Eine ausfu¨hrlichere Darstellung der Gleichungen und ihrer Herleitung als in dieser kurzen Ein-
leitung findet man zum Beispiel in [58], [13], [50].
2genauer: der Homogenita¨t und Isotropie einer raumartigen Hyperfla¨che
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Dabei bezeichnet man a(t) als Skalenfaktor (er beschreibt die globale Kontrakti-
on oder Expansion) und k als Kru¨mmung der raumartigen Hyperfla¨chen. Der flache
Raum hat die Kru¨mmung k = 0. Ra¨ume mit k > 0 bezeichnet man als elliptisch oder
geschlossen, mit k < 0 als hyperbolisch oder offen. Die Zeit t wird von einem in der
Flu¨ssigkeit mitschwimmenden Beobachter gemessen. Mit dem FLRW-Linienelement
vereinfachen sich die Einsteinschen Gleichungen zu zwei unabha¨ngigen Differential-
gleichungen: (
a˙
a
)2
+
k
a2
− Λ
3
=
8piG%
3
. (1.4)
2
a¨
a
+
(
a˙
a
)2
+
k
a2
− Λ = −8piGp. (1.5)
Diese Gleichungen, die man auch als die Friedmannschen Differentialgleichungen
bezeichnet, bestimmen die Zeitentwicklung des Skalenfaktors a(t). Lo¨st man Gl. (1.4)
nach %a3 auf, differenziert nach der Zeit und verwendet Gl. (1.5), so erha¨lt man:
d
da
(%a3) = −3pa2. (1.6)
Die Ruheenergiedichte ha¨ngt u¨ber eine Zustandsgleichung mit der Form p = α% mit
dem Druck zusammen. Die Integration von Gl. (1.6) liefert:
% ∝ a−3(1+α). (1.7)
Ausschlaggebend fu¨r die Entwicklung des Kosmos sind drei Materiearten:
Staub: In einem mit staubfo¨rmiger Materie gefu¨llten Kosmos wird p = 0, also
α = 0 angenommen. Gl. (1.4) mit Gl. (1.7) ergibt:(
a˙
a
)2
+
k
a2
− Λ
3
=
c
a3
, c = const. (1.8)
Der einfachste Staubkosmos mit k = 0 und Λ = 0 wird als Einstein-De-Sitter-Modell
bezeichnet. Fu¨r ihn gilt:
a(t) ∝ (t/t0) 23 . (1.9)
Strahlung: In einem strahlungsdominierten Kosmos gilt die Zustandsgleichung
p = %/3, also α = 1/3, fu¨r relativistische Teilchen. Eingesetzt in Gl. (1.7) und Gl.
(1.4) erha¨lt man: (
a˙
a
)2
+
k
a2
− Λ
3
=
c
a4
, c = const. (1.10)
Im einfachsten Fall (Λ = 0, k = 0) gilt fu¨r den Skalenfaktor:
a(t) ∝ (t/t0) 12 . (1.11)
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Vakuum: Die Zustandsgleichungen fu¨r Staub und relativistische Teilchen beruhen
auf klassischer Physik. Daru¨ber hinaus werden andere Zustandsgleichungen verwen-
det. In Inflationsmodellen, bei denen die Dynamik durch ein skalares Potential er-
zeugt wird, erha¨lt man eine Zustandsgleichung der Form p = −%, also α = −1. Gl.
(1.7) und Gl. (1.4) liefern in diesem Fall:
(
a˙
a
)2
+
k
a2
− Λ
3
= c, c = const. (1.12)
Deshalb kann man den Λ-Term als Materie dieser Zustandsgleichung verstehen. Die
Auswirkungen einer solchen Materie auf den Skalenfaktor sind im einfachsten Fall
(k=0):
a(t) ∝ exp (ct). (1.13)
Diese drei Materiesorten (der Λ-Term wird als Materie interpretiert) dienen im Prin-
zip zu jedem Zeitpunkt der Entwicklung des Kosmos als Quelle. Es ist u¨blich, soge-
nannte kosmologische Parameter einzufu¨hren. Gl. (1.4) kann man umschreiben:
Ωk + ΩΛ + Ωm + Ωr = 1,
mit : ΩΛ ≡ Λ
3H2
, Ωk ≡ − k
H2
1
a2
, Ωm ≡ %m0
%c
a30
a3
, Ωr ≡ %r0
%c
a40
a4
. (1.14)
Dabei wird %c ≡ 3H28piG als kritische Dichte bezeichnet, %m0 und %r0 sind die Staub-
und Strahlungsdichte zum Zeitpunkt, wenn der Skalenfaktor den Wert a0 annimmt.
Ha¨ufig spricht man mit den Kosmologischen Parametern ihre Werte zum heutigen
Zeitpunkt an, ohne dies explizit zu erwa¨hnen. Wir verwenden zur Unterscheidung
Ωx0 ≡ Ωx(t0). Damit gilt:
(
H0
H
)2(
ΩΛ0 + Ωk0
(a0
a
)2
+ Ωm0
(a0
a
)3
+ Ωr0
(a0
a
)4)
= 1 (1.15)
Extrapoliert man zuru¨ck in der Zeit und damit zu einem kleineren Skalenfaktor,
so wird ΩΛ gegenu¨ber den anderen schnell verschwindend klein
3 und auch Ωk strebt
schneller gegen 0 als Ωm, Ωr. Die Strahlungsdichte wa¨chst in Richtung Urknall schnel-
ler als die Staubdichte. Geht man zum heutigen Zeitpunkt von einem materiedomi-
nierten Kosmos aus, so gab es einen Zeitpunkt, an dem die beiden Energiedichten
von vergleichbarer Gro¨ßenordnung waren. Davor spricht man von der strahlungsdo-
minierten A¨ra.
3Ein anfa¨nglich verschwindend kleiner Λ-Parameter wird oft als unnatu¨rlich angesehen (Fine-
Tuning-Problem).
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Standardmodell der Kosmologie
Das Modell, das heute von den meisten Kosmologen verwendet wird4 beginnt mit
einem singula¨ren Skalenfaktor. Dieser Zeitpunkt wird oft als Urknall bezeichnet. Bis
zur Planck-Zeit
tp =
(
~G
c5
)
≈ 10−43s (1.16)
hat sich noch kein (GUT-)Modell durchgesetzt. Danach geht man von drei aufeinan-
derfolgenden Phasen aus, welche durch die, mit der Expansion abnehmenden, Ener-
giedichte gekennzeichnet sind:
Inflation: Die Expansion des Kosmos wird von einem Skalarfeld getrieben. Damit
dominiert Materie mit der Zustandsgleichung p = −% und der Skalenfaktor wa¨chst
exponentiell. Durch einen Phasenu¨bergang stoppt das exponentielle Wachstum und
der Kosmos geht in eine strahlungsdominierte A¨ra u¨ber. Der Kru¨mmungsparame-
ter ist nach dieser Phase verschwindend klein. Dichtefluktuationen entstehen durch
Fluktuationen des Inflatonfeldes und haben ein skaleninvariantes Spektrum, das als
Harrison-Zel’dovich-Spektrum bezeichnet wird.
Strahlungsdominierte Phase: Der Kosmos ist mit unterschiedlichen Teilchen
bevo¨lkert. U¨berschreitet die Energiedichte im Kosmos die Ruhemasse einer gela-
denen Teilchenspezies, so wird die Energie der Photonen Teilchen-Antiteilchenpaare
erzeugen. Erst spa¨ter, wenn die Bindungsenergie von Atomkernen und danach die Io-
nisationsenergie von Atomen unterschritten ist, ko¨nnen sich leichte Elemente bilden.
Zu diesem Zeitpunkt, der sogenannten Rekombinationsphase, endet die strahlungs-
dominierte A¨ra. Danach wird das Universum durchsichtig, da die Compton-Streuung
unbedeutend wird. Die zu dieser Zeit emittierten Photonen bilden den Mikrowellen-
hintergrund. Zur Berechnung der Dynamik der Dichtefluktuationen in dieser Epoche
genu¨gt lineare Theorie. Damit entwickeln sich die Fouriermoden des Fluktuationsfel-
des unabha¨ngig. Das anfa¨nglich skaleninvariante Spektrum vera¨ndert sich aufgrund
wechselwirkender Strahlung und Materie sowie der Tatsache, dass sich Fluktuatio-
nen, die den Horizont u¨berschreiten, anders entwickeln als solche, die kleiner als der
Horizont sind. Der Effekt ist eine Da¨mpfung der Fluktuationen auf kleinen Skalen.
Materiedominierte Phase: Nach der Rekombinationsphase bestimmen dunkle
Staubmaterie und die Kosmologische Konstante die Expansion. In der Anfangsphase
4wegen seiner weiten Verbreitung und auf Grund der Tatsache, dass viele Beobachtungen heute
im Sinne dieses Modells interpretiert werden, sei es als Standardmodell bezeichnet
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gilt lineare Theorie. Damit wachsen die Dichtefluktuationen an. Haben sie einen
Wert um eins erreicht, setzt eine nichtlineare Entwicklung ein, die schneller als die
lineare Theorie zu Konzentrationen fu¨hrt. Diese wirken als Potentialfallen fu¨r die
spa¨rlich vorhandene baryonische Materie und bilden den Ursprung von Galaxien
und Galaxienhaufen, die mit der Zeit virialisieren und sich so von der Expansion des
Kosmos abkoppeln. Die heutige Epoche ist gekennzeichnet durch eine Beschleunigung
der Expansion, verursacht durch eine Kosmologische Konstante.
Beobachtung und Standardmodell
Das Standardmodell hat einen Kern, der im Verha¨ltnis zu seinen restlichen Bestand-
teilen gut abgesichert ist. Er besteht aus zwei Hypothesen von qualitativem Charak-
ter:
• Der Kosmos dehnt sich bis heute aus und ku¨hlt dabei ab.
• Kleinen Dichtefluktuationen wachsen mit der Zeit, so dass aus einem homoge-
nen ein relativ inhomogenes Universum entsteht.
Die Argumente dafu¨r sind die Beobachtung der Mikrowellenhintergrudstrahlung, so-
wie deren geringe Fluktuationen, die Elementha¨ufigkeit, der Hubble-Fluss und die in-
homogene Galaxienverteilung5. Es du¨rfte schwierig sein, ein Modell zu finden, welches
den beiden Hypothesen widerspricht und diese Beobachtungen in a¨hnlich schlu¨ssiger
Weise erkla¨rt.
Die weiteren Bestandteile des Standardmodells sind weniger gesichert. Sie stu¨tzen
sich vor allem auf die Kosmologischen Parameter. Diese konnten durch Beobachtung
der Ha¨ufigkeitsverteilung der Elemente, von Supernovae und den Fluktuationen des
Mikrowellenhintergrundes6 eingegrenzt werden mit dem Ergebnis:
Ωk0 ≈ 0, Ωm0 ≈ 0.3, ΩΛ0 ≈ 0.7. (1.17)
Das stimmt gut mit Inflationsmodellen u¨berein, die einen verschwindend kleinen
Kru¨mmungsparameter voraussagen. Zusa¨tzlich erzeugen die einfachsten Inflations-
modelle ein Skaleninvariantes Fluktuationsspektrum und sie sind in der Lage, die
5Man sieht auch auf den gro¨ßten beobachtbaren Skalen in Galaxienkatalogen noch signifikante
morphologische Strukturen (siehe: [41] und Referenzen darin).
6neue Ergebnisse siehe: [65] und Referenzen darin
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Homogenita¨t des Mikrowellenhintergrundes zu erkla¨ren7. Damit bietet das Standard-
modell einen in sich konsistenten Ansatz.
Es hat allerdings auch Lu¨cken. So ist nur ein geringer Anteil an Ωm0 bis jetzt als ba-
ryonische Materie, Strahlung und Neutrinos direkt beobachtbar. Ein Teil scheint in
Galaxien und Galaxiehaufen gravitativ wirksam zu sein. Man hat bis jetzt aber kein
physikalisches Modell fu¨r diese dunkle Materie. Auch mangelt es an einem physika-
lischen Mechanismus zur Erzeugung des Inflatonfeldes und direkt nach dem Urknall
fehlt eine, die fundamentalen Kra¨fte vereinigende, Theorie, welche die Anfangsbedin-
gungen fu¨r die spa¨tere Entwicklung liefert. Neben diesen Erkla¨rungslu¨cken besteht
auf Seiten der Theoretiker ein großes Unbehagen bezu¨glich des Λ-Parameters. Sein
niedriger Wert zu Beginn wird als unnatu¨rlich angesehen.
Es wird gehofft, dass eine grundsa¨tzliche Erweiterung der bisher bekannten Phy-
sik eine Lo¨sung bringt. Das bedeutet die Gu¨ltigkeit weitergehender, fundamentaler
Theorien zu postulieren. Es besteht aber auch die Mo¨glichkeit, dass die Vorausset-
zung der Homogenita¨t und Isotropie zu ungenau ist, so dass sich gewisse offene Fragen
nicht oder in anderer Form stellen. Um dies zu testen, ist ein Formalismus notwendig,
der es ermo¨glicht, Friedmann-Modelle mit inhomogenen Modellen zu vergleichen.
Effektive Dynamik
Ob das Universum auf Skalen > 100Mpc als homogen und isotrop angesehen wer-
den kann, ist bis heute nicht sicher. Statistische Analysen deuten darauf hin und die
homogen-isotrope Hintergrundstrahlung la¨sst den U¨bergang zur Homogenita¨t auf ir-
gend einer Skala > 100Mpc realistisch erscheinen. Direkt beobachtbar ist allerdings
die Inhomogenita¨t der sichtbaren Materie bis zu dieser Gro¨ßenskala. Wie wirkt sich
diese Inhomogenita¨t aus? Zuna¨chst finden alle Beobachtungen auf einer lichtarti-
gen Hyperfla¨che statt. Mit einer inhomogenen Verteilung der Materie ist auch die
Raum-Zeit-Struktur inhomogen, wodurch sich die Interpretation der Beobachtungs-
daten a¨ndert. In zweiter Linie a¨ndert sich auch die Dynamik, die durch die ART
gegeben ist. Wie groß die Abweichungen vom Friedmann-Modell sind, ist wegen der
Nichtlinearita¨t der Grundgleichungen, sowie der unendlichen Reichweite der Gravi-
tationskraft nicht ohne weiteres abzuscha¨tzen. Dies ist erst mo¨glich, wenn man ein
Vergleichsmodell hat, das Inhomogenita¨ten beru¨cksichtigt.
Die Annahme bei Friedmann-Modellen, dass die dort auftretende homogene Dichte
mit einer gemittelten Dichte auf einer gewissen Skala identifiziert werden kann, legt
7Ohne Inflation ha¨tte man kausal nicht zusammenha¨ngende Raumbereiche und damit keine
Mo¨glichkeit, durch einen physikalischen Ausgleichsprozess Homogenita¨t zu erzeugen.
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die Betrachtung u¨ber einen Raumbereich gemittelter Gro¨ßen nahe. Unter effektiver
Dynamik verstehen wir die Dynamik dieser Gro¨ßen. Da Mittelung und Zeitableitung
nichtkommutative Operatoren sind, fu¨hrt eine Mittelung der dynamischen Gleichun-
gen auf Zusatzterme. Man findet eine Gleichung, die im Spezialfall einer homogenen
und isotropen Materieverteilung die altbekannte Friedmann-Gleichung ergibt. Im in-
homogenen Kosmos entha¨lt diese Gleichung Zusatzterme, die damit die Abweichung
vom Friedmann-Kosmos darstellen. Diese sind unter dem Namen Ru¨ckwirkungsterm
zusammengefasst. Seine Untersuchung, sowie die Auswirkungen auf die Dynamik von
Raumdoma¨nen und u¨ber Raumdoma¨nen gemittelte Gro¨ßen steht im Mittelpunkt die-
ser Arbeit. Da der Mittelungsformalismus in der ART in Analogie zur NT entwickelt
wird, verwenden wir beide Theorien als Grundlage. Zusa¨tzlich nehmen wir an, dass
der Kosmos mit einer drucklosen Flu¨ssigkeit (Staub) angefu¨llt ist. Die vorliegende
Arbeit ist folgendermaßen aufgebaut:
• Der erste Abschnitt verwendet die NT als Grundlage. Dabei wird das Newton-
sche Flu¨ssigkeitsmodell (2.1.1) kurz vorgestellt. Kinematische Variablen (2.1.2)
verdeutlichen den physikalischen Hintergrund. Im Hinblick auf einen Vergleich
mit der ART leiten wir das Lagrange-Newton-System her (2.1.3). Exakte Ab-
weichungen vom Friedmann-Modell sind nur in Kenntnis einer allgemeinen
Lo¨sung des Newtonschen Staubmodells angebbar. In Ermangelung einer sol-
chen ist man bei der Quantifizierung auf Lo¨sungen mit speziellen Symmetri-
en oder auf analytische Approximationen angewiesen. Wir verwenden die li-
neare Eulersche Sto¨rungstheorie (2.2.1) und die Zel’dovich-Na¨herung (2.2.2),
die an dieser Stelle eingefu¨hrt werden. Die Mittelung als Werkzeug eine ma-
kroskopische Theorie aus einer lokalen zu erzeugen versetzt uns in die Lage,
mit Friedmann-Modellen zu vergleichen. U¨ber die Kommutationsregel (2.3.1)
und die Mittelung des Euler-Newton-Systems (2.3.2) kommt man zur verall-
gemeinerten Friedmann-Gleichung (2.3.3). Sie hat die Form der eigentlichen
Friedmann-Gleichung bis auf einen Term, den wir als Ru¨ckwirkungsterm be-
zeichnen. Die A¨hnlichkeit verleitet zur Definition von Kosmologischen Parame-
tern auf einer Raumdoma¨ne (2.3.4), wobei dadurch ein zusa¨tzlicher Parameter
in die Diskussion eingebracht wird. Zur gena¨herten Berechnung des Ru¨ckwir-
kungsterms kann man die lineare Eulersche Sto¨rungstheorie (2.4.1) und die
Zel’dovich-Na¨herung (2.4.2 ) verwenden. Diese schließt die eben symmetrische
Lo¨sung (2.4.3) als exakte Lo¨sung mit ein.
• Der zweite Abschnitt verwendet die ART als Grundlage, also die Einstein-
schen Gleichungen mit dem Energie-Impuls-Tensor einer drucklosen Flu¨ssig-
keit. Die Fluidelemente eines solchen Mediums bewegen sich auf Geoda¨ten
durch die Raumzeit. Garantiert man Rotationsfreiheit, so ist die Aufspaltung
der Raumzeit in raumartige Hyperfla¨chen und eine universelle Zeitkoordinate
mo¨glich. Die Einsteinschen Gleichungen (3.1.1) lassen sich dann im sogenann-
ten 3+1-Split formulieren (3.1.2). Die ra¨umliche Mittelung wird jetzt als Mitte-
8
lung u¨ber raumartige Hyperfla¨chen verstanden. In Triaden (3.1.3) erkennt man
das Analogon zur Jakobi-Matrix der Transformation auf Lagrange-Koordinaten
in der NT, wenn man die Einsteinschen Gleichungen im Triadenformalismus
aufschreibt (3.1.4). In diesem Sinne la¨sst sich die Zel’dovich-Na¨herung in der
ART verallgemeinern (3.2.1). In der ART ist die Mittelwertbildung anders als
in der NT nur u¨ber skalare Gro¨ßen definiert. Eine Mittelung der Einstein-
schen Gleichungen im 3+1-Split (3.3.2) liefert mit einer Kommutationsregel
(3.3.1) auch in der ART eine verallgemeinerte Friedmanngleichung der gleichen
Form wie der NT. Zusa¨tzlich existiert aber die gemittelte Hamilton-Constraint-
Gleichung. Daher ist es in der ART mo¨glich, zwei Sa¨tze von kosmologischen
Parametern zu definieren (3.3.3). Da der gemittelte Kru¨mmungsskalar dreidi-
mensionaler Hyperfla¨chen in der ART zusa¨tzlich in Erscheinung tritt, berech-
nen wir ihn und den Ru¨ckwirkungsterm na¨herungsweise (3.4.1), (3.4.2).
• Im na¨chsten Abschnitt bescha¨ftigen wir uns mit den Unterschieden, die eine
Formulierung im Rahmen der ART im Vergleich zur NT mit sich bringt am
Modell einer spha¨risch-symmetrischen Staubverteilung. In der NT verschwindet
der Ru¨ckwirkungsterm (4.1.1) und die Dynamik einer Raumdoma¨ne ist die ei-
nes Friedmann-Kosmos mit gleicher mittlerer Dichte (4.1.2). In der ART helfen,
anders als in der NT, geometrischen U¨berlegungen nicht weiter, so dass man
die explizite spha¨risch-symmetrische Lo¨sung fu¨r ein Staubmedium braucht. Wir
kommen zur sogenannten Tolman-Bondi-Lo¨sung u¨ber die Einsteinschen Glei-
chungen im 3+1-Split (4.2.1), was uns zusa¨tzlich Ausdru¨cke fu¨r die intrinsische
und die a¨ußere Kru¨mmung der raumartigen Hyperfla¨chen liefert. Jetzt kann
man den Skalenfaktor (4.2.2), den regionalen Hubble-Parameter (4.2.3), den
Ru¨ckwirkungsterm (4.2.4), die gemittelte intrinsische Kru¨mmung (4.2.5) und
die regionalen kosmologischen Parameter (4.2.6) als Funktion des Oberfla¨chen-
radius angeben. Mit verschiedenen Anfangsdichteverteilungen berechnen wir
numerisch deren Dynamik (4.3).
• Im na¨chsten Abschnitt quantifizieren wir die Abweichungen vom Friedmann-
Modell. Die Entwicklung des Skalenfaktors einer Raumdoma¨ne liefert hier die
numerische Integration der verallgemeinerten Friedmann-Gleichung (5.2), wo-
bei die Anfangswerte (5.2.1) aus dem Powerspektrum bei z = 200 gewonnen
werden. Da die Anfangsmetrik in diesem Fall nahezu Euklidsch ist, sind die Un-
terschiede im Ru¨ckwirkungsterm, berechnet mit den Approximationen und den
symmetrischen Lo¨sungen, in der ART und der NT, verschwindend. Es werden
der ebene und spha¨rische Kollaps (5.2.2), sowie unsymmetrische Anfangsbe-
dingungen (5.2.3) behandelt. Nach einem Vergleich mit der linearen Theorie
(5.2.4) widmen wir uns den Beobachtungsgro¨ßen Hubble- und Bremsparameter
(5.3.1). Das Kapitel schließt mit einer Diskussion der Kosmologischen Parame-
ter (5.3.2), die von uns um den Ru¨ckwirkungsparameter erweitert worden sind.
• Im Anhang wird erkla¨rt, wie die im letzten Abschnitt verwendeten Anfangs-
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daten aus dem Powerspektrum berechnet werden ko¨nnen. Dabei stellen wir
zuna¨chst einen Zusammenhang zwischen den Dichtefluktuationen und den, im
Zel’dovich-Ansatz auftretenden, Abweichungen der Trajektorien vom Hinter-
grundmodell her (A.1). Daraus kann man unsere eigentlichen Anfangsdaten, die
gemittelten Invarianten des Fluktuationsfeldes, berechnen (A.2). Die Anfangs-
doma¨ne wird als Kugel gewa¨hlt. Die Dichtefluktuationen werden normalerweise
als Gaußsches Zufallsfeld behandelt. Wir berechnen daraus die Varianz der als
Zufallsgro¨ßen aufgefassten Invarianten und deren Kombinationen (A.3). Um
konkrete Zahlenwerte zu erhalten, verwenden wir die Transfer Funktion eines
CDM-Modells (A.4).
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Kapitel 2
Effektive Entwicklung von
Raumdoma¨nen im Newtonschen
Staubmodell
In Entfernungen kleiner als der Hubble-Radius und unter Ausschluss starker Gravi-
tationsfelder, wie etwa in der Na¨he von Schwarzen Lo¨chern, ist der Euklidsche Raum
eine gute Na¨herung. Es stellt sich heraus, dass die Lagrangesche Formulierung des
Mittelungsprozesses im Newtonschen Fall analog zur Mittelung in der ART betrach-
tet werden kann. Das motiviert eine genaue Analyse des Verhaltens von mit dem
kosmischen Staub mitschwimmenden Doma¨nen im Lagrange-Newton-Bild.
2.1 Das Newtonsche Flu¨ssigkeitsmodell
Mit Flu¨ssigkeit ist hier ein Gas bestehend aus nicht kollidierenden oder kollidie-
renden Teilchen gemeint, das sich nur unter dem Einfluss der Gravitation durch
den Euklidschen Raum bewegt. Dieses Gas wird mit einem Kontinuumsmodell be-
schrieben, wobei die Geschwindigkeit in den einzelnen Raumpunkten als mittlere
Geschwindigkeit der Teilchen in einem geeigneten Volumen betrachtet werden kann.
Solch ein Modell la¨sst sich beispielsweise auf Baryonen (Wasserstoff oder Helium)
nach der Rekombination, auf Kalte–Dunkle–Materie bevor es zum “Shell Crossing”
kommt und (mit relativistischen Korrekturen) auf die gekoppelte Photon-Baryon-
Flu¨ssigkeit anwenden (siehe auch: [9]).
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Nimmt man an, dass heute die dominante Materiekomponente im Kosmos aus kalter
dunkler Materie besteht, die als Potentialfalle fu¨r baryonische Materiekomponenten
wirkt, so bestimmt die Dynamik dieses Dunkle-Materie-Staubes den Strukturbil-
dungsprozess.
2.1.1 Euler-Newton-System
Das Euler-Newton-System kann methodisch aus zwei unterschiedlichen U¨berlegungen
gefolgert werden. Einmal u¨ber die Verteilungsfunktion und die Boltzmann-Gleichung,
oder als Ergebnis eines ra¨umlichen “Coarse-Graining”. Da wir an großskaligen Pha¨no-
menen interessiert sind, nehmen wir als Ausgangspunkt folgendes System von Glei-
chungen:
∂t% = −∇ · (%v) (2.1)
∂tv + (v · ∇)v = g − 1
%
∇ · p (2.2)
∇× g = 0 (2.3)
∇ · g = Λ− 4piG%. (2.4)
%(x, t) ist das Massendichtefeld, v(x, t) das Geschwindigkeitsfeld, g(x, t) die gravita-
tive Feldsta¨rke und p(x, t) ein isotroper Druckterm; x sind nicht-rotierende Eulersche
Koordinaten; Λ notiert die Kosmologische Konstante.
Der Druckterm in Gleichung (2.2) kann vernachla¨ssigt werden, wenn die Teilchen
der Flu¨ssigkeit selten stoßen. Dieses Modell bezeichnet man als Staub-Modell. Im
folgenden werden wir uns auf dieses Modell beziehen.
Mit der Einfu¨hrung des Gravitationspotentials φ folgt die Poisson-Gleichung:
∇× g = 0 ⇒ g = −∇φ (2.5)
∆φ = 4piG%− Λ. (2.6)
Die Gleichungen (2.2) und (2.4) beinhalten die Gleichheit von tra¨ger und schwerer
Masse. Das gesamte Gleichungssystem besteht aus gekoppelten, nichtlinearen, parti-
ellen Differentialgleichungen fu¨r die das Gas charakterisierenden dynamischen Varia-
blen v und %. Aus zwei Gru¨nden ist es bisher nicht gelungen, bei beliebigen Anfangs-
bedingungen, fu¨r diese vier Variablen eine allgemeine analytische Lo¨sung anzugeben.
Erstens fu¨hrt die konvektive Ableitung in Gleichung (2.2) zu Nichtlinearita¨ten, und
zweitens beno¨tigt man zur Lo¨sung der Poisson-Gleichung Randbedingungen oder die
Kenntnis von % im ganzen Kosmos.
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φ ergibt sich nach (2.4) und (2.6) zu:
φ(x) = −G
∫
d3x˜
%(x˜)
| x− x˜ | −
1
6
Λx2. (2.7)
Die gesamte Materieverteilung bestimmt die lokale Dynamik in nichtlokaler Weise.
Dieses prinzipielle Problem kann man durch die Annahme von Homogenita¨t und
Isotropie auf großen Skalen lo¨sen. Bei der Behandlung von inhomogenen Kosmologien
sto¨sst man in diesem Punkt auf Schwierigkeiten.
Der Λ-Term kann in der Newtonschen Theorie nicht streng begru¨ndet werden. Er
wird in die Diskussion miteinbezogen, da er in vielen Strukturbildungsszenarien eine
entscheidende Rolle spielt.
Nimmt man Homogenita¨t und Isotropie an, so gilt:
v(x, t) = H(t)x, H(t) =
a˙
a
, %(x, t) = %H(t),
und man folgert aus dem Euler-Newton-System die bekannten Friedmann-Gleichungen
fu¨r die zeitliche Entwicklung des Skalenfaktors a(t):
3
a¨(t)
a(t)
+ 4piG%H(t)− Λ = 0, (2.8)
oder in integrierter Form
a˙2
a2
=
8piG%H
3
+
Λ
3
− k
a2
. (2.9)
Die Integrationskonstante k kann man im allgemeinrelativistischen Fall mit der kon-
stanten Kru¨mmung R 3-dimensionaler, raumartiger Hyperfla¨chen identifizieren. Der
Skalenfaktor a(t) beschreibt hier die globale Entwicklung.
Da im Kosmos offensichtlich Materiestrukturen vorhanden sind, stellt sich die Frage,
ob die Expansion einer großen Raumdoma¨ne, die eine inhomogene Materieverteilung
beinhaltet, gleich der homogenen Expansion ist. Es wird sich zeigen, dass dies nicht
gilt.
2.1.2 Euler-Newton-System in kinematischen Variablen
Um die Bewegung eines Flu¨ssigkeitselements zu beschreiben, ist es sinnvoll, verschie-
dene kinematische Gro¨ßen einzufu¨hren. Dazu zerlegt man den Geschwindigkeitsgra-
dienten1:
vi,j = v(i,j) + v[i,j] ≡ θij + ωij ≡ σij + 1
3
θδij + ωij, (2.10)
1Die Ableitung nach Eulerschen Koordinaten wird durch ein Komma gekennzeichnet.
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dabei ist:
v(i,j) ≡ 1
2
(vi,j + vj,i) ; v[i,j] ≡ 1
2
(vi,j − vj,i). (2.11)
σij bezeichnet man als Scherungstensor und σ ≡
√
1
2
σijσij als Scherungsrate. Durch
σ wird der Grad der Verzerrung eines Fluidelements beschrieben. Die Expansionsrate
θ steht fu¨r selbsta¨hnliche Vera¨nderung und die Rotationsrate ω ≡ |~ω| fu¨r Drehungen
des infinitesimalen Flu¨ssigkeitsvolumens.
Differenziert man die Euler-Gleichung (2.2) nach xj so gilt:
dt(vi,j) = −vi,kvk,j + gi,j, (2.12)
wobei dt die Lagrangesche Zeitableitung bedeutet
2,
dt = ∂t + (v · ∇).
Setzt man Gleichung (2.10) in (2.12) ein und benutzt die Quellengleichungen (2.3)
und (2.4), so erha¨lt man:
θ˙ =− 1
3
θ2 + 2(ω2 − σ2) + gk,k (2.13)
ω˙ij =− 2
3
θωij − σikωkj − ωikσkj + g[ij] (2.14)
σ˙ij =− 2
3
θσij − σikσkj − ωikωkj + 2
3
(σ2 − ω2)δij (2.15)
+ g(i,j) − 1
3
δijgk,k︸ ︷︷ ︸
≡Eij
.
Mit der Kontinuita¨tsgleichung (2.1) ergibt sich außerdem:
%˙ = −%θ. (2.16)
Das System von Gleichungen (2.13, 2.14, 2.16) ist a¨quivalent zum Euler-Newton-
System, wenn man die Gu¨ltigkeit der Feldgleichungen fordert. Fasst man es als ein
System gewo¨hnlicher Differentialgleichungen auf, so ist es allerdings nicht geschlos-
sen.
2.1.3 Lagrange-Newton-System
Die Lagrangesche Beschreibung einzufu¨hren hat mehrere Gru¨nde: Zum einen ist sie
fundamental fu¨r das Versta¨ndnis des Lagrangeschen Mittelns, zum anderen bietet sie
2Sie wird im Folgenden mit einem Punkt u¨ber der abzuleitenden Gro¨ße gekennzeichnet
(dtA ≡ A˙).
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die Mo¨glichkeit, Strukturbildung im Eulersch-nichtlinearen Regime zu verfolgen [71,
26, 25] und es stellt sich heraus, dass die Lagrangesche Formulierung fu¨r Newtonschen
Staub in Formensprache direkt mit den Gleichungen der ART, fu¨r dieses Medium,
verglichen werden kann.
Die sogenannte Zel’dovich-Na¨herung, die zur Berechnung des Ru¨ckwirkungsterms
herangezogen wird, ist Lagrangesche Sto¨rungstheorie erster Ordnung mit Zusatzein-
schra¨nkungen.
Anstelle der Lage eines Fluidelements im Euklidischen Raum betrachtet man die
Trajektorienschar f(X, t), wobei X die Eulerposition des Teilchens zur Zeit t0 be-
zeichnet. Als Koordinatentransformation aufgefasst bedeutet dies:
x = f(X, t) und X = f(X, t0).
Die Funktionaldeterminante der Transformation wird mit J bezeichnet:
J(X, t) ≡ ∂(f1, f2, f3)
∂(X1, X2, X3)
.
Der Vorteil Lagrange-Koordinaten anstelle von Eulerschen Koordinaten zu benutzen
ist der: Betrachten wir ein Flu¨ssigkeitselement im Euklidschen Raum und verfolgen
seine Bewegung, so a¨ndert sich seine Geschwindigkeit entlang seiner Bahn (ausge-
dru¨ckt durch ∂tv) und aufgrund der Kru¨mmung seiner Bahn, eingebettet in den
Euklidschen Raum (ausgedru¨ckt durch (v · ∇)v). Die totale zeitliche Ableitung (La-
grangesche zeitliche Ableitung) dt = ∂t + (v · ∇) wird zur partiellen Zeitableitung
bei konstantem X.
In Lagrangeschen Koordinaten ist die Trajektorie selbst die dynamische Variable, so
dass fu¨r die totale zeitliche Ableitung gilt:
f˙(X, t) = v(X, t) (2.17)
f¨(X, t), = g(X, t). (2.18)
Damit ist f(X, t) die einzige Variable, die wir beno¨tigen, um das System vollsta¨ndig
zu charakterisieren. Die Geschwindigkeit und die Beschleunigung ergeben sich durch
Integration. So kann f(X, t) als Integralkurve des Geschwindigkeitsfelds gesehen wer-
den. La¨ngs dieser Kurve reduziert sich dt auf die partielle Ableitung ∂t. Den Lagran-
geschen Ausdruck fu¨r die Entwicklung der Dichte gewinnt man durch differentialgeo-
metrische Betrachtung oder durch ein Massenerhaltungsargument:
0 = M˙ = dt
∫
Dt
%(x, t) d3x = dt
∫
D0
%(X, t)J(X, t) d3X =
∫
D0
dt(%J) d
3X.
Daher muß der Ausdruck im Integranden verschwinden:
0 = dt(%J) ⇒ %(X, t)J(X, t) = %0J0
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wobei %0 ≡ %(X, t0)und J0 ≡ J(X, t0). Wegen f(X, t0) ≡ X folgt J0 = 1 und es gilt:
%(X, t) =
%(X, t0)
J(X, t)
. (2.19)
Dies wird auch anschaulich klar: Die Lagrangesche Formulierung gibt Abweichungen
von der urspru¨nglichen Euler-Position an, J ist somit ein Maß fu¨r die Deformation
des Flu¨ssigkeitselements la¨ngs der Bahnkurve, die durch X markiert ist.
Wird die Funktionaldeterminante singula¨r, so kommt es formal zu unendlich hohen
Dichten. Dies geschieht zum Zeitpunkt des ‘Shell-Crossing’. Eine Ru¨cktransfomation
in den Euler-Raum fu¨hrt dann auf Mehrstromsysteme (einem Eulerschen Raumpunkt
werden dann mehrere Geschwindigkeiten zugeordnet). Das heisst, die Beschreibung
in Eulerschen oder Lagrangeschen Koordinaten ist ab diesem Moment nicht mehr
a¨quivalent.
Das Euler-Newton-System la¨sst sich im Bereich J > 0 auf das Lagrange-Newton-
System eindeutig abbilden. Nu¨tzlich zur Berechnung ist die Einfu¨hrung von Funk-
tionaldeterminanten3:
J (A,B,C) ≡ ∂(A,B,C)
∂(X1, X2, X3)
= εijkA|iB|jC|k. (2.20)
Das Lagrange-Newton-System lautet damit4 [23]:
% =
%0
J
(2.21)
J (f¨i, fi, fk) = 0 (2.22)
1
2J
εijkJ (f¨i, fj, fk) = −4piG%+ Λ. (2.23)
Betreibt man Sto¨rungsrechnung, so wird der Vorteil dieser Beschreibung offensicht-
lich. Es genu¨gt, Abweichungen der Teilchenbahnen f(X, t) von Bahnen im homogen-
isotropen Fall zu betrachten, wa¨hrend man in der Eulerscher Beschreibung Sto¨rungen
in allen dynamischen Variablen einfu¨hren muss.
Kleine Abweichungen von Friedmann-Trajektorien ko¨nnen durchaus bedeuten, dass
die Dichte stark von der homogenen Dichte abweicht und Strukturbildung kann auch
in Sto¨rungstheorie niedriger Ordnung bis in den Eulersch-nichtlinearen Bereich ver-
folgt werden.
Das Lagrange-Newton-System wurde sto¨rungstheoretisch untersucht. Dabei macht
man den Ansatz:
f = a(X+ p). (2.24)
3Dabei bezeichnet |i ≡ ∂∂Xi die Ableitung nach Lagrangeschen Koordinaten.
4U¨ber doppelt auftretende Indizes wird summiert.
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Der Skalenfaktor a ist eine Lo¨sung der Friedmann-Gleichung, deren Quellterm als ho-
mogen isotrope Hintergrunddichte %H verstanden wird. Das Vektorfeld p = p(X, t)
bezeichnet dabei die mit a reskalierte Abweichung der Trajektorien von den Tra-
jektorien des Hintergrundes. Fu¨r kleine Abweichungen kann p als Sto¨rung aufge-
fasst werden, die ein systematisches sto¨rungstheoretisches Vorgehen ermo¨glicht. Die
Schlu¨sselgleichung dazu liefert obiger Ansatz, eingesetzt in Gl. (2.23). Es gilt:
J (f¨i, fj, fk) = a¨
a
J (fi, fj, fk) + 2 a˙
a
J (ap˙i, fj, fk) + J (ap¨i, fj, fk). (2.25)
Wir definieren den Dichtekontrast:
δ ≡ %− %H
%H
. (2.26)
Damit und mit εijkJ (fi, fj, fk) = 6J , sowie H = a˙/a la¨ßt sich Gleichung (2.23)
schreiben als:
3
a¨
a
+ 2H
1
2J
εijkJ (ap˙i, fj, fk) + 1
2J
εijkJ (ap¨i, fj, fk)
= −4piGδ%H − 4piG%H + Λ. (2.27)
Der Skalenfaktor a soll die Friedmann-Gleichung (2.8) erfu¨llen. So erha¨lt man:
2H
1
2J
εijkJ (ap˙i, fj, fk) + 1
2J
εijkJ (ap¨i, fj, fk) = −4piGδ%H . (2.28)
Die Hintergrunddichte zum Zeitpunkt t0 sei %H(t0) ≡ %0H . Die Kontinuita¨tsgleichung
fu¨r den Hintergrund liefert dann %H = %0H/a
3. Bezeichnet man mit δ0 ≡ (%0 −
%0H)/%0H den Dichtekontrast zum Zeitpunkt t0 und benutzt Gleichung (2.21), so
ergibt sich nach Multiplikation mit der Funktionaldeterminanten:
2H εijkJ (ap˙i, fj, fk) + εijkJ (ap¨i, fj, fk) = −8piG(%0 − %0H J/a3). (2.29)
Das ist eine Differentialgleichung fu¨r das Sto¨rungsfeld p. Bis hierher ist unsere Rech-
nung exakt. Auf Gleichung (2.29) wird die Lagrangesche Sto¨rungstheorie aufgebaut.
Mit der Annahme periodischer Randbedingungen (Torus) kann man zeigen, dass ein
Separationsansatz in beliebiger Ordnung mo¨glich ist [34].
2.2 Lokale Beschreibung
In Strukturbildungsmodellen finden lokale Na¨herungsverfahren vor allem in der Fru¨h-
phase und auf großen Skalen Anwendung. Im Hinblick auf die spa¨tere Anwendung im
Mittelungsformalismus und der Verallgemeinerung in der ART werden die Lineare
Eulersche Sto¨rungsrechnung und die Zel’dovich-Na¨herung kurz vorgestellt.
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2.2.1 Lineare Eulersche Sto¨rungstheorie
Am besten formuliert man die Lineare Sto¨rungstheorie in mitschwimmenden Koor-
dinaten:
q =
x
a(t)
.
Der Gradient und die partielle sowie die totale zeitliche Ableitung transformieren
sich wie folgt:
∇x = 1
a
∇q,
∂t|x = ∂t|q +Hq · ∇q,
dt = ∂t|x + v · ∇x = ∂t|q + 1
a
u · ∇q.
Abweichungen vom Hintergrundmodell werden durch
die Pekuliargeschwindigkeit: u ≡ v −Hx,
die Pekuliarexpansionsrate: θu ≡ θv − 3H,
die Pekuliarbeschleunigung: w ≡ g − a¨
a
x,
und den Dichtekontrast: δ ≡ %−%H
%H
, angegeben.
Zeitliches Verhalten der Pekuliarexpansionsrate und des Dichtekontrastes
im linearen Regime
Transformiert man das Euler-Newton-System auf mitschwimmende Koordinaten und
benutzt obige Gro¨ßen, so erha¨lt man unter Vernachla¨ssigung von Termen quadrati-
scher Ordnung in den Abweichungen vom Hintergrund [59]:
∂t|2qδ(q, t) + 2H∂t|qδ(q, t)− 4piG%Hδ(q, t) = 0, (2.30)
sowie: ∂t|qδ(q, t) = −1
a
θu(q, t). (2.31)
Die allgemeine Lo¨sung von Gleichung (2.30) lautet fu¨r den Fall des Einstein-De-Sitter
Kosmos (a(t) = (t/t0)
2/3):
δ(q, t) = A(q)a(t) +B(q)a−3/2(t) . (2.32)
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A(q) und B(q) sind Konstanten, die durch die Anfangsbedingungen festzulegen sind.
Mit Gleichung (2.31) erha¨lt man als allgemeine Lo¨sung fu¨r die Pekuliarexpansions-
rate:
θu(q, t) = −H(t)
(
A(q)a2(t)− 2
3
B(q)a−1/2
)
. (2.33)
Der Zeitpunkt t0 sei so gewa¨hlt, dass die fallende Mode in obigem Lo¨sungsansatz
so weit abgeklungen ist, dass sie vernachla¨ssigt werden kann. Damit gilt zur Zeit t0
(a(t0) = 1):
θu(q, t0) = −H(t0)A(q)a2(t)⇒ A(q) = − 1
H(t0)a2(t0)
θu(q, t0) . (2.34)
Fu¨r den Dichtekontrast erha¨lt man damit zum Zeitpunkt t0:
δ(q, t0) = − 1
H(t0)a(t0)
θu(q, t0) = −3t0
2
θu(q, t0) . (2.35)
Diese Korrelation des Dichtekontrastes mit der lokalen Expansionsrate zum Zeit-
punkt t0 wird bei der Zel’dovich-Na¨herung verwendet. t0 bezeichnet dann den An-
fangszeitpunkt, ab dem Strukturbildung in dieser Approximation verfolgt wird.
Verhalten der Rotation des Geschwindigkeitsfeldes im linearen Regime
Die Rotation des Geschwindigkeitsfeldes ist definiert als:
~ω ≡ 1
2
∇x × v = 1
2a
∇q × (Haq+ u) = 1
2a
∇q × u.
Die totale zeitliche Ableitung der Rotation ergibt5:
ω˙i = dt(
1
2a
∇q × u)i = −Hωi + 1
2a
(∇q × u˙)i − 1
2a2
ijk∂qjul∂qluk. (2.36)
Die Eulergleichung (2.2) lautet in pekuliaren Gro¨ßen:
u˙+Hu = w. (2.37)
Bildet man die Rotation dieser Gleichung, so gilt mit ∇q ×w = 0:
1
2a
∇q × u˙+H 1
2a
∇q × u = 1
2a
∇q × u˙+H~ω = 0.
Mit Gleichung (2.36) erha¨lt man eine Differentialgleichung fu¨r die Rotation des Ge-
schwindigkeitsfeldes:
ω˙i = −2Hωi − 1
2a2
ijk∂qjul∂qluk. (2.38)
5Ableitungen bezu¨glich mitschwimmenden Koordinaten werden durch ∂∂qk ≡ ∂qk gekennzeichnet.
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Mit der totalen zeitlichen Ableitung in mitschwimmenden Koordinaten ergibt sich:
∂t|q ωi + 1
a
u · ∇q ωi = −2Hωi − 1
2a2
ijk∂qjul∂qluk.
Sowohl ~ω als auch u sind pekuliare Gro¨ßen. Obige Gleichung vereinfacht sich damit
in linearer Theorie zu:
∂t|q ~ω(q, t) = −2H~ω(q, t). (2.39)
Damit gilt im Einstein-De Sitter-Kosmos:
~ω(q, t) ∝
(
t
t0
)−4/3
=
1
a2
. (2.40)
Das heisst, die Rotation des Geschwindigkeitsfeldes verschwindet mit der Zeit. Daher
kann die Pekuliarbeschleunigung parallel zur Pekuliargeschwindigkeit angenommen
werden. Diese Tatsache ist wesentlich bei der Behandlung der Zel’dovich-Na¨herung,
sowie bei der Festlegung der Anfangsbedingungen.
2.2.2 Zel’dovich-Na¨herung
Bei der Zel’dovich-Na¨herung handelt es sich um einen Ansatz fu¨r die Entwicklung
des Trajektorien-Feldes im Rahmen der Lagrangeschen Beschreibung [71]. Die La-
grangesche Beschreibung wurde in Abschnitt 3.1.2 eingefu¨hrt. Alle Definitionen aus
diesem Abschnitt haben im Folgenden Gu¨ltigkeit.
Fu¨r das reskalierte Abweichungsfeld p (Gl.(2.24)) macht Zel’dovich einen Separati-
onsansatz in Raum und Zeit. Der von ihm gefundene Ansatz lautet:
fZ(X, t) = a(t)(X+ ξ(t)∇0ψ(X)). (2.41)
Der Ansatz beschra¨nkt die Allgemeinheit, indem er die Parallelita¨t von Pekuliarbe-
schleunigung w und Pekuliargeschwindigkeit u voraussetzt. Das zeigt die Betrach-
tung der ersten und zweiten Zeitableitung der Trajektorien:
uZ = vZ − vH = a˙X+ (aξ)˙ ∇0ψ − a˙X = (aξ)˙ ∇0ψ, (2.42)
wZ = gZ − gH = a¨X+ (aξ)¨ ∇0ψ − a¨X = (aξ)¨ ∇0ψ. (2.43)
Setzt man den Ansatz in die Sto¨rungsgleichung (2.29) ein, so gilt:
(2I+ 4ξII+ 6ξ2III)(2ξ˙H + ξ¨) = −8piG%H(δ0 − ξI− ξ2II− ξ3III). (2.44)
Dabei bezeichnen I, II, III, die Invarianten der Matrix ψ|ij. Bei Betrachtung der
ersten Ordnung vernachla¨ssigt man Terme, die quadratisch oder kubisch in ψ|ij sind,
das heisst II, III. Damit vereinfacht sich obige Gleichung:
2I(2ξ˙H + ξ¨) = −8piG%H(δ0 − ξI). (2.45)
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Diese Gleichung erha¨lt man ebenso in Lagrangescher Sto¨rungstheorie erster Ordnung,
bei der fu¨r p eine Reihenentwicklung p =
∑
i ε
iξi∇0ψi verwendet wird. Im allgemei-
nen ko¨nnen Dichte und Geschwindigkeit der Fluidelemente als Anfangsbedingungen
unabha¨ngig vorgegeben werden. Wa¨hlt man jedoch
δ = −40ψ = −I, (2.46)
so erha¨lt man fu¨r ξ die Differentialgleichung:
ξ¨ + 2Hξ˙ − 4piG%H(ξ + 1) = 0. (2.47)
Setzt man b ≡ ξ + 1 und vergleicht die daraus resultierende Differentialgleichung
fu¨r b(t) mit der Differentialgleichung fu¨r den Dichtekontrast in linearer Eulerscher
Sto¨rungstheorie, so stellt man U¨bereinstimmung fest. Das zeitliche Verhalten von b(t)
ist deshalb gleich dem zeitlichen Verhalten des Dichtekontrastes in linearer Eulerscher
Theorie. Es gilt daher fu¨r ξ (mit: Λ = 0; k = 0):
ξ(t) = A(a− 1) +B(a−3/2 − 1). (2.48)
A(X) und B(X) sind noch festzulegende Konstanten in der Zeit. Im Unterschied
zu der Lagrangeschen Sto¨rungstheorie erster Ordnung vernachla¨ssigt Zel’dovich die
fallende Mode B(a−3/2 − 1). Die Zel’dovich-Trajektorien stellen somit eine Unter-
klasse von Lo¨sungen Lagrangescher Sto¨rungstheorie erster Ordnung dar [25]. Mit
der Forderung A = 1 gilt:
fZ(X, t) = a (X+ (a− 1)∇0ψ) mit a =
(
t
t0
)2/3
. (2.49)
Man kann die Argumentation auch umkehren und Gleichung (2.49) als Ansatz ver-
wenden. Dann folgt ξ˙ = a˙, ξ¨ = a¨. Mit Annahme eines Einstein-De-Sitter Hinter-
grundes liefert Gleichung (2.45) zum Zeitpunkt t0 dann:
lδ = −40ψ = −I. (2.50)
Mit Gleichung (2.42) kann man eine Beziehung zwischen dem Dichtekontrast und
der Pekuliarbeschleunigung zum Zeitpunkt t0 angeben:
∇0uZ = − 2
3t0
δ. (2.51)
Die Beschra¨nkung auf die wachsende Mode impliziert also bereits diese Beziehung.
Da außerdem die Rotation von u verschwindet, bleibt als Anfangsbedingung das
Dichtefluktuationsfeld δ u¨brig. Die so erzwungene Reduzierung der Freiheitsgrade
des Systems ist in unserem Fall gu¨nstig, da ohnehin keine Anfangsdaten aus Beob-
achtungen fu¨r die Anfangsgeschwindigkeiten der Fluidelemente zur Verfu¨gung stehen.
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Daru¨ber hinaus sind die gemachten Annahmen physikalisch sinnvoll, denn in der
Eulerschen, linearen Theorie stellt sich die Beziehung (2.51) nach dem Abklingen
der fallenden Mode nach einer gewissen Zeit von selbst ein.
Ein Nachteil ist, dass die lineare Lagrangesche Theorie die Beschleunigung vernach-
la¨ssigt, die als Folge der Dichtea¨nderung auf die Flu¨ssigkeitselemente wirkt. Das
heisst Strukturen laufen wieder auseinander und ihre Bildung erfolgt etwas verlang-
samt. Dennoch liefert die Zel’dovich-Na¨herung bis zum Zeitpunkt des ‘Shell-Crossing’
Voraussagen, die besonders bei glatten Anfangsfeldern erstaunlich gut mit N-Ko¨rper-
Rechnungen u¨bereinstimmen.
Die Zel’dovich-Na¨herung ist sogar exakt, wenn die pekuliare Bewegung der Fluid-
elemente und die A¨nderung des Dichtekontrastes auf eine spezielle Raumrichtung
beschra¨nkt werden [26]. Bei geeigneter Wahl des Bezugssystems verschwinden dann
alle Komponenten der Matrix ψ|ij bis auf ψ|11. Damit ist sowohl die zweite Inva-
riante II als auch die dritte Invariante III von ψ|ij gleich null und die Gleichung
(2.45) gilt exakt. Somit stellt die Zel’dovich-Na¨herung eine Unterklasse von Lo¨sun-
gen mit ebener Symmetrie dar, bei der die Anfangspekuliargeschwindigkeit mit dem
Anfangsdichtekontrast u¨ber die Beziehung (2.51) in Verbindung steht.
2.3 Regionale Beschreibung
Will man Strukturbildungsszenarien verstehen, so muss man die Freiheitsgrade des
Systems reduzieren. Der Ansatz, der hier verfolgt werden soll, ist die Beschreibung
mit auf einer Raumdoma¨ne gemittelten Gro¨ßen. Dabei hilft die Lagrangesche Sicht-
weise: Betrachtet man eine Raumdoma¨ne D zur Zeit t, so ist das ra¨umliche Mittel
eines beliebigen Tensorfeldes A definiert als [21]:
〈A(x, t)〉D = 1
VD
∫
D
A(x, t) d3x. (2.52)
Das Lagrangesche Mitteln zeichnet sich dadurch aus, dass dabei die Doma¨ne den ein-
zelnen Fluidelementen folgt, wobei die Masse innerhalb der Doma¨ne erhalten bleibt,
ihre Form sich aber beliebig a¨ndern kann. Hingegen bleibt beim Eulerschen Mittel
die Form erhalten, es findet jedoch Materieaustausch statt.
2.3.1 Kommutationsregel
Um die totale zeitliche Ableitung einer gemittelten Gro¨ße zu berechnen, transfor-
mieren wir auf Lagrange-Koordinaten. Integration u¨ber ein zeitabha¨ngiges Gebiet
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D = D(t), oder kurz Dt, reduziert sich auf die Integration u¨ber Dt0 .
dt〈A(x, t)〉D = dt( 1
VD
∫
Dt
A(x, t) d3x) = dt(
1
VD
∫
Dt0
A(X, t)J(X, t) d3X)
= − V˙D
VD
〈A(x, t)〉D + 〈A˙(x, t)〉D + 〈A(x, t) J˙
J
〉D .
Setzt man das Integral der Dichte (2.21) in die Kontinuita¨tsgleichung der Form (2.16)
ein, so erha¨lt man:
J˙
J
= θ.
Den Term V˙D/VD kann man damit weiter umformen:
V˙D = dt
∫
Dt
d3x =
∫
D0
J˙ d3X =
∫
Dt
J˙
J
d3x =
∫
Dt
θ d3x.
Und es gilt:
V˙D
VD
=
1
VD
∫
Dt
θ d3x = 〈θ〉D.
Daher gilt fu¨r ein beliebiges auf der Doma¨ne D definiertes Tensorfeld A die Kom-
mutationsregel [21]:
dt〈A〉D − 〈A˙〉D = 〈Aθ〉D − 〈θ〉D〈A〉D. (2.53)
Die Mittelwertbildung kommutiert also nicht mit der Zeitentwicklung. Diese Tatsache
zeigt, dass die als homogen angenommene Dichte in der Friedmann-Gleichung nicht
ohne weiteres mit der gemittelten Dichte im Universum gleichgesetzt werden darf.
2.3.2 Mittelung des Euler-Newton-System in kinematischen
Variablen
Als Na¨chstes mitteln wir die Gleichungen fu¨r die Zeitentwicklung der kinematischen
Gro¨ßen in der Form (2.13)-(2.16). Unter Verwendung von (2.53) ergibt sich:
dt〈%〉D =− 〈θ〉D〈%〉D (2.54)
dt〈θ〉D =Λ− 4piG〈%〉D + 2
3
〈θ2〉D − (〈θ〉D)2 + 2〈ω2 − σ2〉D (2.55)
dt〈ωi〉D =1
3
〈ωiθ〉D − 〈ωi〉D〈θ〉D + 〈σijωi〉D (2.56)
dt〈σij〉D =1
3
〈θσij〉D − 〈ωi〉D〈θ〉D − 〈σikωkj〉D − 〈ωikωkj〉D (2.57)
+
2
3
〈σ2 − ω2〉Dδij + 〈Eij〉D.
Zur Herleitung der Gleichung (2.56) wurde ω = 1
2
∇× v mit ωij = −ijkωk benutzt.
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2.3.3 Verallgemeinerte Friedmann–Gleichung
Wir interessieren uns fu¨r die mittlere Expansionsrate eines beliebigen Gebietes Dt.
Relevant ist hierfu¨r die gemittelte Raychaudhuri-Gleichung (2.55). Definiert man den
Skalenfaktor eines einfach-zusammanha¨ngenden Gebietes durch
a3D ≡
VD
V0
, wobei V0 ≡ VD(t0) ,
so folgt fu¨r die mittlere Expansionsrate:
〈θ〉D = V˙D
VD
= 3
a˙D
aD
.
Damit formt man die gemittelte Raychaudhuri-Gleichung um:
3
a¨D
aD
+ 4piG〈%〉D − Λ = 2
3
(〈θ2〉D − 〈θ〉2D) + 2〈ω2 − σ2〉D. (2.58)
Auf der linken Seite steht die Friedmann-Gleichung (2.8) fu¨r eine mittlere Quellen-
dichte 〈%〉D = Ma3D(t)V0 . Die rechte Seite stellt eine Form der Ru¨ckwirkung auf den
Skalenfaktor des Gebiets dar. Im Folgenden wird er mit dem Buchstaben Q gekenn-
zeichnet:
Q ≡ 2
3
(〈θ2〉D − 〈θ〉2D) + 2〈ω2 − σ2〉D. (2.59)
Die obige Gleichung stellt damit eine verallgemeinerte Friedmann-Gleichung fu¨r in-
homogene Doma¨nen dar. In spa¨teren Rechnungen wird Q ha¨ufig als Funktion der
ersten und zweiten Invarianten des Geschwindigkeitsgradienten vi,j verwendet. Dazu
sind folgende Ausdru¨cke nu¨tzlich [21]:
I(vi,j) ≡ ∇ · v = θ (2.60)
II(vi,j) ≡ 1
2
((vi,i)
2 − vi,jvj,i) = 1
2
∇ · (v(∇ · v)− (v · ∇)v)
= ω2 − σ2 + 1
3
θ2 (2.61)
III(vi,j) ≡ 1
3
vi,jvj,kvk,i − 1
2
(vi,i)(vi,jvj,i) +
1
6
(vi,i)
3
=
1
3
∇ ·
(
1
2
∇ · (v (∇ · v)− (v · ∇)v)v − (v (∇ · v)− (v · ∇)v) · ∇v
)
=
1
9
θ3 + 2θ(σ2 +
1
3
ω2) + σi,jσj,kσk,i − σi,jωiωj . (2.62)
Der Ru¨ckwirkungsterm erha¨lt dann folgende Gestalt:
Q = 2〈II(vi,j)〉D − 2
3
〈I(vi,j)〉2D. (2.63)
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Da die erste und zweite Invariante als Divergenz geschrieben werden ko¨nnen, la¨sst
sich die Berechnung des Ru¨ckwirkungsterms auf die Bestimmung von Vektorflu¨ssen
durch den Rand der Doma¨ne reduzieren.
Aus den Gleichungen (2.60), (2.61) und (2.63), sowie unter Verwendung des Gauß-
schen Satzes folgt:
Q = 1
VD
∫
∂D
(v(∇ · v)− (v · ∇)v) · dS− 2
3
(
1
VD
∫
∂D
v · dS
)2
. (2.64)
Um zu zeigen, welche Rolle die homogen-isotrope Hintergrundexpansion bei der Be-
rechnung der Ru¨ckwirkung spielt, zerlegt man die Geschwindigkeit v in Pekuliar-
Geschwindigkeit u und Hubble-Fluss Hx: v = Hx+ u. Damit gilt6:
2
3
(〈I(vi,j)〉D)2 = 2
3
〈3H +∇ · u〉2D
=6H2 +
2
3
〈∇ · u〉2D + 4H〈∇ · u〉D
2〈II(vi,j)〉D = 〈∇ · (2H2x+ 2Hu+H(x(∇ · u)〉D
− 〈(x · ∇)u)− u(∇ · u) + (u · ∇)u〉D
=6H2 + 4H〈∇ · u〉D + 2〈II(ui,j)〉D.
Der Ru¨ckwirkungsterm hat in pekuliaren Gro¨ßen ausgedru¨ckt die gleiche Form wie
in absoluten Geschwindigkeiten:
Q = 2〈II(ui,j)〉D − 2
3
〈I(ui,j)〉2D (2.65)
Das heisst nur Abweichungen vom Hubble-Fluss tragen zur Ru¨ckwirkung bei.
2.3.4 Qualitative Diskussion der verallgemeinerten
Friedmann-Gleichung
Fu¨r den beobachtbaren Kosmos ist zweifelsohne die Friedmann-Gleichung mit Ru¨ck-
wirkungsterm die korrekte Beschreibung. Daher muss man dem formal Rechnung
tragen.
Der Ru¨ckwirkungsterm kann als Quellenterm gesehen werden, der die Expansion
beschleunigt oder da¨mpft. Man definiert daher die effektive Dichte:
4piG%eff ≡ 4piG〈%〉D −
2
3
(〈θ2〉D − 〈θ〉2D)− 2〈ω2 − σ2〉D. (2.66)
6Obwohl pekuliare Gro¨ßen oft in Zusammenhang mit einer Transformation auf mitschwimmende
Koordinaten eingefu¨hrt werden, seien, der Einheitlichkeit halber, in diesem Kapitel alle auftretenden
Gro¨ßen in Eulerschen, nicht mitschwimmenden Koordinaten gegeben.
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Die Friedmann-Gleichung mit der effektiven Dichte lautet:
3
a¨D(t)
aD(t)
+ 4piG%eff − Λ = 0. (2.67)
Jetzt kann man den Ru¨ckwirkungsterm interpretieren: Die Varianz der Expansions-
rate ist eine positive Gro¨ße. Sie erniedrigt die effektive Dichte, und fu¨hrt zu einem
langsameren Kollabieren der Doma¨ne. Das selbe gilt fu¨r die Rotationsrate. Eine Sche-
rung aber erho¨ht die Dichte und beschleunigt den Kollaps. Bilden sich Strukturen,
so verschwindet weder die lokale Scherung noch die Varianz der Expansionsrate auf
dem ganzen Gebiet. Ein Abwa¨gen dieser beiden Gro¨ßen wird also das Vorzeichen
der Ru¨ckwirkung auf die Zeitentwicklung des Skalenfaktors geben. Die Rotations-
rate ω spielt auf großen Skalen eine geringe Rolle, da sie im Lauf der Expansion
abgeschwa¨cht wird. In der Gro¨ßenordnung von Galaxien dagegen kann sie zum ent-
scheidenden Term werden. In einer Spiralgalaxie beispielsweise wirkt die Rotation
der Kontraktion entgegen. Das negative Vorzeichen von 〈ω2〉D ist damit versta¨ndlich.
Es ist notwendig, bei der Diskussion der kosmologischen Parameter den Ru¨ckwir-
kungsterm miteinzubeziehen. Die verallgemeinerte Friedmann-Gleichung in integrier-
ter Form lautet:
a˙2D
a2D
+
kD
a2D
− 8piGMD
3a3DV0
− Λ
3
=
1
3a2D
∫ t
t0
dt˜Q
d
dt˜
a2D(t˜). (2.68)
Man definiert, wie in der Kosmologie u¨blich, folgende Parameter, wobei in unserem
Fall ein Parameter, der den Ru¨ckwirkungsterm entha¨lt, dazukommt.
ΩDm ≡
8piG〈%〉D
3H2D
ΩDΛ ≡
Λ
3H2D
ΩDk ≡ −
kD
H2Da
2
D
ΩDQ ≡
1
3a2DH
2
D
∫ t
t0
dt˜Q
d
dt˜
a2D(t˜).
So gilt mit Gleichung (2.68):
ΩDm + Ω
D
Λ + Ω
D
k + Ω
D
Q = 1. (2.69)
Die experimentelle Bestimmung der Parameter entha¨lt damit einen weiteren Unsi-
cherheitsfaktor, der auch bei Behandlung des Dunkle-Materie-Problems Beachtung
finden muss. Alle Dichteparameter sind abha¨ngig von der Mittelungsdoma¨ne; das
gilt insbesondere auch fu¨r den Kru¨mmungsparameter ΩDk als Integrationskonstante,
die fu¨r jede Raumdoma¨ne verschieden sein kann. Bei der quantitativen Diskussi-
on werden wir einige Beispiele fu¨r die Entwicklung der regionalen kosmologischen
Parameter betrachten.
26
2.4 Ru¨ckwirkung
Wie im letzten Kapitel festgestellt wurde, kann man fu¨r beliebige Doma¨nen eine
Friedmann-Gleichung angeben. Um Abweichungen vom Verhalten einer Doma¨ne im
homogen-isotropen Kosmos festzustellen, ist eine Berechnung der Ru¨ckwirkung no¨tig.
Zur na¨herungsweisen Berechnung werden die lineare Eulersche Theorie sowie die
Zel’dovich-Na¨herung herangezogen.
2.4.1 Ru¨ckwirkung in Linearer Theorie
Zuna¨chst ist eine Transformation auf mitschwimmende Koordinaten no¨tig. Mitteln
eines beliebigen Tensors A u¨ber ein mitschwimmendes Gebiet Dq ha¨ngt mit dem
Mittel u¨ber D wie folgt zusammen:
〈A〉D = 1
VD
∫
D
Ad3x =
a3
a3D
1
V0
∫
Dq
Ad3q. (2.70)
(Hierbei wurde die Definition von a3D ≡ VDV0 benutzt.)
Fu¨r die erste und zweite Invariante erha¨lt man in mitschwimmenden Koordinaten:
I(ui,j) =
1
a
I(∂qjui),
II(ui,j) =
1
a2
II(∂qjui).
Damit berechnet man den Ru¨ckwirkungsterm in pekuliaren Gro¨ßen als Funktion
mitschwimmender Koordinaten mit Hilfe von Gleichung (2.65) zu:
Q = a
a3D
2
V0
∫
Dq
II(∂qjui) d
3q − a
4
a6D
2
3V 20
(∫
Dq
I(∂qjui) d
3q
)2
. (2.71)
Da in linearer Theorie die Wirbel des Pekuliargeschwindigkeitsfeldes, nach Gleichung
(2.40), im Laufe der Zeit abnehmen, kann man fu¨r t > t0 die Pekuliargeschwindigkeit
allein aus ihren Quellen bestimmen. Damit ist durch Gleichung (2.33) die Zeitent-
wicklung von u festgelegt:
u(q, t) =
(
t
t0
)1/3 ◦
u(q). (2.72)
Fu¨r die erste Invariante des Pekuliargeschwindigkeitsfeldes erha¨lt man:
I(q, t) = θu(q, t) ≡
(
t
t0
)1/3 ◦
I.
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Fu¨r die zweite Invariante des Pekuliargeschwindigkeitsfeldes gilt dann:
II(∂qjui) =
1
2
(
(∂qjui)
2 − ∂qjui∂qiuj
) ≡ ( t
t0
)2/3 ◦
II.
Der Ru¨ckwirkungsterm in linearer Theorie hat damit folgende Form:
QlinD =
(
t
t0
)−2/3 a3
a3D
2
V0
∫
Dq
◦
II d3q − a
6
a6D
2
3V 20
(∫
Dq
◦
I d
3q
)2 . (2.73)
Ein Problem stellt die Integration u¨ber das mitschwimmende Gebiet Dq dar. Zwar
bezeichnen
◦
I und
◦
II Anfangswerte, diese werden jedoch u¨ber eine mitschwimmen-
de Doma¨ne zum Zeitpunkt t integriert, die sich aus D0 ≡ D(t0) entwickelt hat. Hier
kann man nur im Kontext der Lagrangeschen Theorie argumentieren, da nur in dieser
Theorie die Entwicklung der Doma¨ne mit Hilfe der Teilchentrajektorien nachvollzo-
gen werden kann. Man kann zeigen, dass der Effekt der sich wandelnden Doma¨ne fu¨r
geringe Abweichungen von der Homogenita¨t, zu vernachla¨ssigen ist. Da die lineare
Theorie ausschließlich in diesem Bereich Gu¨ltigkeit besitzt, gilt na¨herungsweise:
1
V0
∫
Dq
◦
II d3q ≈ 1
V0
∫
D0
◦
II d3X ≡ 〈
◦
II〉D0 ,
1
V0
∫
Dq
◦
I d
3q ≈ 1
V0
∫
D0
◦
I d
3X ≡ 〈◦I〉D0 .
Fu¨hrt man ε als Abweichung des Skalenfaktors vom homogenen Verhalten ein:
ε ≡ a− aD
aD
, (2.74)
so erha¨lt man fu¨r den Ru¨ckwirkungsterm:(
t
t0
)2/3
QlinD =
(
2〈
◦
II〉D0 −
2
3
〈◦I〉2D0
)
+ ε
(
6〈
◦
II〉D0 − 4〈
◦
I〉2D0
)
+ ε2
(
6〈
◦
II〉D0 − 10〈
◦
I〉2D0
)
+ ε3
(
2〈
◦
II〉D0 − 13
1
3
〈◦I〉2D0
)
− ε410〈◦I〉2D0 − ε54〈
◦
I〉2D0 − ε6
2
3
〈◦I〉2D0 .
In linearer Theorie werden die relativen Abweichungen ε des Skalenfaktors der Doma¨ne
aD vom homogenen Verhalten als gering angenommen. Betrachtet man die nullte
Ordnung in ε so ergibt sich:
QlincD =
(
t
t0
)−2/3(
2〈
◦
II〉D0 −
2
3
〈◦I〉2D0
)
=
◦
Q(X)
a(t)
. (2.75)
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Man erkennt, dass die Ru¨ckwirkung mit der Zeit abnimmt. Dieses Ergebnis war zu er-
warten, da der Ru¨ckwirkungsterm ja gerade einen Ausdruck fu¨r die Nichtlinearita¨ten
in den Grundgleichungen darstellt, die in linearer Theorie vernachla¨ssigt werden. Im
na¨chsten Schritt benutzen wir zur Berechnung der Ru¨ckwirkung eine Na¨herung die
es erlaubt, Strukturbildung bis in den nichtlinearen Bereich zu verfolgen. Diese Na¨he-
rung basiert auf Lagrangescher Sto¨rungstheorie und ist deshalb der Lagrangeschen
Mittelungsprozedur angemessener.
2.4.2 Ru¨ckwirkung in der Zel’dovich-Na¨herung
Um den Ru¨ckwirkungsterm in der Zel’dovich-Na¨herung zu berechnen, benutzt man
am besten folgende Form (siehe: [64], [46]):
Q = 2〈II(vi,j)〉D − 2
3
〈I(vi,j)〉2D. (2.76)
Da die Trajektorienschar bis zum Zeitpunkt des “Shell–Crossing” eine eindeutige
Abbildung auf ein Gebiet zur Zeit t0 ermo¨glicht, kann die Mittelwertbildung u¨ber eine
Ausgangsdoma¨ne D0 erfolgen: Es gilt fu¨r ein beliebiges, auf dem Gebiet definiertes
Tensorfeld A(x, t):
〈A〉D = 1
VD
∫
Dt
Ad3x =
V0
VDV0
∫
D0
AJ(X, t)d3X
=
V0
VD
〈AJ(X, t)〉D0 . (2.77)
Der Skalenfaktor der Doma¨ne sei definiert als a3D ≡ VDV0 . Damit gilt:
Q = 2
a3D
〈II(vi,j)J〉D0 −
2
3a6D
〈I(vi,j)J〉2D0 . (2.78)
Nu¨tzlich zur Berechnung ist die Einfu¨hrung von Funktionaldeterminanten:
J (A,B,C) ≡ ∂(A,B,C)
∂(X1, X2, X3)
= ijkA|iB|jC|k.
Dabei bezeichnet |i ≡ ∂∂Xi die Ableitung nach Lagrangeschen Koordinaten. Der Eu-
lersche Geschwindigkeitsgradient in Lagrangekoordinaten lautet:
∂vi
∂xj
=
∂vi
∂Xk
∂Xk
∂xj
=
∂vi
∂Xk
1
2J
klmjpq
∂fp
∂Xl
∂fq
∂Xm
=
1
2J
jpqJ (vi, fp, fq).
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Damit kann man die Invarianten als Funktionaldeterminanten schreiben [21]:
I(vi,j) =
1
2J
ijkJ (f˙i, fj, fk)
II(vi,j) =
1
2J
ijkJ (f˙i, f˙j, fk)
III(vi,j) =
1
6J
ijkJ (f˙i, f˙j, f˙k).
Der Ru¨ckwirkungsterm lautet dann:
Q = 1
a3D
〈ijkJ (f˙i, f˙j, fk)〉D0 −
1
6a6D
〈ijkJ (f˙i, fj, fk)〉2D0 . (2.79)
Um die Funktionaldeterminanten zu berechnen, ist es nu¨tzlich, von folgenden Re-
chenregeln fu¨r Determinanten Gebrauch zu machen:
J (A+D,B,C) = J (A,B,C) + J (D,B,C),
J (A,B,C) = −J (A,C,B),
ijkJ (Ai, Bj, Ck) = ijkJ (Ai, Cj, Bk).
Setzt man den Zel’dovich-Ansatz der Form (2.49) ein, so folgt mit c(t) ≡ a(t)ξ(t):
J (f˙i, fj, fk) =a˙a2 J (Xi, Xj, Xk) + c˙c2 J (ψ|i, ψ|j, ψ|k)
+ (2aa˙c+ a2c˙)J (Xi, Xj, ψ|k) + (2ac˙c+ a˙c2)J (Xi, ψ|j, ψ|k),
J (f˙i, f˙j, fk) =a˙2aJ (Xi, Xj, Xk) + c˙2cJ (ψ|i, ψ|j, ψ|k)
+ (2a˙ac˙+ a˙2c)J (Xi, Xj, ψ|k) + (2a˙c˙c+ ac˙2)J (Xi, ψ|j, ψ|k).
Die Funktionaldeterminanten kann man als Invarianten des Tensorfeldesψ|ij schreiben:
ijkJ (Xi, Xj, Xk) = 6,
ijkJ (Xi, Xj, ψ|k) = 2 I(ψ|ij),
ijkJ (Xi, ψ|j, ψ|k) = 2 II(ψ|ij),
ijkJ (ψ|i, ψ|j, ψ|k) = 6 III(ψ|ij).
Zur Vereinfachung definiert man:
K ≡ ξ˙
ξ
, H ≡ a˙
a
, I(ψ|ij) ≡ I0 , II(ψ|ij) ≡ II0 , III(ψ|ij) ≡ III0.
30
Damit erha¨lt man die zur Berechnung des Ru¨ckwirkungsterms notwendigen Gro¨ßen:
1
a3
ijkJ (f˙i, fj, fk) =6H + 2I0 ξ(3H +K)
+ 2II0 ξ
2(3H + 2K)
+ 6III0 ξ
3(H +K), (2.80)
1
a3
ijkJ (f˙i, f˙j, fk) =6H2 + 2I0 ξ(3H2 + 2HK)
+ 2II0 ξ
2(3H2 + 4HK +K2)
+ 6III0 ξ
3(H2 + 2HK +K2). (2.81)
Die Variablen H,K, ξ, a sind nur Funktionen der Zeit, die auftretenden Invarianten
sind Funktionen von ψ|ij, das heisst von Ableitungen eines skalaren Anfangsfeldes
als Funktionen der Lagrange-Koordinaten.
Um den gesamten Ru¨ckwirkungsterm in der Zel’dovich-Na¨herung darzustellen, nu¨tzt
man aus, dass aD in dieser Na¨herung bereits gegeben ist:
a3D =
∫
D0
J d3X.
Mit der Funktionaldeterminanten in der Zel’dovich-Na¨herung
JZ = a3(1 + ξI0 + ξ
2II0 + ξ
3III0), (2.82)
erha¨lt man:
(aZD)
3 = a3(1 + ξ〈I0〉D0 + ξ2〈II0〉D0 + ξ3〈III0〉D0). (2.83)
Hier zeigt sich auch die Mo¨glichkeit, das dynamische Verhalten des Skalenfaktors
einer Doma¨ne rein kinematisch zu bestimmen.
Die einfachste Form der Ru¨ckwirkung in der Zel’dovich-Na¨herung ergibt sich, wenn
man
(
a
(aZD)
)6
in Gleichung (2.79) ausklammert und aD mit (2.83) einsetzt:
QZD =
ξ˙2
(1 + ξ〈I0〉D0 + ξ2〈II0〉D0 + ξ3〈III0〉D0)2
×
[ (
2〈II0〉D0 −
2
3
〈I0〉2D0
)
+ ξ
(
6〈III0〉D0 −
2
3
〈I0〉D0〈II0〉D0
)
+ ξ2
(
2〈I0〉D0〈III0〉D0 −
2
3
〈II0〉2D0
) ]
. (2.84)
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Fu¨r ein Einstein-De-Sitter Modell gilt: ξ ∝ a−1. Vor dem Term in eckigen Klam-
mern steht damit ein universeller Da¨mpfungsfaktor. Vernachla¨ssigt man 〈II0〉D0 und
〈III0〉D0 so erha¨lt man das gleiche dynamische Verhalten wie in linearer Eulerscher
Theorie.
Bemerkenswert ist die Tatsache, dass unser so gewonnener Ru¨ckwirkungsterm in
spha¨rischer Symmetrie verschwindet! Man kann das leicht u¨berpru¨fen, indem man
die Relationen:
〈III〉B = 1
27
〈I〉3B und 〈II〉B =
1
3
〈I〉2B, (2.85)
die im Abschnitt (4.1.1) hergeleitet werden, in obige Gleichung einsetzt. Damit ist
unsere Na¨herung im Falle von spha¨rischer Symmetrie bereits exakt, obwohl wir eine
Approximation eingesetzt haben, die nur fu¨r planare Symmetrie exakt ist.
2.4.3 Ru¨ckwirkung bei ebener Symmetrie
Die Zel’dovich Na¨herung ist eine exakte dreidimensionale Lo¨sung der Newtonschen
Dynamik im Staub-Modell, wenn die Invarianten II0 und III0 an jedem Punkt ver-
schwinden [26]. Dieses “lokal eindimensionale” Modell entha¨lt als Unterklasse global
eben-symmetrische Lo¨sungen [72]. Damit reduziert sich Gleichung (3.81) auf:
QplanarD = −
2
3
ξ˙2〈I0〉2D0
(1 + ξ〈I0〉D0)2
. (2.86)
Im letzten Abschnitt werden wir den spha¨rischen Kollaps mit dem ebenen Kollaps
quantitativ vergleichen. Negative Werte von 〈I0〉D0 entsprechen einer u¨berdichten
Doma¨ne im Vergleich zum Hintergrund, positive Werte von 〈I0〉D0 entsprechen einer
unterdichten Region. Bei u¨berdichten Doma¨nen divergiert QplanarD zu einem bestimm-
ten Zeitpunkt. Dieses Verhalten kann in Analogie zum stark anisotropen “Pancake
Kollaps” gesehen werden.
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Kapitel 3
Effektive Entwicklung von
Raumdoma¨nen im Rahmen der
ART
Die ART behandelt, anders als die NT, die Dynamik der Raumzeitstruktur an sich,
wa¨hrend die Newtonsche Mechanik eine Beschreibung der Bewegung von Punktteil-
chen in einem absoluten Euklidschen Raum mit absoluter Zeit gibt. Erst durch die
ART als neue Theorie der Gravitation entsteht ein Modell, das mit der speziellen
Relativita¨tstheorie konsistent ist. Durch die Erweiterung des Mittelungsformalismus
in der ART muss man sich nicht mehr auf Doma¨nen beschra¨nken, die klein gegen
den Hubble-Radius sind.
3.1 Staubmodell in der ART
Staub bezeichnet hier eine drucklose Flu¨ssigkeit. Flu¨ssigkeitselemente bewegen sich
rotationsfrei und nur unter dem Einfluss der Gravitation auf geoda¨tischen Trajekto-
rien. Dieses Kontinuumsmodell la¨sst sich auf kosmische Strukturbildung innerhalb
gewisser Skalen anwenden. Die Vierergeschwindigkeit ist dabei als gemittelte Vie-
rergeschwindigkeit zu verstehen, wobei sich die Mittelungsskala aus dem jeweiligen
Materiemodell ergibt.
33
3.1.1 Einsteinsche Gleichungen
Die Einsteinschen Gleichungen fu¨r Staub lauten:
Rµν − 1
2
gµνR = 8piG%uµuν − Λgµν , (3.1)
mit dem Ricci-Tensor Rµν als Kontraktion des Riemann-Tensors
Rµν ≡ Rκµκν , (3.2)
seiner Spur R , der Vierergeschwindigkeit der Flu¨ssigkeitselemente uµ, der kosmolo-
gischen Konstanten Λ und der Massendichte %.
3.1.2 3+1-Split
Hier betrachten wir die Aufspaltung der Raumzeit in dreidimensionale Hyperfla¨chen,
die orthogonal zur Vierergeschwindigkeit gewa¨hlt werden. Damit kann man einen
Projektionstensor definieren, der auf die Hyperfla¨chen senkrecht zur Vierergeschwin-
digkeit projiziert.
hαβ ≡ gαβ + uαuβ . (3.3)
Die a¨ußere Kru¨mmung wird wie folgt definiert 1:
Kij ≡ −hαihβjuα;β. (3.4)
Die Einsteinschen Gleichungen zusammen mit der Kontinuita¨tsgleichung sind gleich-
wertig zu folgendem System (siehe: [4]) bestehend aus den Bedingungsgleichungen
(“Constraints”) 2:
1
2
(
R +K2 −KijKji
)
= 8piG%+ Λ , (3.5)
Kij||i −K||j = 0 , (3.6)
und den Entwicklungsgleichungen fu¨r die Dichte und den beiden Fundamentalformen:
%˙ = K% , (3.7)
˙gij = −2gikKkj , (3.8)
K˙ij = KK
i
j +R
i
j − (4piG%+ Λ)δij . (3.9)
1griechische Indizes laufen von 0 bis 4, lateinische Indizes laufen von 0 bis 3, ein ; notiert die
kovariante Ableitung in Bezug auf die 4–Metrik
2ein || notiert die kovariante Ableitung in Bezug auf die 4–Metrik, ein ˙ bezeichnet die Zeitablei-
tung
34
Mit Rij bezeichnen wir die intrinsische Kru¨mmung der dreidimensionalen Hyper-
fla¨chen. Die Gleichung (3.5) bezeichnet man auch als Hamiltonconstraint, die Glei-
chung (3.6) als Impulsconstraint. Dieses System bildet ein geschlossenes Differenti-
algleichungssystem fu¨r die ra¨umlichen Tensoren. Tatsa¨chlich ist dieses Gleichungs-
system u¨berbestimmt. Das hat zur Folge, dass die Anfangsbedingungen nicht frei
wa¨hlbar sind, sondern die Bedingungsgleichungen erfu¨llen mu¨ssen. Dieses System
wurde erfolgreich mit sto¨rungstheoretischen Ansa¨tzen untersucht (siehe: [45], [62]).
3.1.3 Triaden
Den Triadenformalismus (siehe: [28]) an dieser Stelle einzufu¨hren hat zwei Gru¨nde:
Der erste ist, dass die Formulierung der ART mit Triaden analog zu der Lagran-
geschen Beschreibung in der NT gesehen werden kann. Der zweite Grund ist, dass
damit eine Verallgemeinerung der Zel’dovich-Na¨herung im Rahmen der ART mo¨glich
wird.
Wir betrachten zwei Basissysteme, die denselben dreidimensionalen Raum beschrei-
ben sollen. Dann gibt es U¨bergangsmatrizen ηai die eine Transformation von einem
Basissystem in das andere bewirken3. Die Triaden sollen invertierbar sein, d.h. wir
fordern die Existenz von Matrizen mit der Eigenschaft:
eiaη
b
i = δ
a
b , e
i
aη
a
j = δ
i
j. (3.10)
Aus der Invarianz des Wegelements folgt dann fu¨r das Transformationsverhalten der
Metriken der beiden Systeme:
gij = η
a
iη
b
jGab, (3.11)
Gab = e
i
ae
j
bgij. (3.12)
Indizes ko¨nnen wie u¨blich mit der Metrik gehoben und gesenkt werden, wobei zu
beachten ist, dass die Metrik nur Indizes im zu dieser Metrik geho¨rigen Basissystem
heben und senken kann. Fu¨r beliebige Tensoren A gilt somit:
Aia = gijA
j
a, (3.13)
Aab = gabA
b
i. (3.14)
Man erkennt die Analogie zu der Transformation auf Lagrangekoordinaten in der
NT, wenn man das Euklidische Linienelement in der Form aufschreibt4:
dl2 = δijdx
idxj = δijf
i
|kf
j
|ldX
kdX l, (3.15)
3Indizes von a bis l kennzeichnen das eine Basissystem, Indizes von i bis z das andere.
4Ein | notiert die Ableitung in Bezug auf Lagrangekoordinaten.
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wobei xi nicht-rotierende Eulersche Koordinaten, und Xk Lagrangesche Koordinaten
sind, welche entlang der Integralkurven des Geschwindigkeitsfeldes (~v = ~˙f) konstant
sind. Deshalb kann man δijf
i
|kf
j
|l als Lagrangesch-Newtonsche Metrik interpretieren.
Wir fu¨hren also ein zum Deformationsgradienten f i|k korrespondierendes Objekt in
der ART als Einsform ein:
ηa(t,Xk) = ηaiX
i, (3.16)
In einem Euklidischen Raum sind diese Einsformen exakt ηa = dfa und man erha¨lt
die Lagrangesch-Newtonsche Metrik. Die Erweiterung im Rahmen der ART besteht
nun darin, auch nicht exakte Einsformen zuzulassen. Dann kann man allgemeiner
das Linienelement von dreidimensionalen Riemannschen Ra¨umen schreiben als:
dl2 = gijdX
idXj = Gabη
aηb = Gabη
a
iη
b
jdX
idXj, (3.17)
Die Einfu¨hrung der Triadenmetrik Gab und der Matrizen η
a
i bringt eine Eichfrei-
heit. Diese wird in den meisten Anwendungen dazu genutzt die Triadenmetrik Gab
Euklidisch zu wa¨hlen: Gab = δab. Wir wollen aber in strenger Anlehnung an die
Lagrangesche Beschreibung in der Newtonschen Theorie ηai(t0, X
k) = δai wa¨hlen.
Damit gilt fu¨r die Triadenmetrik Gab(X
k):
gij(t0, X
k) = Gabη
a
i(t0, X
k)ηbj(t0, X
k) ≡ Gij(Xk). (3.18)
Die Wahl Gab = δab wu¨rde die dreidimensionalen Hyperfla¨che zum Anfangszeitpunkt
dem Euklidschen Raum gleichsetzen. Besonders im Hinblick auf die Erweiterung der
Zel’dovich-Na¨herung ist eine nahe Anlehnung an die Lagrange-Newton-Formulierung
von Vorteil.
3.1.4 Einsteinsche Gleichungen im Triadenformalismus
Unser Ziel in diesem Kapitel ist, die Einsteinschen Gleichungen im 3 + 1–Split mit
Triaden zu schreiben. Die Triaden werden als mit der Flu¨ssigkeit mitschwimmend
angenommen. Das heisst, sie werden entlang der Trajektorien parallel transportiert:
(ea
i);µu
µ = e˙a
i −Kijeaj = 0. (3.19)
Die Bedingung fu¨r Fermitransport reduziert sich zur Paralleltransportgleichung, wenn
die Bewegung entlang der Geoda¨ten verla¨uft. Fu¨r die Triaden gilt die Gleichung:
η˙aj + η
a
kK
k
j = 0. (3.20)
Multipliziert man diese Gleichung mit ea
i so erha¨lt man fu¨r die a¨ußere Kru¨mmung:
Kij = −eaiη˙aj. (3.21)
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Die inversen Triaden kann man wieder durch die Triaden selbst ausdru¨cken:
ea
i =
1
2J abc
ijkηbjη
c
k. (3.22)
Dabei haben wir die Determinante von ηai mit:
J ≡ 1
6
abc
ijkηaiη
b
jη
c
k, (3.23)
bezeichnet5. Damit haben wir die Mo¨glichkeit, die a¨ußere Kru¨mmung allein unter
Verwendung der Triaden zu schreiben:
Kij = − 1
2J abc
imnη˙ajη
b
mη
c
n. (3.24)
Im Hinblick auf die Berechnung des Ru¨ckwirkungsterms sind die skalaren Invarianten
des a¨ußeren Kru¨mmungstensors von Interesse:
I ≡ −Kii = 1
2J abc
ijkη˙aiη
b
jη
c
k, (3.25)
II ≡ 1
2
(K2 −K lsKsl) = 1
2J abc
ijkη˙aiη˙
b
jη
c
k, (3.26)
III ≡ det(Kij) = 1
6J abc
ijkη˙aiη˙
b
j η˙
c
k. (3.27)
Die Spur der a¨ußeren Kru¨mmung kann man dann folgendermaßen umformen:
K = tr(Kj i) = −1
2
tr
(
gikg˙kj
)
= −1
2
tr (ln(gij))˙ . (3.28)
Benutzt man den Satz: tr(lnM) = ln detM fu¨r reelle symmetrische Matrizen so
gilt 6 :
K = −1
2
(ln g)˙ = −(ln√g )˙ . (3.29)
Die Determinante von gik kann man durch die Determinante der Triadenmetrik
G ≡ detGab und die Determinante der Transformationsmatrix ηai (Gleichung (3.23))
ausdru¨cken: √
g = J
√
G. (3.30)
Beachtet man, dass wir die Triadenmetrik zeitunabha¨ngig gewa¨hlt haben, so erha¨lt
man fu¨r die Spur der a¨ußeren Kru¨mmung das Ergebnis:
K = −J˙J . (3.31)
5der Buchstabe J wurde gewa¨hlt, um die Analogie in der Funktion der Funktionaldeterminante
bei der Transformation auf Lagrange-Koordinaten in der NT und und det ηai zu verdeutlichen.
6Wir bezeichnen die Determinante von gij mit g.
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Damit sind wir in der Lage, die Einsteinschen Gleichungen mit Triaden zu schrei-
ben. Als erstes betrachten wir die Kontinuita¨tsgleichung. Wie beim Lagrangeschen
Formalismus in der NT ist es mo¨glich, die Kontinuita¨tsgleichung zu integrieren. Es
gilt:
(J %)˙ = J˙ %+ JK% = J˙ %− J J˙J % = 0. (3.32)
Damit kann man das Integral dieser Gleichung angeben. Es gilt analog zur Lagrange-
Newtonschen Theorie:
% =
%0
J . (3.33)
Jetzt setzen wir Kij aus Gleichung (3.24) in die u¨brigen Einsteinschen Gleichungen
im 3 + 1–Split ein, wobei wir die dualen Basisvektoren ea durch die Einsformen η
a
darstellen:
Gabη˙
a
[jη
b
i] = 0, (3.34)
1
2J abc
imn
(
η¨ajη
b
mη
c
n + 2η˙
a
j η˙
b
mη
c
n
)
= δij
(
4piG
%0
J + Λ
)
− 1
2
Rij, (3.35)
1
J abc
ijkη˙aiη˙
b
jη
c
k = 8piG
%0
J + Λ−
1
2
R, (3.36)(
1
2J
abc
imnη˙ajη
b
mη
c
n
)
||i
=
(
J˙ /J
)
|j
. (3.37)
Dieses Gleichungssystem ist vergleichbar mit den Gleichungen, die von Kasai [45],
Matarrese und Terranova [52] aufgestellt wurden. Im Gegensatz zu diesen Autoren
verwenden wir in unseren Gleichungen aber ausschließlich die Basiseinsformen. Da
der Ricci-Tensor als Funktional der Metrik geschrieben werden kann, welche wieder-
um in unseren Einsformen formulierbar ist, stellt das obige Gleichungssystem ein
geschlossenes (u¨berbestimmtes) System dar. Setzt man den Ricci-Tensor explizit,
durch Einsformen ausgedru¨ckt, in das obige Gleichungssystem ein, so ist zu erwar-
ten, dass sich das Gleichungssystem noch komplexer gestaltet. Unser Ziel ist jedoch
der Vergleich mit dem Lagrange-Newton-System. Deshalb betrachten wir ein Unter-
system. Indem man die Spur von Gleichung (3.35) bildet kann man den Ricci-Skalar
im Hamilton-Constraint (3.36) eliminieren. Daraus la¨sst sich mit Gleichung (3.34)
das folgende Untersystem formen:
Gabη¨
a
[jη
b
i] = 0, (3.38)
1
2
abc
ijkη¨aiη
b
jη
c
k = ΛJ − 4piG%0. (3.39)
Dieses Untersystem kann man direkt mit dem Lagrange-Newon-System (2.22, 2.23)
vergleichen. Dabei stellt man U¨bereinstimmung fest, wenn man die Einsformen ηai mit
dem Lagrangeschen Deformationstensor fa|i identifiziert. Damit ko¨nnen wir bereits in
der Lagrange-Newtonschen Theorie gefundene Lo¨sungen in die ART zu u¨bertragen.
Insbesondere sind wir in der Lage, eine strenge Begru¨ndung fu¨r eine allgemeinrela-
tivistische Erweiterung der Zel’dovich-Na¨herung zu liefern.
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3.1.5 Anfangswerte
Im letzten Kapitel ist es uns gelungen, ein Untersystem fu¨r die Triaden ηbj zu fin-
den, das die gleiche Form wie das Lagrange-Newon-System in NT besitzt. Zur Lo¨sung
des Differentialgleichungssystems zweiter Ordnung beno¨tigt man die Anfangswerte
η˙b j(t0) und η
b
j(t0) sowie die Anfangsdichte %0. Dabei ist η
b
j(t0) von der Koordina-
tenwahl abha¨ngig, die physikalischen Anfangsfelder sind %0 und η˙
b
j(t0), was in der
NT dem Lagrangeschen Gradienten der Anfangsgeschwindigkeit V i|j(t0) entspricht.
Diese Gro¨ßen bestimmen allerdings nur die Entwicklung der Triaden. Die Metrik ist
damit noch unbestimmt. Es gilt:
gij = η
a
iη
b
jGab. (3.40)
Wir beno¨tigen daher die Anfangsmetrik Gab. Diese kann man aber nicht unabha¨ngig
vorgeben, sondern sie ha¨ngt mit obigen Anfangswerten zusammen. Das erkennt man,
wenn man die Einsteinschen Gleichungen im 3+1-Split zum Zeitponkt t0 betrachtet.
Gleichung (3.24) ergibt die a¨ußerer Kru¨mmung zur Zeit t0:
Kij(t0) = − 1J (t0)δ
i
aη˙
a
j(t0) = −
1
J (t0) η˙
i
j(t0) = −η˙ij(t0). (3.41)
Die Entwicklungsgleichung fu¨r die Dichte (3.7) liefert keine zusa¨tzliche Bedingung.
Die Entwicklungsgleichung fu¨r die Metrik (3.8) wurde zu Gleichung (3.41) umge-
formt. Damit verbleiben die Gleichungen (3.5, 3.6) zur Bestimmung der Anfangsme-
trik Gab:
R(Gab) = 16piG%0 + 2Λ− II(η˙ij(t0)), (3.42)
η˙ij||i(t0)− η˙kk||j(t0) = 0. (3.43)
In der letzten Gleichung sind dabei die kovarianten Ableitungen bezu¨glich der An-
fangsmetrik Gab zu bilden. Das Gleichungssystem besteht aus partiellen, nichtlinea-
ren Differentialgleichungen. Damit sto¨sst man bei der Lo¨sung auf a¨hnliche Probleme
wie bei den urspru¨nglichen Einsteinschen Gleichungen. Man kann aber fu¨r bestimmte
Anfangsbedingungen Gab in guter Na¨herung als flach wa¨hlen. Auf diese Mo¨glichkeit
kommen wir bei der Betrachtung der relativistischen Zel’dovich-Na¨herung und den
Anwendungen im Rahmen des Standardmodells zuru¨ck.
3.2 Lokale Beschreibung
In Ermangelung einer exakten Lo¨sung der Einsteinschen Gleichungen bei fehlender
Symmetrie, werden Dichteinhomogenita¨ten mit Hilfe der Sto¨rungsrechnung analy-
tisch behandelt. Dabei setzt man die Abweichungen vom homogen-isotropen Kos-
mos als gering voraus. Gegenu¨ber der Sto¨rungsrechnung in der NT hat man damit
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auch die Mo¨glichkeit, Fluktuationen die gro¨ßer als der Horizont sind zu beschrei-
ben. Dafu¨r taucht ein Problem bei Koordinatenwahl auf. Nimmt man Sto¨rungen der
FLRW-Metrik an, so kann man diese Sto¨rterme durch eine Koordinatentransforma-
tion vera¨ndern. So verhalten sich Sto¨rungen in verschiedenen Eichungen unterschied-
lich und haben daher unterschiedliche (oder gar keine) physikalische Bedeutung. In
der synchronen Eichung wird von mitschwimmenden (Lagrangeschen) Koordinaten
ausgegangen. Damit gibt es in der ART kein Analogon zur Eulerschen Sto¨rungstheo-
rie. Aufbauend auf diese Koordinatenwahl kann man eine Sto¨rungstheorie fu¨r die
Triaden entwickeln und die Zel’dovich-Na¨herung in der ART verallgemeinern. Die
relativistische Zel’dovich-Na¨herung stellt damit in der ART ebenso wie in der NT
eine Mo¨glichkeit dar, Strukturbildung bis in den nichtlinearen Bereich zu verfolgen.
3.2.1 Relativistische Zel’dovich-Na¨herung
Der Ansatz, der von Zel’dovich [71] zur Beschreibung der nichtlinearen Epoche der
Strukturbildung im Rahmen der Newtonschen Theorie vorgeschlagen wurde, konnte
u¨ber Lagrangesche Sto¨rungsrechnung begru¨ndet werden [26]. Er ist in der Klasse
von Lo¨sungen Lagrangescher Sto¨rungstheorie erster Ordnung ohne Rotation bereits
enthalten. Aus den Analogiebetrachtungen im Kapitel 3.1.3 kann man den in der
Newtonschen Theorie bekannten Ansatz fu¨r das Trajektorienfeld in die ART u¨bert-
ragen. Der Ansatz fu¨r die Triaden lautet:
Zηai = a(t)(δ
a
i + ξ(t)Y
a
i) mit a(t0) = 1, ξ(t0) = 0. (3.44)
Dabei ist ξ(t) eine globale Funktion der Zeit, die vom Hintergrundmodell abha¨ngig
ist. Die Funktion Y ai ist eine Funktion der Startkoordinaten der Fluidelemente und
kann aus den Anfangsgedingungen hergeleitet werden. Mit dieser Wahl der Triaden
kann man die Metrik dreidimensionaler Hyperfla¨chen angeben:
Zgij =
ZGab
Zηai
Zηbj = a
2
(
ZGij + ξ(Yij + Yji) + ξ
2GabY
a
iY
b
j
)
. (3.45)
Da die Gleichungen des Euler-Lagrange-Systems genau die gleiche Form haben wie
ein Teil der Einsteinschen Gleichungen fu¨r Staub in Formenschreibweise (3.38, 3.39),
kann man die Ergebnisse aus der Newtonschen Theorie einfach u¨bertragen (Kapitel
2.2.2). Wenn also das Feld Y ai die Forderung erfu¨llt:
Y ii = Z
|i
|i = δ(X, t0), (3.46)
wobei Z ein beliebiges Skalarfeld, das nur von Anfangskoordinaten abha¨ngt sein darf,
dann erha¨lt man fu¨r ξ(t) in einem Einstein-De-Sitter Hintergrund:
ξ(t) =
(
t
t0
)2/3
− 1. (3.47)
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Eine Verallgemeinerung der Zel’dovich-Na¨herung in der ART wurde fru¨her schon von
Kasai [45] vorgeschlagen. Sein Ansatz fu¨r die Triaden lautet:
Zηai = a(t)(δ
a
i +X
a
i.+ ξ(t)ψ
a
i) (3.48)
Hier tritt ein zusa¨tzliches FeldXai auf, das die Sto¨rung der Anfangsmetrik beinhaltet.
Seine Zel’dovich-Metrik hat dann die Form:
Zgij = a
2 (δij + 2Xij + 2ξψij) . (3.49)
Wir verfolgen den anderen Weg und gehen von einer allgemeinen Anfangsmetrik Gij
aus. Der Grund dafu¨r ist der, dass in der Euler-Lagrangeschen Theorie die Lagrange-
koordinaten so gewa¨hlt wurden, dass sie mit den Eulerpositionen der Fluidelemente
zum Anfangszeitpunk zusammenfallen. Ein analoges Vorgehen in der ART hat da-
her eine allgemeine, gekru¨mmte Anfangsmetrik zur Folge. Daru¨berhinaus impliziert
die Formulierung einer Sto¨rungstheorie fu¨r Triaden, dass nur diese als Sto¨rgro¨ßen
aufgefasst werden, und dass die Metrik (als Funktion der Triaden) in der vollen
quadratischen Form verwendet werden kann.
Wie von Zel’dovich in der NT vorgeschlagen, so kann man auch in der ART verfahren
und den Approximationsansatz direkt in die exakte Formel fu¨r die Dichte einsetzen
(Gl. (3.33)):
% =
%0
det (Zηai)
. (3.50)
Daher bezeichnet man die Zel’dovich-Na¨herung auch oft als Extrapolation in das
nichtlineare Regime. Wir greifen diesen Gedanken auf und berechnen den Ru¨ck-
wirkungsterm sowie die gemittelte intrinsische Kru¨mmung dreidimensionaler Hyper-
fla¨chen in dieser Na¨herung.
3.3 Regionale Beschreibung
In der ART ist es, anders als in der NT, nicht mo¨glich Tensoren im allgemeinen u¨ber
ein bestimmtes Gebiet zu integrieren7. Wir umgehen dieses beim Mittelungsproblem
fu¨r Tensoren auftretende Problem durch die Mittelwertbildung von skalaren Gro¨ßen.
Wir sind also interessiert an der Mittelung eines Skalarfeldes ψ (gegeben als Funk-
tion von Lagrange-Koordinaten und der Zeit) u¨ber ein Gebiet D einer raumartigen
Hyperfla¨che.Die Voraussetzung dabei ist, dass die Raumzeit einem solchen 3+1-Split
unterzogen werden kann, was fu¨r Staub bewiesen wurde.
7Eine U¨bersicht u¨ber die verschiedenen Mo¨glichkeiten in der ART zu Mitteln gibt Stoeger: [66].
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3.3.1 Kommutationsregel in der ART
Wir definieren die Mittelung u¨ber das Volumenintegral:
〈ψ〉D ≡ 1
VD
∫
D
ψ(X, t)
√
g d3X. (3.51)
ψ ist ein beliebiges Skalarfeld auf der dreidimensionalen Hyperfla¨che. Das Volumen
der Raumdoma¨ne selbst ist daher gegeben durch:
VD ≡
∫
D
√
g d3X. (3.52)
Der dimensionslose Skalenfaktor des Gebietes wird definiert als:
aD(t) ≡
(
VD
V0
)1/3
. (3.53)
Mit V0 ist hier das Volumen des Gebietes zum Anfangszeitpunkt gemeint. Die Zeit-
entwicklung von aD(t) ist dann ein Maß fu¨r die effektive Dynamik der Raumdoma¨ne.
Die Doma¨ne folgt den Trajektorien der Fluidelemente. Damit gilt Massenerhaltung:
MD ≡
∫
D
%
√
g d3X = const. und damit 〈%〉D = MD
V0a3D
. (3.54)
Als na¨chstes berechnen wir die A¨nderungsrate unseres betrachteten Raumvolumens,
indem wir die Zeitableitung des Volumens geteilt durch das Volumen betrachten. Da
dt und d
3X kommutieren gilt:
V˙D
VD
=
1
VD
∫
D
(
√
g)˙d3X =
1
VD
∫
D
(
√
g)˙√
g
√
g d3X = −〈K〉D. (3.55)
Mit den Gleichungen (3.51, 3.55) kann man die Kommutationsregel angeben. Fu¨r
ein beliebiges Skalarfeld ψ gilt (siehe: [20]):
〈ψ〉D˙− 〈ψ˙〉D = 〈ψ〉D〈K〉D − 〈ψK〉D. (3.56)
Diese Gleichung hat wiederum die gleiche Form wie die Kommutationsregel, die be-
reits in der Lagrange-Newtonschen Theorie hergeleitet wurde. In der ART u¨bernimmt
die negative a¨ußere Kru¨mmung die gleiche Rolle wie die lokale Expansionsrate in der
Lagrange-Newtonschen Beschreibung.
3.3.2 Mittelung der Einsteinschen Gleichungen im 3+1-Split
Mittelt man die Raychaudhuri-Gleichung, so ergibt sich die verallgemeinerte Friedmann-
Gleichung:
3
a¨D
aD
+ 4piG
MD
V0a3D
− Λ = Q, (3.57)
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oder in integrierter Form 8:
3
(
a˙D
aD
)2
− 8piG MD
V0a3D
+
3kD
a2D
− Λ = 2
a2D
∫ t
t0
dt˜ Q aDa˙D. (3.58)
Dabei kann der Ru¨ckwirkungsterm Q in der ART mit Hilfe der a¨ußeren Kru¨mmung
geschrieben werden:
Q = 2〈II〉D − 2
3
〈I〉2D mit I ≡ −K , II ≡
1
2
(K2 −KijKji). (3.59)
So weit ist alles ganz analog zur Lagrange-Newtonschen Beschreibung. In der ART
gibt es jedoch eine weitere Gleichung, die eine Beziehung zwischen skalaren Gro¨ßen
darstellt. Bildet man den Mittelwert der Hamilton-Constraint-Gleichung (3.5) so
ergibt sich:
3
(
a˙D
aD
)2
− 8piG MD
V0a3D
+
1
2
〈R〉D − Λ = −Q
2
. (3.60)
Diese Gleichung hat kein Analogon in der Lagrange-Newtonschen Beschreibung. Sub-
trahiert man Gleichung (3.60) von Gleichung (3.58), so erha¨lt man den Zusammen-
hang der Integrationskonstanten kD mit dem gemittelten Kru¨mmungsskalar und der
Ru¨ckwirkung:
3kD
a2D
− 1
2
〈R〉D = 2
a2D
∫ t
t0
dt˜ Q aDa˙D + Q
2
. (3.61)
Damit ist die Integrationskonstante kD u¨ber den Ru¨ckwirkungsterm und den gemit-
telten Kru¨mmungsskalar zum Zeitpunkt t0 bestimmt:
kD =
1
6
(〈R〉D(t0) +Q(t0)). (3.62)
Nur bei Q = 0 besteht ein direkter Zusammenhang zwischen kD und der Kru¨mmug
dreidimensionaler, raumartiger Hyperfla¨chen. Dann gilt: kD = a2D〈R〉D/6.
3.3.3 Kosmologische Parameter
In der Kosmologie hat sich die Diskussion immer mehr auf die sogenannten kosmo-
logischen Parameter des Friedmann-Modells konzentriert. Zum Vergleich mit dem
Friedmann-Modell stellen wir analog Parameter auf, die u¨ber Mittelwerte von Gro¨ßen
auf abgeschlossenen Raumgebieten definiert werden. Genaugenommen haben wir in
der ART zwei Mo¨glichkeiten, solche Parameter zu definieren. Die erste Mo¨glichkeit
8Die Integrationskonstante kD wurde so gewa¨hlt, dass sie bei Homogenita¨t und Isotropie dem
u¨blichen Kru¨mmungsparameter k des Robertson-Walker-Linienelementes entspricht.
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besteht darin, die verallgemeinerte Friedmann-Gleichung (3.57) einmal zu integrie-
ren. Die Parameter werden dann analog zu den bereits in der NT verwendeten Pa-
rametern definiert9:
ΩDm ≡ 8piG〈%〉D3H2D , Ω
D
Λ ≡ Λ3H2D ,
ΩDk ≡ − kDH2Da2D , Ω
D
QE ≡ 23a2DH2D
∫ t
t0
dt˜ Q aDa˙D.
(3.63)
Einen zweiten Satz von Parametern erha¨lt man, wenn man von der gemittelten
Hamilton-Constraint-Gleichung (3.60) ausgehend folgende Parameter definiert:
ΩDm ≡ 8piG〈%〉D3H2D , Ω
D
Λ ≡ Λ3H2D ,
ΩDR ≡ − 〈R〉D6H2D , Ω
D
QH ≡ − Q6H2D .
(3.64)
Beide Sa¨tze von Parametern ergeben im Grenzfall einer homogen-isotropen Ma-
terieverteilung die u¨blichen Parameter des Friedmann-Modells. Wie aber die In-
tegrabilita¨tsbedingung Gl.(3.61) zeigt, ha¨ngt kD nicht allein von der intrinsischen
Kru¨mmung der raumartigen Hyperfla¨chen ab. Damit ist es physikalisch sinnvoller,
den Parameter ΩDR als Kru¨mmungsparameter zu sehen und somit den zweiten Satz
von Parametern zu favorisieren. Fu¨r beide Sa¨tze von Parametern gilt:
ΩDm + Ω
D
Λ + Ω
D
k + Ω
D
QE = 1. (3.65)
ΩDm + Ω
D
Λ + Ω
D
R + Ω
D
QH = 1. (3.66)
Diese dimensionslosen kosmologischen Parameter sind von der Gro¨ße der Doma¨ne,
u¨ber die gemittelt wird, abha¨ngig. Je kleiner der betrachtete Raumbereich ist, desto
gro¨ßer ist die Ru¨ckwirkung der Inhomogenita¨ten. Es stellt sich deshalb die Frage,
ab welcher Entfernung in unserer lokalen Umgebung “Messungen” der Friedmann-
Parameter in Wirklichkeit “Messungen” der regionalen Parameter sind.
3.4 Ru¨ckwirkung in der ART
Im Abschnitt 3.3 ist es uns gelungen, eine verallgemeinerte Friedmann-Gleichung fu¨r
den Skalenfaktor einer Doma¨ne auf einer dreidimensionalen Hyperfla¨che anzugeben.
Der darin auftretende Ru¨ckwirkungsterm ist eine Funktion der a¨ußeren Kru¨mmung.
Die Situation ist hier nicht besser als in der NT. Um den Ru¨ckwirkungsterm exakt
angeben zu ko¨nnen, wa¨re die Kenntnis der a¨ußeren Kru¨mmung an jedem Punkt
9Um die beiden u¨ber den Ru¨ckwirkungsterm definierten Ru¨ckwirkungsparameter zu unterschei-
den, kennzeichnen wir den durch Mittelung der Raychaudhuri-Gleichung gewonnenen Ru¨ckwir-
kungsparameter mit ΩDQE und den durch Mittelung der Hamilton-Constraint Gleichung gewonnenen
Ru¨ckwirkungsparameter mit ΩDQH .
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der Doma¨ne auf der raumartigen Hyperfla¨che notwendig. Das wiederum erfordert
die allgemeine Lo¨sung der Einsteinschen Gleichungen fu¨r Staub im 3+ 1–Split. Will
man also quantitative Aussagen u¨ber die Relevanz des Ru¨ckwirkungsterms treffen, so
ist man auf Symmetrieannahmen und Approximationen angewiesen. Die Zel’dovich-
Na¨herung in der ART als Extrapolation ins nichtlineare Regime bietet sich auch hier
an (siehe auch: [62], [61]). Daraus lassen sich einige Kernaussagen u¨ber das Verhalten
nichthomogener Raumbereiche ableiten.
3.4.1 Ru¨ckwirkungsterm in der Zel’dovich-Na¨herung
Im Abschnitt 3.2.1 haben wir einen Ansatz fu¨r die Triaden gewa¨hlt, der aus ei-
ner Analogiebetrachtung zur Zel’dovich-Na¨herung in der NT gewonnen wurde. Der
Ru¨ckwirkungsterm ist als Funktion der a¨ußeren Kru¨mmung bekannt (3.3).
Q = 〈II〉D − 2
3
〈I〉2D mit I = −K , II =
1
2
(K2 −KijKji). (3.67)
Unsere Doma¨ne wird als mit der Flu¨ssigkeit mitschwimmend angenommen. Damit
kann man ein Gebiet D zur Zeit t bis zum Zeitpunkt des “Shell-Crossing” bijek-
tiv auf ein Gebiet zum Anfangszeitpunkt D0 abbilden. Die Mittelwertbildung u¨ber
ein Gebiet zum Zeitpunkt t la¨sst sich damit auf die Mittelwertbildung u¨ber eine
Anfangsdoma¨ne zuru¨ckfu¨hren. Fu¨r ein beliebiges Skalarfeld ψ gilt:
〈ψ〉D = V0
VDV0
∫
D0
ψ
√
g d3X =
V0
VD
〈ψ√g〉D0 . (3.68)
Unser Ziel ist es, den Ru¨ckwirkungsterm ganz mit Triaden zu schreiben. Am besten
benutzt man die Relation (Herleitung analog zur Herleitung von Gleichung 3.21):
Kab = −η˙aieib. (3.69)
Die inversen Triaden kann man wiederum durch die Triaden selbst ausdru¨cken:
eib =
1
2J εbcdε
iklηckη
d
l. (3.70)
Damit kann man die a¨ußere Kru¨mmung schreiben als:
Kab = − 1
2J εbcdε
iklη˙aiη
c
kη
d
l. (3.71)
Durch Spurbildung dieser Gleichung erha¨lt man die erste Invariante:
Kaa = − 1
2J εacdε
iklη˙aiη
c
kη
d
l. (3.72)
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Die zweite Invariante der a¨ußeren Kru¨mmung ist definiert als:
II ≡ 1
2
(K2 −KabKba). (3.73)
Mit Gleichung (3.71) kann man die zweite Invariante ganz mit unseren Triaden aus-
dru¨cken:
II =
1
2J
abc
ijkη˙aiη˙
b
jη
c
k. (3.74)
Jetzt kann man den Zel’dovich-Ansatz
Zηai = a(t)(δ
a
i + ξ(t)Y
a
i) mit a(t0) = 1, ξ(t0) = 0 (3.75)
einsetzen. Zur Berechnung der ersten und zweiten Invarianten der a¨ußeren Kru¨mmung
haben wir von den folgenden Rechenregeln Gebrauch gemacht:
εabcε
ijkδaiδ
b
jδ
c
k = 6, (3.76)
εabcε
ijkδaiδ
b
j = 2δ
k
c, (3.77)
εabcε
ijkδai = δ
k
cδ
j
b − δkbδjc. (3.78)
Wenn man zur Vereinfachung die Gro¨ßen:
K ≡ ξ˙
ξ
, H ≡ a˙
a
, I(Y ai) ≡ I0 , II(Y ai) ≡ II0 , III(Y ai) ≡ III0
definiert, so kann man wie in der NT die Invarianten schreiben als:
2J
a3
I = 6H + 2I0 ξ(3H +K)
+ 2II0 ξ
2(3H + 2K)
+ 6III0 ξ
3(H +K) , (3.79)
2J
a3
II = 6H2 + 2I0 ξ(3H
2 + 2HK)
+ 2II0 ξ
2(3H2 + 4HK +K2)
+ 6III0 ξ
3(H2 + 2HK +K2) . (3.80)
Wir haben unsere Variablen so definiert, dass die weitere Berechnung des Ru¨ck-
wirkungsterms identisch mit der Rechnung in NT verla¨uft: J kann man in der
Zel’dovich-Na¨herung schreiben (Gl. (2.82)). Damit erha¨lt man den Ru¨ckwirkungs-
46
term in dieser Na¨herung:
QZD =
ξ˙2
(1 + ξ〈I0〉D0 + ξ2〈II0〉D0 + ξ3〈III0〉D0)2
×
[ (
2〈II0〉D0 −
2
3
〈I0〉2D0
)
+ ξ
(
6〈III0〉D0 −
2
3
〈I0〉D0〈II0〉D0
)
+ ξ2
(
2〈I0〉D0〈III0〉D0 −
2
3
〈II0〉2D0
) ]
. (3.81)
Die Unterschiede zur NT bestehen in der unterschiedlichen Definition der Gro¨ßen.
Wa¨hrend in der NT das Sto¨rungsfeld als Gradientenfeld bereits gegeben ist und damit
eine exakte Einsform darstellt, ist die Sto¨rung Y als Abweichung vom Friedmann-
Modell ebenso wie die Triaden eine allgemeine Einsform. Außerdem sind mit den
Mittelwerten in der ART zum Zeitpunkt t0 Mittelwerte u¨ber gekru¨mmte, raumartige
Hyperfla¨chen gemeint.
3.4.2 Gemittelte Kru¨mmung in der Zel’dovich-Na¨herung
Um Na¨herungslo¨sungen fu¨r die Dynamik der auf der Doma¨ne gemittelten Kru¨mmung
zu erhalten, ist es mo¨glich, zwei unterschiedliche Wege zu verfolgen. Einmal kann
man 〈R〉D aus dem Hamilton-Constraint bestimmen, ein zweiter Weg besteht in der
Berechnung aus der Geometrie und damit aus der Metrik. Wir werden fu¨r beide
Wege 〈R〉D mit Hilfe der Zel’dovich-Na¨herung berechnen.
Berechnung der Kru¨mmung aus dem Hamiltonconstraint:
Das gemittelte Hamiltonconstraint nach 〈R〉D aufgelo¨st ergibt:
〈R〉D = 16piG〈%〉D − 2〈II〉D + 2Λ . (3.82)
Die gemittelte Dichte kann man weiter umformen:
〈%〉D = 〈%(t0)〉D0
a3D
=
1
a3D
%H(t0)(1 + 〈δ(t0)〉D0) =
a3
a3D
%H(t)(1 + 〈δ(t0)〉D0) . (3.83)
Gehen wir von einem Hintergrundmodell mit Λ-Term und mit Kru¨mmungskonstante
aus, so gilt:
16piG%H = 6H
2 +
6k
a2
− 2Λ. (3.84)
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Setzt man die beiden obigen Gleichungen in Gleichung (3.82) ein, so erha¨lt man:
〈R〉D = a
3
a3D
(6H2 +
6k
a2
− 2Λ)(1 + 〈δ(t0)〉D0)− 2〈II〉D + 2Λ. (3.85)
Um eine Na¨herungslo¨sung fu¨r 〈R〉D zu erhalten, setzen wir fu¨r alle zeit- und orts-
abha¨ngigen Gro¨ßen ihre mit dem Zel’dovich-Ansatz berechneten Ausdru¨cke ein. Die
gemittelte zweite Invariante la¨sst sich darstellen als:
〈II〉D = a
3
a3D
[3H2+ξ〈I0〉D0(3H2 + 2HK)
+ξ2〈II0〉D0(3H2 + 4HK +K2)
+3ξ3〈III0〉D0(H2 + 2HK +K2)].
Wir ziehen Λ in der Gl.(3.85) in die Klammer und verwenden die in der Zel’dovich-
Na¨herung gu¨ltige Beziehung:
a3D
a3
= 1 + ξ〈I0〉D0 + ξ2〈II0〉D0 + ξ3〈III0〉D0 . (3.86)
Damit gelingt eine na¨herungsweise Darstellung von 〈R〉D aus bekannten Zeitfunktio-
nen und gemittelten Anfangsfeldern mit einem universellen Vorfaktor.
〈R〉ZD =
a3
a3D
[6k/a2+(6H2 +
6k
a2
− 2Λ)〈δ(t0)〉D0
+2ξ〈I0〉D0(3H2 + 2HK − Λ)
+2ξ2〈II0〉D0(3H2 + 4HK +K2 − Λ)
+3ξ3〈III0〉D0(H2 + 2HK +K2 − 1/3Λ)].
Um diese Lo¨sung besser interpretieren zu ko¨nnen, gehen wir zu einem Einstein-De-
Sitter-Modell als Hintergrund u¨ber: (Λ = 0; k = 0; ξ = a = (t/t0)
2
3 ). Damit erha¨lt
man fu¨r 〈R(t0)〉D0 :
〈R(t0)〉D0 =
4
9t20
(10〈δ(t0)〉D0 − 2〈II0〉D0) . (3.87)
Unter Verwendung dieses Ergebnisses kann man die gena¨herte mittlere Ricci-Kru¨mmung
auf folgende Art schreiben:
〈R〉ZD =
a3
a3D
(〈R(t0)〉D0
a2
− 〈II0〉D0
4
9t20
(
16
a
− 22
a2
− 6
a3
)
(3.88)
− 〈III0〉D0
4
9t20
(
24− 48
a
+
30
a2
− 6
a3
))
.
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Der erste Term in der Klammer ist uns bereits aus dem homogen-isotropen Fall be-
kannt. Der zweite und dritte Term ist zum Zeitpunkt t0 zwar jeweils eine Ordnung
kleiner, da sie jedoch weniger stark geda¨mpft werden, gewinnen sie mit fortschrei-
tender Zeit an Wichtigkeit. Nimmt man die relativistische Zel’dovich-Na¨herung als
Extrapolation ins nichtlineare Regime ernst, so muss davon ausgegangen werden,
dass kleinskalige Inhomogenita¨ten, die sich in 〈II0〉D0 und 〈III0〉D0 niederschlagen,
fu¨r die gemittelte Ricci-Kru¨mmung in zunehmendem Maße eine Rolle spielen.
Berechnung der Kru¨mmung u¨ber die Metrik in der relativistischen
Zel’dovich-Na¨herung
Unser Ziel ist die Berechnung des 3-Ricci-Skalars:
R = gijRij = g
ijRkikj . (3.89)
Dazu ist die Kenntnis des Riemannschen Kru¨mmungstensors
Rkikj = ∂kΓ
k
ij − ∂jΓkik + Γl ijΓklk − Γl ikΓklj, (3.90)
mit
Γkij =
1
2
gkl (∂iglj + ∂jgli − ∂lgij)
notwendig. Die relativistische Zel’dovich-Na¨herung geht von einer Sto¨rung der U¨ber-
gangsmatrizen auf Lagrangekoordinaten aus. Die Darstellung der kontra und kova-
rianten Metrikkomponenten in Form dieser U¨bergangsmatrizen ist durch
gij = η
a
iη
b
jGab , g
ij = eiae
j
bG
ab
gegeben. Die inversen U¨bergangsmatritzen eia kann man nach folgender Formel be-
rechnen:
eia =
1
2 det ηai
εabcε
ijkηbjη
c
k . (3.91)
Macht man den Ansatz
ηai = a(δ
a
i + ξY
a
i) ,
so erha¨lt man fu¨r die kovarianten Metrikkomponenten:
gjm = a
2
(
Gjm + ξ(Yjm + Ymj) + ξ
2GabY
a
jY
b
m
)
. (3.92)
Hierbei ist zu beachten, dass ξ und a reine Funktionen der Zeit sind, wobei Y aj
und Gab rein ortsabha¨ngige Gro¨ßen darstellen. Die Berechnung der kontravarianten
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Komponenten der Metrik ist aufwa¨ndiger, da erst die Matritzen ηai invertiert werden
mu¨ssen. Die Komponenten der inversen Matritzen lassen sich mit Hilfe der Regeln
εabcε
ijkδaiδ
b
jδ
c
k = 6,
εabcε
ijkδaiδ
b
j = 2δ
k
c,
εabcε
ijkδai = δ
j
bδ
k
c − δjcδkb
in der relativistischen Zel’dovich-Na¨herung schreiben als:
eia =
a2
2 det ηai
(
2δia + 2ξδ
i
aY
k
k − 2ξY ia + ξ2εabcεijkY bjY ck
)
. (3.93)
Damit erha¨lt man fu¨r die kontravarianten Komponenten der Metrik:
gij =
a4
(det ηai)
2
[
Gij + ξ(2Y kkG
ij − Y ij − Y ji)
+ ξ2(Y k 2k G
ij − Y kkY ij − ykkY ji + Y iaY jdGad
+
1
2
εdefε
jlmY elY
f
mG
id +
1
2
εabcε
ijkY bjY
c
kG
aj)
+ ξ3(
1
2
εdefε
jlmY elY
f
m(G
idY kk − Y iaGad)
+
1
2
Y kkεabcε
ijkY bjY
c
k(Y
k
kG
aj − Y jdGad))
+ξ4(εdefε
jlmεabcε
ijkY bjY
c
kY
e
lY
f
mG
ad)
]
. (3.94)
Bei der weiteren Berechnung des Kru¨mmungstensors werden Terme die ho¨herer Ord-
nung in Y sind vernachla¨ssigt. Damit vereinfacht sich die ko-und kontravariante Me-
trik zu:
gij =
a4
(det ηai)
2
(
Gij + 2ξY kkG
ij − 2ξY (ij)) , (3.95)
gij = a
2
(
Gij + 2ξY(ij)
)
. (3.96)
(mit: Y (ij) = 1
2
(Y ij + Y ji);Y(ij) =
1
2
(Yij + Yji)). Im Vorfaktor des Ausdruckes fu¨r die
kontravarianten Metrikkomponenten sind noch Terme ho¨herer Ordnung in Y ij enthal-
ten. Um sie zu eliminieren, berechnet man det ηai in der relativistischen Zel’dovich-
Na¨herung, wobei ho¨here Ordnungen in Y vernachla¨ssigt werden:
det ηai ≈ a3(1 + ξηkk) . (3.97)
Damit kann man den Nenner in Gleichung (3.95) entwickeln und erha¨lt:
gij =
1
a2
(Gij − 2ξY (ij)) . (3.98)
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Ein Konsistenztest zeigt, dass die Gleichung
δik = g
ijgjk ≈ (Gij − 2ξY (ij))(Gjk + 2ξY(jk)) = δik +O(Y ijYjk) (3.99)
bis auf Terme von ho¨herer Ordnung in Y erfu¨llt ist. Damit erha¨lt man fu¨r die Chri-
stoffelsymbole linear in Y ij:
Γkij =
◦
Γ
k
ij + 2ξ
(
Gklϕlji + Y
(kl)Mlji
)
, (3.100)
mit
◦
Γ
k
ij ≡
1
2
Gkl
(
Glj|i +Gli|j −Gij|l
)
,
ϕlji ≡ Y(lj)|i + Y(li)|j − Y(ij)|l ,
Mlji ≡ Glj|i +Gli|j −Gij|l .
Diesen Ausdruck fu¨r die Christoffelsymbole kann man verwenden, um den dreidimen-
sionalen Ricci-Tensor zu berechnen. (Alle Gro¨ßen, die nur von der Anfangsmetrik Gik
abha¨ngen, werden mit einem ◦ u¨ber dem Symbol gekennzeichnet):
Rij =
◦
Rij + 2ξ
[
Gkl|kϕlji +G
klϕlji|k + ϕ
(kl)
|kMlji + ϕ
(kl)Mlji|k
−Gkl|jϕlki −Gklϕlki|j − ϕ(kl)|jMlki − ϕ(kl)Mlki|k
+
◦
Γ
k
lk(G
lmϕmji + Y
(lm)Mmji)
+
◦
Γ
l
ij(G
kmϕmkl + Y
(km)Mmkl)
− ◦Γklj(Glmϕmki + Y (lm)Mmki)
− ◦Γl ik(Gkmϕmjl + Y (km)Mmjl)
]
. (3.101)
Wendet man auf den dreidimensionalen Ricci-Tensor in der obigen Na¨herung die
gena¨herte kontravariante Metrik an, so erha¨lt man den Ricci-Skalar in drei Dimen-
sionen erster Ordnung in Y :
R =
◦
R
a2
+
2ξ
a2
Gij
[
Gkl|kϕlji +G
klϕlji|k + ϕ
(kl)
|kMlji + ϕ
(kl)Mlji|k
−Gkl|jϕlki −Gklϕlki|j − ϕ(kl)|jMlki − ϕ(kl)Mlki|k
+
◦
Γ
k
lk(G
lmϕmji + Y
(lm)Mmji)
+
◦
Γ
l
ij(G
kmϕmkl + Y
(km)Mmkl)
− ◦Γklj(Glmϕmki + Y (lm)Mmki)
− ◦Γl ik(Gkmϕmjl + Y (km)Mmjl)
]
− 2ξ
a2
Y (ij)
◦
Rij . (3.102)
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Die Rechnung zeigt, dass die nullte Ordnung in Y , das ist genau der Ricci-Skalar
unserer Anfangsmetrik, mit wachsendem Skalenfaktor geda¨mpft wird. Dies ist in
U¨bereinstimmung mit fru¨heren Berechnungen von Kasai. Daru¨ber hinaus gibt es
einen Zusatzterm, der weniger stark geda¨mpft wird und der linear in Y ist.
3.5 Beobachtungsaspekte
Wir haben regionale kosmologische Parameter definiert, die unser Modell festlegen.
Die Frage stellt sich im Anschluss daran, ob die von Beobachtern gemessenen kos-
mologischen Parameter den Parametern unseres regionalen Modells entsprechen.
Erstens kann man anmerken, dass alle Beobachtungen auf dem Lichtkegel gemacht
werden. Wir mitteln jedoch u¨ber raumartige Hyperfla¨chen. Da der Lichtkegel in un-
serer na¨heren Umgebung aber nur wenig von der raumartigen Hyperfla¨che abweicht,
mag der Effekt in Regionen, in denen wir Strukturbildung verfolgen, eine unterge-
ordnete Rolle spielen. Das gilt mit Sicherheit nicht nicht fu¨r CMB-Beobachtungen.
Zweitens sind kosmologische Parameter keine direkten physikalischen Beobachtungs-
gro¨ßen, sondern mu¨ssen aus diesen ( z.B. Rotverschiebung, scheinbare Helligkeit, ab-
solute Helligkeit) erst berechnet werden. Dazu wird ein Friedmann-Modell benutzt.
Ein solches Vorgehen la¨sst nur folgende Schlussfolgerung zu: Wenn der Kosmos in
ausreichender Na¨herung homogen und isotrop ist, dann leben wir in einem speziellen
Friedmann-Kosmos mit den von uns aus Beobachtungen berechneten Parametern. In
einem nicht in ausreichender Na¨herung homogen und isotropen Kosmos sind diese
Parameter im Prinzip bedeutungslos. Die Frage ist, ob diese in einem inhomogenen
Kosmos unter falschen Voraussetzungen berechneten Parameter trotzdem in unse-
rem regionalen Modell verwertbar sind, ob und wenn welche Bedeutung sie in diesem
Kontext haben?
Einen Ansatz die Beobachtungsparameter in unserem Modell wiederzufinden, ist die
Abbildung der unregelma¨ßig gekru¨mmten raumartigen Hyperfla¨che auf eine Hyper-
fla¨che konstanter Kru¨mmung. Dieser Prozess wird auch als Gla¨tten bzw. Renormie-
rung bezeichnet (fu¨r eine Zusammenfassung der wichtigsten Resultate siehe: [15]).
Die Idee, geometrische Inhomogenita¨ten durch eine geeignete Deformation der Me-
trik in der Hyperfla¨che zu gla¨tten (siehe: [29] und Referenzen darin) wird auf unser
Problem u¨bertragen, indem wir an die Gla¨ttungsprozedur folgende Bedingungen stel-
len: Erstens soll der Gla¨ttungs-Fluss auf geometrische Skalierungs-Eigenschaften von
Variablen auf der raumartigen Doma¨ne basieren. Zweitens wollen wir regional und
Lagrangesch gla¨tten, das heisst, die Metrik und andere geometrische und Materieva-
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riablen sollen auf einem geoda¨tischen Ball (mit wa¨hrend der Deformation konstanter
Masse) gegla¨ttet werden. Diese Forderungen (Details siehe: [16]) werden von einem
(global normierten) sogenannten Ricci-Deformations-Fluss der Metrik erfu¨llt, der
ausfu¨hrlich in der mathematischen Literatur diskutiert wird (siehe: [39], [30], [31]).
Einige Ergebnisse seien kurz erla¨utert (eine genaue Herleitung findet man in: [16]):
Wir stellen die regional gemittelte Dichte und die dazu korrespondierende, in einem
gegla¨ttetem Ball B gemessene und gemittelte Dichte gegenu¨ber:
〈%〉B0 =
MB0
VB0
; 〈%〉B =
MB
VB
. (3.103)
Nach Voraussetzung sind die beiden Massen gleich, daher zeigt sich der Unterschied
zwischen den beiden gemittelten Dichten im Volumen, das einmal dem Volumen einer
gegla¨tteten Doma¨ne, im anderen Fall dem Volumen einer ungleichma¨ßig gekru¨mmten
Doma¨ne entspricht:
〈%〉B0 = 〈%〉B
VB
VB0
. (3.104)
Ein weiteres Resultat (das explizit den Gla¨ttungsfluss mit einschließt) zeigt die Re-
lation der (konstanten) regionalen Kru¨mmung im gegla¨tteten Modell zur wirklichen,
regional gemittelten Kru¨mmung:
RB = 〈R〉B0
(
VB0
VB
)2/3
−QRB0 , (3.105)
wobei wir ein neues Maß fu¨r die Ru¨ckwirkung geometrischer Inhomogenita¨ten ein-
gefu¨hrt haben. Wir bezeichnen es mit regionaler Kru¨mmungs-Ru¨ckwirkung:
QRB0 ≡
∫ ∞
0
VBβ(β)
VB
[
1
3
〈(R(β)− 〈R(β)〉Bβ)2〉Bβ − 2〈R˜ab(β)R˜ab(β)〉Bβ
]
dβ, (3.106)
wobei R˜ab ≡ Rab − 13gabR den spurfreien Teil des Ricci-Tensors Rab innerhalb der
Hyperfla¨che bezeichnet. Der eine Teile der regionalen Kru¨mmungs-Ru¨ckwirkung be-
steht aus Fluktuationan der skalaren Kru¨mmung, wa¨hrend der andere Teil metrische
Anisotropien widerspiegelt. Je nachdem welcher Teil dominiert bekommt man einen
zu kleinen oder zu großen Wert fu¨r die wirkliche gemittelte skalare Kru¨mmung.
Zusammenfassend kann man sagen, dass die wirklichen Quellen in der verallgemei-
nerten Friedmann-Gleichung wie wir sie in Abschnitt (3.3.2) definiert haben mit
heutigen Methoden nicht gemessen werden. Gemessen werden jene Quellen, die wir
theoretisch durch Gla¨ttung der Hyperfla¨che erhalten. Sie sind gegenu¨ber den wirkli-
chen Quellen mit einem “Friedmann-Bias” behaftet. Eine Ausfu¨hrliche Darstellung
dieses Formalismus fu¨hrt allerdings aus dem Rahmen dieser Arbeit hinaus.
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Kapitel 4
Effektive Entwicklung von
Raumdoma¨nen bei spha¨rischer
Symmetrie
Spha¨risch-symmetrische Lo¨sungen besitzen einen Sonderstatus. So beruhen ein Groß-
teil der Anwendungen in der ART (schwarze Lo¨cher, Sternkollaps, Planetenbahnen)
auf dieser Lo¨sungsklasse. Ebenso verha¨lt es sich in der NT. Hier versucht man mit
dem Top-Hat-Modell die Bildung von Dichtekonzentrationen im stark nichtlinearen
Regime zu erkla¨ren. Fu¨r uns bedeutet spha¨rische Symmetrie die Mo¨glichkeit, die in
den beiden vorangehenden Abschnitten formal eingefu¨hrten regionalen Gro¨ßen fu¨r
konkrete Modelle zu berechnen und es wird deutlich, wie die Raumkru¨mmung die
effektive Entwicklung von Raumdoma¨nen beeinflusst.
4.1 Spha¨rische Symmetrie in der NT
In der NT ist die Kraft auf ein Staubteilchen auf dem Rand der Spha¨re nur von der
Gesamtmasse innerhalb der Spha¨re abha¨ngig. Bei sich im Laufe der zeitlichen Ent-
wicklung nicht u¨berschneidenden Spha¨rengrenzen wird seine Bewegung, und damit
die Bewegung der gesamten Spha¨re, durch eine Friedmann-Gleichung ohne Ru¨ckwir-
kung beschrieben. Folglich verschwindet der Ru¨ckwirkungsterm. Diese Bewegungs-
gleichung findet man auch in der ART, nur dass in diesem Fall die auftretenden
Gro¨ßen eine andere Bedeutung besitzen.
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4.1.1 Ru¨ckwirkungsterm
Wir betrachten den spha¨risch-symmetrischen Fall mit verschwindender Rotation des
Geschwindigkeitsfeldes. Die Raumdoma¨ne D sei die 3-Spha¨re B mit dem Radius R
zur Zeit t0 und dem Mittelpunkt im Symmetriezentrum. Der Radius der Spha¨ren-
grenze wird mit rB bezeichnet.
Das Geschwindigkeitsfeld v reduziert sich auf v(r, t)er, wobei er den Einheitsvektor
in radialer Richtung bezeichnet. Die gemittelte erste Invariante des Tensorfeldes vi,j
ergibt sich zu:
〈I〉B = 1
VB
∫
B
dV ∇ · v = 1
VB
∫
∂B
dS · ver
=
3
4pir3B
v(rB)4pir2B = 3
v(rB)
rB
.
Die gemittelte zweite Invariante kann, wie gezeigt, auch als Divergenz eines Vektor-
feldes aufgefasst werden:
〈II〉B = 1
2VB
∫
B
dV ∇ · ((v · ∇)v − (∇ · v)v)
=
1
2VB
∫
∂B
dS · ((v · ∇)v)− (∇ · v)v).
Im einzelnen gilt:
v(∇ · v) = v(r)er
(
(er∂r + eϑ
1
r
∂ϑ + eϕ
1
r sinϑ
∂ϕ)v(r)er
)
= v(r)er
(
∂rv(r) +
2v(r)
r
)
= er
(
v(r)∂rv(r) +
2v2(r)
r
)
(v · ∇)v =
(
v(r)er(er∂r + eϑ
1
r
∂ϑ + eϕ
1
r sinϑ
∂ϑ)
)
v(r)er = erv(r)∂rv(r)
und damit
〈II〉B = 1
2VB
∫
∂B
dS · er(v(r)∂rv(r) + 2v
2
r
− v(r)∂rv(r))
=
1
2VB
∫
∂B
dS · er 2v
2(r)
r
= 3
v2(rB)
r2B
=
1
3
〈I〉2B.
Daraus folgt fu¨r den Ru¨ckwirkungsterm:
Q = 2〈II〉B − 2
3
(〈I〉B)2 = 0. (4.1)
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Genau dieses Resultat ist auch zu erwarten. Schreibt man auch die dritte Invariante
als Divergenz Gl.(2.62), so erha¨lt man fu¨r ihren Mittelwert:
〈III〉B = 1
6VB
∫
∂B
dS · (∇ · (v(∇ · v)− (v · ∇)v)) · v
− 1
3VB
∫
∂B
dS · ((v(∇ · v)− (v · ∇)v) · ∇) · v. (4.2)
Einzelne Terme haben wir bereits oben berechnet. Damit erha¨lt man fu¨r den Aus-
druck, der in beiden Integralen vorkommt:
v(∇ · v)− (v · ∇)v = er 2v
2(r)
r
. (4.3)
Des Weiteren braucht man die Terme:
∇ · er 2v
2
r
=
(
er∂r + eϑ
1
r
∂ϑ + eϕ
1
r sinϑ
∂ϕ
)
· er 2v
2
r
= 4
v
r
∂rv + 2
v2
r2
,(
∇ · er 2v
2
r
)
v =
(
4
v2
r
∂rv + 2
v3
r2
)
er,
er
2v2
r
· ∇ = er 2v
2
r
·
(
er∂r + eϑ
1
r
∂ϑ + eϕ
1
r sinϑ
∂ϕ
)
= 2
v2
r
∂r.(
er
2v2
r
· ∇
)
= 2
v2
r
∂r(ver) =
(
2
v2
r
∂rv
)
er.
Damit kann man die gemittelte dritte Invariante in spha¨rischer Symmetrie angeben:
〈III〉B = 1
3VB
∫
∂B
dS ·
(
2
v2
r
∂rv +
v3
r2
− 2v
2
r
∂rv
)
er
=
1
3VB
∫
∂B
dS · er v
3
r2
=
1
4pir3B
4pir2B
v3
r2B
=
v3
r3B
=
1
27
〈I〉3B. (4.4)
Dieses Resultat wurde im Abschnitt 2.4.2 benutzt, um zu zeigen, dass der Ru¨ck-
wirkungsterm in der Zel’dovich-Na¨herung bei spha¨rischer Symmetrie ein exaktes
Resultat liefert.
Bemerkung zur Scherung: Betrachtet man den Ru¨ckwirkungsterm in anderer
Gestalt, so kann man weitere Schlussfolgerungen ziehen. Fu¨r kugelfo¨rmige Doma¨nen
um ein Zentrum spha¨rischer Symmetrie ergibt sich:
Q = 2
3
(〈θ2〉B − 〈θ〉2B)+ 2〈ω2 − σ2〉B = 0.
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Bei einer inhomogenen Materieverteilung gilt:
(〈θ2〉B − 〈θ〉2B) = 〈(θ − 〈θ〉B)2〉B > 0.
Mit 〈ω2〉B ≥ 0 kann die Ru¨ckwirkung nur verschwinden wenn 〈σ2〉B > 0. Damit ist
folgende Behauptung gezeigt:
In einer spha¨risch-symmetrischen radial-inhomogenen Materieanordnung kann die
Scherung nicht in jedem Punkt verschwinden.
Das gilt natu¨rlich auch fu¨r alle kosmologischen Modelle, fu¨r die der Ru¨ckwirkungs-
term global verschwindet, insbesondere fu¨r Torusmodelle [21].
4.1.2 Analytische Lo¨sung
Nach Newton verha¨lt sich ein Teilchen auf der Oberfla¨che einer Kugel um ein Sym-
metriezentrum so, als wa¨re die Gesamtmasse in deren Mittelpunkt vereinigt. Nimmt
man die Kugel als unsere Doma¨ne zur Anfangszeit an, so ko¨nnen wegen der Mas-
senerhaltung in der Doma¨ne weder Teilchen den Rand u¨berholen, noch kann die
Doma¨ne andere Gestalt als Kugelform annehmen. Die Bewegungsgleichung des Ra-
dius der spha¨rischen Doma¨ne entspricht der radialen Bewegung eines Probeteilchens
auf dem Rand:
r¨ +G
M
r2
= 0.
Dabei bezeichnet M die Masse der Doma¨ne. Fu¨r eine spha¨rische Doma¨ne gilt
VB = a3BV0 = 4/3pir
3V0 und damit:
3
a¨B
aB
+ 4piG
M
a3BV0
= 3
a¨B
aB
+ 4piG〈%〉B = 0.
Das entspricht der Friedmanngleichung ohne Λ-Term und zeigt, dass in spha¨rischer
Symmetrie nur das Verschwinden des Ru¨ckwirkungsterms mit Newtons “Theorem
der Eisernen Spha¨ren” vereinbar ist.
Man kann alternativ dazu auch von der Energieerhaltungsgleichung ausgehen. Damit
lautet die Bewegungsgleichung fu¨r eine Spha¨re mit dem (mitschwimmenden)
Radius r:
1
2
r˙2 − GM
r
=
E
m
(4.5)
Dabei ist E die Gesamtenergie des Probeteilchens auf dem Rand und m seine Masse.
Es ist klar, dass bei Vorgabe der Anfangsgeschwindigkeit r˙(t0), der Spha¨rengrenze
und des Anfangsradius r(t0) die Bewegung der Spha¨rengrenze nicht von der Masse
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des Probeteilchens abha¨ngt. Da wir einen Vergleich mit der ART anstreben, fu¨hren
wir analog zum Volumenskalenfaktor aB einen Oberfla¨chensklenfaktor s2B ≡ SS0 als
Wurzel des Quotienten aus Oberfla¨che der betrachteten Spha¨re zum Zeitpunkt t und
zum Anfangszeitpunkt t0 ein. In der NT ist diese Unterscheidung eigentlich unno¨tig,
da sB = aB = r/R gilt. Wir definieren des Weiteren:
wR ≡ 2GM
R3
=
8
3
piG〈%0〉B0 , kR ≡ −
2E
mR2
. (4.6)
Damit ist wR proportional zur gemittelten Anfangsdichte multipliziert mit der Gravi-
tationskonstanten, kR ist in der NT interpretiert proportional zur Gesamtenergie des
Probeteilchens pro Masse des Probeteilchens und Oberfla¨che der Kugel. Eingesetzt
in Gl. (4.5) erha¨lt man:
s˙B − wR
sB
+ kR = 0. (4.7)
In der ART taucht diese Gleichung fu¨r den Oberfla¨chenskalenfaktor in gleicher Form
auf. Dann ha¨ngt kR mit der intrinsischen Kru¨mmung zusammen, wB la¨sst sich aus
der Ruhedichteverteilung auf der raumartigen Hyperfla¨che zum Zeitpunkt t0 berech-
nen, kann aber bei einer gekru¨mmten Raumdoma¨ne nicht mehr als proportional zur
gemittelten Anfangsdichte angesehen werden (siehe auch: [6]). Die Lo¨sungen der Glei-
chung (4.7), sowie die Betrachtung spezieller Anfangswerte werden wir im Rahmen
der ART behandeln.
4.2 Spha¨rische Symmetrie in der ART
In der Newtonschen Theorie konnten wir das Verschwinden des Ru¨ckwirkungsterms
bei einer spha¨risch-symmetrischen Materie-Anordnung zeigen. Dabei hatten wir da-
von profitiert, dass es mo¨glich war, die erste und zweite Invariante des Geschwindig-
keitsgradienten als Divergenz zu schreiben. U¨ber die Anwendung des Gauß-Theorems
kann daher in der Newtonschen Theorie die Berechnung des Ru¨ckwirkungsterms auf
die Berechnung von Oberfla¨chenintegralen reduziert werden. Das erweiterte Gauß-
Theorem in der ART lautet (u¨bertragen auf unsere Situation der Integration u¨ber
dreidimensionale gekru¨mmte Hyperfla¨chen):∫
D
P i||i J d3X =
∫
D
(JP i),i d3X =
∫
∂D
P ini J d2X. (4.8)
Dabei bezeichnet nj die Fla¨chennormale und P
i ein Vektor-Feld auf der Doma¨ne.
Will man analog zur Newtonschen Theorie vorgehen, so muss man physikalische Fel-
der suchen, deren kovariante Ableitung (immer bezogen auf unsere dreidimensionale
Hyperfla¨che) die erste und zweite Invariante der a¨ußeren Kru¨mmung ergeben:
P i||i = K , Z
i
||i =
1
2
(K2 −KijKji). (4.9)
59
Es zeigt sich, dass solche physikalischen Felder P i, Zi, die diese Bedingung erfu¨llen
i.A. nicht existieren. Man ist deshalb gezwungen, schrittweise vorzugehen.
4.2.1 Spha¨risch-symmetrischer Staub im 3+1-Split
Die Betrachtung von spha¨rischer Symmetrie in der ART hat eine lange Tradition.
Fu¨r ein Staub-Medium ist eine exakte Lo¨sung, die sogenannte LTB-Lo¨sung gefunden
worden [11]. Wie im letzten Abschnitt gezeigt wurde, ist bei einer drucklosen, rota-
tionsfreien Flu¨ssigkeit die Aufteilung der Raumzeit in eine Eigenzeit t der Fluidele-
mente und dreidimensionale, raumartige Hyperfla¨chen mo¨glich. Setzt man zusa¨tzlich
spha¨rische Symmetrie voraus, so hat das Linienelement die Form:
ds2 = −dt2 + z2(t, R)dR2 + r2(t, R)dΩ2. (4.10)
Die Koordinate R wird als mitschwimmende (Lagrangesche) Koordinate aufgefasst.
z(t, R) und r(t, R) sind beliebige Funktionen, wobei man r(t, R) als das Analogon
zum Newtonschen Radialabstand versteht, in dem Sinne, dass die Oberfla¨che der
dreidimensionalen Kugel mit diesem Linienelement gleich 4pir2 ist1. Um die Bewe-
gungsgleichungen fu¨r z(t, R) und r(t, R) zu bekommen, muss man den Ansatz fu¨r
die Metrik aus dem Linienelement (4.42) in die Einsteinschen Gleichungen einsetzen.
Dabei wurde in der Vergangenheit mit der vierdimensionalen Formulierung gear-
beitet. Wir verwenden dagegen, um eine geschlossene Darstellung zu erreichen, die
Einsteinschen Gleichungen im 3 + 1 Split, wie sie im letzten Abschnitt hergeleitet
wurden. Das hat außerdem den Vorteil, dass Gro¨ßen, wie die intrinsische Kru¨mmung
der dreidimensionalen Hyperfla¨chen, direkt aus dem Ansatz fu¨r die Metrik gewon-
nen werden. Die kovarianten Metrikkomponenten kann man aus dem Linienelement
(4.42) ablesen:
gik =
 z2 0 00 r2 0
0 0 r2 sin2 θ
 . (4.11)
Die kontravarianten Metrikkomponenten sind mit gikg
kj = δ ji :
gik =
 z−2 0 00 r−2 0
0 0 (r2 sin2 θ)−1
 . (4.12)
Fu¨r den a¨ußeren Kru¨mmungstensor der dreidimensionalen Hyperfla¨chen erha¨lt man
aus der Entwicklungsgleichung fu¨r die Metrik (3.8):
Kij = −1
2
gikg˙kj =
 − z˙z 0 00 − r˙
r
0
0 0 − r˙
r
 (4.13)
1Wir werden daher r in Folgendem immer als Oberfla¨chenradius bezeichnen
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und damit die erste und zweite Invariante der a¨ußeren Kru¨mmung:
I = −Kii = z˙
z
+ 2
r˙
r
, (4.14)
II =
1
2
((Kii)
2 −KijKj i) =
(
r˙
r
)2
+ 2
z˙
z
r˙
r
. (4.15)
Um die Integrale u¨ber Raumdoma¨nen zu berechnen, wie sie im Ru¨ckwirkungsterm
vorkommen, ist zusa¨tzlich die Kenntnis von
√
g (in der Lagrangeschen Sprechweise
J ) no¨tig:
√
g =
√
det(gij) = zr
2 sin θ. (4.16)
Neben der a¨ußeren Kru¨mmung Kij braucht man die intrinsischen Kru¨mmung R
i
j
und die kovarianten Ableitung von Kij auf der Hyperfla¨che. Die Christoffel-Symbole
werden nach der Formel
Γkij =
1
2
gkl (gjl,i + gli,j − gij,l) (4.17)
mit der Metrik aus Gleichung (5.6) berechnet:
Γ111 =
z′
z
, Γ122 = −
rr′
z2
, Γ133 = −
rr′
z2
sin2 θ,
Γ212 = Γ
2
21 =
r′
r
, Γ233 = − sin θ cos θ,
Γ323 = Γ
3
32 = cot θ, Γ
3
13 = Γ
3
31 =
r′
r
. (4.18)
Die restlichen Christoffel-Symbole verschwinden. Die Impuls-Constraint-Gleichungen
(3.6) fu¨r diese Wahl der Metrik sind:
0 = Kjj||1 −Kj1||j = 2
(
− r˙
′
r
+
r′z˙
rz
)
. (4.19)
0 = Kjj||2 −Kj2||j = 0. (4.20)
0 = Kjj||3 −Kj3||j = 0. (4.21)
Die zeitliche Integration von Gleichung (4.19) liefert
z =
r′
W (R)
, (4.22)
wobeiW (R) eine beliebige Funktion der Lagrange-Koordinate R darstellt. Gu¨nstiger
im Hinblick auf die physikalische Interpretation ist die Einfu¨hrung einer Funktion 2
f(R) mit W =
√
1 + f(R).
z =
r′√
1 + f
. (4.23)
2man kann f als Gesamtenergie der Raumdoma¨ne in der NT verstehen.
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Da in obiger Rechnung der Energie-Impuls-Tensors nicht eingeht, gilt die Gleichung
(4.19) fu¨r beliebige, spha¨risch-symmetrische Materiemodelle, die in mitschwimmen-
den Koordinaten formulierbar sind. Oft wird daher das Linienelement gleich in der
Form
ds2 = −dt2 + (r
′)2
1 + f(R)
dR2 + r2dΩ2 (4.24)
angegeben. Fu¨r die intrinsische Kru¨mmung der dreidimensionalen Hyperfla¨chen gilt
mit den Christoffel-Symbolen aus (4.18):
Rik = Γ
k
ij,k − Γkik,j + Γl ijΓklk − Γl ikΓklj =
 −2
r′′
r
+ 2 z
′r′
zr
0 0
0 − rr′′
z2
+ rr
′z′
z3
− r′2
z2
+ 1 0
0 0 sin2 θ
(
− rr′′
z2
+ rr
′z′
z3
− r′2
z2
+ 1
)
 .
Daraus entsteht der gemischte Tensor:
Rjk = g
jiRik =

− 2
z2
(
r′′
r
− z′r′
zr
)
0 0
0 − 1
z2
(
r′′
r
− r′z′
rz
+ r
′2
r2
)
+ 1
r
0
0 0 − 1
z2
(
r′′
r
− r′z′
rz
+ r
′2
r2
)
+ 1
r
 .
Einsetzen der aus der Impuls-Constraint-Gleichung berechneten Funktion z gema¨ß
Gleichung (4.23) liefert
Rjk =
 − f ′rr′ 0 00 − f ′
2rr′ − fr2 0
0 0 − f ′
2rr′ − fr2
 (4.25)
und fu¨r den dreidimensionalen Ricci-Skalar:
R = −2
(
f ′
rr′
+
f
r2
)
. (4.26)
Jetzt lassen sich die restlichen Einsteinschen–Gleichungen im 3+1 Split fu¨r spha¨risch-
symmetrischen Staub angeben. Aus den drei Entwicklungsgleichungen fu¨r die a¨ußere
Kru¨mmung (3.9) bekommt man zwei unabha¨ngige Gleichungen:
r¨′
r′
+ 2
r˙r˙′
rr′
− f
′
rr′
= 4piG%+ Λ. (4.27)
r˙2
r
+
r˙2
r2
+
r˙r˙′
rr′
− f
′
2rr′
− f
r2
= 4piG%+ Λ. (4.28)
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Die Hamilton-Constraint-Gleichung wird zu:
r˙2
r2
+ 2
r˙r˙′
rr′
− f
′
rr′
− f
r2
= 8piG%+ Λ. (4.29)
Subtrahiert man Gleichung (4.29) vom Zweifachen der Gleichung (4.28) so ergibt
sich:
2r¨r + r˙2 − f = Λr2. (4.30)
Das Integral dieser Gleichung ist
r˙2 = f +
F
r
+
Λr2
3
, (4.31)
wobei F eine beliebige Funktion der Lagrange–Koordinate R darstellt. Lo¨st man
Gleichung (4.31) nach f auf und setzt den Ausdruck in die Gleichung (4.29) ein, so
gilt fu¨r die Funktion F :
F ′
r2r′
= 8piG%. (4.32)
Die Gleichungen (4.30,4.31,4.32) kann man alternativ zu obiger Ableitung auch direkt
aus der vierdimensionalen Schreibweise der Einsteinschen Gleichungen ableiten. Dies
entspricht der klassischen Vorgehensweise [11]. Lo¨sungen dieser Gleichungen sind
unter dem Namen Tolman-Bondi-Lo¨sung bekannt. Gleichung (4.31) hat die Form
einer Friedmann-Gleichung. Um diese Analogie na¨her zu betrachten, untersuchen wir
die physikalische Bedeutung der freien Funktionen F (R) und f(R). Die verbleibende
Freiheit bei der Wahl der Koordinate r nutzen wir und setzen:
r(t0, R) ≡ R. (4.33)
Diese Wahl wird analog zur Lagrangeschen Beschreibung in der Newtonschen Theorie
getroffen, wo wir die Gleichheit der Eulerschen und der Lagrangeschen Koordinaten
zum Zeitpunkt t0 fordern. F (R) kann man mit Gleichung (4.32) aus der Dichtever-
teilung %0 zum Zeitpunkt t0 berechnen:
F ′ = 8piG%0R2. (4.34)
Die Integration dieser Gleichung ergibt mit F (0) = 0:
F = 8piG
∫ R
0
%0R˜
2 dR˜. (4.35)
Dabei ist bemerkenswert, dass die Integration nicht u¨ber den gekru¨mmten Raum
erfolgt. Definiert man eine MassemR analog zur Masse im Eulerschen, flachen Raum:
mR ≡ 4pi
∫ R
0
%0R˜
2 dR˜, (4.36)
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einen von der Doma¨ne und damit dem Anfangsradius R abha¨ngigen Skalenfaktor,
der hier nicht das Volumen skaliert 3
sB ≡ r
R
, (4.37)
sowie eine weitere Funktion kR(R) mit
kR ≡ − f
R2
, (4.38)
so wird aus Gleichung (4.31):
s˙2B
s2B
− 2GmR
R3s3B
+
kR
s2B
− Λ
3
= 0. (4.39)
Das ist exakt die Friedmanngleichung, nur dass hier die Oberfla¨chenskalierung von
der Gro¨ße der Spha¨re abha¨ngig ist. Fordert man zusa¨tzlich Homogenita¨t so fu¨hrt
sB(R, t) = a(t), mR = %H(4pi/3)R3s3R und kR(R) = k auf die u¨bliche Darstellung der
Friedmann-Gleichung. Gleichung (4.39) la¨sst sich noch kompakter schreiben:
s˙2B −
wR
sB
+ kR − s2B
Λ
3
= 0. (4.40)
Dabei ist wR ≡ 2GmRR3 nicht wie in der NT proportional zur mittleren Dichte zum
Zeitpunkt t0 multipliziert mit der Gravitationskonstanten, da in der ART bei der
Mittelwertbildung u¨ber die gekru¨mmte raumartige Hyperfla¨che integriert werden
muss. Die Beziehung zur Dichte %0, die als Quelle in den Feldgleichungen auftaucht,
zeigt Gleichung (4.36):
wR =
8piG
R3
∫ R
0
%0R˜
2 dR˜. (4.41)
Der funktionale Zusammenhang von wR mit der Ruhedichte ist also derselbe wie in
der NT, allein die physikalische Bedeutung von 1
3R3
∫ R
0
%0R˜
2 dR˜ als mittlere Dichte
zum Zeitpunkt t0 geht in der ART verloren.
Kann man eine Lo¨sung fu¨r Gleichung (4.39) angeben, so ist damit die Dynamik des
Linienelementes der raumartigen Hyperfla¨chen
ds2 =
(sBR)′2
1− kRR2dR
2 + (sBR)2dΩ2 (4.42)
festgelegt. Mit Kenntnis der Metrik ist man jetzt in der Lage Mittelwerte u¨ber drei-
dimensionale, raumartige Gebiete zu berechnen. Mit Gl.(4.16) und Gl.(4.23), sowie
der Definition Gl.(4.38) gilt:
VB〈ψ〉B =
∫ RB
0
ψ
√
g dR =
4pi
3
∫ RB
0
ψ
((sBR)3)
′
√
1− kRR2
dR. (4.43)
3sB ist eine Skalierung des Oberfla¨chenradius, wir bezeichnen diese Gro¨ße deshalb als Ober-
fla¨chenskalierung
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Im Spezialfall der spha¨rischen Symmetrie sind damit alle von uns definierten Kenn-
gro¨ßen zur Charakterisierung der effektiven Dynamik eines Raumgebietes berechen-
bar.
Lo¨sungen
Wir behandeln Modelle mit Λ = 0. Damit vereinfacht sich Gleichung (4.40):
s˙2B −
wR
sB
+ kR = 0. (4.44)
Lo¨sungen dieser Gleichung kann man in Parameterform angeben [50] . Man unter-
scheidet drei Fa¨lle:
• kR = 0:
sB =
(
9wR
4
)1/3
(t− ta)2/3. (4.45)
• kR > 0:
sB =
wR
2kR
(1− cosx) ; t− ta = wR
2k
3/2
R
(x− sin x). (4.46)
• kR < 0:
sB =
wR
−2kR (coshx− 1) ; t− ta =
wR
2(−kR)3/2 (sinhx− x). (4.47)
Dabei sind wR, kR, ta Funktionen von R. ta ist eine Integrationskonstante und be-
zeichnet den Anfang der Expansion der einzelnen Schale, wenn man in der Zeit zuru¨ck
extrapoliert. Unsere Koordinatenwahl legt ta u¨ber die Forderung sB = 1 bei t = 0
fest. Damit gilt:
• kR = 0:
ta =
2
3
√
wR
. (4.48)
• kR > 0:
ta =
wR
2k
3/2
R
(x0 − sin x0) mit x0 ≡ arccos
(
1− 2kR
wR
)
. (4.49)
• kR < 0:
ta =
wR
2(−kR)3/2 (sinhx0 − x0) mit x0 ≡ arccosh
(
1− 2kR
wR
)
. (4.50)
Das Anfangswertproblem reduziert sich auf die Wahl der Funktionen wR, kR.
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4.2.2 Skalenfaktor
In Newtonscher Theorie kann man aus rein geometrischen U¨berlegungen folgern,
dass der Ru¨ckwirkungsterm im Falle einer spha¨risch-symmetrischen Materievertei-
lung verschwindet. Die Skalierung des Eulerschen Radiusvektors zur dritten Potenz
entspricht der Skalierung des Volumens. Das gilt nicht in der ART. Das Volumen der
Doma¨ne kann mit Hilfe der Metrik berechnet werden:
VB = 4pi
∫ RB
0
zr2 dR = 4pi
∫ RB
0
1√
1− kRR2
r′r2 dR. (4.51)
Fu¨r den von uns u¨ber das Volumen definierten Skalenfaktor gilt damit
a3B =
VB
V0
=
4pi
3V0
∫ RB
0
1√
1− kRR2
(s3BR
3)′ dR (4.52)
und fu¨r das Volumen zum Zeitpunkt t0:
V0 =
4pi
3
∫ RB
0
1√
1− kRR2
(R3)′ dR. (4.53)
Zwar erfu¨llt jetzt sB als Oberfla¨chenskalierung eine Friedmann-Gleichung ohne Ru¨ck-
wirkung. Bei der Dynamik von aB kann jedoch der Ru¨ckwirkungsterm anders als in
der NT auch bei spha¨rischer Symmetrie nicht vernachla¨ssigt werden.
4.2.3 Hubble-Parameter
Wir berechnen den regionalen Hubble-Parameter HB = a˙BaB . Auch er ist natu¨rlich,
wie der u¨ber das Volumen definierte Skalenfaktor, eine Funktion der Doma¨nengro¨ße
RB. Nach Bildung der Zeitableitung erha¨lt man:
HB =
a˙B
aB
=
V˙B
3VB
. (4.54)
Integration und Zeitableitung kommutieren, so dass sich die Zeitableitung auf den
Integranden in Gl. (4.51) u¨bertra¨gt:
V˙B = 4pi
∫ RB
0
1√
1− kRR2
(
s2Bs˙BR
3
)′
dR. (4.55)
Die zeitliche Ableitung von sB kann man mit Hilfe von Gl. (4.40) als Funktion der
Anfangswerte und sB schreiben. Damit gilt:
HB =
4pi
3VB
∫ RB
0
1√
1− kRR2
(
sB (sBwR − s2BkR + s4BΛ/3)1/2R3
)′
dR. (4.56)
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Wobei das Volumen VB der Spha¨re durch
VB =
4pi
3
∫ RB
0
1√
1− kRR2
(
s3BR
3
)′
dR (4.57)
gegeben ist. Damit kann man in Kenntnis der Lo¨sung sB(t, R) und der Anfangswer-
te wR(R), kR(R) den regionalen Hubble-Parameter fu¨r eine spha¨risch-symmetrische
Materieverteilung zu jeder Zeit und fu¨r jeden Radius angeben.
4.2.4 Ru¨ckwirkungsterm
Jetzt werden wir den Ru¨ckwirkungsterm in der ART fu¨r spha¨risch-symmetrischen
Staub berechnen. Die erste und zweite Invariante der a¨ußeren Kru¨mmung sind aus
den Gleichungen (4.14,4.15) bekannt. Damit gilt:
Q = 2〈II〉B − 2
3
〈I〉2B
=
2
VB
∫
B
((
r˙
r
)2
+ 2
z˙
z
r˙
r
)
J d3X − 2
3V 2B
(∫
B
(
z˙
z
+ 2
r˙
r
)
J d3X
)2
=
8pi
VB
∫ RB
0
(r˙2z + 2z˙r˙r) dR− 32pi
2
3V 2B
(∫ RB
0
(z˙r2 + 2r˙rz) dR
)2
. (4.58)
Mit Gleichung (4.23) erha¨lt man:
Q = 8pi
VB
[∫ RB
0
1√
1 + f
(r˙2r′ + 2r˙′r˙r) dR
− 4pi
3VB
(∫ RB
0
1√
1 + f
(r˙′r2 + 2r˙rr′) dR
)2]
=
8pi
VB
[∫ RB
0
1√
1 + f
(r˙2r)′ dR− 4pi
3VB
(∫ RB
0
1√
1 + f
(r˙r2)′ dR
)2]
. (4.59)
Da unser Skalenfaktor sB des Oberfla¨chenradius r eine Friedmann-Gleichung erfu¨llt,
deren Lo¨sungen fu¨r gegebene Anfangsfunktionen kR, wR bekannt sind, ist die Metrik
bestimmt. Um Q zu berechnen, ist daher die folgende Schreibweise von Vorteil:
Q = 8pi
VB
[∫ RB
0
1√
1− kRR2
(s˙2BsBR
3)′ dR
− 4pi
3VB
(∫ RB
0
1√
1− kRR2
(s˙Bs2BR
3)′ dR
)2]
. (4.60)
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Eliminiert man die zeitliche Ableitung von sB mit Hilfe der Friedmann-Gleichung
(4.44), so gilt fu¨r Λ = 0:
Q = 8pi
VB
[∫ RB
0
1√
1− kRR2
((wR/sB − kR)sBR3)′ dR
− 4pi
3VB
(∫ RB
0
1√
1− kRR2
(
√
wR/sB − kR s2BR3)′ dR
)2]
. (4.61)
Damit kann man Q fu¨r bestimmte Anfangswerte kR, wR, bei denen eine Lo¨sung sB
existiert, berechnen.
Spezialfa¨lle
In zwei Fa¨llen kann man sogar ein Verschwinden der Ru¨ckwirkung direkt zeigen. Im
ersten Fall geht man davon aus, dass die Lo¨sung fu¨r s(R, t) im Ort und in der Zeit
separiert. Damit kann man r = sR schreiben als:
r(t, R) = g(t)ψ(R). (4.62)
Eingesetzt in Gl. (4.59) erha¨lt man:
Q = 8pi
VB
[
g˙2g
∫ RB
0
1√
1 + f
(ψ3)′ dR
− 4pi
3VB
(
g˙ g2
∫ RB
0
1√
1 + f
(ψ3)′ dR
)2]
. (4.63)
Fu¨r das Volumen VB ergibt sich in diesem Spezialfall mit Gl. (4.51):
VB =
4pi
3
g3
∫ RB
0
1√
1− f (ψ
3)′ dR ≡ 4pi
3
g3φ, (4.64)
wobei wir zur Vereinfachung
φ(RB) ≡
∫ RB
0
1√
1− f (ψ
3)′ dR (4.65)
gewa¨hlt haben. Damit kann man den Ru¨ckwirkungsterm im Falle einer in Raum und
Zeit separierenden Lo¨sung berechnen:
Q = 8pi
VB
[
g˙2g φ− (g3φ)−1 (g˙ g2φ)2] = 0. (4.66)
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Ein Spezialfall davon wiederum ist der homogen-isotrope Kosmos. Dann gilt r = aR,
wobei a nur von der Zeit abha¨ngt, und damit:
Q = 8pi
VB
a˙2a
[∫ RB
0
1√
1 + f
(R3)′ dR
− 4pi
3VB
a3
(∫ RB
0
1√
1 + f
(R3)′ dR
)2]
= 0. (4.67)
Dieser Fall ist trivial und dient als Konsistenztest. Die Annahme von Homogenita¨t
und Isotropie muss natu¨rlich wieder auf die altbekannten Friedmann-Gleichungen
fu¨hren.
Beim zweiten Fall, fu¨r den ein Verschwinden der Ru¨ckwirkung in spha¨rischer Symme-
trie gezeigt weden kann, handelt es sich um die Wahl spezieller Anfangsbedingungen
so dass √
1 + f = const. = C (4.68)
gilt. Ein Beispiel dafu¨r ist eine Punktmasse am Ursprung in einem ansonsten leeren
Raum. Fu¨r den Ru¨ckwirkungsterm gilt dann:
Q = 8pi
VB
1
C
[∫ RB
0
(r˙2r)′ dR− 1
RB3
(∫ RB
0
(r˙r2)′ dR
)2]
= 0 (4.69)
Ansonsten konnten keine Spezialfa¨lle gefunden werden, bei denen der Ru¨ckwirkungs-
term verschwindet.
4.2.5 Gemittelte Kru¨mmung
In Abschnitt 3.3 ist uns aufgefallen, dass in der ART der u¨ber die raumartige Hy-
perfla¨che gemittelte Kru¨mmungsskalar eine entscheidende Rolle bei der effektiven
Dynamik der Raumdoma¨nen spielt. Bei spha¨rischer Symmetrie ist man in der Lage,
seine Zeitentwicklung zu berechnen. Nach Gleichung (4.26) gilt:
〈R〉B = 4pi
VB
∫ RB
0
−2 (fr)
′
√
1 + f
dR. (4.70)
Verwendet man, wie schon bei der Ru¨ckwirkung und beim Skalenfaktor als Anfangs-
bedingungen kR, wR und als dynamische Gro¨ße den Oberfla¨chenskalenfaktor sB, so
erha¨lt man:
〈R〉B = 8pi
VB
∫ RB
0
(sBkRR3)′√
1− kRR2
dR. (4.71)
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Damit kann man auch 〈R〉B fu¨r bestimmte Anfangswerte kR, wR, bei denen eine
Lo¨sung sB existiert, berechnen. Interessant ist auch der Zusammenhang mit dem
Ru¨ckwirkungsterm, der sich aus Gl. (4.61) ergibt:
Q+ 〈R〉B = 8pi
VB
[∫ RB
0
(wRR
3)′√
1− kRR2
dR
− 4pi
3VB
(∫ RB
0
(
√
wR/sB − kR s2BR3)′√
1− kRR2
dR
)2 . (4.72)
Dieser Term taucht in der gemittelten Hamilton-Constraint-Gleichung auf.
4.2.6 Regionale Parameter
In Abschnitt 3.3.3 haben wir regionale Parameter definiert, wobei wir zwei ver-
schiedene Sa¨tze von mo¨glichen regionalen Parametern gefunden haben, die sich im
Kru¨mmungs-und Ru¨ckwirkungsparameter unterscheiden. Der zweite Satz von Para-
metern verwendet zur Definiton des Kru¨mmungsparameters den gemittelten Kru¨mmungs-
skalar. Mit Gl.(4.71) und Gl.(4.56) gilt:
ΩBR = −
〈R〉B
6H2B
. (4.73)
Analog kann man in Kenntnis der Ru¨ckwirkung bei spha¨rischer Symmetrie Gl.(4.59)
den Ru¨ckwirkungsparameter sowie den Λ-Parameter des zweiten Satzes von mo¨gli-
chen regionalen Parametern angeben:
ΩBQH = −
Q
6H2B
, ΩDΛ =
Λ
3H2B
. (4.74)
Der regionale Dichteparameter la¨sst sich dann mit Hilfe der anden drei regionalen
Parameter berechnen:
ΩBm = 1− ΩBQH − ΩBΛ − ΩBR. (4.75)
Der erste Satz von Parametern verwendet zur Definiton des Kru¨mmungsparameters
die Integrationskonstante kD. Man kann sie berechnen, indem man die Integrabi-
lita¨tsbedingung Gl.(3.61) zum Zeitpukt t0 betrachtet:
kD =
1
6
(〈R〉D(t0) +Q(t0)). (4.76)
Damit und mit dem regionalen Hubble-Parameter HB in spha¨rischer Symmetrie
Gl.(4.56), sowie dem regionalen Skalenfaktor aB Gl.(4.52) kann man
ΩBk = −
kD
H2Ba
2
B
(4.77)
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berechnen. Da der regionale Dichteparameter und der regionale Λ-Parameter in bei-
den Parametersa¨tzen gleich gewa¨hlt werden, kann man auch den Ru¨ckwirkungspa-
rameter des ersten Satzes einfach aus den u¨brigen bestimmen:
ΩBQE = 1− ΩBk − ΩBΛ − ΩBm. (4.78)
Betrachtet man die von uns definierten zwei regionalen Parametersa¨tze bei spha¨ri-
scher Symmetrie, so kann man daraus folgende Schlu¨sse ziehen: Obwohl der erste
Parametersatz, der durch Mittelung der Raychaudhuri-Gleichung gewonnen wird for-
mal gleich dem in der NT ist, haben die regionalen Parameter durch die Mittelung
u¨ber gekru¨mmte dreidimensionale Ra¨ume in der ART im allgemeinen andere Werte.
Das kann man aus der Tatsache folgern, dass der Ru¨ckwirkungsterm in der ART
bei spha¨rischer Symmetrie gegenu¨ber der NT im allgemeinen nicht verschwindet.
Bei beiden Parametrsa¨tzen hat sich gezeigt, dass die einzelnen regionalen Parame-
ter u¨ber sB vom Dichte und Geschwindigkeitsprofil zum Anfangszeitpunkt abha¨ngen
und nicht wie in der NT nur von deren Wert auf dem Rand der Kugel.
4.3 Spha¨rische Modelle mit speziellen Anfangsbe-
dingungen
In den letzten Abschnitten ist es uns gelungen, Gro¨ßen, wie den Skalenfaktor, die
Ru¨ckwirkung und den gemittelten Kru¨mmungsskalar, sowie regionale kosmologische
Parameter, die das Verhalten einer Raumdoma¨ne als ganzes charakterisieren, als
Funktion des Oberfla¨chenskalenfakors sB und der Anfangswerte kR, wR zu schreiben.
Anders als in der NT ist in der ART bei spha¨rischer Symmetrie der Volumenskalen-
faktor aB von der genauen Form der Anfangswerte kR, wR, nicht nur auf dem Rand,
sondern auch innerhalb der Doma¨ne abha¨ngig. Wir betrachten deshalb unterschied-
liche Anfangsprofile, wobei wir uns auf große U¨berdichten beschra¨nken.
4.3.1 Schalenkreuzen und Kollaps
Mit Sicherheit kann ein Staub-Modell nur so lange Gu¨ltigkeit besitzen, so lange die
Dichte nicht zu groß wird. Eine divergierende Dichte ha¨tte eine andere Zustands-
gleichung und damit einen anderen Energie-Impuls-Tensor zur Folge. Will man also
ein realistisches Modell konstruieren, kommt dafu¨r nur eine eingeschra¨nkte Klasse
von Anfangsprofilen fu¨r wR und kR in Frage. Diese Einschra¨nkungen werden u¨ber
die Forderung bestimmter Anschlussbedingungen zum Beispiel bei Hellaby und Lake
[40] oder Matravers und Humphreys [53] definiert. Wir betrachten eine physikalisch
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motivierte Ableitung dieser Einschra¨nkungen. Damit sich keine unendlichen Dichten
am Ursprung oder auf der Oberfla¨che bestimmter Schalen bilden muss man fordern,
dass sich Trajektorien von r = sRR nicht schneiden. Folgende U¨berlegungen zeigen
die Einschra¨nkungen fu¨r die Anfangsbedingungen.
Falls sich benachbarte Trajektorien, die zur Zeit t = 0 um δR voneinander entfernt
sind, schneiden so gilt:
r(R, t) = r(R + δR, t). (4.79)
Mit δR gegen 0:
r′(R, t) = 0. (4.80)
Das bedeutet, dass der infinitesimale raumartige Abstand, ebenso wie das infinitisi-
male Volumen, zwischen zwei Kugelschalen verschwindet, da mit der Metrik (4.24)
gilt:
ds2 =
(r′)2
1− kRR2dR
2 = 0, falls r′ = 0.
dV = ds4pir2 = 0 falls r′ = 0 oder r = 0. (4.81)
Beinhaltet also das Volumenelement zum Zeitpunkt t = 0 die Masse dM und bleibt
diese Masse, wie von uns gefordert erhalten, so gilt fu¨r die Dichte in der Kugelschale:
%(R, t) =
dM
dV
(R, t) =∞ falls r′ = 0 oder r = 0. (4.82)
Will man daher verhindern, dass unser Modell seine Gu¨ltigkeit verliert, so muss man
r′ 6= 0 und r 6= 0 fu¨r die betrachtete Zeitspanne fordern. Dabei bedeutet r′ = 0 bei
R 6= 0, dass sich entfernt vom Zentrum eine Oberfla¨chendichte bildet, wa¨hrend r = 0
Kollaps auf einen Punkt bedeutet.
Die Bedingungen aus (4.82) schra¨nkt die Freiheit bei der Wahl der Funktionen wR, kR
ein. Bezogen auf die Lo¨sungen mit Λ = 0 gilt:
r = 0 kann nur bei kR > 0 auftreten. Zu jedem Zeitpunkt t > t0 erha¨lt man in den
anderen Fa¨llen r = sR > 0 fu¨r R 6= 0. Bei kR > 0 erfolgt der Kollaps bei x = 2pi.
Das bedeutet nach Gleichung (4.46) einen Kollapszeitpunkt tK von:
tK =
piwR
k
3/2
R
+ ta. (4.83)
Die Zeit tSK bei der sich die Trajektorien von r verschiedener Schalen kreuzen,
kann nur implizit als Funktion der Anfangsfunktionen wR, kR angegeben werden.
Die Bedingung dafu¨r ist ein Vorzeichenwechsel von r′. Fu¨r gegebene wR, kR bedeutet
das die Bestimmung der Nullstellen der Ableitung der Lo¨sungen:
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• kR = 0:
(sBR)′ =
(
R
(
9wR
4
)1/3
(tSK − ta)2/3
)′
= 0. (4.84)
• kR > 0:
(sBR)′ =
(
RwR
2kR
(1− cosxSK)
)′
= 0. (4.85)
• kR < 0:
(sBR)′ =
(
RwR
−2kR (coshxSK − 1)
)′
= 0. (4.86)
Einsetzen von xSK liefert fu¨r die Schale mit dem Anfangswert R den Zeitpunkt tSK ,
bei dem sie mit der Nachbarschale zusammenfa¨llt. Die minimalen Forderungen, die
man an die Anfangsbedingungen stellen muss, damit die obigen Bedingungen erfu¨llt
sind, kann man in [40] nachlesen.
Modellannahmen:
Es gibt eine Reihe von Ansa¨tzen, geeignete Profile fu¨r die Anfangsdaten zu wa¨hlen
(siehe: [47], [48]). Wir sind vor allem daran interessiert, wie das zeitliche Verhal-
ten unserer regionalen Parameter von dem Profil der Anfangswerte abha¨ngt. Um
sinvoll vergleichen zu ko¨nnen, gehen wir deshalb davon aus, dass die Doma¨nen mit
unterschiedlichen Anfangsfeldern bei einem bestimmten Radius in ein Einstein-De-
Sitter Universum u¨bergehen. Modelle dieser Art wurden in unterschiedlichen Zusam-
menha¨ngen diskutiert (siehe: [33], [12], [35]). Die Forderungen an wR und kR kann
man in folgenden Punkten zusammenfassen:
1. Damit ein Anschluss an ein Einstein-De-Sitter-Modell bei einem bestimmten
Radius RH mo¨glich ist, muss die Masse
4 innerhalb von RH bei den Vergleichs-
modellen u¨bereinstimmen und der Masse einer Kugel mit gleichem Radius im
Hintergrund entsprechen.
2. Die Anfangswerte sollen im Betrachtungszeitraum kein Kreuzen oder den Kol-
laps der Oberfla¨chenradien verschiedener Schalen verursachen.
3. Da eine negative Ruhedichte %0 unphysikalisch ist, sind nur solche wR erlaubt,
die dies vermeiden. Mit Gleichung (4.41) bedeutet das:
%08piG = 3wR +Rw
′
R ≥ 0.
4gemeint ist hier die analog zur Masse im Eulerschen, flachen Raum definierten Masse Gl. (4.36).
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Nur so lange diese Bedingungen erfu¨llt sind liefert das Modell physikalisch sinvolle
Ergebnisse. Die Trajektorien des Oberfla¨chenradius sowie die Mittelwerte kann man
mit Hilfe der impliziten Lo¨sungen numerisch berechnen.
Bemerkungen zur numerischen Berechnung:
Unser Hauptinteresse gilt der Berechnung von Volumenintegralen (4.52), (4.61),
(4.71). Diese haben die allgemeine Struktur:
I ≡
∫ RB
0
1√
1− kRR2
f(sB, R, wR, kR)′ dR. (4.87)
Wir sind am Wert des Integrals zur Zeit t interessiert. Im Integranden taucht als
einzige dynamische Funktion sB auf. Da die Zeitabha¨ngigkeit aber nur in Parameter-
form gegeben ist, mu¨ssen wir zu einem bestimmten Ri zuerst den Parameterwert xi
zur Zeit t finden, um mit dem Wert sB(Ri, t) die Summe zu bilden, die zum Integral
fu¨hrt. Man muss also t(x,R) invertieren. Das verlangt mit den Gleichungen (4.46),
(4.47) die Bestimmung der Nullstellen von5:
wR
2k
3/2
R
(x− sin x) + ta − t = 0 (4.88)
zu gegebenem t und R. Im Programm zur numerischen Berechnung der Mittelwerte
benutzen wir dazu die Newton-Raphson-Methode (siehe: [60]). Der Wert der Integrale
(4.52), (4.61), (4.71) wird dann mit der Trapezmethode ermittelt. Damit wird auch
die Erzeugende der Rotationsfla¨che (4.92), die zur Veranschaulichung der Geometrie
der Hyperfla¨che zum Zeitpunkt t0 dient, berechnet.
Einbettung
Man kann bei spha¨rischer Symmetrie leicht eine Vorstellung vom Aussehen der ge-
kru¨mmten Raumdoma¨nen erhalten, wenn man einen Schnitt der raumartigen Hy-
perfla¨che bei konstantem Winkel betrachtet. Setzt man θ = pi/2, so gilt fu¨r das
Linienelement dieser zweidimensionalen Fla¨che mit Gleichung (4.42):
ds2 =
(sBR)2
′
1− kRR2dR
2 + (sBR)2dφ2. (4.89)
Wir wa¨hlen Koordinaten R, φ,w fu¨r den flachen dreidimensionalen Raum so, dass das
Linienelement einer Niveaufla¨che w = 1 mit obigem Linienelement u¨bereinstimmt.
5hier nur fu¨r k > 0 exemplarisch aufgeschrieben, fu¨r k < 0 ist die Verfahrensweise analog
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Berechnet man mit dem Ansatz
x = sBR cosφ, y = sBR sinφ, z = g(R, t)w (4.90)
das Linienelement des flachen Raumes ds2 = dx2+dy2+dz2 und setzt w = const. = 1,
so stimmt das so erhaltene Linienelement mit (4.89) u¨berein, wenn man
g(R) = ±
∫ R
0
(sBR˜)′
√
kRR˜2
1− kRR˜2
dR˜ + c (4.91)
fordert. Die Geometrie der Doma¨ne kann so durch die Niveaufla¨che w = 1 veran-
schaulicht werden. In Parameterform ist die Fla¨che gegeben durch:
x = sBR cosφ, y = sBR sinφ, z = ±
∫ R
0
(sBR˜)′
√
kRR˜2
1− kRR˜2
dR˜ + c. (4.92)
Dabei ist c eine Integrationskonstante. Die Fla¨che ist durch ihre innere Geometrie,
die in der Metrik zum Ausdruck kommt, nicht eindeutig festgelegt. Wir wa¨hlen c = 0
und z > 0. Die so festgelegte Rotationsfla¨che veranschaulicht die innere Kru¨mmung
der dreidimensionalen Hyperfla¨chen.
4.3.2 Das Gaußsche Modell
Eines der einfachsten Modelle ist das eines Gaußschen Profils fu¨r wR:
wR = exp(−R2/2R2c)
1
t2c
. (4.93)
Wobei wir Rc als konstante Standardla¨nge und tc als konstante Standardzeit definiert
haben. Fu¨r die Anfangsdichte %0 gilt dann mit Gl.(4.41):
%0 =
3
8piG
(
1− R
2
3R2c
)
exp(−R2/2R2c)
1
t2c
. (4.94)
Ab einem bestimmten Radius R1 = Rc
√
3 wird die physikalische Dichte negativ und
die Modellannahme 3 ist nicht mehr erfu¨llt. Ab diesem Radius bis zum Radius RH ,
ab dem wir ein Einstein-De-Sitter-Modell festlegen, setzen wir %0(R) = 0. Nimmt
man ausserdem die Geschwindigkeit des Oberfla¨chenradius zum Anfangszeitpunkt
s˙(t0) ≡ s˙0 u¨ber den gesamten Radius als konstant an, so kommt man u¨ber unsere
Modellannahmen zu folgenden mo¨glichen Anfangswerten.
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Wir unterscheiden dabei drei Regionen:
1. Region 0 ≤ R < R1 :
wR = exp(−R2/2R2c)
1
t2c
, %0 =
3
8piG
(
1− R
2
3R2c
)
exp(−R2/2R2c)
1
t2c
,
s˙20 = exp(−R21/2R2c)
(
R1
RH
)3
1
t2c
, kR = wR − s˙20.
2. Region R1 ≤ R < RH :
wR = exp(−R21/2R2c)
(
R1
R
)3
1
t2c
, %0 = 0,
s˙20 = exp(−R21/2R2c)
(
R1
RH
)3
1
t2c
, kR = wR − s˙20.
3. Region RH ≤ R <∞ :
wR = exp(−R21/2R2c)
(
R1
RH
)3
1
t2c
, %0 =
3
8piG
exp(−R21/2R2c)
(
R1
RH
)3
1
t2c
,
s˙20 = exp(−R21/2R2c)
(
R1
RH
)3
1
t2c
, kR = wR − s˙20 = 0.
In diesem und in den folgende Modellen wollen wir davon ausgehen, dass die Dichte an
der Grenze RH zum Einstein-De-Sitter Kosmos 1/7 ihres Wertes bei R = 0 betra¨gt.
Da R1 bereits durch die Tatsache festgelegt wird, dass die Dichte bei R1 = Rc
√
3 auf
Null gefallen ist kann man RH berechnen:
1/7 = exp(−3/2)
(
Rc
√
3
RH
)3
=⇒ RH = (7 exp(−3/2))1/3
√
3Rc ≈ 2Rc. (4.95)
Da wir an den relativen Abweichungen unserer regionalen Parameter interessiert sind,
wa¨hlen wir praktische Einheiten. In den Abbildungen ist die Einheit der Zeit [t] = tc,
des Radius [R] = Rc, der Dichte [%] =
3
8piG
1
t2c
, von [wR] =
1
t2c
, und von [k] = 1
c2t2c
(wir
haben c = 1 gesetzt). So hat man die Mo¨glichkeit, durch die Festlegung von tc und
Rc das Modell der jeweiligen physikalischen Situation anzupassen. Man kann die
absoluten Gro¨ßen festlegen, die relativen Gro¨ßen, wie der Dichtekontrast, sind fu¨r
das Modell charakteristisch.
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In der Abbildung (4.1) kann man die Dynamik des Modells verfolgen. In der Bildmitte
ist die Geometrie von Raumschnitten zu zwei verschiedenen Zeiten gezeigt. Man er-
kennt am Rand der Doma¨ne den U¨bergang in einen flachen Einstein-De-Sitter-Raum,
sowie die Expansion. Wa¨hrend sich in einem homogen-isotropen Kosmos diese Ex-
pansion allein in einer Skalierung der gesamten Doma¨ne a¨ußert, erkennt man hier
eine deutliche Forma¨nderung. Diese ist dafu¨r verantwortlich, dass sich die regiona-
len Parameter in der ART von den Newtonschen unterscheiden. Die Trajektorien im
unteren Bild sind Zykloiden. Mit fortschreitender Zeit kommt es zu einer Dichtekon-
zentration nahe dem Zentrum. Die innerste Schale kollabiert zuerst, spa¨ter folgen
weiter vom Zentrum entfernte Schalen. Ab dem Anfangsradius R ≈ 2Rc folgen die
Schalen dem Einstein-de-Sitter-Hintergrund.
4.3.3 Das Top-Hat-Modell
Zum Vergleich betrachten wir ein zweites Anfangsprofil fu¨r die Anfangswerte. Dieses
Modell hat im Zentrum eine konstante Dichte, die bei einem bestimmten Radius R1
aprupt auf Null abfa¨llt und weiter außen ab dem Radius RH wieder einen konstanten
Wert annimmt. Ein Modell dieser Art ist unter dem Namen Top-Hat-Modell bekannt
(siehe: [38]). Will man wiederum unsere Modellannahmen erfu¨llen, so gibt es folgende
Mo¨glichkeit die Anfangsfelder festzulegen:
1. Region 0 ≤ R < R1 :
wR =
1
t2c
, %0 =
3
8piG
1
t2c
, s˙20 =
(
R1
RH
)3
1
t2c
, kR = wR − s˙20.
2. Region R1 ≤ R < RH :
wR =
(
R1
R
)3
1
t2c
, %0 = 0, s˙
2
0 =
(
R1
RH
)3
1
t2c
, kR = wR − s˙20.
3. Region RH ≤ R <∞ :
wR =
(
R1
RH
)3
1
t2c
, %0 =
3
8piG
(
R1
RH
)3
1
t2c
, s˙20 =
(
R1
RH
)3
1
t2c
, kR = wR − s˙20 = 0.
Um sinnvoll vergleichen zu ko¨nnen, werden wir diese Doma¨ne in einen Einstein-de-
Sitter-Hintergrund mit der gleichen Dichte wie im ersten Modell einbetten. Auch
die maximale Dichte im Zentrum und der Radius RH , bei dem der U¨bergang zum
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homogen-isotropen Hintergrund stattfindet, werden gleich gewa¨hlt. Das bedeutet,
dass die Dichte bei RH = 2Rc 1/7 des Wertes der Dichte bei R = 0 betragen soll.
Damit gilt:
R1 = (1/7)
1/32Rc. (4.96)
In der Abbildung (4.3) kann die Dynamik dieses Modells verfolgt werden. Bezu¨glich
der Einheiten gelten dieselben Anmerkungen wie beim Gaußschen Modell. Die Ver-
formung des Raumschnittes ist in diesem Falle viel ausgepra¨gter als beim Gaußschen
Modell und der Kollaps erfolgt bei den innersten Schalen gleichzeitig (wie bei einem
Friedmann-Modell positiver Kru¨mmung).
4.3.4 Das Doppel-Top-Hat-Modell
Dieses Modell ist eine Erweiterung des Top-Hat-Modells. Dabei kommt eine Schale
mit radial homogener Dichte dazu. Es hat im Zentrum eine konstante Dichte, die
bei einem bestimmten Radius R1 aprupt auf Null abfa¨llt. Beim Radius R2 nimmt
sie wieder einen konstanten Wert an, um bei R3 erneut auf Null abzufallen. Erst bei
RH ist die Grenze zum Einstein-De-Sitter-Hintergrund erreicht. Will man wiederum
unsere Modellannahmen erfu¨llen, so kann man dieses Modell folgendermaßen reali-
sieren: Fu¨r alle Regionen gilt: s˙20 =
(
R1
R2
)3 (
R3
RH
)3
1
t2c
. wR, %0, kR sind abschnittweise
definiert:
1. Region 0 ≤ R < R1 :
wR =
1
t2c
, %0 =
3
8piG
1
t2c
, kR = wR − s˙20.
2. Region R1 ≤ R < R2 :
wR =
(
R1
R
)3
1
t2c
, %0 = 0, kR = wR − s˙20.
3. Region R2 ≤ R < R3 :
wR =
(
R1
R2
)3
1
t2c
, %0 =
3
8piG
(
R1
R2
)3
1
t2c
, kR = wR − s˙20.
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4. Region R3 ≤ R < RH :
wR =
(
R1
R2
)3(
R3
R
)3
1
t2c
, %0 = 0, kR = wR − s˙20.
5. Region R3 ≤ R < RH :
wR =
(
R1
R2
)3(
R3
RH
)3
1
t2c
, %0 =
3
8piG
(
R1
R2
)3(
R3
RH
)3
1
t2c
1
t2c
, kR = wR − s˙20 = 0.
Auch hier wollen wir, wie bei den beiden vorangegangenen Modellen fordern, dass
der Radius beim U¨bergang zum Einstein-De-Sitter-Hintergrund RH = 2Rc betra¨gt.
Die Dichte soll dann 1/7 ihres Wertes bei R = 0 betragen. Damit ist das Modell
allerdings noch nicht vollsta¨ndig festgelegt. Eine konsistente Wahl von R1, R2 und
R3 ist:
R1 = 1/2Rc, R2 = 2
1/3/2Rc, R3 = (16/7)
1/3Rc, RH = 2. (4.97)
In der Abbildung (4.5) ist das Modell graphisch dargestellt. Bezu¨glich der verwen-
deten Einheiten gelten dieselben Bemerkungen wie beim Gauß-Modell. Der Raum-
schnitt weist gegenu¨ber den anderen beiden Modellen ein zusa¨tliche Ausbuchtung im
Bereich der Schale mit homogener Dichte auf. Bei den Trajektorien des Oberfla¨chen-
radius deutet sich eine Dichtekonzentration auf einer Schale bei R = Rc an.
4.3.5 Vergleich regionaler Parameter
Nachdem wir in den letzten drei Abschnitten verschiedene mo¨gliche Modelle vor-
gestellt haben, wollen wir in diesem Abschnitt die Dynamik der regionalen Gro¨ßen
vergleichen. Dazu wa¨hlen wir zwei verschiedene Doma¨nen:
• Fu¨r die erste Doma¨ne wa¨hlen wir einen Anfangsgsdius von 1.3Rc. Die a¨ußer-
sten Schalen dieser Doma¨ne koppeln am Ende des Beobachtungszeitraumes bei
unseren Modellen gerade von der Hintergrundexpansion ab.
• Fu¨r die zweite Doma¨ne wa¨hlen wir einen Anfangsgsdius von 2Rc. Das ist genau
die Grenze zum Einstein-De-Sitter-Hintergrund.
Wir verfolgen die Entwicklung des Skalenfaktors aD und der mittleren Kru¨mmung
〈R〉B fu¨r diese beiden Doma¨nen bis kurz vor den Kollaps-Zeitpunkt der innersten
Schale. Dabei vergleichen wir die wirklichen regionalen Gro¨ßen mit den Werten, die
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sie annehmen, wenn die Masse innerhalb der Doma¨ne homogen verteilt ist. Wir ver-
gleichen also aD mit dem Oberfla¨chenskalenfaktor sB und die gemittelte Kru¨mmung
〈R〉B mit 6kRB/s2B. Genau diese Vergleichsgro¨ßen entsprechen deren wirklichen Wer-
ten, wenn man die NT zugrunde legt. Im Vergleich der Skalenfaktoren aD und sB
sieht man daher den Unterschied bei der Betrachtung der regionalen Gro¨ßen in der
ART und der NT. Zusa¨tzlich betrachten wir den Unterschied zwischen den beiden
von uns definierten Kru¨mmungsparametern. Dabei ist 〈R〉B der (mit −1/6H2D multi-
plizierte) Kru¨mmungsparameter aus der gmittelten Hamilton-Constraint-Gleichung
und 6kRB/s
2
B der (ebenfalls mit −1/6H2D multiplizierte) Kru¨mmungsparameter aus
der gmittelten Raichaudhury-Gleichung.
Skalenfaktor
In der Abbildung (4.2 oben) kann man die Zeitentwicklung des regionalen Skalenfak-
tors aD gegenu¨ber dem Oberfla¨chenskalenfaktor sB fu¨r das Gauß-Modell betrachten.
Fu¨r die große Doma¨ne (oben rechts) ist dabei kaum eine Abweichung festzustellen,
wa¨hrend man bei der kleineren Doma¨ne (oben links) zum Zeitpunkt des Kollaps der
innersten Schale schon eine deutliche Abweichung sieht. Wesentlich gro¨ßer fallen die
Abweichungen beim Top-Hat-Modell aus. Bei der kleineren Doma¨ne in Abbildung
4.4 oben links kann man erkennen, dass sich zum Zeitpunkt der Abkopplung der
Doma¨ne von der Hintergrundexpansion die gro¨ßten Abweichungen ergeben. Auch bei
der Doma¨ne, deren Außenschale bereits dem Einstein-De-Sitter-Modell folgt, sieht
man eine starke Abweichung (Abb. 4.4 oben rechts). Dagegen sind die Abweichungen
beim Top-Top-Hat Modell gering (Abb. 4.6 oben). Bei der kleineren Doma¨ne (Abb.
4.6 oben links) ist keine Abweichung festzustellen. Das liegt daran, dass der Radius
der kleinen Doma¨ne hier in den Bereich mit konstanter mittlerer Dichte fa¨llt. Bei
allen Modellen liegt der regionale Skalenfaktor bei der kleinen Doma¨ne unter seinem
Vergleichswert, bei der großen Doma¨ne daru¨ber.
Kru¨mmung
Falls die Masse innerhalb der Doma¨ne homogen verteilt ist gilt 〈R〉B = 6kRB/s2B. Das
ist unser Vergleichswert. Sobald die a¨ußerste Schale anfa¨ngt zu kollabieren steigt
dieser Wert, wa¨hrend er in einem Einstein-De-Sitter-Kosmos kontinuierlich fa¨llt. Der
wirkliche, gemittelte Kru¨mmungsskalar zeigt ein anderes Verhalten. Sehr gut kann
man das beim Top-Hat-Modell sehen (Abb. 4.4 mitte). Wa¨hrend der Vergleichswert
hier noch fa¨llt, wirkt sich beim gemittelte Kru¨mmungsskalar der Kollaps der inneren
Schalen aus und er beginnt wieder zu wachsen. Bei der kleinen Doma¨ne liegt der Wert
von 〈R〉B am Ende der Entwicklung sogar u¨ber dem Vergleichswert (Abb. 4.4 mitte
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links). Beim Top-Hat-Modell und beim Doppel-Top-Hat-Modell stellt der Radius der
großen Doma¨ne die Grenze zum Einstein-De-Sitter-Modell dar. Daher verschwindet
der Vergleichswert 6kRB/s
2
B (Abb. 4.4 mitte rechts, 4.6 mitte rechts).
Der Vergleich der beiden (mit −1/6H2D multiplizierte) Kru¨mmungsparameter stellt
zugleich ein Maß fu¨r die Ru¨ckwirkung dar, da mit Gl. (3.61) gilt:
6kD
a2D
− 〈R〉B = 4
a2D
∫ t
t0
dt˜ Q aDa˙D +Q. (4.98)
Auch hier stellt man beim Top-Hat-Modell (Abb: 4.4 unten) die gro¨ßten Unterschiede
zwischen diesen beiden Parametern fest. Erstaunlich ist, dass der relative Unterschied
bei der großen Doma¨ne im Gauss-Modell (Abb: 4.2 unten rechts) und im Doppel-Top-
Hat-Modell (Abb: 4.6 unten rechts) gro¨ßer ist als bei der kleinen Doma¨ne (Abb. 4.2
unten links, 4.6 unten links). Bei allen Modellen wa¨chst der Unterschied der beiden
verschieden definierten Kru¨mmungsparameter an, so dass man davon ausgehen kann,
dass damit auch die Ru¨ckwirkung zunimmt.
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Abbildung 4.1: Oben ist das gewa¨hlte Anfangsdichteprofil dargestellt sowie die daraus
gesultierenden Anfangsfunktionen wR, kR. In der Mitte wird die damit verbundene
Geometrie eines Raumschnittes bei konstantem Winkel zum Anfangszeitpunkt und
zum Zeitpunkt des Kollapses der innersten Schale gezeigt. In der unteren Abbildung
sind einige mit diesen Anfangswerten berechnete Trajektorien des Oberfla¨chenradius
zu sehen. Die Einheit der Zeit ist [t] = tc, des Radius [R] = Rc, der Dichte [%] =
3
8piG
1
t2c
,
von [wR] =
1
t2c
, und von [k] = 1
c2t2c
.
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Abbildung 4.2: Das Bild oben zeigt die Dynamik des Oberfla¨chenskalenfaktors sB
(gestrichelt) und des Volumenskalenfaktors aB (durchgezogen). In der Mitte ist das
zeitliche Verhalten von 〈R〉B (durchgezogen) gegen 6kR/s2B (gestrichelt) dargestellt.
Unten kann man die Zeitentwicklung von 〈R〉B (durchgezogen) gegenu¨ber 6kD/a2B
(gestrichelt) verfolgen. Die Abbildungen auf der linken Seite gelten fu¨r eine Spha¨re
im Gauß-Modell mit dem Radius 1.3Rc, die auf der rechten Seite fu¨r eine Spha¨re im
Gauß-Modell mit dem Radius 2Rc. Die Einheit der Zeit ist [t] = tc, von [〈R〉B] =
1/(t2cc
2) und von kD sowie [kR] = 1/(t2cc
2).
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Abbildung 4.3: Oben ist das gewa¨hlte Anfangsdichteprofil dargestellt sowie die daraus
gesultierenden Anfangsfunktionen wR, kR. In der Mitte wird die damit verbundene
Geometrie eines Raumschnittes bei konstantem Winkel zum Anfangszeitpunkt und
zum Zeitpunkt des Kollapses der innersten Schale gezeigt. In der unteren Abbildung
sind einige mit diesen Anfangswerten berechnete Trajektorien des Oberfla¨chenradius
zu sehen. Die Einheiten sind die gleichen wie in Abbildung (4.1).
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Abbildung 4.4: Das Bild oben zeigt die Dynamik des Oberfla¨chenskalenfaktors sB
(gestrichelt) und des Volumenskalenfaktors aB (durchgezogen). In der Mitte ist das
zeitliche Verhalten von 〈R〉B (durchgezogen) gegen 6kR/s2B (gestrichelt) dargestellt.
Unten kann man die Zeitentwicklung von 〈R〉B (durchgezogen) gegenu¨ber 6kD/a2B
(gestrichelt) verfolgen. Die Abbildungen auf der linken Seite gelten fu¨r eine Spha¨re
im Top-Hat-Modell mit dem Radius 1.3Rc, die auf der rechten Seite fu¨r eine Spha¨re
im Top-Hat-Modell mit dem Radius 2Rc. Die Einheiten sind die gleichen wie in
Abbildung (4.2).
85
 0
 0.2
 0.4
 0.6
 0.8
 1
 1.2
 1.4
 0  0.5  1  1.5  2  2.5
D
ic
ht
e
Anfangsradius R
 0
 0.2
 0.4
 0.6
 0.8
 1
 1.2
 1.4
 0  0.5  1  1.5  2  2.5
w
R
 
bz
w.
 k
R
Anfangsradius R
t−→
 0
 0.5
 1
 1.5
 2
 2.5
 3
 0  0.5  1  1.5  2  2.5  3  3.5  4  4.5  5
Ze
it 
t
Anfangsradius R
Abbildung 4.5: Oben ist das gewa¨hlte Anfangsdichteprofil dargestellt sowie die daraus
gesultierenden Anfangsfunktionen wR, kR. In der Mitte wird die damit verbundene
Geometrie eines Raumschnittes bei konstantem Winkel zum Anfangszeitpunkt und
zum Zeitpunkt des Kollapses der innersten Schale gezeigt. In der unteren Abbildung
sind einige mit diesen Anfangswerten berechnete Trajektorien des Oberfla¨chenradius
zu sehen. Die Einheiten sind die gleichen wie in Abbildung (4.1).
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Abbildung 4.6: Das Bild oben zeigt die Dynamik des Oberfla¨chenskalenfaktors sB
(gestrichelt) und des Volumenskalenfaktors aB (durchgezogen). In der Mitte ist das
zeitliche Verhalten von 〈R〉B (durchgezogen) gegen 6kR/s2B (gestrichelt) dargestellt.
Unten kann man die Zeitentwicklung von 〈R〉B (durchgezogen) gegenu¨ber 6kD/a2B
(gestrichelt) verfolgen. Die Abbildungen auf der linken Seite gelten fu¨r eine Spha¨re
im Doppel-Top-Hat-Modell mit dem Radius 1.3Rc, die auf der rechten Seite fu¨r
eine Spha¨re im Doppel-Top-Hat-Modell mit dem Radius 2Rc. Die Einheiten sind die
gleichen wie in Abbildung (4.2).
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Kapitel 5
Quantitativer Vergleich mit dem
Friedmann-Modell
Die Berechnung der Ru¨ckwirkung in der Zel’dovich-Na¨herung in der NT und die re-
lativistische Zel’dovich-Na¨herung haben gezeigt, dass es wachsende Moden gibt, die,
speziell wenn man die Zel’dovich Na¨herung als Extrapolation ins nichtlineare Regime
auffasst, einen Quellterm fu¨r die Entwicklung der Doma¨ne als ganzes darstellen. Geht
man davon aus, dass diese Na¨herung die Ru¨ckwirkung quantitativ unterscha¨tzt, so
wird die Lo¨sung der inhomogenen Friedmann-Gleichung einen doma¨nenabha¨ngigen
Skalenfaktor liefern, der eine Mindestabweichung vom Skalenfaktor des homogen-
isotropen Modells darstellt. Damit erha¨lt man eine Antwort auf die Frage, bei wel-
cher Gro¨ßenordnug der betrachteten Doma¨ne die Annahme von lokaler Homogenita¨t
und Isotropie bereits sinnvoll ist. Teile dieses Abschnittes sind in [18] vero¨ffentlicht.
Eine Abscha¨tzung im Abschnitt (5.1.1) wird zeigen, dass sich unter den von uns
gewa¨hlten Bedingungen die Newtonschen Mittelwerte quantitativ nur minimal von
den Mittelwerten u¨ber, durch Dichteinhomogenita¨ten gekru¨mmte, raumartige Hyper-
fla¨chen unterscheiden. Daher werden wir zum Großteil im Newtonschen Begriffsbild
arbeiten in demWissen, dass die Ergebnisse in sehr guter Na¨herung auch im Rahmen
der ART gu¨ltig sind.
5.1 Modellannahmen
Wir wollen die bisher entwickelten Methoden dazu benutzen, Gro¨ßenvergleiche zwi-
schen den Standardparametern einer sich gema¨ß dem Friedmann-Modell entwickeln-
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den Raumdoma¨ne und einem Raumbereich mit inhomogenen sowie anisotropen
Dichte- und Geschwindigkeitsfeldern zu ziehen. Dabei wollen wir uns im Rahmen des
in der Einleitung erwa¨hnten Standardmodelles bewegen. Durch die Beschra¨nkung auf
staubfo¨rmige Materie muss der Anfangszeitpunkt, ab dem wir die Entwicklung der
Doma¨ne verfolgen, in der materiedominierten A¨ra liegen. Die Anfangsbedingungen
zu diesem Zeitpunkt sind im Rahmen der klassischen Kosmologie durch ein Po-
werspektrum gegeben, das u¨ber eine Transferfunktion aus dem Harrison-Zel’dovich-
Spektrum gewonnen wird. Mit dieser gegebenen statistische Beschreibung behandeln
wir unsere Anfangsfelder als Zufallsgro¨ßen und betrachten ein-σ, zwei-σ, und drei-σ
Abweichungen von ihren Mittelwerten. Die Anfangsfluktuationen der Dichte sowie
des Geschwindigkeitsfeldes sind zu einem fru¨hen Zeitpunkt im Rahmen des Stan-
dardmodelles klein.
Als Hintergrundmodell wa¨hlen wir ein SCDM-Modell. Dabei fa¨llt die Hintergrund-
kru¨mmung sowie der Lambda-Term weg und es gilt:
8piG%H
3H2
= 1. (5.1)
Dabei bezeichnet %H die Hintergrunddichte und H =
a˙
a
die Hubble-Funktion. Die
Anfangsbedingungen sind damit:
a(t) =
(
t
t0
)2/3
mit t0 =
2
3Hh(1 + z0)3/2
. (5.2)
Hh ist der heutige Wert des Hubbleparameters des Hintergrundmodelles, z0 bezeich-
net die Rotverschiebung, bei der unsere Rechnung startet. Mit Hh = 50km s
−1Mpc−1
und z0 = 200 bestimmt man den Anfangszeitpunkt unserer Berechnung zu: t0 =
4.6× 10−3Gy. Der Skalenfaktor der Doma¨ne wird so gewa¨hlt, dass er mit dem Ska-
lenfaktor des Hintergrundes zum Zeitpunkt t0 u¨bereinstimmt:
aD(t0) = a(t0) = 1. (5.3)
Wir betrachten die Entwicklung des Skalenfaktors der Doma¨ne bis zum heutigen
Zeitpunkt zh = 0 und th = 13Gy, mit a(th) = 201. Ausgehend von Gleichung (2.83)
erha¨lt man fu¨r a˙D zum Anfangszeitpunkt:
a˙D(t0) = a˙(t0)
(
1 + 1
3
〈I〉D0
)
=
2
3t0
(
1 + 1
3
〈I〉D0
)
. (5.4)
Oft wird als Anfangsbedingung auch a˙D(t0) = a˙(t0) benutzt um den Kollapszeitpunkt
von Doma¨nen zu bestimmen. Numerische Tests zeigen aber, dass durch die Benut-
zung dieser inkonsistenten Anfangsbedingungen der Kollapszeitpunkt verzo¨gert wird
[7].
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5.1.1 Relativistische Effekte
Welche relativistischen Effekte sind mit diesen Modellannahmen zu erwarten? In der
Literatur wird angemerkt, dass bei Entfernungen die kleiner als der Hubble-Radius
sind die NT eine gute Na¨herung darstellt. Gilt das auch bei der Betrachtung der
effektiven Entwickung von Raumdoma¨nen? Aufgrund der Analogie zwischen den
Triaden ηiaund dem Gradienten der Lagrangekoordinaten f
i
|j haben diese Gro¨ßen
die gleiche Dynamik. Trotzdem kann die Metrik in der ART von der flachen Metrik
abweichen, da gij = η
a
iη
b
jGab gilt. Licht bewegt sich in der ART entlang Geoda¨ten,
wa¨hrend in der NT die raumartige Hyperfla¨che direkt beobachtbar ist. Neben diesen
Unterschieden gibt es Unterschiede bei den physikalischen Gro¨ßen, die sowohl von
den Triaden als auch von der Anfangsmetrik abha¨ngen. Dazu za¨hlen die ra¨umlichen
Mittelwerte. Mit Gleichung (3.30) und (3.51) gilt:
〈ψ〉D = 1
VD
∫
D
ψ(X, t)
√
g d3X =
1
VD
∫
D
ψ(X, t)J
√
Gd3X. (5.5)
Sie beinhalten sowohl die Triadendeterminante J als auch die Determinante G der
Anfangsmetrik. Wie in Abschnitt (3.1.5) mu¨sste man im allgemeinen ein Gleichungs-
system nichtlinearer, partieller Differentialgleichungen lo¨sen, um G aus der Anfangs-
dichte und η˙ia zu ermitteln.
Wir wollen einen anderen Weg einschlagen um die Gro¨ßenordnung abzuscha¨tzen, in
der sich G bei unseren Modellannahmen bewegt. Wir gehen dabei von einer inho-
mogenen, aber spha¨risch-symmetrischen Dichteverteilung aus. Die dreidimensionale
Metrik Gl. (4.42) ist in diesem Fall:
gik =
 (sBR)′21−kRR2 0 00 (sBR)2 0
0 0 (sBR)2 sin2 θ
 . (5.6)
Fordert man gik(t0) = Gik so kann man mit sB(t0) = 1 die Anfangsmetrik Gab und
Triaden ηai in diesen speziellen Koordinaten direkt ablesen:
Gab =
 11−kRR2 0 00 R2 0
0 0 R2 sin2 θ
 , (5.7)
ηai =
 (sBR)′ 0 00 sB 0
0 0 sB
 . (5.8)
Damit kann man die Wurzel der Determinante von Gab angeben:
G =
R2 sin θ√
1− kRR2
. (5.9)
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Dabei ha¨ngt R2 sin θ mit der Wahl von Kugelkoordinaten zusammen und taucht in
der NT ebenso auf. Den Unterschied, der allein auf die Raumkru¨mmung in der ART
zuru¨ckzufu¨hren ist macht also der Faktor
√
1− kRR2 aus. Mit Gl. (4.41) gilt fu¨r kR:
kRR
2 =
8piG
R
∫ R
0
%0R˜
2 dR˜−R2s˙2B(t0). (5.10)
Mit einem Einstein-De-Sitter-Hintergrund (5.1) sowie der Definition des Dichtekon-
trastes δ = %/%H − 1 erha¨lt man:
8piG
R
∫ R
0
%0R˜
2 dR˜ =
3H20
R
∫ R
0
(1 + δ0)R˜
2 dR˜
= H20R
2
(
1 +
3
R3
∫ R
0
δ0R˜
2 dR˜
)
. (5.11)
Als Mittel u¨ber den Eulerschen, flachen Raum aufgefasst, kann man den letzten Term
auch schreiben als:
3
R3
∫ R
0
δ0R˜
2 dR˜. = 〈δ0〉B. (5.12)
Die Zeitableitung des anfa¨nglichen Oberfla¨chenskalenfaktors s˙2B(t0) kann man im
Prinzip unabha¨ngig von der Dichte wa¨hlen, bewegt man sich dagegen im Rahmen
realistischer Anfangsbedingungen bezu¨glich des Standardmodells, so ist ein Zusam-
menhang mit dem Dichtekontrast gema¨ß Gl. (5.4) anzunehmen:
R2s˙2B(t0) = H
2
0R
2
(
1− 1
3
〈I〉B
)2
(5.13)
Die Zeld’ovich-Na¨herung impliziert I = −δ0. Damit kann man den Faktor kRR2
als Funktion des gemittelten Dichtekontrastes 〈δ0〉B und der Hubble-Funktion des
Hintergrundes zur Zeit t0 schreiben:
kRR
2 = H20R
2
0
(
1
3
〈δ0〉B + 1
9
〈δ0〉2B
)
. (5.14)
Bei einem Einstein-De-Sitter-Modell gilt H20 = H
2
h(1+z0)
3. Dabei bezeichnet Hh den
Wert der Hubble-Funktion zum heutigen Zeitpunkt, z0 ist die Rotverschiebung. Wir
haben c = 1 gesetzt. Da kRR
2 dimensionslos sein muss, gilt in Einheiten mit c 6= 1:
kRR
2 =
H2hR
2
0(1 + z0)
3
c2
(
1
3
〈δ0〉B + 1
9
〈δ0〉2B
)
. (5.15)
Gema¨ß den Modellannahmen gilt Hh = 50km s
−1Mpc−1 und z0 = 200. Den Wert des
gemittelten Dichtekontrastes werden wir im na¨chsten Abschnitt berechnen. Maximal
werden wir dann eine 3-σ Abweichung von dem als statistische Zufallsgro¨ße aufgefas-
sten Raummittel der Dichtefluktuation betrachten. Fu¨r 1-σ und 2-σ Abweichungen
sind geringere relativistische Effekte zu erwarten.
92
Fu¨r die kleinste von uns gewa¨hlte Raumdoma¨ne mit einem anfa¨nglichen Radius
von 0.025Mpc betra¨gt die 3-σ Abweichung des u¨ber diesen Raumbereich gemittelten
Dichtekontrastes 39× 10−3. Damit kann man einen Wert fu¨r kRR2 angeben:
kRR
2 = 1.859× 10−6. (5.16)
Fu¨r die gro¨ßte von uns gewa¨hlte Doma¨ne mit einem anfa¨nglichen Radius von 5Mpc
betra¨gt die 3-σ Abweichung des u¨ber die Doma¨ne gemittelten Dichtekontrastes 0.01×
10−3. In diesem Fall erha¨lt man die Gro¨ßenordnung:
kRR
2 = 5.647× 10−5. (5.17)
Damit kann man abscha¨tzen, um wieviel sich Mittelwerte in der ART und in der NT
im Rahmen unserer Modellannahmen unterscheiden. Mit der Tolman-Bondi Metrik
gilt:
〈ψ〉BK =
4pi
VBK
∫ R
0
ψ√
1− kRR˜2
R˜2 dR˜
≈ 4pi
VBK
∫ R
0
ψ R˜2 dR˜ +
4pi
2VBK
∫ R
0
(kRR˜
2)ψ R˜2 dR˜, (5.18)
falls kRR
2 << 1 gilt. Dann kann man den Faktor 1
VBK
na¨hern mit:
1
VBK
≈
(
4pi
∫ R
0
R˜2 dR˜ +
4pi
2
∫ R
0
(kRR˜
2)R˜2 dR˜
)−1
=
1
VBE
(
1 +
3
2R3
∫ R
0
(kRR˜
2)R˜2 dR˜
)−1
≈ 1
VBE
(
1− 3
2R3
∫ R
0
(kRR˜
2)R˜2 dR˜
)
. (5.19)
Gl.(5.19) ingesetzt in Gl.(5.18) ergibt:
〈ψ〉BK ≈ 〈ψ〉BE +
4pi
2VBE
∫ R
0
(kRR˜
2)ψ R˜2 dR˜
− 3〈ψ〉BE
2R3
∫ R
0
(kRR˜
2)R˜2 dR˜. (5.20)
Falls (kRR
2) > 0 und ψ > 0 so gilt mit (kRR
2)min: Minimum der Funktion (kRR
2)
im Intervall [0, R], (kRR
2)max: Maximum der Funktion (kRR
2) im Intervall [0, R], die
Ungleichung:
4pi
2VBE
∫ R
0
(kRR˜
2)ψ R˜2 dR˜− 3〈ψ〉BE
2R3
∫ R
0
(kRR˜
2)R˜2 dR˜
≤ 〈ψ〉BE
2
((kRR
2)max − (kRR2)min) ≤ 〈ψ〉BE
2
(kRR
2)max. (5.21)
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Damit erha¨lt man eine Abscha¨tzung von der Gro¨ßenordnung der Abweichung des
Mittelwertes u¨ber eine gekru¨mmte Doma¨ne vomMittelwert u¨ber einen flachen Raum-
bereich:
〈ψ〉BK ≈ 〈ψ〉BE +
(kRR
2)max
2
〈ψ〉BE . (5.22)
Die Berechnung von (kRR
2) legt nahe, dass (kRR
2) eine wachsende Funktion von
R ist. Damit sind die Unterschiede in den Mittelwerten um so gro¨ßer, je gro¨ßer die
Doma¨ne gewa¨hlt wird. Im na¨chsten Abschnitt benutzen wir als gro¨ßten Anfangsra-
dius 5Mpc. Fu¨r eine solche Doma¨ne gilt mit Gl.(5.17):
〈ψ〉BK ≈ 〈ψ〉BE + 2.8× 10−5〈ψ〉BE . (5.23)
Bei kleineren Raumbereichen werden die Unterschiede noch geringer ausfallen. Daher
kann man bei der Bildung großra¨umiger Strukturen als gute Na¨herung die Mittelung
u¨ber eine Eulersche Raumdoma¨ne verwenden. Der folgende Abschnitt benutzt diese
Vereinfachung.
5.2 Verhalten des Skalenfaktors inhomogener
Doma¨nen
Leitet man die Anfangswerte fu¨r die Triaden in gleicher Weise aus den Dichtefluktua-
tionen ab wie in der NT, was unsere Analogiebetrachtung nahelegt, so besteht der
einzige Unterschied bei den Mittelwerten in der ART und in der NT in der Anfangs-
metrik, die in der ART einen gekru¨mmten, in der NT einen flachen dreidimensionalen
Raum beschreibt. Wie die Abscha¨tzung im letzten Abschnitt zeigt, sind die quan-
titativen Unterschiede bei den Mittelwerten in den hier betrachteten Fa¨llen jedoch
so gering, dass wir in guter Na¨herung mit dem Newtonschen Begriffsbild arbeiten
ko¨nnen.
Als Berechnungsgrundlage dient uns die verallgemeinerte Friedmann-Gleichung (2.58),
wobei der Ru¨ckwirkungsterm in gena¨herter Form gema¨ß Gleichung (3.81) eingesetzt
wird. Diese Differentialgleichung wird numerisch gelo¨st, wobei die Anfangsbedingun-
gen in Appendix A.1 festgelegt werden. Als Hintergrund wa¨hlen wir ein Einstein-De-
Sitter-Modell.
Subtrahiert man die Friedmann-Gleichung fu¨r ein Einstein-De-Sitter-Modell 3 a¨
a
+
4piG%H = 0 von Gleichung (3.81) und benutzt %H =
3H2
8piG
, so erha¨lt man die folgende
Differentialgleichung fu¨r aD(t):
3
(
a¨D
aD
− a¨
a
)
+
3
2
(
a˙
a
)2
〈δ〉D = QD , (5.24)
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mit 〈δ〉D = (〈%〉D − %H)/%H als u¨ber die Doma¨ne gemittelter Dichtekontrast. Setzt
man QD = 0 und 〈δ〉D = 0 so zeigt die Gleichung lediglich, dass der Skalenfaktor der
Doma¨ne fu¨r alle Zeiten dem Skalenfaktor des Hintergrundmodells entspricht, aD = a.
Verschwindet der Ru¨ckwirkungsterm QD = 0 wie bei spha¨rischer Symmetrie in der
NT (Abschnitt 4.1.1), so entspricht obige Gleichung einer Friedmann-Gleichung, de-
ren Dichteterm jedoch von dem des Hintergrundmodelles abweicht und so der U¨ber-
dichte oder Unterdichte auf der Doma¨ne Rechnung tra¨gt. Dieses Modell ist auch
unter dem Namen Top-Hat-Modell bekannt [59]. Unser Modell kann damit auch als
Erweiterung dieses Modells verstanden werden, bei dem nicht nur die Gesamtmasse
der Doma¨ne zu deren dynamischem Verhalten beitra¨gt, sondern auch Einflu¨sse von
lokaler Scherung und Expansion Beru¨cksichtigung finden. A¨hnliche Erweiterungen
des Top-Hat-Modells findet man bei Engineer et. al. [36]. Ihr Hauptinteresse rich-
tet sich jedoch auf eine verbesserte Beschreibung des Virialisierungsprozesses und
anderer Clusterbildungsszenarien.
Um obige Differentialgleichung zu lo¨sen, legen wir die Anfangsbedingungen in Bezug
auf das Hintergrundmodell gema¨ß Abschnitt (5.1) fest. Zur numerischen Integration
von Gleichung (5.24) benutzen wir ein Runge-Kutta-Verfahren aus Press et al. [60].
Identische Resultate werden mit dem NDSOLVE Programm von MATHEMATICA
erreicht.
5.2.1 Anfangsbedingungen
In Abschnitt 2.4.2 ist es uns gelungen, den Ru¨ckwirkungsterm als Funktion der An-
fangswerte 〈I0〉D0 , 〈II0〉D0 , 〈III0〉D0 und der Zeitfunktionen a(t), ξ(t) zu schreiben. Im
Appendix A wird der Zusammenhang zwischen diesen Gro¨ßen und dem anfa¨nglichen
Powerspektrum im Detail behandelt. Wir bestimmen die gemittelten Invarianten bei
einer Rotverschiebung von z = 200. Ein zu fru¨her Startzeitpunkt fu¨r unsere Be-
rechnungen wa¨re ungu¨nstig, da die Annahmen des Staubmodelles dann noch nicht
zutreffen und das Powerspektrum seine Form aufgrund nichtgravitativer Einflu¨sse si-
gnifikant a¨ndert [10]. Im Einstein-De-Sitter-Hintergrund mitschwimmende Doma¨nen
haben zu diesem Zeitpunkt erst den 200sten Teil ihres heutigen Volumens erreicht.
U¨ber Galaxienkataloge versucht man zum heutigen Zeitpunkt, mit Hilfe statistischer
Methoden, die Skala zu ermitteln, bei der ein U¨bergang zu Homogenita¨t und Isotro-
pie in der Materieverteilung beobachtbar ist. Unser Interesse gilt speziell Doma¨nen,
deren Gro¨ße heute als groß genug betrachtet werden, um das Friedmann-Modell an-
zuwenden, bei denen man also glaubt, bereits den U¨bergang zur homogenen Mate-
rieverteilung zu beobachten. Wir wa¨hlen als Anfangsdoma¨ne eine Kugel BR mit dem
Radius R und nehmen ein Gaußsches Anfangsdichtefeld mit einem Kalte-Dunkle-
Materie (CDM) Powerspektrum an. Aus ihm lassen sich dann die Erwartungswerte
(Ensemble-Mittel) der im Ru¨ckwirkungsterm (mit Zel’dovich gena¨hert) auftretenden
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Tabelle 5.1: Dargestellt sind die gemittelten Massenfluktuationsterme σI0(R),σII0(R),
und σIII0(R) fu¨r eine Anfangsdoma¨ne mit dem Radius R, berechnet mit einem CDM–
Powerspektrum. In der ersten Zeile sind mit aR die Radien angegeben, die unsere
Anfangsdoma¨nen zum heutigen Zeitpunkt im Einstein-De-Sitter-Modell ha¨tten.
aR [Mpc] 5 16 50 100 251 503 1005
R [Mpc] 0.025 0.08 0.25 0.5 1.25 2.5 5
σI0 ×103 13 5.0 1.4 0.51 0.13 0.03 0.01
σII0 ×106 90 20 2 0.4 0.07 0.02 0.004
σIII0 ×1012 81000 4600 100 5 0.08 0.001 0.00004
Anfangsgro¨ßen ausrechnen. Fu¨r ein Gaußsches Dichtefeld erha¨lt man:
E [〈I0〉B] = E [〈II0〉B] = E [〈III0〉B] = 0. (5.25)
Fu¨r eine einzelne Doma¨ne, z.B. unsere lokale Umgebung, ko¨nnen die Invarianten sehr
wohl positive und negative Werte annehmen, die um ihren Erwartungswert fluktu-
ieren. Wir werden 1-σ 2-σ und 3-σ-Abweichungen vom Erwartungswert, berechnet
u¨ber die Varianz σ2I (R) = E [〈I0〉2B], bei der Berechnung der Zeitentwicklung des Ska-
lenfaktors in Betracht ziehen. Die so gewonnenen Anfangswerte ha¨ngen damit vom
Powerspektrum und von der Form, sowie der Gro¨ße der Doma¨ne ab. Tabelle 5.1 zeigt
einige Werte fu¨r spha¨rische Anfangsdoma¨nen verschiedener Radien, wie sie in Appen-
dix A.1 mit dem Standard-CDM-Modell berechnet werden. Wir ko¨nnen außerdem
zeigen, dass die gemittelten Invarianten, mit der Annahme eines Gaußschen An-
fangsdichtefeldes, statistisch unabha¨ngige Gro¨ßen darstellen und damit unabha¨ngig
voneinander festgelegt werden ko¨nnen.
5.2.2 Ebener und Spha¨rischer Kollaps
Fu¨r den spha¨rischen Fall wurde bereits in Abschnitt 4.1.1 gezeigt, dass der Ru¨ck-
wirkungsterm in der NT verschwindet. In ebener Symmetrie ist die Zel’dovich-Na¨he-
rung exakt (Abschnitt 2.4.3). Damit hat man bereits zwei Referenzfa¨lle, bei denen
die Gleichung (5.24), mit QD in der Zel’dovich-Na¨herung, keine gena¨herten Terme
entha¨lt, was bedeutet, dass eine Lo¨sung dieser Gleichung eine exakte Lo¨sung dar-
stellt. Die beiden Fa¨lle werden wir jetzt vergleichen, indem wir Gleichung (5.24) nu-
merisch fu¨r einen Einstein-De-Sitter-Hintergrund (a(t) = (t/t0)
2/3, ξ(t) = a(t) − 1)
integrieren. Ebener Kollaps bedeutet: 〈II〉D0 = 0 und 〈III〉D0 = 0. Fu¨r 〈I〉D0 wird
der Wert der mittleren Abweichung vom Erwartungswert eingesetzt, berechnet fu¨r
spha¨rische Anfangsdoma¨nen mit den Radien R ∈ {0.025, 0.08, 0.25, 0.5}Mpc. // (Im
96
Abbildung 5.1: Die Kurven zeigen den Skalenfaktor aD als Funktion der Zeit
beim spha¨rischen Kollaps (gepunktet) und beim ebenen Kollaps (durchgezogen)
mit 〈I〉D0 ∈ {−13,−5.0,−1.4,−0.51, 0.51, 1.4, 5.0, 13} × 10−3 von unten nach oben.
Diese Werte sind fu¨r spha¨rische Doma¨nen bei einer Abweichung von 1–σ vom
Ensemble-Mittel berechnet, deren heutiger Radius im Einstein-De-Sitter-Modell
a(t0)R ∈ {5, 16, 50, 100}Mpc betragen wu¨rde. (siehe Tabelle 5.1). Die gestrichelte
Linie zeigt die Entwicklung des Skalenfaktors im Hintergrundmodell.
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Einstein-De-Sitter-Standardmodell ha¨tten solche Spha¨ren heute die Radien: a(th)R ∈
{5, 16, 50, 100}Mpc) (siehe Tab. 5.1).
Spha¨rischer Kollaps bedeutet: QD = 0 und 〈δ〉D 6= 0, was exakt dem altbekann-
ten Top-Hat-Modell entspricht [59]. Die Gro¨ße der Anfangsdoma¨nen wird wie beim
ebenen Kollaps festgelegt.
In Abbildung 5.1 erkennt man, dass die Entwicklung des Skalenfaktors aD fu¨r Doma¨nen
mit dem Anfangsradius R = 0.25Mpc stark von der Hintergrundexpansion abweicht.
Wa¨hlt man kleinere Anfangsdoma¨nen, so wird die Abweichung sogar noch gro¨ßer
ausfallen. Dabei zeigt sich, dass im zweidimensionalen Fall die Doma¨ne schneller
kollabiert als im spha¨risch symmetrischen Fall. Dies ist in Analogie zum “Pancake-
Kollaps” zu sehen. Fu¨r Raumbereiche die heute im Bereich von 50 oder mehr Me-
gaparsec liegen, ist dieser Effekt weniger dramatisch, obwohl die Abweichungen vom
Hintergrund bereits signifikant sichtbar werden. Dieses Verhalten ist sowohl bei u¨ber-
dichten, als auch bei unterdichten Regionen zu beobachten. Die Resultate sind in
U¨bereinstimmung mit fru¨heren Ergebnissen aus der Lagrangeschen Sto¨rungstheorie
[3, 56, 7, 22, 44].
5.2.3 Unsymmetrische Anfangsbedingungen
Das Verhalten des Skalenfaktors aD wird interessanter, wenn man u¨ber die exakte
Lo¨sung hinausgeht und der zweiten und dritten Invarianten einen von Null verschie-
denen Wert zuweist. Wie oben so wird auch hier von einer Spha¨re als Anfangsdoma¨ne
ausgegangen. Dichteinhomogenita¨ten in der Spha¨re unterliegen jedoch keinen Ein-
schra¨nkungen durch Symmetrieannahmen. Um die Unterschiede deutlicher zu ma-
chen, setzen wir jetzt 〈I〉D0 = 0. Damit betrachten wir eine Doma¨ne mit einer mittle-
ren Dichte, die der Hintergrunddichte zum Anfangszeitpunkt entspricht. Der Effekt
einer nichtverschwindenden zweiten Invarianten wird in Abbildung 5.2 dargestellt.
Schon bei Raumbereichen mit einem anfa¨nglichen Radius von nur R = 0.25Mpc
(dieser Raumbereich wa¨re im Einstein-De-Sitter-Modell auf 50Mpc bis heute expan-
diert), sind deutliche Abweichungen vom Hintergrundmodell zu erkennen. Obwohl
wir Doma¨nen ohne anfa¨ngliche U¨berdichte betrachten, die aufgrund der konserva-
tiv gewa¨hlten 1-σ Abweichung vom Ensemble-Mittel ha¨ufig im Kosmos vorkommen
sollten, kollabieren in unserem Modell bereits solche Doma¨nen, die im Einstein-De-
Sitter-Modell bis zum heutigen Zeitpunkt auf ≈ 16Mpc Radius angewachsen wa¨ren.
Verglichen mit der ersten und zweiten Invarianten ist der Effekt der dritten Invarian-
ten klein (in der betrachteten Zeitspanne). Um das zu zeigen, wa¨hlen wir Raumberei-
che aus, bei denen 〈I〉D0 = 〈II〉D0 = 0 gilt. Die Werte von 〈III〉D0 werden, bei einer 1-
σ-Abweichung vom Ensemble-Mittel fu¨r spha¨rische Anfangsdoma¨nen berechnet. Bei
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Abbildung 5.2: Die Kurven zeigen die Entwicklung des Skalenfaktors aD(t) fu¨r die An-
fangsbedingungen 〈I0〉B = 〈III0〉B = 0 und 〈II0〉B ∈ {−90,−20,−2, 2, 20, 90} × 10−6
als durchgezogene Linien von unten nach oben. Diese Werte sind, bei einer 1-σ-
Abweichung vom Ensemblemittel, fu¨r spha¨rische Anfangsdoma¨nen berechnet, de-
ren Radien sich im Einstein-De-Sitter-Modell bis heute auf{5,16,50}Mpc ausgedehnt
ha¨tten (see Table 5.1). Die gestrichelte Linie zeigt die Entwicklung des Skalenfaktors
im Hintergrundmodell.
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Abbildung 5.3: Die Kurven zeigen die Entwicklung des Skalenfaktors aD(t) fu¨r die
Anfangsbedingungen 〈I0〉B = 〈II0〉B = 0 und 〈III0〉B ∈ {−81,−4.6, 4.6, 81} × 10−15
als durchgezogene Linien von unten nach oben. Diese Werte sind, bei einer 1-σ-
Abweichung vom Ensemblemittel, fu¨r spha¨rische Anfangsdoma¨nen berechnet, deren
Radien sich im Einstein-De-Sitter-Modell bis heute auf {5,16}Mpc ausgedehnt ha¨tten
(see Table 5.1). Die gestrichelte Linie zeigt die Entwicklung des Skalenfaktors im
Hintergrundmodell.
einem Anfangsradius von 0.25Mpc (dieser Raumbereich wa¨re im Einstein-De-Sitter-
Modell auf 5Mpc bis heute expandiert), wird eine Abweichung vom Hintergrund-
modell sichtbar (Abbildung 5.3). Fu¨r Raumbereiche der Anfangsradien 0.08Mpc ist
der Effekt bereits klein und kann auf gro¨ßeren Skalen ganz vernachla¨ssigt werden.
Bis jetzt haben wir nur solche Raumbereiche betrachte, die entsprechend einer 1-σ-
Abweichung ha¨ufig im Kosmos auftreten sollten. Inhomogenes Verhalten des Raum-
bereichs wird aber sowohl durch verkleinern der Anfangsdoma¨ne, als auch durch
versta¨rkte Abweichung vom Ensemble-Mittel erreicht. Um diesen Effekt na¨her zu
untersuchen, nehmen wir jetzt 2-σ und 3-σ-Abweichungen vom Ensemble-Mittel an.
Wie in Abbildung 5.4 zu erkennen ist, ko¨nnen in diesem Fall sogar Raumbereiche
bereits kollabiert sein, deren Radien sich im Einstein-De-Sitter-Modell bis heute auf
50Mpc ausgedehnt ha¨tten. Mit unserem Ansatz nimmt man bereits an, dass der
Ru¨ckwirkungsterm auf großen Skalen einen zu vernachla¨ssigenden Beitrag liefert.
Daher stimmt die Entwicklung des Skalenfaktors beim U¨bergang zu gro¨ßeren Ska-
len immer mehr mit der Entwicklung im Friedmann-Modell u¨berein (siehe Abbil-
dung 5.5). Trotzdem kann man fu¨r Raumbereiche, deren Radien sich im Einstein-
De-Sitter-Modell bis heute auf 100Mpc gedehnt ha¨tten, eine bis zu 15%ige Ab-
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Abbildung 5.4: Die Kurven zeigen die Entwicklung des Skalenfaktors aD(t) fu¨r spha¨ri-
sche Doma¨nen, deren Radien sich im Einstein-De-Sitter-Modell bis heute auf 50Mpc
ausgedehnt ha¨tten (see Table 5.1). Wir nehmen 1-σ (gepunktete), 2-σ (kurzgestri-
chelt) und 3-σ (langgestrichelt) Abweichungen der gemittelten Invarianten 〈I0〉B,
〈II0〉B und 〈III0〉B an (siehe Tabelle 5.1). Die gezeigten Entwicklungen sind mit
〈I0〉B < 0, 〈II0〉B < 0 ,〈III0〉B < 0 (u¨berdicht) und 〈I0〉B > 0, 〈II0〉B > 0 ,〈III0〉B > 0
(unterdicht) gewonnen. Die gestrichelte Linie zeigt die Entwicklung des Skalenfaktors
im Hintergrundmodell.
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Abbildung 5.5: Die Kurven zeigen die Entwicklung des Skalenfaktors aD(t) fu¨r
Doma¨nen, deren Radien sich im Einstein-De-Sitter-Modell bis heute auf 100Mpc
(obere Abbildung) und 250Mpc (untere Abbildung) ausgedehnt ha¨tten (siehe Tabel-
le 5.1). Ansonsten wurden die Konventionen aus Abbildung 5.4 benutzt.
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weichung vom Friedmann-Modell beobachten, wenn man eine 3-σ-Abweichung vom
Ensemble-Mittelwert der Invarianten annimmt. Das Volumen eines solchen Raumbe-
reichs entspra¨che einer Box mit ≈ 160Mpc Seitenla¨nge. Das entspricht einer Gro¨ße,
die ha¨ufig in N -Ko¨rper Rechnungen benutzt wird. Bei Raumbereichen, deren Radien
sich im Einstein-De-Sitter-Modell bis heute auf 250Mpc gedehnt ha¨tten, stellt man
immer noch eine 3%ige Abweichung vom Friedmann-Modell fest, wenn man eine 3-
σ-Abweichung vom Ensemble-Mittelwert der Invarianten annimmt. In den na¨chsten
Abschnitten werden wir feststellen, dass der Einfluss auf den Bremsparameter und
den Hubbleparameter deutlicher ausfa¨llt, da diese Parameter die Zeitableitungen von
aD enthalten.
5.2.4 Vergleich mit der linearen Eulerschen Na¨herung
Wir berechnen die Zeitentwicklung von aD, indem wir den Ru¨ckwirkungsterm in der
linearen Na¨herung (Gleichung 2.75) in die Entwicklungsgleichung fu¨r den Skalenfak-
tor (Gleichung 5.24) einsetzen und numerisch lo¨sen. In Abbildung 5.6 vergleichen wir
die Entwicklung des Skalenfaktors in der Zel’dovich-Na¨herung mit der Entwicklung in
Eulerscher linearer Na¨herung. Obwohl wir 3-σ-Abweichungen in den Anfangsbedin-
gungen annehmen, wird die Entwicklung unterdichter Raumbereiche, deren heutige
Radien im Einstein-De-Sitter-Modell mehr als 50Mpc betragen wu¨rden, schon sehr
gut durch die Eulersche lineare Na¨herung beschrieben. Bei u¨berdichten Doma¨nen ist
die U¨bereinstimmung schlechter. Bei kollabierenden Doma¨nen stellt man bei u¨ber-
dichten Raumbereichen, deren heutige Radien im Einstein-De-Sitter-Modell weniger
als 100Mpc betragen wu¨rden, große Unterschiede fest. Hier scheint die Eulersche
lineare Theorie fehlzuschlagen. Zu bemerken ist, dass dieses Verhalten mit der Mit-
tellung zusammenha¨ngt. Lineare Theorie macht keine korrekten Aussagen daru¨ber,
wohin sich die Massenelemente bewegen. Dies hat ein Vergleichstest mit Lagrange-
scher Sto¨rungsrechnung und N–Ko¨rper Rechnungen gezeigt [54].
5.3 Kosmologische Parameter im Vergleich
Nicht nur die Entwicklung des Skalenfaktors sondern auch die abgeleiteten Gro¨ßen
wie der Hubble-ParameterHD = a˙D/aD und der Bremsparameter qD = −(a¨D/aD)/H2D
sind von speziellem Interesse. Zusa¨tzlich wurden in den Abschnitten (2.3.4, 3.3.3)
kosmologische Parameter definiert, die im Grenzfall einer homogen-isotropen Mate-
rieverteilung die bei Friedmann-Modellen u¨blichen Parameter ergeben. Weichen diese
regional definierten Parameter stark von denen des Hintergrundmodells ab, so ist es
nicht mo¨glich, durch Mittelung die Parameter des Hintergrundes zu ermitteln.
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Abbildung 5.6: Entwicklung des Skalenfaktors aD fu¨r 3-σ-Abweichungen vom
Ensemble-Mittel wie auch bei Abbildung 5.5. Die Kurven zeigen die Entwicklung
u¨berdichter Doma¨nen, deren heutige Radien im Einstein-De-Sitter-Modell a(t0)R ∈
{50, 100, 250}Mpc betragen wu¨rden, sowie unterdichter Doma¨nen, deren heutige Ra-
dien im Einstein-De-Sitter-Modell a(t0)R ∈ {250, 100, 50}Mpc betragen wu¨rden, in
der angefu¨hrten Reihenfolge von unten nach oben. Die Entwicklung von aZD wird
durch die durchgezogene Linie dargestellt, die Entwicklung von alinD durch die ge-
punktete Linie. Die gestrichelte Linie zeigt die Entwicklung des Skalenfaktors im
Hintergrundmodell.
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Abbildung 5.7: Entwicklung des Hubble-Parameters HD fu¨r eine spha¨rische An-
fangsdoma¨ne, deren heutiger Radius im Einstein-De-Sitter-Modell 100Mpc betra-
gen wu¨rde. U¨berdichte Doma¨nen zeigen ein kleineres HD als im Einstein-De-Sitter-
Universum (durchgezogene Linie), unterdichte ein gro¨ßeres HD. Im u¨brigen gelten
die Angaben von Abbildung 5.4.
5.3.1 Entwicklung des Hubble- und Bremsparameters
In Abbildung 5.7 erkennt man, dass eine Abweichung von 20% im Hubble-Parameter
HD in einer Doma¨ne, deren heutiger Radius im Einstein-De-Sitter-Modell 100Mpc
betragen wu¨rde (bei 3-σ Abweichung) zum heutigen Zeitpunkt im Bereich des Mo¨gli-
chen liegt. Bei einer Doma¨ne, deren heutiger Radius im Einstein-De-Sitter-Modell
250Mpc betragen wu¨rde, ist eine Abweichung von 3% wahrscheinlich. Das stimmt mit
den Resultaten von Wu et al. [70] fu¨r ein regional unterdichtes Universum u¨berein.
(siehe auch [57], [67]). Beim Bremsparameter fa¨llt die Abweichung deutlich sta¨rker
aus (Abbildung 5.8). In einer 3-sigma Doma¨ne, deren heutiger Radius im Einstein-
De-Sitter-Modell 100Mpc betragen wu¨rde, stellt man im Bremsparameter Abwei-
chungen von u¨ber 200% vom Einstein-De-Sitter-Universum fest. Bei einer Doma¨ne,
deren heutiger Radius im Einstein-De-Sitter-Modell 250Mpc betragen wu¨rde, ist ei-
ne Abweichung von 15% mo¨glich. Man stelle sich vor, dass unser lokales Universum
einen unterdichten Teil des Kosmos darstellt (wie er aus einer Anfangsdoma¨ne mit
0.5-σ-Abweichungen der Anfangswerte von ihren Ensemble-Mitteln hervorgeht). In
diesem Teil des Kosmos ko¨nnen, durch Dichteinhomogenita¨ten mit kleiner Amplitude
zusa¨tzlich lokale Scherungen auftreten, die der durch die Unterdichte bedingten Ex-
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Abbildung 5.8: Zeitentwicklung des Bremsparameters qD(t) fu¨r eine spha¨rische An-
fangsdoma¨ne, deren heutiger Radius im Einstein-De-Sitter-Modell 100Mpc betragen
wu¨rde. U¨berdichte Doma¨nen zeigen ein gro¨ßeres qD(t) als im Einstein-De-Sitter-
Universum (durchgezogene Linie), unterdichte ein geringeres qD(t). Im u¨brigen gelten
die Angaben von Abbildung 5.4.
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Abbildung 5.9: Zeitentwicklung des regionalen Bremsparameters qD(t) fu¨r eine
spha¨rische Anfangsdoma¨ne, deren heutiger Radius im Einstein-De-Sitter Modell
100Mpc betragen wu¨rde. Als Anfangsbedingungen wird fu¨r 〈I0〉B eine 0.5–σ, fu¨r
〈II0〉B und 〈III0〉B eine 3–σ Abweichung vom jeweiligen Ensemblemittelwert gewa¨hlt,
〈III0〉B und 〈II0〉B haben das entgegengesetzte Vorzeichen wie 〈I0〉B. Die anfa¨nglich
beschleunigt expandierende, unterdichte Region (〈I0〉B > 0 bremst letztlich ab (ge-
punktet), wa¨hrend die anfa¨nglich u¨berdichte Region (gestrichelt) eine beschleunigte
Expansion zu einem spa¨ten Zeitpunkt zeigt.
pansion entgegenwirken (wir nehmen weiter an, dass die lokale Scherung in unserem
Raumbereich in einer Abweichung von 〈II0〉B um 3-σ von ihrem Erwartungswert zum
Ausdruck kommt). Eine solche Doma¨ne, in der die Unterdichte “gegen” kleinskalige-
re Dichtefluktuationen arbeitet, zeigt verschiedene Entwicklungsstadien (Abbildung
5.9). Eine anfa¨nglich unterdichte Region kann so in einem spa¨teren Entwicklungssta-
dium eine verlangsamte Expansion zeigen.
5.3.2 Zeitentwicklung der Kosmologischen Parameter
Ein Großteil der in der Kosmologie ta¨tigen Forscher ist heute damit bescha¨ftigt,
die Kosmologischen Parameter des Friedmann-Modells zu bestimmen. Daher ist es
interessant, sich die Zeitentwicklung von analog definierten Parametern in unserem
inhomogenen Modell anzuschauen (siehe Abschnitt 2.3.4). Natu¨rlich muss man einen
zusa¨tzlichen Parameter, den sogenannten Ru¨ckwirkungsparameter ΩDQ in unserem
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Modell einfu¨hren. Kennt man die Zeitentwicklung von aD fu¨r gegebene Anfangsbe-
dingungen, so kann man die Zeitentwicklung von ΩDm, Ω
D
k und Ω
D
Q bestimmen. Wir
fordern als Randbedingung, dass die globale Entwicklung einem Einstein-De-Sitter-
Modell folgt mit ΩΛ = 0 = Ω
D
Λ und auf der gro¨ßten Skala Ωk = 0. Wie im Folgenden
gezeigt wird, kann die Zeitentwicklung der lokalen kosmologischen Parameter stark
von ihren Hintergrundwerten abweichen, auch wenn der Ru¨ckwirkungsterm selbst
klein ist. Fu¨r den Dichte- und Kru¨mmungsparameter gilt:
ΩDm(t) =
H2(t0)− (1− 〈I0〉D0)
a˙D(t)2aD(t)
,
ΩDk (t) = −
kD
a˙D(t)2
, (5.26)
mit kD = (ΩDm(t0)−1)a˙D(t0)2. Die Zeitentwicklung von ΩDQ ist durch Gleichung (3.64)
gegeben.
Fu¨r eine homogen-isotrope Materieverteilung kann man ΩDk im Newtonschen Sinne
mit der Gesamtenergie innerhalb der Doma¨ne in Verbindung bringen. Dies ist in
unserem allgemeineren Falle nicht mo¨glich. Hier ist kD lediglich eine Integrations-
konstante, die durch die Anfangsbedingungen gegeben ist.
Bemerkenswert ist, dass obwohl ΩDQ fu¨r eine unterdichte Doma¨ne vernachla¨ssigbar
sein mag ( Abbildung 5.10), große Abweichungen in den anderen Parametern von
denen des Friedmann-Modells auftreten. Fu¨r eine kollabierende Doma¨ne, deren heu-
tiger Radius im Einstein-De-Sitter-Modell 100Mpc betragen wu¨rde, kann der lokale
Massendichteparameter sogar um mehr als 100% vom Massendichteparameter des
Hintergrundmodells abweichen (Abbildung 5.11).
108
Abbildung 5.10: Entwicklung der kosmologischen Parameter ΩDm (durchgezogen), Ω
D
k
(kurzgestrichelt) und ΩDQ (langgestrichelt) in einer expandierenden (unterdichten)
Doma¨ne mit einem anfa¨nglichen Radius von 0.5Mpc (heutiger Radius im Einstein-
De-Sitter-Modell: 100Mpc). Die gepunktete Linie bezeichnet ΩDm+Ω
D
k +Ω
D
Q. Bei der
linken Abbildung werden 1-σ Abweichungen, bei der rechten 3-σ Abweichungen in
den Anfangsbedingungen benutzt. Die Entwicklung des Skalenfaktors unter diesen
Bedingungen zeigt Abbildung 5.5.
Abbildung 5.11: Die Entwicklung der Gro¨ßen aus Abbildung 5.10, jetzt fu¨r kollabie-
rende Doma¨nen.
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Anhang A
Anfangsbedingungen
A.1 Beziehung des Dichtekontrastes zum Skalar-
feld ψ
In Abschnitt 2.4.2 ist es uns gelungen, den Ru¨ckwirkungsterm als Funktion der An-
fangswerte 〈I0〉D0 , 〈II0〉D0 , 〈III0〉D0 und der Zeitfunktionen a(t), ξ(t) zu schreiben. Es
sind die Invarianten des Tensors ψ|ij, wobei ∇0ψ im Zel’dovich-Ansatz auftaucht.
Um von einem, im Fru¨hstadiun der Strukturbildung gegebenen, Powerspektrum fu¨r
Dichtefluktuationen ausgehen zu ko¨nnen, beno¨tigen wir eine Relation zwischen ψ
und dem anfa¨nglichen Dichtekontrast δ0(X) = (%(X, t0) − %H(t0))/%H(t0). Dieser
Zusammenhang ergibt sich u¨ber die Pekuliargeschwindigkeit zum Anfangszeitpunkt.
mit Gleichung (2.51) gilt:
∇u(X, t0) = −a˙(t0)δ(X, t0) . (A.1)
Nimmt man ein nichtrotierendes Anfangspekuliargeschwindigkeitsfeld an, so kann
man dieses allein aus seinen Quellen bestimmen.
u(X, t0) =
∫
R3
d3k θ˜u(k, t0)
k
ik2
eik·X
= −a˙(t0)
∫
R3
d3k δ˜u(k, t0)
k
ik2
eik·X, (A.2)
mit k = |k| und der Fouriertransformierten A˜(k) eines Feldes A(q):
A˜(k) = 1
(2pi)3
∫
R3
d3q A(X)e−ik·X. (A.3)
111
Der Zusammenhang mit dem skalaren Feld ψ ergibt sich fu¨r einen Einstein-de-Sitter-
Hintergrund zu ψ|ij = a˙(t0)ui|j(X, t0). Mit Gleichung (A.2) kann man die Invarianten
von ψ|ij als Funktion des Dichtekontrastes berechnen.
A.2 Die gemittelten Invarianten
Um die Rechnung zu vereinfachen, benutzen wir spha¨rische Anfangsdoma¨nen BR mit
dem Radius R. Die Annahme der stochastischen Unabha¨ngigkeit des Anfangsdich-
tefeldes an verschiednen Punkten im Raum ermo¨glicht es uns, den Ursprung unseres
Koordinatensystems als Mittelpunkt der betrachteten Anfangsspha¨re zu wa¨hlen. Die
Fensterfunktion sei definiert als:
WR(X) =
{
1/|BR| falls X ∈ BR,
0 sonst,
(A.4)
wobei |BR| = 4pi/3 R3 das Volumen der Spha¨re ist. Die Fouriertransformierte WR,
W˜R(k) =
2
|BR| (2pi)2 k3 (sin(kR)− kR cos(kR)) , (A.5)
ha¨ngt nur von k = |k| ab. Das ra¨umliche Mittel 〈A(X)〉B des Feldes A kann, mit Hilfe
des Faltungstheorems fu¨r Fourier–transformierte Funktionen, geschrieben werden als:
〈A〉B =
∫
R3
d3X A(X)WR(X)
=(2pi)3
∫
R3
d3k A˜(k)W˜R(k). (A.6)
Mit Hilfe der Gleichungen (A.2) und (2.60), (2.61), (2.62) ko¨nnen wir die gemittelten
Invarianten mit Hilfe des anfa¨nglichen Dichtekontrastes δ(k, t0) ≡ δ0(k) ausdru¨cken:
〈I0〉BR =− (2pi)3
∫
R3
d3k δ˜0(k)W˜R(k), (A.7)
〈II0〉BR =
(2pi)3
2
∫
R3
d3k1
∫
R3
d3k2 δ˜0(k1)δ˜0(k2)
× W˜R(|k1 + k2|)
(
1− (k1 · k2)
2
k21k
2
2
)
, (A.8)
〈III0〉BR =− (2pi)3
∫
R3
d3k1
∫
R3
d3k2
∫
R3
d3k3 δ˜0(k1)δ˜0(k2)δ˜0(k3)
× W˜R(|k1 + k2 + k3|)F (k1,k2,k3), (A.9)
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mit
F (k1,k2,k3) =
1
6
− 1
2
(k2 · k3)2
k22k
2
3
+
1
3
(k1 · k2)(k1 · k3)(k2 · k3)
k21k
2
2k
2
3
. (A.10)
Vergleichbare Ausdru¨cke ohne ra¨umliche Mittelung findet man mit systematischer
Herleitung in [37, 51] (siehe auch [43]).
Um die Entwicklung des Skalenfaktors mit Gleichung (5.24) zu berechnen, ist zusa¨tz-
lich die Kenntnis der normierten U¨berdichte 〈δ〉D = (〈%〉D−%H)/%H notwendig. Diese
kann man auf die erste Invariante zuru¨ckfu¨hren:
〈δ〉D =
a3
a3D
(
1 + 〈δ(t0)〉D0
)− 1 = a3
a3D
(
1− 〈I0〉D0
)− 1. (A.11)
A.3 Verteilung der volumengemittelten Invarian-
ten
Im letzten Abschnitt haben wir die Invarianten als Volumenmittel des anfa¨ngli-
chen Dichtekontrastes geschrieben. Um eine konkrete Vorstellung von der Wahr-
scheinlichkeitsverteilung der gemittelten Invarianten zu bekommen, berechnen wir
ihr Ensenble–Mittel und ihre Varianz unter der Annahme, dass es sich bei δ0 um ein
Gaußsches Zufallsfeld handelt. Ein Gaußsches Zufallsfeld ist durch sein Powerspek-
trum P0(k) bereits bestimmt, wobei k = |k| gilt [63]:
E[δ˜0(k)δ˜0(k′)] = δD(k+ k′) P0(k). (A.12)
δD(·) ist die Diracsche Delta-Distribution. Im Gegensatz zum ra¨umlichen Mittel 〈·〉BR
u¨ber eine Raumdoma¨ne bezeichnet E[·] das Ensemble–Mittel. Da ein Gaußsches Zu-
fallsfeld ergodisch ist [1], ergeben Ensemble–Mittel und ra¨umliches Mittel u¨ber den
ganzen Raum den gleichen Wert. Wir betrachten jedoch nur spha¨rische Raumaus-
schnitte.
Per Definition verschwinden alle geraden Momente eines Gaußschen Zufallsfeldes.
Deshalb gilt: E[δ0(X)n] = 0 fu¨r gerade n und mit den Gleichungen (A.7) ,(A.9) folgt:
E[〈I0〉BR ] = 0 = E[〈I0〉BR 〈II0〉BR ],
E[〈III0〉BR ] = 0 = E[〈II0〉BR 〈III0〉BR ].
(A.13)
Das zeigt schon, dass es sich bei 〈I0〉BR und 〈II0〉BR , ebenso bei 〈II0〉BR und 〈III0〉BR
um unabha¨ngige Zufallsvariablen handelt, die damit auch unabha¨ngig voneinander
festgelegt werden ko¨nnen. Die Erwartungswerte der zweiten Invarianten und der Pro-
duckte der Invarianten erfordern einige Berechnungen. Mit den Gleichungen (A.7),
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(A.12) und (A.13) erha¨lt man:
σ2I (R) = E
[(〈I0〉BR − E[〈I0〉BR ])2] = E[〈I0〉2BR ]
= (2pi)6
∫
R3
d3k P0(k)W˜R(k)
2. (A.14)
Die Varianz σ2I (R) ist gleich der bekannten mittleren quadratischen Fluktuation des
anfa¨nglichen Dichtekontrastes gegla¨ttet mit einer Top-Hat-Fensterfunktion mit dem
Radius R.
Fu¨r die zweite Invariante erha¨lt man:
E[〈II0〉BR ] = 2(2pi)3
∫
R3
d3k1 P0(k)
×
∫
R3
d3k2 δ
D(k2)
(
1− (k1 · k2 − k
2
1)
2
k21(k2 − k1)2
)
W˜R(k2). (A.15)
Mit der Transformation auf Polarkoordinaten und der anschließenden Limesbildung
k2 → 0 bekommt man:
E[〈II0〉BR ] = 0. (A.16)
Fu¨r ein Gaußsches Dichtefeld kann man die Vier–Punkt Korrelationsfunktion in
Zwei–Punkt Korrelationsfunktionen zerlegen:
E[δ˜0(k1)δ˜0(k2)δ˜0(k3)δ˜0(k4)] =P0(k1)P0(k3)δD(k1 + k2)δD(k3 + k4)
+ P0(k1)P0(k2)δ
D(k1 + k3)δ
D(k2 + k4)
+ P0(k1)P0(k2)δ
D(k1 + k4)δ
D(k2 + k3).
Damit kann die Varianz der zweiten Invarianten mit Gleichung (A.8) berechnet wer-
den:
σ2II(R) = E[〈II0〉2BR ] =
(2pi)6
2
∫
R3
d3k1
∫
R3
d3k2 P0(k1)P0(k2)
× W˜R(|k1 + k2|)2
(
1− (k1 · k2)
2
k21k
2
2
)2
. (A.17)
Eine analoge Rechnung ergibt:
E[〈I0〉BR 〈III0〉BR ] = 0, (A.18)
was zeigt, dass auch 〈I0〉BR und 〈III0〉BR unabha¨ngig sind und damit eigensta¨ndig
festgelegt werden ko¨nnen.
A¨hnlich wie die Vier-Punkt-Korrelationsfunktion kann man auch die Sechs-Punkt
Korrelationsfunktion in Zwei-Punkt Korrelationsfunktionen zerlegen. Das ermo¨glicht
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es uns E[〈III0〉2BR ] mit Hilfe des Powerspektrums zu schreiben. Nach einiger Rechnung
erha¨lt man:
σ2III(R) = E[〈III0〉2BR ] =(2pi)6
∫
R3
d3k1
∫
R3
d3k2
∫
R3
d3k3
× P0(k1)P0(k2)P0(k3)
[
W˜R(k1)
2G1(k1,k2,k3)
+ W˜R(|k1 + k2 + k3|)2G2(k1,k2,k3)
]
, (A.19)
mit
G1(k1,k2,k3) = −2(k1 · k2)
2(k1 · k3)2
k41k
2
2k
2
3
+
13
4
(k1 · k2)2
k21k
2
2
− 5
4
, (A.20)
und
G2(k1,k2,k3) =
2
3
(k1 · k2)2(k1 · k3)2(k2 · k3)2
k41k
4
2k
4
3
− 2(k1 · k2)
3(k1 · k3)(k2 · k3)
k41k
4
2k
2
3
+
2
3
(k1 · k2)(k1 · k3)(k2 · k3)
k21k
2
2k
2
3
+
2
3
(k1 · k2)4
k41k
4
2
− (k1 · k2)
2
k21k
2
2
+
1
6
. (A.21)
A.4 Zahlenwerte
Um die Fluktuationen σI(R) usw. zu berechnen, mu¨ssen wir das anfa¨ngliche Power-
spektrum P0(k) kennen. Modelle, die die lineare Entwicklung des Powerspektrums
beru¨cksichtigen, gehen u¨blicherweise von folgender Gleichung aus:
P (k, th) = Ak
n T (k, th)
2, (A.22)
mit der Amplitude A, dem anfa¨nglichen Spektralindex n und der Transferfunktion
T (k, th). th bezeichnet den heutigen Zeitpunkt. Wir benutzen n = 1 und die Trans-
ferfunktion fu¨r Kalte–Dunkle–Materie (CDM) nach Bardeen et al. [5]. Dabei werden
fu¨r Ωm = 1 ein geringer Anteil an Baryonen sowie drei verschiedene Neutrino Flavors
beru¨cksichtigt:
T (k, t0) =
ln(1 + rk)
rk
× (1 + sk + (tk)2 + (uk)3 + (vk)4)− 14 , (A.23)
mit r = 9.36Mpc, s = 15.56Mpc, t = 64.4Mpc, u = 21.84Mpc, und v = 26.84Mpc.
In U¨bereinstimmung mit Abschnitt 5.2.1 wird ein Einstein-De-Sitter-Hintergrund
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Abbildung A.1: Dargestellt sind die Werte von σI(R) und σII(R) fu¨r spha¨rische An-
fangsdoma¨nen in Abha¨ngigkeit vom Doma¨nenradius R. Oben ist der Radius der
Doma¨ne angegeben, die diese heute in einem Einstein–De–Sitter Kosmos ha¨tte. Die
gepunktete Linie ist das Ergebnis fu¨r σI(R) mit dem gegla¨tteten Spektrum aus Glei-
chung (A.25). Die kurzgestrichelte, langgestrichelte und gestrichelt–gepunktete Linie
sind mit einer kleinen Abschneidewellenla¨nge k, die L = 200Mpc und L = 400Mpc
entspricht, berechnet.
mit H0 = 50kms
−1Mpc−1 angenommen. k wird in Einheiten von Mpc−1 angegeben.
Wir wa¨hlen als Normierung A = 2.19 104Mpc4 die aus σ(8/0.5 Mpc) = 1 gefolgert
wird (siehe Gleichung (A.14) and Tabelle 5.1). Diese Normierung ist kleiner als die
Cobe–Normierung [27], aber gro¨ßer als die Cluster–Normierung [68] fu¨r dieses CDM–
Modell.
Wir wa¨hlen unsere Anfangsbedingungen zum Zeitpunkt z0 = 200, da sich zu einem
spa¨teren Zeitpunkt seine Form nicht wesentlich a¨ndert [10]. Das lineare Powerspek-
trum zum Anfangszeitpunkt t0, mit a(t0) = 1, steht in direkter Beziehung zum
linearen Powerspektrum aus Gleichung (A.22) zur heutigen Zeit th:
P0(k) =
P (k, t0)
a(t0)2
. (A.24)
Mit Verwendung dieses CDM–Modells berechnen wir σI(R) und σII(R) fu¨r Anfangs-
doma¨nen mit dem Radius R (siehe Abbildung A.1). Hier noch einige Anmerkungen
zur numerischen Vorgehensweise: die Berechnung von σI(R) aus Gleichung (A.14)
macht numerisch keine Schwierigkeiten. Wir benutzen ein einfaches Monte–Carlo–
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Verfahren. Das Dreifachintegral in Gleichung (A.17) zur Berechnung von σII(R) erfor-
dert “Stratified–Sampling”. In beiden Fa¨llen sind unsere Resultate bis auf eine Stelle
genau. Die Berechnung von σIII(R) aus Gleichung (A.19) erfordert einen großen Re-
chenaufwand, um die acht Integrale numerisch zu lo¨sen. Der Effekt von σIII(R) auf
die Entwicklung der von uns betrachteten Doma¨nen ist jedoch so gering, dass hier
eine Abscha¨tzung der Gro¨ßenordnug genu¨gt. Wir verwenden dabei die Beziehung:
σIII(R) ≈ 1/27 σI(R)3, die in spha¨rischer Symmetrie exakt Gu¨ltigkeit hat. Die Wer-
te fu¨r σI(R), σII(R) und σIII(R), die in unserer Rechnung benutzt werden, sind in
Tabelle 5.1 angegeben.
Es wurde gezeigt, dass die Genauigkeit der Zel’dovich Approximation dadurch ge-
steigert werden kann, dass man ein gegla¨ttetes Anfangsdichtefeld benutzt, was einem
bei einer bestimmten Wellenla¨nge abgeschnittenem Powerspektrum Ps entspricht
[32, 55, 24, 54, 44]. Die optimale Gla¨ttungsskala fu¨r CDM Anfangsbedingungen ist
in unserem Falle ks = 1.687Mpc
−1 [69]. Das Powerspektrum hat dann die Gestalt:
Ps(k) = e
−k2/k2s P0(k). (A.25)
In Abbildung A.1 ist σI(R) dargestellt, berechnet mit Ps(k) anstatt mit P0(k). Schon
fu¨r Doma¨nen, deren Radius im Einstein-De-Sitter-Modell heute 20Mpc betragen
wu¨rde, ist der Unterschied verschwindend.
In einer periodischen Box mit der Seitenla¨nge L wird das Powerspektrum bei kleinen
k-Werten abgeschnitten. Die Unterdru¨ckung von Fluktuationen in den Anfangsbe-
dingungen kann durch das Abschneiden eines Wellenla¨ngenbereichs abgescha¨tzt wer-
den: P (k) = 0 fu¨r k < 2pi/L. In Abbildung A.1 ist der Effekt dieses Abschneidens
angewandt auf σI(R) gezeigt.
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