Abstract
From a probabilistic point-of-view, the solution to an inverse problem can be seen as a combination of independent states of information quantified by probability density functions. Typically, these states of information are provided by a set of observed data and some a priori information on the solution. The combined states of information (i.e. the solution to the inverse problem) is a probability density function typically referred to as the a posteriori probability density function. We present a generic toolbox for Matlab and Gnu Octave called SIPPI that implements a number of methods for solving such probabilistically formulated inverse problems by sampling the a posteriori probability density function. In order to describe the a priori probability density function, we consider both simple Gaussian models and more complex (and realistic) a priori models based on higher order statistics. These a priori models can be used with both linear and non-linear inverse problems. For linear inverse Gaussian problems we make use of least-squares and kriging-based methods to describe the a posteriori probability density function directly. For general non-linear (i.e. non-Gaussian) inverse problems we make use of the extended Metropolis algorithm to sample the a posteriori locate all solutions to the problem and assign a probability to each scenario 16 given the information at hand. 
54
The likelihood function, L(m), is a probabilistic measure of how well a given 55 model m explains observed data.
56
The general solution to such a probabilistically formulated inverse prob-57 lem is the a posteriori pdf, which is proportional to the product of the a 58 priori pdf and the likelihood function:
where the k is a normalization constant and the likelihood is given by pdf see e.g. Mosegaard and Tarantola (2002) .
68
The a posteriori pdf describes the distribution of models consistent with 69 the combined states of information given by the a priori model and the data.
70
The probabilistic formulation of inverse problems allows utilization of the to the model parameters m using the linear operator G, such that d = Gm.
79
Let N (a, A) refer to a Gaussian distribution with mean a and covariance A.
80
If in addition both the a priori model
and the modelization error N (0, C T ) can be described by a Gaussian pdf,
82
then the a posteriori pdf (Eq. 2) can be described analytically by a Gaussian 
Note that Gaussian measurement errors and modelization errors combine .
91
Sampling the a posteriori pdf of a linear inverse Gaussian problem can also 
where L max is the maximum value the likelihood function can obtain. Typi-
119
cally the value of L max is not known and must be set to 1. The only require-120 ments for using the method is that one must be able to generate independent 121 realizations of the a priori pdf and compute the corresponding likelihood.
122
The collection of models accepted by the rejection sampling algorithm will 123 be a sample of the a posteriori pdf. The main problem with the rejection 124 sampler is that it is computationally very inefficient for anything but very 125 low dimensional problems.
126
The extended Metropolis sampler. Mosegaard and Tarantola (1995) 
152
There are only two requirements for running the extended Metropolis al- 
The a priori model

189
All information about the a priori model is defined in the Matlab struc-
190
ture called prior, which can specify any number of a priori type of models.
191
For example an a priori choice of a 2D Gaussian velocity field can be spec-
192
ified in prior{1} and a 1D parameter describing a bias correction can be Generalized Gaussian. prior{im}.type=GAUSSIAN' defines a 1D gener-
where p is the norm, σ the variance. f gg is symmetric around m 0 , the a priori If not set, the norm is by default set to 2. time ensuring that the a priori chosen mean and covariance will be honored.
253
An a priori model similar to the one described above for the FFTMA type The FFTMA and VISIM type prior models only allow reproducing the first 264 two moments of the distribution describing the spatial variability, the mean 265 and the covariance (i.e. Gaussian variability between sets of two data points).
266
Maximum entropy is implicitly assumed in higher order moments, Journel and m0 to define the a priori mean, and sill to define the sill. In addition,
325
one must set the prior master field to point the prior model that define the 326 prior for the corresponding FFTMA a priori model.
327
As an example, consider the FFTMA example used to generate Figure 2a .
328
To randomize the maximum correlation length to be close to uniform between 
A random walk in the a priori model space
333
To perform a random walk in the prior probability space, as needed by centage of the total number of model parameters.
358
As an example, five iterations of sequential Gibbs sampling can in SIPPI be 
Data, data uncertainties, modelization errors and the likelihood function
383
Observed data must be given in the data data structure along with a 384 description of the noise model. As for the prior structure, the data structure If the data uncertainties are uncorrelated, the noise model can be described
391
by a generalized Gaussian model as defined in Eq. 7, if the norm of the 392 generalized Gaussian is set by data{id}.norm. If not specified a Gaussian 393 noise model (using a norm of 2) is chosen by default.
394
The noise model can also be given in form of a correlated Gaussian model, where d T is a bias correction.
400
One can choose to consider only a subset of the available data using the Once the data structure has been setup in data, the log-likelihood and 403 the likelihood of a given data response d can be computed using
The forward problem
405
The forward problem is naturally problem dependent, and to use SIPPI,
406
the user needs to supply the solution to the forward problem, wrapped in 407 the m-file sippi forward.m.
408
The input to sippi forward.m is the forward, data and prior Matlab 
415
As an alternative for providing sippi forward, one can provide a generic 416 name for the m-file solving the forward problem by setting forward.forward function. In the specific case where the forward relation is linear, the linear forward 423 operator must be specified as the matrix G
424
forward.G such that the forward problem can be solved using d{1}=forward.G * m{1}. 
528
For non-linear and non-Gaussian inverse problems the a posteriori pdf can 529 be sampled using the rejection sampler or the extended Metropolis sampler.
530
The computational efficiency of the extended Metropolis sampler can be con-
531
trolled by using a flexible perturbation mechanism, based on sequential Gibbs 532 sampling, allowing arbitrary long or short step length. The choice of the step 533 length can optionally be automatized.
534
The combination of the FFTMA method with the extended Metropolis 535 algorithm allows treating the properties describing the Gaussian a priori 536 model, to be treated as model parameters, and thus inferred as part of the 537 inversion.
538
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SIPPI source code can be downloaded from http://sippi.sourceforge.net/. The first 300 realizations from the GAUSSIAN type a priori model with a mean of 10, and a norm 60 and 2 respectively, using a step length of 0.25.
