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Abstract
Here, we study the question if synchronizing words exist that belong to some fixed constraint
language, given by some partial finite automaton called constraint automaton. We strengthen a
previous result by giving a complete classification of the computational complexity landscape for
constraint automata with two states and an arbitrary alphabet. We also give a classification for
three state automata with a binary alphabet, for the class of automata such that the initial state
is connected with at most one other state. Among them, we find constraint automata with three
states and a binary alphabet, for which the problem is PSPACE-complete. We conclude that, for a
binary alphabet, we need at least three states to realise PSPACE-hard problems. As it turns out,
the three state constraint automata for which the problem is NP-complete are quite rare. To derive
our results, we generalize the known polynomial time algorithm from the unconstrained setting to
broaden the range of constraint problems that could be solved in P.
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1 Introduction
A deterministic semi-automaton is synchronizing if it admits a reset word, i.e., a word which
leads to some definite state, regardless of the starting state. This notion has a wide range of
applications, from software testing, circuit synthesis, communication engineering and the
like, see [13, 15]. The famous Černý conjecture [3] states that a minimal synchronizing word
has at most quadratic length. We refer to the mentioned survey articles for details. Due to
its importance, the notion of synchronization has undergone a range of generalizations and
variations for other automata models. It was noted in [11] that in some generalizations only
certain paths, or input words, are allowed (namely those for which the input automaton is
defined). In [7] the notion of constraint synchronization was introduced in connection with a
reduction procedure for synchronizing automata. The paper [5] introduced the computational
problem of constraint synchronization. In this problem, we search for a synchronizing word
coming from some specific subset of allowed input sequences. For further motivation and
applications we refer to the aforementioned paper [5]. In [5] it was shown that the smallest
partial constraint automaton for which the problem becomes PSPACE-complete has two
states and a ternary alphabet. Also, the smallest constraint automaton for which the problem
is NP-complete needs three states and a binary alphabet. A complete classification of the
complexity landscape for constraint automata with two states and a binary or ternary
alphabet was given in this previous work. We will extends this result here to arbitrary
alphabets. Also, we give a classification for most three state constraint automata with a
binary alphabet. Thereby, we will show that with three states and two letters, we could
realize PSPACE-complete constraint synchronization problems.
2 Preliminaries and Definitions
Throughout the paper, we consider deterministic finite automata (DFAs). Recall that a
DFA A is a tuple A = (Σ, Q, δ, q0, F ), where the alphabet Σ is a finite set of input symbols, Q
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is the finite state set, with start state q0 ∈ Q, and final state set F ⊆ Q. The transition
function δ : Q × Σ → Q extends to words from Σ∗ in the usual way. The function δ
can be further extended to sets of states in the following way. For every set S ⊆ Q with
S 6= ∅ and w ∈ Σ∗, we set δ(S,w) := { δ(q, w) | q ∈ S }. We sometimes refer to the
function δ as a relation and we identify a transition δ(q, σ) = q′ with the tuple (q, σ, q′).
We call A complete if δ is defined for every (q, a) ∈ Q× Σ; if δ is undefined for some (q, a),
the automaton A is called partial. If |Σ| = 1, we call A a unary automaton. The set
L(A) = {w ∈ Σ∗ | δ(q0, w) ∈ F } denotes the language accepted by A. A semi-automaton is
a finite automaton without a specified start state and with no specified set of final states.
The properties of being deterministic, partial, and complete of semi-automata are defined
as for DFA. When the context is clear, we call both deterministic finite automata and
semi-automata simply automata. We call a deterministic complete semi-automaton a DCSA
and a partial deterministic finite automaton a PDFA for short. If we want to add an explicit
initial state r and an explicit set of final states S to a DCSA A or change them in a DFA A,
we use the notation Ar,S .
An automaton A is called synchronizing if there exists a word w ∈ Σ∗ with |δ(Q,w)| = 1.
In this case, we call w a synchronizing word for A. For a word w, we call a state in δ(Q,w)
an active state. We call a state q ∈ Q with δ(Q,w) = {q} for some w ∈ Σ∗ a synchronizing
state. A state from which some final state is reachable is called co-accessible. For a set S ⊆ Q,
we say S is reachable from Q or Q is synchronizable to S if there exists a word w ∈ Σ∗ such
that δ(Q,w) = S. We call an automaton initially connected, if every state is reachable from
the start state. An automaton A is called returning, if for every state q ∈ Q, there exists a
word w ∈ Σ∗ such that δ(q, w) = q0, where q0 is the start state of A.
I Fact 1. [15] For any DCSA, we can decide if it is synchronizing in polynomial time
O(|Σ||Q|2). Additionally, if we want to compute a synchronizing word w, then we need
time O(|Q|3 + |Q|2|Σ|)) and the length of w will be O(|Q|3).
The following obvious remark will be used frequently without further mentioning.
I Lemma 1. Let A = (Σ, Q, δ) be a DCSA and w ∈ Σ∗ be a synchronizing word for A. Then
for every u, v ∈ Σ∗, the word uwv is also synchronizing for A.
We call two automata A and A′ isomorphic if one automaton can be obtained from
the other one by renaming states and alphabet-symbols. Notice that the number of non-
isomorphic automata can be quite huge even for a small number of states and alphabet sizes;
see [1, 4, 8]. In our enumerations, we will only list automata up to isomorphism.
For a fixed PDFA B = (Σ, P, µ, p0, F ), we define the constrained synchronization problem:
I Definition 2. L(B)-Constr-Sync
Input: DCSA A = (Σ, Q, δ).
Question: Is there a synchronizing word w for A with w ∈ L(B)?
The automaton B will be called the constraint automaton. If an automaton A is a
yes-instance of L(B)-Constr-Sync we call A synchronizing with respect to B. Occasionally,
we do not specify B and rather talk about L-Constr-Sync. We are going to inspect the
complexity of this problem for different (small) constraint automata. We assume the reader
to have some basic knowledge in computational complexity theory and formal language
theory, as contained, e.g., in [9]. For instance, we make use of regular expressions to describe
languages. We write ε for the empty word, and for w ∈ Σ∗ we denote by |w| the length of
w. For some language L ⊆ Σ∗, we denote by F (L) = {w | ∃u, v ∈ Σ∗ : uwv ∈ L} the set
of factors of words in L. We also identify singleton sets with its elements. And we make
use of complexity classes like P, NP, or PSPACE. With ≤logm we denote a logspace many-one
reduction. If for two problems L1, L2 it holds that L1 ≤logm L2 and L2 ≤logm L1, then we write
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L1 ≡logm L2. Modeling the regular constraint by partial automata instead of complete ones is
motivated by the next result.
I Fact 2. If B is complete, and every state is co-acessible. Then L(B)-Constr-Sync ∈ P.
A trap (or sink) state in an (semi-)automaton A = (Σ, Q, δ) is a state q ∈ Q such that
δ(q, x) = q for each x ∈ Σ. If a synchronizable automaton admits a sink state, then this is the
only state to which we could synchronize every other state, as it could only map to itself. In
some complete automaton, we can merge all non co-accessible states into a single trap state
without altering the accepted language, and in a non-complete automaton the non-defined
transition could be interpreted as transitions leading to a trap state in some equivalent
complete automaton. So, if we would use complete automata for describing our constraint,
most interesting instances would have some trap-state that is not co-accessible. But then,
we could use non-complete automata from the start to give a more concise decription.
For an automaton A = (Σ, Q, δ, q0, F ), we say that two states q, q′ ∈ Q are connected,
if one is reachable from the other, i.e., we have a word u ∈ Σ∗ such that δ(q, u) = q′. A
subset S ⊆ Q of states is called strongly connected, if all pairs from S are connected. A
maximal strongly connected subset is called a strongly connected component. If A is initially
connected and we have only two strongly connected components A,B ⊆ Q, then one has no
transitions coming from the outside, and the other has no transitions that leave it, but at
least one transition must leave the former. More formally, we either have δ(A, u) ∩B 6= ∅
for some u ∈ Σ∗, and δ(B, x) ⊆ B for each x ∈ Σ, or vice versa. We call the component for
which the first condition holds the first component, and the one that is invariant under all
letters the second component. For some PDFA A = (Σ, Q, δ, q0, F ), by a subautomaton we
mean a partial automaton resulting from removal of any states or transitions. For a subset
of states, the induced subautomaton for this subset is the subautomaton that results if we
only delete the states1 not in that subset, but retain as much transitions as possible, i.e.,
those transitions that are only defined over the given subset.
3 Previous Results
Here we collect results from [5], and some consequences that will be used later. First a mild
extension of a lemma from [5], where it was formulated only for the class P, but it also holds
for NP and PSPACE.
I Lemma 3. Let X denote any of the complexity classes P, NP or PSPACE. If L(B) is a
finite union of languages L(B1), L(B2), . . . , L(Bn) such that for each 1 ≤ i ≤ n the problem
L(Bi)-Constr-Sync ∈ X , then L-Constr-Sync ∈ X .
The next result from [5] states that the computational complexity is always in PSPACE.
I Theorem 4. [5] For any constrained automaton B = (Σ, P, µ, p0, F ) the problem L(B)-
Constr-Sync is in PSPACE.
If |L(B)| = 1 then L(B)-Constr-Sync is obviously in P. Simply feed this single word
into the input semi-automaton for every state and check if a unique state results. Hence by
Lemma 3 the next is implied.
I Lemma 5. Let B = (Σ, P, µ, p0, F ) be a constraint automaton such that L(B) is finite,
then L(B)-Constr-Sync ∈ P.
1 Surely, if we delete a state, all transitions that use this state are automatically deleted too.
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The following result from [5] gives a criterion for containment in NP. In [5], the result is
only formulated for a single symbol, for each infinite language. But, looking at the proof, it
could be easily modified to give a slightly stronger claim, i.e., that we could choose another
symbol for each loop.
I Theorem 6. [5] Let B = (Σ, P, µ, p0, F ) be a PDFA. Then, L(B)-Constr-Sync ∈ NP if
for all states p ∈ P , if L(Bp,{p}) is infinite, then L(Bp,{p}) ⊆ {σ}∗ for some σ ∈ Σ.
The next result from [5] will be useful in several proofs later.
I Theorem 7. [5] Let L ⊆ L′ ⊆ Σ∗. If L′ ⊆ F (L), then
L-Constr-Sync ≡logm L′-Constr-Sync.
I Remark 8. Considering a PDFA B = (Σ, P, µ, p0, F ), we conclude: (a) If B is complete and
each state is co-accessible, then L(B)-Constr-Sync ∈ P. (b) If P ′ is the set of reachable
states and if
⋃
p∈P ′ L(Bp,F ) = Σ∗, then L(B)-Constr-Sync ∈ P. (c) If p ∈ P is co-accessible,
then L(B)-Constr-Sync ≡logm L(Bp0,F∪{p})-Constr-Sync.
In [5], for a two-state partial constraint automaton with an at most ternary alphabet,
the following complexity classification was proven.
I Theorem 9. [5] Let B = (Σ, P, µ, p0, F ) be a constraint automaton. If |P | ≤ 1 or |P | = 2
and |Σ| ≤ 2, then L(B)-Constr-Sync ∈ P. For |P | = 2 with |Σ| = 3, up to symmetry by
renaming of the letters, L(B)-Constr-Sync is PSPACE-complete precisely in the following
cases for L(B):
a(b+ c)∗ (a+ b+ c)(a+ b)∗ (a+ b)(a+ c)∗ (a+ b)∗c
(a+ b)∗ca∗ (a+ b)∗c(a+ b)∗ (a+ b)∗cc∗ a∗b(a+ c)∗
a∗(b+ c)(a+ b)∗ a∗b(b+ c)∗ (a+ b)∗c(b+ c)∗ a∗(b+ c)(b+ c)∗
and polynomial time solvable in all other cases.
The next result from [5] will also be useful to single out certain polynomial time solvable
cases.
I Theorem 10. [5] If B = (Σ, P, µ, p0, F ) is returning, then L(B)-Constr-Sync ∈ P.
4 General Results
The first result says that inside some strongly connected component, if it contains at
least one accepting state, for questions of the computational complexity of the constrained
synchronization problem, we can choose the accepting states inside that component arbitrary.
For many proofs, we will choose them in a way that fits best.
I Theorem 11. Let B = (Σ, P, µ, p0, F ) be a constraint automaton. Choose p ∈ F and let
R ⊆ P be all states from the same strongly connected component as p, i.e., for each r ∈ R we
have words u, v ∈ Σ∗ such that µ(r, u) = p and µ(p, v) = r. Let E ⊆ R be non-empty, then
L(B)-Constr-Sync ≡logm L(Bp0,(F\R)∪E)-Constr-Sync.
Similar, regarding strongly connected components, the placement of the starting state
could be arbitrary.
I Theorem 12. Let B = (Σ, P, µ, p0, F ) be a constraint automaton. Let R ⊆ P be all states
from the same strongly connected component as p0, i.e., for each r ∈ R we have words
u, v ∈ Σ∗ such that µ(r, u) = p0 and µ(p0, v) = r. Then, for any p ∈ R,
L(B)-Constr-Sync ≡logm L(Bp,F )-Constr-Sync.
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Theorem 11 and Theorem 12, being handy in proofs, also give a reason to list the problems
by automata. For example, if we would use regular expressions, then a single automaton gives
rise to many regular expressions by switching initial and final states in their corresponding
strongly connected components. But the constraint synchronization problems given by these
expressions would all have the same computational complexity. Often, we will discard states
that are not co-accessible. This is justified by the next Lemma.
I Lemma 13. Let B = (Σ, P, µ, p0, F ) be a PDFA. If p ∈ P \ {p0} is not co-accessible, then
let B′ = (Σ, P ′, µ′, p0, F ′) be the automaton constructed from B by removing the state p, i.e.,
(i) P ′ = P \ {p}, and (ii) µ′ = µ∩ (P ′×Σ×P ′), and (iii) F ′ = F \ {p}. Then L(B) = L(B′).
5 Constraint Automata with Two States and Arbitrary Many Letters
Let B = (Σ, P, µ, p0, F ) be a PDFA with P = {1, 2}. As shown in [5], if we take B as a
constraint automaton, we can assume p0 = 1 and F = {2}. Let Σij := { a ∈ Σ | µ(i, a) = j }
for 1 ≤ i, j ≤ 2. As B is deterministic, Σi1 ∩ Σi2 = ∅. The next result is from [5].
I Proposition 14. [5] If one of the following conditions hold, then L(B1,{2})-Constr-Sync ∈
P: (1) Σ1,2 = ∅, (2) Σ2,1 6= ∅, (3) Σ1,1 ∪ Σ1,2 ⊆ Σ2,2, or (4) Σ1,1 ∪ Σ2,2 = ∅.
We also add another sufficient condition to conclude L(B)-Constr-Sync ∈ P.
I Lemma 15. Let B = (Σ, P, µ, p0, F ) be a PDFA with P = {1, 2} If |Σ1,1| ≤ 1 and
|Σ2,2| ≤ 1, then L(B)-Constr-Sync ∈ P.
Hence, only for |Σ2,2| ≥ 2 or |Σ1,1| ≥ 2 can we get problems that are not polynomial
time solvable. We will formulate our criteria in terms of the cardinality of |Σ2,2|. First, we
single out the PSPACE-complete problems under the assumption |Σ2,2| ≥ 3 in Proposition 16.
Then, in Proposition 17, we will handle the case |Σ2,2| = 2. Finally, in Proposition 18 we will
look at |Σ2,2| ≤ 1. Combining everything, we have a complete overview of the computational
complexity for two-state constraint automata with an arbitrary alphabet.
I Proposition 16. Let B = (Σ, P, µ, p0, F ) be a PDFA with P = {1, 2} and |Σ2,2| ≥ 3. If (i)
Σ1,2 6= ∅, and (ii) Σ2,1 = ∅, and (iii) (Σ1,1 ∪ Σ1,2) \ Σ2,2 6= ∅, then L(B)-Constr-Sync is
PSPACE-complete, and if any of the above conditions fail, then L(B)-Constr-Sync ∈ P.
Now, only the case |Σ2,2| = 2 remains. We will treat it in Proposition 17. Note that in
its formulation we refer to Theorem 9.
I Proposition 17. Let B = (Σ, P, µ, p0, F ) be a PDFA with P = {1, 2} and |Σ2,2| = 2. If (i)
Σ1,2 6= ∅, and (ii) Σ2,1 = ∅, and
(iii) Σ1,2 \ Σ2,2 6= ∅ or |Σ1,1| ≥ 2,
then L(B)-Constr-Sync is PSPACE-complete. Otherwise, if any of the conditions (i) or
(ii) fail, we have L(B)-Constr-Sync ∈ P, If (iii) fails, but (ii) is true, i.e., Σ2,1 = ∅, then
Σ1,2 ⊆ Σ2,2 and |Σ1,1| ≤ 1. As |Σ2,2| = 2, in this case Σ = Σ1,1 ∪ Σ1,2 ∪ Σ2,2 is at most
ternary, in which case a complete classification is given by Theorem 9.
Lastly, we give a classification for |Σ2,2| ≤ 1. Hence Proposition 16, Proposition 17, and
the next Proposition 18 give a complete overview of the complexity landscape for 2-state
constraint automata.
I Proposition 18. Let B = (Σ, P, µ, p0, F ) be a PDFA with P = {1, 2} and |Σ2,2| ≤ 1. If
(i) Σ1,2 6= ∅, and (ii) Σ2,1 = ∅, and (iii) |Σ1,1| ≥ 2, then L(B)-Constr-Sync is PSPACE-
complete, and if any of the above conditions fail, then L(B)-Constr-Sync ∈ P.
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6 Constraint Automata with Three States
In this Section we state some general results and definitions for 3-state constraint PDFA.
Then, in Section 6.1, we derive a complete classification of the complexity landscape for a
3-state constraint PDFA with a binary alphabet, for which |{δ(p0, x) | x ∈ Σ}| ≤ 1, i.e., the
start state is connected to at most one other state. We fix some notation for the remainder
of this section. Let B = (Σ, P, µ, p0, F ) be some constraint PDFA. First, we assume we have
some numbering of the states P = {1, 2, 3}. If not otherwise said, our start state p0 will be
the state 1. We also denote the state numbered by 2 with p1, and state 3 by p2 in this context.
Let Σi,j := {a ∈ Σ | µ(i, a) = j} for 1 ≤ i, j ≤ 3. As B is deterministic, Σi1 ∩ Σi2 = ∅. The
mentioned condition for our classification for two letters translates, up to isomorphism, to
the condition Σ1,3 = ∅. First, some easy sufficient conditions that imply polynomial time
solvability.
I Lemma 19. Let B = (Σ, P, µ, p0, F ), where P = {1, 2, 3} with p0 = 1 and 3 ∈ F . Then
L(B)-Constr-Sync ∈ P if any of the following conditions hold: (i) Σ1,2 = Σ1,3 = ∅, or
(ii) L(Bp,E) = Σ∗ for any p ∈ P that is reachable and E ⊆ P a set of co-accessible states,
i.e., some reachable subautomaton with co-accessible states is complete, or (iii) Σ2,1 6= ∅ and
Σ3,2 6= ∅, or (iv) Σ2,1 6= ∅ and Σ3,1 6= ∅, or (v) Σ3,1 6= ∅ and Σ2,3 6= ∅.
To handle the vast amount of automata types, we mainly argue about a special normal
form, called the standard form, that we introduce next.
I Definition 20. Let B = (Σ, P, µ, p0, F ) be some PDFA with three states. We say that B
is in standard form, if it is initially connected, has only co-acessible states and exactly two
strongly connected components. The first contains p0, and the other component is precisely
the set of final states F .
By our next Lemma 21 we can make certain assumption about the sets Σi,j for 1 ≤ i, j ≤ 3.
Also, by Lemma 22, just looking at the standard form is not a restriction in the sense that
we can either transform a given constraint automaton to an equivalent one in standard form,
with respect to the computational complexity of the problem, or we have some exceptional
instances that give NP-complete problema, which we will list, or we have a problem in P. By
the next Lemma, for B in standard form, we can assume Σ2,1 6= ∅ or Σ3,2 6= ∅.
I Lemma 21. Let B = (Σ, P, µ, p0, F ), where P = {1, 2, 3} with p0 = 1 and B in standard
form. If Σ2,1 = Σ3,2 = ∅, then we have some B′ = (Σ, P ′, µ′, p′0, F ′) in standard form, with
P ′ = {1′, 2′, 3′} and p′0 = 1′ such that {x ∈ Σ | µ(2′, x) = 1′} 6= ∅, or {x ∈ Σ | µ(3′, x) =
2′} 6= ∅, and L(B)-Constr-Sync ≡logm L(B′)-Constr-Sync.
start
Σ1,2 6= ∅
b
a
|Σ3,3| ≤ 1|Σ1,1| ≤ 1
start a
b
a
|Σ3,3| ≤ 1
b
Figure 1 The partial constraint automata types not in standard form which give NP-complete problems.
We listed them up to isomorphism. By Lemma 13, the left-most state must be initial and the right-most
state must be final. By Remark 8, the other two states could be final or not.
I Lemma 22. Let B = (Σ, P, µ, p0, F ) be a PDFA with three states over a binary alphabet.
If B is not in standard form, then either B is one of the automata listed in Figure 1,
up to symmetry by renaming of the letters, and L(B)-Constr-Sync is NP-complete, or
L(B)-Constr-Sync ∈ P, or there exists some PDFA B′ = (Σ, P ′, µ′, p′0, F ′) with three states
in standard form, such that L(B)-Constr-Sync ≡logm L(B′)-Constr-Sync.
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Note that Lemma 22 does not hold for |Σ| > 2. For example, consider L = a+b(a+ c)∗
and L′ = a∗b(a + c)∗. The minimal automaton for L has three states and three strongly
connected components. We have L ⊆ L′ ⊆ F (L), and as L′ is PSPACE-complete by
Theorem 9, L-Constr-Sync is also PSPACE-complete by Theorem 7. Up to now, and also
in [5], containment of L(B)-Constr-Sync in P was determined either by considering the
connectedness of B, using Theorem 7, or Theorem 10, or by somehow relating it to questions
on unary automata that are solvable in polynomial time. An example of the latter would be
B6 in Table 1. The unconstrained synchronization problem, i.e. Σ∗-Constr-Sync in our
notation, is in P. This is because we can decide synchronizability of some given automaton by
considering pairs of states. A generalisation of this procedure works for returning automata
and leads to Theorem 10, as was shown in [5]. But for example for B2 or B4 from Table 1,
all these techniques do not work anymore. Fortunately, the algorithm for pairs could be
generalised to certain situations, of which the mentioned automata are examples.
I Theorem 23. Let B = (Σ, P, µ, p0, F ) be a constraint automaton with P = {p0, p1, p2}
in standard form. Suppose Σ1,1 = ∅, Σ2,1 = ∅ and Σ1,3 = ∅, hence F = {p1, p2}. Then,
L(B)-Constr-Sync ∈ P, if one of the following conditions is fulfilled:
(i) Σ1,2 ⊆ Σ3,2, or
(ii) Σ1,2 ∪ Σ2,3 ⊆ Σ3,3, or
(iii) Σ1,2 ⊆ Σ2,2.
Proof. We only show case (i), the other cases could be handled similar. As we assume the
standard form, B is initially connected and as Σ1,3 = ∅ by assumption, we have Σ1,2 6= ∅
and Σ2,3 6= ∅. Then by (i), Σ3,2 6= ∅ and the states {p1, p2} form one strongly connected
component. But by Theorem 11, we can assume F = {p2}. Let A = (Σ, Q, δ) be an input
semi-automaton. We claim that A has some synchronizing word in L(Bp0,F ) if and only if we
can find x ∈ Σ1,2, such that every pair of states {q, q′} ⊆ δ(Q, x) could be collapsed to a single
state by some word in L(Bp1,F ), i.e., we have w ∈ L(Bp1,F ) with δ(q, w) = δ(q′, w). The latter
condition could be checked in polynomial time. To see this, construct the semi-automaton
C = (Σ, Q′, δ′) with Q′ = {{q, q′} | q, q′ ∈ Q}, i.e., Q′ has the two element subsets and
singleton subsets of Q as states, and transition function δ′({q, q′}, a) = {δ(q, a), δ(q′, a)} for
a ∈ Σ, note that q = q′ is allowed here. Then do the next steps for every x ∈ Σ1,2. For
q, q′ ∈ δ(Q, x) distinct, define the regular language L{q,q′} = {w ∈ Σ∗ | |δ′({q, q′}, w)| = 1},
i.e, those words that end in some singleton set, when started in {q, q′}. Then, check for
each distinct q, q′ ∈ δ(Q, x), if L{q,q′} ∩L(Bp1,F ) is non-empty. All these operations could be
performed in polynomial time. Now, let’s prove that if this condition is true, we can find a
synchronizing word in L(B) in polynomial time.
First, suppose we have some synchronizing word v ∈ L(Bp0,F ). Write v = xw with
x ∈ Σ1,2 and w ∈ L(Bp1,F ). Then |δ(δ(Q, x), w)| = 1, in particular every pair of states from
δ(Q, x) could be collapsed by w. Conversely, suppose we have x ∈ Σ1,2 such that we can
collapse every pair {q, q′} ⊆ δ(Q, x) with some word from L(Bp1,F ). Set S0 := δ(Q, x). For
each i ∈ {1, . . . , |S|}, do the following steps in order:
(a) Choose, if possible, s, s′ ∈ Si−1 distinct and v ∈ L(Bp1,F ) with {q} = δ({s, s′}, v) for
some q ∈ Q. But if |Si−1| = 1, then set Si = Si−1, wi = ε, and skip step (b).
(b) As F = {p2} and x ∈ Σ3,2, we have vx ∈ L(Bp1,{p1}). Set wi = vx and Si = δ(Si−1, wi),
then |δ({s, s′}, wi)| = 1, so that |Si| < |Si−1|, and Si ⊆ S as wi ends with the letter x.
At the end of this procedure, we have sets S0, S1, . . . , S|S| and words w1, . . . , w|S|. Set w =
w1w2 · · ·w|S|. Then δ(S,w) = δ(S1, w2 · · ·w|S|) = δ(S2, w3 · · ·w|S|) = . . . = δ(S|S|−1, w|S|) =
S|S| and |S|S|| = 1, as we either decrease the cardinality by at least one, or do not alter the
sets Si above if it is already a singleton set. Because x transfers Q to S, we get |δ(Q, xw)| = 1,
and xw ∈ L(Bp0,{p1}). Lastly, as L(Bp1,F ) 6= ∅, append any word from this language to xw
to get a word in L(B) that synchronizes A. J
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Intuitively, the next results says that, for infinite constraint languages, if certain “nested
self-loops” inside bigger cycles are not allowed, then the problem is in P. Note that the result
as such, also with the intuition mentioned in the previous sentence, only works for three
state constraint automata. For example for L = a(bb+ cc)∗ we can find an accepting partial
automaton without any self-loops and such that any transition between two states is labelled
by a single symbol, but L-Constr-Sync is PSPACE-complete.
I Proposition 24. Let B = (Σ, P, µ, p0, F ) be a constraint automaton with P = {1, 2, 3} and
p0 = 1. If Σi,i = ∅ for all i ∈ {1, 2, 3}, and for i, j ∈ {1, 2, 3, } with i 6= j we have |Σi,j | ≤ 1,
then L-Constr-Sync ∈ P.
6.1 Complexity for Three States and Two Letters with Σ1,3 = ∅
We assume Σ = {a, b} and Σ1,3 = ∅ in this section. First, two lemmata that allow us to rule
out certain cases as polynomial time solvable for binary alphabets.
I Lemma 25. If |Σ| = 2 and B = (Σ, P, µ, p0, F ), where P = {1, 2, 3} with p0 = 1 and 3 ∈ F .
Then L(B)-Constr-Sync ∈ P if any of the following conditions hold: (i) Σ1,2 = Σ3,2 = ∅,
or (ii) Σ1,3 = Σ2,3 = ∅, or (iii) |Σi,i| = |Σ| for any i ∈ {1, 2, 3}.
We split the proof of our classification into several subcases. First, in Section 6.1.1, we
will handle the case |Σ1,1| = |Σ2,1| = 0 and |Σ1,2| = 1. Then, in Section 6.1.2, we will handle
the case |Σ1,1| = 1, |Σ2,1| = 0 and |Σ1,2| = 1. We will continue with the case |Σ1,2| = 2 in
Section 6.1.3, and finally will close by considering |Σ1,2| = 1 and |Σ2,1| > 0 in Section 6.1.4.
Under the assumption Σ1,3 = ∅, these are all relevant cases for the binary alphabet case
and automata in standard form. The other cases give polynomial time solvable problems.
This could be seen by the following reasoning. The case |Σ1,1| = 2 is listed in Lemma 25.
If |Σ1,1| = 1, then |Σ1,2| ≤ 1. Suppose |Σ1,2| = 0. In that case, as Σ1,3 = ∅ by assumption,
applying Lemma 19 shows L(B)-Constr-Sync ∈ P. Hence, the case |Σ1,2| = 1 remains.
Both cases |Σ2,1| = 0 and |Σ2,1| > 0 are then handled in Section 6.1.2 and Section 6.1.4.
If |Σ1,1| = 0, then the case |Σ1,2| = 2 is handled in Section 6.1.3, the case |Σ1,2| = 1 and
|Σ2,1| > 0 is covered in Section 6.1.4, the case |Σ1,2| = 1 and |Σ2,1| = 0 is covered in Section
6.1.2. If |Σ1,1| = 0 and if |Σ1,2| = 0, as Σ1,3 = ∅ by assumption, as stated in Lemma 19, the
problem is in P. So, we have covered all cases with Σ1,3 = ∅.
We will assume all our automata are in standard form for the remainder, as justified by
Lemma 22.
6.1.1 The case |Σ1,1| = |Σ2,1| = 0 and |Σ1,2| = 1
For definiteness, assume Σ1,2 = {a}. For the automata listed in Table 1, note that the
subautomaton between the states {p1, p2}, i.e., the center state and the right most state, is
most of the time incomplete2. Also note that every incomplete partial two-state automaton
on two letters appears as such a subautomaton for some automaton type from Table 1. If
this subautomaton is complete, then by Lemma 19, we would have L(B)-Constr-Sync ∈ P.
Hence, all cases that remain, for Σ1,2 = {a} and Σ1,1 = Σ2,1 = ∅ over a binary alphabet,
appear in Table 1, up to symmetry by interchanging of the letters.
I Proposition 26. For the constraint automata types Bi from Table 1, L(Bi)-Constr-Sync
is PSPACE-complete precisely for i ∈ {1, 3, 5}, and L(Bi)-Constr-Sync ∈ P for all the
other cases.
2 The only exception is the type B7. As written, every automaton such that a ∈ Σ3,2, Σ1,2 = {a} and
Σ1,1 = Σ2,1 = ∅ is represented by it.
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Type Automaton Complexity Type Automaton Complexity
B1 a
a, b
b
PSPACE-complete B2 a
a
b
b
P
B3 a
a
b
b
PSPACE-complete B4 a
a
a
b
P
B5 a
b
a
b
PSPACE-complete B6 a
|Σ2,3| = 1
|Σ3,2| = 1
P
B7 a
Σ3,3Σ2,2
Σ2,3
a ∈ Σ3,2
P
Table 1 Possible constraint automata B = (Σ, P, µ, p0, F ) in standard form for the case Σ1,1 = Σ2,1 = ∅
and Σ1,2 = {a} that are not ruled out as giving polynomial time solvable problems by Lemma 19 or
Lemma 25. The start state p0 is always the left-most state, then p1 and p2 follow in that order. Up to
symmetry, by renaming the letters, these are all cases as described. See Section 6.1.1 for explanation.
6.1.2 The case |Σ1,1| = |Σ1,2| = 1 and Σ2,1 = ∅
For definiteness, we assume Σ1,1 = {b} and Σ1,2 = {a}. The condition |Σ1,1| = 1 implies
|Σ1,2| ≤ 1 by determinism of the constraint automaton. First, we try to transfer some of our
previous results from Section 6.1.1 to the present situation.
I Proposition 27. Let B = (Σ, P, µ, p0, F ) be a constraint automaton with P = {p0, p1, p2}
in standard from. Suppose Σ1,1 = {b},Σ1,2 = {a} and Σ2,1 = ∅. If b ∈ Σ2,3 ∩ Σ3,2 and
a ∈ Σ2,2 ∪ Σ3,2, then
L(B)-Constr-Sync ≡logm L(B′)-Constr-Sync
where B′ = (Σ, P, µ′, p0, F ) with µ′ = µ \ {(p0, b, p0)}, i.e., we remove the self-loop at the
start state.
Then, up to symmetry by interchanging of the letters, all the automata in standard form,
to which Lemma 19 or Lemma 25 do not apply and for which Σ1,3 = ∅, for our case are
listed in Table 2. For Bi with i ∈ {1, 2, 3, 4, 5, 6} these are the corresponding cases from the
previous Section 6.1.1, but with Σ1,1 = {b}. Essentially, we can argue like in that section to
enumerate all cases. But for the type B7, if we add a self-loop labelled with b at the start
state, we get different computational complexities depending on how the other transitions are
set. These refinements are listed as Bi for i ∈ {7, 8, 9, 10, 11, 12}. Essentialy, if we just look at
the states {p1, p2}, every strongly connected incomplete partial automata, up to symmetry,
with two states is realised as this component of some type. Hence, we have covered all
possible cases, beside the ones for which the subautomaton between the states {p1, p2} is
complete, which give polynomial time solvable problems by Lemma 19.
I Proposition 28. For the constraint automata types Bi from Table 1, L(Bi)-Constr-Sync
is PSPACE-complete precisely for i ∈ {1, 3, 4, 5, 9, 11, 12}, and L(Bi)-Constr-Sync ∈ P for
all the other cases.
Proof. We only give the reduction for the type B12 in the main text for illustrative purposes.
Here the automaton type determines a single automaton. Let B = (Σ, P, µ, p0, F ) denote
this automaton with the usual conventions of this paper, i.e., P = {p0, p1, p2}, where the
states are ordered as shown in Table 2. By Theorem 11, we can choose F = {p1}. In this
respect, we deviate from the standard form of B shown in Table 2. The state p1 is the center
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Type Automaton Complexity Type Automaton Complexity
B1
b
a
a, b
b
PSPACE-complete B2
b
a
a
b
b
P
B3
b
a
a
b
b
PSPACE-complete B4
b
a
a
a
b
PSPACE-complete
B5
b
a
b
a
b
PSPACE-complete B6
b
a
|Σ2,3| = 1
|Σ3,2| = 1
P
B7
b
a
bΣ2,2 Σ2,3
a
P B8
b
a
Σ2,3
Σ3,2Σ2,3 = Σ3,2
P
B9
b
a
a
a, b
PSPACE-complete B10
b
a
b
a, b
P
B11
b
a
a, b
a
PSPACE-complete B12
b
a
a
b
a
PSPACE-complete
Table 2 Possible constraint automata types B = (Σ, P, µ, p0, F ) in standard form for the case
Σ1,1 = {b}, Σ2,1 = ∅ and Σ1,2 = {a} that are not ruled out as giving polynomial time solvable problems
by Lemma 19 or Lemma 25. The start state p0 is always the left most state, then p1 and p2 follow in that
order. Up to symmetry, by renaming the letters, these are all cases. See Section 6.1.2 for explanation.
state in the drawing from Table 2. Then L(B) = b∗a(a+ ba)∗. Set Γ = {c, d, e}. We give a
reduction from L-Constr-Sync for L = c(d+e)∗, which is PSPACE-complete by Theorem 9.
Let A = (Γ, Q, δ) be a input DCSA for L-Constr-Sync. Construct A′ = (Σ, Q′, δ′) with
Q′ = Q ∪Q1 ∪Q2 ∪Q3 ∪Q4, where Qi = {qi | q ∈ Q} are disjoint copies of Q. Notice that
by choice of notation, we have set up a correspondence between the sets Qi and Q. We will
use this correspondence in the definition of the transition function. For t ∈ Q′ and x ∈ Σ, set
δ′(t, x) =

δ(q, d) if t = q, q ∈ Q, x = a;
q1 if t = q, q ∈ Q, x = b;
δ(q, e) if t = q1, q1 ∈ Q1, x = a;
q2 if t = q1, q1 ∈ Q1, x = b;
t if t ∈ Q2, x = b;
δ(q, c) if t = q2, q2 ∈ Q2, x = a;
t if t ∈ Q4, x = a;
q3 if t = q4, q4 ∈ Q4, x = b;
q4 if t = q3, q3 ∈ Q3, x = a;
q2 if t = q3, q3 ∈ Q3, x = b.
1
2
3
4
b
b
a
a
b
b
b
a
a
a
Figure 2 An illustration of the reduc-
tion used for the automaton type B12 in
the proof of Propostion 28. The states
Q of the original automaton are drawn as
circles, the new states Q1, Q2, Q3 and Q4
are drawn as rectangles.
Please see Figure 2 for an illustration of the above reduction. We define a morphism
ϕ : Γ∗ → Σ∗ by setting ϕ(c) = bba, ϕ(d) = a and ϕ(e) = ba. Then, for each q ∈ Q and
u ∈ Γ∗ we have
δ(q, u) = δ′(q, ϕ(u)) (1)
by construction ofA′. We claim that we have some synchronizing word from L forA if and only
if we have some synchronizing word from L(B) forA′. First, suppose we have w ∈ L = c(d+e)∗
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such that |δ(Q,w)| = 1. Then, by the form of L, we have ϕ(w) ∈ bba(a+ ba)∗ ∈ L(B). Write
w = cv with v ∈ (d + e)∗. By construction of A′, δ′(Q′, bba) = δ(Q, c) ⊆ Q. So, as after
reading bba only states from Q are active in A′, we can apply Equation (1), which gives
δ′(Q′, ϕ(w)) = δ′(δ′(Q′, bba), ϕ(v))) = δ(δ(Q, c), v) = δ(Q,w). Hence ϕ(w) synchronizes
A′. Conversely, assume we have some word w ∈ L(B) with |δ′(Q′, w)| = 1. As no input
word leads us from any state in Q \ (Q3 ∪ Q4) to any state in Q3 ∪ Q4, we must have
δ′(Q′, w) /∈ Q3 ∪ Q4. But, by construction of A′, the only way to leave any state from
Q4 is by reading at least two consecutive b’s. By the form of L(B), this could only be
done at the beginning of w. Hence, we have w = bnav with v ∈ (a + ba)∗ and n ≥ 2.
Also, by construction of A′, we have δ′(Q′, bna) = δ(Q, c). Now, write v = v1 · · · vm with
vi ∈ {a, ba}, and define u = u1 · · ·um ∈ Γ∗ by setting ui = d if vi equals a, and ui = e if
vi equals ba, for each i ∈ {1, . . . ,m}. Then ϕ(u) = v. As δ(Q, c) ⊆ Q, Equation (1) gives
δ′(Q′, w) = δ′(δ(Q, c), v) = δ(δ(Q, c), ϕ(u)) = δ(Q, cu), and cu ∈ L. J
6.1.3 The Case Σ1,2 = {a, b}
By assumption Σ1,3 = ∅. Hence, as B is assumed to be in standard form, hence initially
connected, we have Σ2,3 6= ∅. By Lemma 19, if any strongly connected component is complete,
considered as a subautomaton, the problem is in P. Hence, we assume that this is not the
case. Then, the remaining cases are listed in Table 3, up to symmetry by interchanging of
the letters. The case with Σ2,1 6= ∅ is listed as the type B1. Otherwise, assume Σ2,1 = ∅. The
cases Σ2,3 = Σ3,2 with |Σ2,3| = 1 are listed as Bi with i ∈ {2, 3, 4}. The cases Σ2,3 6= Σ3,2
with |Σ2,3| = |Σ3,2| = 1 are listed as Bi with i ∈ {4, 5, 6}. The case Σ2,3 = Σ3,2 = {a, b}
would give a complete subautomaton between the states {p1, p2}, hence it is not listed. For
Σ2,3 = {a, b} and |Σ3,2| = 1 it is represented by B7. Note that this type also entails the case
Σ3,2 = {b} by symmetry. Lastly, the only case with Σ3,2 = {a, b} and Σ2,3 6= ∅, which does
not has the subautomaton {p1, p2} as a complete subautomaton, is B8.
Type Automaton Complexity Type Automaton Complexity
B1
a, b
b
a
|Σ3,3| ≤ 1
PSPACE-c B2 a, b
b
b
a
PSPACE-c
B3 a, b
b
b
a
P B4 a, b
|Σ2,3| = 1
|Σ3,2| = 1
P
B5 a, b
b
a
b
P B6 a, b
b
a
b
P
B7 a, b
a, b
a
PSPACE-c B8 a, b
b
a, b
P
Table 3 Possible constraint automata B = (Σ, P, µ, p0, F ) in standard form, up to symmetry by
interchanging of the letters, for the case Σ = {a, b}. The start state p0 is always the left most state, then
p1 and p2 follow in that order. Some cases, for which L(B)-Constr-Sync ∈ P, are not listed, see Section
6.1.2 for explanation.
I Proposition 29. For the constraint automata types Bi form Table 3, L(Bi)-Constr-Sync
is PSPACE-complete precisely for i ∈ {1, 2, 7}, and L(Bi)-Constr-Sync for all the other
cases.
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6.1.4 The Case |Σ1,2| = 1 and Σ2,1 6= ∅
Let B = (Σ, P, µ, p0, F ) with P = {p0, p1, p2} be a constraint automaton in standard form.
Suppose Σ1,2 = {b}, and Σ2,1 6= ∅. As the automaton is initially connected, and Σ1,3 = ∅ by
assumption, we have Σ2,3 6= ∅. Hence, as Σ2,1 ∩ Σ2,3 = ∅, this gives |Σ2,1| = |Σ2,3| = 1. If
Σ1,1 = {a}, then we get a PSPACE-complete constraint synchronization problem. This case
is listed in Figure 3. In all other cases, the constraint synchronization problem is in P.
start
a b
|Σ2,1| = 1
|Σ2,3| = 1 |Σ3,3| ≤ 1
Figure 3 The only type, up to isomorphism, of constraint automata B = (Σ, P, µ, p0, F ) for the case
|Σ1,2| = 1, |Σ2,1| > 0 and Σ1,3 = ∅, in standard form, for which L(B)-Constr-Sync is PSPACE-complete.
The start state p0 is always the left most state, then p1 and p2 follow in that order.
I Proposition 30. Let B = (Σ, P, µ, p0, F ) be a constraint automaton with three states in
standard form. Suppose |Σ1,2| = 1, |Σ2,1| > 0 and Σ1,3 = ∅. Then, only for the type depicted
in Figure 3, we have that L(B)-Constr-Sync is PSPACE-complete, and for all other cases
L(B)-Constr-Sync ∈ P.
7 Conclusion
We gave a full classification of the complexity landscape for two state constraint automata,
thereby extending results from [5]. We also gave a classification for three state constraint
automata B = (Σ, P, µ, p0, F ), with the property that the initial state is connected with
at most one other state, i.e., |{δ(p0, x) | x ∈ Σ}| ≤ 1. We found several PSPACE-complete
problems among the ones given by these automata, hence establishing that for binary
alphabets, at least three states are sufficient and necessary to get PSPACE-hard problems. It
was also noted that, among the automata which we have looked at, NP-complete problems
are realised by comparable few automata, namely only those listed in Figure 1. These
automata also admit a rather special structure, in particular no automata in the standard
form, introduced by Defintion 20, gives an NP-complete constraint synchronization problem.
In [5], for returning automata, a generalisation of the known polynomial time algorithm for
the unconstrained synchronization problem was given. We generalized this polynomial time
algorithm further, and gave precise conditions when it is applicable for our 3-state automata.
So, we were able to handle cases for which the previous methods are not applicable.
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A Appendix
Here, we collect some proofs not given in the main text. For establishing some of our results,
we need the following computational problems taken from [2], which are PSPACE-complete
problems for at least binary alphabets, also see [12, 13].
I Definition 31. Sync-From-Subset
Input: DCSA A = (Σ, Q, δ) and S ⊆ Q.
Question: Is there a word w with |δ(S,w)| = 1?
I Definition 32. Sync-Into-Subset
Input: DCSA A = (Σ, Q, δ) and S ⊆ Q.
Question: Is there a word w with δ(Q,w) ⊆ S?
I Remark 33. The terminology is not homogeneous in the literature. For instance, Sync-
Into-Subset has different names in [2] and in [12].
We will also need the next problem in the proof of Lemma 22, taken from [10], which is
PSPACE-complete in general, but NP-complete for unary automata, see [6].
Decision Problem 1: Intersection-Non-Emptiness
Input: Deterministic complete automata A1, A2, . . . , Ak.
Question: Is there a word accepted by them all?
We also need the next result from [5] for some proofs in this appendix.
I Theorem 34. Let L ⊆ Γ∗ and ϕ : Σ∗ → Γ∗ be an homomorphism such that ϕ(ϕ−1(L)) = L.
Then L-Constr-Sync ≤logm ϕ−1(L)-Constr-Sync.
In some proofs, we say that a set of words forms a code. A code, in this sense of
formal language theory, is meant to be a subset C ⊆ Σ∗, such that, if for n,m ≥ 0 and
x1, . . . , xn, x
′
1, . . . , x
′
m ∈ C, we have
x1 · · ·xn = x′1 · · ·x′m
then n = m and xi = x′i for each i ∈ {1, . . . , n}. Each element of a code could be identified
with a unique symbol, and we could write sequences uniquely in the elements of C.
A.1 Proof of Lemma 3 (See page 3)
I Lemma 3. Let X denote any of the complexity classes P, NP or PSPACE. If L(B) is a
finite union of languages L(B1), L(B2), . . . , L(Bn) such that for each 1 ≤ i ≤ n the problem
L(Bi)-Constr-Sync ∈ X , then L-Constr-Sync ∈ X .
Proof. Notation as in the statement. The proof for X = P works by checking in polynomial
time all the languages Li in order, which is a polynomial time operation3. The same argument
gives the claim for X = NP. This does not use nondeterminism, alterantively we could use
nondeterminism by guessing 1 ≤ i ≤ n first, and then checking for synchronizability in Li.
For X = PSPACE the same procedure of checking the languages Li in order will work, as
running a machine for each Li one after another only needs a constant amount of extra
instructions, and as each machine only needs polynomial space the the total procedure will
only use polynomial space. Alternatively we can use NPSPACE = PSPACE by Savitch’s
Theorem [14] and guess the language Li. J J
3 Actually, setting up a machine that runs a fixed number of other machines is a constant time operations
in itself, as soon as one machine ends, enter the starting configuration of the next and so on. Hence
essentially only the running time of the individual machines determines the total running time or space
requirements. And here the language L and hence the value n is part of the fixed constraint language.
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A.2 Proof of Theorem 6 (See page 4)
I Theorem 6. [5] Let B = (Σ, P, µ, p0, F ) be a PDFA. Then, L(B)-Constr-Sync ∈ NP if
for all states p ∈ P , if L(Bp,{p}) is infinite, then L(Bp,{p}) ⊆ {σ}∗ for some σ ∈ Σ.
Proof. This is essentially the proof from [5], with the necessary modifications and some
simplifications incorporated.
Note that if L(Bp,{p}) 6= ∅ and L(Bp,{p}) ⊆ {σ}∗, then L(Bp,{p}) = {σn}∗ for some n ≥ 1.
For choose n ≥ 1 minimal with σn ∈ L(Bp,{p}). Then assume σk ∈ L(Bp,{p}) with k > n.
Let us write k = qn+ r with 0 ≤ r < n. As µ(p, σn) = p, we have p = µ(p, σk) = µ(p, σr),
which implies r = 0 by minimality of n. Hence k = qn.
If L(Bp,{p}) 6= ∅, let us write up = σn for the power of σ corresponding to this state. Then
L(Bp,{p}) = {up}∗. Let U = {up | L(Bp,{p}) = {up}∗ for some p ∈ P} be all such words. Set
m = |P |. Every word of length greater than m− 1 must traverse some cycle. Therefore, any
word w ∈ L(B) can be partitioned into at most 2m− 1 substrings w = un1p1 v1 · · · vm−1unmpm ,
for some numbers n1, . . . , nm ≥ 0, p1, . . . , pm ∈ P , and4 vi ∈ F ∪ {ε} for some finite set
of words F , such that |vi| < |P | for all i ≤ m. Let A = (Σ, Q, δ) be a yes-instance of
L(B)-Constr-Sync. Let w ∈ L(B) be a synchronizing word for A partitioned as mentioned
above.
Claim 1: If for some i ≤ m, ni ≥ 2|Q|, then we can replace it by some n′i < 2|Q|, yielding
a word w′ ∈ L(B) that synchronizes A. This could be seen by considering the non-empty
subsets
δ(Q, un1p1 v1 · · · vj−1ukpj )
for k = 0, 1, . . . , ni. If ni ≥ 2|Q|, then some such subsets appears at least twice, but this
mean we can delete the power of upi between those appearances.
We will now show that we can decide whether A is synchronizing with respect to B in
polynomial time using nondeterminism despite the fact that an actual synchronizing word
might be exponentially large. This problem is circumvented by some preprocessing based
on modulo arithmetic, and by using a more compact representation for a synchronizing
word. We will assume we have some numbering of the states, hence the pi are numbers.
Then, instead of the above form, we will represent a synchronizing word in the form
wcode = 1p1# bin(n1)v11p2# bin(n2)v2 . . . vm−11pm# bin(nm), where # is some new symbol
that works as a separator, and similar {0, 1} ∩ Σ = ∅ are new symbols to write down the
binary number, or the unary presentation of pi, indicating which word upi is to be repeated.
As bin(ni) ≤ |Q| by the above claim and m is fixed by the problem specification, the length
of wcode is polynomially bounded, and we use nondeterminism to guess such a code for a
synchronizing word.
Claim 2: For each q ∈ Q and u ∈ Σ∗, one can compute in polynomial time numbers
`(q), τ(q) ≤ n such that, given some number x in binary, based on `(q), τ(q), one can
compute in polynomial time a number y ≤ n such that δ(q, ux) = δ(q, uy).
Proof of Claim 2 of Theorem 6. For each state q ∈ Q and u ∈ Σ∗, we calculate its u-orbit
Orbu(q), that is, the set
Orbu(q) = {q, δ(q, u), δ(q, u2), . . . , δ(q, uτ ), δ(q, uτ+1), . . . , δ(q, uτ+`−1)}
such that all states in Orbu(q) are distinct but δ(q, uτ+`) = δ(q, uτ ). Let τ(q) := τ and
`(q) := ` be the lengths of the tail and the cycle, respectively; these are nonnegative integers
that do not exceed n. Observe that Orbu(q) includes the cycle {δ(q, uτ ), . . . , δ(q, uτ+`−1)}.
4 We added the empty word so that we can assume we have a partition into exactly m such substrings.
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We can use this information to calculate δ(q, ux), given a nonnegative integer x and a
state q ∈ Q, as follows: (a) If x ≤ τ(q), we can find δ(q, ux) ∈ Orbσ(q). (b) If x > τ(q),
then δ(q, ux) lies on the cycle. Compute y := τ(q) + (x − τ(q)) (mod `(q)). Clearly,
δ(q, ux) = δ(q, uy) ∈ Orbσ(q). The crucial observation is that this computation can be done
in time polynomial in |Q| and in |bin(x)|. As a consequence, given S ⊆ Q and x ≥ 0 (in
binary), we can compute δ(S, ux) in polynomial time. J
The NP-machine guesses wcode part-by-part, keeping track of the set S of active states
of A and of the current state p of B. Initially, S = Q and p = p0. For i ∈ {1, . . . ,m}, when
guessing the number ni in binary, by Claim 1 we guess log(ni) ≤ n many bits. By Claim 2,
we can update S := δ(S, unipi ) and p := µ(p, u
ni
pi ) in polynomial time. After guessing vi, we
can simply update S := δ(S, vi) and p := µ(p, vi) by simulating this input, as |vi| ≤ m = |P |,
which is a constant in our setting. Finally, check if |S| = 1 and if p ∈ F .
J
A.3 Proof of Theorem 11 (See page 4)
I Theorem 11. Let B = (Σ, P, µ, p0, F ) be a constraint automaton. Choose p ∈ F and let
R ⊆ P be all states from the same strongly connected component as p, i.e., for each r ∈ R we
have words u, v ∈ Σ∗ such that µ(r, u) = p and µ(p, v) = r. Let E ⊆ R be non-empty, then
L(B)-Constr-Sync ≡logm L(Bp0,(F\R)∪E)-Constr-Sync.
Proof. Follows by Theorem 7 and Remark 8. J
A.4 Proof of Theorem 12 (See page 4)
I Theorem 12. Let B = (Σ, P, µ, p0, F ) be a constraint automaton. Let R ⊆ P be all states
from the same strongly connected component as p0, i.e., for each r ∈ R we have words
u, v ∈ Σ∗ such that µ(r, u) = p0 and µ(p0, v) = r. Then, for any p ∈ R,
L(B)-Constr-Sync ≡logm L(Bp,F )-Constr-Sync.
Proof. Notation as in the statement. Suppose A = (Σ, Q, δ) is a semi-automaton. Then,
A has a synchronizing word in L(B) if and only if it has one in L(Bp,F ). For, if we have
|δ(Q,w)| = 1 with µ(p0, w) ∈ F , then choose v ∈ Σ∗ with µ(p, v) = p0. Hence vw ∈ L(Bp,F )
and |δ(Q, vw)| = 1. Conversely, if we have w ∈ L(Bp,F ) with |δ(Q,w)|. Then choose v ∈ Σ∗
with µ(p0, v) = p, and we have |δ(Q, vw)| = 1 and vw ∈ L(B). J
A.5 Proof of Lemma 13 (See page 5)
I Lemma 13. Let B = (Σ, P, µ, p0, F ) be a PDFA. If p ∈ P \ {p0} is not co-accessible, then
let B′ = (Σ, P ′, µ′, p0, F ′) be the automaton constructed from B by removing the state p, i.e.,
(i) P ′ = P \ {p}, and (ii) µ′ = µ∩ (P ′×Σ×P ′), and (iii) F ′ = F \ {p}. Then L(B) = L(B′).
Proof. Any accepting path uses only co-accessible states, hence the set of accepting paths
for both automata is the same. J
For our proofs with |P | = 2, as shown in [5], we can assume B = (Σ, P, µ, p0, F ) with
P = {1, 2}, and p0 = 1, F = {2}.
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A.6 Proof of Lemma 15 (See page 5)
I Lemma 15. Let B = (Σ, P, µ, p0, F ) be a PDFA with P = {1, 2} If |Σ1,1| ≤ 1 and
|Σ2,2| ≤ 1, then L(B)-Constr-Sync ∈ P.
Proof. We can assume Σ2,1 = ∅, otherwise the automaton is returning and the problem is in
P. Also suppose Σ1,2 6= ∅, for otherwise we cannot reach the final state and L(B) = ∅, so we
can never find a synchronizing word in L(B). Hence, we can suppose L = Σ∗1,1Σ1,2Σ∗2,2. But
then
L =
⋃
a∈Σ1,2
Σ∗1,1aΣ∗2,2.
Each language in this union is over an at most ternary alphabet by the assumptions. By
Theorem 9, every language over a ternary alphabet as above, where each state admits at most
one self-loop for some letter, is in P. Hence, their finite union is also in P by Lemma 3. J
A.7 Proof of Proposition 16 (See page 5)
I Proposition 16. Let B = (Σ, P, µ, p0, F ) be a PDFA with P = {1, 2} and |Σ2,2| ≥ 3. If (i)
Σ1,2 6= ∅, and (ii) Σ2,1 = ∅, and (iii) (Σ1,1 ∪ Σ1,2) \ Σ2,2 6= ∅, then L(B)-Constr-Sync is
PSPACE-complete, and if any of the above conditions fail, then L(B)-Constr-Sync ∈ P.
Proof. Due to Lemma 14, if Σ1,1 ∪ Σ1,2 ⊆ Σ2,2, the problem is polynomial time solvable.
Hence, assume (Σ1,1 ∪ Σ1,2) \ Σ2,2 6= ∅. For a word u ∈ Σ∗ and a language L ⊆ Σ∗, we will
use the notation u−1L = {v ∈ Σ∗ | uv ∈ L}. The main focus in the following proof is on
PSPACE-hardness, as by Theorem 4 we have containment in PSPACE. We now describe our
construction, starting with some preliminaries and then showing our reduction from the
PSPACE-complete problem Sync-From-Subset. Set a ∈ Σ and u ∈ Σ ∪ {ε}, according to
the following cases:
1. Σ1,2 \ Σ2,2 6= ∅.
Choose a ∈ Σ1,2 \ Σ2,2 and u = ε.
2. Σ1,2 ⊆ Σ2,2 and Σ1,1 \ Σ2,2 6= ∅.
Choose a ∈ Σ1,1 \ Σ2,2 and u ∈ Σ1,2 ∩ Σ2,2 = Σ1,2.
We then have (remember Σ1,1 ∩ Σ1,2 = ∅, so x ∈ Σ∗1,1 if (xayu)−1L 6= ∅)
(xayu)−1L ⊆ Σ∗2,2 (2)
for any x, y ∈ Σ∗. Set Γ = {c, d} ⊆ Σ2,2 \ alph(u). Notice that such a selection with |Γ| = 2
is possible, because |Σ2,2| ≥ 3. Let A = (Γ, Q, δ) be a semi-automaton and S ⊆ Q, so
that (A, S) form an instance of Sync-From-Subset. Recall that Sync-From-Subset is
PSPACE-hard even for binary input alphabets. In order to get PSPACE-hard instances, we
can assume that ∅ ( S ( Q.
We give two separate reductions for both cases.
(i) Let S1 = {s1 | s ∈ S} be a disjoint copy of S. Construct A′ = (Σ, Q′, δ′) with Q′ = Q∪S1
and set, fixing an arbitrary sˆ ∈ S,
δ′(q, x) =

q if q ∈ S1, x 6= a;
s if q = s1 ∈ S1, x = a;
δ(q, x) if q ∈ Q, x ∈ Γ;
q if q ∈ Q, x ∈ Σ \ (Γ ∪ {a});
q if q ∈ S, x = a;
sˆ if q ∈ Q \ S, x = a.
With this construction, we have some v ∈ Γ with |δ(S, v)| = 1 if and only if |δ′(Q′, w)| = 1
for a word w ∈ L.
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a. Suppose we have v ∈ Γ with |δ(S, v)| = 1. Then, by construction, δ′(Q′, av) =
δ′(S, v) = δ(S, v) and av ∈ L, as a ∈ Σ1,2 and v ∈ Σ∗2,2.
b. Suppose we have |δ′(Q′, w)| = 1 for a word w ∈ L. Then δ′(Q′, w) /∈ S1, because
no word can lead from Q′ \ S1 into S1. As only the letter a allows to move from
S1 anywhere else, δ′(Q′, w) /∈ S1 enforces that w must contain at least one a. Write
w = xay, where x contains no a, i.e., the a written in this decomposition of w is the
first occurrence of this letter in w. By construction of δ′, we have δ′(Q′, xa) = S, as all
states from Q \ S1 are mapped to sˆ ∈ S, and δ′(S1, xa) = S. By Equation (2), which
for case (i), i.e., u = ε, implies (xa)−1L ⊆ Σ∗2,2, we have y ∈ Σ∗2,2. So the word y does
not contain the letter a. Removing letters from Σ \ Γ, which could be done as they
label self-loops in A′ on the states in Q, gives us a word z ∈ Γ∗ with 1 = |δ(S, z)|, as
δ′(S, y) = δ(Q′, xay) is a singleton set.
(ii) Remember, in this case, we have a letter a ∈ Σ1,1 \ Σ2,2, a letter u ∈ Σ1,2 ∩ Σ2,2 = Σ1,2
and two letters Γ = {c, d} ⊆ Σ2,2 \ {u} such that Equation (2) holds. The reduction
is quite similar to the one used in case (i), but we need to account for reading in the
additional letter u. Note that a 6= u as Σ1,1 ∩ Σ1,2 = ∅. Let Si = {Si | s ∈ S} for
i ∈ {1, 2} be two disjoint copies of S. Construct A′ = (Σ, Q′, δ′) with Q′ = Q ∪ S1 ∪ S2,
and set, fixing an arbitrary sˆ ∈ S,
δ′(q, x) =

q if q ∈ S1, x 6= a;
s2 if q = s1 ∈ S1, x = a;
s if q = s2 ∈ S2, x = u;
q if q ∈ S2, x 6= u;
δ(q, x) if q ∈ Q, x ∈ Γ;
q if q ∈ Q, x ∈ Σ \ (Γ ∪ {a, u});
q if q ∈ S, x ∈ {a, u};
sˆ if q ∈ Q \ S, x ∈ {a, u}.
With this construction, we have some v ∈ Γ with |δ(S, v)| = 1 if and only if |δ′(Q′, w)| = 1
for some word w ∈ L.
a. Suppose we have v ∈ Γ with |δ(S, v)| = 1. Then, by construction, δ′(Q′, auv) =
δ′(S2 ∪ S, uv) = δ′(S, v) = δ(S, v) and auv ∈ L, as a ∈ Σ1,2, u ∈ Σ1,2, v ∈ Σ∗2,2.
b. Suppose we have |δ′(Q′, w)| = 1 for some word w ∈ L. Then δ′(Q′, w) /∈ S1, because
no word can lead from Q′ \ S1 into S1. As only the letter a allows to move from
S1 anywhere else, δ′(Q′, w) /∈ S1 enforces that w must contain at least one a. Write
w = xay, where x contains no a, i.e., the a written in this decomposition of w is the first
occurrence of this letter in w. By construction of δ′, we have S2 ⊆ δ′(Q′, xa) ⊆ S2 ∪ S.
As δ′(Q′, xay) = δ′(δ′(Q′, xa), y) ⊆ Q, by construction, we can write y = vuy′, where
u is not a factor of v. Then S2 ⊆ δ′(δ′(Q′, xa), v) ⊆ S2 ∪Q, and so δ′(Q′, xavu) = S.
By Equation (2), because w = xay = xavuy′ ∈ L, we have y′ ∈ Σ∗2,2, so that the
word y′ does not contain the letter a. Removing letters from Σ \ Γ, which could be
done as they label self-loops in A′ on the states in Q, gives us a word z ∈ Γ∗ with
|δ(S, z)| = |δ′(S, y)| = 1.
J
A.8 Proof of Proposition 17 (See page 5)
I Proposition 17. Let B = (Σ, P, µ, p0, F ) be a PDFA with P = {1, 2} and |Σ2,2| = 2. If (i)
Σ1,2 6= ∅, and (ii) Σ2,1 = ∅, and
(iii) Σ1,2 \ Σ2,2 6= ∅ or |Σ1,1| ≥ 2,
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then L(B)-Constr-Sync is PSPACE-complete. Otherwise, if any of the conditions (i) or
(ii) fail, we have L(B)-Constr-Sync ∈ P, If (iii) fails, but (ii) is true, i.e., Σ2,1 = ∅, then
Σ1,2 ⊆ Σ2,2 and |Σ1,1| ≤ 1. As |Σ2,2| = 2, in this case Σ = Σ1,1 ∪ Σ1,2 ∪ Σ2,2 is at most
ternary, in which case a complete classification is given by Theorem 9.
Proof. 1. Σ1,2 \ Σ2,2 6= ∅.
In this case, the same reduction from the proof of Proposition 16 works, with a ∈ Σ1,2\Σ2,2
and u = ε. Then we can choose Γ = {c, d} = Σ2,2 with c 6= d.
2. Σ1,2 ⊆ Σ2,2, |Σ1,1| = 1.
In this case |Σ1,1 ∪Σ1,2 ∪Σ2,2| ≤ 3. Hence we have at most a ternary alphabet, and these
cases are handled completely by Theorem 9.
3. Σ1,2 ⊆ Σ2,2, |Σ1,1| ≥ 2.
Let a, b ∈ Σ1,1 be distinct letters and c ∈ Σ1,2; recall that Σ1,2 6= ∅ by assumption (I).
Then we can reduce from L′-Constr-Sync, with
L′ = (a+ b)∗ · c · (({a, b, c} ∩ Σ2,2))∗.
Let A′ = ({a, b, c}, Q, δ′) be a semi-automaton over {a, b, c}. Construct A = (Σ, Q, δ) by
setting
δ(q, x) =
{
δ′(q, x) if q ∈ Q, x ∈ {a, b, c};
q if q ∈ Q, x /∈ {a, b, c}.
Then A has a synchronizing word in L if and only if A′ has a synchronizing word in
L′. Namely, as the {a, b, c}-transitions are left untouched in the construction, every
synchronizing word for A′ is also a synchronizing word for A, and L′ ⊆ L. Conversely,
if w ∈ Σ∗ is a synchronizing word for A, then we can remove from w all letters from
Σ\{a, b, c}, and we get a new word w′. But, as all the removed letters label only self-loops,
we have δ(w, q) = δ(w′, q) = δ′(w′, q) for each q ∈ Q. In particular, if w synchronizes A,
also w′ synchronizes A, and by construction, w′ also synchronizes A′.
By Theorem 9, for any such L′ (up to symmetry, the variations depend on the cardinality
of {a, b} ∩ Σ2,2), L′-Constr-Sync is PSPACE-complete. Hence, also L-Constr-Sync
is PSPACE-complete.
J
A.9 Proof of Proposition 18 (See page 5)
I Proposition 18. Let B = (Σ, P, µ, p0, F ) be a PDFA with P = {1, 2} and |Σ2,2| ≤ 1. If
(i) Σ1,2 6= ∅, and (ii) Σ2,1 = ∅, and (iii) |Σ1,1| ≥ 2, then L(B)-Constr-Sync is PSPACE-
complete, and if any of the above conditions fail, then L(B)-Constr-Sync ∈ P.
Proof. By Lemma 15, we can assume |Σ1,1| ≥ 2. But then, the same argument as in the
proof of Proposition 17, case (iii) works. J
A.10 Proof of Lemma 19 (See page 6)
I Lemma 19. Let B = (Σ, P, µ, p0, F ), where P = {1, 2, 3} with p0 = 1 and 3 ∈ F . Then
L(B)-Constr-Sync ∈ P if any of the following conditions hold: (i) Σ1,2 = Σ1,3 = ∅, or
(ii) L(Bp,E) = Σ∗ for any p ∈ P that is reachable and E ⊆ P a set of co-accessible states,
i.e., some reachable subautomaton with co-accessible states is complete, or (iii) Σ2,1 6= ∅ and
Σ3,2 6= ∅, or (iv) Σ2,1 6= ∅ and Σ3,1 6= ∅, or (v) Σ3,1 6= ∅ and Σ2,3 6= ∅.
Proof. If (i) holds, then no state is reachable from the start state. Hence, we have a constraint
problem over a one-state automaton, which is polynomial time solvable by Theorem 9. If
condition (ii) is fullfilled, we have F (L(B)) = Σ∗, as p is reachable and each state from E is
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co-accessible. As Σ∗-Constr-Sync ∈ P by Fact 1, L(B)-Constr-Sync ∈ P by Theorem 7.
If condition (iii), (iv), or (v) is true, then B is returning. Hence Theorem 10 gives the
claim. J
A.11 Proof of Lemma 21 (See page 6)
I Lemma 21. Let B = (Σ, P, µ, p0, F ), where P = {1, 2, 3} with p0 = 1 and B in standard
form. If Σ2,1 = Σ3,2 = ∅, then we have some B′ = (Σ, P ′, µ′, p′0, F ′) in standard form, with
P ′ = {1′, 2′, 3′} and p′0 = 1′ such that {x ∈ Σ | µ(2′, x) = 1′} 6= ∅, or {x ∈ Σ | µ(3′, x) =
2′} 6= ∅, and L(B)-Constr-Sync ≡logm L(B′)-Constr-Sync.
Proof. If Σ2,1 = Σ3,2 = ∅, the states {1, 2} and {2, 3} could not form a strongly connected
component. Hence, as stipulated by the standard form, the states {1, 3} must form a strongly
connected component, so Σ1,3 6= ∅ and Σ3,1 6= ∅. But as Σ3,2 = ∅, and 2 should be reachable
from the start state, we must have Σ1,2 6= ∅. By Theorem 12, we can declare state 3 as a new
start state. Also F = {2}, as every state is co-accessible and Σ2,1 = ∅. Now, renaming the
states, setting 3 as our new first state, 1 the second state, and 2 the new last state, we have
found a new automaton as needed. Note that the resulting automaton is not isomorphic as a
language accepting device, as in the former, we could read a single symbol to go to the final
state, whereas in the latter this is no longer possible. J
A.12 Proof of Lemma 22 (See page 6)
I Lemma 22. Let B = (Σ, P, µ, p0, F ) be a PDFA with three states over a binary alphabet.
If B is not in standard form, then either B is one of the automata listed in Figure 1,
up to symmetry by renaming of the letters, and L(B)-Constr-Sync is NP-complete, or
L(B)-Constr-Sync ∈ P, or there exists some PDFA B′ = (Σ, P ′, µ′, p′0, F ′) with three states
in standard form, such that L(B)-Constr-Sync ≡logm L(B′)-Constr-Sync.
Proof. First, suppose B = (Σ, P, µ, p0, F ) is not in standard form. If we just have a
single strongly connected component, then B is returning. Hence, by Theorem 10 we have
L(B)-Constr-Sync ∈ P.
Otherwise, suppose we have three strongly connected components, i.e., every state is its
own component. Then, the only loops are self-loops. In that case, let P = {1, 2, 3} be such
that state 1 is the state of the first component, i.e., those component such that no path ends
in any state from it. Then, we can assume p0 = 1, for otherwise this state would not be
reachable from the start state, and we can remove this state without altering the accepted
language. The resulting automaton would have at most two states, hence by Theorem 9 this
gives L(B)-Constr-Sync ∈ P. With a similar argument, if Σ2,3 = ∅, we can assume that
both Σ1,2 and Σ1,3 are non-empty. Hence, after disregarding cases that give non-accessible
states, i.e., states not reachable from the start state, the following cases remain. Note that,
by assumption, if Σi,j 6= ∅ for i 6= j, we have Σj,i = ∅.
(i) Σ1,2 6= ∅ and Σ1,3 6= ∅, Σ2,3 = ∅.
By Lemma 13, we can assume F = {2, 3}. Then L(B) = L(Bp0,{1}) ∪ L(Bp0,{2}), and
the languages L(Bp0,{i}) for i ∈ {1, 2} could be described, by disregarding the then
non-co-accessible state {1, 2} \ {i}, by a two-state automaton. Hence, by Theorem 9, they
give polynomial time solvable constraint problems. Then L(B)-Constr-Sync ∈ P by
Lemma 3.
(ii) Σ1,2 6= ∅ and Σ1,3 6= ∅, Σ2,3 6= ∅.
By Lemma 13, we can assume 3 ∈ F , for otherwise, this state would not be co-accessible
and could be removed. Then we have a two-state automaton left, and by Theorem 9
it would be solvable in polynomial time. More specifically, we can assume F = {3}, by
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Remark 8, as all other states are co-acessible. As Σ1,2 ∩ Σ1,3 = ∅ by determinism of B,
we have Σ1,1 = ∅. Also |Σ2,2| ≤ 1 as Σ2,3 6= ∅. If Σ3,3 = {a, b}, by Remark 8, we would
have L(B)-Constr-Sync ∈ P. So, we can also suppose |Σ3,3| ≤ 1. Then, by Theorem 6,
we have L(B)-Constr-Sync ∈ NP. Write
L(B) = Σ1,2Σ∗2,2Σ∗3,3 ∪ Σ1,3Σ∗3,3.
The language Σ1,3Σ∗3,3 (and similar Σ∗2,2Σ∗3,3) could be described by a two-state automaton,
hence, as we are over a binary alphabet, gives a constraint synchronization problem in P
by Theorem 9. If Σ1,2 = Σ2,2, as then
Σ1,2Σ∗2,2Σ∗3,3 ⊆ Σ∗2,2Σ∗3,3 ⊆ F (Σ1,2Σ∗2,2Σ∗3,3)
by Theorem 7 also the constraint synchronization problem for Σ1,2Σ∗1,2Σ∗3,3 is in P. With
Lemma 3, then L(B)-Constr-Sync ∈ P.
If Σ1,2 6= Σ2,2 with Σ2,2 6= ∅, then Σ1,2 = Σ2,3. In this case, L(B)-Constr-Sync, under
the above assumptions, is NP-complete.
For definiteness, assume Σ1,2 = Σ2,3 = {a} and Σ2,2 = {b}. See Figure (todo) for an
automaton drawing of B in this case. We give a reduction from Problem 1, which is
NP-complete for unary automata [6]. We assume that in at least one input automata, its
initial state is not final. And we also assume that each input automata has a non-empty
final state set. These requirements could be easily checked, and if they fail, then by the
former requirement the empty word is accepted by all the input automata, or by the
latter some automaton does not accept any word. So, by assuming the input automata
have this form, our problem remains NP-complete.
Let Ai = ({b}, Qi, δi, si, Fi) for i ∈ {1, . . . , k} be unary automata. Construct the DCSA
A = (Σ, Q, δ) with Q = Q1 ∪ . . . ∪Qk ∪ {t1, . . . , tk} ∪ {r} and for q ∈ Q, x ∈ Σ set
δ(q, x) =

q if q ∈ {t1, . . . , tk}, x = b
si if q = ti ∈ {t1, . . . , tk}, x = a
δi(q, b) if q ∈ Qi, x = b
si if q ∈ Qi \ Fi, x = a
r if q ∈ Fi, x = a
q if q = r.
Then, we have a word accepted by all the automata Ai, i ∈ {1, . . . , k}, if and only if we
have a synchronizing word for A in L(B).
First, suppose we have w ∈ b∗ with δi(si, w) ∈ Fi for all i ∈ {1, . . . , k}. Then, as
δ(Q, a) = {s1, . . . , sk}∪{r}, we have δ(Q, aw) = {q1, . . . , qk}∪{r} with qi = δi(si, w) ∈ Fi.
By construction, then δ(Q, awa) = {r}, and awa ∈ L(B).
Conversely, assume we have w ∈ L(B) with |δ(Q,w)| = 1. As r is a trap state, and hence
could only be mapped to itself, we must have δ(Q,w) = {r}. Assume w starts with the
letter b, i.e., w = bv. As µ(p0, b) = p2 in B, we have v ∈ Σ3,3. By assumption |Σ3,3| ≤ 1
(remember, Σ3,3 = {a, b} would give a constraint synchronization problem in P). We
distinguish the cases that could arise.
a. Σ3,3 = ∅.
Then v = ε. But the single word w = b could never synchronize A, for example any of
the states ti would not be mapped to r then. Hence, in this case w could not start
with an b.
b. Σ3,3 = {a}.
Then v ∈ a∗ and w = ban. By assumption, some unary input automaton does not
accept the empty word, so that after the first a, when we are in the initial state of
that automaton, we have to read a word of the form bm with m > 0 to reach any final
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state. But w does not contain such a factor after its first a, hence it could not map
every state to r. So, also in this case w could not start with an b.
c. Σ3,3 = {b}.
Then w ∈ b∗. Such a word could obviously not synchronize A. Hence, in this case w
could not start with an b.
So, by the above, we must have w = av for some v ∈ b∗aΣ∗3,3. Write v = bnau with
u ∈ Σ∗3,3. We want to show that δi(si, bn) ∈ Fi for all i ∈ {1, . . . , k}.
a. Σ3,3 = ∅. In that case u = ε. For q ∈ Q \ {r} we have
δ(q, x) = r ⇔ q ∈ F1 ∪ . . . ∪ Fk and x = a.
Hence the assumption δ(Q, abna) = {r} then gives δ(Q\{r}, abn) ⊆ F1∪ . . .∪Fk ∪{r}.
But, also by construction of A, and the assumption that F1 ∪ . . . ∪ Fk 6= ∅, we have
δ(Q \ {r}, a) = {s1, . . . , sk} ∪ {r}. For each m ≥ 0 we have δ(si, bm) ∈ Qi, so that
δ(si, bm)∩({r}∪Qj) = ∅ for j 6= i andm ≥ 0. Hence, to have δ({s1, . . . , sk}∪{r}, bn) ⊆
F1 ∪ . . . ∪ Fk ∪ {r}, we must have δ(si, bn) ∈ Fi for each i ∈ {1, . . . , k}.
b. Σ3,3 = {a}.
As we could not read any more b’s after the first block bn, all the states si must be
transferred to the final states by bn. For if δ(si, bn) /∈ Fi, then δ(si, bnam) = si for
each m ≥ 1. Hence, as si ∈ δ(Q, a), this would give si ∈ δ(Q,w), which is not the case
as δ(Q,w) = {r} by assumption.
c. Σ3,3 = {b}
Similar to the previous case, but this time, as there are no more a’s possible after the
first two, we have no way to map any state in Qi to r. Hence we must do this with the
last and second a, which implies that δ(si, bn) ∈ Fi. More formally, if q = δ(si, bn) /∈ Fi,
then δ(q, a) = si, and we have δ(si, bm) ∈ Qi for each m ≥ 0. Hence, as si ∈ δ(Q, a),
we would have δ(Q,w)∩Qi 6= ∅, which is not possible as δ(Q,w) = {r} by assumption.
So, for Σ1,2 6= Σ2,2 with Σ2,2 6= ∅, under the additional assumptions of this case, we have
shown that L(B)-Constr-Sync is NP-complete. Now for the next case. If Σ1,2 6= Σ2,2
with Σ2,2 = ∅, then
L(Bp0,{p2}) = Σ1,2Σ2,3Σ∗3,3 ∪ Σ1,3Σ∗3,3.
We have (Σ1,3Σ∗3,3)-Constr-Sync ∈ P by Theorem 9, as it could be described by a two-
state automaton, and we have |Σ| = 2 here. Assume Σ1,2 = {x},Σ2,3 = {y},Σ3,3 = {z},
where we do not suppose these letters to be distinct. Define a morphism ϕ : {e, f}∗ → Σ∗
by ϕ(e) = xy and ϕ(f) = z. Then ϕ(ef∗) = Σ1,2Σ2,Σ∗3,3 and ϕ−1(Σ1,2Σ2,Σ∗3,3) = ef∗.
The constraint synchronization is in P for e∗f , by Theorem 9, as it is over a binary alphabet
and could be described by a two-state automaton. Hence, applying Theorem 34, then
gives (Σ1,2Σ2,Σ∗3,3)-Constr-Sync ∈ P. By Lemma 3, L(Bp0,{p2})-Constr-Sync ∈ P.
(iii) Σ1,2 6= ∅ and Σ1,3 = ∅, Σ2,3 6= ∅.
As we must have three strongly connected components, in this case we can assume
F = {p2}, as if p2 /∈ F we would have non co-accessible states, which could be removed by
Lemma 13, and by Remark 8, if {p2} is a proper subsets of F , we can alter the final state
set to be exactly {p2} without changing the computational complexity. If Σ3,3 = {a, b},
by Remark 8, L(B)-Constr-Sync ∈ P. Hence we can assume |Σ3,3| ≤ 1. That |Σ1,1| ≤ 1
and |Σ2,2| ≤ 1 is implied by determinsm of B. In these cases, by Theorem 6, we have
L(B)-Constr-Sync ∈ NP.
If Σ1,2 = {a, b} and Σ2,2 6= ∅, then L(B) is NP-complete. We can use the same reduction
as in the previous case, where we argue as previously that a synchronizing word must be
from ab∗a if Σ2,2 = {b}. I just sketch the argument, where it makes a difference. First,
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note if Σ1,2 = {a, b}, Σ2,2 = {b} and F = {p2}, we have L(B) = ab∗aΣ∗3,3 ∪ bb∗aΣ∗3,3.
Then a word that synchronizes the automaton A constructed out of the Ai must start
with an a, for otherwise if w ∈ bb∗aΣ∗3,3. Write w = bmaxl with x ∈ Σ3,3 and m > 0,
l ≥ 0. By assumption, for an input automaton Ai we have si /∈ Fi. Then δ(ti, bma) = si,
and regardless if x = a or x = b, we then have δ(ti, bmaxl) ∈ Qi. Note that in this case,
the states t1, . . . , tk are essential to guarantee that even after reading some b’s, after
reading a we are in the start states of the Ai. If we do not have these states, these b’s
could drive some Ai into a final state, and then the a would map these to r. We do not
want that. The rest of the reduction works exactly the same.
If |Σ1,2| = 1 and Σ2,2 6= ∅, then L(B)-Constr-Sync is NP-complete for Σ1,2 6= Σ2,2. We
can also use exactly the same reduction as in the previous case (for Σ1,1, the arguments
that dismis that a synchronizing word could not start with b are not needed, as this is
already enforces by the constraint language in this case), for both cases Σ1,1 = ∅, or
Σ1,1 6= ∅. Note that in the latter case, the states {t1, . . . , tk} are necessary, to read in the
letter in Σ1,1, and still have everything reset to the start states of the input automaton
after reading the symbol from Σ1,2.
If Σ1,2 ⊆ {a, b} and Σ2,2 = ∅, then
L(B) =
⋃
x∈Σ1,2,y∈Σ2,3
Σ∗1,1xyΣ∗3,3.
And we have (Σ∗1,1xyΣ∗3,3)-Constr-Sync ∈ P. This could be seen by using Theorem 34,
the same way as done above at the end of case (ii), by getting x∗cy∗ for x, y ∈ {a, b}
as an inverse image of Σ∗1,1xyΣ∗3,3, where the choice of x, y depends if either Σ1,1 =
Σ3,3 or not. This language could be described by a two-state automaton, hence by
Lemma 15 the constraint synchronization problem for these languages is in P, so that
L(B)-Constr-Sync ∈ P by Lemma 3.
Now consider the case |Σ1,2| = 1 and Σ2,2 6= ∅ with Σ1,2 = Σ2,2. Suppose, for definiteness,
Σ1,1 = {a} and Σ1,2 = Σ2,2 = {b}. Then
L(B) = a∗bb∗aΣ∗3,3.
In this case,L(B)-Constr-Sync is NP-complete. And again we could use the same
arguments, and exactly the same reduction, as above. For it guarantees that we must
start with at least one a, the additional a’s after the first do not change the starting
configuration in the reduction. Then, we read in a block of b’s, where we have to read at
least one b, here by the constraint language, but also by the assumptions of the reduction.
Then, we can argue analog for the rest, giving that the first block of b’s is indeed a
accepted word for all the unary input automata.
(iv) Σ1,2 = ∅ and Σ1,3 6= ∅, Σ3,2 6= ∅.
By changing the states 2 and 3, this is symmetric with case (iii).
Lastly, suppose we have exactly two strongly connected components A and B, with A
being the first component. If the start state is not contained in the first component, then
any state from the first component is not reachable from the start state. Hence these states
could be disregarded without changing the constraint language. This gives us an automatom
with fewer than three states, and so by Theorem 9 the constraint synchronization problem
would be solvable in polynomial time. So, suppose the first component contains the start
state. Note that we can always suppose F ∩B 6= ∅, for if F ∩B = ∅, all states in B are not
co-accessible and could be removed by Lemma 13. But then, we have an automaton with
fewer then three states over a binary alphabet. By Theorem 9, the constraint synchronization
problem is in P in this case. But if F ∩B 6= ∅, then by Remark 8, we have
L(Bp0,F\A)-Constr-Sync ≡logm L(Bp0,F )-Constr-Sync.
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Hence, we can suppose A ∩ F = ∅. By Theorem 11, we can assume F = B. Hence, our
automaton is in standard form. J
A.13 Proof of Proposition 24 (See page 8)
I Proposition 24. Let B = (Σ, P, µ, p0, F ) be a constraint automaton with P = {1, 2, 3} and
p0 = 1. If Σi,i = ∅ for all i ∈ {1, 2, 3}, and for i, j ∈ {1, 2, 3, } with i 6= j we have |Σi,j | ≤ 1,
then L-Constr-Sync ∈ P.
Proof. First, note that we can assume that B is initially connected. For, if any state i ∈ {2, 3}
is not reachable, then we can disregard it. But if j ∈ {2, 3} \ {i} is the other state, then as
|Σ1,j ∪ Σj,1| ≤ 2 by the assumptions, we have essentially the two-state case over a binary
alphabet, which is polynomial time solvable by Theorem 9. Similar, if we have two strongly
connected components, we can assume all final states are contained in the last one. For if
none is in this component, all these states are not co-accessible, hence could be removed by
Lemma 13. But if it contains at least one, by Theorem 11, we can assume all are final. And
lastly, if we have any final states in the other strongly connected component, if we unmark it
to be final, it is still co-accessible, hence by Remark 8 we do not alter the computational
complexity. With a similar reasoning, we can argue that the initial state is in the first
component. In the arguments, we will use Lemma 19 extensively to exclude a bunch of cases,
and then handle what is left.
1. Σ1,2 = ∅ and Σ2,1 6= ∅.
Then, by Lemma 19, we can assume Σ1,3 6= ∅, Σ3,2 = ∅ and Σ3,1 = ∅. But, because
Σ3,2 = ∅, state 2 would not be reachable from the start state, which is excluded by the
considerations above.
2. Σ1,2 = ∅ and Σ2,1 = ∅.
Then, by Lemma 19, we can assume Σ1,3 6= ∅. If Σ3,2 = ∅, then the state 2 is not
reachable. So, suppose Σ3,2 6= ∅. If Σ2,3 6= ∅, by Lemma 19 we then only need to handle
the case Σ3,1 = ∅. But Σ1,3 6= ∅, Σ3,1 = ∅ and Σ2,3 6= ∅, Σ3,2 6= ∅, under the additional
assumptions, gives us an automaton with two strongly connected components. By the
remark made at the beginning, we can suppose the automaton is in standard form. Hence
Proposition 24 gives the claim.
3. Σ1,2 6= ∅ and Σ2,1 6= ∅.
By Lemma 19, we can assume Σ3,2 = ∅ and Σ3,1 = ∅. Also, as state 3 could be assumed to
be reachable, we have Σ2,3 6= ∅ or Σ1,3 6= ∅. The resulting cases, i.e., exactly one of these
sets non-empty, or both non-empty, gives us an automaton with two strongly connected
components. Hence, with the remarks made at the start of the proof, Proposition 24
gives the claim.
4. Σ1,2 6= ∅ and Σ2,1 = ∅.
If Σ1,3 = ∅, we could only have at most one loop between the states 2 and 3. If Σ2,3 = ∅
or Σ3,2 = ∅ we do not have any loop, then L(B) is finite, and the problem is polynomial
time solvable by Lemma 5. So, assume Σ2,3 6= ∅ and Σ3,2 6= ∅. By Lemma 19, we can
then also suppose Σ3,1 = ∅. But then, we have an automaton with two strongly connected
components. Hence, with the remarks made at the start of the proof, Proposition 24
gives the claim.
Now, look at the case Σ1,3 6= ∅. If Σ3,1 6= ∅, then by Lemma 19, we can suppose Σ2,3 6= ∅
Then, we have an automaton with two strongly connected components. Hence, with the
remarks made at the start of the proof, Proposition 24 gives the claim.
So, we have covered all cases for the alphabets Σi,j , with i 6= j, and Σi,j either being empty
or containing a single letter. We found that each time we get a polynomial time solvable
problem. Note that |P | = 3 was essential, as two nested (non-self-)loops would then give a
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returning automaton. This reasoning does not work with the same assumptions about the
alphabet sizes, but more than three states. J
A.14 Proof of Lemma 25 (See page 8)
I Lemma 25. If |Σ| = 2 and B = (Σ, P, µ, p0, F ), where P = {1, 2, 3} with p0 = 1 and 3 ∈ F .
Then L(B)-Constr-Sync ∈ P if any of the following conditions hold: (i) Σ1,2 = Σ3,2 = ∅,
or (ii) Σ1,3 = Σ2,3 = ∅, or (iii) |Σi,i| = |Σ| for any i ∈ {1, 2, 3}.
Proof. If B is not initially connected, we can disregard those states that are not reachable.
Hence we get an automaton with fewer than three states over a binary alphabet, which gives
L(B)-Constr-Sync ∈ P by Theorem 9. If condition (i) or (ii) holds, then B is not initially
connected. By Lemma 13, we can also assume every state is co-accessible, for otherwise we
can disregard them too. In that case, condition (iii) is just a special case of the complete
subautomaton case of Lemma 19. J
A.15 Proof of Proposition 26 (See page 8)
I Proposition 26. For the constraint automata types Bi from Table 1, L(Bi)-Constr-Sync
is PSPACE-complete precisely for i ∈ {1, 3, 5}, and L(Bi)-Constr-Sync ∈ P for all the
other cases.
Proof. Due to Theorem 4, we only need to prove PSPACE-hardness for the PSPACE-
completeness claims.
(i) For the constraint automaton type B1.
Let5 B = B1 = (Σ, P, µ, p0, F ) with the usual conventions of this paper. By Theorem 11,
we can choose F = {p2}. In this respect, we deviate from the standard form of B shown
in Table 1. The state p2 is the right-most state in the drawing from Table 1. Then
L(B) = a(a + b)(ba + bb)∗. We give a reduction from Problem 31, Sync-From-Subset.
Recall that this problem is PSPACE-complete even for binary alphabets. Let A = (Γ, Q, δ)
be some input semi-automaton for Γ = {c, d} and S ⊆ Q, so that (A, S) forms an instance
of Sync-From-Subset.
ConstructA′ = (Σ, Q′, δ′) withQ′ = Q∪S1∪S2∪Q1∪Q2∪Q3∪Q4, where Si = {si | s ∈ S}
for i ∈ {1, 2} is a disjoint copy of S, and Qi = {qi | q ∈ Q} for i ∈ {1, 2, 3} are disjoint copies
of Q. These sets are also pairwise disjoint, for example S1 ∩Q1 = ∅. Notice that by choice
of notation, we have set up a correspondence between the sets Si and S, and the sets Qi
and Q. For example, if q ∈ Q, we denote by q1 ∈ Q1 the corresponding element in Q1, and
vice versa. As S ⊆ Q, there is some ambiguity in this notation if we simply express it by
adding and removing indices. For example, if s ∈ S ⊆ Q, by s1, do we mean s1 ∈ S1 or
s1 ∈ Q1? In our case, we will mean s1 ∈ S1, by choice of our letter s or q for the elements.
So, we will not use t ∈ Q, and then write t1, as this is ambiguous if t ∈ S. We will always
use the correspondence in connection with the appropriate letters to make it unambiguous.
For example, if t ∈ Q, if we want the corresponding element in Q1, we will write t = q and
then write q1 ∈ Q for this element. I feel this notation be more concise in the definitions
5 Here, and in several other cases, the type described by Bi could be taken as a single automaton. In
other cases, we have to argue for every realisation of this type.
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that will come, then to define explicit bijections. Choose sˆ ∈ S and define
δ′(t, x) =

q1 if t = q ∈ Q, x = a;
q2 if t = q ∈ Q, x = b;
δ(q, c) if t = q2 ∈ Q2, x = a;
δ(q, d) if t = q2 ∈ Q2, x = b;
q3 if t = q1 ∈ Q1, x = a;
q4 if t = q1 ∈ Q1, x = b;
q4 if t = q3 ∈ Q3, x = b;
t if t ∈ Q3, x = a;
sˆ if t = q4 ∈ Q4, q /∈ S, x ∈ {a, b};
q if t = q4 ∈ Q4, q ∈ S, x ∈ {a, b};
q1 if t = s2 ∈ S2, s = q, x = a;
s2 if t = s1 ∈ S1, x = a;
s1 if t = s2 ∈ S2, x = b;
t if t ∈ S1, x = b.
(3)
We claim that we have w ∈ Γ∗ with |δ(S,w)| = 1 if and only if we have some synchronizing
word for A′ in L(Bp0,F ).
(i) First, suppose we have w ∈ Γ∗ with |δ(S,w)| = 1. Define ϕ : Γ∗ → Σ∗ by ϕ(c) = ba and
ϕ(d) = bb. Then, by construction, for every u ∈ Γ∗ and q ∈ Q we have
δ(q, u) = δ′(q, ϕ(u)). (4)
Now, in A′, we have δ′(S1, aa) = {q1 | q ∈ S}, δ′(S2, aa) = {q3 | q ∈ S}, δ′(Q, aa) = Q3,
δ′(Q1, aa) = Q3, δ′(Q3, aa) = Q3, δ′(Q4, aa) = {q1 | q ∈ S}, δ′(Q2, aa) ⊆ Q1. Hence
δ′(Q, aa) = {q1 | q ∈ S} ∪ Q3 ∪ δ′(Q2, aa). So, by construction, δ′(Q, aabb) = δ′({q1 |
q ∈ S} ∪Q3 ∪ δ′(Q2, aa), bb) = S, δ′({q1 | q ∈ S} ∪Q3, bb) = S and δ′(Q2, aabb) ⊆ S. By
Equation (4), |δ′(S, ϕ(w))| = 1, so that |δ′(Q, aabbϕ(w))| = 1.
(ii) Conversely, assume we have w ∈ Σ∗ with |δ′(Q′, w)| = 1 and w ∈ L(Bp0,{p2}). As we
cannot enter the states in S1∪S2 from states in Q′ \ (S1∪S2), we have δ′(Q′w) /∈ S1∪S2.
But, the only way to map states from S1 to states outside of S1 ∪ S2 is to read two
consecutive a’s. By the form of the constraint language, this could only happen at the
beginning, hence w = aau with u ∈ L(Bp2,{p2}). Because δ′(S1, aa) = {q1 | q ∈ S} ⊆ Q1
and δ′(s2, aa) = {q3 | q ∈ S} ⊆ Q3, we have |δ′(S1 ∪ S2, aa)| = |{q1, q3 | q ∈ S}| > 1.
This implies u 6= ε, as we still have not reached a singleton set, i.e. more than one state is
active. Again, as L(Bp2,{p2}) = (ba+ bb)∗, we have either u = bav, or u = bbv, for some
v ∈ L(Bp2,{p2}). Suppose u = bbv, the other case works the same. As {q1, q3 | q ∈ S} ⊆
δ′(Q′, aa) ⊆ Q1∪Q3, by the equations written in case (i), we have δ′(Q′, aabbv) = δ′(S, v).
Hence |δ′(S, v)| = 1. As {ba, bb} is a code and ϕ : Γ∗ → Σ∗ gives a bijection between Γ∗
and (ba+ bb)∗, we have a unique word x ∈ Γ∗ such that ϕ(x) = v. By Equation (4) this
gives |δ(S, x)| = 1.
(ii) For the constraint automaton type B2.
Here, we have Σ1,2 ⊆ Σ2,2. By Theorem 23, this gives L(B2)-Constr-Sync ∈ P.
(iii) For the constraint automaton type B3.
Let B = B3 = (Σ, P, µ, p0, F ) with the usual conventions of this paper. By Theorem 11,
we can choose F = {p2}. In this respect, we deviate from the standard form of B shown
in Table 1. The state p2 is the right-most state in the drawing of Table 1. Then L(B) =
ab(a + bb)∗ = aba∗(bba∗)∗. We give a reduction from Problem 31, Sync-From-Subset.
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Recall that this problem is PSPACE-complete even for binary alphabets. Let A = (Γ, Q, δ)
be some input semi-automaton for Γ = {c, d} and S ⊆ Q, so that (A, S) forms an instance
of Sync-From-Subset.
We construct the automaton A′ = (Σ, Q′, δ′) with Q′ = Q ∪ T ∪ S1 ∪ S2 ∪ S3 for
T = {tq | q ∈ δ(Q, d)} and Si = {si | s ∈ S}, where i ∈ {1, 2, 3}. These sets are meant to
be pairwise disjoint, for example Q ∩ T = ∅. By notation, we have set up a correspondence
between the states in S, and those in Si. We will use this correspondence in the next
definition. Choose any sˆ ∈ S and set
δ′(q, x) =

δ(q, c) if x = a;
tδ(q,d) if x = b;
q′ if q = tq′ , tq′ ∈ T for some q′ ∈ δ(Q, d), x = b;
sˆ if q = T, x = a;
s2 if q = s1 ∈ S1, x = a;
s3 if q = s2 ∈ S2, x = b;
s if q = s3 ∈ S3, x = a;
q otherwise.
By construction, for every state q ∈ Q′ \ (S1 ∪ S2 ∪ S3) we have δ′(q, ab) ∈ T. Also δ′(S1 ∪
S2, ab) = S3, and δ′(S3 ∪ T, a) = S. We claim that we have some w ∈ Γ∗ with |δ(S,w)| = 1
if and only if we have some synchronizing word for A′ from the constraint language.
(i) Suppose that we have some w ∈ Γ∗ with |δ(S,w)| = 1. Define a morphism ϕ : Γ∗ → Σ∗
by ϕ(c) = a and ϕ(d) = bb. Note that for q ∈ Q and x ∈ Γ we have
q′ = δ(q, x) in A ⇔ q′ = δ′(q, ϕ(x)) in A′. (5)
Inductively, the same relation holds for words over Γ∗. Hence, by the properties of A′
mentioned above, which yields δ′(Q′, aba) = S, we have δ′(Q′, abaϕ(w)) = δ′(S, ϕ(w)).
Lastly, |δ′(S, ϕ(w))| = |δ(S,w)| = 1.
(ii) Conversely, assume we have some w ∈ Σ∗ with |δ′(Q′, w)| = 1 and w ∈ L(B). Due to the
form of L(B), we have w = abu with u ∈ a∗(bba∗)∗. By construction of A′, we have
δ′(Q, ab) = {tq | q ∈ δ(δ(Q, c), d)},
δ′(S1, ab) = δ′(S2, ab) = S3,
δ′(S3, ab) = {tq | q ∈ δ(S, d)},
δ′(T, ab) = {sˆ}.
So δ′(Q′, ab) = S3 ∪ {tq | q ∈ δ(S, d)} ∪ {sˆ} ∪ {tq | q ∈ δ(δ(Q, c), d)} ⊆ S3 ∪ T . Hence
δ′(Q′, w) = δ′(δ′(Q′, ab), u) ⊆ δ′(S3 ∪ T, u). As we could not enter any state in S3 by
any word, we have δ(S3 ∪ T, u) /∈ S3. But, the only way to leave S3 is by reading an a,
hence we either have (i) u = av with v ∈ a∗(bba∗)∗ by matching to the next a∗ in the
regular expression for the constraint language, or (ii) u = (bb)nav with v ∈ a∗(bba∗)∗
for some n ≥ 0 if we do not match the first a∗, but instead first read some pairs of b’s
before reading our first a. Case (ii) entails case (i). Hence, it is enough to argue for case
(ii). Note that, by construction of A′, we have δ′(T, bb) ⊆ T and δ′(S3, bb) = S3. Hence
δ′(S3 ∪ T, (bb)n) ⊆ S3 ∪ T and we get, by construction of A′,
δ′(S3 ∪ T, u) ⊆ δ′(S3 ∪ T, av) = δ′(S, v).
On the other side, we have δ′(S3, u) = δ′(S3, av) = δ′(S, v), which gives δ′(S, v) ⊆ δ′(S3 ∪
T, u). So δ′(S3 ∪ T, u) = δ′(S, v). Consider the morphism ϕ : Γ∗ → Σ∗ defined in case (i)
of this proof. It is injective, with ϕ(Γ∗) = a∗(bba∗)∗ = (a+ bb)∗, as {a, bb} = {ϕ(c), ϕ(d)}
is a code. Hence we have a unique word v′ ∈ Γ∗ with ϕ(v′) = v. By Equation (5), as
|δ′(S, v)| = 1, we have |δ(S, v′)| = 1.
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(iv) For the constraint automaton type B4.
Here, we have Σ1,2 ∪ Σ2,3 ⊆ Σ3,3. By Theorem 23, this gives L(B4)-Constr-Sync ∈ P.
(v) For the constraint automaton type B5.
Let B = B5 = (Σ, P, µ, p0, F ) with the usual conventions of this paper. By Theorem 11, we
can choose F = {p1}. In this respect, we deviate from the standard form of B shown in Table 1.
The state p2 is the right-most state in the drawing of Table 1. Then L(B) = a(b+ ab)∗. We
give a reduction from Problem 31, Sync-From-Subset. Recall that this problem is PSPACE-
complete even for binary alphabets. Let A = (Γ, Q, δ) be some input semi-automaton for
Γ = {c, d} and S ⊆ Q, so that (A, S) forms an instance of Sync-From-Subset.
Construct A′ = (Σ, Q′, δ′) with Q′ = Q ∪Q1 ∪Q2, where Qi = {qi | q ∈ Q} for i ∈ {1, 2}
are two disjoint copies of Q. Note that, by choice of notation, we have set up a correspondence.
For q ∈ Q, the corresponding state in Qi is written by appending an index, i.e., qi ∈ Q. This
correspondence also works by omitting the index, and will be used in the next definition.
Choose some fixed, but arbitrary, sˆ ∈ S, and set for t ∈ Q′ and x ∈ Σ
δ′(t, x) =

q1 if t = q, q ∈ Q, x = a;
δ(t, d) if t ∈ Q, x = b;
δ(q, c) if t = q1, q1 ∈ Q, x = b;
q2 if t = q1, q1 ∈ Q, x = a;
t if t ∈ Q2, x = a;
sˆ if t = q2, q2 ∈ Q2, q /∈ S, x = b;
q if t = q − 2, q2 ∈ Q2, q ∈ S, x = b.
We set up a morphism ϕ : Γ∗ → Σ∗ by setting ϕ(c) = ab and ϕ(d) = b. Then, for each q ∈ Q
and u ∈ Γ∗ we have
δ(q, u) = δ′(q, ϕ(u)) (6)
by construction of A. Also, as {b, ab} is a code, for each v ∈ (b+ ab)∗ we have some unique
u ∈ Γ∗ with ϕ(u) = v. Now we claim that we have some w ∈ Γ∗ with |δ(S,w)| = 1 if and
only if we have some synchronizing word for A′ from the constraint language. Hence, we
have a valid reduction of Sync-From-Subset to L(B)-Constr-Sync.
1. Suppose we have some w ∈ Γ∗ with |δ(S,w)| = 1. By construction of A′, we have
δ′(Q′, a) = Q1 ∪Q2 and δ′(Q1 ∪Q2, b) = S.
By Equation (6), we have |δ′(S, ϕ(w))|. Combining everything gives |δ′(Q′, abϕ(w))| = 1.
2. Conversely, assume we have some w ∈ L(B) such that |δ′(Q′, w)| = 1. By the form
of L(B) we can write w = au with u ∈ (ab + b)∗. As, by construction of A′, we have
δ′(Q′, a) = Q1 ∪Q2, this gives |δ(Q1 ∪Q2, u)| = 1. As Q1 6= Q2, u is not the empty word.
If u = abv with v ∈ (ab+ b)∗, then as δ′(Q1 ∪Q2, ab) = S, we have |δ′(S, v)| = 1. Similar,
if u = bv with v ∈ (ab + b)∗, then δ′(Q1, b) = {δ(q, c) | q ∈ Q} by construction of A′,
and δ′(Q2, b) = S, we have |δ′(S ∪ δ(Q1, b), v)| = 1, in particular also |δ′(S, v)| = 1. For
both cases, choose the unique word x ∈ Γ∗ with ϕ(x) = v. By Equation (6) this gives
|δ(S, x)| = 1 in both cases of the form of u.
(vi) For the constraint automaton type B6.
Apply Proposition 24.
(vii) For the constraint automaton type B7.
Here, we have Σ1,2 ⊆ Σ3,2. By Theorem 23, this gives L(B7)-Constr-Sync ∈ P.
J
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The next will be used in the proof of Proposition 28.
I Proposition 35. Let B = (Σ, P, µ, p0, F ) be some constraint automaton. Suppose Γ ⊆ {x |
{p0} × {x} × P ∩ µ = ∅}, i.e., we have no transition labelled by letters from Γ leaving the
start state. Then
L(B)-Constr-Sync ≤logm (Γ∗ · L(B))-Constr-Sync.
Intuitively, adding self-loops at the start state gives a harder synchronization problem.
Proof. We give a reduction from L(B)-Constr-Sync to (Γ∗ · L(B))-Constr-Sync. Let
A = (Σ, Q, δ) be some input semi-automaton. We can assume |Q| > 1, as single state DCSA’s
are obviously synchronizing, for any constraint language. We modify A′ = (Σ, Q′, δ′) by
setting Q′ = Q ∪ Q1, where Q1 = {q1 | q ∈ Q} is a disjoint copy of Q. Note the implicit
correspondence between Q and Q1 set up in the notation. We will use this correspondence
in the next definition. Set
δ′(t, x) =

t if t ∈ Q1, x ∈ Γ;
δ(q, x) if t = q1, q1 ∈ Q1, x /∈ Γ;
δ(t, x) if t ∈ Q.
Then, A′ has a synchronizing word in Γ∗ · L(B) if and only if A has a synchronizing word in
L(B).
1. Suppose we have some w ∈ L(B) with |δ(Q,w)| = 1. As |Q| > 1, we must have
|w| > 0. Write w = xu with x ∈ Σ. As w ∈ L(B), some transition labelled by x must
emanate from the start state, i.e., x /∈ Γ. By construction of A′, δ′(Q1, x) = δ′(Q, x).
Hence δ′(Q′, xu) = δ′(δ′(Q, x), u). As on Q, A′ and A operate the same way, we have
δ′(δ′(Q, x), u) = δ(Q,w). Hence, A′ is synchronized by w.
2. Conversely, suppose we have a synchronizing word w ∈ Γ∗ ·L(B) for A′. As δ(Q1, x) = Q1
for any x ∈ Γ and |Q1| > 1, in w we must have at least one letter not from Γ. Write
w = uxv with u ∈ Γ∗, x /∈ Γ and v ∈ Σ∗. Then, by construction, δ′(Q′, u) = Q1 ∪ δ(Q, u),
where δ′(Q, u) = δ(Q, u), because on Q, A′ and A operate the same way. As x /∈ Γ, we
have δ′(Q1, x) = δ(Q, x). Hence δ′(Q′, ux) = δ(Q, x) ∪ δ(Q, u). So
δ′(Q′, uxv) = δ′(δ(Q, x) ∪ δ(Q, u), v) = δ(δ(Q, x) ∪ δ(Q, u), v).
As this set is a singleton, and δ(Q, xv) = δ(δ(Q, x), v) ⊆ δ(δ(Q, x) ∪ δ(Q, u), v), the word
xv ∈ L(B) synchronizes A.
J
A.16 Proof of Proposition 27 (See page 9)
I Proposition 27. Let B = (Σ, P, µ, p0, F ) be a constraint automaton with P = {p0, p1, p2}
in standard from. Suppose Σ1,1 = {b},Σ1,2 = {a} and Σ2,1 = ∅. If b ∈ Σ2,3 ∩ Σ3,2 and
a ∈ Σ2,2 ∪ Σ3,2, then
L(B)-Constr-Sync ≡logm L(B′)-Constr-Sync
where B′ = (Σ, P, µ′, p0, F ) with µ′ = µ \ {(p0, b, p0)}, i.e., we remove the self-loop at the
start state.
Proof. As written in the statement, let B be the automaton with µ(p0, b) = p0, and let B′ be
the same automaton, but without this transition. We will show L(B′) ⊆ L(B) ⊆ F (L(B′)).
The inclusion L(B′) ⊆ L(B) is obvious. Let w ∈ L(B). Then w = bnau with au ∈ L(B).
Hence u ∈ L(Bp1,F ) = L(B′p1,F ). By assumption a ∈ Σ2,2 ∪ Σ3,2. We will distinguish all the
different cases.
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1. a ∈ Σ2,2.
If n is even, then abn ∈ L(B′p0,{p1}) as b ∈ Σ2,3 ∩ Σ3,2. Hence abna ∈ L(B′p0,{p1}). As
u ∈ L(B′p1,F ), we get abnau ∈ L(B′). If n is odd, then we use the same reasoning for
abn+1.
2. a ∈ Σ3,2.
If n is even, then abbna ∈ L(B′p0,{p1}). Hence, abbnau = abw ∈ L(B′). If n is odd, then
abna ∈ L(B′p0,{p1}). Hence abnau = aw ∈ L(B′).
So, we have L(B) ⊆ L(B′) ⊆ F (L(B)) in all cases, and the claim follows by Theorem 7. J
A.17 Proof of Proposition 28 (See page 9)
I Proposition 28. For the constraint automata types Bi from Table 1, L(Bi)-Constr-Sync
is PSPACE-complete precisely for i ∈ {1, 3, 4, 5, 9, 11, 12}, and L(Bi)-Constr-Sync ∈ P for
all the other cases.
Proof. Due to Theorem 4, we only need to prove PSPACE-hardness for the PSPACE-
completeness claims.
(i) For the constraint automaton type B1.
Apply Proposition 35 with B1 and B1, which gives PSPACE-hardness.
(ii) For the constraint automaton type B2.
By Proposition 27, B2 has the same computational complexity as B2.
(iii) For the constraint automaton type B3.
Apply Proposition 35 with B3 and B3, which gives PSPACE-hardness.
(iv) For the constraint automaton type B4.
Let B = B4 = (Σ, P, µ, p0, F ) with the usual conventions of this paper. By Theorem 11,
we can choose F = {p1}. In this respect, we deviate from the standard form of B shown in
Table 2. The state p1 is the one in the center of the corresponding drawing in Table 2. Then
L(B) = b∗a(aa∗b)∗. By Theorem 9, the problem L-Constr-Sync is PSPACE-complete for
L = c(d+ e)∗. We give a reduction from this problem to our problem, hence establishing
PSPACE-hardness. Suppose Γ = {c, d, e} and let A = (Γ, Q, δ) be some input semi-automaton.
We construct a new automaton A′ = (Σ, Q′, δ′) with Q′ = Q ∪ Q1 ∪ Q2 ∪ Q3 ∪ Q4 ∪ Q5,
where Qi = {qi | q ∈ Q} are disjoint copies of Q. Notice that by our choice of notation, we
have set up a correspondence between the states in Qi and those in Q. We will use this
correspondence in the definition of the transition function. For t ∈ Q′ and x ∈ Σ set
δ′(t, x) =

q2 if t = q1, q1 ∈ Q1, x = b;
q3 if t = q2, q2 ∈ Q2, x = b;
t if t ∈ Q1, x = a;
q1 if t = q2, q2 ∈ Q2, x = a;
q3 if t = q, q ∈ Q, x = b;
δ(q, c) if t = q3, q3 ∈ Q3, x = a;
q4 if t = q, q ∈ Q, x = a;
δ(q, e) if t = q4, q4 ∈ Q, x = b;
q5 if t = q4, q4 ∈ Q, x = a;
t if t ∈ Q5, x = a;
t if t ∈ Q3, x = b;
δ(q, d) if t = q5, q5 ∈ Q5, x = b.
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We have a synchronizing word for A in L = c(d+ e)∗ if and only if we have a synchronizing
word for A′ in L(B).
1. Suppose we have w ∈ L such that |δ(Q,w)| = 1. Set up a morphism ϕ : Γ∗ → Σ∗ by
ϕ(c) = bba, ϕ(d) = aab and ϕ(e) = ab. By construction of A′, for each word u ∈ Γ∗ and
state q ∈ Q we have
δ′(q, ϕ(u)) = δ(q, u). (7)
Hence by Equation (7) we have δ′(Q,ϕ(u)) = δ(Q, u). And ϕ(u) ∈ bba(aab+ ab)∗ ∈ L(B)
as u ∈ L.
2. Conversely, suppose we have w ∈ L(B) such that |δ′(Q′, w)| = 1. Then, as no state
could be mapped to those states in Q1 ∪ Q2, we have δ′(Q′, w) /∈ Q1 ∪ Q2. But, the
only way to leave those states is by reading two consecutive b’s. By the form of L(B)
this could only be done at the beginning, hence we have w = bnav with v ∈ (aa∗b)∗ and
n ≥ 2. By construction of A′ we have δ′(Q′, bn) = δ′(Q′, bb) = Q3 and δ′(Q3, a) = δ(Q, c).
Combining these yields δ′(Q′, bba) = δ(Q, c). Write v = v1 · · · vn with vi ∈ aa∗b, which
could be done uniquely as the set aa∗b is a (prefix) code. Then define a word x = x1 · · ·xn
by setting
xi =
{
d if xi ∈ aa+b
e if xi = ab.
By construction of A′, we have δ(q, x) = δ′(q, v) for each q ∈ Q. Hence, in total
δ(Q, cx) = δ(δ′(Q′, bba), x) = δ′(δ′(Q′, bba), v) = δ′(Q′, w),
so that cx ∈ c(d+ e)∗ synchronizes A.
(v) For the constraint automaton type B5.
Apply Proposition 35 with B5 and B5, which gives PSPACE-hardness.
(vii) For the constraint automaton type B6.
Let B = B6 = (Σ, P, µ, p0, F ) with the usual conventions of this paper. By Theorem 11,
we can choose F = {p1}. In this respect, we deviate from the standard form of B shown
in Table 2. The state p1 is the one in the center of the corresponding drawing in Table 2.
Assume Σ2,3 = Σ3,2 = {b} for definiteness. Then L(B) = b∗a(bb)∗. We show that we can solve
L(B)-Constr-Sync with L-Constr-Sync for L = c∗de∗ by a polynomial time reduction.
The latter problem is in P by Theorem 9, which gives L(B)-Constr-Sync ∈ P.
Let A = (Σ, Q, δ) be some input semi-automaton for L(B)-Constr-Sync. Construct
A′ = ({c, d, e}, Q, δ′) by setting for q ∈ Q and x ∈ {c, d, e}
δ′(q, x) =

δ(q, b) if x = c;
δ(q, a) if x = d;
δ(q, bb) if x = e.
Define ϕ : {c, d, e}∗ → Σ∗ by ϕ(c) = b ϕ(d) = a and ϕ(e) = bb. Then δ′(q, u) = δ(q, ϕ(u))
for each u ∈ {c, d, e}∗. Hence, if we have a synchronizing word w ∈ c∗de∗, the word ϕ(w)
is synchronizing for A, and ϕ(w) ∈ b∗a(bb)∗. Conversely, suppose we have a synchronizing
word w from b∗a(bb)∗ for A′. Write w = bna(bb)m and define u = cndem. Then ϕ(u) = w
and δ′′(Q, u) = δ(Q,ϕ(u)).
(viii) For the constraint automaton type B7.
Let B = (Σ, P, µ, p0, F ) be some representative of the automaton type in question, with
the usual conventions of this paper. For this type, we can generalize the algorithm used in
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the proof of Theorem 23. I will only sketch the necessary alterations. Let A = (Σ, Q, δ) be
some input DCSA. The condition to check for synchronizability with respect to the constraint
language is:
We have some word w ∈ L(B) with |δ(Q,w)| = 1 if and only if for some n ≥ 0 we can
collapse every pair of states in the set δ(Q, bna) with a word in L(Bp1,{p1}).
That crucial point is that after performing such a collapse by some w ∈ L(Bp1,{p1}), by the
form of B, we can append to w some word ubna ∈ L(Bp1,{p1}). Hence, this maps the set of
active states to some subset of δ(Q, bna), and we can continue this process. See the proof of
Theorem 23 for more details in a similar situation.
(ix) For the constraint automaton type B8.
If Σ2,3 = {a, b}, then L(B)-Constr-Sync ∈ P by Lemma 25, as the subautomaton
between the states {p1, p2} is complete. Otherwise, |Σ2,3| = |Σ3,2| = 1 for the standard form,
and we have essentially B6.
(x) For the constraint automaton type B9.
Let B = B9 = (Σ, P, µ, p0, F ) with the usual conventions of this paper. By Theorem 11,
we can choose F = {p1}. In this respect, we deviate from the standard form of B shown
in Table 2. Then L(B) = b∗a(aa + ab)∗. We give a reduction from Problem 31, Sync-
From-Subset. Recall that this problem is PSPACE-complete even for binary alphabets. Let
A = (Γ, Q, δ) be some input semi-automaton for Γ = {c, d} and S ⊆ Q, so that (A, S) forms
an instance of Sync-From-Subset. Suppose Γ = {c, d} and let A = (Γ, Q, δ) be some input
semi-automaton with S ⊆ Q. Construct A′ = (Σ, Q′, δ′) with Q′ = Q ∪Q1 ∪Q2 ∪ S1 ∪ S2,
where Qi = {qi | q ∈ Q} and Si = {si | s ∈ S} for i ∈ {1, 2} are disjoint copies of Q and
S, that are also disjoint to each other. Notice that by choice of notation, we have set up a
correspondence between the sets Si and S, and the sets Qi and Q. For example, if q ∈ Q,
we denote by q1 ∈ Q1 the corresponding element in Q1, and vice versa. As S ⊆ Q, there is
some ambiguity in this notation if we simply express it by adding and removing indices. For
example, if s ∈ S ⊆ Q, by s1, do we mean s1 ∈ S1 or s1 ∈ Q1? In our case, we will mean
s1 ∈ S1, by choice of our letter s or q for the elements. So, we will not use t ∈ Q, and then
write t1, as this is ambiguous if t ∈ S. We will always use the correspondence in connection
with the appropriate letters to make it unambiguous. For example, if t ∈ Q, if we want the
corresponding element in Q1, we will write t = q and then write q1 ∈ Q for this element. I
feel this notation be more concise in the definitions that will come, then to define explicit
bijections. Choose sˆ ∈ S, and define
δ′(t, x) =

q1 if t = q, q ∈ Q, x = a
q2 if t = q, q ∈ Q, x = b
δ(q, c) if t = q1, q1 ∈ Q1, x = a
δ(q, d) if t = q1, q1 ∈ Q1, x = b
t if t ∈ Q2, x = b
sˆ if t = q2, q2 ∈ Q2, q /∈ S, x = a
q if t = q2, q2 ∈ Q2, q ∈ S, x = a.
and
δ′(t, x) =

s2 if t = s1, s1 ∈ S1, x = b
t if t ∈ S1, x = a
s1 if t = s2, s2 ∈ S2, x = a
q2 if t = s2, s2 ∈ S2, s = q, q2 ∈ Q2, x = b.
Then we have some word w ∈ Γ∗ with |δ(S,w)| = 1 if and only if we have some synchronizing
word in L(Bp0,{p1}).
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(i) First, suppose we have some word w ∈ Γ∗ with |δ(S,w)| = 1. Define a morphism
ϕ : Γ∗ → Σ∗ by ϕ(c) = aa and ϕ(d) = ab. Then for q ∈ Q and u ∈ Γ∗, by construction,
we have
δ(q, u) = δ′(q, ϕ(u)). (8)
Also δ′(S1 ∪ S2, bb) = {q1 | q ∈ S} and δ′(Q ∪Q1 ∪Q2, bb) = Q2. As δ′(Q2, a) = S, this
gives δ′(Q′, bba) = S. Hence δ′(Q′, bbaϕ(w)) = δ(S,w) by Equation (8).
(ii) Conversely, assume we have some word w ∈ Σ∗ with |δ′(Q′, w)| = 1. As no state in Q
could be mapped to any state in S1∪S2 by construction, we have δ′(Q′, w) /∈ S1∪S2. But
to leave the states in S1∪S2, we have to read bb at least once. By the form of the constraint
language, this could only be done at the beginning. Hence, we have w = bnav with n ≥ 2.
Now, by construction δ′(Q′, bb) = Q2, and δ′(Q2, b) = Q2. Hence, δ′(Q′, bn) = Q2. Then,
as δ′(Q2, a) = S by construction, we have δ′(Q′, bnav) = δ′(S, v). As v ∈ (aa+ ab)∗, with
the morphism ϕ : Γ∗ → Σ∗ from case (i), we have, as {aa, ab} is a code, a unique word
w ∈ Γ∗ with ϕ(w) = v, and by Equation (8) we have δ′(S, v) = δ(S,w).
(xi) For the constraint automaton type B10.
Let B = (Σ, P, µ, p0, F ) be some representative ot the automaton type in question, with
the usual conventions of this paper. For this type, we can generalize the algorithm used in
the proof of Theorem 23. I will only sketch the necessary alterations. Let A = (Σ, Q, δ) be
some input DCSA. The condition to check for synchronizability with respect to the constraint
language is:
We have some word w ∈ L(B) with |δ(Q,w)| = 1 if and only if for some n ≥ 0 we can
collapse every pair of states in the set δ(Q, bna) with a word in L(Bp1,{p1}).
That crucial point is that after performing such a collapse by some w ∈ L(Bp1,{p1}), by the
form of B, we can append to w some word ubna ∈ L(Bp1,{p1}). Hence, this maps the set of
active states to some subset of δ(Q, bna), and we can continue this process. See the proof
of Theorem 23 for more details in a similar situation. Note that here, unlike for the type
B7, we cannot read an arbitrary number of b, more precisely, if bma ∈ L(Bp1,{p1}), then m
is odd. But this posses no problem for the arbitrary n ≥ 0 above, because we can choose
any m ≥ n, hence read more b if necessary. We will still land in δ(Q, bna) after applying this
word to any set of states.
(xii) For the constraint automaton type B11.
Let B = B11 = (Σ, P, µ, p0, F ) with the usual conventions of this paper. By Theorem 11,
we can choose F = {p1}. In this respect, we deviate from the standard form of B shown
in Table 2. Then L(B) = b∗a(aa + ba)∗. By Theorem 9, the problem L-Constr-Sync
is PSPACE-complete for L = c(d + e)∗. We give a reduction from this problem to our
problem, hence establishing PSPACE-hardness. Suppose Γ = {c, d, e} and let A = (Γ, Q, δ)
be some input semi-automaton. We construct a new automaton A′ = (Σ, Q′, δ′) with
Q′ = Q∪Q1∪Q2∪Q3∪Q4∪Q5, where Qi = {qi | q ∈ Q} for i ∈ {1, 2, 3, 4, 5} are isomorphic
disjoint copies of Q. Note the implicit correspondence set up between Q and the Qi in the
notation. We will use this correspondence in the definition of the transition function. For
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t ∈ Q′ and x ∈ Σ, set
δ′(t, x) =

t if t ∈ Q1, x = a;
q2 if t = q1, q1 ∈ Q1, x = b;
q1 if t = q2, q2 ∈ Q2, x = a;
q4 if t = q2, q2 ∈ Q2, x = b;
q3 if t = q, q ∈ Q, x = b;
q5 if t = q, q ∈ Q, x = a;
q4 if t = q4, q4 ∈ Q4, x = b;
δ(q, c) if t = q4, q4 ∈ Q4, x = a;
δ(q, d) if t = q5, q5 ∈ Q5, x = a;
q3 if t = q5, q5 ∈ Q5, x = b;
δ(q, e) if t = q4, q4 ∈ Q4, x = a.
Define a morphism ϕ : Γ∗ → Σ∗ by ϕ(c) = bba, ϕ(d) = aa and ϕ(ba) = d. By construction
of A′ we have, for each q ∈ Q and u ∈ Γ∗
δ(q, u) = δ′(q, ϕ(u)). (9)
We claim that A has a synchronizing word in L = c(d + e)∗ if and only if A′ has a
synchronizing word in L(B).
1. Suppose we have w ∈ L such that |δ(Q,w)| = 1. By construction δ′(Q′, bba) = δ(Q, c).
Write w = cu with u ∈ (d+ e)∗. Then,
δ′(Q′, ϕ(w)) = δ′(δ′(Q′, bba), u) = δ′(δ(Q, c), u)
and as δ(Q, c) ⊆ Q, by Equation (9) we find δ′(δ(Q, c), u) = δ(δ(Q, c), u) = δ(Q,w).
2. Conversely, assume we have w ∈ L(B) such that |δ′(Q′, w)| = 1. By the form of L(B) we
have w = bnau with u ∈ (aa+ ba)∗. By construction of A′,
δ′(Q′, bna) = δ′(Q′, bba) = δ′(Q, bba).
As {aa, ba} is a code, we find a unique word v ∈ {d+ e}∗ such that ϕ(v) = u, with the
morphism defined above. Hence, as δ(Q, c) ⊆ Q, by Equation (9) we find δ(Q, cv) =
δ′(Q,ϕ(cv)) = δ′(δ′(Q, bba), u) = δ′(δ′(Q′, bna), u) = δ′(Q′, w) and cv ∈ c(d+ e)∗.
J
A.18 Proof of Proposition 29 (See page 11)
I Proposition 29. For the constraint automata types Bi form Table 3, L(Bi)-Constr-Sync
is PSPACE-complete precisely for i ∈ {1, 2, 7}, and L(Bi)-Constr-Sync for all the other
cases.
Proof. Due to Theorem 4, we only need to prove PSPACE-hardness for the PSPACE-
completeness claims.
(i) For the constraint automaton type B1.
Let B = (Σ, P, µ, p1, F ) be any realisation of the type described by B1, with the usual
conventions of this paper. As written in Table 3, the state p0 is the left most state, and
then the states p1 and p2 are listed. The standard form, in concordance with the notation
from Table 3, and the notational conventions written at the beginning of Section 6, would
require that p0 is the start state. But here we choose p1 to be the start state for our proof.
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This could be done without altering the results by Theorem 12. Our arguments work for
any |Σ3,3| ≤ 1, hence the automaton B represent the whole type, i.e., any such automaton
with the transition depicted in Table 3, where |Σ3,3| ≤ 1. The language is then given as
L(B) = (ba+ bb)∗aΣ∗3,3. We give a reduction from Problem 32, Sync-Into-Subset. Recall
that this problem is PSPACE-complete even for binary alphabets. Let A = (Γ, Q, δ) be
some input semi-automaton for Γ = {c, d} and S ⊆ Q, so that (A, S) forms an instance of
Sync-Into-Subset. We construct A′ = (Σ, Q′, δ′) by setting Q′ = Q ∪ Q1 ∪ {r}, where
Q1 = {q1 | q ∈ Q} is a disjoint copy of Q and r /∈ Q ∪Q1 is a new state, that will work as a
sink state in A′. Note the correspondence set up between Q and Q1 by the notation. For
t ∈ Q′ and x ∈ Σ, set
δ′(t, x) =

q1 if t = q, q ∈ Q, x = b;
δ(q, c) if t = q1, q1 ∈ Q1, x = a;
δ(q, d) if t = q1, q1 ∈ Q1, x = b;
r if t ∈ S, x = a;
t if t ∈ Q \ S, x = a;
r if t = r.
Define a morphism ϕ : Γ∗ → Σ∗ by ϕ(c) = ba and ϕ(d) = bb. By construction of A′, for each
q ∈ Q and u ∈ Γ∗
δ(q, u) = δ′(q, ϕ(u)). (10)
The automaton A′ = (Σ, Q′, δ′) has a synchronizing word in L(B) if and only if we can find
a word w ∈ Γ∗ such that δ(Q,w) ⊆ S in A.
1. Suppose we have w ∈ Γ∗ such that δ(Q,w) ⊆ S. By construction, δ′(Q′, ba) = δ(Q, c)∪{r}.
By Equation (10), δ′(δ(Q, c), ϕ(w)) = δ(δ(Q, c), w) ⊆ S. Hence δ′(Q′, baϕ(w)) ⊆ S ∪ {r}.
Then δ′(Q′, baϕ(w)a) = {r} and baϕ(w)a ∈ L(B).
2. Conversely, suppose we have w ∈ Σ∗ such that |δ′(Q′, w)| = 1. As r is a sink state, and
hence could only be mapped to itself, we must have δ′(Q′, w) = {r}. By construction of
A′, for q ∈ Q′ \ {r} we have
δ′(q, x) = r ⇔ q ∈ S and x = a. (11)
Now, we have to be careful about Σ3,3 to guarantee that we could only map all of S at
once, and not have some possibility to walk around the states in Q′, and map one state
to some in S, read an a to map this to r then, and continue in this fashion to successively
map everything to r.
a. Σ3,3 = ∅.
In that case w = ua with u ∈ (ba + bb)∗. We have δ′(Q, u) ⊆ Q by construction.
Hence, by Equation (11), the condition δ′(δ′(Q, u), a) = {r} implies δ′(Q, u) ⊆ S. As
{ba, bb} is a code, we can find a unique v ∈ Γ∗ with ϕ(v) = u. By Equation (10),
δ′(Q, u) = δ(Q, v).
b. Σ3,3 = {a}.
In that case w = uan with u ∈ (ba+ bb)∗ and n ≥ 1. If δ′(Q,w) = {r}, we must have
δ′(Q, u) ⊆ S as δ′(Q, u) ⊆ Q, for if q ∈ δ′(Q, u) with q ∈ Q \ S, then δ′(q, a) = a and
we would have q ∈ δ′(Q, uan). As {ba, bb} is a code, we can find a unique v ∈ Γ∗ with
ϕ(v) = u. By Equation (10), δ′(Q, u) = δ(Q, v).
c. Σ3,3 = {b}.
In that case w = uabn with u ∈ (ba+ bb)∗ and n ≥ 0. As δ′(Q, uabn) = {r}, we must
have δ′(Q, ua) = {r}. For if q ∈ δ′(Q, ua) with q 6= r, then δ(q, bn) ⊆ Q ∪Q1, hence
CVIT 2016
23:36 REFERENCES
we would have δ′(Q, uabn) ∩ (Q ∪Q1) 6= ∅, which is not the case. Now, by Equation
(11), this gives δ′(Q, u) ⊆ S. As {ba, bb} is a code, we can find a unique v ∈ Γ∗ with
ϕ(v) = u. By Equation (10), δ′(Q, u) = δ(Q, v).
(ii) For the constraint automaton type B2.
Let B = B2 = (Σ, P, µ, p0, F ) with the usual conventions of this paper. By Theorem 11,
we can choose F = {p2}. In this respect, we deviate from the standard form of B shown
in Table 3. The state p2 is the right-most state in the drawing from Table 3. Then
L(B) = ab(a+ bb)∗. Let B′ = B4 = (Σ, P ′, µ, p′0, F ′) with P = {p′0, p′1, p′2} and the obvious
interpretation with regard to the conventions made in this paper. Chose F ′ = {p′2}, then
L(B′) = (a+ b)b(a+ bb)∗. We have
L(B) ⊆ L(B′) ⊆ F (L(B)).
So, by Theorem 7, we have L(B)-Constr-Sync ≡logm L(B′)-Constr-Sync. The former
problem was shown to be PSPACE-complete in Section 6.1.1.
(iii) For the constraint automaton type B3.
This language could be written as a union of a languages of the type represented as B7
and of type B2 from Section 6.1.1. Both give polynomial time solvable problem, hence by
Lemma 3 for the constraint automaton under consideration the problem is in P.
(iv) For the constraint automaton type B4.
This language could be written as a union of languages of the type represented as B6
from Section 6.1.1. For this type we have a polynomial time solvable problem, hence by
Lemma 3 for the constraint automaton under consideration the problem is in P.
(v) For the constraint automaton type B5.
This language could be written as a union of a languages of the type represented as B7
and of type B4 (notice that the roles of a and b are switched here) from Section 6.1.1. Both
give polynomial time solvable problems, hence by Lemma 3 for the constraint automaton
under consideration the problem is in P.
(vi) For the constraint automaton type B6.
This language could be written as a union of a languages of the type represented as B7
and of type B2 (notice that the roles of a and b are switched here) from Section 6.1.1. Both
give polynomial time solvable problems, hence by Lemma 3 for the constraint automaton
under consideration the problem is in P.
(vii) For the constraint automaton type B7.
Let B = B12 = (Σ, P, µ, p0, F ) with the usual conventions of this paper. By Theorem 11,
we can choose F = {p1}. In this respect, we deviate from the standard form of B shown in
Table 3. The state p1 is the state in the center of the corresponding drawing from Table 3.
Then L(B) = (a + b)(aa + ba)∗. Let L = b(aa + ba)∗. Then this language is represented
by the automaton type B2 from Section 6.1.1 (notice that the roles of a and b are switched
here). As established in this section, L-Constr-Sync is PSPACE-complete. We have
L ⊆ L(B) ⊆ F (L),
hence by Theorem 7 the result follows.
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(viii) For the constraint automaton type B8.
This language could be written as a union of languages of the type represented as B7
(notice that the roles of a and b are switched for one language of the union) from Section
6.1.1. For this type we have a polynomial time solvable problem, hence by Lemma 3 for the
constraint automaton under consideration the problem is in P.
J
A.19 Proof of Proposition 30 (See page 12)
I Proposition 30. Let B = (Σ, P, µ, p0, F ) be a constraint automaton with three states in
standard form. Suppose |Σ1,2| = 1, |Σ2,1| > 0 and Σ1,3 = ∅. Then, only for the type depicted
in Figure 3, we have that L(B)-Constr-Sync is PSPACE-complete, and for all other cases
L(B)-Constr-Sync ∈ P.
Proof. Due to Theorem 4, we only need to prove PSPACE-hardness for the PSPACE-
completeness claims.
(i) The automaton does not represent the type from Figure 3, but with Σ1,3 = ∅, |Σ1,2| = 1
and Σ2,1 6= ∅ by assumptions.
As the automaton should be initially connected, we must have Σ2,3 6= ∅. But as
Σ2,1 ∩ Σ2,3 = ∅ and we have a binary alphabet, this gives |Σ2,3| = |Σ2,1| = 1. The only
cases remaining to get a different type as the one from Figure 3 is to have Σ3,3 = {a, b} and
Σ1,1 = {a}, or Σ1,1 = ∅. In the first case, the problem is polynomial time solvable by Lemma
25. In the latter case, if Σ2,1 = {x},Σ2,3 = {y}, we have x 6= y and
L(B) = (bx)∗byΣ∗3,3.
If Σ3,3 = {a, b}, we can again apply Lemma 25. Otherwise, suppose Σ3,3 = {z}, where
z ∈ {a, b}. Set Γ = {c, d, e} and define a morphism by ϕ(c) = bx, ϕ(d) = by and ϕ(e) = z.
Then ϕ(c∗de∗) = L(B) and c∗de∗ = ϕ−1(L(B)). The constraint synchronization problem for
c∗de∗ is solvable in polynomial time by Theorem 9, and we can apply Theorem 34. Hence,
L(B)-constr-Sync ∈ P. The case Σ3,3 = ∅ could be handled similar with the language c∗d.
(ii) The automaton type from Figure 3.
For this type, we will split the proof into two possibilities.
1. Σ2,1 = {a}, Σ2,3 = {b}, |Σ3,3| ≤ 1
Suppose B represents the automaton type under consideration, with the usual notational
conventions as outlined in Section 6. We have L(Bp0,{p1}) = a∗b(a+b)∗bΣ∗3,3, where we
can consider this language because of Theorem 11. Set L = b(a+b)∗bΣ∗3,3. Then
L ⊆ L(Bp0,{p1}) ⊆ F (L).
Hence, by Theorem 7, we have L-Constr-Sync ≡logm L(B)-Constr-Sync. We will
establish PSPACE-completenss of L-Constr-Sync in the following argument. We give a
reduction from Problem 32, Sync-Into-Subset. Recall that this problem is PSPACE-
complete even for binary alphabets. Let A = (Γ, Q, δ) be some input semi-automaton
for Γ = {c, d} and S ⊆ Q, so that (A, S) forms an instance of Sync-Into-Subset.
Let A = (Γ, Q, δ) be some input DCSA with Γ = {c, d} and some S ⊆ Q given. We
construct A′ = (Σ, Q′, δ′) with Q′ = Q ∪Q1 ∪Q2 ∪Q3 ∪ {r}, where Qi = {qi | q ∈ Q}
for i ∈ {1, 2, 3} are disjoint copies of Q that are also disjoint to each other. Note that
we have set up a correspondence between the elements of Q and those of Qi, where for
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q ∈ Q, the corresponding element is qi ∈ Qi and vice versa. We will make use of this
correspondence in our definition of the transition function. Let t ∈ Q′ and x ∈ Σ, set
δ(t, x) =

t if t ∈ Q1, x = a;
q if t = q1, q1 ∈ Q1, x = b;
t if t ∈ Q \ S, x = b;
r if t ∈ S, x = b;
q2 if t = q, q ∈ Q, x = a;
δ(q, c) if t = q2, q2 ∈ Q2, x = b;
q3 if t = q2, q2 ∈ Q2, x = a;
t if t ∈ Q3, x = a;
δ(q, d) if t = q3, q3 ∈ Q3, x = b;
t if t = r.
We claim that we have some w ∈ Γ∗ with δ(Q,w) ⊆ S if and only if we have some
synchronizing word from L for A′.
a. First, suppose we have some w ∈ Γ∗ with δ(Q,w) ⊆ S. Define a morphism ϕ : Γ∗ → Σ∗
by ϕ(c) = ab and ϕ(d) = aab. Then for each q ∈ Q and u ∈ Γ∗
δ′(q, ϕ(u)) = δ(q, u) (12)
by construction of A′. Also δ′(Q′ \ {r}, b) = Q, hence δ′(Q′, bϕ(w)) = S ∪ {r} by
Equation (12). By construction, δ′(S ∪ {r}, b) = {r}, hence we have the synchronizing
word bϕ(w)b ∈ L.
b. Conversely, assume we have some synchronizing word w ∈ L for A′. As r is a trap state,
hence could only be mapped to itself, we have δ′(Q′, w) = {r}. By the form of the
constraint language L we have w = bvbu with v ∈ (a+b)∗ and u ∈ Σ∗3,3. By construction
of A′, δ′(Q′, b) = Q ∪ {r} and δ′(Q ∪ {r}, v) ⊆ Q ∪ {r}. Also, by construction of A′,
for q ∈ Q and x ∈ Σ, we have
δ(q, x) = r ⇔ q ∈ S and x = b. (13)
Now, write uniquely v = v1 · · · vn with vi ∈ (a+b) for i ∈ {1, . . . , n}, which could be
done as (a+b) is a (prefix) code. Define a word x = x1 · · ·xn by
xi =
{
c if vi = ab
d if vi ∈ aa+b.
Then, δ(q, x) = δ′(q, v) for each q ∈ Q. Now, we have δ′(Q, vbu) = {r}. We distinguish
several cases, depending on the form of Σ3,3.
i. Σ3,3 = ∅.
In this case |u| = 0 and w = bvb. Then δ′(Q, vb) = {r}. By Equation (13), we get
δ′(Q, v) ⊆ S. Hence δ(Q, x) = δ′(Q, v) ⊆ S.
ii. Σ3,3 = {a}.
Assume we have any q ∈ δ′(Q, vb) with q 6= r. Then, as δ′(Q′, a) ⊆ Q1 ∪Q2 ∪Q3,
we have δ′(q, u) 6= r. But as {δ′(q, u)} ⊆ δ′(Q, vbu), this would give δ′(q, u) = r,
as by assumption δ′(Q, vbu) = {r}. Hence we could not have such a q with
q 6= r. So δ′(Q, vb) = {r}, which by Equation (13) yields δ′(Q, v) ⊆ S. Hence
δ(Q, x) = δ′(Q, v) ⊆ S.
iii. Σ3,3 = {b}.
Suppose we have any q ∈ δ′(Q, v) with q /∈ S. By construction of A′, δ′(Q, v) ⊆ Q.
Hence q ∈ Q, and so, also by construction of A′, we have δ′(q, b) = q if q /∈ S,
so that q ∈ δ′(Q, vbu). But δ′(Q, vbu) = {r} by assumption. Hence, we have a
contradiction, as q 6= r. So we must have δ′(Q, v) ⊆ S. With the x constructed
above, this gives δ(Q, x) = δ′(Q, v) ⊆ S.
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2. Σ2,1 = {b}, Σ2,3 = {a}, |Σ3,3| ≤ 1
Suppose B represents the automaton type under consideration, with the usual notational
conventions as outlined in Section 6. We have L(Bp0,{p1}) = a∗b(ba∗b)∗aΣ∗3,3, where we
can consider this language because of Theorem 11. Set L = b(ba∗b)∗aΣ∗3,3. Then
L ⊆ L(Bp0,{p1}) ⊆ F (L).
Hence, by Theorem 7, we have L-Constr-Sync ≡logm L(B)-Constr-Sync. We will
establish PSPACE-completenss of L-Constr-Sync in the following argument. We give a
reduction from Problem 32, Sync-Into-Subset. Recall that this problem is PSPACE-
complete even for binary alphabets. Let A = (Γ, Q, δ) be some input semi-automaton
for Γ = {c, d} and S ⊆ Q, so that (A, S) forms an instance of Sync-Into-Subset.
Construct A′ = (Σ, Q′, δ′), with Q′ = Q ∪Q1 ∪Q2 ∪Q3 ∪ {r}, where Qi = {qi | q ∈ Q}
are disjoint copies of Q, that are also pairwise disjoint, and r /∈ Q ∪Q1 ∪ . . . ∪Q3 is a
new state that will work as a trap state in A′. Note that by our chosen notation, we have
set up a correspondence between the states in Q and Qi, where q ∈ Q corresponds to qi
and vice versa. By writting qi for some q ∈ Q, we always mean the corresponding state
in Qi, and vice versa, by writing qi ∈ Qi, we refer to the corresponding state in Q by q.
We will use this correspondence in the next definition of the transition function.
δ′(t, x) =

q1 if t = q, q ∈ Q, x = b
t if t = q, q ∈ Q \ S, x = a
r if t = q, q ∈ S, x = a
t if t ∈ Q1, x = b
q2 if t = q1, q1 ∈ Q1, x = a
δ(q, c) if t = q2, q2 ∈ Q2, x = b
q3 if t = q2, q2 ∈ Q2, x = a
t if t ∈ Q3, x = a
δ(q, d) if t = q3, q3 ∈ Q3, x = b
t if t = r.
Then we have some word w ∈ Γ∗ with δ(Q,w) ⊆ S if and only if we have some
synchronizing word for A′ in L(Bp0,{p1}). Define a morphism ϕ : Γ∗ → Σ∗ by ϕ(c) = bab
and ϕ(d) = baab. Then for q ∈ Q and u ∈ Γ∗
δ(q, u) = δ′(q, ϕ(u)). (14)
a. First, suppose we have w ∈ Γ∗ with δ(Q,w) ⊆ S. Then δ′(Q,ϕ(w)) ⊆ S by Equation
(14). Also δ′(Q′, b) = Q1∪ δ(Q, c)∪ δ(Q, d)∪{r} and δ′(q1, ϕ(u)) = δ′(q, ϕ(u) = δ(q, u)
for each u ∈ Γ∗ and q ∈ Q. This gives δ′(Q′, bϕ(w)) ⊆ S ∪ {r}. By construction,
δ′(S, a) = {r}, so δ′(Q′, bϕ(w)a) = {r}.
b. Conversely, assume we have some w ∈ L(Bp0,{p1}) with |δ′(Q′, w)| = 1. As r is a trap
state, it could not be mapped to any other state and we must have δ′(Q′, w) = {r}. By
the form of the constraint language, we have w = buav with u ∈ (ba∗b)∗ and v ∈ Σ∗3,3.
As δ′(Q′ \ {r}, b) = Q1 ∪ δ(Q, c)∪ δ(Q, d), which implies δ′(Q′ \ {r}, bu) ⊆ Q for u 6= ε,
we have δ′(Q′ \ {r}, bua) ⊆ Q \ S ∪ {r}. Write u = u1 · · ·un with ui ∈ ba∗b, which is
uniquely possible, as ba∗b is a code. Define a word x = x1 · · ·xn ∈ Γ∗ with xi ∈ Γ by
setting
xi =
{
c if ui = bab
d if ui ∈ baa∗b.
Then δ(q, x) = δ′(q, u) for each q ∈ Q. Further, we have by construction of A′, for
q ∈ Q′ \ {r} and x ∈ Σ,
δ′(q, x) = r ⇔ q ∈ S and x = a. (15)
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By assumption |Σ3,3| ≤ 1.
(i) Σ3,3 = ∅.
This implies v = ε and w = bua, so that δ′(Q′, bua) = {r}. Equation (15) gives u 6= ε,
as δ′(Q′, b)∩Q1 6= ∅. Then we have δ′(Q′, bu) ⊆ S by Equation (15), as δ′(Q′, bu) ⊆
Q for u 6= ε. We have δ′(Q, b) ⊆ Q1∪δ(Q, c)∪δ(Q, d). But as also δ′(q1, y) = δ′(q, y)
for y ∈ ba∗b, we have δ′(Q, bu) = δ′(Q, u) ∪ δ′(Q,ϕ(c)u) ∪ δ′(Q,ϕ(d)u) ⊆ Q.
Hence, by Equation (15), δ′(Q, u) ∪ δ′(Q,ϕ(c)u) ∪ δ′(Q,ϕ(d)u) ⊆ S. In particular,
δ′(Q, u) ⊆ S, which implies δ(Q, x) ⊆ S.
(ii) Σ3,3 = {a}.
Like argued in case (i) and at the beginning of the proof, δ′(Q′\{r}, bu) ⊆ Q. Hence,
δ′(Q′, bua) ⊆ Q \ S ∪ {r}. Note that, by construction, δ′(q, a) = q for q ∈ Q \ S. So,
as v ∈ a∗, we have δ′(Q′, bua) = δ′(Q, buav). The last set equals {r}, by assumption.
Then, like in case (i), we have u 6= ε and δ′(Q, u) ⊆ S, which gives δ(Q, x) ⊆ S.
(iii) Σ3,3 = {b}.
Like argued in case (i) and at the beginning of the proof, δ′(Q′\{r}, bu) ⊆ Q. Hence,
δ′(Q′, bua) ⊆ Q\S∪{r}. Note that, by construction, δ′(q, bm) = q1 for any q ∈ Q and
m > 0. Hence, if δ′(Q′, bua)∩Q 6= ∅, we would have δ′(Q′, buabm)∩Q1 6= ∅ for each
m > 0. In any case, as v ∈ b∗, δ′(Q′, bua)∩Q 6= ∅ would give δ′(Q′, buav)∩(Q∪Q1) 6=
∅. But δ′(Q′, buav) = {r} by assumption. Hence, we must have δ′(Q′, bua)∩Q = ∅,
and so δ′(Q′, bua) = {r}. Then, proceeding as in case (i), we have u 6= ε and
δ′(Q, u) ⊆ S, which gives δ(Q, x) ⊆ S.
So, in any case, we have found a word x ∈ Γ∗ with δ(Q, x) ⊆ S and the proof is
complete.
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