Abstract. An approach to infinite dimensional integration which unifies the case of oscillatory integrals and the case of probabilistic type integrals is presented. It provides a truly infinite dimensional construction of integrals as linear functionals, as much as possible independent of the underlying topological and measure theoretical structure. Various applications are given, including, next to Schrödinger and diffusion equations, also higher order hyperbolic and parabolic equations.
Introduction
Integration has its origins in the problem of determination of volumes (besides the one of finding primitives). Since Cauchy's first systematic investigation, where continuous functions on bounded intervals are considered for integration, an increasing generality has been pursued, both concerning admissible functions and domains of integration, culminating first in the concept of Riemann integrable functions and the relative integral, the underlying measure still being essentially the "natural" volume element, see, e.g. , [125, 50] . The increasing generality reached, especially after Cantor's work, in the analysis of the structure of sets and functions led to an approach, particularly associated to Lebesgue, where the underlying measure, rather than the functions to be integrated, are the basic quantities to be considered. This finally has brought about what is known nowadays as "abstract integration theory" based on measure spaces, which since Kolmogorov [98, 99] is also at the basis of probability theory. Despite the great generality of this approach, the integrals arising in certain area of mathematics and its applications do not quite fit into 1 * AND S. MAZZUCCHI * * this framework. In particular Lebesgue integrals (and classical integrals on measure spaces) are by construction absolutely convergent integrals, whereas there are areas and problems where one would not necessarily have this strong property, see, e.g., [125, 119, 120] . Of particular interest for the present paper are integrals of oscillatory functions, where compensations between contributions of different signs can lead to finite overall results for the integrals, whereas the corresponding absolute integrals diverge. Such non absolutely convergent integrals are usually conceived as "improper integrals" and handled as limits of "proper integrals", whenever the limits exist. These improper integrals were traditionally not studied systematically, indeed they were quite marginal within theories of integration. Yet oscillatory functions and integrals of them are of great importance in applications, especially in connection with waves (optics, electromagnetism, hydrodynamics) and oscillatory (vibrations) phenomena, as they occur in mechanical or quantum mechanical structures. Already in the XIX-century the behavior of the oscillatory integrals of interest was analyzed both numerically and analytically in certain asymptotic regimes, which, e.g., in optics happen to be critical points or manifolds. These stationary (or saddle point) methods to handle (finite dimensional) oscillatory integrals were first developed according to problems at hand, but in the second half of last century they became special cases of a general theory under the name of theory of Fourier integral operators, see, e.g. [88, 89, 67, 79, 81, 82, 140, 112] . The detailed "method of stationary phase" (in the case where the critical manifolds are degenerate) has extremely interesting connections with the theory of resolution of singularities of mappings (and catastrophe theory), see, e.g., [36, 56, 67, 4, 13, 20] . Due to the fact that oscillatory integrals are finite but in general not absolutely convergent, looked upon as linear functionals they have their own definition domains and continuity properties, different from those of the absolutely convergent integrals with respect to measures on measurable spaces. This is so on finite dimensional vector spaces (or, more generally, on locally compact spaces, where Lebesgue's integration theory was further developed). So even in finite dimensional integration theory we should distinguish between "oscillatory integrals" (typically not absolutely convergent) and "absolutely convergent integrals". The latter are handled by abstract Lebesgue's integration theory, where the underlying measure structure is relevant, but they can also be looked upon as continuous linear functionals (an approach stressed particularly by P.J. Daniell, see e.g. [125] ). Before leaving the "finite dimensional theory" let us also mention that Henstock-Kurzweil-DenjoyPerron integration theory, see, e.g. [119, 120, 142] , extends Lebesgue's integration theory in a certain direction covering also non absolutely convergent integrals. A systematic theory of finite dimensional oscillatory integrals in this setting has however not been developed yet. Already at the beginning of the XXth century, especially after the work of Borel, Fréchet and Lebesgue, interest in extending the integration theory (and in fact analysis as a whole) to infinite dimensional spaces arose. The major momentum in developing infinite dimensional integration and analysis came in connection with the study of strongly irregular natural phenomena. Mathematicians like V. Volterra, N. Wiener and N. Kolmogorov were mainly motivated by the study of such phenomena and the search for appropriate mathematical methods to understand and describe them. In particular N. Wiener [147] introduced his probability measure on paths to provide a mathematical setting for the description of the behavior of the physical Brownian motion (partly anticipated in this by Einstein, Smoluchowski in physics, and independently, on the other hand, Bachelier, who was rather concerned with problems in economics). V. Volterra stressed the importance of infinite dimensional analysis in particular in connection with certain variational principles. Kolmogorov introduced and developed measures on product spaces, by means of projective systems (products of infinitely many probability measures had already been considered before by Daniell and Steinhaus, see also e.g. [55, 104] ). Since Wiener's work and especially after Cameron, Martin and Kakutani's discovery of the close connection of Wiener measure with potential theory and parabolic equations, probability measures on Hilbert and Banach spaces began to be studied systematically, see, e. g., references in [44, 45, 145, 107] . In particular Wiener measure was recognized as being just a special case of Gaussian measures on Banach spaces, with underlying determining "tangential" Hilbert spaces. This brought about "in the west" the theory of abstract Wiener Spaces [76, 77, 66, 90, 95, 103, 37, 64, 65, 124, 132] and "in the east" the theory of measures on the dual of nuclear spaces [118, 73, 139, 134, 146] . Further impetus came on one hand through the development of the theory of stochastic differential equations (where K. Itô and Skorohod were the most important pioneers, even though the concepts had already roots in earlier work by Langevin and Bernstein) and stochastic analysis. On the other hand strong motivations from hydrodynamics (turbulence theory) and especially from quantum field theory urged the * AND S. MAZZUCCHI * * development of higher space-time dimensional analogues of measures on paths spaces, i.e. measures associated with processes depending, in addition to time, on space variables. In the west pioneering work in this direction was achieved by K.O. Friedrichs [71] , I. Segal [136] , L. Gross [77] and in the east by Gelfand and his school, see, e.g., [73, 128] . A further strong momentum came from work by E. Nelson, see, e.g. [122, 129] , (influenced by K Symanzik and physicists like Nagano and Schwinger) on a Euclidean approach to relativistic quantum field theory, which permitted to construct models of low space dimensional quantum fields essentially by probabilistic and statistical mechanical methods, see, e. g. [137, 75, 38, 1, 7, 17, 83] . Later on an important connection with SPDE's was established, see, e.g. [1, 122, 12, 32, 59, 60, 61, 63, 64, 65, 92, 126, 83, 85, 33, 35, 141, 6] . In all these constructions and applications, probability measures on infinite dimensional spaces are constructed by starting from projective systems of finite dimensional probability measures. A Kolmogorov's type construction, see, e.g., [29] yields then the probability measure on a suitable projective limit, on which it is indeed σ-additive. The relevant quantities associated with the processes and fields are then expressed as integrals with respect to these probability measures (with support consisting, in general, of singular or generalized functions). The connection of such integrals with equations of quantum mechanics resp. quantum field theory or, more generally, hyperbolic problems are, rather indirect, via "analytic continuation", whenever possible (this is rarely the case if space times are not flat, by the way). As discovered by Feynman (1942 Feynman ( -1948 , on the other hand (anticipated to some extent by Wentzell (1905) and Dirac (1933)), to express quantum mechanical quantities, like solutions of the Schrödinger equation or like time evolved position operators, one would need oscillator-type integrals on spaces of paths or fields. This leads to the problem of the construction of "Feynman path integrals" or more generally oscillatory integrals in infinite dimensions. The finite dimensional oscillatory integrals should somehow be imbedded in this construction. One can then also expect to obtain, as it was for the finite dimensional oscillatory integrals, a good setting for a method of stationary phase in infinite dimensions. This program has been initiated by Yu. Daletskii [57, 58] and K. Itô [93] , and continued systematically in [14, 13, 68, 4, 2, 3, 5, 8, 9, 10, 11, 15, 16, 18, 19, 20, 21, 22, 23, 24, 25, 26, 27, 30, 34, 47, 53, 62, 68, 69, 72, 78, 80, 91, 96, 97, 100, 101, 106, 111, 113, 121, 130, 144, 151] , see also [1, 28] and references therein. A connection with certain infinite dimensional distributions has also been achieved [83, 84] (see also [54, 115] ). The present paper aims at unifying the constructions of probabilistic and oscillatory infinite dimensional integrals by starting from corresponding finite dimensional integrals and considering their limit, stressing the relevant continuity properties. In the case of integrals with respect to probability (or bounded complex) measures (i.e. of integrals of the absolutely convergent type) one has the kind of usual continuity given by σ-additivity in the case of oscillatory integrals (non absolutely convergent type) one has continuity in the sense of suitable norms on the space of functions to be integrated. More precisely our unified approach starts with the construction of projective systems of functionals. Since in the probabilistic functional analytic literature there are various concepts of projective systems, in particular according to the chosen underlying measure resp. topological space structure, we present our approach in great generality, specializing only "au fur età mesure", when it becomes necessary. In section 2 we present our concept of projective systems and of perfect inverse systems for general spaces and functionals, then we illustrate it by two examples which might be more familiar to analysis and probability oriented readers. In section 3 we discuss extensions of projective systems of linear functionals. We introduce cylindrical functions and distinguish between different extensions of projective systems of functionals definied on them. In Theor. 1 we characterize the minimal extension and show that it can also be described as the direct (or inductive) limit of a suitable direct system (Theor. 2). The maximal extension is also described, and a necessary and sufficient condition for it is identified ( Prop.1). In Example 3 a situation is described where one does not have uniqueness of extensions, i.e. the action of the linear functional on the projective limit is not identified by just looking at its action on cylinder functions. In Sect. 4 we study the continuity of extensions of projective systems of functionals. A topology on cylindrical functions is introduced and then it is shown that the minimal extension of the projective system of functionals is closable, whenever it is continuous (on its natural domain, Theor.3). We also relate compatible topologies to the properties of the closures of the graphs associated with the minimal extension, and show that non compatible topologies lead to non comparability of the closures of the graphs of the minimal extension. In Sect. 5 we study projective systems of signed or complex bounded measure spaces and compare them with projective systems of probability measure spaces, on one hand, and on the other hand, we describe * AND S. MAZZUCCHI * * what goes wrong when the measurable spaces have an unbounded measure on them ( measures with infinite variation). We recall the notion of a compatible family of complex measures on a projective system with respect to a system of projections. We also recall Kolmogorov's type existence theorems in the case of probability measures. In the case of complex measures we formulate a condition of uniform boundedness of variation (Theorem 4) as a necessary condition for the family to arise from projections of a complex measure on the projective limit. We also present E. Thomas' extension of Kolmogorov's existence theorem to the bounded complex measures case, in a topological setting, with a projective family of Radon measures. We underline that many interesting cases are not covered by this extension, a problem which we take up again in Section 6. Still in Section 5 we discuss (in Sect. 5.1) the special case where the projective family is made of product measures, and we indicate already here cases where Thomas' result can not be applied. In Sect. 5.2 we discuss the case where the projective family is constructed using semigroups of complex kernels. We associate to them pseudo processes (Markov resp. sub-Markov processes in the probabilistic case). We then specialize to vector spaces and consider the particular case of translation invariant complex kernels given in terms of the fundamental solutions of parabolic higher order or hyperbolic PDEs. As a consequence of Thomas' theorem we show that the projective family constructed by such kernels does not have a projective extension given by an integral with respect to a complex measure on the projective limit space. In Sect.5.3 we study projective systems given by oscillatory integrals (the typical case of Feynman path integrals). We observe that they do not have any projective extension on the projective space R N given by (Lebesgue-type) improper integrals with respect to complex measures. This motivates looking for other types of projective extensions (i.e., extensions not in the form of integrals with respect to complex measures). In Sect. 6 we present several examples of such types of extensions. The first one uses Fourier transforms on a real separable infinite dimensional Hilbert space to construct a projective family, and is based on an infinite dimensional version of Fresnel integrals and Parseval's formula, originated in [13, 14] . The continuity property of the projective limit functional is made explicit. A second example considers a projective systems of complex kernels associated with the fundamental solution of higher order PDEs of hyperbolic or parabolic type (of the form (32) below). Again a continuous extension of the projective system is constructed. In Theor. 6 its domain and action are described. In Theor. 7 a general Feynman-Kac formula is expressed in terms of the projective limit discussed in Theor. 6. This formula solves the Schrödinger resp. higher-order parabolic / hyperbolic evolution equations involving integer powers of the Laplacian, perturbed by a potential. A further example of projective extension which is not of the type of integration with respect to a complex measure type is provided in Theor. 8. This and related constructions have been used to solve Schrödinger and heat equations with a potential which is the sum of a quadratic potential and a magnetic potential, resp. a potential of polynomial growth. In Sect. 7 we shortly present some conclusions.
Projective systems of functionals
Let us recall some classical definitions (see, e.g, [48, 49, 39, 40, 108, 127, 135] ) which we will use all along the paper. Definition 1. A semi-ordered set A with partial ordering ≤ is called a directed set if for any J, K ∈ A, there exists R ∈ A such that J ≤ R, K ≤ R Definition 2. Let us consider a family {E J } J∈A of (non-empty) sets E J labelled by the elements of a non-empty directed set A, called index set. Let us assume that for any J, K ∈ A, J ≤ K, there exists a surjective map π Remark 1. In the case of example 1 one has that lim ← − E J is isomorphic to the product space Π t∈I E 0 t . In the case of example 2, with H separable, we have H ⊂ E A , H = E A . Indeed H is strictly included in the projective limit of its finite dimensional subspaces (in the sense of Def 4). To see this, let us choose an orthonormal base of H, then using this base we have that H is isomorphic to l 2 and the finite dimensional subspaces of H can be identified with the sequences {x n } ∈ l 2 with only a finite number of terms different from 0. Now the projective limit of the family of finite dimensional subspaces of l 2 in the sense of Def. 4 is the space R N of all sequences, that strictly includes l 2 .
LetẼ := Π J∈A E J . Letπ J :Ẽ → E J be the coordinate projection ofẼ into E J , so that ifω = {ω J , J ∈ A} ∈Ẽ thenπ J (ω) = ω J . Let
The functions belonging to C will be called cylindrical (or cylinder) functions. In particular, in the case of example 1 or example 2, the cylindrical functions depend only on a finite number of variables. The following lemma states the injectivity of the extension map E Proof. The functional L is well defined. Indeed let us consider a cylindrical function in the restricted class C 0 , i.e. f ∈ C 0 that can be obtained both as the extension of
By the very definition of directed set, there exists an R ∈ A, with J ≤ R and K ≤ R. Let
On the other hand, by the projectivity condition (2) it follows that:
Definition 7. We shall call the projective extension (L, D(L)) described in theorem 1 the minimal extension of the projective system of functionals. In the following we shall denote the minimal extension
The domain of the minimal extension of a projective system of functionals {L J ,Ê 0 J } J∈A can be described in terms of the direct or inductive limit of a suitable direct system. We recall here the definition of direct system and direct limit, see also [131] . Definition 8. Let (A, ≤) be a directed set. Let {E J } J∈A be a family of (non empty) sets indexed by the elements of A, endowed with a family of maps
The direct (or inductive) limit of the direct system (E J , F JK ) J,K∈A is denoted by lim − → E J and defined as the disjoint union ∪ J E J modulo an equivalence relation ∼:
A family of maps F J : E J → lim − → E J naturally arises, where
If the sets (E J ) J∈A are topological spaces and the maps (F JK ) J,K∈A are continuous, the family (E J , F JK ) J,K∈A is called a topological direct system. Its direct limit is the space lim − → E J endowed with the finest topology making all the maps
Direct and projective limits are dual in the sense of categoy theory, see, e.g., [110] . An application of the concept of Def 8 is found in considering the family of sets {Ê 0 J } J∈A of Def. 3, labelled by the elements of the directed set A, endowed with the extension maps
This family forms a direct system of sets, and its direct or inductive limit in the sense of Def. 8 is equal to the restricted set C 0 of cylindrical functions (defined at the beginning of this section), as stated in the following theorem.
Theorem 2.
Under the same assumptions of Theorem 1, the domain of the minimal extension is given by the direct limit of the direct system {Ê
, by Def. 8, g is an equivalence class of functions [f J ] such that for any two elements f J and f K belonging to
The functions belonging to this equivalence class g define a unique cylindrical function. Indeed let f J , f K ∈ g, and let E A J f J and E A K f K be the associated cylindrical functions. One has that, for any x ∈ E A (with E A the projective limit of the (E J , π
(such an R exists as f J and f K belong to the same equivalence class g). Then by eq (4)
Conversely, under the assumption that {E J , π K J } J,K∈A is a perfect inverse system, to any cylindrical function belonging to C 0 it is possible to associate an element of lim
be the equivalence class of f J . Let us assume that f can be also be obtained as
Indeed let R ∈ A with J ≤ R and K ≤ R and let us consider the functions 
We can ask ourselves whether there exist a "maximal" extension of a projective system of functionals
The problem is strictly connected to the uniqueness property of the extensions of a projective system. Indeed if there are two extensions
then it is not possible to construct an extensionL of both L and L ′ , asL would be ambiguously defined on the element f . The converse is also true, as is stated in the following proposition. Proof. (of Proposition 1) It is trivial, as remarked before the statement of Prop. 1, that the uniqueness property is a necessary condition for the existence of a maximal element in the family F . To prove the sufficiency, let us remark that the family F is a non void partially ordered set, with partial order ≤, where by definition two
(the set inclusion being clear since all D(L α ) are inÊ A ). By Zorn's lemma (e.g. [82] pag [13] [14] we deduce then that the set of all possible extensions of a projective system of functionals has a maximal element.
) of a projective system of functionals {L J ,Ê 0 J } J∈A , in general it is not always true that they coincide on the intersection of their domains, i.e. that for any f :
. Indeed let us consider the following counterexample.
Example 3. Let us consider example 1 in the particular case where I = N, hence A = F (N) is the totality of non empty finite subsets of N. Given an element J ∈ A, let E J be given by E J = R J . We also identify E A with E A = R N , the set of all real valued sequences. Let µ denote a probability measure on R and let
is the set of Borel bounded functions on E J and Π n∈J dµ denotes the measure on E J obtained as the product of |J| < ∞ copies of the probability measure µ ( |J| denoting as before the cardinality of the set J ∈ A). By (a special case of ) Kolmogorov's existence theorem [39] there exists a probability measure µ A on the σ−algebra generated by the cylindrical sets in E A = R N obtained as the product Π n∈N µ. Moreover, if µ is e.g. the standard centered Gaussian measure on R, the subset
where B b (R N ) denotes the Borel bounded functions over R N . Denote by π n : R N → R n the projection of a sequence ω ∈ R N to the sequence π n ω given by
Let us consider the functional L ′ given by: f is the characteristic function of the set B = {ω ∈ R N , |ω has a finite number of non-vanishing components }.
One can easily verify that B is a measurable subset of R N , indeed it belongs to the σ-algebra generated by the cylindrical sets, as:
Then one has, for µ A the above Gaussian measure
In other words, without asking for additional properties of the extended functionals, the extensions (L, D(L)) are not uniquely determined by the projective system {L J ,Ê 
Continuous extensions of projective systems of functionals
In the following we shall always assume, unless otherwise stated, that the projective family (E J , π K J ) J,K∈A is a perfect inverse system, in such a way that, by Theorem 1, the minimal extension (L min , D(L min )) of a projective system of functionals {L J ,Ê 0 J } J∈A is well defined. We shall study its possible continuous extensions.
Let us consider the set of cylindrical functions C 0 associated to a projective system of functionals {L J ,Ê 0 J } J∈A and let us endowe the spaceÊ A (of complex valued functions on the projective limit E A ) with a topology τ in such a way that (Ê A , τ ) becomes a topological vector space 1 . We say that the minimal extension is closable in τ if the closure of the graph
We require a topological vector space in order to assure later on continuity under limits of sums and products by scalars.
inÊ A × C with respect to the product topology τ × τ C , τ C denoting the standard topology in C, is the graph of a well defined functional. In this case we define the closure of L min in τ as the functionalL τ such that its graph satisfies G(L τ ) = G(L min ). If (Ê A , τ ) satisfies the first axiom of countability, i.e. if any f ∈Ê A has a countable neighbourhood basis, then the closability condition is equivalent to the requirement that for any sequence f n ∈ C 0 converging to 0 and such that
L τ is well defined, indeed, by the closability condition, since the value ofL τ (f ) for f ∈ D(L τ ) does not depend on the sequence {f n } ⊂ C 0 converging to f . Let us now assume that L min : C 0 → C is continuous 2 in the τ topology on C 0 , i.e. if for any f ∈ C 0 and for any ǫ > 0 there exists a neighbourhood U of f (depending of f and ǫ) such that for any g ∈ U \ {f }, with g ∈ C 0 , one has |L min (f ) − L min (g)| < ǫ. Then it is easy to verify that L min is closable, as stated in the following theorem.
Proof. Let us consider two point (g, α), (g, β) ∈ G(L min ) and let us assume per adsurdum that α = β, and let us set ǫ ≡ |α−β| 2
. In this case for any neighborhood U(0) of 0, it would be possible to find an element f ∈ U(0) ∩ C 0 such that L(f ) > ǫ, thus contradicting the assumed continuity of the functional L min . By the properties of the topological vector spaces, given the neighborhood U(0) of 0, then it is possible to find two neighborhoods
and L cannot be continuous in 0, against the assumption. * AND S. MAZZUCCHI * * Let us consider now the set C 0 endowed with two different topologies τ 1 and τ 2 , with τ 1 coarser than τ 2 , i.e.
. This is the case of example 3. Indeed in this case the functional L defined by (5) is continuous on L 1 (R N , µ A ), while the second functional (6) is continuous on the space D(L ′ ) endowed with the norm
The set C 0 of cylindrical functions is dense both in D(L) and D(L ′ ) with the respective topologies. On the other hand if we consider the sequence of cylindrical functions f n := E R N R n 1 R n , where 1 R n : R n → R denotes the function identically equal to 1 in R n , one as that f n converges to the function f = χ B (B being as in example 3) in the · L ′ -norm, while it does not converge to f in the L 1 (R N , µ A )-norm. One can easily see that these two norms are not comparable, as if we consider the function
Projective systems of complex measure spaces
Let us consider now the particular case where each element (E J ) J∈A of a projective family {E J , π K J } is endowed with a σ-algebra Σ J of subsets of E J . Let us also assume that the maps π K J , for J ≤ K, are measurable. The family {E J , Σ J , π K J } is called a projective family of measurable spaces [148, 149, 150] . Associated to each (E J , Σ J ) we assume that there is a measure µ J , not necessarily real or positive. In particular we shall focus on the case where µ J is a signed or complex measure with finite total variation [133, 143] .
Example 4. A particular case of this situation is given as in example 1. In fact we take A to be set A := F (I) of all finite non empty subsets J of an index set I, and E J = Π t∈J E 0 t , where each E 0 t is equipped with a σ-algebra Σ(E 0 t ). E J is thus a product space (cf. example 1). In this case we can take Σ J to be the product σ-algebra ⊗ t∈J Σ(E 0 t ). We shall call (E J , Σ J ) a product measurable space. π K J is then by construction a measurable map from E K to E J , K, J ∈ F (I), J ≤ K. The product measurable space E := Π t∈I E 0 t is endowed with the smallest σ-algebra Σ with respect to which all projections π t : E → E 0 t are measurable, i.e.
, the subset ofÊ J consisting of (real resp. complex) functions on E J which are µ J -integrable.
Let us consider the family of functionals
In this case L J is a linear functional (real resp. complex valued). E K J is defined as before, as a map fromÊ
(8) Due to the relation between L J and µ J and (1), we have that (8) implies
For f J taken to be the characteristic function of A J ∈ Σ J this implies
which is the analogue of the usual projectivity property for measures on projective spaces (see, e.g., [39] ). We shall say shortly that {µ J } J∈A is a projective family of measures. Conversly, if (10) holds, then by approximating L 1 -functions by finite linear combinations of characteristic functions we have that (9) holds, which by the relation (7) between L J and µ J implies that (8) holds. Hence the family (L J ,Ê 0 J ) J∈A is projective iff µ J is a projective family of measures (in the sense of (10)).
3 Note that in the general case if f J ∈Ê J is measurable (w.r.t.
K is automatically fulfilled in the case whereÊ 0 J is the set of all bounded measurable functions on (E J , Σ J ), instead of L 1 (E J , Σ J , µ J ), or we have the situation of a projective family, as in (8) and (9) * AND S. MAZZUCCHI * * Given a projective family (E J , Σ J , π K J ) J,K∈A of measure spaces its projective limit (E A , Σ A ) is the measure space defined as E A = lim ← − E J and Σ A := Σ ∞ ∩ E A , where Σ ∞ = ⊗ J∈A Σ J is the σ-algebra associated with the product space Π J∈A E J , which coincides with the smallest σ-algebra making all projection mapsπ J from Π J∈A E J onto E J measurable. By construction we thus have that Σ A = ∪ J∈A π −1 J Σ J is the σ-algebra generated by the sets of the form π −1 J (B), B ∈ Σ J (π J being defined in section 2, before Eq. 3). We shall write
Let µ be a (complex bounded) measure on (E A , B(E A )), and let us define the measures µ J on (E J , Σ J ) by:
It is easy to verify that the family of measures (µ J ) J∈A satisfies the compatibility condition
More generally, we shall say that the members of family of measures (µ J ) J∈A on (E J , Σ J ) J∈A are compatible (or shortly the family is compatible) if they satisfy the compatibility condition (12) . Let us consider now the converse problem to the one solved by (11), namely about when we can find µ on (E A , Σ A ) such that (11) holds, starting only from integration on (E J , Σ J ) J∈A and condition (12) . If such a signed or complex measure µ exists, then the projective system of functionals {L J ,Ê 0 J } J∈A given by (7) would admit a projective extension L given by
If {µ J } J∈A is a projective system of compatible probability measures, then Kolmogorov's existence theorem [42, 39, 148, 149, 150, 87] assures the existence and uniqueness of µ. On the other hand if the measures {µ J } J∈A of the projective family are not real and positive, i.e. if we consider a projective family of signed or complex bounded measures, then in general such a µ cannot exists, as stated in the following theorem.
Theorem 4.
Let (E J , Σ J , π K J ) J,K∈A be a projective family of measure spaces and let {µ J } J∈A be a projective family of signed or complex bounded measures, satisfying the compatibility condition (12) . A necessary condition for the existence of a (signed or complex) bounded measure µ on (E A , Σ A ) satisfying the relation (11) is the following uniform bound on the total variation of the measures belonging to the family {µ J } J∈A :
sup
where |µ J | denotes the total variation of the measure µ J .
Proof. Let {A i } ⊂ Σ J be a partition of E J consisting of sets A i in Σ J . Then {π
If a signed or complex measure µ on (E A , Σ A ) satysfying (11) exists, then for any J ∈ A its total variation would satisfy the following inequality |µ| ≥ |µ J |. Consequently, if the signed or complex measure is bounded, then
In the case of a projective family of probability measures the condition (14) is trivially satisfied. In the general case of complex measures satisfying (14) sufficient conditions for the existence of the measure µ on (E A , Σ A ) have been given in [143, 44] , where KolmogorovProkhorov's theorem for the projective limit of probability measures [87, 49, 135, 123] has been generalized to the case of signed or complex measures. [49, 143] ) satisfying the projectivity condition (12) . Further assume that the spaces E J and the space E A = lim ← − E J are completely regular. Then there exists a (signed resp. complex bounded) Radon measure µ on E A satisfaying (11) if and only if the following two conditions are satisfied:
i. sup J |µ J | < +∞, where µ J denotes the total variation of the measure µ J , ii. for every ǫ > 0 there exists a compact K ⊂ E A such that if K J = π J (K), the following holds
Under these assumptions µ is uniquely determined and |µ| = sup J |µ J |.
For a complete proof see [143] . On the other hand, if µ J are signed or complex bounded measures, in many interesting cases condition (14) cannot be satisfied, as illustrated in the next examples in the following subsections 5.2 and 5.3. * AND S. MAZZUCCHI * * If there does not exist a measure µ on (E A , Σ A ) obtained as the projective limit of the measures µ J , there cannot exist a projective extension (L, D(L)) of the projective system of functional {L J ,Ê 0 J } J∈A of the form (7) (i.e. associated to an integral). On the other hand it is possible to define alternative projective extensions, as we shall discuss in section 6.
5.1.
The special case of product measures. Let A ≡ F (N) be the direct set of finite subsets of N and let {(E n , Σ n , µ n )} n∈N be a sequence of measure spaces. Let us assume that for any n ∈ N, the measure µ n is a complex bounded measure such that En dµ n = 1. For any J ∈ A, let E J be the product space E J ≡ Π n∈J E n , endowed with the product σ-algebra Σ J ≡ ⊗ n∈J Σ n and the product measure µ J = × n∈J µ n . Then one can easily verify that (E J , Σ J , µ J ) J∈A is a projective system of measure spaces. The projective limit measure space (E A , Σ A ) is naturally isomorphic to the product space (× n∈N E n , ⊗ n∈N Σ n ) and in the following we shall write E A ≡ × n E n and Σ A ≡ ⊗ n Σ n . Further, if a signed or complex bounded variation measure µ which is the projective limit of the projective system of product measures (µ J ) J∈A exists, then for any N ∈ N its total variation would be underestimated by Π N n=1 µ n . Thus a necessary condition for the existence of the projective limit measure is Π n µ n < +∞ (15) Equivalently one has to require the convergence of the series n log( µ n ). This condition cannot be satisfied, for instance, in the case where for any n ∈ N, one has that (E n , Σ n , µ n ) = (E, σ, µ) and µ is a signed or complex bounded measure such that E dµ = 1 and µ = c > 1.
Analogously, in the case of a continuous product space, i.e. if A ≡ F (I), I ⊂ R is an interval of the real line, then the necessary condition for the existence of a signed or complex bounded product measure is
5.2. Semigroups of complex kernels and pseudoprocesses. Let (E, Σ) be a measurable space. A complex kernel K on (E, Σ) is a map K : E × Σ → C with the following properties i. the map x ∈ E → K(x, B) is measurable for each B ∈ Σ, ii. the map B ∈ Σ → K(x, B) is a complex bounded variation measure on Σ for each x ∈ E This concept generalizes the one of Markov (resp. sub-Markov) kernel, where K : E ×Σ → R + , K(x, E) = 1 (resp. K(x, E) ≤ 1) for every
x ∈ E, and in the condition ii. "complex" is replaced by "positive". For Markov, resp. sub-Markov, kernels see e.g. [39] .
Given two complex kernels K 1 , K 2 on (E, Σ), their composition K 1 • K 2 is the complex kernel defined as
Let {K t } t≥0 be a family of complex kernels on a measurable space (E, Σ) with index set R + such that K t+s = K t • K s for all t, s ∈ R + , namely
The family {K t } t≥0 will be called semigroup of complex kernels. Given a semigroup of complex kernels, it is possible to construct a projective family of complex measures. Let A = F (R + ) be the directed set of finite subsets of R + and for any J ∈ A let E J := Π t∈J E endowed with the product σ -algebra Σ J := ⊗ t∈J Σ. Let ν be a complex bounded measure on (E, Σ). For J = {t 1 , t 2 , ..., t n }, with 0 < t 1 < t 2 < ... < t n < +∞, let µ J be the complex measure on (E J , Σ J ) given by
By the semigroup property (17) , one can easily verify that (µ J ) J∈A forms a projective system of complex measures, i.e. for any if J, K ∈ A, with J ≤ K, one has µ J = π * AND S. MAZZUCCHI * * B i ∈ Σ for all i = 1, .., , n, that is
..
...
... (19) which holds by the semigroup property (17) . According to Theorem 4, a necessary condition for the existence of a complex measure µ on (E R + , Σ) is the uniform bound (14) . If K t (x, · ) is a probability measure for any x ∈ E and t ∈ R + , then (14) is trivially satisfied. In this case, under further assumptions, for instance if (E, Σ) is a Polish space (see e.g. [39] for further details) there exist a probability (resp. sub-probability) measure µ on (E R + , Σ) associated to the projective family (µ J ) J∈A of compatible probability measures. It describes a stochastic (in fact Markov, resp. sub-Markov) process X t , t ≥ 0. The finite dimensional distributions P (X t 1 ∈ B 1 , ..., X tn ∈ B n ), t 1 ≤ ... ≤ t n , B i ∈ Σ) for i = 1, ..., n, are given by
(see. e-g., [39] ). Let us also remark that if the index set R + for the times is replaced by a countable directed set T the result holds without any topological assumption on (E, Σ) (with E R + replaced by E T ). This is a theorem of C. Ionescu Tulcea, see, e.g. [123] . In the case of complex or signed kernels K under the assumptions of Theorem 5 the measure µ given in Theorem 5 exists and one can also introduce the concept of pseudoprocesses X t , t ≥ 0, with the family of "finite dimensional distributions" given by the µ J in the sense that X t (ω) = π t ω, ω ∈ E R + and (20) holds again (without of course a probabilistic interpretation). On the other hand, if K t (x, · ), with x ∈ E and t ∈ R + , are general complex or signed measures, in many interesting cases condition (14) is not satisfied. Let us consider for instance the case where E is a vector space and the translation is a measurable map, i.e. for any x ∈ E and B ∈ Σ the set B + x := {x ′ ∈ E | : x ′ − x ∈ B} is measurable. A semigroup of complex kernels K t on (E, Σ) is said to be translation invariant if
In this case, by setting µ t (B) := K t (0, B), the semigroup law (17) reads as µ t+s = µ t * µ s (the symbol * denoting the convolution of measures) and one gets a convolution semigroup of (complex bounded) measure on (E, Σ). If µ t are probability measures on E = R d (or on a real separable Hilbert space) then the above probability measure µ on (E R + , Σ) describes a Markov process with stationary independent increments [39, 124] . In the case where µ t are complex valued, if J = {t 1 , t 2 , ..., t n }, with 0 < t 1 < t 2 < ... < t n , the total variation of the measure µ J is given by:
(with ν as in (19)). In particular, if t j ≡ j n , with j = 1, ..., n, we have
n and the behaviour of the total variation of µ J for n → ∞ is steered by the small time asymptotics of |µ t | for t → 0.
A particular example is provided by considering a projective family of compatible signed measures on the algebra of cylindrical sets in R [0, +∞) constructed in terms of the fundamental solution G t of the PDE:
with f ∈ S(R) (e.g.). We have u(t, x) = R G t (x − y)f (y)dy, where
where N ∈ N, N ≥ 2. By the Fourier integral representation (22) , it follows that for t > 0 the distribution G t ∈ S ′ (R) is a C ∞ (R) function, whereas G 0 () is Dirac's measure concentrated at 0. Moreover an analysis of the asymptotic behaviour of G t (x − y) as |x − y| → +∞ shows that it belongs to L 1 (R) and, for N ≥ 2 it is not positive but has an oscillatory behaviour, changing sign an infinite number of times [86, 117] . In the case of N = 1 one simply has the heat kernel, and
By considering the signed measure µ t on R of the form dµ t (x) = G t (x)dx, dx denoting the Lebesgue measure on R, and constructing the family of complex measures (µ J ) J∈A of the form (18), with K t (x, B) := B G t (x − y)dy and ν = δ 0 , by the semigroup property
one obtains a projective family of signed measures. By considering now J = {t 1 , t 2 , ..., t n }, with t j ≡ j n , j = 1, ..., n, we see that the total * AND S. MAZZUCCHI * * variation of the measure µ J is given by
On the other hand, by Eq. (22):
and since for N > 1 the smooth function G has an oscillatory behaviour and R G 1 (y)dy = 1, one concludes that for any
where c is a constant depending on N, and |µ J | = c n → +∞ as n → +∞ (for N = 1 there is no such result since G t ≥ 0 and c would be equal to 1) By theorem 4 there does not exists a signed bounded measure µ on R [0,+∞) defined on the algebra of cylindrical sets I k ⊂ Ω = {x : [0, ∞) → R} of the form
Hence the projective system of functionals (
For a detailed analysis of this problem see, e.g., [102, 86, 116, 46, 117, 70] .
5.3.
Fresnel and Feynman path integrals. Let us consider on R n the complex measure µ n absolutely continuous with respect to the Lebesgue measure dx, x ∈ R n , with a density of the form ρ(x) = e i 2 x 2 (2πi) n/2 . The total variation of µ n on R n is infinite, however for any Borel bounded set B ⊂ R n , the total variation of µ n on B is finite.
Given a bounded Borel function f : R n → C the integral of f on B with respect to µ n :
is well defined. More generally, the integral of a complex bounded Borel function on R n with respect to µ n can be defined as the limit
(2πi) n/2 dx if this limit exists. In this case it is denoted by˜ R n f (x)µ n (dx). According to this definition and the properties of the classical Fresnel integrals one get that the˜ -integral of the function identically equal to 1 on R n is 1, i.e.˜ R n dµ n = 1. The complex measure µ n can be represented as the product of n copies of the complex measure µ on R, where dµ :=
dx. Let A = F (N) be the directed set of finite subsets of N and let us consider for any J ∈ A the set E J := R J endowed with the Borel σ−algebra and the complex measure (with finite total variation on bounded sets) × n∈J dµ. Let us define for any J ∈ A the functional
One can easily verify that (L J ,Ê 0 J ) J∈A is a projective system of functionals. However it is impossible to construct a projective extension on E A ≡ R N in terms of a (Lebesgue type) improper integral. Indeed, contrary to the case of finite dimension, if we consider the infinite product measure × n∈N dµ, on R N endowed with the product σ algebra, we have that its total variation is infinite even on products of bounded sets.
More generally (as in example 2) let (H, , ) be a real separable Hilbert space and let A be the directed set of is finite dimensional subspaces, where V ≤ W if V is a subspace of W , and π 
where dx denotes the Lebesgue measure on V , is the norm in V and |V | denotes the dimension of V . The family (L V , D(L V )) V ∈A costitutes a projective system of linear functionals. As previously remarked it is not possible to define on the projective limit E A = R N a complex measure with finite variation on bounded sets obtained as the projective limit of the complex measures
A similar phenomenon occurs in the mathematical construction of Feynman path integrals. Let us consider the fundamental solution G t ∈ S ′ (R d ) of the Schrödinger equation for a non-relativistic quantum particle moving freely in the d−dimensional Euclidean space:
( being the reduced Planck constant). We have then
where, for
G t can be regarded as the density with respect to the Lebesgue measure of a complex measure µ t on R d , with finite variation on bounded sets, of the form dµ t (x) = G t (x)dx. G 0 is defined as the Dirac measure at 0. Further, by the equation 
is a projective family of functionals, but there cannot exist a complex bounded variation measure µ on ( [52] ). This problem is deeply connected with the rigorous mathematical definition of Feynman path integrals which has been provided in different ways, but always, because of the above obstruction, only in the sense of continuous functionals not directly expressible as integrals with respect to σ-additive measures [14, 83, 94, 114, 115, 47] . In section 6 we shall provide some examples.
Examples of projective extensions
In this section we present two examples of possible extensions of projective system of functionals of the form (7), associated to a projective system of complex or signed measures, and show their application to the construction of Feynman-Kac type formule for the representation of the solution of PDEs which do not satisfy a maximum principle.
Let us consider the general setting of example 2, i.e. let H be a real separable infinite dimensional Hilbert space and let A be the directed set of its finite dimensional subspaces, ordered by inclusion. For V, W ∈ A, with V ≤ W , let π * . Indeed any η ∈Ẽ A can be associated with the element of (E A ) * whose action on any ω ∈ E A is given by
v ∈ V being any representative of the equivalence class of vectors associated to η. The definition (26) is well posed, indeed chosen a different representative of the equivalence class η, i.e. a vector
Further the explicit form (26) of the functional η shows its continuity on E A . Analogously the transpose map π * V : V * → E * A can be identified with the map i V : V →Ẽ A , giving:
where the symbol , on the left hand side denotes the inner product in V , while symbol E * A , E A denotes the dual pairing between E A and E * A .
Let us consider on any V ∈ A the Borel σ-algebra Σ V and a bounded signed or complex measure µ V : Σ V → C in such a way that the family (µ V ) V ∈A satisfies the compatibility condition (12) . Let us also consider, for any V ∈ A, the Fourier transformμ V : V → C of the measure µ V , i.e.μ
By the projectivity condition (12) of the family of measures (µ V ) V ∈A , one deduces the following relation (compatibility relation) among the Fourier transforms:μ
Let us now define the map F :Ẽ A → C by:
where v ∈ V is any representative of the equivalence class η ∈Ẽ A . F is unambiguosly defined, indeed given a
By the compatibility condition (27) 
Further, the map f is continuous onẼ A in the final topology.
If there exists a measure on µ on E A such that µ V = π V • µ for all V ∈ A, then its Fourier transformμ coincides with F onẼ A and
where |µ| is the total variation of µ. Let us consider the projective system of functionals
is a Banach algebra of functions, where the multiplication is the pointwise one and the norm of a function f ∈ F (v) is the total variation of the associated measure
One can easily verify that L V is continuous in the F (V )−norm. Indeed for any V ∈ A one has that the mapμ V is uniformly continuous and bounded, since μ V ∞ ≤ |µ V |, |µ V | denoting the total variation of the measure µ V . Hence
. On the other hand by Fubini's theorem one has:
both integrals being absolutely convergent. The family (L V , D(L V )) V ∈A forms a projective system of functionals. If sup V ∈A |µ V | = +∞, according to theorem 4, there cannot exist a complex bounded measure µ on E A which is the projective limit of the measures (
However, even if µ does not exists, the map F :Ẽ A → C is still well defined, and can be used in the construction of a projective extension of (L V , D(L V )) V ∈A alternative to (30) . * AND S. MAZZUCCHI * * Consider onẼ A the Borel σ−algebra B(Ẽ A ), then one has that the continuous map F :Ẽ A → C is measurable. If the condition:
is well defined on the Banach algebra F (E A ) of functions f : E A → C of the form f (ω) = Ẽ A e i η,ω ν f (dη) for some complex bounded mea-
L is a projective extension of the projective system of functionals (28) . Indeed considered a cylindrical function f : E A → C of the form f (ω) := g(π V ω), for some V ∈ A and g ∈ F (V ), g ≡ν g , then f ∈ F (E A ), as:
However, for a general f ∈ F (E A ), contrary to the finite dimensional case, the equality (29) does not make sense and the action of the functional on f cannot be described in terms of an integral with respect to a measure. Depending on the regularity properties of the function F :Ẽ A → C one can define the functional L on different domains. Let B be a Banach space whereẼ A is densely embedded, i.e.Ẽ A ⊂ B, and let F be continuous with respect to the B-norm. Then F can be extended to a functionF : B → C, withF (η) = F (η) for all η ∈Ẽ A . Let F (B * ) be the Banach algebra of functions f : B * → C of the form
for some complex bounded variation measure ν f on B. Then the functional
is an alternative projective extension of the system of functionals (28) . A particular example of this approach is provided by the infinite dimensional generalized Fresnel integrals which can be applied to the rigorous mathematical definition of Feynman path integrals [14] and, more generally, to the construction of generalized Feynman-Kac type formule representing the solution of PDEs which do not satisfy a maximum principle. Let us illustrate this with a class of examples.
Let G p t be the fundamental solution of the PDE:
where p ∈ N, p ≥ 2, and α ∈ C is a complex constant. In the following we shall assume that |e αtx p | ≤ 1 for all x ∈ R and t ∈ [0, +∞). In particular, if p even we shall assume that Re(α) ≤ 0, while if p is odd we shall take α to be purely imaginary. In the case where p = 2 and α < 0, we obtain the heat equation, while for p = 2 and α = −i (32) is the Schrödinger equation (without potential). The solution of the Cauchy problem (32) is given by: u(t, x) = is given by:
By means of the map (36) it is simple to verify that B * p is isomorphic to B q . Let F (B q ) be the space of functions f : B q → C of the form
where α ∈ C is a complex constant such that
• Re(α) = 0 if p is odd. In particular, in the case where p is even one has that Φ p (γ) is proportional to the B p -norm of the vector γ ∈ B p . Let (L, D(L)) be the linear functional defined by
where F (B p ) is the Banach algebra of functions f : B q → C of the form f (x) = Bp e i x,y µ f (dy) for some complex bounded measure µ f on B p . The functional L is continuous in the F (B p )-norm since by the assumptions one has |e Φp(x) | ≤ 1. Hence:
gives the continuity of L in the F -norm. Further L(1) = 1. The functional L is an extension of the projective system of functionals (L J , D(L J )) defined by (34) as the following result shows. Theorem 6. Let f : B q → C be a cylindrical function of the following form:
f (η) = F (η(t 1 ), η(t 2 ), ..., η(t n )), η ∈ B q , with 0 ≤ t 1 < t 2 < ... < t n < t and F : R n → C, F ∈ F (R n ):
where J = {t 1 , ..., t n } and µ j is given by (33) .
For a detailed proof see [117] . This particular functional provides in the case p = 2 and α = −i a mathematical realization of Feynman path integrals and a tool for the construction of the representation of the solution of the Schrödinger equation, including also potentials (see, e.g., [13, 14, 21, 114] and [83, 94, 115] for alternative approaches). More generally, in the case where p > 2, the following result provides a generalization of the FeynmanKac formula to the case of parabolic equations associated to high-order differential operators (see also [46, 86, 102, 116, 117] ). Indeed let us consider a Cauchy problem of the form
where p ∈ N, p ≥ 2, and α ∈ C is a complex constant such that |e αtx p | ≤ 1 forall x ∈ R, t ∈ [0, +∞), while V : R → C is a bounded continuous function. We consider for simplicity the case of x on the real line, extensions to x ∈ R n are discussed in [14] . Under these assumptions the Cauchy problem (39) is well posed on
(û denoting the Fourier transform of u) is self-adjoint. For α ∈ C, with |e αtx p | ≤ 1 for all x ∈ R, t ∈ [0, +∞), one has that the operator A := αD p generates a strongly continuous semigroup (e tA ) t≥0 on L 2 (R). By denoting by B :
one has that the operator sum A + B :
generates a strongly continuous semigroup (T (t)) t≥0 on L 2 (R). According to the following theorem its action can be described by a generalized Feynman-Kac formula constructed in terms of the linear functional (37) .
and V ∈ F (R), with u 0 (x) = R e ixy µ 0 (dy) and V (x) = R e ixy ν(dy), µ 0 , ν ∈ M(R). Then the functional f t,x : B q → C defined by
belongs to F (B q ) and L(f t,x ), with L given by (37) provides a representation for the solution of the Cauchy problem (39), i.e. u(t, x) = L(f t,x ), where the equality holds for x-almost everywhere in R.
For a detailed proof see [13] for the case of the Schrödinger equation (with p = 2), and [117] for the case p > 2.
The mathematical theory of Feynman path integrals provides alternative examples of continuous projective limit functionals obtained from projective systems of functions. For instance in [68] an alternative construction of a linear functional associated to the representation of the solution of the Schrödinger equation, i.e Eq (39) for p = 2 and α = −i/ ( being the reduced Planck's constant), has been proposed. The authors construct a functional (I , D(I )) which, in our notation, can be regarded as an extension of the functional (37) in the case p = 2. This particular extension in called infinite dimensional oscillatory integral because of its relation with classical oscillatory integrals on finite dimensional vector spaces [88, 89] (see also [20] ). The definition of the functional and its domain is given in terms of the limit of a sequence of finite dimensional approximations. We recall it for sake of completeness, for further details and for a complete description of this approach and the application to the study of an interesting class of Schrödinger-type equations, see [114] . A Borel measurable function f : H → C is called I -integrable if for each sequence {P n } n∈N of projectors onto n-dimensional subspaces of H, such that P n ≤ P n+1 and P n → I strongly as n → ∞ (I being the identity operator in H), the finite dimensional approximations of the oscillatory integral of f For a proof see the original paper [68] . For extensions of this result with applications to Schrödinger equations with potential and magnetic field see [4, 3] . According to theorem 8 one can see that the functional (I , D(I )) is a continuous extension of the functional (37) . This enlargement of the class of integrable function and the connection of the functional (37) with the solution of the Schrödinger equation (on R d with potential consisting of a harmonic part plus a part V ∈ F (R d )) has been exploited in [21] for an extension of theorem 7 to the case of potentials V with polynomial growth. In the latter case one obtains a representation in terms of expectations od complex-valued functions with respect to the gauusian measure associated to the abstract Wiener space built on the Hilbert space H.
Conclusions
We have introduced the general concept of projective system of complex-valued functionals defined on a subset of the space of complexvalued functions. We discussed projective extensions of such a system to the subsets of the space of complex-valued functions on the projective limit. We proved their existence by constructing a minimal one, whose domain we described in details. We also discussed the uniqueness of projective extensions, as well as continuous extensions. We analysed in particular the "regular" case of projective systems of linear functionals associated via integrals with a projective system of complex measure spaces and put in evidence a necessary condition for having a projective limit. The special cases of product measures and projective systems constructed from complex measures were analyzed in details, together with the associated "pseudo processes". Concrete examples constructed using fundamental solutions of higher order hyperbolic and parabolic partial differential equations have been discussed and applications to Feynman-Kac-type formulae for such equations with potential were exhibited. We also discussed the situation where the projective extension is not related to an absolutely converging integral, but rather has continuity properties on its own. We showed by examples that our construction is able to cover, next to projective limits given by integrals (with respect to probability or more generally bounded complex measures) also those given by oscillatory integrals of the Feynman-type. This opens up the possibility of a systematic unified study of probabilistic stochastic processes and their analogues described in terms of continuous complex-valued functionals, offering new perspectives to further extensions of the connections between analysis and rigorous path integrals in connection with systems of hyperbolic, in addition to parabolic, (stochastic) partial differential equations. This program will be pursued in further work, including in particular applications to (relativistic) quantum fields and to the study of hyperbolic and parabolic higher order equations on curved spaces. We also intend to continue the study of the manifold of projective extensions, characterizing in particular the maximal ones. * *
