This paper describes a new way to write and solve the governing equations of fluid dynamics that is very well suited to aeroacoustics problems. The flow field variables are split into a mean and a fluctuating part, and then inserted into the governing equations. If the mean flowfield satisfies the steady-state governing equations, then the resulting equations can be written in a very convenient form. These equations are then solved using a method that is second or fourth order accurate in space and time, on a Cartesian grid. Several aeroacoustic benchmark problems are solved, some duct propagation problems are presented, and a longrange scattering problem is solved. The code is written in Fortran-90 using the Message Passing Interface (MPI), and performance results are presented for a cluster of workstations.
INTRODUCTION
There have been dramatic advances in computational aeroacoustics (CAA) over the last 10 years. Non-reflecting boundary conditions [1, 2] , higher order accurate schemes [3] [4] [5] [6] [7] [8] [9] , and parallel computers [10] have all combined to produce solutions for problems beyond reach several years ago. In particular, problems that are amenable to using the linear Euler equations are fairly easy to solve now. However, there are other problems where nonlinear effects, and where the mean flow field must be computed, which are still very difficult to solve. In addition, the linearized Euler equations are not always well behaved, e.g. at stagnation points. Another problem is that CAA codes are designed to solve wave propagation problems, and cannot efficiently compute a mean flow. They are designed to have low dispersion and dissipation, which means they cannot rapidly converge to a mean flow. On the other hand, traditional computational fluid dynamics (CFD), especially multi-grid or implicit, codes are designed to rapidly converge to a steady state, but they have large dispersion and dissipation errors, and so they are not suitable for CAA.
This paper describes a method that is designed to take advantage of the best features of existing CFD and CAA algorithms and codes. We split the flow field into a mean and a fluctuating part, and each can be solved using a different algorithm/code. The mean flow field can be obtained from a traditional CFD code, while the unsteady effects can be solved using the code described herein.
While we have been using the Nonlinear Disturbance Equations (NLDE) for several years [6, 11, 12] , the approach described herein is different from NLDE. The main difference is that the NLDE approach uses the conservative form of the governing equations, while the approach described here uses the nonconservative equations. This results in a very different algorithm and code, and has some advantages. In particular, it results in a much simpler set of equations.
In addition to using a novel set of equations, we also use simple Cartesian grids, although this is not necessary for the equations described below. No grid generation is required. We simply need to know if the grid point is inside or outside of the body. The goal here was to have a code analogous to the FDTD code used in electromagnetics [13, 14] for fluid dynamics or aeroacoustics.
GOVERNING EQUATIONS
In the recent past, we have presented several computational results from a method called the Nonlinear Disturbance Equation (NLDE) approach [6] . This has included unsteady flow around naval ships [12] , engine liners [11] , and supersonic turbulent jets [15] , and more recently [16] [17] [18] . This method starts with the conservative form of the governing equations: Note that the quantities that do not have a prime or a subscript are total quantities, and when combined with primed quantities produce nonlinear terms. The above equations are the ones that have been solved numerically here, and will be used below. And we have 3 avoided any terms that have the inverse of the density perturbations (since it could be zero). Note that in the above we have used:
It is readily apparent that the PENNE equations are quite a bit simpler than the NLDE, yet they still have all the advantages of the NLDE. Some of these desirable properties are:
• It is easier to apply non-reflecting boundary conditions • It is easier to apply solid surface boundary conditions • There is less round-off error, since the perturbations may in some cases be quite a bit smaller than the mean flow.
• The best algorithm can be applied to each part of the physics, i.e. the mean flow can be efficiently solved using an implicit algorithm, while the perturbations can be solved using a higher-orderaccurate explicit scheme.
• For the mean flow, one can use a traditional Reynolds-averaged turbulence approach, while a large-eddy simulation approach can be used here with the unsteady terms.
Note that the energy equation is written in terms of the pressure, this makes it much easier to satisfy the farfield boundary conditions. If we assume a perfect gas, then we have: However, the linearized are not always well behaved, e.g. at stgnation points, and it is not much more expensive to solve the PENNE equations.
NUMERICAL METHOD
The PENNE equations are solved using a scheme that is 2 nd or 4 th order accurate in space and time. A RungeKutta scheme is used for time marching, of the form [20] : The amplification factors for the two schemes are not all that different, as shown in Figure 1 . To avoid dissipation, we would like the amplification factor to be near 1.0 (which it is). Since the scheme is only marginally stable for large wave numbers, we add a very small amount dissipation. The main difference between the second and fourth order accurate approaches is in the phase error. Figure  2 shows the ratio of the phase to the exact phase for the two schemes, for a simple 1-D advection problem. The second order scheme has significantly more phase error than the 4 th order scheme (both have 4 th order temporal accuracy). Point is inside the body (1) Point is on a planar surfaces (6) Point is on an edges (12) Point is on a corner (8) The code treats each of these using F90 logical arrays and the appropriate stencil. This approach can also be used with Thompson's characteristic-based boundary conditions [21] , but this is much more complicated.
The computer program is written in Fortran-90 and uses the Message Passing Interface (MPI) to run on parallel computers or clusters of workstations. A 3-D domain decomposition is used, and two layers of ghost cells are used on the edges of each domain. For this application the ratio of computations to communication is very favorable. For example, if one were using 64 processors and had a grid of 400x400x400 (64 million grid points), then each processor would have a 104x104x104 grid (including ghost cells). The number of grid points that would have to be communicated to other nodes (at each Runge-Kutta step) would be 6x104x104. This is roughly 1.5 megabytes (for six single precision variables). On the other hand, each processor will need to compute the solution for one million grid points. And each grid point will require roughly 700 floating point operations. So we will be doing roughly 700 million floating point operations and only communicating 6 megabytes during each time step. If the processors can sustain 50 megaflops and the network can sustain 50 megabits/second, then the compute and communicate times would be roughly 14.0 and 0.1 seconds, respectively.
The PENNE code is written in dimensional form. That is, all the variables have metric units (density, pressure, and velocity are in kg/m**3, Pascals, and m/sec., respectively). All modern codes should be written in dimensional form. With 64-bit precision commonplace, there is no need to normalize the variables in most applications. Dimensional codes are also much easier to debug and maintain. Numerous programming errors can appear in non-dimensional codes due to the additional complexity of having to understand the form of the variables. In addition, as codes include more and more physics (such as viscous effects, chemical reactions, etc.), it becomes virtually impossible to choose a non-dimensional scheme that serves any purpose. If the user feels more comfortable viewing the results in non-dimensional form, it is easy enough to non-dimensionalize the variables when they are stored or plotted. The input variables can also be in non-dimensional form (e.g. Mach number, Reynolds number, Strouhal number, etc.), but these should be immediately converted to dimensional form inside the code.
RESULTS

Gaussian Pulse
In order to test the code and algorithm, we have run several aeroacoustic benchmark problems. The first one is the same one we ran in Reference [6] , which is a three-dimensional Gaussian pulse: This is in a uniform Mach=0.5 stream in the xdirection. This is a good test of the algorithm and the far-field boundary conditions. The exact solution is contained in the aeroacoustic benchmark report [22] . The same number of grid points was used here as was used in Ref. [6] , which is 60x60x60. The grid size was uniform with each element being one unit. Figure 3 shows views of the flow field after 1125 timesteps, virtually no reflections are present. Also, there is virtually no difference between the second order spatial accuracy and the 4 th order spatial accuracy for this problem. This case took 1.38 hours on a 400 MHz Pentium II computer with 512 MB's of memory (one node of our Beowulf cluster). This equates to only 20 microseconds per grid point per timestep, using a single Linux-based PC. Figure 4 shows the pressure along the y=0 axis after 1125 time steps for the two different spatial accuracies. These agree very well with the exact solution, the previous NLDE solution [6] , and with each other. Scattering from a Sphere Figure 5 shows a Gaussian pulse scattering from a sphere. The shadow region is quite obvious. Figure 6 shows the pressure along the center-line, which agrees quite well with the exact solution. Figure 6 . Pressure along centerline of sphere
Duct Radiation
One of the primary applications of the algorithm and code described herein, is to simulate aircraft engine noise, both fore and aft radiation. Shown in Figure 7 are results from a simulation for a circular duct of diameter 1.0 and length 1.0. The noise is due to a point force source inside the duct, simulating a dipole. The force is spread over a few grid cells using a Gaussian distribution. The radiated (perturbation) pressure, in Pascals, is shown in Figure 7 . There is a mean flow of Mach = 0.3 also, which can be seen by in the figure as a Doppler effect. This simulation used a grid of 101x101x101 grid points and was run on a PC (using Linux and the Portland F-90 compiler) for 10,000 timesteps. This could be run on a parallel machine or workstation cluster and would scale almost linearly. Figure 8 shows the results of the PENNE code compared to a simulation from the TBIEM3D code [23] . The TBIEM3D code is a frequency domain code, which was run for a single mode here, while the PENNE code could include all the modes. Also, the PENNE code's source is distributed over a few grid cells, while the TBIEM3D code uses a point dipole source. These comparisons are very encouraging since they seem to agree so well. While the TBIEM3D code is incredibly useful for quickly evaluating different duct conditions, the PENNE code has the capability of including effects such as non-uniform flow, nonlinear effects, 3-D effects (e.g. non-axisymmetric ducts), and eventually viscous effects. Figure 9 shows the same type of comparison, but in this case there is a mean flow of magnitude Mach = 0.2. The Doppler effect can be seen in both the TBIEM3D and the PENNE solutions. 
Fore and Aft Radiation from a Generic Duct
Another engine noise type application is shown below. This is a generic engine with a center body. For this case the goal is to use the mean flow solution from CFL3D (from C. Rumsey and R. Biedron), and use the PENNE code to compute the radiated noise. The sources are represented by either spinning mass or momentum sources. This case is also discussed in Reference [9] . 
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For the generic inlet, we also use momentum source terms to represent the noise sources. In this case however, theses sources are spinning to represent the noise due to the rotating blades in the engine. In particular, we are trying to represent the (6,1) mode, which is of particular interest due to the results of Biedron and Rumsey [24] . The results are shown in Figure 11 , including aft radiation. Figure 12 shows a simple example of a dipole source propagating through a 3D space, with simulated "buildings."
In the upper figure there is also a temperature gradient (a total of 10% change in the vertical direction) in the simulated atmosphere. Near the source the flow-fields are fairly similar, but behind the second building the solutions are quite different. This simple examples illustrates the complex wave patterns that can appear due to buildings and other objects. The sound is refracted due to the temperature gradient (warmer near the ground). This effect can be quite strong at times, and during the Civil War entire battles were lost due to the inability of the troops to hear nearby fighting due to acoustical shadows. At Gettysburg, sounds that could not be heard 10 miles away, were clearly heard in Pittsburgh (150 miles away) [25] . It is important to understand and be able to predict these effects, in particular for detecting military vehicles (e.g. helicopters). However, it is also important to be able to predict these effects for civilian airports and vertiports. Humidity and temperature gradients can dramatically effect these patterns, and can be simulated in the above code. The above case was run on one processor of an SGI Power Challenge. It used 750,000 grid points on a domain of 300 x 50 x 50 meters. The grid is absolutely trivial to generate (and it is simply done inside the code). Figure 11 . Sound radiation from a generic engine due to six rotating momentum sources inside engine. 
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American Institute of Aeronautics and Astronautics 9 CODE PERFORMANCE Figure 13 shows how the PENNE Code scales with number of processors, for a fixed problem size. In this case we used 1 million grid points and 100 time steps. The code was run on our Beowulf cluster [26] [27] [28] . The figure shows that the code scales quite well even on a cluster of PC's. We also ran the code and scaled the number of processors with the number of grid points. The results of this study are shown in Figure 14 . On one processor a grid of 60x60x60 was used, and on the 36 processors a grid of 180x120x360 was solved. There is a jump in CPU time as one increases the processors beyond 1 processor, but after that all the cases are very similar in speed, as you would expect. 
CONCLUSIONS
This paper has presented a new way of writing the governing equations of fluid dynamics that is very well suited to solving unsteady aeroacoustic problems. This is accomplished by splitting the flow field into mean and fluctuating parts, using the nonconservative equations. This results in a simple set of equations that are very amenable to numerical solution.
