Abstract. In this paper we study the addition of parameters to typed -calculus with definitions. We show that the resulting systems have nice properties and illustrate that parameters allow for a better fine-tuning of the strength of type systems as well as staying closer to type systems used in practice in theorem provers and programming languages.
What are parameters?
Parameters occur when functions are only allowed to occur when provided with arguments. As we will show below, both in mathematics and in programming languages the use of parameters is abundant and closely connected to the use of constants and definitions. If we want to be able to use type systems in accordance with practice and yet described in a precise manner, we therefore need parameters, constants, and definitions in type theory as well.
Parameters, constants and definitions in theorem proving
It is interesting to note that the first tool for mechanical representation and verification of mathematical proofs, AUTOMATH, already has a combined constant, definition and parameter mechanism and was developed from the viewpoint of mathematicians (see [7] ). Ò , see again [7] ) to be substituted for the parameters of .
We see that parameters and definitions are a very substantial part of AUTOMATH since each line introduces a new constant or definition which is inherently parameterized by the variables occurring in the context needed for it. Actual development of ordinary mathematical theory in the AUTOMATH system by e.g. van Benthem Jutting (cf. [3] ) revealed that this combined definition and parameter mechanism is vital for keeping proofs manageable and sufficiently readable for humans.
Similar but more recent experience with the Coq proof system [10] suggests the same necessity of parameterized definitions, and indeed, state of the art theorem provers have parameter mechanisms as well.
There is another advantage to the use of parameters. Allowing only parameters of a certain type and not the corresponding abstractions may yield a weaker type system. This can have advantages such as a first-order system instead of a higher-order one, or a simpler typecheck algorithm as has been observed for the type system È in [14] . ÙÒØ ÓÒ ÓÙ Ð ´Þ ÁÒØ Öµ ÁÒØ Ö Ò ÓÙ Ð Þ · Þ Ò The argument´Þ ÁÒØ Öµ is a parameter in our sense: the function ÓÙ Ð can only be used when given an argument, ergo ÓÙ Ð is a non-abstracted function. In ordinary -calculus this function ÓÙ Ð can only be represented by the -abstractioń Ü ÁÒØ ´Ü · Üµµ. This representation is unfaithful since this way ÓÙ Ð is a term on its own, of 'higher-order character' (it can be used without a parameter).
Parameters, constants and definitions in programming languages
For an example of the use of constants, we consider the programming language ML, which has the basic types ÒØ and Ð ×Ø. However, Ð ×Ø is not just an ordinary constant. It can only be used when given an argument (which is written prefix in ML)
as in ÒØ Ð ×Ø. We see that Ð ×Ø is in fact a parameterized constant.
Extending pure type systems with parameters, constants and definitions
There are many other examples of the frequent use of parameters in mathematics and computer science, occurring in combination with both definitions and constants. The general framework used to describe type systems, Pure Type Systems (PTSs, [2] ), does not possess constants 1 or parameters nor does it have syntax for definitions. Therefore we set out to extend pure type systems with parameters, constants and definitions in order to better be able to describe type systems used in practice. This work is based on the parameterized type systems of Laan in [12] , although there are several subtle differences 2 in the precise definition of the system. We first discuss work that has already been done in this direction.
Two approaches are known for extending type theory with definitions. The first, by Severi and Poll, extends the syntax of -terms to include definitions [17] . The second only extends PTSs with global definitions (i.e., definitions in the context of derivations), and treats local definitions as ordinary ¬-redexes [5] . 1 The role of unparameterized constants is usually imitated by variables, by agreeing not to make any abstraction over such variables. This is done in ordinary PTSs for the sorts £ and ¾.
Another extension of PTSs in which constants play an essential role are Modal PTSs, cf. [6] . 2 Definition 1 is slightly different, the rules (C Ô -weak) and (D Ô -weak) are now correct and we have a different treatment of topsorts in the rules for definitions.
PTS [2] C-PTS D-PTS [17] C Ô -PTS [11] CD-PTS Orthogonally, one can extend PTSs with parameterized constants as has been studied in [11] . We shall call these systems C Ô -PTSs. Similar to the extension of PTSs with unparameterized definitions, one might consider PTSs extended with unparameterized constants only (C-PTSs). Although C-PTSs are not very interesting on their own, we include them here for symmetry reasons.
Combining the various extensions, we obtain a hierarchy that can be depicted as in Figure 1 .
In this paper we study the top system in Figure 1 , that is, PTSs extended with parameterized constants as well as parameterized definitions.
Similar to the restrictions on the formation of abstractions in ordinary PTSs, it is natural to put restrictions on the formation of parameters as well. Although an unrestricted use of parameters may seem elegant from a theoretical point of view, this is not custom in programming languages. For instance, in many Pascal versions, parametric terms can only have parameters at term level. Therefore, in the C Ô D Ô -PTSs we study in this paper, in a parameterized term Ø´Ô ½ Ô Ò µ we might want to restrict its formation according to the type of Ø´Ô ½ Ô Ò µ as well as according to the types of the parameters Ô ½ Ô Ò .
This paper is organized as follows:
In Section 2, we define C Ô D Ô -PTSs, PTSs extended with parametric constants and definitions. This section includes an extension of the AE-reduction of [17] to parametric definitions. In Section 3 we extend the theory in [17] to C Ô D Ô -PTSs. We show that our extended AEreduction (needed for unfolding definitions) and ¬AE-reductions are also confluent, and that the extended AE-reduction (under reasonable conditions) is strongly normalizing. Then we show some elementary properties like the Generation Lemma, and the Subject Reduction property for ¬AE-reduction. Finally we prove that ¬AE-reduction in a C Ô D Ô -PTS is strongly normalizing if a slightly stronger PTS is ¬-strongly normalizing.
Section 4 is devoted to comparing C Ô D Ô -PTSs to ordinary PTSs. We show that for a large class of C Ô D Ô -PTSs there is a natural projection into an ordinary, but stronger, PTS.
We conclude in Section 5.
Extending PTSs with parametric constants and definitions
In this section, we extend Pure Type Systems (PTSs) (cf. [2] ) with parameterized constants and parameterized definitions. Pure Type Systems (PTSs) were introduced by Berardi [4] and Terlouw [18] as a general framework in which many current type systems can be described. Though PTSs were not introduced before 1988, many rules in PTSs are highly influenced by rules of known type systems like Church's Simple Theory of Types [8] and AUTOMATH (see 5.5.4. of [9] ). The description of our extension of PTSs with parametric constants and definitions is based on the description of PTSs in [2] . Definition 1 Let Î, and Ë be disjoint sets of respectively variables, constants and sorts. 3 The set Ì È of parametric terms is defined together with the set Ä Î of lists of typed variables and the set Ä Ì of lists of terms by:
A similar convention is adopted for lists of terms. In a parametric term of the form ´ ½ Ò µ, the subterms ½ Ò are called the parameters of the term.
Terms of the form ´Ä Î µ Ì È Ì È in Ì È represent parametric local definitions. An example of such a term is ÓÙ Ð ´Ü ÁÒØµ ´Ü·Üµ ÁÒØ in which indicates that a subterm of of the form ÓÙ Ð ´È µ is to be interpreted as È · È , and has type ÁÒØ.
The definition is local, that is: the scope of the definition is the term . Local definitions contrast with global definitions which are given in a context , and refer to any term that is considered within (see Definition 5) . The definition system in AUTOMATH is similar to the system of global definitions in this paper. However, there are no local definitions in AUTOMATH. 
We similarly define Cons´ µ, the set of constants and global definitions of as follows:
FV´ µ Cons´ µ forms the domain Dom´ µ of .
We omit parentheses in parametric terms when possible. As usual in PTSs (cf. [2] ), we do not distinguish terms that are equal up to renaming of bound variables. Moreover, we assume the Barendregt variable convention so that names of bound variables and constants will always be chosen such that they differ from the free ones in a term.
Definition 3
We extend the usual definition of substitution of a term for a variable Ü in a term , Ü ℄, to parametric terms, assuming that Ü is not a bound variable of either or :
The set È of contexts, which we denote by ¼ , is given by: The contexts occurring in the type systems proposed in this paper are all sound (see Lemma 15) . This fact will be useful when proving properties of these systems.
We now start a more detailed description of the top system in Figure 1 , the system with both parameterized defined constants and parameterized primitive constants. We define two reduction relations, namely the AE-and ¬-reduction. ¬-reduction is defined as usual, and we use ¬ , ¬ , · ¬ , and ¬ as usual. As far as global definitions are concerned, AE-reduction is comparable to AE-reduction in AUTOMATH. This is reflected in rule´AE½µ in Figure 2 and Definition 8 below. But now, a AE-reduction step can also unfold local definitions. Therefore, two new reduction steps are introduced. Rule´AE¾µ removes the declaration of a local definition if there is no position within its scope where it can be unfolded ('removal of void local definitions'). Rule´AE¿µ shows how one can treat a local definition as a global definition, and thus how the problem of unfolding local definitions can be reduced to unfolding global definitions ('localization of global definitions'). Remember that ¡ Ü ½ ½ Ü Ò Ò .
Definition 8 (AE-reduction)
AE-reduction is defined as the smallest relation AE on È ¢ Ì È ¢Ì È closed under the rules´AE½µ,´AE¾µ,´AE¿µ and the compatibility rules of Figure 2 . ¡ AE ¡ denotes the reflexive, symmetric and transitive closure of ¡ AE ¡.
When is the empty context, we write AE
Furthermore AE-reduction between contexts is the smallest relation AE on È ¢ È closed under the rules in Figure 3 .
Before describing the typing rules for C Ô D Ô -PTSs, we introduce the concepts of specification (taken from [2] ) and parametric specification.
Definition 9 (Specification) A specification is a triple´Ë
Êµ, such that Ë , Ë ¢ Ë and Ê Ë ¢ Ë ¢ Ë. The specification is called singly sorted if is a (partial) function Ë Ë, and Ê is a (partial) function Ë ¢ Ë Ë. Ë is called the set of sorts, is the set of axioms, and Ê is the set of (¥-formation) rules of the specification.
A parametric specification is a quadruple´Ë Ê Èµ such that´Ë Êµ is a specification, and the set of parametric rules È Ë ¢ Ë. The parametric specification is called singly sorted if the specification´Ë Êµ is singly sorted.
We first give the typing rules for ordinary terms of PTSs. These can also be found in [2] . At first sight one might miss a C Ô -introduction rule. Such a rule, however, is not necessary, as (on its own) is not a term. A parameterized constant can only be (part of) a term in the form ´ ½ Ò µ, and such terms can be typed by the C Ô -application rule.
Fig. 2. Reduction rules and compatibility rules for
The extra condition ½ ´¡µ ¾ Ô × in the C Ô -application rule for Ò ¼ is necessary to prevent an empty list of premises. Such an empty list of premises would make it possible to have almost arbitrary contexts in the conclusion. The extra condition is only needed to assure that the context in the conclusion is a legal context. 6 . Typing rules for parametric definitions Note that in the (C Ô -weak) rule it is not necessary that all the × are equal: in one application of rule (C Ô -weak) it is possible to rely on more than one element of È.
Remark 12
If we have a parametric constant plus´Ü ÁÒØ Ý ÁÒØµ ÁÒØ in the context, then it is tempting to think of plus as a parametric function. Note however that in PTSterms it is not a function anymore since the only way to obtain a legal term with it is in its parameterized form plus´Ü Ýµ which has type ÁÒØ; plus´Ü ÁÒØ Ý ÁÒØµ itself is not a legal term. In order to talk about properties of plus 'as a function' we are forced to consider Ü ÁÒØ Ý ÁÒØ plus´Ü Ýµ.
Adapting the rules from Definition 11 and the rules for definitions of [17] 
¢
In the specific case of the Barendregt Cube, the combination of Ê and È leads to a refinement of the Cube, thus making it possible to classify more type systems within one and the same framework. This is studied in detail for PTSs extended with parameterized constants (without definitions) in [11] ; it is shown that the type systems of AUTOMATH, LF and ML can be described more naturally and accurately than in ordinary PTSs.
Remark 16
Let Ë ´Ë Êµ be a specification, and observe the parametric specification Ë ¼ ´Ë Ê µ. The fact that the set of parametric rules is empty does not exclude the existence of definitions: it is still possible to apply the rules (D Ô -weak) and (D Ô -app) for Ò ¼. In that case, we obtain only definitions without parameters, and the rules of the parametric system reduce to the rules of a D-PTS with specification Ë as introduced by [17] . 4 There is however one case of the rules in [17] 
Meta-Properties
We first list the properties of terms which are not dependent of their being legal. However, we often demand that the free variables and constants of a term are contained in the domain of a sound context.
First we show that AE-reduction is invariant under enlarging of the context ( AEweakening), then we establish a relation between substitution and ¬AE (substitutivity), then we can establish confluence for ¬AE and termination of AE . Most proofs are similar to those of [19, 17] ; more details can be found in the technical report [13] .
Lemma 17 ( AE -weakening and Substitutivity) The term ´µ does not have a -normal form.
Properties of Legal terms
The properties in this section are proved for all legal terms, i.e. for terms for which there are , such that
. The main property we prove is that strong normalization of a PTS is preserved by certain extensions.
Many of the standard properties of PTSs in [2] hold for C Ô D Ô -PTSs as well. In the same way as in [2] , we can prove the following theorem: 
