We generalise the result of [11] to homogeneous structures that have a stationary independence relation without the symmetry axiom. We apply our result to prove simplicity of the automorphism group of some asymmetric examples due to Cherlin [3] . * This is an ongoing work. Further work that is being done is discussed in Section 4.
Introduction
Given a relational language L, a countable L-structure M is homogeneous if every partial isomorphism between finite substructures of M extends to an automorphism of M. Fraïssé's Theorem [5] provides one way of constructing homogeneous structures by establishing a one-to-one correspondence between such structures and amalgamation classes. We call the homogeneous structure the Fraïssé limit of the corresponding amalgamation class.
Given finite L-structures A, B, C where B ⊆ A, C, the free amalgam of A, C over B is the L-structure D on the disjoint union of A, C over B and for each relation R ∈ L, R D = R A ∪ R C . An amalgamation class C is free if it is closed under taking free amalgams. A homogeneous structure is free if it is the Fraïssé limit of a free amalgamation class. In [10] , Macpherson and Tent proved the following theorem about free homogeneous structures using ideas and results from model theory and topological groups: This is then generalised by Tent and Ziegler [11] to a weaker notion than free homogeneous structures, namely a homogeneous structure with a stationary independence relation (see Definition 2.1). Tent and Ziegler then applied their method to the Urysohn space [11] as well as the bounded Urysohn space [12] , which are not free, but have local stationary independence relations.
In the appendix of [3] , Cherlin proposed a generalisation of free amalgamation class, called semi-free amalgamation class (see Definition 3.1). He provided some examples for languages consisting either symmetric or asymmetric relations. It is then natural to ask whether Tent and Ziegler's method could be applied to semi-free homogeneous structures. The author of this paper showed in [8] that their method can be applied to all the symmetric examples in the appendix of [3] as well as some general cases and proved the simplicity of the automorphism groups of the Fraïssé limit of those semi-free amalgamation class. The same statement was proved in [4] for more general structures using the method from [12] . However, we cannot apply the method to the asymmetric examples as they do not satisfy the symmetry axiom. The main result of this paper, stated below, is motivated by trying to generalise Tent and Ziegler's method to the asymmetric examples of Cherlin.
We will generalise Tent and Ziegler's method to a stationary independence relation without the symmetry axiom in Section 2, which we define to be a stationary weak independence relation. The main theorem we prove is the following. Theorem 1.2. Suppose M is a countable structure with a stationary weak independence relation and g ∈ Aut(M) is such that g and g −1 move both almost R-maximally and almost L-maximally. Then any element of G is a product of eight conjugates of g.
We will then apply the method to some of the asymmetric examples in the appendix of [3] in Section 3 and show that their automorphism groups are simple. We now fix some notation for the paper. We first fix a first-order relational language L, which is specified by a set of relation symbols {R i : i ∈ I} and each R i has arity r i ∈ N. Then an L-structure is a set A together with a subset R A i ⊆ A r i for each i ∈ I representing the structure on A. Let M be an L-structure and A, B be finite substructures of M, we use the notation AB to denote the substructure of M on the underlying set A ∪ B. We also simplify the notation {a}B to aB. Let G = Aut(M) and denote the pointwise stabiliser of B by G (B) . For g, h ∈ G, let g h denote hgh −1 and [g, h] = g −1 h −1 gh be the commutator of g, h. For a homogeneous structure M and a finite subset B ⊆ M, the model theoretic notion of an n-type over B corresponds to a G (B) -orbit of an n-tuple. For a ∈ M n , the type of a over B, denoted by tp(a/B), is the type over B whose corresponding G (B) -orbit contains a. So, we may use tp(a/B) to denote its corresponding G (B) -orbit. Note that a, a ′ have the same type over B if they lie in the same G (B) -orbit, i.e. there exists an automorphism of M that takes a to a ′ and fixes B pointwise. We say a realises some type p over B if it lies in the corresponding G (B) -orbit. We say a type is algebraic if its set of realisations is finite, and non-algebraic otherwise. In all of our examples, tp(a/B) is algebraic if and only if a ∈ B. Acknowledgement I would like to thank my supervisor, Prof. David Evans, for his supervision and guidance, which greatly assisted the research.
Stationary Weak Independence Relation
In this section, we follow a similar approach as in [11] to show that if M is a countable structure with a stationary weak independence relation, defined as the following, then any element of Aut(M) is a product of conjugates of certain special automorphisms of M. Definition 2.1. Let M be a homogeneous structure and suppose A | ⌣B C is a ternary relation between finite substructures A, B, C of M. We say that | ⌣ is a stationary weak independence relation if the following axioms are statisfied:
(iv) Existence: If p is an n-type over B and C is a finite set, then p has a realisation a such that a | ⌣B C. If p is an n-type over B and C is a finite set, then p has a realisation a such that C | ⌣B a.
(v) Stationarity: If a and a ′ are n-tuples that have the same type over B and a | ⌣B C, a ′ | ⌣B C, then a and a ′ have the same type over BC. If a and a ′ are n-tuples that have the same type over B and C | ⌣B a, C | ⌣B a ′ , then a and a ′ have the same type over BC.
If in addition, M satisfies symmetry, i.e. A | ⌣B C ⇒ C | ⌣B A, then we say | ⌣ is a stationary independence relation.
In [7] , Kaplan and Simon also generalised the notion of stationary independence relation, which they called a canonical independence relation. They studied the automorphism groups of structures with such an independence relation.
Then it can be checked that it is a stationary weak independence relation on Q.
For transitivity, let
Other axioms can also be checked easily.
Throughout this section, we will assume that M is a homogeneous structure with a stationary weak independence relation. Definition 2.3. We say that g ∈ Aut(M) moves almost R-maximally if for any finite set X and n-type p over X, there is a realisation a of p such that a | ⌣ X g(a).
We say g ∈ Aut(M) moves almost L-maximally if for any finite set X and n-type p over X, there is a realisation a of p such that g(a) | ⌣ X a.
We now prove Theorem 1.2 using a similar approach to [11] .
The following two lemmas generalise Lemma 3.1 in [11] and the proof follows that of [11] . Lemma 2.5. Let A, B, C be finite substructure of M such that A | ⌣B C and g 1 , ..., g n ∈ G. Then I. there is e ∈ G (BC) with A | ⌣B Cg e 1 (C) · · · g e n (C).
Proof. By the previous lemma, there exist C 1 , ..., C n such that tp(C 1 ...C n /BC) = tp(g 1 (C)...g n (C)/BC) and A | ⌣B CC 1 ...C n . Then there exists e ∈ G (BC) such that C i = e(g i (C)) and thus, g e i (C) = C i . Similarly, there exist A 1 , ..., A n such that tp(A 1 ...A n /AB) = tp(g 1 (A)...g n (A)/AB) and AA 1 ...A n | ⌣B C. Then there exists f ∈ G (AB) such that A i = f (g i (A)).
The following proposition uses a similar approach as Proposition 3.2 in [11] . Instead of Y 2 | ⌣Y 3 Y 4 as in [11] , we require Y 4 | ⌣Y 3 Y 2 here. Therefore, only step 4 and 5 differ from the original proof.
Proposition 2.6. Let g 1 , ..., g 4 ∈ Aut(M) and X 0 , ..., X 4 ⊂ M be such that
Such an extension exists as we can choose
Step 2. Applying the previous lemma to A = X 0 , B = X ′ 1 , C = X ′ 1 X 2 X 3 X 4 and automorphisms g 2 , g 3 g 2 , g 4 g 3 g 2 , we obtain e ∈ G (X ′ 1 X 2 X 3 X 4 ) such that
By monotonicity, we have
Step 3. Applying the previous lemma to
By monotonicity,
Let
,
Step 5. Applying the previous lemma to
Step 6. By Lemma 2.4, since
Therefore, we may assume that
Then, by Monotonicity,
Applying the previous lemma to
Lemma 2.7 follows a similar approach as Lemma 3.5 in [11] . Lemma 2.9 requires some modifications from Lemma 3.6 in [11] . Combining these two lemmas, we obtain Proposition 2.10 the same way as obtaining Proposition 3.4 from Lemma 3.5 and 3.6 in [11] . Lemma 2.7. Let g ∈ G move almost L-maximally, let X, Y, C be finite sets such that g(X) = Y and X | ⌣Y C and let x be a tuple. Then there is some
Proof. Let x ′ be a realisation of tp(x/XY ) moved almost L-maximally by g and let
Acting by a 1 on it, we have
By existence, there exists y realising tp(g
By invariance, we have y | ⌣XY x. By transitivity on y | ⌣XY x and y | ⌣xXY C, we have
Together with X | ⌣Y C, we have by transitivity,
Remark 2.8. We can also prove the following by using a symmetric argument:
Lemma 2.9. Let g ∈ G moves almost R-maximally and let X, Y be finite sets such that g(X) = Y . Let x and y be tuples satisfying g(tp(x/X)) = tp(y/Y ) and x | ⌣X yY , y | ⌣Y X. Then there is some a ∈ G (XY ) such that g a (x) = y.
Proof. By existence, there exists y ′ realising tp(y/XY ) such that
Since g moves almost R-maximally, there exists y ′′ realising tp(y ′ /XY g(Y )) such that
By invariance, we have y ′′ | ⌣XY g(Y ). By transitivity, we have
By invariance, we also have y ′′ | ⌣Y X. Then by transitivity on it and
.
move almost L-maximally and g −1
Proof. Since g 1 and g −1 4 move almost L-maximally, by Lemma 2.7, there ex-
By existence, there exists x 2 realising the type g 2 (tp(
By Lemma 2.9, since g −1 2 and g 3 move almost R-maximally, there exist 
The remaining steps in the proof of Theorem 1.2 now follow exactly as in [11] . We now prove some lemmas which enable us to produce automorphisms that satisfy the hypothese of Theorem 1.2.
Lemma 2.13. Let M be a countable structure with a stationary weak independence relation and g ∈ Aut(M) move both almost R-maximally and almost L-maximally. Then there exists k ∈ Aut(M) such that [g, k] and its inverse move both almost R-maximally and almost L-maximally.
Proof. We use a back-and-forth construction. Suppose at some stage, we have a partial isomorphismk : A → B. Given some type p over X, we may assume p is non-algebraic and X ∪ g(X) ⊆ A,kX ⊆ g −1 B.
Step I. We want to extendk so that [k, g] moves p almost R-maximally.
By the existence axiom of | ⌣ , there exists a realisation a ′ of p such that a ′ | ⌣X A. Since g moves almost R-maximally, there exists a realising tp(a/A) such that a | ⌣A ga. Since tp(a/A) = tp(a ′ /A), we also have a | ⌣X A. By existence, there exists a realisation b ofk · tp(a/A) such that b | ⌣B g −1 B. Extendk by sending a to b. By actingk on a | ⌣X A, we get b | ⌣kX B. Again by the existence axiom, there exists a realisation c ofk −1 ·tp(gb/bB) such that c | ⌣aA ga. Since a | ⌣A ga, by transitivity, we have c | ⌣A ga. Extendk by sending c to gb.
By transitivity on b | ⌣kX B and b | ⌣B g −1 B, we have b | ⌣kX g −1 B. Acting byk −1 g on it, we then getk −1 gb | ⌣k −1 gkXk −1 B, which can be simplified to c | ⌣k −1 gkX A.
Sincek −1 gkX ⊆ A, we can apply transitivity on c | ⌣k −1 gkX A and c | ⌣A ga to obtain c | ⌣k −1 gkX ga. Acting byk −1 g −1k on it, we have the required result, i.e. a | ⌣ X [k, g]a.
Step II. Under the assumption that g moves L-maximally and by the exactly same argument, but swapping the sides of | ⌣ as in Step I, we extend k so that [k, g] moves p almost L-maximally.
Step III. We want to extendk so that [g,k] moves p almost R-maximally.
By the existence axiom of | ⌣ , there exists a realisation a of p such that a | ⌣X g −1 (A). Since g moves almost R-maximally, there exists b realising k · tp(a/A) such that b | ⌣B gb. Extendk by sending a to b. Again by existence, there exists c realisingk · tp(ga/aA) such that c | ⌣bB gb. Extend k by sending ga to c.
By transitivity on b | ⌣B gb and c | ⌣bB gb, we have c | ⌣B gb. By actingkg on a | ⌣X g −1 (A), we obtain c | ⌣kg(X) B. Again by transitivity and thatkg(X) ⊆ B, we have c | ⌣kg(X) gb. By acting g −1k−1 on it, we obtain a | ⌣X [g,k]a.
Step IV. Under the assumption that g moves L-maximally and by the exactly same argument as in Step III, but swapping the sides of | ⌣ , we extendk so that [g,k] moves p almost L-maximally.
Let k be the union ofk, we have constructed k ∈ Aut(M) such that [k, g] and [k, g] −1 move almost L-maximally and R-maximally.
Therefore, by Theorem 1.2, we have the following corollary: Lemma 2.15. Let M be a countable structure with a stationary weak independence relation and g ∈ Aut(M) is such that g moves almost R-maximally and g −1 moves almost L-maximally. Then there exists k ∈ Aut(M) such that [g, k] and its inverse move both almost R-maximally and almost Lmaximally.
Proof. We use a back-and-forth construction. Suppose at some stage, we have a partial isomorphismk : A → B. Given some type p over X, we may assume p is non-algebraic and X ∪ g(X) ⊆ A,kX ⊆ g −1 B. By Step I. and III. in the proof of previous lemma, we know that if g moves almost R-maximally, we can extendk so that [k, g] and [k, g] −1 move p almost Rmaximally. Therefore, we only have to extendk so that [k, g] and [k, g] −1 move p almost L-maximally.
Now we extendk so that [k, g] moves p almost L-maximally. By existence, there exists a realising p such that A | ⌣X a and b ′ realising k · tp(a/A) such that g −1 (B) | ⌣B b ′ . Since g −1 moves almost L-maximally, there exists b realising tp(b/Bg −1 (B)) such that g −1 (b) | ⌣Bg −1 (B) b. By invariance and transitivity, we have g −1 (bB) | ⌣B b. Extendk by sending a to b. By existence, there exists c realisingk −1 · tp(gb/bB) such that ga | ⌣aA c. Extendk by sending c to gb.
Then we obtain B | ⌣k(X) b by acting byk on A | ⌣X a. By transitivity andk(X) ⊆ B, we have g −1 (bB) | ⌣k(X) b. Acting byk −1 g on it, we obtain aA | ⌣k −1 gk(X) c. By transitivity on it and ga | ⌣aA c, we have ga | ⌣k −1 gk(X) c. Acting byk −1 g −1k on it, we get [k, g]a | ⌣X a. Now we extendk so that [g,k] moves p almost L-maximally. By existence, there exists a ′ realising p such that g −1 (A) | ⌣X a ′ . Since g −1 moves L-maximally, there exists a realising tp(a ′ /g −1 (A)X) such that g −1 (a) | ⌣g −1 (A)X a. Then by invariance and transitivity, we have g −1 (a) | ⌣X a and hence, a | ⌣X ga. By existence, we can find b realisingktp(a/A) and c realisingk −1 tp(gb/bB) such that c | ⌣aA ga. Since g(X) ⊆ A, by transitivity, we have c | ⌣g(X) ga. Therefore, acting by g −1 on it, we obtain [g,k]a | ⌣X a. Let k be the union ofk, we have constructed k ∈ Aut(M) such that [k, g] and [k, g] −1 move almost L-maximally and R-maximally.
Therefore, we have the following corollary: Corollary 2.16. Suppose M is a countable structure with a stationary weak independence relation and g ∈ Aut(M) is such that g moves almost R-maximally and g −1 moves almost L-maximally. Then any element of G is a product of 16 conjugates of g and g −1 .
Cherlin's Examples
In the appendix of [3] , Cherlin introduced some special amalgamation classes, called semi-free amalgamation classes, defined as follows: Definition 3.1. Given a relational language L, let C be an amalgamation class of finite L-structures. We say C is a semi-free amalgamation class if there exists L ′ L such that for any finite structures A, B, C ∈ C and embeddings f 1 : B → A, f 2 : B → C, there exist D ∈ C and embeddings
, if a, c are related by some R ∈ L, then R ∈ L ′ . We call L ′ the set of solutions.
We say a homogeneous structure is semi-free if it is the Fraïssé limit of a semi-free amalgamation class. We can see that a free amalgamation class is a special case of semi-free amalgamation classes where |L ′ | = 1.
For Cherlin's examples, we fix L to be a language consisting of binary and irreflexive relations. We say an L-structure A is complete if every two distinct elements a, b ∈ A are related by exactly one relation of L. We denote this relation by r(a, b). We will study amalgamation classes of complete Lstructures. Cherlin's examples are specified by sets of forbidden triangles constraints, defined as the following. Definition 3.2. An L-structure is a triangle if it is a complete structure on three points. Let S be a set of triangles. We define F orb c (S) to be the set of all complete structures that do not embed any triangle from S. We call S the set of forbidden triangles of F orb c (S).
We can think of the structures in F orb c (S) as complete edge-coloured directed graphs that do not embed some coloured triangles by taking the elements of the structures as vertices and the relations as colours. In this section, we let S be a set of forbidden triangles such that the corresponding F orb c (S) is a semi-free amalgamation class. Then we can take its Fraïssé limit and denote it by M S .
Cherlin provided some examples of S where L consists of three or four symmetric relations and where L consists of two aysmmetric relations in the appendix of [3] . We now look at the asymmetric examples of general type, listed below with the original indexing. Note that Cherlin called these structures 2-multi-tournaments in [2] . Consider the following lists of forbidden triangles where the language L consists of two asymmetric relations R and G. Note that each pair of vertices has exactly one direction, i.e. for all a, b ∈ M S , R + (a, b) if and only if R − (b, a). We set R + (a, b) if there is a directed R-edge from a to b. By a triangle abc with relation R + R + R + , we mean R + (a, b)R + (a, c)R + (b, c).
Similarly as in [8] , in order to find a stationary weak independence relation and apply Theorem 1.2 to prove the simplicity of Aut(M S ), we define the following notion. Note that in order to define the completion process of an amalgamation problem, we say L consist of four relations R + , R − , G + , G − instead of just R, G. It was shown in [8] that in the case of symmetric relations, if F orb c (S) forms a prioritised semi-free amalgamation class, then M S has a stationary independence relation. The proof does not depend on symmetry except the proof of the symmetry axiom. Hence, we can generalise the result in [8] to the following theorem and can then apply the results in Sections 2 to the asymmetric cases in [3] . In section 4 of [8] , it was shown that if S satisfies the following condition, then for some g ∈ Aut(M S ) and some non-algebraic type p, if g fixes its set of realisations pointwise, then g = 1. This is also true for the asymmetric structures as the arguments do not require symmetry. Therefore, any nontrivial g ∈ Aut(M S ) moves infinitely many realisations of p. (ii) Let a, b, c ∈ M S and B ⊆ M S be such that a | ⌣bB c. If r(a, b) ∈ L ′ , then we have a | ⌣B c. We generalise the argument in section 5 of [8] so that for any non-trivial g ∈ Aut(M S ), we can find a product of conjugates of g and g −1 that moves all types almost R-maximally and almost L-maximally. Note that we have to work with all n-types for all n here rather than only 1-types as in [8] . This is because when applying Tent and Ziegler's original method on structures with a stationary independence relation, we build a moving maximally automorphism from a moving almost maximally automorphism. And it is shown in [11] that if an automorphism moves all 1-type maximally, then it moves all n-type maximally for any n. However, we do not have this property for an automorphism that moves all 1-type almost maximally. The interested reader can check Lemma 2.4 and Lemma 2.6 in [11] for more details. Note that for any non-algebraic type over some X, we may assume its realisation does not intersect with X. Lemma 3.7. Let S be a set of forbidden triangle such that F orb c (S) is a semi-free amalgamation class. Let M S be its Fraïssé limit. Then given any non-trivial g ∈ Aut(M S ), we can construct h ∈ Aut(M S ) such that for any non-algebraic type p over some finite set X, there exist infinitely many realisations a of p such that r(a i , [h, g]a j ) ∈ L ′ where a i , a j are elements of M S appearing as coordinates in the tuple a.
Proof. List all non-algebraic types over a finite set as p 1 , p 2 , .... We start with the empty map and use a back-and-forth construction to build h. Suppose at the some stage, we have a partial isomorphismh : A → B such that for any p k ∈ {p 1 , ..., p n−1 }, there exists a realisation a of p k such that r(a i , [h, g]a j ) ∈ L ′ for all a i , a j ∈ a.
Let p := p n be a n-type over X. We want to extendh such that p has a realisation a such that r(a, [h, g]a) ∈ L ′ . We may assume X ⊆ A by extendingh.
Since p is non-algebraic, p has a realisation a that does not intersect with A ∪ g −1 (aA) andh · tp(a/A) has a realisation b that does not intersect with B ∪ g −1 (bB). Extendh by sending a to b. It is well-defined sincẽ h · tp(a/A) = tp(b/B).
By the extension property, there exists a realisation c ofh −1 · tp(gb/bB) such that c and ga are semi-freely amalgamated over aA. Then (c i , ga j ) is coloured using relations from L ′ , i.e. r(c i , ga j ) ∈ L ′ , for all a i , a j ∈ a.
Extendh by sending c to gb. Sinceh · tp(c/aA) = tp(gb/bB),h is a well-defined partal isomorphism. Then c =h −1 gha and we have, for any a i , a j ∈ a,
At every alternative step, we can make sure X ⊂ B by extendingh. Let h be the union of allh over each step, it is an automorphism since it is well defined and bijective as we made sure every finite subset of M is contained in both domain and image.
Theorem 3.8. Let S be a set of forbidden triangles satsifying Condition 3.6 and F orb c (S) the set of all finite complete L-structures that does not embed any triangle from S. Let M S be its Fraïssé limit. Let g ∈ Aut(M S ) be an automorphism of M S such that for any non-algebraic type p over some finite set X, there exist infinitely many realisations a of p with r(a i , ga j ) ∈ L ′ for all a i , a j ∈ a. Then there exists k ∈ Aut(M S ) such that [g, k] moves both almost R-maximally and almost L-maximally.
Proof. We use a back-and-forth construction. Suppose at some stage, we have a partial isomorphismk : A → B. We want to extendk so thatk moves some given type p over some finite set X almost R-maximally. We may assume p is non-algebraic and realisation of p does not intersect with X. We may also assume X ∪ gX ⊆ A andkX ⊆ g −1 B by extendingk, then we havekgX ⊆ B.
By existence, there exists a realisation a of p such that a | ⌣X g −1 A. By the assumption on g, there exists a realisation b ofktp(a/A) such that r(b i , gb j ) ∈ L ′ for all b i , b j ∈ b.
There also exists a realisation c ofk · tp(ga/aA) such that c | ⌣bB gb. Since r(b i , gb j ) ∈ L ′ for all b i , b j ∈ b, by part (ii) of Condition 3.6, we obtain c | ⌣B gb.
Extendk by sending a to b and ga to c. Then we have c | ⌣kg(X) B from a | ⌣X g −1 A by invariance. And by transitivity on c | ⌣B gb and c | ⌣kg(X) B, we have c | ⌣kg(X) gb. By invariance, we have a | ⌣ X [g,k]a By the same construction, but swapping sides of | ⌣ , we can also extend k such that there is a realisation a ′ of p such that [g,k]a ′ | ⌣X a ′ .
In Section 6.1 of [8] , it was shown that if S satisfies the following condition, then S also satisfies Condition 3.6 and F orb c (S) forms a prioritised semi-free amalgamation class. The argument does not depend on symmetry. Therefore, we have the following theorem by the arguments in this section. Part (iii) follows from (ii) by Corollary 2.14.
Condition 3.9. Let S be a set of forbidden triangles. Assume that S does not contain any triangle of the form R i R j R ′ where R i , R j ∈ L ′ and R ′ ∈ L. Theorem 3.10. Let S be a set of forbidden triangles satsifying Condition 3.9 and F orb c (S) the set of all finite complete L-structures that does not embed any triangle from S. Then (i) F orb c (S) forms a prioritised semi-free amalgamation class. Let M S be its Fraïssé limit.
(ii) There is a stationary weak independence relation on M S and for any non-trivial g ∈ Aut(M S ), there exists h, k ∈ Aut(M S ) such that [[h, g] , k] moves almost R-maximally and L-maximally.
(iii) Aut(M S ) is simple.
Since for S as in #8 to # 10, it satisfies Condition 3.9, we have the following corollary.
Corollary 3.11. Let S be as in #8 to # 10 and F orb c (S) the set of all finite complete L-structures that does not embed any triangle from S. Then F orb c (S) forms a prioritised semi-free amalgamation class with L ′ = {R + , R − } and R + > R − . Let M S be its Fraïssé limit. Then Aut(M S ) is simple.
Further Work
The author of this paper is currently working on applying Theorem 1.2 to linearly ordered structures. The author has shown that the theorem can be applied to the dense linear order and linearly ordered free homogeneous structures. The result on the dense linear order was first proved in [6] and [9] . The theorem provides an alternative way of proving the same result. The author has also applied the main theorem to show that the automorphism groups of linearly ordered free homogeneous structures is simple. The same result was proved recently in [1] with a somewhat different approach. The author is currently working on generalising the methods so that it can be applied to more general linear ordered structures, for example, the random permutation.
