This work presents a lookahead-based exploration strategy for a model-based learning agent that enables exploration of the opponent's behavior during interaction in a multi-agent system. Instead of holding one model, the model-based agent maintains a mixed opponent model, a distribution over a set of models that rejects its uncertainty about the opponent's strategy. Every action is evaluated according to its long run contribution to the expected utility and to the knowledge regarding the opponent's strategy. We present an efJicient algorithm that returns an almost optimal exploration strategy against a given mixed model, and a learning method for acquiring a mixed model consistent with the opponent's past behavior We report experimental results in the Iterated Prisoner's Dilemma game that demonstrate the superiority of the lookahead-based exploration strategy over other exploration methods.
Introduction
Consider an open market where buyers and sellers meet and interact for trade. The agents involved in the market are completely autonomous and consider only themselves. They may also have different preferences, different negotiation skills and different levels of knowledge. In such a multi-agent system (MAS), an agent should be designed to efficiently interact with other agents who may be potential partners, or alternatively, competing opponents.
Multi-agent systems are typically complex with respect to their structure and functionality. Designing an effective interaction strategy requires a prior knowledge about any agent that might be involved in the system. However, for agents with private knowledge and goals, such a requirement is not reasonable. One way to deal with this difficulty is to endow the agent with the ability to adapt to the other agents. ' Now at IBM -Haifa Research Laboratory, Haifa 3 1905, Israel 0-8186-8500-X/98 $10.00 0 1998 IEEE Reinforcement learning (RL) is a popular technique used by adaptive agents in MAS for learning interaction strategies with other agents [13] . RL, is based on the idea that the tendency to produce an action should be reinforced if it produces favorable results, and weakened if it produces unfavorable results. RL spends little computation resources per example but requires large number of examples. A model-based approach for learning interaction strategies [5] reduces the number of examples needed for adaptation, by investing more computational resources in deeper analysis of interaction experience. The learning agent makes use of an explicit model of the other agent's strategy to generate expectations about its behavior. At any stage of the game, the agent updates the opponent model to be consistent with current sample of the opponent's behavior. It then follows the optimal response against the current model.
The model-based approach gives priority to actions with the highest expected utility, according to the current accumulated knowledge. But such policy does not consider the effect of the agent's behavior on the learning process, and ignores the contribution of agent's activity to the exploration of the opponent's strategy. In essence, every action affects the interaction process in two ways:
1. The effect on the expected reward according to the current knowledge held by the agent.
2. The effect on the acquired knowledge, and hence, on future rewards expected to be received due to better planning.
The agent therefore must make a tradeoff between the wish to exploit its current knowledge and the wish to explore other alternatives, to improve its knowledge for better decisions in the future. This tradeoff is known in decision-theory as the exploration versus exploitation dilemma. Agents that engage in exploration to the exclusion of exploitation pay the cost of experimentation, without gaining benefits of the accumulated knowledge. Conversely, agents that engage in exploitation to the exclusion of exploration, are likely to find themselves trapped in sub-optimal behavior. The exploration vs. exploitation problem has received significant attention within the RL research. Several methods were developed for incorporating exploration strategies into RL agents 1141. Undirected methods are based on incorporating randomness into the decision procedure by assigning each action a positive probability of being selected and performed. Directed methods use the interaction history to evaluate the expected contribution of every action to exploration. In previous work [3] we have shown how to incorporate such exploration methods into model-based learning.
One problem with the existing exploration methods is that they do not take into consideration the risk involved in exploration. An exploratory action taken by the agent tests unfamiliar aspects of the other agent's behavior which can yield a better model of the other agent. However, such an action carries also the risk of putting the agent into a much worse position. In this work we present a lookahead-based exploration strategy that evaluates actions according to their expected utility, their expected contribution to the acquired knowledge, and the risk they cany. Instead of holding one model, the agent maintains a mixed opponent model -a distribution over a set of models that reflects its uncertainty about the opponent's strategy. Every action is evaluated according to its long run contribution to the expected utility, and to the knowledge regarding the opponent's strategy, expressed by the posterior probabilities over the set of models. Risky actions are detected by considering their expected outcome according to the alternative models of the opponent's behavior.
The rest of the paper is organized as follows: Section 2 briefly describes our earlier work [5] on model-based learning in repeated games. Section 3 describes the lookaheadbased exploration strategy that deals with exploration using utility-basedcriteria usually used in decision-theory. In Section 4 we show experimentally the necessity of exploration for model-based learning and the superiority of lookaheadbased exploration over uninformed exploration methods.
Section 5 discusses some related work and concludes the work.
The Basic Framework
To formalize the notion of interacting agents we consider a framework where an encounter between two agents is represented as a two-player game and a sequence of encounters as a repeated game. At any stage t of the game, the players choose their moves simultaneously. A history of the repeated game is a finite sequence of joint moves chosen by the agents up to the current stage of the game. A strategy for an agent is a function that takes a history and returns an action.
A pair of strategies (SI sg) defines an infinite sequence of joint moves (a path), while playing the game. The discounted-sum function is a common utility function for repeated games: One of the basic factors affecting the behavior of agents in MAS is the knowledge that they possess about each other. We assume that each player is aware of the other player's actions, while the players' preferences are private. In such a framework, while the history of the game is common knowledge, each player predicts the future course of the game differently. The prediction of player i is based on the player's strategy si and on the player's belief about the opponent's strategy, Sj . ij will be called an opponent model.
How can a player acquire a model of its opponent's strategy? One source of information available for the player is the history of the game. Another possible source of information is observed games between the opponent and other agents. Given a learning algorithm Li that infers an opponent model based on a sample of its behavior, and a utility function Vi, we can define a model-based player (MB-agent) that adapts its strategy during the game. At any stage t of the game, the MB-agent infers an updated opponent model by applying its learning algorithm to the current sample of the opponent's behavior. It then finds the best response against the current model, with respect to Ui, and plays according to the best response.
Generally, computing the best response against a given model is too complicated for bounded rational agents (agents with limited computational resources). One way of making the computation feasible is by restricting the complexity of the opponent strategies. We follow Rubinstein [ 121 and restrict the class of strategies available for the opponent to regular strategies, i.e. strategies that can be represented by deterministic finite automata (DFA). For example, Figure 2 shows a DFA that implements the strategy TFT for the IPD game. In previous work [ 5 ] , we have presented a model-based strategy against regular opponents. The strategy includes an efficient best-response procedure against any regular opponent model, and a learning algorithm that constructs a regular model consistent with a given history. We have also shown how to incorporate exploration methods, originally developed for RL, into model-based learning. The model-based strategy, combined with exploration, outperformed non-adaptive strategies and reinforcement-learning strategies in the Iterated Prisoner's Dilemma game.
Lookahead-based Exploration
The exploration methods described in [ 3 ] were developed to handle the problem of being stuck in local-minima. An exploring agent is willing to perform sub-optimal actions in order to acquire a better model of the opponent yielding a better utility in the long run. It is quite possible, however, that the exploratory action will indeed yield a better model, but will also lead the agent to a poor state where even optimal play yields low utility. Sometimes, knowledge is too expensive -taking a step into the dark can lead you to the sought treasure, or into a deep chasm.
For example, the left part of Figure 3 describes a strategy for IPD called Grim. A Grim player cooperates as long as its opponent cooperates, but never forgives defection -after one single defection of its opponent it reacts by repeatedly defecting. Assume that an exploring agent holds the model described in the right part of the figure. Defection has lower utility than cooperation according to the model, therefore, a non-exploring agent will always cooperate yielding utility of 6. An exploring agent will eventually try d and acquire a perfect model of Grim. However, the exploratory action d takes the agent into the "defection sink' without any opportunity to get out, yielding utility of which is lower than the utility of cooperation for any y 2 a. Thus, exploration indeed yielded better knowledge, but the cost of acquiring this knowledge is too high. An exploratory action against grim (d), will be followed by falling into the "defection sink" without any opportunity to get out.
The above example clearly demonstrates that exploratory behavior requires a better mechanism for predicting the risk involved in taking sub-optimal actions. One of the problems with the model-based strategies. is the use of a utility function that assumes a stationary opponent model throughout the expected course of the game. This assumption is not rational for a learning agent who continuously modifies its opponent model. In order to develop a risk-sensitive exploration strategy we need a mechanism that allows the agent to take into consideration the expected revision of its belief while computing the expected utility. Such a mechanism requires a method for representing the agent's uqcertainty regarding its opponent's strategy. In the next subsection we describe mixed strategies for representing uncertain opponent models.
Mixed strategies
the model-based agent described in Section 2 maintains a regular model of the opponent's behavior. The regular model is incapable of representing the uncertainty of the learning agent regarding the model's prediction. To represent such uncertainty we apply a stronger mechanism for modeling the opponent strategy: The game-theoretic concept of mixed strategy. Mixed strategies can be used as opponent models in two different ways. In the first one, we assume that the opponent applies a mixed strategy, i.e., it randomly chooses one of the strategies from the set of support at any stage of the game. Gilboa [9] shows how to play against n regular opponents by solving the best response problem against the product automaton of the opponents' DFA. A similar method can be used to find the best response against a regular mixed strategy. First, construct the product automaton of the automata belonging to the set of support, with an output function which is probabilistic according to the given distribution. Second, find the best response automaton against the probabilisticproduct automaton. The problem of finding the best response against a probabilistic action automaton (PAA) is equivalent to the best response problem against a deterministic automaton [8] .
The above interpretation still assumes that the agent does not modify its opponent model throughout the game-path while computing the utility, and is therefore not suitable for the belief revision framework. The second interpretation considers the opponent's strategy to be one of the models belonging to the set of support, and the belief distribution to reflect the subjective beliefs of the player in the alternative opponent models. This interpretation is suitable for the learning framework studied in this work. By choosing a specific action, the agent forces the opponent to respond. The opponent's response enables a revision of the belief distribution over the set of the opponent models. Following the opponent's response, 7 . 4 , the beliefs on all models that do not expect to perform r j should be reduced to zero. The beliefs on all models that expect to output rj should be increased.
Let (3, T) be the current mixed strategy. The posterior belief, 7 7 3 , can be computed directly by Bayes law for every 1 < 1 < k :
We can now define the utility of the expected game-path between a learning strategy and a mixed model, while considering the modified beliefs throughout the path:
Ben-Porath [2] shows that under this interpretation, the best response problem against a regular mixed strategy is NP-complete. He also shows that the problem becomes polynomial in the size of the product automaton when fixing the size of the set of support. However, the best response procedure described by Ben-Porath is impractical since the product automaton is extremely large even for a small set of support. In the next subsection we describe an alternative approach that is more suitable for a computational bounded agent. We present an efficient algorithm that returns an almost best response automaton against a regular mixed model. The: level of approximation can be determined in advance, according to the computational resources available for the agent, at any stage of the game.
An almost-best response strategy against a regular mixed model
In this subsection we develop an algorithm that returns an almost-best response automaton against a regular mixed model. Given an opponent's strategy s j , and an approximation parameter, E , an €-best response strategy, with respect to s j , guarantees the player a utility which is less than the maximal possible utility against s i , by at most E . 
Definition 2 A strategy

( ( g , q ) , T ) ,
and a depth parameter d that is determined by the approximation parameter E , d 2 !!kGkd . The algorithm returns a pair of an €-best response automaton and the expected utility of the game against the given mixed model.
States of the mixed strategy are classified to certain states where all the models predict the same output, and uncertain states where at least two models disagree on the opponent's current action. For uncertain states, the algorithm splits the models of SOS into disjoint sets according to their ex- The posterior belief, F3, over p , can be computed using Equation 2. The player's action, rZ, determines the new state of the posterior mixed model. The algorithm calls itself recursively with a reduced depth limit. The recursion stops when the search reaches the depth limit, or, when the set of support includes only one model, for which the problem is reduced to the best response problem against a single automaton.
Certain states do not reveal information to the player, since all the models predict the same output. Therefore, the set of support and the belief distribution cannot be modified. For such states, the models' current states are modified according to the player's action and the best response is found recursively with a reduced depth limit.
Denote the automaton returned by the recursive call for the pair ( r i , r j ) by Artlr3, and the expected payoff of the game to be played by UT1lT3. Let r,* be the action that maximizes the expected utility of performing action rI at the given state of the mixed model: Note that the automaton described above provides a plan of d steps for the player for exploring and exploiting the mixed model. The plan optimizes the player's behavior by considering the expected utility, and also the expected revealed information throughout the alternative game-paths. This plan is in contrast to the infinite plan returned by the best response procedure against a single automaton, but which does not direct the agent's behavior when the opponent does not play as predicted. Figure 4 describes a pseudo-code of the algorithm. deeper, the returned strategy will postpone defection for later stages of the game-path.
The following theorem proves that algorithm E-BR() returns an c-best responseAstrategy against the given mixed strategy, with respect to Ud". Proof. The proof can be found in [4] . for SOS, and a computational procedure for determining the belief distribution over SOS. Ideally, the set of support should include all the models consistent with the given history, but such a set of strategies is infinite.
For restricting the set of support we concentrate on a subset of models consistent with the given history that differ in predicting the expected opponent's action at the next stage of the game. We use the learning algorithm of the model-based strategy, Li, for constructing these models. By concatenating all the possible pairs of actions, (~i , r j ) , to the given history, and by applying the learning algorithm Li, to the new expanded histories, we acquire models that are consistent with the given history and predict the opponent's next action to be rj at stage t + 1 of the game. The player action at stage t + 1, ri, does not affect the learning algorithm since the opponent's action at stage t + 1 is only affected by the previous player's actions. Hence, we can acquire at most IRj I different models for the set of support.
Definition 3 Given a history h(t), anda learning algorithm Li. The set of support, S O S 1 ( L i , h ( t ) ) , is dejined to be the set of models returned by the algorithm Li, applied to the history h ( t ) concatenated with one more joint action
After acquiring the different models for the set of support, the agent should determine its belief distribution over the set. Since all models are consistent with the given history, each one can serve as an opponent model. However, there are models that seem to be more reasonable than others. The agent can choose any way for computing its subjective beliefs. The only restriction is that its beliefs should be nonnegative and should be summed to one. According to the Occam razor principle, a reasonable belief probability for a given model should be in inverse relation to its size, i.e. the smaller the model, the larger is its associated belief. The beliefs should also be in direct relation to the coverage of the models: the smaller the number of edges of the model that have been tried by the agent during the given history, the smaller the agent's belief in the given model.
cower(h(t), M j )
The strategies acquired for the set of support were inferred by predicting different responses of the opponent to the given history. For testing the influence of the agent's behavior on the opponent's behavior, we should search some stages deeper, testing the effects of the agent's actions o n the opponent's expected responses. When we search d stages forward, we shall look at all possible expanded histories of length t + d. By concatenating all the possible d pairs of actions to the given history, and by applying the learning algorithm to the expanded histories, we acquire models that are consistent with the history and predict differently the opponent responses for the player sequences of actions.
To summarize, for exploring the opponent's strategy using a mixed model, the agent first searches d stages forward for collecting different opponent models to the set of support. It then infers a belief distribution over this set. Following that, it finds the €-best response against the mixed model and performs a sequence of actions dictated by this strategy. By doing so, the agent rationally balances between exploration and exploitation, and reduces the risk involved in performing sub-optimal actions. This may carry additional computational cost, but the investment may be profitable when the risk involved in exploration is high.
Experimentation: The effect of exploration on the agent's performance
In this section we compare experimentally some exploration methods for model-based agents: undirected Boltzmann exploration, directed recency-based exploration, combined exploration [3] , and the lookahead-based exploration. The stage-game used in these experiments is the PD-game. 100 random opponent automata were generated by choosing a random transition function and a random output function. The MB-agent begins with a random DFA as a model of its opponent's strategy and modifies the model whenever it fails to predict the opponent's actual play. It follows the best response against the inferred model incorporated with different exploration methods. We use the average cumulative reward achieved by the player to measure the quality of its learning strategy: c:i ',~''''r') . Figure 6 shows the average cumulative reward of different exploration strategies attained during 400 stages of the IPD game. The results are averaged over 100 trials against 100 different random automata of size 60.
The exploration behavior of the undirected strategy is sensitive only to the length of the history and not to its content. Therefore it does not modify its exploration behavior when playing against different opponents. The directed strategy, on the other hand, utilizes the content of the history to modify its exploration behavior. This is the reason why it outperforms the undirected method. The directed method, however, does not reduce its exploration tendency with time. The combined strategy enjoys the advantages of both methods and outperforms them both. The lookahead-based exploration strategy outperforms significantly the other exploration methods. This advantage carries the cost of higher computational costs. Due to this higher costs we performed IPD games of length 200 instead of 400. 
Conclusions
There are two issues that should be considered when dealing with incorporating exploration into model-based learning. The first one is the balance between exploration and exploitation. The second one is the risk involved in exploration. The lookahead-based exploration strategy presented in this work deals with these two issues. Every action is evaluated according to its long run contribution to the expected utility and to the knowledge regarding the opponent's strategy. Risky actions are detected by considering their expected outcome according to the alternative models of the opponent's behavior. The accumulated knowledge and utility throughout the expected game-paths are evaluated together and allow the agent to (almost) optimally control its behavior.
The lookahead-based exploration strategy drives exploration according to the player's uncertainty about its opponent model. Recently, some utility-based strategies has been suggested to guide exploration of an active agent by considering the effects of a given plan on the reduction of the agent's uncertainty about its model of the world. Uptimal experiments design [7] is concerned with the design of experiments that are expected to minimize variances of the parameterized model, and therefore, to maximize the confidence in the given model. When applying this method to sequential decision making, the decision-maker can estimate how an addition of a new training example is expected to change the computed variance. Cohn [6] applies this method for selecting examples to train an artificial neural network. Karakoulas [ 111 presents a probabilistic algorithm that also applies a similar statistical selection procedure to decide how much exploration is needed, Model-based learning of interaction strategies in repeated-games has received a lot of attention in the gametheory literature. Gilboa & Samet [ IO] deal with bounded regular players. They describe a model-based learning strategy for repeated games that learns the best response against any regular strategy. Their procedure enumerates the set of all automata and chooses the current opponent model to be the first automaton in the sequence that is consistent with the current history. Exploration is achieved by designing a sequence of actions that distinguishes between the current model and the next consistent automaton in the enumeration. The risk involved in exploration is bypassed by assuming that the opponents' strategies are limited to strongly connected automata, where there are no "sinks" and there is always opportunities to regret. For such automata, the learning algorithm is guaranteed to converge to the best response in the limit. This learning procedure is based on exhaustive search in the space of automata, and therefore, is impractical for computational bounded agents.
The main role of the opponent model is to predict its behavior in the future. Choosing a proper class of strategies for modeling is essential for the success of the model-based strategy. If the model class is too restricted it will probably fail in prediction. On the other hand, a too general class will make the best response problem and the learning problem intractable. Often, there are many ways to model a given behavior. This paper concentrates on deterministic finite automata for modeling the agents' strategies. The question how the model-based framework can be extended for more powerful agents remains open for future research.
