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Abstract
Determining the properties of composites and how these relate to those of
the components and the microstructure is extremely useful as it enables the
understanding of existing materials and the design of new materials with a
variety of applications. However, the link between the ac conductivity data
and the microstructure and composition of the composite is not a simple
one. Simulations of binary composites are presented which show that from
relatively simple component properties arise complex composite properties.
Accurate identification of the components of composites, using characteristic
frequencies, is demonstrated for simulated and actual experimental data.
The Maxwell-Wagner and Brick Layer Models, which are often applied
beyond the range of their original derivation, are found to consistently fit
the data of yttria-stabilized zirconia ceramics measured at various tempera-
tures. The results from fitting single crystal and polycrystalline sample data
indicate that accurate modeling of the properties of the polycrystalline sam-
ples requires more theoretical work on the conduction mechanisms in single
crystals and the grains of the ceramics.
Data from a polyester-resin/silicon system is found to be best fitted us-
ing the Single Exponent Phenomenological Percolation Equation (SEPPE)
with experimentally measured component properties as input. The percola-
tion threshold obtained suggests a system where the insulator tends coat the
conductor. The results show that, with the actual component properties as
input, the SEPPE can be used to qualitatively and semi-quantitatively model
and fit composite ac conductivity data.
Analysis of the ac conductivity of liquid-phase-sintered silicon carbide ce-
ramics showed that for this system, the features often observed in the imped-
ance spectra are all due to a multi-component grain bondary/binder phase
and not the SiC grains. This multi-component grain boundary phase can be
fitted accurately to the Brick Layer Model, indicating a microstructure where
an insulating component coats a more conducting component.
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Introduction
Composite materials of one form or the other are commonplace in nature
(wood, bone, enamel. . . ) and are also widely used in various technological
applications (construction, medicine, aerospace. . . ). Composites are therefore
an important part of everyday life. In a general sense composite materials
are materials consisting of several phases which are strategically combined to
achieve overall materials properties being at least, with respect to a certain
application, superior to those of the individual constituents [Fleig and Maier1].
The term composite will be used here to define any system that has one or
more components with some inhomogeneity in some property of interest on
the micro (granular) scale and homogeneity on the macro (sample) scale.
Due the aforementioned prevalence of composites, determining their prop-
erties and how these relate to those of the components and the microstructure
is extremely useful. This enables us not only in understand various natural
materials but also to design materials with a variety of applications. The
mechanical, thermal, electrical, optical and other properties of composites
depend on the properties of their components and how these components are
structured within the composite i.e. the microstructure of the composite. As
emphasized in Nan2, Regardless of whether one is interested in measuring,
developing or using a specific physical property of a heterogenous material
there is a definite need for some understanding of microstructural effects. Al-
though some properties of composites may be obtained by simply averaging
the properties of the pure components, the relation of other properties of the
composites, such as the thermal or electrical conductivity, to those of the pure
components presents a more complex problem, one that has challenged the
imagination of scientists and engineers for nearly a century [Meredith and
Tobias3].
1
2The electrical properties of materials are of interest where it is intended to
use these materials for electronic applications and in some cases, the desired
properties are best obtained from composites. Further, electrical measure-
ments can also be used as a tool for probing the properties of composites,
including some whose intended applications are not necessarily electronic.
Direct current (dc) conductivity measurements probe the bulk properties
of the materials. Dc conductivity measurements for “pure” materials, en-
able them to be classified into broad groups of insulators, semiconductors
and conductors and enable some identification of materials. The temperature
dependence of the conductivities of non-metallic materials enable the calcula-
tion of energy gaps/activation energies for the conduction processes in these
materials.
On their own, dc conductivity measurements have a very limited ability
to probe the properties of the components and microstructure of composites.
Alternating current (ac) conductivity measurements, often termed “imped-
ance spectroscopy” or IS measurements add another dimension (frequency/time
dependence) to the analysis and enable a more detailed probing of the com-
position and microstructure of composites.
The most common ac conductivity measurement technique, and the one
utilized in the current work, is based on applying a single frequency voltage to
the material and measuring the phase-shift and the amplitude or the real and
imaginary parts of the resulting current at that frequency. Single commercial
instruments, such as the one used in the current thesis, measure the imped-
ance as a function of frequency in the range 10−4 to 107 Hz. Instruments
are also available on the market that use different technologies to measure
ac conductivity of materials up to microwave frequencies. Other ac conduc-
tivity measurement techniques include methods based on the simultaneous
use of multiple frequencies, Fourier transforms from the time domain and the
analysis of noise spectra [Raistrick4, Macdonald and Johnson5].
Focus in the current work is on the ac conductivity of binary compos-
ites. Ceramics, which consist of grains and inter-grain phases (grain bound-
aries and in some cases binder phases), will in this work also be classified as
binary composites. It needs to be noted that in many cases the components of
these binary composites may themselves be complex materials which can be
3further subdivided into various constituents. For the purposes of simplifying
the analysis, it will in most cases be assumed that each component can be
characterized by a single average conductivity, even if this is the average of
the component substructure.
The link between the data obtained from the ac conductivity measurement
and the composition and microstructure of the composite is not a simple one.
Various models have been suggested and are in use for the interpretation
of the data, with varying degrees of success. Among the key methods for
the analysis of ac conductivity data are equivalent circuits on the one hand
and Effective Media Theories (EMT), the Brick Layer Model (BLM) and
percolation theories on the other.
Details on the use of equivalent circuits to model and fit composite sample
data, as well as examples of such fitting, can be found in Boukamp6, West
et al.7, Macdonald8 and Rodgers9. While equivalent circuits are able to mimic
any measured response, provided there is a large enough and varied number of
components available in the circuit, they lack uniqueness i.e. several different
circuits can be constructed which give the same response at all frequencies.
This therefore makes it difficult to uniquely relate the components of any
given circuit to the composition and microstructure of the material whose
frequency response it emulates.
Effective Media Theories, the Brick Layer Model and percolation theories
are based on particular microstructures. The models are derived from taking
into account the structure of the composites and therefore should from the
onset have uniqueness. They, especially the Maxwell-Wagner and the Brick
Layer models, are however often applied beyond the range of their original
derivation. It is often unclear whether or not the models are suitable to be
used in the extended range and whether they can be used to consistently
fit real experiment data, and in the design of composites. How well and
consistently the Maxwell-Wagner EMT, the Brick Layer Model and perco-
lation theories are able to fit experimental data will be investigated in this
work. Effective media and percolation based theories for the properties of
heterogenous materials are reviewed in detail in Meredith and Tobias3, Lan-
dauer10, Nan2, McLachlan11, McLachlan et al.12 and Tuncer et al.13. Classi-
cal percolation theory is discussed in detail in Stauffer and Ahorony14, while
4its application to the electrical properties of composites are further discussed
in the reviews by Kirkpatrick15, Clerc et al.16, Bergman and Stroud17 and
Bunde and Dieterich18. The application of the Brick Layer Model to model
and fit the ac conductivity of composite systems, its limitations and exam-
ples of fitting actual experimental data are given in Verkerk et al.19, Fleig
and Maier20 and Hwang et al.21.
One of the difficulties in assessing the efficacy of effective media (and
other) theories in describing and fitting the properties of composite systems
is the difficulty in constructing model systems, with known component prop-
erties and controlled microstructures. Often, the processing required to pro-
duce the composite leads to final component properties and microstructure
which are not those originally planned for. There are also problems in ascer-
taining whether or not the various models correctly fit the experimental data,
well enough for them to be confidently used for predicting the properties of
new samples.
To try and understand the properties of the binary composites, as well
as to establish whether or not the Maxwell-Wagner EMT, the Brick Layer
Model and percolation theories are able to consistently fit the experimental
results, a number of conditions had to be imposed when fitting the data.
These will be described in detail in the chapters that follow. The emphasis in
this work is on obtaining consistent fitting to a series of data. Individual best
fit parameter values are difficult to verify as being either correct or incorrect.
In part this is due to the very large range of physically meaningful values that
some of these parameters, such as the conductivities, can take, which may
stretch over several orders of magnitude.
The various ways of representing ac conductivity data, including imped-
ance (IS) and modulus spectroscopy and how these are related are given in
Chapter 1. A number of expressions for fitting the frequency as well as the
temperature dependence of the conductivity are also given in this chapter, as
are the Kramers-Kronig transforms used in data validation and for separating
out relaxation and ohmic conduction losses.
The methods for preparation and/or sources of the samples studied in the
current work are described in Chapter 2. Also in Chapter 2, the equipment
for carrying out ac conductivity measurements at different temperatures is
5briefly described. Various procedures for automated data manipulation are
outlined, as is their implementation using Mathematica. These procedures
include data validation using the Kramers-Kronig transforms, a procedure
for separation and extracting information from impedance arcs, as well as
procedures for simulating the properties of binary composites. Data fitting
using various minimization algorithms, including the Levenberg-Marquardt
algorithm, Differential Evolution, Simulated Annealing and the Nelder-Mead
simplex, is also described, as is the use of the goodness of fit parameters,
the Akaike Information Criterion (AIC) and the Model Selection Criterion
(MSC), for choosing the best fitting models.
In order to be able to correctly model the properties of composite systems,
the properties of the components have to be well characterized. Therefore,
in Chapter 3, results of investigations carried out on the properties of yttria-
stabilized zirconia (YSZ) single crystals, a component of the polycrystalline
YSZ ceramics are presented and discussed. The aim of this work was to deter-
mine which was the best model to describe the electrical properties of several
single crystals. The data from the single crystals could then be used to model
the grains of the polycrystalline YSZ ceramics. The electrical properties of 3,
5.7, 9.5 and 12 mole percent YSZ single crystals were measured and analyzed.
In analyzing and modeling impedance spectra it is very useful, and some-
times essential, to be able to obtain some information about the electrical
properties of the components, directly from the composite material’s experi-
mental data. The simulations discussed in Chapter 4 were used to investigate
how identifiable the component properties are for a wide range of composi-
tions and for the different effective media and percolation models.
The electrical properties of (polycrystalline) yttria-stabilized zirconia ce-
ramics, the subject of Chapter 5, have been very widely studied [see Bauerle22,
Verkerk et al.19, Badwal23, Ru¨hle et al.24, Badwal and Drennan25, Bonanos
et al.26, Abe´lard and Baumard27, Pimenov et al.28 and others]. This is largely
due to the interest in the use of these ceramics in Solid Oxide Fuel Cells
(SOFCs), oxygen sensors and in other technological applications. These ma-
terials may, to some degree, be considered a model system for study using
impedance spectroscopy techniques, because of the clearly distinguishable
grain and grain boundary contributions to the impedance spectra. Despite
6these materials having been so widely studied, there remain great challenges
in relating the microstructure to the electrical properties and this is still an
active area of research in materials science. The current thesis further inves-
tigates the link between the microstructures and the electrical properties of
a number of samples and aims at obtaining a consistent description of the
experimental data.
The polyester-resin system, whose electrical properties are discussed in
Chapter 6, was the only one in the current study whose composition could
be directly controlled by the experimenter. This system is somewhat similar
to the yttria-stabilized zirconia in that the more insulating component coats
or tends to coat the more conducting component. In the YSZ, the insulating
coating (the grain boundaries) persists up to very high volume fractions (φ &
0.9) of the more conducting (grain) component and the system appears to
be genuinely an effective media system with a “percolation threshold” of
essentially 1. On the other hand, grain to grain contacts in the polyester-
resin/silicon composite can and do lead to a percolation threshold below 1.
The percolation threshold was expected and seen to be higher than in most
granular systems because the polyester-resin tends to coat the grains.
The polyester-resin/silicon system also has some similarities with the
Liquid-Phase-Sintered Silicon Carbide (LPSSiC, discussed in Chapter 7) in
that the ratio of the conductivities and the dielectric constants of the compo-
nents are such that not all of them are clearly resolved in impedance spectra.
The importance of using several different data representation formats and as
many of the known electrical properties of the components as possible, to
correctly identify the features in the impedance (and modulus) spectra for
the composites, will be highlighted in both Chapters 6 and 7.
Silicon carbide ceramics are widely used as an abrasive, as a refractory,
in heating elements and in voltage sensitive resistors (varistors). There are
various forms of sintered polycrystalline silicon carbide, among which is liquid-
phase-sintered silicon carbide, the subject of Chapter 7, produced by sintering
silicon carbide powder and additives that form a binder phase. (Other pro-
cesses for producing polycrystalline SiC include reaction bonding and solid
state sintering).
7To further understand the ac conductivity and IS of LPSSiC and their
relation to the sintering conditions, additives and the microstructure, the
properties of various samples were investigated. Using the analysis techniques
developed from the study of the other composite and ceramic systems in
the current thesis (YSZ and polyester-resin/silicon), the contributions to the
usually observed arcs in the complex impedance plane (Cole-Cole or Nyquist)
plots are identified as being all due to a complex multi-component grain
boundary phase and not the silicon carbide, as previously reported [Schroeder
et al.29, Volz et al.30 and others].
In Appendix A some results obtained using the arc separation procedure
developed in this thesis, on actual experimental data, are presented and dis-
cussed.
Chapter 1
Theory
1.1 Introduction
In this chapter the various ways of representing and interpreting ac conductiv-
ity and Impedance Spectroscopy (IS) data are discussed. The microstructures
represented by the Maxwell-Wagner, Brick Layer and Percolation theories are
also described and the relevant expressions are given. A number of expres-
sions for fitting the dispersive properties of the components of the composites
are also described.
Also in the current chapter, expressions for fitting the temperature depen-
dence of the conductivity of materials are briefly described. The Kramers-
Kronig transforms, used in data validation and for separating out relaxation
and ohmic conduction losses, are also presented.
1.2 Definition of terms and data presentation
formats
The notation used in this work defines the complex conductivity as σ∗ =
σ′−iσ′′, where i = √−1. This conductivity is related to the complex dielectric
constant by σ∗ = iω²0²∗, where ω is the angular frequency and ²0 is the
vacuum permittivity. The complex dielectric constant is ²∗ = ²′ − i²′′, where
²′ and ²′′ are the real dielectric constant and the dielectric loss respectively.
8
9Table 1.1: Various representations of ac conductivity and IS data.
Modulus (M∗) Impedance (Z∗) Admittance (Y ∗)
Dielectric
Constant (²∗)
M∗ M∗ (iω²0G)Z∗ (iω²0G)Y ∗−1 ²∗−1
Z∗ (iω²0G)−1M∗ Z∗ Z∗−1 (iω²0G)−1²∗−1
Y ∗ (iω²0G)M∗−1 Z∗−1 Y ∗ (iω²0G)²∗
²∗ M∗−1 (iω²0G)−1Z∗−1 (iω²0G)Y ∗−1 ²∗
Various other representations of ac conductivity data are used in the lit-
erature and these are related as shown in Table 1.1. The term immittance
will be used as bracketing any of the representations in Table 1.1. The sam-
ple geometric factor is G = A/L, where A is the sample area and L is the
sample thickness. In this work, the representations most utilized will be the
real dielectric constant (²′), the real conductivity(σ′), the real and imaginary
impedances (Z ′ and Z ′′) and the real and imaginary dielectric moduli (M ′
and M ′′). Where it is deemed necessary, the dielectric loss (²′′) will also be
used, to highlight some particular features in the data. For the remainder of
this work, Z ′, Z ′′ and the term impedance will be used to describe the specific
impedance i.e. the impedance independent of the sample geometric factor,
which enables easy comparison of data from samples of different shapes and
sizes.
To illustrate some of the above, the real dielectric constant and real con-
ductivity as well as the real and imaginary impedances of a material con-
sisting of a single component, in this case a single crystal of 9.5 mole %
yttria-stabilized zirconia, are shown in Figure 1.1. This data encompasses
the contribution of the crystal (at high frequency) as well as the contribution
due to electrode effects at the lower frequencies, in this case log(ω) < 3. (Note
that the electrodes are not considered as being a component of the material).
Only one peak, due to the crystal, is observed in the imaginary impedance
data. The position (frequency) of this peak will be shown to be a character-
istic of the particular material and temperature at which the measurement is
carried out.
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Figure 1.1: The frequency dependence of the real dielectric constant and the
real conductivity (top) as well as the real and imaginary impedances (bottom)
of a single component material, in this case a single crystal. Two processes
contribute to the data, the crystal and electrode effects. The frequency point
closest to the characteristic frequency of the material i.e the peak of the
imaginary impedance curve, is marked. (This particular data is for a 9.5
mole % yttria-stabilized zirconia single crystal at 250 ◦C).
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Figure 1.2: The complex impedance plane representation of the data for a
single component material. Two arcs can be identified, the complete arc due
to the crystal (A) and the incomplete arc (E ), due to the electrode effects.
Note that these arcs are depressed relative to true semicircles i.e. their centers
lie below −Z ′′ = 0 (see Figure 1.3). (This particular data is for a 9.5 mole %
yttria-stabilized zirconia single crystal at 250 ◦C).
A widely used representation of the real and imaginary data is the com-
plex plane representation (also referred to, in the literature, as the Cole-Cole
or Nyquist plot), Figure 1.2. In this figure, a plot of the real and imagi-
nary impedances is shown but plots of the real and imaginary permittivities,
conductivities or moduli are also widely used in certain fields. The two contri-
butions to the sample properties, namely the crystal and the electrode effects,
are better separated out in the complex impedance plane plot in Figure 1.2
than in the plots in Figure 1.1. These contributions give rise to the complete
depressed arc A and the incomplete depressed arc E respectively. These arcs
are depressed relative to perfect semicircles and have centers below −Z ′′ = 0.
The sample dc resistance can be estimated from the intercepts of the arc A
on the real axis. The resistance is ≈ R0 − R∞, where R∞ should be, but is
not always exactly, zero. The arc due to electrode effects does not contribute
to the measured dc resistance.
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Figure 1.3: A complex impedance plane plot showing a depressed arc and
the definitions of various quantities used in its analysis. (Figure adopted from
Macdonald and Johnson5).
Figure 1.3 summarizes the various quantities used in the analysis of a
single depressed arc. Key quantities to note are the intercepts R∞ and R0
from which the resistance R = R0 − R∞ is obtained. The arc does not
pass through the origin, either because there are other arcs appearing at
higher frequencies and/or because R∞ > 0 [Macdonald and Johnson5]. The
frequency at which the arc reaches its peak is the characteristic frequency ωp.
This frequency is related with the relaxation time τR by ωp = 1/τR.
The center of an experimental arc is frequently displaced below the real
axis, because of the dispersive properties of the material. The relaxation time
is then not single valued but is distributed continuously or discretely about
around a mean, [Macdonald and Johnson5]. The angle θd (= arctan[
w
x0
]),
by which the semicircular arc is depressed below the real axis, is related
to the width of the relaxation time distribution and as such is an important
parameter. Note too that the (depressed) semicircle of a material with a single
relaxation time (or narrow distribution of relaxation times) is symmetrical
(or approximately symmetrical) about the line labeled y0 [Macdonald and
Johnson5].
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Figure 1.4: A complex modulus plane plot showing a depressed arc and the
definitions of various quantities used in its analysis.
Another widely used representation of ac conductivity data [Sinclair and
West31, Gerhardt32, Sinclair andWest33, Andres-Verges andWest34, McLach-
lan11, Hodge et al.35 and others], and which will also be used in the current
work is the complex modulus, M∗ = M ′ + iM ′′. In the current work, the
complex modulus will be written in a form independent of the sample geo-
metric factor and which can be obtained from the specific impedance (Z∗)
usingM∗ = iω²0Z∗. Complex modulus plane plots (M ′ vsM ′′) give depressed
semicircles similar to complex impedance plane plots. Figure 1.4 shows the
quantities used to describe a complex modulus plane depressed semicircle.
The diameter of the semicircle is inversely proportional to the sample capac-
itance (C) and therefore C = ²0/(M∞−M0), where M∞ and M0 are the high
and low frequency intercepts to the real axis, in the complex modulus plane
plot [Sinclair and West31, Andres-Verges and West34]. The frequency of the
modulus peak is ωp = 1/RC where R is the resistance of the sample. As
will be shown in the pages that follow, in some cases, modulus plots high-
light features in the ac conductivity data that are not easily observable in the
impedance representation.
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Figure 1.5: A simple circuit for illustrating the features highlighted by
impedance and modulus representations of the data.
Figure 1.5 shows a simple circuit whose response is plotted in the complex
impedance and modulus planes to show which features are highlighted by the
two representations.
The complex impedance plane representation of the frequency response
of the circuit is shown in Figure 1.6. While the circuit consists of two par-
allel resitor/capacitor (RC) elements in series, in this case, only one arc is
observable in the complex impedance plane plot. This arc is due to the more
resistive RC element. Figure 1.7 shows the complex modulus plane plot of
the same data and here two arcs are observed.
The plot of Z ′′ and M ′′ vs log(ω), in Figure 1.8, gives a clearer picture of
the contributions to complex the impedance and modulus plane plots. The
Z ′′ spectrum shows one peak while two are observed in the M ′′ spectrum.
The single peak in the Z ′′ spectrum corresponds to the lower frequency peak
in the M ′′ spectrum and these are both due to the more resistive RC element
which dominates the overall impedance. The resistance associated with the
high frequency M ′′ peak is too small for it to be easily detectable in the
Z ′′ or complex impedance plane plot. The use of the two representations
(impedance and modulus), enables the contributions of both the parallel RC
elements of the circuit to be resolved and correctly identified. A similar
analysis, in terms of M∗ and Z∗ can and will be used to resolve and correctly
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Figure 1.6: The complex impedance plane plot of the response of the circuit
in Figure 1.5. Only one semicircle is resolved. Key values of log(ω) are
indicated.
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Figure 1.7: The complex modulus plane plot of the response of the circuit
in Figure 1.5. Two distinct semicircles are observed. Key values of log(ω) are
indicated.
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Figure 1.8: The frequency dependence of the imaginary impedance and
modulus for the simple circuit in Figure 1.5. Only one peak, associated with
the more resistive RC element, is observed in the Z ′′, while the peaks due
to both the elements can be seen in the M ′′ plot. The common position of
the impedance and low frequency modulus peak shows they are associated
with the same RC element. (Calculating the resistances and capacitances
from the peak amplitudes further confirms the origin of the features in the
plots. For ideal resistors and capacitors Z ′′max = (Z0 − Z∞)/2) and M ′′max =
(M∞ −M0)/2).
identify contributions, of the components, to composite sample impedance
and modulus spectra.
The real conductivity and real dielectric constant as well as the real and
imaginary impedances of a binary composite are shown in Figure 1.9.
There are three contributions to the measured properties, the more conduct-
ing component, the less conducting component and electrode effects. Two
peaks, attributed to the two components of the composite, are observed in
the imaginary impedance plot. The frequency points nearest to the imaginary
impedance peaks are marked in all the plots. Again the peak of the feature
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Figure 1.9: The frequency dependence of the real dielectric constant and the
real conductivity as well as the real and imaginary impedances of a binary
composite. There are three contributions to the measured properties, the
more conducting component of the composite, the less conducting component
and the electrode effects. The frequency points closest to the characteristic
frequencies of the components of the composite, i.e. the positions of the peaks
of the imaginary impedance curves, are marked. (This particular data is for
a polycrystalline yttria stabilized zirconia sample, 8YSZ-D1, at 250 ◦C).
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due to electrode effects lies at lower frequencies than those used in this work.
The three contributions to the measured impedance are better separated
out in the complex impedance plane plot, Figure 1.10. They lead to the
depressed arcs A, B and E. In a ceramic these would generally represent the
grain, grain boundaries and electrode effects. The intercepts of the arcs on
the real impedance axes give estimates of the contributions of the various
components to the dc resistance. In the figure, R0−R∞ is the overall sample
dc resistance made up of the contributions of the components A and B.
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Figure 1.10: The complex impedance plane representation of the data for a
binary composite. Three contributions can be distinguished which in ceramic
materials would generally be attributed to the grains (A), grain boundaries
(B) and electrode effects (E ). All the arcs are depressed relative to perfect
semicircles. The frequency points closet to the peaks of the complete arcs are
indicated, as is the direction of increasing ω. (This particular data is for a
polycrystalline yttria-stabilized zirconia sample, 8YSZ-D1, at 250 ◦C).
Impedance arcs are not always as clearly resolved as those shown in Fig-
ure 1.10, there are many cases where the characteristic frequencies of the
components (marked in Figures 1.9 and 1.10) are close enough for the arcs to
overlap.
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1.3 Modeling composite data
The impedance data shown in Figure 1.9 and Figure 1.10 can be modeled
using circuits giving a similar response at all frequencies. One of the simplest
circuit arrangements leading to three arcs is a series connection of three paral-
lel resistor/capacitor elements, Figure 1.11. The impedances of ideal resistors
are Z∗ = R and Z∗ = 1/(iωC) for ideal capacitors.
Figure 1.12 shows the approximate contributions of the equivalent capac-
itances and resistances of the RC elements of the series circuit (Figure 1.11)
to a composite’s conductivity curve. At the very highest frequencies, the ca-
pacitance of component A dominates, then there is an intermediate plateau
dominated by the resistance of that component. Below the frequencies of the
first plateau, the capacitance of the second component (B) is dominant and
at even lower frequencies there is a plateau due to the second component’s
resistance. At the lowest frequencies, the electrode effects (E ) dominate.
This is the basis of equivalent circuit analysis of impedance spectra,
with the circuit elements and their arrangements usually being more com-
plex. In particular, the measured data is seen to give rise to depressed arcs
as in the complex plane, as shown in Figures 1.2 and 1.10, a response not
typical of simple capacitors and resistors. Therefore constant phase elements
(CPEs) have to be added to the circuit when equivalent circuits are used to
RBRA
CA CB
RE
CE
Figure 1.11: A simple circuit that produces a response similar to that in
Figure 1.10.
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Figure 1.12: The frequency dependence of the contributions of the equiva-
lent resistances (Rx) and capacitances (Cx) of the RC elements (A and B) as
well as electrode effects (E ) to the composite’s absolute conductivity as mod-
eled using the circuit in Figure 1.11. (Identification of components adopted
from Waser and Hagenbeck36. The particular data, obtained in the current
work, is for a polycrystalline yttria-stabilized zirconia sample, 8YSZ-D1, at
250 ◦C).
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fit and model data. The CPEs are usually, but not always, placed parallel
with, or in place of, one or more of the capacitors in the circuit. While the
individual resistances and capacitances are usually associated with particular
constituents of the composite, the constant phase elements are often associ-
ated with some non-homogeneity of the system or a distribution (dispersion)
of the value of some physical property of the system. Among other things,
the CPEs have been associated with electrode roughness, inhomogeneous re-
action rates on a surface, varying thickness or composition for coatings and
non-uniform current distributions across sample surfaces [Rodgers37 and the
references therein]. However, for the composites measured in this work, it
shall be shown that this effect is due to the bulk properties of the compo-
nents. The impedance of the CPE is given by the phenomenological equation
[Rodgers37, Macdonald38]
1/Z = Y = Q0(iω)
n
where Q0 is the admittance (1/|Z|) at ω = 1 rad/s and 0 ≤ n ≤ 1. When
n = 1, this is the same equation as that of the impedance of a dispersionless
capacitor. Q0 and n may both be temperature dependent [Macdonald
38].
The circuit in Figure 1.11 is by no means unique, the same response can
be obtained using different circuit arrangements and different resistor and
capacitor values. In some cases it becomes unclear what the circuit elements
represent and how they relate to the microstructure being studied. Examples
of other configurations are the circuits shown in Figure 1.13 which, for ap-
propriate values of the resistances and capacitances, give the same response
as the circuit in Figure 1.11.
The lack of uniqueness of the equivalent circuits and that circuits are
obtained which have elements that cannot be readily associated with the
composition and microstructure of the composites are major disadvantages
of the equivalent circuit approach.
With the advent of fast computers and better image processing techniques
has arisen the use of finite element techniques which make use of large arrays
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Figure 1.13: Other circuits that give the same response as the circuit in
Figure 1.11, for appropriate values of the resistances and capacitances. These
illustrate the lack uniqueness of the equivalent circuit approach.
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ELECTRODE
Figure 1.14: A section of an equivalent circuit consisting of components
connected so as to match the microstructure in the composite as deduced
from micrographs. (Figure adopted from Coverdale et al.39).
of circuit elements to mimic the microstructure of the materials (as observed
in micrographs) in the manner shown in Figure 1.14. The connections of the
components are structured so as to match the composite microstructure ob-
served in micrographs [Coverdale et al.39]. This may lead to circuits that can
be better associated with the microstructure and composition of the compos-
ites being studied. However, this approach may also suffer from some of the
problems of the simpler equivalent circuit models namely the lack of unique-
ness and the sometimes ad hoc nature in which circuit elements are chosen.
The great complexity of the circuit networks obtained also means that the
finite element approach requires enormous computing resources and therefore
places some limitations to their general use. However, this area is a growing
area of research as computers get faster.
A different approach to the modeling of Impedance Spectroscopy data is
the use of Effective Media, Brick Layer and Percolation Theories.
Each of these models corresponds to a particular class of microstructure and
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often requires a single or only a few adjustable parameters, depending on the
microstructure.
The microstructure upon which the widely used Maxwell-Wagner (MW)
model, also known as the Maxwell-Garnet or Hashin-Shtrikman theory, is
based is shown in Figure 1.15 [McLachlan et al.12, McLachlan11 and the ref-
erences therein]. This microstructure consists of a large range of conducting
spheres coated by a more insulating component with a constant ratio of the
volume of the conducting component to that of the more insulating com-
ponent. The microstructure generally leads to two arcs in complex imped-
ance plane plots, when the impedances of the individual components are in
a suitable range. Bonanos and Lilley40 showed that the Maxwell-Wagner mi-
crostructure is equivalent to a series circuit of two parallel RC elements (i.e.
Figure 1.11, excluding the element due to electrode effects), for suitable values
of the resistances and capacitances. However, due to the nontrivial current
distribution in real composites, the equivalence is only approximate. Inho-
mogeneous current distributions at grain boundaries and electrodes and their
impact on the impedance of ceramics is further discussed in Fleig et al.41.
The reverse MW microstructure, where the conductor surrounds the in-
sulator is also possible. It generally leads only to single arcs in the complex
impedance plane as there is a continuous conducting path across the compos-
ite medium, which dominates the electrical properties. This extreme is not
explored any further in the current work as no samples with this microstruc-
ture were studied experimentally.
For the Maxwell-Wagner microstructure, the complex conductivity of the
binary composite σm is obtained from the relation [McLachlan
11 and the
references therein]
σm − σ`
σm + 2σ`
− φ σh − σ`
σh + 2σ`
= 0, (1.1)
where σh is the complex conductivity of the more conducting component
and σ` that of the less conducting (insulating) component. φ is the volume
fraction of the more conducting component. This equation can also be written
in terms of the complex permittivities (²0²
∗) or moduli (M∗). The conversions
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Figure 1.15: The Maxwell-Wagner microstructure consists of a large array
of conducting spheres (green) surrounded by a less conducting component
(magenta). In order that the volume is completely filled, there must be a
large range of sphere sizes. The volume ratio of the interior to the exterior
remains constant for all the coated spheres.
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between the different representations are given in Table 1.1.
The microstructure represented by the Brick Layer Model (BLM) consists
of conducting bricks surrounded by insulating mortar, Figure 1.16 [Verkerk
et al.19]. Careful note must be made of the shapes and contribution of the
end caps [Hwang et al.21]. An equivalent circuit to the BLM is shown in
Figure 1.17. The impedance of the composite medium is given by
Zm = (1/Z
‖
h + 1/(Z
⊥
` + Zh))
−1, (1.2)
where Z
‖
` is the complex impedance of the square pipe, Zh for the cubic brick
and Z⊥` for the end caps.
Using the definition of the impedance (Z = 1/(σG) = L/(σA)) and the
component geometry, shown in Figure 1.16, the impedances of the composite
and the various elements of the BLM microstructure can be written as
Zm =
D + d
σm(D + d)2
,
Zh =
D
σhD2
,
Z
‖
` =
D + d
σ`((D + d)2 −D2)
and
Z⊥` =
d
σ`D2
.
From Figure 1.16 is can also be seen that the conducting component volume
fraction is
φ =
D3
(d+D)3
.
By combining the expressions above, it can be shown that Equation (1.2) can
be expressed in the form
σm =
σ`(σh + (σ` − σh)φ1/3(σh − σ`)φ)
σh + (σ` − σh)φ1/3 , (1.3)
from which the volume fraction of the conducting component (φ) can be
readily obtained.
Neither the Maxwell-Wagner nor the Brick Layer model has a percolation
threshold, the insulating coating or mortar persists till φ = 1.
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Figure 1.16: The microstructure for the Brick Layer Model. This mi-
crostructure is composed of conducting bricks (green) and insulating mortar
(magenta). (Figure adopted from Hwang et al.21).
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Figure 1.17: The circuit equivalent to the Brick Layer Model microstruc-
ture. The resistor, capacitor and connector colors correspond to the colors
used to illustrate the different components of the BLM microstructure in
Figure 1.16. (Figure adopted from Hwang et al.21).
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A different class of theories for fitting and modeling the electrical proper-
ties of composites are the classical percolation theories and the Phenomeno-
logical Percolation Equations (PPEs), which are equivalent to classical per-
colation theory where they overlap. These are characterized by the presence
of a percolation threshold (φc) where the conductivity and other properties
of the composite change abruptly, sometimes by several orders of magnitude
for very small changes in φ.
The normalized classical percolation equations are [McLachlan11 and the
references therein]
σm = σ`(φ
s
c/(φc − φ)s), φ < φc, (1.4)
and
σm = σh((φ− φc)t/(1− φc)t), φ > φc. (1.5)
In the crossover region, where φ lies between φc − (σ`/σh)1/(s+t) and φc +
(σ`/σh)
1/(s+t),
σm ≈ σs/(s+t)` σt/(s+t)h . (1.6)
For ceramic systems, where percolation could occur via inter-grain con-
tact, at a critical volume fraction (φc) close to 1, the microstructures described
by percolation theory and the PPEs are shown in Figures 1.18 and 1.19.
The microstructures in Figures 1.18 and 1.19 represent one extreme. Var-
ious values of φc, spanning the range 0 < φc < 1 are feasible. For equal
sized random spheres, the percolation threshold is 0.16 [Scher and Zallen42].
Smaller values have been observed, for objects with large aspect ratios such
as rod like structures. Values in the range of 0.001 have been recorded
for some polymer-carbon nanotube composites [Sandler et al.43, Ounaies
et al.44, McLachlan et al.45]. It will later be shown that for systems where the
insulator tends to coat the conductor, a relatively high value of φc is obtained.
The Single and Two Exponent Phenomenological Percolation Equations
(SEPPE) and (TEPPE) are phenomenological equations which incorporate
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Figure 1.18: The microstructure for the Phenomenological Percolation
Equations (SEPPE and TEPPE) below the percolation threshold. At this
volume fraction of the conducting component (green) there is no continuous
conducting path across the specimen.
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Figure 1.19: The microstructure for the Phenomenological Percolation
Equations (SEPPE and TEPPE) above the percolation threshold, a con-
tinuous conducting path is established by direct contact between the more
conducting grains (green).
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classical percolation theory. The SEPPE was formally known as the Gen-
eral Effective Media (GEM) equation [McLachlan et al.12,46]. The SEPPE
and TEPPE interpolate between the regions where the classical percolation
equations, (1.4), (1.5) and (1.6) are valid.
The Single Exponent Phenomenological Percolation Equation is
(1− φ) σ
1/t
` − σ1/tm
σ
1/t
` + Aσ
1/t
m
+ φ
σ
1/t
h − σ1/tm
σ
1/t
h + Aσ
1/t
m
= 0, (1.7)
where t is an exponent and A = φc/(1−φc) [McLachlan et al.46, McLachlan47].
The SEPPE equation has been widely used to successfully fit dc conductivity
data such as in McLachlan et al.46, Xia et al.48.
Equation (1.7) is solved in detail in Liu and Dougal49. Mathematica gives
as the physically correct solution,
σm =
(
ξ +
√
ξ2 + 4Aσ
1/t
h σ
1/t
`
2A
)t
, (1.8)
where ξ = Aσ
1/t
` + φ(σ
1/t
h − σ1/t` )(A+ 1).
A more general and correct form of the phenomenological percolation
equations is the two exponent equation , which has been applied success-
fully to a number of systems mostly for analysis the dc results or single fre-
quency ac data for varying conducing component volume fractions [Wu and
McLachlan50,51, McLachlan et al.52]. The Two Exponent Phenomenological
Percolation Equation is
(1− φ) σ
1/s
` − σ1/sm
σ
1/s
` + Aσ
1/s
m
+ φ
σ
1/t
h − σ1/tm
σ
1/t
h + Aσ
1/t
m
= 0. (1.9)
The PPEs are applicable for finite values of the conductivities of both the
more conducting and the insulating component. On the other hand, strictly
speaking, percolation theory only applies when either σ` = 0 or 1/σ` = 0
which limits its applicability to real systems [McLachlan et al.46]. The PPEs
reduce to the appropriate percolation equations at these extremes and in
the crossover region, Equation (1.6) is obtained. For the correct choice of
s, t and φc, these equations also reduce to the Bruggeman symmetric and
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Bruggeman asymmetric equations, [McLachlan et al.46, McLachlan47], which
are also widely used to model composite systems but will not be used in
this work as the microstructures they describe are dissimilar to those of the
systems investigated.
Equation (1.9) is a transcendental equation, which cannot be solved ana-
lytically, for general values of the complex conductivities and the exponents
s and t and therefore is extremely difficult to apply directly to frequency
dependent ac impedance spectroscopy data as a function of the frequency.
A solution for φ can be obtained Equation (1.10) and used in analysis of dc
data for varying σm, as done in [Wu and McLachlan
50,51, Runyan et al.53 and
others]. The solution is
φ =
(σ
1/s
m − σ1/s` )(σ1/th + Aσ1/tm )
(1 + A)(σ
1/t
h σ
1/t
m − σ1/s` σ1/tm )
. (1.10)
This form cannot be used to analyze complex conductivities and permit-
tivities.
While the models described above are suitable for describing the ceramics
and composites experimentally explored in the current work, various modifi-
cations need to be and have been made for the analysis of other systems.
Maier54 discusses modifications to the Brick Layer model for materials
with high interfacial conductivity and anisotropic grain boundary properties
e.g. from highly conductive space charges. The validity and limits of the
BLM for describing the properties of composites with highly resistive grain
boundaries is discussed in Fleig and Maier20.
The influence of non-ideal microstructures on the analysis of grain bound-
ary impedances is discussed in Fleig55. The non-ideal microstructures arise
where the basic assumptions of the BLM (cubic grains, laterally homogenous
grain boundaries, identical properties for all grain boundaries) are violated
and are usually found in real ceramics. It is one of the conclusions of this
work [Fleig55] that deviations from the cubic grain size are acceptable for a
BLM analysis as long as the grain size distribution is relatively narrow and
spatially homogenous and as long as no pronounced anisotropy in the grain
34
shape distributions exits. It is also shown, using finite element methods, that
grain boundary arc deviating from ideal semicircles do not only occur for dis-
tributions of relaxation times, but also for microstructures which differ from
the BLM even if only a single grain boundary relaxation time is involved.
Kidner et al.56 discuss the inadequacy of the Brick Layer and Maxwell-
Wagner models in describing the properties of nano-grained electroceramics
in which there are significant contributions from the grain boundaries. In this
work, the authors propose the “Nested Cube Model (NCM).” The NCM has
no percolation threshold, and is capable of describing impedance/dielectric
behavior over the entire range of grain core volume fractions, from small
values, where it agrees with Maxwell-Wagner model, to large values, where it
agrees with the Brick Layer model. The NCM is also shown to have potential
for describing multi-layer grain boundary structures and property gradients
at grain boundaries (e.g. in space charge regions).
Properties of mixed conductors in which at least two different charge car-
riers are mobile (usually one is ionic and the other is an electronic defect)
are discussed in Jamnik et al.57 and Waser and Hagenbeck36 and the refer-
ences therein. Jamnik et al.57 present an electrical network model for the
impedance of these conductors.
1.4 Advanced models for the complex con-
ductivities of the components
The “classical”, dispersionless, Debye dielectric function [Debye58] cannot
explain the complex conductivity of most materials, which are dispersive.
Therefore, a number of expressions have been suggested, by various authors,
to fit and mode these dispersive properties. In order to be able to accurately
model and fit the dispersive properties of the components of the composites
in the current work, a number of models were considered and these are de-
scribed in this section. With the possible exception of the model due to Leo´n,
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Lucia, and Santamaria59, which was developed by these authors specifically
for yttria-stabilized zirconia, the other models have all been used to model
and fit the dispersive properties of a wide range of materials with varying
degrees of success and have a claim to some “universality”.
• The Cole-Cole dielectric response [Cole and Cole60] can be represented
as [Macdonald61]
σ(ω) = σdc[1 + (iωτ0)
s] 0 < s < 1. (1.11)
This model reduces to the Debye relaxation (no dispersion) when s = 1.
• Jonscher introduced the “Universal Dielectric Response”, in Jonscher62,
which characterized a wide range of dielectrics. He wrote
σ′(ω) ∝ ωs s ≤ 1,
for the conductivity arising from this universal response. In this work,
Jonscher mainly discussed pure dielectrics in which the dc conductivity
term σdc = σ
′(0) could be neglected.
However, in Jonscher63 and in Jonscher64, he proposed the expression
σ′(ω) = σdc(T ) + A(T )ωs,
an equivalent of which he had listed in Jonscher65 as applicable to low
conductivity materials. It is this expression, incorporating the dc con-
ductivity term, which will be mainly used in the current work. To
simplify the nomenclature, the term “Universal Dielectric Response”
and abbreviations “UDR model” will be used hereinafter to refer to the
expression that incorporates the dc conductivity term.
The equation for “Universal Dielectric Response” can be written as
σ∗(ω) ∝ (iω)s−1, (1.12)
where σ∗ is the complex conductivity, giving the real conductivity and
real dielectric constant [Pimenov et al.28, Nowick et al.66 and others]
σ′(ω) = σdc + Aωs, (1.13)
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and
²′(ω) = ²∞ + Aωs−1 tan[
spi
2
]/²0. (1.14)
A and s are temperature dependent parameters.
• For a large range of materials which exhibit disorder at the microscopic
scale, Dyre67 described a model based on the continuous time random
walk for modeling and fitting their dispersive properties. One property
that these systems have in common is that the data at various temper-
atures can be mapped onto a common “master curve” in a procedure
known as scaling. When the sample data is scalable, the Continuous
Time Random Walk (CTRW) based model (Equation (1.15)), is one of
the models that can be considered for modeling and fitting the disper-
sion of the data. It has been successfully used to fit the data from a
number of systems such as those given in Dyre67 and Kremer68.
The Continuous Time Random walk equation can be written as [Hodge
et al.35]
σ∗(ω) = σdc
(
iωτ
ln[1 + iωτ ]
)
+ iω²0²∞, (1.15)
where τ is the attempt frequency to overcome the largest barrier deter-
mining the dc conductivity.
Equation (1.15) gives
σ′(ω) =
σdcωτ arctan[ωτ ]
arctan2[ωτ ] + 1
4
ln2[1 + ω2τ 2]
, (1.16)
and
²′(ω) = ²∞ +
σdcτ ln[1 + ω
2τ 2]
2²0 arctan
2[ωτ ] + 1
2
²0 ln
2[1 + ω2τ 2]
, (1.17)
for the real conductivity and the real dielectric constant.
• A model for the properties of the yttria-stabilized zirconia based on
correlated ion hopping in the stabilized zirconia crystal is described in
Leo´n et al.59. This model, hereinafter referred to as the “Leon-Lucia-
Santamaria” or “LLS” model leads to Equation (1.18).
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For Leon, Lucia and Santamaria’s correlated ion hopping model,
σ∗(ω) = σdc
(
1 + (iω
²∞
σdc
)s +
iω²∞
σdc
)
0 < s < 1, (1.18)
which gives
σ′(ω) = σdc
(
1 + (
²0²∞ω
σdc
)s cos[
spi
2
]
)
, (1.19)
and
²′(ω) = ²∞
(
1 + (
²0²∞ω
σdc
)s−1 sin[
spi
2
]
)
. (1.20)
for the real conductivity and real dielectric constant.
• Another model which are widely used to fit and model dielectric data
is that due to Havriliak and Negami69. The HN model can be extended
to account for a number of relaxation processes in the material through
additional terms in the sum in Equation (1.21). However, it has been
pointed out by various authors, such as in Nigmatullin et al.70, that the
parameters appearing in the equations do not have any clear physical
meaning.
The Havriliak-Negami function can be written as [Schaumburg71]
²∗(ω) = ²′ − i²′′ = −i
(
σdc
²0ω
)s
+
3∑
k=1
[
∆²k
(1 + (iωτk)αk)βk
+ ²∞k
]
, (1.21)
where the αk and βk describe the symmetric and asymmetric broadening
of the relaxation peaks [Schaumburg71, Hartmann et al.72]. The HN ex-
pression includes the Debye and Cole-Cole (Equation (1.11)) functions.
• In their work, Nigmatullin et al.70 propose the “Justified Data-Curve
Fitting” (JDCF) approach based on complex permittivity functions con-
taining two or more characteristic relaxation times as an alternative to
the HN and other “imposed data-curve fitting” approach equations.
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The JDCF approach gives
²(iω) = ²∞ +
²(0)− ²∞
1 +R(iω)
, (1.22)
where ²(0) is the static dielectric constant and the complex function
R(iω) is determined using the expressions:
R(iω) = (iωτ1)
ν1 + (iωτ2)
ν2 ,
for an equivalent circuit for ²(iω) containing two resistor capacitor ele-
ments connected in parallel and
R(iω) = [(iωτ1)
−ν1 + (iωτ2)−ν2 ]−1,
for an equivalent circuit for ²(iω) containing two resistor capacitor ele-
ments connected in series.
Neither the HN nor the JDCF approach was able to fit the data in the
current work very well and therefore they will not be discussed any further.
They have been included here to complete the set of models in the literature
that were taken into consideration.
1.5 Temperature dependence
A number of expressions for determining and describing the temperature de-
pendence of the conductivity (σ) and the characteristic frequency (ν = ω/2pi)
of materials, which are based on various different models, can be encompassed
in the equation
σdc(or νp) = σ0(or ν0)T
n exp[−B/T q]. (1.23)
By setting q=1, n=0 and B = Ea
kB
in Equation (1.23), the Arrhenius
expression for pure non-polar semiconductors is obtained. Highly ionic solids,
where the large polaron mechanism operates, are described by setting q=1,
n=+1 and B = Ea
kB
in Equation (1.23) [Wang et al.73]. For polar ionic solids
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where the small polaron (hopping conduction) mechanism operates, q=1,
n=-1 or −3
2
, and B = Ea
kB
. A similar expression is obtained for conductivity in
which there is motion of actual ions rather than polarons which are exclusively
electronic in nature. For variable range hopping, q = 1
4
, n = 0 and B =
T
1/4
0 [Mott and Davies
74, Helgren et al.75]. σ0 and ν0 are pre-exponential
factors while Ea, kB and T0 are the activation energy, Boltzmann constant
and characteristic temperature respectively. Other values and combinations
of q, n and B have been suggested, by other authors and are associated with
various mechanisms. These will not be used in the current work.
1.6 Kramers-Kronig Relations
The Kramers-Kronig (K-K) relations, Equations 1.24 and 1.25, relate the
real part of an immittance function ψ′ to its the imaginary part, ψ′′. These
relations can and are used in this work, both to validate experimental data
(see Section 2.6.1) as well as for the analysis of the various relaxation and
other processes contributing to the measured data, as described later in this
section. In the first case, the immittance function utilized is the impedance
(real and imaginary) while for the later case, the K-K transforms of the real
and imaginary dielectric constants are considered
The K-K relations are,
ψ′′(ω0) = −2ω0
pi
P
∫ ∞
0
ψ′(ω)− 1
ω2 − ω20
dω. (1.24)
ψ′(ω0) = 1 +
2
pi
P
∫ ∞
0
ωψ′′(ω)
ω2 − ω20
dω. (1.25)
P indicates the Cauchy principal value of the integral which must be used in
order to deal with the singularity at ω = ω0. The K-K relations, which are
based on the principle of causality dictate that the real and imaginary part
of any immittance function are interdependent provided that the following
conditions are met [Macdonald and Urquidi-Macdonald76, Boukamp77]:
1. Causality: The response must be related to the excitation signal only.
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2. Linearity: The pertubation/response of the system is described by a
set of linear differential laws. Practically this condition requires that
the immittance be independent of the magnitude of the perturbation.
Inherently nonlinear responses, such as electrode effects, do not conform
to the transforms, except when the excitation signal is very small.
3. Stability: The system may not change with time, nor continue to oscil-
late when the excitation signal is removed, which requires the system
to be passive.
4. Finiteness: Immittance values must be finite for all values of ω, includ-
ing ω → 0 and ω →∞.
For practical application of the K-K transforms, the last condition is
not critical.
To separate out relaxation and conduction processes, the following forms
of the K-K relations are used [Steeman and van Turnhout78],
²′′(ω0) =
σdc
²0ω0
+
2
pi
∫ ∞
0
²′(ω)
ω0
ω2 − ω20
dω. (1.26)
and
²′(ω0) = ²∞ +
2
pi
∫ ∞
0
²′′(ω)
ω
ω2 − ω20
dω (1.27)
Note that pure ohmic conduction does not contribute to the real dielectric
constant, ²′. Therefore, the integral term in Equation (1.26) equals the relax-
ation loss, while the first term, σdc
²0ω0
pertains to the ohmic conduction losses.
Thus, if the relaxation losses are obtained by transforming the real dielectric
constant data using Equation (1.26), the ohmic conduction will be calculated
by subtracting the polarization loss from the actual measured loss [Steeman
and van Turnhout78].
Chapter 2
Experimental Methods
2.1 Introduction
In this chapter the various experimental methods used in sample preparation,
measurement and data analysis are described.
2.2 Sample preparation
A number of techniques were used to produce the samples analyzed in this
study and these are described below. In the case of the yttria-stabilized
zirconia (YSZ) and the liquid-phase-sintered silicon carbide (LPSSiC), the
samples were obtained by the author ready made. Samples of the polyester-
resin/silicon composite were produced by the author.
2.2.1 Yttria-Stabilized Zirconia Single Crystals
The grains of the polycrystalline YSZ ceramics are essentially tiny crystallites
of YSZ. Therefore, in order for the electrical properties of these grains to be
well characterized, single crystals of 3, 5.7 and 9.5 mole % YSZ grown by the
skull method (an rf-heated crystal growth process) were obtained from Zirmat
Corporation (Westford, MA 01886, U.S.A.). A single crystal of 12 mole %
YSZ was obtained from Dr. Tim Armstrong at the Oak Ridge National
Laboratory (Oak Ridge TN 37831-6186, U.S.A.). It was not possible to obtain
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single crystals of 8 mole % YSZ on the market. The cubic stabilized zirconia
crystals (9.5 and 12 mole % YSZ) were transparent, crack free and oriented
in the (100) direction. The tetragonal stabilized zirconia crystals (3 and 5.7
mole % YSZ) were obtained as lumps of up to 100 grammes in the As-Grown
condition. These lumps were opaque with various levels of cracking. Small
crack free specimens approximately 1 mm thick and about 12 mm across
at the widest point and with an irregular surface area, were cut from these
lumps, for the electrical measurements.
2.2.2 Yttria-Stabilized Zirconia Ceramics
Samples of 8 and 3 mole % yttria-stabilized zirconia, 8YSZ and 3YSZ respec-
tively, with varying grain sizes and in some cases with varying levels of silicon
dioxide (SiO2), as a deliberately introduced impurity, were sintered by Dr.
Tim Armstrong then at the Pacific Northwest National Laboratory (Rich-
land, WA99352, U.S.A.). Various grain sizes were obtained by varying the
sintering conditions (time and temperature) as well as by using different start-
ing powders. The samples were sintered from YSZ powders obtained from
Tosoh Corporation and Daiichi Kigenso Kagaku Kogyo Co. Ltd (DKKK).
The fused amorphous silicon dioxide powder, used as the deliberately intro-
duced impurity, was obtained from Alfa AESAR. The samples were sintered
in the form of 1 mm thick disks, approximately 23 mm in diameter.
A list of the polycrystalline YSZ samples studied and their preparation
conditions, as supplied by Dr. Tim Armstrong, are given in Tables 2.1, 2.2
Table 2.1: The pure 8 mole % yttria-stabilized zirconia ceramic samples
studied and the conditions under which they were sintered. (Data courtesy
of Dr. Tim Armstrong).
Sample Name
Powder
Manufacturer
Sintering
Temperature (◦C)
Sintering
Time (Hrs)
8YSZ-D1 DKKK 1350 2
8YSZ-T1 Tosoh 1350 2
8YSZ-D2 DKKK 1600 10
8YSZ-T2 Tosoh 1600 10
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Table 2.2: The pure 3 mole % yttria-stabilized zirconia ceramic samples
studied and the conditions under which they were sintered. (Data courtesy
of Dr. Tim Armstrong).
Sample Name
Powder
Manufacturer
Sintering
Temperature (◦C)
Sintering
Time (Hrs)
3YSZ-T1A Tosoh 1450 2
3YSZ-T1B Tosoh 1450 2
3YSZ-T2A Tosoh 1600 10
3YSZ-T2B Tosoh 1600 10
Table 2.3: The 8 mole % yttria-stabilized zirconia samples containing silica
and the conditions under which they were sintered. The YSZ powder was
manufactured by Tosoh. (Data courtesy of Dr. Tim Armstrong).
Sample Name
Silica
Content
(Weight %)
Silica
Content
(Volume %)
Sintering
Temp.
(◦C)
Sintering
Time
(Hrs)
8YSZ-SiO2-T1 0.1 0.3 1350 2
8YSZ-SiO2-T2 0.5 1.2 1350 2
8YSZ-SiO2-T3 1.0 2.7 1350 2
8YSZ-SiO2-T4 5.0 12.4 1350 2
8YSZ-SiO2-T5 10.0 23.0 1350 2
and 2.3. The sample names given in the tables will be used to refer to these
samples in the remainder of this work. From time to time, they will also
be referred to by their crystal structures, cubic stabilized zirconia (CSZ) for
the cubic 8 mole % yttria-stabilized zirconia (and the 9.5 and 12 mole %
single crystals) and tetragonal stabilized zirconia (TSZ) for the 3 mole %
YSZ samples and the 5.7 mole % yttria-stabilized zirconia single crystal.
2.2.3 Polyester-resin/Silicon Composites
A series of composites consisting of polyester-resin and various volume frac-
tions of high purity silicon powder (99.998%) obtained from GoodFellow Cam-
bridge Limited (Huntingdon Cambridgeshire England) were prepared. The
powder had an average particle size of 10 µm, measured, by the author,
using a Malvern particle size analyzer. The Malvern instrument uses a light-
scattering method to measure the powder particle sizes. The light source is
a helium-neon laser (λ ≈ 0.63 µm). The polyester-resin (Tradename Resin
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Table 2.4: The polyester-resin/silicon samples prepared.
Sample
Name
Proposed silicon
volume %
Measured silicon
weight %
Calculated silicon
volume %
PS0 0 0 0
PS4 4 8.3 4.1
PS5 5 9.3 4.7
PS8 8 17.6 9.3
PS12 12 22.3 12.1
PS16 16 28.9 16.3
PS20 20 35.3 20.7
PS24 24 41.7 25.5
PS28 28 47.1 29.9
PS32 32 51.8 34.0
PS36 36 53.7 35.7
1935) was purchased in the unpolymerized form. A catalyst (Tradename Bu-
tanox M50), to speed up the polymerization process, was also purchased from
the same source as the polyester-resin. Resin 1935, the catalyst and between 0
and ∼ 40 volume % silicon were thoroughly mixed by stirring and the mixture
was then left to set. The mixing was carried out until the onset of gelation
of the polyester-resin (approximately 10 minutes). This prevented the silicon
from settling. Care had to be taken during the stirring to minimize the for-
mation air bubbles, and therefore the need for a very slow stirring speed in
the highly viscous polyester-resin/silicon composite. The upper limit to the
amount of silicon that could be loaded into the polyester-resin was that for
which the polyester-resin could still bind together to make a stable compact,
without external pressure. From optical micrographs of the composites ob-
tained, in all cases, silicon particles were found to be completely surrounded
by the polyester-resin. 10 mm thick disks, 22 mm in diameter were cast in
teflon molds. The specimens were left in the molds for 36 hours to ensure
that the polymerization process had continued to completion, as per the sup-
plier’s instructions. The compacts obtained were able to fully retain shape
when removed from the molds. After removal from the molds, the specimens
were left for a further seven days surrounded by silica gel to prevent any ab-
sorption of moisture. After the seven days the samples were then annealed,
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in air at 160 ◦C, for 12 hours in a Carbolite type GLM11/3 muffle furnace.
The above procedure ensured that the samples’ electrical properties were sta-
ble at the temperature at which measurements were made. After annealing,
the initial 10 mm thick disks were sliced into 3 mm thick specimens, for the
measurements, using a Metal Research Ltd Type DS2 3-400 rev/min cutting
machine with a Buehler diamond wafering blade (Buehler, Inc. Lake Bluff, IL
60044 U.S.A.). A list of the polyester-resin/silicon composites produced and
the names used to refer to them, throughout the rest of this work, is given in
Table 2.4.
2.2.4 Liquid-Phase-Sintered Silicon Carbide
Samples of liquid-phase sintered silicon carbide were prepared by Mrs An-
toinette Can at the University of the Witwatersrand, Johannesburg, South
Africa and at the Fraunhofer Institute for Ceramic Technologies and Sintered
Materials, Dresden, D-01277, Germany. Commercially available powders of
alpha-SiC (UF-15, H.C. Starck), Y2O3 (fine grade, H.C. Starck) and Al2O3
(AKP-50, Sumitomo) were used as the starting materials. Compositions with
10 weight% sintering additives consisting of varying mole ratios of yttria to
alumina, (Y2O3 : Al2O3 : 1 : 4, 3 : 5, 1 : 1, 4 : 2, 4 : 1) and one case (LPSSiC-
HPX) Y2O3 : SiO2, were milled in a planetary ball mill for 2 hours, using
triethylene glycol (Sigma-Aldrich; 0.5 weight %) and Triton X-100 (Sigma
Aldrich; 3 weight %). The densification techniques chosen were hot pressing
(HP) at 1925 ◦C for 30 minutes and gas pressure sintering (GPS) at 1925 ◦C
for 60 minutes, at a final Argon gas pressure of 80 bars. Additional heat
treatments were carried out on some hot pressed samples (HTHP) at 1925 ◦C
for 8 hours in 80 bars argon. A list of the LPSSiC samples studied, the com-
positions of the sintering additives as well as the sample names used in the
rest of this thesis is given in Table 2.5.
In addition to the above, single crystals of 6H silicon carbide, as well as
solid-state-sintered silicon carbide samples, were obtained from Dr Mathias
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Table 2.5: The liquid phase sintered silicon carbide samples studied, the
conditions under which they were prepared and the sintering additives. *
Does not contain alumina. The preparation techniques are described in the
text. (Data courtesy of Mrs A. Can).
Sample Name
Preparation
Technique
Sintering Additive
Composition
(mole ratio)
LPSSiC-HP1 HP 3Y2O3 : 5Al2O3
LPSSiC-HP2 HP 4Y2O3 : 2Al2O3
LPSSiC-HP3 HP 1Y2O3 : 1Al2O3
LPSSiC-HP4 HP 4Y2O3 : 1Al2O3
LPSSiC-HP5 HP 1Y2O3 : 4Al2O3
LPSSiC-HPX* HP 0.7Y2O3 : SiO2
LPSSiC-GPS1 GPS 3Y2O3 : 5Al2O3
LPSSiC-GPS2 GPS 4Y2O3 : 2Al2O3
LPSSiC-GPS3 GPS 1Y2O3 : 1Al2O3
LPSSiC-GPS5 GPS 1Y2O3 : 4Al2O3
LPSSiC-HTHP1 HP+HT 3Y2O3 : 5Al2O3
LPSSiC-HTHP2 HP+HT 4Y2O3 : 2Al2O3
LPSSiC-HTHP3 HP+HT 1Y2O3 : 1Al2O3
LPSSiC-HTHP5 HP+HT 1Y2O3 : 4Al2O3
Herrmann of the Fraunhofer Institute for Ceramic Technologies and Sintered
Materials, Dresden, D-01277, Germany.
2.3 Non-Electrical sample characterization
To enable correlations to be made between the electrical properties and the
composition and microstructure of the composite materials, a number of their
other physical properties must be known. To obtain these physical properties,
various methods of characterization were used and are described here.
2.3.1 Microscopy
The morphology of the yttria-stabilized zirconia and the liquid-phase sintered
silicon carbide samples was obtained by studying the samples using scanning
electron microscopy (SEM). This work was carried out by Dr. Tim Arm-
strong, in the U.S.A. and by Mrs. Antoinette Can, using a Philips Field
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Emission Scanning Electron Microscope (FESEM), at the Element Six Lab-
oratories in Springs, South Africa respectively. Sample grain sizes and, in
the case of the LPSSiC, grain size distributions and contiguity values, were
obtained from the scanning electron micrographs, using image analysis soft-
ware obtained from Philips and other vendors. The determination of grain
sizes from micrographs is further discussed in [Han and Kim79,80, Muirhead
et al.81, Roebuck82 and the references therein]
The distribution of the silicon in the polyester-resin/silicon composites was
analyzed using a Carl Zeiss Axiotech optical microscope (25HD G/180587)
and the associated Axiotech 3.1 image capture software. Images were cap-
tured using a CCD camera attached to the microscope and controlled by Ax-
iotech 3.1 software. Magnifications between 50X and 1000X were used. To
prepare the specimens for optical microscopy, they were polished with 200 and
100 grit silicon carbide paper and finished off with a polishing cloth and 1 µm
alumina paste (Leco Corporation Joseph, MI 49085 U.S.A.). The polishing
was carried out on equipment obtained from Leco and Struers (Copenhagen,
Denmark) . This procedure gave a shiny polished surface.
2.3.2 X-Ray Diffraction and Rietveld Analysis
To further investigate the properties of the constituent phases, the YSZ and
LPSSiC ceramic samples were studied by X-Ray diffraction again by Dr.
Armstrong, in the U.S.A. and Mrs. Can at the Fraunhofer Institute for Ce-
ramic Technologies and Sintered Materials, Dresden, Germany(using an RD7
Seifert-FPM X-Ray Diffractometer and “Autoquan” software to do Rietveld
calculations). This enabled the sample phases to be identified and, with use
of Rietveld analysis for the LPSSiC, the relative amounts of the various SiC
polytypes and the crystalline grain boundary phases could be obtained.
2.3.3 Other characterization
The densities of the samples were determined by the Archimedes principle as
described in ASTM83 standard C373-88.
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Further studies of other LPSSiC properties, such as the hardness and
toughness, were made by Mrs. Can and are reported in Can84 and in publi-
cations in preparation.
2.4 Electrode preparation
Reliable and accurate electrical measurements require samples to have well
bonded, low resistance electrodes. For this study, the sample material was
sandwiched between a pair of electrodes bonded to its surface, so as to form a
parallel plate capacitor (Figure 2.1). A number of errors can be introduced in
the measurement due to poor contact between the electrodes and the sample
surface. These may include the appearance of features that may be incorrectly
interpreted as being due to the components of the sample material [Mason
et al.85, Schaumburg86, Beltra´n et al.87].
To obtain well bonded electrodes, for the YSZ and LPSSiC samples, the
sample surfaces, already polished to 1 µm, were first cleaned in acetone for
approximately 15 minutes in an ultrasonic bath to remove any organic ma-
terial, from handling. A layer of colloidal gold paint, as used in decorative
ceramics, was then painted onto each clean sample surface using a fine artists’
paint brush. The sample was then left in air for a few minutes (∼ 10) to al-
low most of the solvent to evaporate. After 10 minutes or so, the surface was
examined and it was possible to ascertain if there were any major flaws in the
gold coating. If any flaws were detected, the surface was further painted over
and again left to dry. Evaporation of the solvent was speeded up by placing
the sample under a 60 Watt incandescent light bulb.
When a uniform painted surface had been obtained the coated sample
was then placed in the Carbolite type GLM11/3 muffle furnace where it was
heated to 750 ◦C at 600 ◦C/hr in air. The temperature was maintained at
750 ◦C for 10 minutes, to ensure that all the binder of the colloidal gold had
burnt off, after which the samples were naturally cooled to room temperature.
Estimates of the thickness of the coat, obtained from weighing the samples
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Sample Diameter
Sample 
Thickness
Sample Material
Electrodes
Electrode 
Thickness
Figure 2.1: Samples for electrical measurements were prepared in the form
of parallel plate capacitors. Wherever possible, samples of regular geometry,
and in particular disk shaped samples, were used. However, in some cases,
such as for the 3 and 5.7 mole % YSZ single crystals, it was not possible to
obtain specimens with a regular geometry. The use of samples with irregular
geometries often leads to the increase in the uncertainty of the measured
sample geometric factor.
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before and after applying electrodes, gave a figure of approximately 3000
A˚. Coats of this thickness were found to be the most robust and to remain
undamaged during the electrical measurements. If the coats were too thin
they would easily be scratched off the surface and if they were too thick
they flaked off the surface. In a few cases, such as for the polished 9.5 YSZ
single crystal, which came with highly polished surfaces, the application of
electrodes had to be attempted more than once as the electrodes initially
partially peeled off the surface after annealing. In these cases, the earlier
electrode was first gently polished off and the surface was again cleaned, as
described above, before the application of the new electrode coating.
For the polyester-resin/silicon composites, where measurements were only
carried out at temperatures less that 200 ◦C and where the samples could not
be heated to the firing temperature required for the gold electrodes, silver
electrodes, prepared at room temperature, were used. Colloidal silver (Elec-
trodag 1415, Acheson Industries) was applied onto the sample surface using
a soft brush. After fully curing and the stabilization heat treatment, the
polyester-resin was found not to readily dissolve in the solvent in which the
colloidal silver was suspended (amyl-acetate). In spite of this, the solvent was
evaporated rapidly to ensure that there was as little contact time as possible
with the sample surface, to minimize the chance of any of the polyester-resin
dissolving and forming an insulating layer. This was done by speeding up
the evaporation of the solvent as described above. After drying, the conti-
nuity of each electrode was tested by checking that the resistance between
any two extreme points was less the 1 Ω on a Wavetek (DM28XT) resistance
meter. Where electrodes did not meet this specification, they were polished
off using 200 grit Silicon Carbide paper and reapplied. The samples, ready
for measurement were stored, covered in silica gel, to minimize the absorption
of moisture.
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2.5 Dielectric and conductivity measurements
2.5.1 The oven and sample holder for electrical mea-
surements
In order for electrical measurements to be made at high temperatures and
in a suitable atmosphere, an appropriate oven and temperature controlled
sample holder had to be designed and made.
Figure 2.2 shows the oven for carrying out electrical measurements in a
suitable atmosphere. This oven was constructed double walled to minimize
the transmission of heat between the inner chamber, 1, in Figure 2.2 and the
outside environment. Most measurements of the composite materials’ electri-
cal properties were carried out at a vacuum of ∼ 10 milliTorr obtained with
an Edwards “2 stage 8” rotary vane pump (BOC Edwards, Sussex, United
Kingdom). This vacuum, used so that the atmosphere (partial pressure of
nitrogen and/or oxygen) dependence of the properties of the samples would
not be a factor in the data analysis, was monitored by Balzers TPR 010 gauge
heads connected to a Balzers PKG010 Pirani-Cold Cathode gauge.
Pumping down the inner chamber of the oven, into which the sample
holder was placed, was done through port 2 in Figure 2.2. For thermal insu-
lation, the space between the walls of the oven was pumped down to a rotary
pump vacuum through the port 3. High vacuum valves were used to isolate
the pumping line for the inner chamber and that for the space between the
walls of the oven. This minimized the volume needing to be pumped down
when it was not necessary that both vacuums be broken and it enabled dif-
ferent atmospheres to be maintained in the two spaces. Heating wire was
wound onto the outside of the oven, 4 and together with a thermocouple
enabled the temperature at the wall to be controlled. This helped to mini-
mize the temperature gradient from the inner chamber outward and therefore
made it easier to maintain a constant temperature at the sample stage. A
layer of thermally insulating ceramic fibre was also placed over the wire on
the outside wall of the oven. This fibre was in turn wrapped in shiny heavy
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Figure 2.2: The oven of the high temperature measurement system. The
various labeled components are describe in the text.
duty aluminium foil which helped minimize loss of heat by radiation. Extra
ports, 5, were maintained for pumping cooling gas into the space between the
walls of the oven.
A sample holder, suitable for measurements at high temperatures, Fig-
ure 2.3, was also designed and constructed. The sample stage and lower
electrode consisted of a pair of copper plates, connected to the upper flange
by a set of steel wires, acting as both structural supports and electrical con-
tacts. A platinum sheet was screwed down onto the sample stage to form a
clean primary contact point with the sample. Adequate clearance was left
between the sample stage and the walls of the oven to prevent any electrical
or thermal contact being made. As a further precautionary measure, alumina
spacers were mounted onto the bottom plate of the stage, slightly protruding
from it, to minimize thermal and electrical conduction between the sample
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Sample Stage (copper)
A PT100 platinum resistance 
thermometer is thermally bonded to 
the upper plate. 
Quartz tube
Thermocoax Heating Element
2 of 4 BNC 
Terminals
Alumina spacer (1 of 3)
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Port for introduction of gases to control
the atmosphere for the measurement.
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Figure 2.3: The sample holder designed and constructed for measurements
at high temperatures.
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stage and the inner oven wall, in the event of contact being made during the
heating or cooling process.
Two meters of Thermocoax heating element (Thermocoax, France), was
wound in-between the two copper plates forming the base and lower electrode.
The resistance of this length of the Thermocoax was impedance matched for
obtaining the maximum power output from the temperature control unit as
per the manufacturers’ instructions. Mounted upon the sample stage was a
PT100 platinum resistance thermometer. Having the heating element and
the thermometer in close proximity to the sample enabled maximum heating
and temperature control to be obtained.
A copper upper electrode was kept firmly pressed onto the sample, via
a spring, by a quartz tube upon which a constant load was applied through
a sliding o-ring. The quartz tube ensured minimal electrical and thermal
contact between the sample and the oven walls while the spring protected the
fragile quartz from breakage due to the movement from the expansion and
contraction of other parts of the unit.
Various gases, such as nitrogen, could be introduced into the measurement
oven through a port at the top of the sample holder, when such as atmosphere
was required. In this design, an oxidizing atmosphere could not be maintained
for long periods at high temperatures because of the copper components of
the sample holder which would be oxidized.
2.5.2 The measurement setup
Figure 2.4 shows the basic setup for a dielectric measurement. An ac ex-
citation signal produced by the generator is applied to the sample and the
complex voltage across the sample U∗ and the current I∗ as well as the phase
shift between the current and the voltage are measured. The complex parallel
capacitance of the sample C∗p is then
C∗p = −i
I∗
ωU∗
− Cedge,
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CedgeCp*U*
I* Is*
Figure 2.4: The general setup for a dielectric measurement. (Figure adopted
from Schaumburg86).
where Cedge denotes edge effects. Edge effects can be partly corrected for and
this was done by the measurement software, as described in [Schaumburg86
and Novocontrol88].
The sample impedance is then
Z∗s = −
i
ωC∗p
.
Other immittance data is calculated from the above using the functions
in Table 1.1.
Greater detail on how the ac measurement is carried out, using the Novo-
control Broad Band Dielectric Converter (BDC) and Solartron SI1260 Imped-
ance /Gain-Phase Analyzer as a generator and detector, is shown in Fig-
ure 2.5. The generator (Solartron SI1260) drives the sample with the voltage
Us which is directly measured with channel I (Ch I, in the figure) of a vector
voltage analyzer (VVA; Solartron SI1260). The current Is is measured with
the VVA’s channel II (Ch II) after it is transformed by a current to voltage
converter. The VVA uses the same principal as lock-in amplifiers. Two inter-
nal harmonic reference signals, shifted by 90◦ in phase, are multiplied with
the measured signal. After averaging over many periods, both signals corre-
spond directly to the input signal’s real and imaginary parts [Novocontrol90
and Schaumburg89].
A schematic of the experimental setup used for carrying out the ac and
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Figure 2.5: Detailed setup of a dielectric measurement using the Novocon-
trol BDC + Solartron SI1260. (Figure adopted from Schaumburg89).
dc measurements in a suitable atmosphere and at controlled temperatures is
shown in Figure 2.6. Either the Novocontrol Broadband Dielectric Converter
(BDC) and/or the Solartron SI1260 were used for the ac conductivity mea-
surements. The BDC + Solartron combination is a two probe arrangement
with an impedance measurement range of 10 Ω to 200 TΩ at frequencies
ranging from 10 µHz to 10 MHz and a tan(δ) resolution < 0.1 mrad [Novo-
control90]. The Solartron SI1260 on its own is configured for four probe mea-
surements and has an impedance measurement range of 10 mΩ to 100 MΩ
at frequencies ranging from 10 µHz to 32 MHz and a tan(δ) resolution < 4
mrad [Novocontrol90]. The dielectric spectrometers (the BDC and Solartron
SI1260) were connected to a controlling computer on an IEEE bus. The mea-
surements were setup and run using WinDETA 3.4 software (Novocontrol
GmbH, Hundsangen, Germany).
For most measurements, sample excitation voltages of 1.5 V for the BDC
+ Solartron combination and 0.7 V for the Solartron SI1260 on its own were
used. In measurements where the voltage dependence of the sample properties
was being investigated in detail, other excitation voltages were used and these
will be indicated. No dc bias voltage was applied to the sample in any of
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Figure 2.6: A schematic of the instrumentation setup for taking ac and dc
measurements in a suitable atmosphere and at controlled temperatures. The
broad arrows indicate measurement connections (2 or 4 probe), while the sin-
gle arrows indicate both analogue and digital data flow between instruments.
T are the primary temperature control hardware (thermometers and heating
elements) mounted onto the sample holder and on the oven, while V are the
vacuum control hardware (gauge heads, pumps) mounted onto various vac-
uum lines leading into and out of the oven. Note that vacuum gauges only
monitor the state of the vacuum, there is no control signal to the pumps.
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the measurements discussed in this work. Where the electrical properties of
interest were in the optimum frequency and resistance range of both the BDC
+ Solartron and the Solartron 1260 on its own, both configurations were used
for cross checking purposes. Mason et al.85 and Dygas et al.91 assert that the
comparison of the results obtained by two and four probe techniques is crucial
for avoiding erroneous interpretation of impedance spectroscopy data.
Sample temperature was monitored and controlled to±0.5 ◦C by a LakeShore
DRC93-CA controller (LakeShore Cryotronics Inc. Westerville, Ohio, U.S.A.).
This controller received input from the PT100 platinum resistance thermome-
ter mounted on the sample stage and drove the Thermocoax heating ele-
ment, wound between the plates making up the stage, via a Hewlett Packard
(HP 6274B) dc power supply (Hewlett Packard Berkeley Heights New Jer-
sey U.S.A.) acting as a current amplifier. Edwards rotary vane pumps were
used to maintain a vacuum of ∼ 10 milliTorr which was necessary to protect
the copper components in the sample holder from oxidation as well as for
providing a suitable atmosphere for measuring sample electrical properties
known to be atmosphere dependent. Dc measurements were also carried out
in conjunction with the ac measurements. These were mainly for use in cross
checking and validating the low frequency ac data. A Keithley 617 Elec-
trometer (Keithley Instruments Inc, Cleveland, Ohio, U.S.A.) in V/I mode
[Keithley92] was used for measuring impedances greater than 1 MΩ and a
combination of a LakeShore 120 Current Source and Prema 5000 Digital
Multimeter (Prema, Mainz, Germany) was used for measuring resistances
below this value. A Wavetek DM28XT multimeter (∼ 0 Ω− 2 GΩ; Wavetek
Corporation, Instruments Division, San Diego, U.S.A.) and a Keithley 614
Electrometer (1 Ω − 200 GΩ) were also used in the appropriate resistance
ranges.
The measurements on the silicon carbide samples at liquid nitrogen tem-
perature were carried out by placing the sample in a long glass walled sample
holder and then suspending this in a liquid nitrogen dewar.
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Non-linear voltage dependence as well as some low temperature mea-
surements on the liquid-phase-sintered and solid-state-sintered silicon carbide
samples were carried out by the present author, on Novocool and Novotronic
Systems at the Advanced Materials and Processing Branch, NASA Langley
Research Center (NASA-LaRC), Hampton VA., U.S.A.
2.6 Data manipulation and analysis procedures
Ac conductivity measurements generate a large amount of data which can
be represented and analyzed in a variety of ways. For each sample there
may be say 50 frequency points, at each temperature, where a measurement
is carried out and typically 7 or more temperature points per sample. This
poses a major challenge in order that all this data is analyzed in a systematic
manner. To aid the process, a number of procedures were developed for
automated data handling and implemented as Mathematica notebooks and
packages. Some of these procedures utilized techniques that are, to the best
of this author’s knowledge, first described in this work.
2.6.1 Data validation using the Kramers Kronig Trans-
forms
Before experimental data is fully analyzed, it is often useful if there is some
way of validating it. This enables experimental errors to be detected and
eliminated and avoids incorrect conclusions being drawn from erroneous data.
One way of validating impedance spectroscopy data is through the Kramers-
Kronig transforms (see Section 1.6).
In principle, the K-K transforms requires an infinite frequency range,
which is not available in practice. However, numerical approximations can
be made that enable the practical use of the relations. A numerical integra-
tion algorithm suggested by Brather93, further developed by Steeman and
van Turnhout78 and implemented as a Mathematica notebook by Bange and
Blischke94 and altered by this author to automatically handle multiple data
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files, was used in this work.
The forms of the K-K relations used for data validation are [Boukamp77,
Agarwal et al.95]:
Z ′′(ω0) = −2ω0
pi
∫ ∞
0
Z ′(ω)− Z ′(ω0)
ω2 − ω20
dω (2.1)
and
Z ′(ω0) = Z ′∞ +
2
pi
∫ ∞
0
ωZ ′′(ω)− ω0Z ′′(ω0)
ω2 − ω20
dω. (2.2)
These expressions are obtained by substituting the impedances into the K-K
equations for the general immittance function, Equations 1.24 and 1.25.
For data validation, imaginary impedance data was calculated from nu-
merical integration of the experimentally measured real impedance data, us-
ing the Mathematica notebook described above. The calculated and experi-
mental imaginary impedance data was then compared. For a valid measure-
ment, the calculated data and the experimental data should be essentially
the same, save for some minor discrepancies due to the approximations used
in the numerical integration process.
2.6.2 Preparation of data for detailed fitting and the
separation of impedance arcs
The steps described in this section were carried out before or after the data
validation process (Section 2.6.1).
A systematic procedure for the initial manipulation of the data was de-
veloped. This procedure enabled data obtained as ASCII files from the
WinDETA software controlling the measurement (see Section 2.5.2), to be
converted into forms more suitable for displaying, interpretation and fitting.
The version of the measurement control software used in this work, WinDETA
3.4, allowed for at most 8 columns of data at a time to be exported as ASCII
files. Two of these were the independent variables, frequency and time and six
dependent variables of the user’s choice. The dependent variables exported
by this author were the real dielectric constant and the dielectric loss, the real
and imaginary conductivities and the real and imaginary impedances. Even
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though variables other than the above could also have been obtained, it was
decided to calculate these, as required at the point of use, using the stan-
dard relations in Table 1.1. Maintaining a compact set of data minimized the
time consuming shuttling between the measurement control and data analysis
computers, which sometimes leads to file mixups.
Note that the separation of arcs using the derivatives, tan(δ), 1/ tan(δ)
and the imaginary impedance, −Z ′′, steps 4 to 7 in the procedure listed below
will be further discussed later in this section.
The automated data manipulation procedure was applied as follows:
1. Initial data formatting operations. Log[ω] was evaluated from the cyclic
frequency, f (ω = 2pif). Conductivity values, given in (Ωcm)−1 by
WinDETA, were converted to SI units and the sample geometric factor
independent specific impedances Z ′ and Z ′′ were calculated. At each
frequency point, values of the real and imaginary modulus (M ′ andM ′′)
as well as tan(δ) and 1/ tan(δ), used in arc separation, were calculated
and two pairs of columns consisting of these values was added to the
already existing data columns. The loss factor, tan(δ) is defined as:
tan(δ) =
²′′
²′
= −Z
′
Z ′′
.
2. Data selection. Unrealistic or obviously nonphysical values, particulary
those occurring at the extremes of the available frequency range, where
the measuring instruments were really operating at their limit, were
removed.
3. Check for data consistency. After elimination of unrealistic data points,
most sample data varies in a smooth manner, and with some degree of
monotonicity (increasing or decreasing) as a function of the frequency.
Checks were carried out to ensure that the data was varying as expected.
If several points were not varying in the expected manner, they may
have, after careful deliberation, been removed from the analysis.
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4. Derivatives calculation. The first and second slopes of the imaginary vs
real impedance, dZ ′′/dZ ′ and d2Z ′′/dZ ′2 were numerically calculated.
As described below, these derivatives were a key tool in accurately de-
termining the regions of overlap between the impedance arcs and some-
times for indicating the start or finish of an arc for which there was
insufficient data.
5. Determination of turning points. Maxima and minima in the imaginary
impedance, the impedance derivatives, tan(δ) and 1/ tan(δ) data were
determined.
6. Arc separation. The information on the turning points was used to
determine the region in which the arcs overlap. Separate arcs were
obtained by taking only the data on either side of the overlap region.
The use of the turning points data, to determine the arc overlap regions,
is further explained in the pages that follow.
7. Separated arc cleanup. The separated arcs from step 6 were further
analyzed to check for any distortions indicative of contributions from
neighboring overlapping arcs. These distortions, if found, were removed
by a procedure to be described below.
8. Data storage. The separated arcs, with electrode arcs removed, as well
as combined arcs in the frequency range covered by the clean separated
arcs were stored for further analysis. The latter data represented the
properties of the composite free of erroneous points.
The above procedure was implemented as a Mathematica notebook, to-
gether with the associated packages (sub-programs). These are all however
too long and complex to be included in this thesis.
Other impedance data representation formats to enable the identifica-
tion of contributions to the spectra have been suggested by various authors.
Abrantes et al.96,97,98 describe and demonstrate the use of a representation
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based on Z ′ vs (Z ′′/f) and the corresponding derivative dZ ′/d(Z ′′/f), where
f is the frequency, in hertz.
In their work Ruiz-Morales et al.99 describe an impedance data represen-
tation using the derivative of the tangent of the phase angle which allows
discrimination between impedance processes within a factor of 2 in their re-
laxation frequencies for processes of similar strength. Further references to
other procedures for resolving the contributions of the components to the
impedance spectra of composites can also be obtained in this work.
Arc separation using the impedance derivatives, imaginary impedance,
tan(δ) and 1/ tan(δ), is a procedure that enables the frequency regions where
the contributions to the impedance spectrum are dominated by a single com-
ponent to be identified. This procedure, which can be readily implemented
by computer and used to obtain parameters for use in detailed fitting of the
data is described below. No assumptions about the source of the contribu-
tions leading to the arcs, such as the circuit elements used in equivalent circuit
based fitting programs like that used in Boukamp6, Santos and Domingues100
and by other authors, are required here. At this stage, no particular physical
model is chosen for the dispersive properties of the components of the com-
posite, as is done in Pizzitutti and Bruni101. The data need not be described
by an equivalent circuit or any other model at all, including those used in
this work. Characteristic trends in impedance spectroscopy data and the
mathematical properties of semicircles (and depressed semicircles) are uti-
lized instead. Derivatives can be used to highlight features in the impedance,
modulus or any other representation which gives arcs in the complex plane.
For practical arc separation, the derivatives data must be used together with
other representations to increase robustness and noise immunity as discussed
below using the impedance derivatives. The procedure is very fast as it does
not require least squares fitting, which often takes a lot of time and manipu-
lation of starting parameters, for a good fit to be obtained. All computation
steps are mostly simple data manipulation.
Separation of arcs using the first and second derivatives data as well as the
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imaginary impedance and tan(δ) data is based on finding regions (frequency
or real impedance) for which all or some combination of the following is true:
1. The region is bordered by a maximum and minimum in the derivative,
dZ ′′/dZ ′.
2. The region contains a peak in the second derivative, d2Z ′′/dZ ′2.
3. The region features a peak or trough in tan(δ) or 1/ tan(δ).
4. The region features a trough in the imaginary impedance or at least
does not contain any of the peaks in the imaginary impedance, −Z ′′.
In practice, not all of the above conditions are always met. For example
large overlap of the arcs can lead to there being no clear troughs in the
imaginary impedance data. Further, noise in the experimental data often
makes it difficult to detect whether or not the conditions are met. Some
stray points could be misinterpreted as being a peak. In cases where most of
the above conditions are not met, the arc separation algorithm fails. This was
found to occur in less than 10% of the data studied in this work. Usually, a
combination of some of the conditions above is sufficient to clearly identify the
arc overlap region and therefore to separate the arcs. Note that the procedure
is based on finding turning points (local maxima or minima) in the data which
can readily be picked out by a computer program. More complex features in
the data such as shoulders, where there is a change in the magnitude but not
sign of a slope are generally more difficult to directly pick out as this change
can occur slowly. To increase the probability of obtaining clearly identified
arc overlap regions, the different data representations (derivatives, tan(δ),
1/ tan(δ), imaginary impedance) are all used, because peaks (and troughs)
occur in them at slightly different but related frequencies, giving a range of
easily detectable indicators of the arc overlap regions.
The patterns in the data on which the separation process is based and
which the program detects are further described below:
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Figure 2.7: A semicircle (top) and the characteristic first and second deriva-
tives (middle and bottom respectively). The particular shape of the deriva-
tives, i.e. asymptotic at the ends and nearly flat in the middle is used in
impedance arc separation as a means of identifying when an arc is or is not
distorted by the presence of neighboring arcs.
• Figure 2.7 shows a semicircle and its first and second derivatives. Each
of these derivatives has a characteristic shape. The first derivative has a
positive asymptote, goes through zero and ends with a negative asymp-
tote. The second derivative has negative asymptotes at either end,
separated by a relatively flat region. Whenever there is an overlap of
semicircles, the asymptotes in the derivatives of the individual semicir-
cles are modified to local peaks and troughs, whose amplitude depends
on the amount of overlap.
It is these characteristic shapes/patterns which are used in the current
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Figure 2.8: The complex impedance plane plot (top), the first derivative
(middle) and the second derivative (bottom) of simulated composite data. In
this case the arcs A and B only overlap slightly and therefore the turning
points (maxima or minima in the slopes), forming the boundaries of the
overlap region, X, are clearly observed. The arrows on the slopes indicate the
direction of the asymptotes for the individual arcs, had these arcs not been
overlapping. (see Figure 2.7).
procedure to identify the overlap region. Figure 2.8 shows arcs that
overlap slightly and their characteristic first and second derivatives.
The derivatives are shown using an expanded frequency scale in the
slope vs log(ω) plot in Figure 2.9. The key points to note, in the figures,
are the local maxima and minima of the first and second derivatives in
the region labeled X, which corresponds to the overlap region in the
complex impedance plane plot. In practice, X is defined to be a few
points (user defined) outside the zone bounded by the maximum and
minimum of the first derivative.
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Figure 2.9: The first and second derivatives of simulated composite data fea-
tured in Figure 2.8, this time plotted as a function of log(ω). This highlights
the arc overlap region X. The points in this region do not belong exclusively
to either arc A or B and therefore they are dropped from the individual arc
data, in the arc separation process. Note though that they are still part of
the combined data for the composite. The arrows on the slopes indicate the
direction of the asymptotes of the individual arcs had these arcs not been
overlapping. (see Figure 2.7).
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Figure 2.10: The complex impedance plane plot (top), first derivative (mid-
dle) and the second derivative of simulated composite data. In this example,
there is greater overlap of the arcs than in the previous case and the turning
points in the derivative data are not as sharp as in the previous example.
However, there are still sharp enough to be readily picked out by a peak
seeking routine.
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Figure 2.10 shows arcs that overlap by a greater amount than those in
the previous case and the characteristic derivatives. These derivatives
are shown using an expanded frequency scale in the slope vs log(ω) plot
in Figure 2.11. The same key features seen when the arcs overlapped
slightly are observed, but on a reduced scale. However, the extent of
the overlap region can again be determined from the local maximum
and minimum in the first derivative. The peak in the second derivative
centered in this same region serves as part of the conformation to its
being the overlap region.
The arc separation procedure is based on finding series of points in the
actual experimental data whose structure corresponds to that of the
region labeled X in Figures 2.8 to 2.11. When looked at in the slope vs
log(ω) plots, this requires that there is a maximum and a minimum in
the first derivative bracketing a peak in the second derivative.
Unfortunately, the arc overlap regions cannot always be conclusively
identified from the derivatives data alone. Often, noise in the exper-
imental data, which is amplified when the derivatives are computed,
may cause features that are not true turning points to be incorrectly
identified as turning points and therefore potentially lead to the wrong
identification of overlap regions. In practice, there are not always as
many experimental points as those shown in the previous figures from
which the overlap region can be identified. Therefore, a decision has
to be made as to the minimum number of points that must match the
pattern for the overlap region to be deemed identified. A balance needs
to be struck between aggressive searching for overlap regions, which
calls for the number of points needed to identify such a region to be
small and conservative searching where more points are required and
which leads to greater certainty that only genuine overlap regions are
identified as such.
For example, a conservative search routine which calls for at least 5
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Figure 2.11: The first and second derivatives of the simulated composite
data featured in Figure 2.10, this time plotted as a function of log(ω). This
highlights the arc overlap region X. The points in this region do not belong
exclusively to either arc A or B and therefore they are dropped from the
individual arc data, in the arc separation process. Note though that they are
still part of the combined data for the composite.
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Figure 2.12: Two peaks are shown for which there is a different number of
points by which they can be identified. A conservative routine would only
find the one at the top and not that at the bottom and would not have any
problems with the spurious point (red dot). On the other hand, an aggressive
routine would find both the peaks but is also likely to identify the spurious
point as being a peak.
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points to clearly identify a peak would pick out the peak at the top of
Figure 2.12 but not the one at the bottom. It would also not have any
problem with the spurious data point shown in red in the figure. On
the other hand, a more aggressive routine which requires only 3 points
to identify a peak would locate the peaks in both the top and bottom
plots in Figure 2.12 but would also likely indicate that the spurious
point qualifies as a peak. The current routine uses an adjustable sen-
sitivity for peak detection and ensures that the overall pattern in the
data, including the positions and number of peaks identified, matches
that expected for overlapping arcs. In the current analysis procedure
the derivative turning points are stored as potential boundaries to the
overlap regions and further analysis, based on the other data represen-
tations, (tan(δ), 1/ tan(δ) and imaginary impedance), is carried out to
conclusively identify any of these as the correct boundaries of overlap
regions.
• As shown in Figures 2.13 and 2.14, a feature such as a peak, trough or
asymptote in the tan(δ) or 1/ tan(δ) plot corresponds to some feature
of interest in the sample impedance plot, such as a peak (indicating the
characteristic frequency of a contributing component) or an arc overlap
region (see Figures 2.8 to 2.11). The peaks or troughs do not identify
any clearly defined boundaries and therefore they cannot be used in
themselves to map out overlap regions. However, they do give some
indication of where the overlap regions are.
The following features of the tan(δ) and 1/ tan(δ) and imaginary imped-
ance data, which are illustrated in Figures 2.13 and 2.14 are used in the
arc separation process:
1. At the ends of arcs (individual or a series of overlapping), where
Z ′′ → 0 and sometimes Z ′ → 0 (high frequency end), there is an
asymptote in tan(δ) or 1/ tan(δ) (recall that tan(δ) = −Z ′′/Z ′).
This is observed in the regions labeled 1 and 4 in Figures 2.13 and
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2.14 and therefore identifies these as the start and end positions of
the arcs.
2. Where there are arcs overlapping, Z ′′ → 0 for each of the arcs and
therefore what would have been asymptotes in tan(δ) are modified
to peaks, due to the influence of both the overlapping arcs. This
is the peak labeled 2 in the figures. In Figure 2.13, this peak coin-
cides with a trough in −Z ′′ therefore confirming that it is indeed
in the overlap region. Note also that this is the same region X
identified earlier using the derivatives and which was linked to the
overlap region in the complex impedance plane plot. Figure 2.14
shows that in the case where there is a great amount of overlap
between the arcs, there is only a shoulder in −Z ′′, but there is still
a clearly identifiable peak in tan(δ), which can be readily detected
by computer.
3. Peaks (troughs) in 1/ tan(δ) (tan(δ)) also occur near the imag-
inary impedance peaks, where −Z ′′ becomes large for relatively
small values of Z ′. These peaks lie at frequencies close to those of
the imaginary impedance peaks and are therefore readily associ-
ated with them rather than being mistaken as indicating overlap
regions. The peaks (troughs) labeled 3 in Figures 2.13 and 2.14
are examples of 1/ tan(δ) peaks that lie close to the imaginary
impedance peaks.
While in the case of arcs that just overlap, the peaks and troughs in
the imaginary impedance and the complex impedance plot appear distinct
enough to be used by themselves to determine the key points of the arcs,
this is not always the case with real experimental data, in which there are
various degrees of overlap and noise in the data and therefore the need for
the confirmations using different data representations.
In the next step of the analysis, part of the procedure, outlined above,
is repeated on each of the separated arcs. The slopes of these arcs and the
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Figure 2.13: The key points in typical tan(δ) and 1/ tan(δ) curves (top)
used in determining arc overlap points, and how they relate to key points
in the imaginary impedance plot (bottom). The significance of the various
labeled regions is explained in the text. The data featured here is the same as
that of the simulations in Figures 2.8 and 2.9, for which the overlap region of
the arcs can readily be determined from the imaginary impedance and other
data. The range of frequency points displayed has been chosen to highlight
the overlap region X. Note that tan(δ) and 1/ tan(δ) continue their rise, (see
1 and 4 in the figure), even at frequencies beyond those in the plot.
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Figure 2.14: The key points in typical tan(δ) and 1/ tan(δ) curves (top) used
in determining arc overlap points, and how they relate to key points in the
imaginary impedance plot (bottom). The significance of the various labeled
regions is explained in the text. The data featured here is the same as that of
the simulations in Figures 2.10 and 2.11, for which the there is greater overlap
between the arcs. The range of frequency points displayed has been chosen to
highlight the overlap region X. Note that tan(δ) and 1/ tan(δ) continue their
rise, (see 1 and 4 in the figure), even at frequencies beyond those in the plot.
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tan(δ) and 1/ tan(δ) values, particulary those near the ends of the arcs are
compared to what would be expected for “perfect” individual semicircles (or
depressed semicircles). Any points not consistent with the expected form of
a “perfect” single arc are removed.
The above procedure is not always successful in separating out arcs, how-
ever, it was found to succeed in the majority of the cases (> 90%) tested.
Noisy derivative data was often the cause of the failures as it prevented turning
points from being located or lead to multiple turning points being erroneously
identified. Due to their length, examples of the arc separation process, for
some actual experimental data, are given in Appendix A.
2.6.3 Analysis of impedance arcs and extraction of com-
ponent parameters
It is vitally important to be able to obtain some useful information from the
composite material’s ac conductivity data before fitting to any Effective Me-
dia or other models aimed at relating the composite properties to those of its
components. If known, the information can be utilized in formulating param-
eter starting and boundaries values for any fitting, or to identify and describe
the components of the composite. The information from the arcs is mainly
in the form of obvious peaks and, sometimes more difficult to determine, arc-
axis intercepts. Greater understanding and utilization of these could widely
extend the use of ac measurement techniques in studying materials.
A number of the properties of the components of a composite can be
obtained by analyzing the separated arcs. The characteristic frequency (i.e
the frequency at the top of the arc in a complex impedance plane plot) is
one such useful property that can be readily obtained from the data. This
frequency can be more accurately determined from the −Z ′′ vs log(ω) plots
using the Lorentzian peak fitting function which, of the various peak fitting
functions (Gaussian, Voigt e.t.c), was found to be the best for fitting exper-
imental data. Single component (as opposed to composite) impedance arcs
are symmetrical depressed semi-circles in the complex plane. The center of
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symmetry corresponds to the characteristic frequency of the component. The
contribution to the total sample dc resistance (recall that in this work spe-
cific resistances are being used) of each of these components can be estimated
from its the intercepts of the arcs on the real impedance axis. Therefore, to
complete arcs and estimate arc-axis intercepts a technique of data reflection
across the symmetry axis was developed. This aids the visualization of the
data by effectively doubling the number of available data points and gives vir-
tual points at impedance values that are not experimentally accessible. Only
the impedance data (Z ′ and Z ′′) can be obtained by this technique. It is not
possible to convert backwards to the other properties such as the dielectric
constant, dielectric loss or conductivities at specific frequencies.
The procedure used for the extraction of information from single compo-
nent arcs was as follows:
1. Find the peak in the imaginary impedance vs log(ω) data and fit it to the
Lorentz function to accurately determine the characteristic frequency
ωp.
The amplitude version of the Lorentz peak function (mathematically
equivalent to the area version) is,
Z ′′ = Z ′′0 + (Z
′′
max − Z ′′0 )
w2
4(log(ω)− log(ωp))2 + w2 ,
where the amplitude of the peak is (Z ′′max−Z ′′0 ) , w is the full width at
half maximum and ωp is the center frequency.
2. If there are points on both sides of the characteristic frequency (i.e. the
characteristic frequency is well defined), reflect the data points both
ways across the characteristic frequency line. As mentioned above, this
doubles the number of data points for plotting and aids the visualization
of the data.
3. Fit the data for a particular component to a depressed semicircle func-
tion of the form,
r2 = (x− x0)2 + (y − y0)2,
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where (x0, y0), which lies directly under ωp, is the center of the depressed
semicircle. The axis intercepts when y = 0, which give the resistances
(or specific resistances in the current work), R∞ and R0, are calculated
using the best fit parameter values. The contribution to the dc resis-
tance of the particular component is then Rdc = R0 − R∞, where R0
and R∞ are the low and high frequency intercepts for that component.
The dc conductivity, the depression angle (of the arc relative to a true
semicircle, see Section 1.2) and the characteristic dielectric constant are
also calculated.
4. The and peak frequency and the dc conductivity, calculated from the
(specific) resistance, can then be used to characterize the material. If
there are measurements at various temperatures, the temperature de-
pendence of the characteristic frequencies and the dc conductivities can
be investigated. The measured values of ωp and σdc can also be used as
starting and/or limiting parameter values in other fitting procedures.
Figures 2.15 and 2.16 show a typical run of the Mathematica program de-
veloped for this work, applying the procedure outlined above to obtain the
characteristic frequency and contributions to the sample dc resistance from
the two arcs (grain and grain boundary) of a single polycrystalline YSZ sam-
ple. Note that in this case, R0 for the high frequency arc and R∞ for the
low frequency arc overlap and the arcs are what would have been for single
components.
2.6.4 Simulations of composites
How the dispersive properties of the components affect the properties of the
composites was investigated using a number of simulations of composite data.
The simulations were also used to compare the results from the various Ef-
fective Media and percolation models. The simulations were also intended
for investigating which of the properties of the components of the compos-
ites could still be resolved from the data for the composites, as well as how
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The following file has been saved:
C:\DataAnalysis\Rawdata\ArcSeparation2\CleanedData\SampleProperties\A51Rbb.dat
T LogWp fp Rinf Rzero R ThetaDep Cond Eprp filename
523.15 5.2024 25365. 0 12792. 12792. 14.193 0.000078175 55.401 A51R-251aa
Figure 2.15: Typical fitting to obtain the characteristic frequency (top) and
estimate the contribution of the first arc to the sample dc resistance (bottom).
The characteristic frequency is obtained by fitting to the Lorentzian function.
Estimation of the arc-axes intercepts is aided by effectively doubling the data
points through reflection of the experimental points both ways about the
characteristic frequency. The data is then fitted to a depressed semi-circle
function. Note that in this case where there are a number of experimental
points on both sides of the reflection axes, the reflected data and the experi-
mental data are consistent. ThetaDep is the depression angle of the arc (θd),
in degrees. (This particular data is from a polycrystalline sample, 8YSZ-D1
at 250 ◦C).
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The following file has been saved:
C:\DataAnalysis\Rawdata\ArcSeparation2\CleanedData\SampleProperties\A51Rbb.dat
T LogWp fp Rinf Rzero R ThetaDep Cond Eprp filename
523.15 2.8315 107.98 11914. 19179. 7264.4 10.897 0.00013766 22915. A51R-251bb
Figure 2.16: Typical fitting to obtain the characteristic frequency and es-
timate the contribution of the second arc to the sample dc resistance. Note
that there are fewer points in this arc than in the first arc, Figure 2.15 and
therefore there is likely to be greater uncertainty in the computed values,
particulary the resistances. ThetaDep is the depression angle of the arc (θd),
in degrees. (This particular data is from a polycrystalline sample, 8YSZ-D1
at 250 ◦C).
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accurately they could be resolved. The simulations were calculated using
the Maxwell-Wagner equation, the Brick Layer Model (BLM) and the Single
Exponent Phenomenological Equation (SEPPE). The procedure used, imple-
mented as a Mathematica notebook and related packages, allowed for the
following options and features:
• Frequency dependent and/or independent component properties.
• Component properties could be entered as fixed parameters for one of
several models Section 1.4, which would then be used to calculate the
data points, or as actual data (fixed points), such as obtained from a
single crystal.
• Component parameters could also be determined by first fitting some
experimental data either for a component as a single crystal or the data
from a composite sample, in the frequency region where that component
is dominant.
• Component properties and those of the composites generated by the
simulation were displayed in the same plots to enable easy visualization
of correlations.
• Automatic generation of parameter values, for input into the models
for the dispersive properties of the components, as well as the models
for the electrical properties of the composite, was also possible. The
automatic generation of parameters, in user defined ranges, enabled a
large range of realistic combinations to be studied. Note that not all of
the possible permutations and combinations of components’ dispersive
properties and φ generated were experimentally realizable.
The results from the above simulations are presented and discussed in detail
in Chapter 4.
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2.6.5 Fitting of the experimental composite data to the
Effective Media Theories
One of the more difficult topics in all of data analysis in the physical sciences
is fitting data to nonlinear models. Often such fits require large computational
resources and great skill, patience, and intuition on the part of the analyst....In
addition, computational methods of nonlinear fitting is still a current research
topic in computer science [WRI102].
Fitting data to the Effective Media and percolation models is a problem
of Complex Nonlinear Least Squares fitting (CNLS) for which in general it is
impossible to be certain of having obtained the global best solution. Thus,
one of the main difficulties in ascertaining the usefulness of the models in the
analysis of experimental data is the ability to consistently obtain good fits, for
a “good” set of starting parameters. (Note that while a “best fit” is always
obtained, for a given set of starting parameters and fitting procedures, some
“best fits” are not particulary good and it can easily be seen, in graphs for
example, that the fit poorly reproduces the data being fitted). If the global
best fit could be guaranteed at each attempt at fitting, then it could readily
be decided, using various criteria, whether or not the models are adequate
to describe the data. Without the guarantee of finding the global best fit,
failure of the fitting process may indicate that the effective media models are
not adequate to represent the data or it may also just be a failing of the
particular optimization methods used to find the best fit (i.e. there may have
been a much better solution which was not found).
Busetti103 notes; Any efficient optimization algorithm must use at least
two techniques to find a global maximum (minimum): exploration to inves-
tigate new and unknown areas in the search space, and exploitation to make
use of knowledge found at points previously visited to help find better points.
These two requirements are contradictory, and a good search algorithm must
find a tradeoff between the two.
In order to try and fit the effective media models in the best possible way
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a procedure using four different minimization techniques was adopted in the
current work. The sum of squares function that has to be minimized in most
CNLS fitting, also known as the objective or merit function, and refereed to
hereinafter as χ2 is
χ2 =
n∑
i=1
wi(Yobsi − Ycalci)2,
where Yobs are the observed (experimental) data, Ycalc the calculated data, n
is the number of data points and w are weights chosen by the user.
As noted in Macdonald8; The choice of weighting to use in CNLS fitting
is usually very important and may even be crucial to the achievement of a
good fit.
Therefore, in addition to equal weighting, two other weighting methods
were supported, Weighting by 1/Y 2 (relative weighting) and weighting by
1/Y .
The weighting method used most often is weighting by 1/Y 2. This method
minimizes the sum-of-squares of the relative distances of the data from the
curve. It is the appropriate method when it is expected that the average
distance of the points from the curve will be higher when Y is higher, but the
relative distance (distance divided by Y ) to be a constant. In this common
situation, minimizing the sum-of-squares is inappropriate because points with
high Y values will have a large influence on the sum-of-squares value while
points with smaller Y values will have little influence. Minimizing the sum of
the square of the relative distances restores equal weighting to all points. This
case applies for dielectric data where, for example, the real dielectric constants
at low frequency become very large such that this region then dominates
the χ2 value. For 1/Y 2 weighting, the modified sum of squares function is
[Motulsky104]
χ2 =
n∑
i=1
(
Yobs − Ycalc
Yobs
)2
=
n∑
i=1
1
Y 2obs
(Yobs − Ycalc)2
Another weighting method is weighting by 1/Y which is a compromise
between minimizing the actual distance squared and minimizing the relative
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distance squared. One situation where 1/Y weighting is appropriate is when
the Y values follow a Poisson distribution which would be the case for example
when Y values are radioactive counts. For 1/Y weighting, the modified sum
of squares function is [Motulsky104]
χ2 =
n∑
i=1
(
Yobs − Ycalc√
Yobs
)2
=
n∑
i=1
1√
Y 2obs
(Yobs − Ycalc)2.
Only relative (1/Y 2) weighting was used to obtain the results presented
in this work.
The four methods chosen for minimizing the sum of squares (χ2) were the
standard Levenberg-Marquardt (LM) method [Lourakis105, Press et al.106],
Simulated Annealing (SA) [Kirkpatrick et al.107, San108, Press et al.109, Wol-
fram110], the Nelder-Mead Method (NM) [Nelder and Mead111, Press et al.112,
Wolfram110, Mathews and Fink113, Abecasis114] and Differential Evolution
(DE) [Storn and Price115,116, Wolfram110, Ahlers et al.117]. DE is a form
of genetic algorithms (GAs). Note that Simulated Annealing, Differential
Evolution and the Nelder-Mead Method are meta-heuristics, with a num-
ber of adjustable minimizer specific options (MSOs), which determine their
convergence properties. These methods were chosen, from those available in
Mathematica 5, to give as broad a combination of robustness and speed as is
possible. Descriptions of these methods can be found in the references.
It has been noted in the literature that while some algorithms are good
(quick and accurate) at local searching for the minimum namely the LM and
NM methods, these perform relatively poorly at global searches. On the other
hand, global search methods, such as SA and DE are efficient at localizing the
best areas for further searching, while they are relatively slow at converging
and not as accurate at pinning down the minimum. Combinations of these
global and local search techniques have been suggested for obtaining robust
tools for function optimization [Chelouah and Siarry118, Hart119 and others].
To optimize on the different strengths of the various minimization meth-
ods, the procedure used in this work consisted of two stages. In the first stage,
the global search methods, (SA) and (DE) were used to find promising regions
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of the parameter space worthy of further exploration. In the second stage,
local search methods (LM) and (NM) were used to explore the promising
regions found in the first stage.
The procedure is summarized as follows:
• First stage
1. A number of random points are generated in the available param-
eter space (a point, in the parameter space, consists of a complete
set of parameter values). The number of random points was set to
depend on the number of parameters in the problem.
2. A number of minimization routines are then utilized to try to im-
prove upon each starting point in turn. The minimizers are run
several times with a number of the aforementioned minimizer spe-
cific options (MSOs), in the program, being changed in each run.
At this stage, the best output is expected from the global search
techniques but the local search minimizers, which are fast, are also
given a short run (a few iterations) at each point, just in case
the minimum lies nearby. The number of iterations was chosen so
as to strike a balance between thorough searching and increased
computation time). Each “best fit” is added to the list of all “best
fits” from the initial search. A penalty is imposed on any fits with
parameter values outside the prescribed range.
3. The list of “best fits,” one for each original random point, is sorted
according to the χ2 value. The very best of these “best fits” is
included in a second list of the fits to be further improved.
4. The remainder of the fits whose χ2 value lies within a certain range
(specified as a few standard deviations) of the best of the “best
fits” are then sorted according to how different their parameter
values are. This difference is calculated using the n-dimensional
generalization of the Pythagoras theorem, where n is the number
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of parameters. The most different of the fits as obtained above are
also added to the list of fits worthy of further exploration. The aim
here is to ensure that the local searches explore as broad a region
of the promising parameter space as possible. Choosing only the
best fits, based on the χ2 value, for the local searches, in most cases
results in secondary searches in essentially the same region of the
parameter space. (The problem of how to choose points worthy
of further exploitation and some more sophisticated techniques for
determining these are discussed in Hart119. Some of these tech-
niques may be incorporated into later versions of the software ini-
tially developed for the analysis of impedance spectroscopy data
in the current work).
• Second Stage
1. Taking each of the points in the list of points worthy of further
exploration, the local search minimizers are used to optimize the
objective function
2. For each point, the minimizers are run a few times with MSOs
being altered at each run. Each minimum obtained is stored and
ranked.
3. At each stage, a penalty function is imposed on the fit if the param-
eters stray outside the permissable boundaries. The Boole integral
(also known as Iverson’s convention) defined as Boole[True] → 1
and Boole[False] → 0 applied on inequalities of the parameters
values
χ′2 = χ2 +
∑
C(1−Boole[a(i)l 6 a(i) 6 a(i)u])
was used as the penalty function. C is the penalty constant, typ-
ically chosen to be several orders of magnitude greater than the
maximum expected legitimate value of χ2 (a value of 1040 was
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used). The values a(i)l and a(i)u are the lower and upper bounds
respectively for the parameters a(i).
The detailed flow chart for the data fitting process is given in Figures 2.17
and 2.18. Key points to note are:
• The option for fitting multiple files in the first few steps of Figure 2.17.
This is used, for example, if there is data from one sample, measured
at various temperatures. In this case there should be some common pa-
rameters such as the volume fraction, if no major structural or composi-
tional changes are taking place in the material, due to the temperature
changes. Some restrictions can also be made on the parameters, going
from one data set to the next, based on their temperature dependence
if this are known. The large data matrices generated for this process
may however slow down of the convergence of the merit function sub-
stantially and the minimization can easily take up to several days on a
fast personal computer.
• An alternative, and much faster, way of ensuring that the values of
parameters common to all data sets are kept within a specified range
is also provided while the data sets are fitted one by one. This is done
by adjusting the parameter boundaries from each data set fitting to the
next, to take into account the values already obtained. The constraints
are “tightened” according to the relationship between the data sets
already fitted and that currently being fitted as well as, for example,
the temperature dependence of the parameters. For example if the best
fit for data measured at a lower temperature than that of the current fit
has already been computed, the calculated conductivity for that data
would now be the lower bound for the new conductivity, if a positive
temperature dependence has been entered for the sample conductivity.
Negative, Zero and Unknown are also supported for the temperature (or
other factor) dependence. An example of the “parameter-constraints
tightening,” process is shown in the program dialogue in Figure 2.19.
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Fit all data
 at once?
Construct matrix of all data.
Select model to use.
Label model parameters
and formulate parameter relations.
Formulate sum of squares w ith parameter
relations used as parameter constraints.
Note point to return to for
 next data set.
Carry out more detailed global search for data best 
f it  using Dif ferential Evolution (DE). 
At each fitting step add the best f it (subject to constraints)
 to a list of best f its.
Generate Random f it starting point.
Carry out quick local search around starting point using 
LevenbergMarquardt and
NelderMead Methods.
Reached end of preset 
DE runs? Alter DE settings.
Carry out detailed global search for
 best f it using Simulated Annealing (SA).
Reached end of preset SA runs? Alter SA settings.
Input:
(i) Data to be fitted,
(ii) Parameter constraints peculiar 
to the particular system,
(iii) Broader constraints and absoulte 
physical limits to the parameters.
(iv) Constituent phase
 properties frequency dependence. 
(v) Other f itting control rules.
Start
NO
NO
NO
A
Reached end of global search?
NO
B
YES
YES
YES
YES
Figure 2.17: Part one of the flow chart describing the fitting routine imple-
mented as a Mathematica program and used for fitting data in the current
work.
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Obtain a starting point from the list 
of best fits 
obtained using the 
global search algorithms.
Carry out local seach for 
best fit using 
LevenbergMarquardt
(LM) algorithm.
Carry out local search for 
best fit using
 NelderMead 
(NM) algorithm.
Replace the constraints
 to the stuck
parameters by looser 
constraints 
determined only by absolute
physical limitations to the
the particular parameters.
Repeat the fitting using the 
LM and/or 
NM algorithm. 
The best fit is stored in a
list of alternative best fits.
Sort and graph a list of the best fits.
Sort and graph a list of 
the best
 alternative fits.
Formulate new tighter
 constraints based
 on the current
 best fit and 
the relation between
 current data and
 the next data to be
fitted.
END
Any parameters stuck 
at boundary values?
A
B
YES
NO Preliminary best fit
 points exhausted?
NO
All files fitted?
YES
YES
NO
Sort out the best fits and select a set that is within a preset number
of standard deviations  of the best fit for further analysis.
 Of these best fits,
select the most different i.e those spanning the widest range of 
parameter values, within the constraints.
Figure 2.18: Part two of the flow chart describing the fitting routine imple-
mented as a Mathematica program and used for fitting data in the current
work.
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File currently being analyzed, A51R-251.dat
Model currently in use: MaxwellWagner
The following mapping is being used to convert between external and internal parameters:
88eprX Ø eprXbCPU250, srX Ø srXbCPP250<<
User defined boundaries to the parameters of legitimate fits:
98eprXbCPU250, 3, 1000<, 9srXbCPP250, 1ÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅ
1000000000000
, 0.001=, 8f, 0.986, 0.99986<=
Constraints and adjusted boundary values used in the fitting process:
83. § eprXbCPU250 § 1000., 1.µ10-12 § srXbCPP250 § 0.001, 0.986 § f § 0.99986<
Overall best fit
89109.92, 8eprXbCPU250 Ø 3., srXbCPP250 Ø 1.43773µ 10-8, f Ø 0.999751<<
−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
File currently being analyzed, A51R-201.dat
The following mapping is being used to convert between external and internal parameters:
88eprX Ø eprXbCPU200, srX Ø srXbCPP200<<
User defined boundaries to the parameters of legitimate fits:
98eprXbCPU250, 3, 1000<, 9srXbCPP250, 1ÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅ
1000000000000
, 0.001=, 8f, 0.986, 0.99986<=
Constraints and adjusted boundary values used in the fitting process: 83. § eprXbCPU200 § 1000.,
1.µ 10-12 § srXbCPP200 § 1.43773µ10-8, 0.999741 § f § 0.999761<
Overall best fit
863237.9, 8eprXbCPU200 Ø 5.72158, srXbCPP200 Ø 1.54409µ 10-9, f Ø 0.999761<<
Figure 2.19: Program dialogue showing an example of constraining of pa-
rameters in subsequent fits based on the current best fit. In the example, the
temperature dependence of the real dielectric constant ²prX (of the “bad Con-
ductivity Phase” (bCP)) has been input as having an Unknown temperature
dependence (U) and therefore this is mapped to two unrelated parameters
for the two temperatures, ²prXbCPU250 and ²prXbCPU200) The conduc-
tivity parameter σrX has been input as having a Positive temperature depen-
dence (P) and is therefore mapped to the internal variables σrXbCPP250 and
σrXbCPP200, for the two temperatures. The variables that are not clearly
independent of the temperature are mapped to internal variables which in-
clude the measurement temperature, so they can be sorted and the relation
operators (<,>,6,>) can be applied. The values from the overall best fit
for the first set of data are used to readjust the constraints and boundary
values for the second fitting. The volume fraction φ is independent of the
temperature (Zero dependence) and therefore does not need to mapped to
individual values for the different temperatures.
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In the Figure 2.19, the first fit is for a data set at 250 ◦C and the second
at 200 ◦C, the order of the fitting being defined by an internal algorithm
which tries to work out which data set has the better data (more points
e.t.c).
• Another item to note in the flow charts (bottom half of Figure 2.18)
are the alternate best fits that are also computed. Sometimes the stray-
ing of parameters from the defied search zone is indicative of the best
mathematical solution (based on χ2) actually lying outside the search
region defined by the user. To account for this possibility, alternative
solutions, whose parameter values are freed from the user imposed re-
strictions are kept and further developed in a stream separate from the
“main” fitting stream. These “unrestricted” fits are not totally free
as they are penalized if their parameter values lie outside the range of
physically meaningful values. Note that they are only free from user
imposed limitations. The modified penalty function for the alternate
best fits is:
χ′2 = χ2 +
∑
C(1−Boole[a(i)l−abs 6 a(i) 6 a(i)u−abs]),
where a(i)l−abs and a(i)h−abs are the physical limits to the parame-
ters. For example, the volume fraction φ cannot lie outside the range
0 ≤ φ ≤ 1 for any physically meaningful best fit. If the χ2 value of the
alternative best fit is lower than that of the best fit that meets the user
imposed restrictions, the results of the best fit with parameters free are
also presented at the end of the optimization for comparison, by the op-
erator, with the best solution that lies within the parameter restrictions.
It is envisaged that if the “unrestricted” best fits are significantly better
than those that meet the restrictions, then the user seriously needs to
think about the validity of the restrictions. The validity of the model
to which the data is being fitted in describing the properties of the
particular system is also brought into question, if choosing the (better)
“unrestricted” fit parameters leads to results that are inconsistent with
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other known properties of the material.
To compare the performances of the various models, some of which had
different numbers of parameters a modification of the Akaike Information
Criterion (AIC) [Akaike120], called the Model Selection Criterion (MSC) was
used. The AIC is defined by the formula
AIC = n ∗ ln(
n∑
i=1
wi[Yobsi − Ycalci ]2) + 2p,
where n is the number of data points, p the number of parameters and the
Yobsi and Ycalci are the observed and calculated values respectively. The wi are
weighting factors. The AIC attempts to represent the information content of
a given set of parameter estimates by relating the coefficient of determination
to the number of parameters (the number of degrees of freedom) that are
required to obtain the fit. The most appropriate model gives the smallest
value of the AIC. When comparing models with different numbers of param-
eters, this criterion places the burden on the model with more parameters
to produce a better coefficient of determination and quantifies the required
improvement [MicroMath121]. The MSC,
MSC = ln(
∑n
i=1wi[Yobsi − Y obsi ]2∑n
i=1wi[Yobsi − Ycalci ]2
)− 2p
n
,
gives the same rankings as the AIC but is normalized so that it is independent
of the scaling of the data points. Also, whereas the most appropriate model
gives the lowest value of the AIC, it gives the largest value of the MSC.
The program gives as output the best fit parameter values, graphs of the
experimental and the calculated data, in various representations (σ vs log(ω),
complex impedance plane e.t.c), as well as the Model Selection Criterion
(MSC) values. For each selected option, the final decision on whether the best
fitting results obtained are a satisfactory representation of the experimental
data rests with the operator.
Chapter 3
Component Properties:
Yttria-Stabilized Zirconia
Single Crystals
3.1 Introduction
As has already been stated, in order to be able to correctly model the prop-
erties of composite systems, the properties of the components have to be well
characterized. Therefore, investigations were carried out on the properties of
yttria-stabilized zirconia (YSZ) single crystals. The aim of this work was to
obtain the best fitting model to describe the electrical properties of several
single crystals and this model could then be to used to model the grains of the
polycrystalline YSZ ceramics. The ac conductivity of single crystals of 3, 5.7,
9.5 and 12 mole percent YSZ was measured and analyzed. The following mod-
els, described in Section 1.4 were considered to fit the properties of the single
crystals: The Cole-Cole (CC) model, Equation (1.11), the Universal Dielec-
tric Response model (UDR), Equation (1.12), the Continuous Time Random
Walk (CTRW) model, Equation (1.15) and the Leon-Lucia-Santamaria (LLS)
model, Equation (1.18). The results of the fitting are presented and discussed
later in this chapter.
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3.2 Results and Discussion
3.2.1 Impedance data validation
As a first step to analyzing ac conductivity data, it must be proven to be valid
and consistent as described in Section 2.6.1. The validity of the experimental
single crystal data was checked using the Kramers-Kronig relations, Equations
2.1 and 2.2. Figure 3.1 shows typical transforms of the real impedance to
imaginary impedance, for 9.5 and 12 YSZ crystals. In this figure, Z ′′ calculated
from a transform of the experimental Z ′ data using Equation (2.1) is compared
with the experimental Z ′′ data. It can be seen in the figure that there are no
major differences between the experimental data and that obtained from the
transform.
As pointed out in Section 1.6, inherently non-linear processes such as
electrode effects do not satisfy the K-K relations, when the excitation voltage
is large. This is clearly illustrated in Figure 3.2. In the frequency region
where the crystal is dominant there are only small differences between the
calculated and the experimental values, which can be attributed to the errors
arising from approximating the K-K transform by numerical integration over a
finite frequency range. However, at frequencies dominated by electrode effects
(log(ω) 6 3), the difference between the calculated and the experimental
values rises sharply, illustrating that electrode effects are non-linear.
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Figure 3.1: Validation of single crystal impedance data using Kramers-
Kronig transforms. The calculated and experimental imaginary impedance
data are seen to be in close agreement for a 9.5YSZ crystal at 300 ◦C (top)
and for a 12YSZ crystal at 200 ◦C (bottom).
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Figure 3.2: K-K transform showing the non-linearity of the electrode ef-
fects. The difference between the experimental and transformed data in-
creases markedly at low frequencies (log(ω) < 3) where electrode effects,
which are non-linear and therefore do not conform to the K-K relations,
dominate. (The particular data is from a 9.5YSZ crystal at 250 ◦C. The
excitation voltage for the measurement is 1.5 V).
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3.2.2 The frequency dependence of the electrical prop-
erties of YSZ single crystals
The frequency dependence of the real dielectric constant and the real con-
ductivity of the 9.5YSZ single crystal, between 100 ◦C and 330 ◦C, is shown
in Figures 3.3 and 3.4. In Figure 3.3, the experimental data at all frequencies
is shown, while in Figure 3.4 the data at frequencies dominated by electrode
effects (as seen in complex impedance plane plots) has been removed (using
the procedure described in Section 2.6.2). In both the figures, the dielectric
constant and the conductivity are seen to be strongly frequency and temper-
ature dependent. Blocking effects at the electrodes cause the large increase
in the dielectric constant at low frequencies which can be seen in Figure 3.3.
For the crystal, excluding electrode effects (Figure 3.4), the real dielectric
constant (top) rises from a high frequency value of ∼ 28 to over 100 at low
frequencies. The dielectric constant at low frequencies continues to rise at all
accessible frequencies and no plateau is observed. However, at high temper-
atures (> 573 K), there appears to be a kink in the data, in the frequency
region 5 6 log(ω) 6 6, indicating possible changes in the underlying relax-
ation mechanisms. No corresponding kink can be seen in the conductivity
data (Figure 3.4, bottom). The conductivity follows Jonscher-type power law
behavior [Jonscher62,63,64] (i.e σ ∝ ωs) at high frequency and levels off at low
frequencies. The flat region, due to the dc conductivity, rises with increase
in temperature and at the highest temperatures becomes a dominant feature
in the accessible frequency range.
Figure 3.5 shows the frequency dependence of the imaginary impedance
and normalized imaginary impedance at various temperatures (the normaliza-
tion is achieved by dividing by the highest point for each data set). The mag-
nitude of the imaginary impedance Figure 3.5 (top) decreases with increasing
temperature, while the peak frequency increases with increasing temperature.
The increase in the peak frequency is seen more clearly in the normalized
impedance plot, Figure 3.5 (bottom). The peak frequency, ωp, is related to
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Figure 3.3: The frequency dependence of the real dielectric constant (top)
and the real conductivity (bottom) of a single crystal of 9.5 mole % YSZ
at various temperatures (including the data at frequencies where electrode
effects dominate).
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Figure 3.4: The frequency dependence of the real dielectric constant (top)
and the real conductivity (bottom) of a single crystal of 9.5 mole % YSZ
at various temperatures (excluding the data at frequencies where electrode
effects dominate).
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Figure 3.5: The frequency dependence of the imaginary impedance (top)
and normalized imaginary impedance (bottom) of a 9.5 mole % YSZ single
crystal at various temperatures. The peak frequency is seen to rise with
increase in the temperature. The lines in the normalized impedance plot are
a guide to the eye.
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the dc conductivity σdc and the dielectric constant ²p by the equation,
ωp =
σdc
²p²0
, (3.1)
and is a characteristic feature of the material at the particular temperature.
Hence it shall, hereinafter, be referred to as the characteristic frequency. The
characteristic frequency is associated with the characteristic time constant
(τR) for the relaxation process,
τR =
1
ωp
=
²p²0
σdc
, (3.2)
Note that the characteristic frequency (time constant) may also depend on
the atmosphere in which the measurement is made and on other factors which
affect σdc and/or ²p.
Similar results and trends to those shown in the figures and discussed
above for the 9.5YSZ single crystal were also observed for the 3, 5.7 and 12
mole % YSZ crystals. It was expected and it will be shown, in Chapter 5,
that the electrical properties of the grains of the polycrystalline YSZ samples
show similar frequency dependence to those of the single crystals.
Figures 3.6 and 3.7 show the frequency dependence of the imaginary
impedances and normalized imaginary impedances, at 100 and 250 ◦C, of
YSZ single crystals with different amounts of yttria. It can be seen in
the figures that at a given temperature the impedance increases with increase
in the yttria content and the peak frequency decreases. The characteristic
frequencies of the tetragonal stabilized zirconia crystals (3 and 5.7 mole %
YSZ) are very close at both temperatures (they were also found to be close at
all other temperatures investigated). For the cubic stabilized zirconia crystals
(9.5 and 12 mole % YSZ), the characteristic frequencies are notably different
from each other at both (and all other) temperatures.
The complex impedance plane representation of the raw data for the 9.5
mole % YSZ crystal at 250 ◦C is shown in Figure 3.8. One complete depressed
semicircle, due to the crystal, and an incomplete arc, due to the electrode
effects, are observed. For all the crystals studied only one depressed semicircle
102
-1 0 1 2 3 4 5 6 7
0.0
0.2
0.4
0.6
0.8
1.0
-1 0 1 2 3 4 5 6 7
103
104
105
106
107
108
109
1010
373 K  3YSZ
 5.7YSZ
 9.5YSZ
 12YSZ
 
 
-Z
''/-
Z'
' m
ax
Log( ) [rad s-1]
373 K
 
 3YSZ
 5.7YSZ
 9.5YSZ
 12YSZ
 
 
-Z
'' [
m
]
Figure 3.6: The frequency dependence of the imaginary impedance (top)
and normalized imaginary impedance (bottom) of the various yttria-stabilized
zirconia single crystals at 100 ◦C. The characteristic frequency is seen to
depend on the yttria content and decreases as the amount of yttria increases.
The lines in the normalized impedance plot are a guide to the eye.
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Figure 3.7: The frequency dependence of the imaginary impedance (top)
and normalized imaginary impedance (bottom) of various yttria-stabilized
zirconia single crystals at 250 ◦C. For each yttria content, the characteristic
frequency is higher than that at 100 ◦C, (Figure 3.6) but again the same trend,
where this frequency decreases with increasing Yttria content, is observed.
The lines in the normalized impedance plot are a guide to the eye.
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Figure 3.8: Typical complex impedance plane plot of the data from a single
crystal. Note that the data includes that at low frequencies where electrode
effects are dominant. The bulk gives rise to the complete depressed arc while
electrode effects give rise to the incomplete arc. Shown in the figure is the
data from a 9.5 mole % YSZ crystal at 250 ◦C. R∞ and R0 are the high and
low frequency intercepts on the real axis from which the dc resistance and
conductivity are determined. Key values of log(ω) are indicated.
was observed in the complex impedance plane (excluding the partial arc due
electrode effects). This confirms that the crystals are single component (as
opposed to composite) materials. In spite of this, the ac conductivity of the
crystals is very complex.
3.2.3 The temperature dependence of the properties of
Yttria-Stabilized Zirconia single crystals
The temperature dependence of the “dc” conductivity, extracted from the
complex impedance plane plots (which, for simplicity, will be referred to as
the dc conductivity), and the peak frequencies of all the crystals studied is
best described by the expressions
σdcT = σ0 exp[−Ea−σ
kB
T ] (3.3)
and
νpT = ν0 exp[−Ea−ν
kB
T ], (3.4)
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where Ea−σ and Ea−ν are the activation energies for the conductivities and
the peak frequencies respectively.
Equations (3.3) and (3.4) are obtained by setting B = Ea
kB
, p=1, n=-1 in
Equation (1.23) and are associated with the ionic conduction (see Section 1.5).
Figure 3.9 shows the temperature dependence of the dc conductivity (plot-
ted as Ln(σdcT ) vs 1000/T) and the characteristic frequency (plotted as
Log(ωp) vs 1000/T) of the tetragonal stabilized zirconia crystals (3 and 5.7
mole % YSZ; top and bottom respectively). Figure 3.10 shows the same for
the cubic stabilized zirconia crystals (9.5 and 12 mole % YSZ; top and bottom
respectively). Note the linear temperature dependence of the dc conductivi-
ties and the characteristic frequencies, which are best fitted using Equations
(3.3) and (3.4).
Table 3.1: Activation energies of the dc conductivities and the character-
istic frequencies of the YSZ single crystals. σ0 and ν0 are the pre-factors in
Equations (3.3) and (3.4) respectively.
Composition
(mole %)
Property
σ0/ν0
(Ωm)−1K/HzK
Activation en-
ergy (eV)
3 Conductivity (59± 8)× 106 0.94± 0.01
3 Peak Frequency (30± 2)× 1015 0.96± 0.01
5.7 Conductivity (61± 6)× 106 0.95± 0.01
5.7 Peak Frequency (26± 3)× 1015 0.97± 0.01
9.5 Conductivity (12± 4)× 109 1.23± 0.04
9.5 Peak Frequency (4± 1)× 1018 1.23± 0.04
12 Conductivity (23± 9)× 109 1.35± 0.07
12 Peak Frequency (7± 2)× 1018 1.34± 0.04
The best fit parameters to Equations (3.3) and (3.4) for the conductivity
and the characteristic frequency and the activation energies corresponding
to these parameters are given in Table 3.1. It can be seen in the table that
the separately obtained activation energies for the conductivities and the
characteristic frequencies are similar, indicating that they are governed by
the same processes in the material. The activation energies increase with
increasing yttria content.
Figure 3.11 shows the temperature dependence of the dielectric constants
and the depression angles of the YSZ crystals. No model could be found in
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Figure 3.9: The temperature dependence of the dc conductivities extracted
from complex impedance plane plots and the characteristic frequencies of the
3 (top) and 5.7 (bottom) mole % YSZ single crystals in the temperature range
100 to 400 ◦C. The lines are linear fits to the data.
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Figure 3.10: The temperature dependence of the dc conductivities extracted
from complex impedance plane plots and the characteristic frequencies of the
9.5 (top) and 12 (bottom) mole % YSZ single crystals in the temperature
range 100 to 400 ◦C. The lines are liner fits to the data.
108
1.6 1.8 2.0 2.2 2.4 2.6 2.8
6
8
10
12
14
16
18
1.6 1.8 2.0 2.2 2.4 2.6 2.8
45
50
55
60
65
70
75
80
85
 
 
d [
°]
1000/T [K-1]
 3YSZ
 5.7YSZ
 9.5YSZ
 12YSZ
 
 
p
 3YSZ
 5.7YSZ
 9.5YSZ
 12YSZ
Figure 3.11: The temperature dependence of the dielectric constants (top)
and the depression angles (bottom) of the YSZ crystals in the temperature
range 100 to 400 ◦C. The dielectric constant generally decreases with in-
creasing temperature, in the temperature range of the measurements. The
depression angles are for the most part above 10 ◦, possibly indicating a large
scatter in the relaxation times of the underlying processes. The lines are a
guide to the eye.
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the literature for the temperature dependence of the characteristic dielectric
constants shown in Figure 3.11 (top). However, they appear to generally de-
crease with increasing temperature. The depression angles of the arcs, shown
in Figure 3.11 (bottom), which are parameters sensitive to the heterogeneity
of the material [Santos et al.122], are rather surprisingly large (> 10◦) for
most of the samples. This usually indicates a relatively large scatter in the
relaxation times of the underlying processes [Verkerk et al.19, Macdonald and
Johnson5].
3.2.4 Fitting the dispersive properties of the Yttria-
Stabilized Zirconia single crystals
A number of models were considered for fitting the ac conductivity of the
yttria-stabilized zirconia single crystals and for use in modeling the properties
of the grains in zirconia ceramics. Consistency demands that both the real
and imaginary parts (permittivities or equivalently conductivities) come from
the same model.
The models considered to fit the properties of the single crystals were the
Cole-Cole (CC) model, Equation (1.11), the Universal Dielectric Response
model (UDR), Equation (1.12), the Continuous Time RandomWalk (CTRW)
model, Equation (1.15) and the Leon-Lucia-Santamaria (LLS) model, Equa-
tion (1.18). The CTRW model was considered because the properties of the
single crystal, in particular the conductivity, can be mapped to a common
“master curve.” This is a feature of a wide range of disordered systems, some
of whose properties have been successfully fitted using the CTRW model [as
is shown in Dyre and Schrøder123]. Figures 3.12 and 3.13 show that this scal-
ing property is also observed in the experimental results for the YSZ single
crystals. The mapping required to obtain the “master curve” can be seen in
the axes labels in the figures. (Note that the real dielectric constant does not
scale as well as the conductivity).
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Figure 3.12: Scaling of the real dielectric constant and the real conductivity
of a 3 mole % YSZ crystal. The mapping used to obtain the common curve
is indicated by the axes labels. (ν = ω/2pi is the cyclic frequency). Note that
the dielectric constant does not scale as well as the conductivity.
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Figure 3.13: Scaling of the real dielectric constant and the real conductivity
of a 12 mole % YSZ crystal. The mapping used to obtain the common curve
is indicated by the axes labels. (ν = ω/2pi is the cyclic frequency). Again
note that the dielectric constant does not scale as well as the conductivity.
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The original data was fitted to the four models listed above and the best
fitting model was determined, based on the Model Selection Criterion (see
Section 2.6.5) and visual observation of the plots of the experimental data
and the best fits.
Figures 3.14 and 3.15 show the experimental data and the best fit curves
obtained from fitting the data from the 9.5YSZ crystal at 100, 200 and 300
◦C to the various models.
It can be seen in Figure 3.14 that the CC and CTRW functions do not fit
the experimental data from the 9.5YSZ crystal particularly well. While the
shape of the plot for the CC function (Figure 3.14, left) at 100 and 200 ◦C
is similar to that of the experimental data, there is a frequency mismatch,
i.e. the calculated values at particular frequencies are markedly different from
the experimental values at the same frequencies. At 300 ◦C, the curve for
the calculated data is very different from that of the experimental data. It
can also be seen quite clearly in Figure 3.14 (right) that the CTRW does
not fit the data at all well and that there are notable differences between the
measured and calculated values, especially of the dielectric constant. The
best fit parameters to both the CC and CTRW models are given in Table 3.2.
Figure 3.15 shows that the UDR and LLS models fit the 9.5YSZ crystal
data reasonably well at most temperatures. There are however some discrep-
ancies at higher temperatures, such as at 300 ◦C, Figure 3.15 (bottom). The
parameters for the best fits are given in Table 3.3.
Table 3.4 gives the values for the Model Selection Criterion (MSC) ob-
tained from fitting the 9.5YSZ single crystal data. Recall that the most
appropriate model gives the highest value of the MSC. From the MSC values
and the plots presented earlier, it can be seen that the CTRW and CC mod-
els do not fit the 9.5YSZ crystal data as well as the LLS and UDR models.
Similar results were obtained for the other single crystals. Therefore, the CC
and CTRW models were dropped from the list of models suitable for fitting
the data for the YSZ crystals. The LLS model is the best for fitting the data
when equal weighting is applied while with relative weighting the UDR model
fits the data best.
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Figure 3.14: Fitting of the frequency dependent dielectric constant and
conductivity of the 9.5YSZ crystal at 100 ◦C (top), 200 ◦C (middle) and 300
◦C (bottom) using the CC and CTRW models (left and right respectively).
◦ and 2 are the experimental data and the lines are the best fits to the
models. Equal weighting was used for the data points. Note that the CC
model appears to fit the data reasonably well at 100 and 200 ◦C. However
it can clearly be seen at low frequencies in the dielectric constant curves
that the model and the experiment values are different. By 300 ◦C, the
calculated and experimental values are very different for both the models and
this difference is more clearly observed in the dielectric constants plots. The
best fit parameters are given in Table 3.2.
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Table 3.2: The parameters for the Cole-Cole and CTRW models’ best fits
to the 9.5YSZ crystal data, shown in Figure 3.14. *Value settles at whatever
is set as the lower bound for the fitting, i.e. no stable solution found.
Temp.
(◦C)
Parameter CC CTRW
100
σdc (Ωm)
−1 (1.0161±0.0078)×10−9 (1.164± 0.024)× 10−9
s 0.6277± 0.0059 -
²∞ 28.784± 0.062 17.90± 0.99
τ (sec) 0.2486± 0.0061 0.774± 0.072
200
σdc (Ωm)
−1 (2.00± 0.88)× 10−6 (2.0492±0.0011)×10−4
s 0.614± 0.003 -
²∞ 29.47± 0.81 24±?∗
τ (sec) (1.0366±0.0043)×10−4 (6.17± 0.50)× 10−4
300
σdc (Ωm)
−1 (3.89± 0.60)× 10−4 (3.89± 0.81)× 10−4
s 0.88± 0.26 -
²∞ 16± 12 16±?∗
τ 9× 10−7(±10) (2.605± 0.053)× 10−6
Table 3.3: The parameters for the UDR and LLS models’ best fits to the
9.5YSZ crystal data, shown in Figure 3.15. *Value settles at whatever is set
as the lower bound for the fitting, i.e. no stable solution found.
Temp.
(◦C)
Parameter UDR LLS
100
σdc (Ωm)
−1 (1.0161±0.0078)×10−9 (1.0163± 0.0057)× 10−9
s 0.6277± 0.0059 0.6291± 0.0060
²∞ 28.784± 0.062 28.72± 0.12
A (2.341± 0.068)× 10−10 -
200
σdc (Ωm)
−1 (1.9952±0.0017)×10−6 (1.99606± 0.00086)× 10−6
s 0.6401± 0.0047 0.6463± 0.0014
²∞ 28.20± 0.28 27.535± 0.076
A (3.25± 0.14)× 10−9 -
300
σdc (Ωm)
−1 (3.88± 0.16)× 10−4 (3.87± 0.81)× 10−4
s 0.91± 0.36 0.8187± 0.0031
²∞ 16± 18 26.25± 0.20
A (2± 1)× 10−10 -
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Figure 3.15: Fitting of the dispersive properties of a 9.5YSZ crystal at
100 ◦C (top) and 300 ◦C (bottom) the LLS and the UDR models (left and
right respectively). ◦ and 2 are the experimental data and the lines are the
best fits to the models. Equal weighting was used for the data points. Note
that at low temperatures, including 100 ◦C the LLS and UDR models give
similar results. The LLS model performs better than the UDR model at the
highest temperatures. The parameters for the best fits are given in Table 3.3.
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Table 3.4: Values of the Model Selection Criterion for selection of the best
fitting model for the frequency dependence of the real dielectric constants and
conductivities of the 9.5YSZ crystal.
Model 9.5YSZ, Equal Weighting 9.5YSZ, Relative (1/Y 2) Weighting
LLS 11.78 15.25
UDR 10.17 15.52
CC 9.79 14.11
CTRW 8.36 13.13
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Figure 3.16: The experimental frequency dependent real dielectric constants
(◦) and conductivities (2) of the two tetragonal stabilized zirconia single
crystals (top and bottom) at 200 ◦C and the best fits to the LLS and UDR
models (lines, left and right respectively). Neither of the two models fits the
experimental data very accurately at this temperature.
The results obtained from fitting the data from the various crystals to the
LLS and UDR models are now presented.
Figure 3.16 shows the results of fitting the experimental data from the
two tetragonal stabilized zirconia single crystals using the LLS and UDR
models. From the plots, it is quite difficult to pick between the models,
as they produce curves that are almost identical. The values of the best fit
parameters at various temperatures are shown in Figures 3.17 and 3.18 for the
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Figure 3.17: The temperature dependence of the best fit parameters to the
LLS equation for the tetragonal stabilized zirconia single crystals.
LLS and UDR models respectively. It can be seen in Figure 3.17 that for the
LLS, the value of the exponent s rises with increasing in temperature, while
ln(σdcT ) ∝ 1/T as would be expected from Equation (3.3). The calculated
value for the high frequency dielectric constant (²∞) decreases slowly with
increasing temperature. Figure 3.18 shows that for the UDR model, the
exponent s and the high frequency dielectric constant (²∞), appear more or
less independent of the temperature. The log of the pre-factor, A, also appears
not to be strongly dependent on the temperature. Again, ln(σdcT ) ∝ 1/T as
would be expected.
The results obtained from fitting the data from the two cubic stabilized
zirconia single crystals at 200 ◦C are shown in Figure 3.19. Both the models
fit the data from the 9.5YSZ crystal, particularly well. However, there is a
feature in the dielectric constant of the 12YSZ crystal at log(ω) ≈ 2 which
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Figure 3.18: The temperature dependence of the best fit parameters to the
UDR equation for the tetragonal stabilized zirconia single crystals.
cannot be fitted accurately by either of the two models, which give a dielec-
tric constant whose slope increases monotonically with decreasing frequency.
None of the other models considered could properly fit this feature well, while
at the same time giving correct results for the conductivity.
The best fit parameters at various temperatures are shown in Figures 3.20
and 3.21 for the LLS and UDR models respectively. Generally, trends similar
to those for the TSZ crystals are seen. However, the value of 16 at 300 ◦C
from the UDR model is likely to be incorrect as it does not match the general
trend in the data.
Table 3.5 gives the values for the Model Selection Criterion (MSC) ob-
tained from fitting the data from all the YSZ single crystals. Note that the
table includes the MSC values for the CC and CTRWmodels. Again it is seen
that the LLS model is the best for fitting the data when equal weighting is
applied. With relative weighting, the UDR model fits the data best. The LLS
and UDR models will therefore both be used to fit the electrical properties
of the grains of the polycrystalline YSZ samples.
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Figure 3.19: The experimental frequency dependent real dielectric constants
(◦) and conductivities (2) of the two cubic stabilized zirconia crystals (top
and bottom) at 200 ◦C and the best fits to the LLS and UDR models (lines,
left and right respectively).
The validity of the best fit parameters values for the two models that fit
the data well can be checked by comparing them with measured values, where
these are available. A parameter that can be readily compared with measured
values is the high frequency dielectric constant, ²∞. The high frequency di-
electric constant of pure and yttria stabilized zirconia is dependent on the
crystal structure and level of yttria doping. Values ranging from 18 to the
high 30’s are quoted in the literature. Some of these values are summarized
in Table 3.6. Other results, which could not be tabulated in Table 3.6, are
as follows: Smith and Davis126 report values of 33.4 at 300 K and 32.0 at 77
K, for an unspecified composition YSZ sample, measured using a method de-
scribed in that work and the references therein as the dielectric rod resonator
method (DRRM). A value of 25.7 for the high frequency dielectric constant
of a 12YSZ single crystal, calculated from the constant level of infrared re-
flectivity, is reported in Abelard and Baumard127 and the references therein.
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Figure 3.20: The temperature dependence of the best fit parameters to the
LLS equation for the cubic stabilized zirconia single crystals.
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Figure 3.21: The temperature dependence of the best fit parameters to the
UDR equation for the cubic stabilized zirconia single crystals.
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Table 3.5: Values of the Model Selection Criterion for selection of the best
fitting model for the frequency dependence of the real dielectric constants and
conductivities of all the YSZ crystals.
Model All Crystals, Equal Weighting All Crystals, Relative Weighting
LLS 10.85 13.28
UDR 10.15 14.78
CC 9.14 13.64
CTRW 8.05 12.35
Table 3.6: Some of the values for the high frequency dielectric constant of
YSZ found in the literature.
Yttria
content
(mole %)
Structure Temp. Freq. Dielectric
Constant
Source
0 Monoclinic
and
Polycrystalline
300 K 10
GHz
17.9 [Lanagan
et al.124]
2 Monoclinic
and
Tetragonal
300 K 10
GHz
34.5 [Lanagan
et al.124]
3 Tetragonal 77 K 1 GHz 31.73 [Hosking
et al.125]
3 Tetragonal 300 K 1 GHz 32.99 [Hosking
et al.125]
9 Single crystal
cubic
300 K 10
GHz
27.2 [Lanagan
et al.124]
With the exception of a value of 16 obtained from the UDR model for 5.7 and
12 mole % crystals at 300 ◦C, the best fit values obtained from the LLS and
the UDR models are consistent with the values measured by other authors.
Figure 3.22 (top) shows themeasured real dielectric constant and dielec-
tric loss, for the 12YSZ crystal at 200 ◦C. Figure 3.22 (bottom) shows the
measured imaginary impedance and the dielectric loss calculated from the
K-K transform of the measured real dielectric constant, also for the 12YSZ
crystal at 200 ◦C. As discussed in Section 1.6, the K-K transform allows
relaxation losses, which in the measured data are masked by the dominant
ohmic conduction losses, to be clearly observed. The calculated dielectric loss
data in Figure 3.22 (bottom) indicates that there is a single dominant polar
relaxation process in the crystal. It can also be seen that the peak frequency
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Figure 3.22: The top figure shows the measured dielectric constant and
dielectric loss of the 12YSZ single crystal at 200 ◦C. The bottom figure
shows the measured imaginary impedance and the dielectric loss calculated
from a K-K transform of the measured dielectric constant. All are plotted as
functions of log(ω).
of the polar relaxation process is the same as that of the measured −Z ′′. This
suggests that, in spite of the dominance of the ohmic conduction losses in the
measured data, the underlying relaxation process determines the character-
istic frequency of the crystal. Only a single relaxation loss peak (incomplete
at some temperatures) is observed for all the crystals and at all tempera-
tures investigated (again note that electrode effects are excluded from this
analysis).
Even though it only has a small influence on the magnitude of the mea-
sured dielectric loss, the polar relaxation process has a notable influence on
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the measured real dielectric constant, seen by the change in slope of the ²′
curve in Figure 3.22 (top), at the same frequency as the peak of both the
measured Z ′′ and the calculated ²′′. The failures, particularly at higher tem-
peratures, of the UDR and LLS models, may arise from their not being able to
fit this relaxation process accurately. Recall that, for consistency, the models
must simultaneously accurately fit both the real and imaginary parts of the
data.
3.3 Conclusions
From the single crystal data, it is seen that the conductivity of yttria-stabilized
zirconia is very strongly frequency and temperature dependent. The CTRW
and CC models do not fit the data particularly well at most frequencies and
temperatures. The LLS model has been found to be the best for fitting the
experimental data when equal weighting is used. It is also observed that
while this expression gives the best fit to the data, in some cases, especially
at higher temperatures, it does not always describe the crystal data very well
and the “best fits” obtained are not particulary good. The UDR model also
fits the data reasonably well and when relative weighting is used, it produces
better fit statistics that the LLS model. The work on the single crystals
has not established either the UDR or LLS model as being the superior in
all situations and therefore, when fitting polycrystalline sample data, both
models will be used and the results for the best fit to both models will be
presented. More theoretical work is needed on models to fit the ac conductiv-
ity of single crystal yttria-stabilized zirconia and other similar systems. The
models currently available in the literature do not fit the experimental data
over a wide enough frequency and temperature range. Various authors are
still discussing some fundamental aspects of the transport properties in YSZ
[Monty128 and the references therein]. The uncertainty in the modeling of
the electrical properties of the single crystals will certainly lead to errors and
inconsistencies in the modeling and fitting of composites and ceramics data,
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in which crystalline grains are a component as the fitting of the total ceramic
data cannot be better than that of the component data. However, it will
later be shown that these are not too serious and that reasonable fitting of
experimental polycrystalline ceramic data is usually obtained.
Chapter 4
Simulations of the electrical
properties of binary composites
4.1 Introduction
In analyzing and modeling impedance spectra it is very useful to be able to
obtain some information about the electrical properties of the components,
directly from the composite material’s experimental data. The simulations
discussed in this chapter are used to investigate how identifiable the com-
ponent properties are for a wide range of compositions and for the different
effective media and percolation models. In particular, the dependence of the
characteristic frequencies and the contributions of the components to the dc
conductivity on the component properties and the composition are investi-
gated. Other areas in physics and chemistry (x-ray spectroscopy, optics) make
wide use of “signature line” data bases, to identify materials from spectra,
without the need for sophisticated fitting each time. While this may not
be entirely applicable to the ac conductivity, there may still be some scope
for some limited and rapid identification of component materials, when their
properties lie in the right range to give identifiable features. This would com-
plement and not replace detailed fitting of the composite properties to the
various models and help ensure correct analysis of the data.
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4.2 Results and discussion
4.2.1 Composites where the properties of only one of
the components are dispersive.
The ac conductivity and impedances of simulated composites, where the prop-
erties of only one of the components are dispersive, are compared with the
properties of the components.
For the simulations in this section, the parameters used in the LLS model
(Equation (1.18)) for the dispersive properties of the more conducting (grain)
component are σdc = 2.004× 10−6(Ωm)−1, ²∞ = 27.481, s = 0.651. Realistic
values for these parameters were obtained from the best fit for a 9.5 mole %
YSZ single crystal at 200 ◦C. The less conducting component (grain boundary
or matrix) is modeled with a dispersionless real dielectric constant ²` = 12
and conductivity σ` = 1× 10−8(Ωm)−1.
Figure 4.1 shows the frequency dependence of the real dielectric constants
and the real conductivities of the components (φ = 0 and φ = 1) and of a
simulated composite (φ = 0.99) calculated using the Maxwell-Wagner model
(Equation (1.1)). It can be seen in the figure that relatively simple com-
ponent properties lead to complex composite properties. Note the charac-
teristic shapes of the dielectric constant and conductivity curves for a high
φ binary composite. The rise in the composite dielectric constant from its
high frequency value is in two stages separated by a shoulder at intermediate
frequencies. This shoulder is not seen in the single component data. The con-
ductivity is characterized by a power law drop (σ′ ∝ ωs) at high frequencies,
a shoulder at intermediate frequencies and a broad flat region at the lowest
frequencies (see also Section 1.2). To simplify the analysis, electrode effects
have been omitted from these simulations. It can also clearly be seen that the
composite data at high frequency closely follows that of the more conducting
component and therefore, at least in some range of high volume fractions, the
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Figure 4.1: The frequency dependence of the real dielectric constant (top)
and the real conductivity (bottom) of a composite simulated using the
Maxwell-Wagner equation with φ = 0.99 and those of its components (φ = 0
and φ = 1). The other simulation parameters are σdc = 2.004× 10−6(Ωm)−1,
²∞ = 27.481 and s = 0.651, for the more conducting component, whose prop-
erties were calculated using the LLS model and ²` = 12, σ` = 1×10−8(Ωm)−1
for the dispersionless properties of the less conducting component.
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Figure 4.2: The frequency dependence of the imaginary impedance and the
normalized imaginary impedance of a composite simulated using the Maxwell-
Wagner equation with φ = 0.99 and those of its components. The other
simulation parameters are given in Figure 4.1 and in the text.
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high frequency portion of the composite data can be taken as closely repre-
senting the more conducting component. This may and is exploited later in
the fitting of experimental composite data, with the more conducting com-
ponent properties being estimated by fitting the data at high frequency. Not
much information about the properties of the less conducting component can
be readily extracted from the dielectric constant and conductivity plots, with-
out sophisticated fitting and some knowledge about the microstructure of the
composite. However, the imaginary impedance plots and in particular the
normalized plot, Figure 4.2, show that the contributions of the components
can be readily identified by their characteristic frequencies. The impedance
peaks of the composite lie in essentially the same positions as those of the
pure components and therefore, in principle, it is possible to identify the
components of the composite. However, it should be noted that these peak
frequencies depend on both the dc conductivity (σdc) and permittivity (²0²r)
of the material,
ωpeak =
σdc(T )
²0²r(T )
.
Both σdc and (²r) are temperature dependent and they may also depend
on the gaseous atmosphere under which the measurement is made. This
makes the identification of the component contributions reliant on there being
data on the components’ properties obtained under approximately the same
conditions as those for the measurement of the composite properties.
Figure 4.3 shows the frequency dependence of the real dielectric constants
and the real conductivities of simulated composites with varying conduct-
ing component volume fractions (φ). At a conductor volume fraction
φ = 0.90, the high frequency properties of the composite are markedly dif-
ferent from those of the higher volume fraction composites and therefore
those of the more conducting component. At even lower conductor volume
fractions this difference increases. The figures indicate that there is a limit
to the volume fractions where the component properties can be reasonably
accurately obtained from the properties of the composite, when using the
Maxwell-Wagner theory (this applies for the other models as well).
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Figure 4.3: The frequency dependence of the real dielectric constants and
the real conductivities of composites simulated using the Maxwell-Wagner
model, with varying conducting component volume fractions. The other sim-
ulation parameters are σdc = 2.004×10−6(Ωm)−1, ²∞ = 27.481 and s = 0.651,
for the more conducting component, whose properties were calculated using
the LLS model and ²` = 12, σ` = 1 × 10−8(Ωm)−1 for the dispersionless
properties of the less conducting component.
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Figure 4.4: The frequency dependence of the imaginary impedance and
normalized imaginary impedance of composite simulated using the Maxwell-
Wagner model, with varying conducting component volume fractions. The
dashed lines indicate the characteristic frequencies of the components. The
other simulation parameters are given in Figure 4.3 and in the text.
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The imaginary impedances and the characteristic frequencies (positions
of the peaks in the imaginary impedance curves) of the composites simulated
with varying φ are seen in Figure 4.4. Note that the φ = 0.90 and φ = 0.9999
simulations only give shoulders near the peak frequency of the component
dominant at high and low frequencies respectively. For the various volume
fractions, the identifiable peak frequencies are only slightly perturbed and it is
still possible to identify the contributions of each component of the composite.
At a volume fraction φ = 0.90 the just observable high frequency shoulder
still lies at essentially the same frequency as the other high frequency peaks
and can therefore still be associated with them and hence with the more
conducting component. Similarly, at φ = 0.999 the low frequency shoulder
lies at the same frequency as the well resolved low frequency peaks and is
therefore associated with the less conducting component. At φ = 0.9999 the
low frequency shoulder can barely be observed.
The complex impedance plane plots of the data simulated using the Maxwell-
Wagner model with varying conducting component volume fractions are shown
in Figures 4.5 and 4.6. The figures also show plots of the data simulated using
the Brick Layer Model which, at this value of φ, are essentially similar to those
of the Maxwell-Wagner model, even though the two models are based on dia-
metrically opposed microstructures (see Section 1.3). The agreement between
the two models is better at φ = 0.99 which is well within the dilute limit while
there are small deviations at φ = 0.90 which is at the extreme end of the dilute
limit ((1−φd) ≈ 0.1) [Meredith and Tobias3]. The simulations for the SEPPE
(φ < φc), which differ quite markedly from the Maxwell-Wagner equation and
BLM simulations are also shown. Note that the microstructure described by
the SEPPE in which the conductor is randomly dispersed in the insulating
matrix is different from that of the Maxwell-Wagner and Brick Layer models,
where the insulator completely coats the conductor. This therefore leads to
the differences in the simulations calculated using the SEPPE and those ob-
tained using the Maxwell-Wagner and Brick Layer models. Further SEPPE
simulations are discussed below.
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Figure 4.5: The complex impedance plane plots of the data for Maxwell
Wagner equation, BLM and SEPPE simulations of binary composites with
φ = 0.99 (top) and 0.90 (bottom). The other simulation parameters are
σdc = 2.004×10−6(Ωm)−1, ²∞ = 27.481 and s = 0.651, for the more conduct-
ing component, whose properties were calculated using the LLS model and
²` = 12, σ` = 1×10−8(Ωm)−1 for the dispersionless properties of the less con-
ducting component. The SEPPE simulation has the additional parameters
φc = 0.999998 and t = 2.0. Key values of log(ω) are indicated.
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Figure 4.6: The complex impedance plane plots of the data for binary
composites simulated using the Maxwell Wagner model, BLM and SEPPE
with φ = 0.9999 (top) and 0.999 (bottom). The other simulation parameters
are given in Figure 4.5 and in the text. Key values of log(ω) are indicated.
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The SEPPE uses two extra parameters t and φc, in addition to the compo-
nent properties and the conductor volume fraction (φ). The effect of varying
the values of t and φc, on the electrical properties of the simulated composites,
were investigated and are presented below.
The frequency dependence of the imaginary impedances and normalized
imaginary impedances for a number of simulations using the SEPPE, with
varying values of t, is shown in Figure 4.7. The components can still be
identified from the characteristic frequencies, even though these are perturbed
in the composite. The complex impedance plane plot, Figure 4.8, also clearly
shows that the different values of t lead to impedance spectra which differ
significantly. In particular, changes in t have a very noticeable influence on
the lower frequency (less conducting component) contribution. At low values
of t, the contribution of the less conducting component is very prominent
but this contribution diminishes as t increases. The sample dc resistance (
intercepts on the real impedance axes) changes by ∼ 100% as t varies from
1.2 to 2.8. The different values of t correspond to different current paths.
Values of t between 1.2 and 1.4 are usually observed in two dimensional sys-
tems where the current, confined in a plane, must flow around the insulating
component leading to the prominent features due to this component, which
can be seen in the figures. Values between 1.6 and 2.8 are often observed
in three dimensional systems where the current can flow around the insulat-
ing components in three dimensions giving a greater possibility of connected
conducting paths. Therefore, the features due to the less conducting compo-
nent become less prominent with increasing t. It must again be emphasized
that the above features are for the same component properties and the same
conducting component and critical volume fractions (φ and φc).
The effects of changing the critical volume fraction (φc) for fixed compo-
nent properties, conductor volume fraction (φ) and the exponent t are seen in
Figures 4.9 and 4.10. If φc − φ < 0 i.e. φ > φc then only one arc is observed,
with the characteristic frequency of the more conducting component, as vir-
tually all the current passes through this component. As φc − φ increases,
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Figure 4.7: The frequency dependence of the imaginary impedances and
normalized imaginary impedances of binary composites simulated using the
SEPPE, with varying values of the exponent t and fixed values of φ = 0.99
and φc = 0.999998. The other simulation parameters, whose values were also
fixed, are σdc = 2.004 × 10−6(Ωm)−1, ²∞ = 27.481 and s = 0.651, for the
more conducting component, whose properties were calculated using the LLS
model and ²` = 12, σ` = 1× 10−8(Ωm)−1 for the dispersionless properties of
the less conducting component.
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Figure 4.8: The complex impedance plane plot of the data for composites
simulated using the SEPPE, with varying values of the exponent t and fixed
values of φ = 0.99 and φc = 0.999998. The other simulation parameters,
whose values were also fixed, are given in Figure 4.7 and in the text. Key
values of log(ω) are indicated.
the contribution due to the less conducting component becomes more promi-
nent. The higher φc−φ is, the more prominent is the contribution of the less
conducting component. The impedance curves of the simulated composites
converge as φc → 1 (high φc − φ).
4.2.2 Composites where the more conducting compo-
nent has an (anomalously) large real dielectric
constant
Experimentally, a number of systems have been found where one or both of
the components have dielectric constants that are extremely high (À 103).
To investigate this class of composites, a number of simulations using the
Maxwell-Wagner equation, BLM and SEPPE were computed. For simplic-
ity, the simulated properties of both the components are non-dispersive and
described by the parameters σh = 2.0 × 10−8, ²h = 10000, for the “more
conducting” component and σ` = 1.8 × 10−8, ²` = 4 for the “less conduct-
ing” component. For the SEPPE simulation, φc = 0.58 and t = 2. While
the same trends in the results were obtained for other component properties
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Figure 4.9: The frequency dependence of the imaginary impedances and
normalized imaginary impedances of binary composites simulated using the
SEPPE, with varying values of φc and fixed values of φ = 0.99 and t = 1.2.
The other simulation parameters, whose values were also fixed, are σdc =
2.004 × 10−6(Ωm)−1, ²∞ = 27.481 and s = 0.651, for the more conduct-
ing component, whose properties were calculated using the LLS model and
²` = 12, σ` = 1 × 10−8(Ωm)−1 for the dispersionless properties of the less
conducting component.
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Figure 4.10: Complex impedance plane plots for composites simulated us-
ing the SEPPE and variable φc and fixed values of φ = 0.99 and t = 1.2.
The other simulation parameters, whose values were also fixed, are given in
Figure 4.9. Key values of log(ω) are indicated.
and conducting component volume fractions, the conductivity ratio and φ
range presented here were chosen so that they are similar to those of the
polyester-resin/silicon composites discussed in Chapter 6.
The frequency dependence of the real dielectric constants and the real
conductivities of composites where one component has an anomalously high
dielectric constant, is shown in Figure 4.11 for φ = 0.24, which is represen-
tative for all the composites simulated. For all the models, the composite
dielectric constant (Figure 4.11, top) lies between those of the components
while the conductivity (Figure 4.11, bottom) is higher than that of both the
components at all but the lowest frequencies. Figures 4.12, 4.13 and 4.14
show, for increasing conducting component volume fractions, the imaginary
impedances and the normalized imaginary impedances for simulations com-
puted using the different models. An important observation to be made is
that the order of the peaks is reversed relative to that in the previous sim-
ulations i.e. the peak that can be identified as being associated with the
“more conducting” component (φ = 1) is at the lower frequencies. While
this result is to be expected, since the characteristic frequency is ωp =
σdc
²0²p
, it
does have some implications on the interpretation of experimental data. In
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Figure 4.11: Typical dielectric constant and conductivity curves, for sim-
ulated composites where the “more conducting” component has an anoma-
lously high dielectric constant, plotted as functions of log(ω). The dielectric
constants of the simulated composites lie between those of the components, at
all frequencies, while the conductivities are higher than that of either compo-
nent, at all but the lowest frequencies. For the simulated composites, φ = 0.24
and the other parameters are σh = 2.0 × 10−8, ²h = 10000, σ` = 1.8 × 10−8,
²` = 4. For the SEPPE simulation, φc = 0.58 and t = 2.
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Figure 4.12: The frequency dependence of the imaginary impedances and
normalized imaginary impedances of simulated composites, where the “more
conducting” has a very large real dielectric constant. Note the relative po-
sitions of the peaks, that of the more conducting component (φ = 1) is at
the lower frequencies. For the simulated composites, φ = 0.08 and the other
parameters are given in Figure 4.11 and in the text.
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Figure 4.13: The frequency dependence of the imaginary impedances and
normalized imaginary impedances of simulated composites, where the “more
conducting” has a very large real dielectric constant. Note the relative po-
sitions of the peaks, that of the more conducting component (φ = 1) is at
the lower frequencies. For the simulated composites, φ = 0.24 and the other
parameters are given in Figure 4.11 and in the text.
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Figure 4.14: The frequency dependence of the imaginary impedances and
normalized imaginary impedances of simulated composites, where the “more
conducting” has a very large real dielectric constant. Note the relative po-
sitions of the peaks, that of the more conducting component (φ = 1) is at
the lower frequencies. For the simulated composites, φ = 0.48 and the other
parameters are given in Figure 4.11 and in the text.
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general, the characteristic frequency (dielectric constant and dc conductivity)
of at least one of the components must be known before any identification
of the contributions can be made. Each peak in the composite imaginary
impedance plot still lies at about the same frequency as that of the pure com-
ponent and therefore again it is possible to readily identify the contributing
component, if the component data is available. However, it should also be
noted that the low frequency peaks are perturbed quite significantly in the
range 0.08 ≤ φ ≤ 0.5 presented here, for all three models (the peaks are less
perturbed at higher values of φ).
The complex impedance plane plots in Figure 4.15 also show that for this
range of φ values (φ < 1), the Maxwell-Wagner, the Brick Layer models and
the SEPPE (φ < φc) all produce curves that are clearly distinct from each
other. However, the total resistances of the simulated composites are the
same for all three models at all the conducting component volume fractions
simulated.
4.2.3 Composites where the properties of both the com-
ponents are dispersive
To complete the investigation of the direct effect of the component properties
on the properties of the composites, simulations of composites in which both
components have dispersive properties were calculated. The properties of
the components were presumed to be described by the Universal Dielectric
Response (Equation (1.12)), which has been successfully used to model and fit
data from a wide range of materials (a wider range than for the LLS model).
The parameters of the more conducting component are A = 1×10−8, s = 0.6,
σdc = 1 × 10−5(Ωm)−1 and ²∞ = 24. For the less conducting component,
A = 1 × 10−8, s = 0.8, σdc = 1 × 10−7(Ωm)−1 and ²∞ = 4. The conducting
component volume fraction, φ = 0.95. For the SEPPE simulations, φc =
0.999998 and t = 2.
Figures 4.16, 4.17 and 4.18 show the properties of simulated composites
145
0 10 20 30 40 50 60
0
10
20
30
0 10 20 30 40 50 60
0
10
20
0 10 20 30 40 50 60
0
10
20
30
2
7
2
2.76
2.76
-0.30
-1
 = 0.48
 
 
-Z
'' [
M
m
]
Z' [M m]
 
2 -1
-0.30
22.76
4
7
 = 0.24
 
 
-Z
'' [
M
m
]
 MW
 BLM
 SEPPE
2
-1
-0.302
2.76
4
7
 = 0.08
 
 
-Z
'' [
M
m
]
Figure 4.15: Complex impedance plane plots of simulations of a medium
where the “more conducting” component has a very large real dielectric con-
stant. The volume fractions for each simulation are given in each plot. The
other parameters are given in Figure 4.11 and in the text. Key values of
log(ω) are indicated.
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Figure 4.16: The frequency dependence of the real dielectric constant and
the real conductivity of a simulated composite and its components, where the
properties of both the components are dispersive. The dispersive properties
of both the components were modeled using the UDR model. For the more
conducting component, A = 1 × 10−8, s = 0.6, σdc = 1 × 10−5(Ωm)−1 and
²∞ = 24. For the less conducting component, A = 1 × 10−8, s = 0.8, σdc =
1 × 10−7(Ωm)−1 and ²∞ = 4. φc = 0.999998 and t = 2 for the SEPPE
simulation. Note the superposition of the Maxwell-Wagner and Brick Layer
model curves.
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Figure 4.17: The frequency dependence of the imaginary impedances and
normalized imaginary impedances of a simulated composite and its compo-
nents, where the properties of both the components are dispersive. The
dispersive properties of both the components were modeled using the UDR
model. The parameters for the simulations are given in Figure 4.16 and in
the text.
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Figure 4.18: The complex impedance plane plot of data for a simulated
composite where the properties of both the components are dispersive. The
dispersive properties of both the components were modeled using the UDR
model (Equation (1.12)). The parameters for the simulations are given in
Figure 4.16 and in the text. Key values of log(ω) are indicated.
and compare them to those of the components. Again, the contributions of
the components can be identified in the imaginary impedance plot, though
the peaks in the composite plots, and in particular those at high frequencies,
are displaced from the component peaks. The complex impedance plane
representation of the data is shown in Figure 4.18. At φ = 0.95, the Maxwell-
Wagner and Brick Layer models produce similar results while those of the
SEPPE are notably different
4.3 Conclusions
4.3.1 Simulated composite properties
• The Maxwell-Wagner and Brick Layer models give similar results at
high values of the volume fraction (φ > 0.9), where the SEPPE gives
composite properties that are markedly different except in the trivial
case of φ very close to 1.
• For the SEPPE, with a set of fixed component properties and the con-
ducting component volume fraction φ, varying the exponent t, (φ < φc)
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and/or the critical volume fraction φc greatly alters the simulated com-
posites’ ac conductivity properties as well as the dc resistances (ex-
tracted from complex impedance plane plots).
• The features at the high frequencies in the various impedance spec-
troscopy plots (such as peaks in imaginary impedance plots or the arcs
at low impedance in the complex impedance plane plots) are not al-
ways those due to the more conducting component. The frequencies at
which the various components of the composite are dominant depends
on both their conductivities and dielectric constants. Therefore, the
order of the features may be reversed (from the “normal”, conducting
component features at high frequency, order). This occurs for example
when the more conducting component has an anomalously high dielec-
tric constant.
• At high volume fractions (φ & 0.9), the Maxwell-Wagner model and
BLM give similar results even if the properties of both the components
are dispersive. Again the SEPPE gives different results to the other
models which, as explained earlier, are due to the very different mi-
crostructure that it describes.
• Simulation shows that for the Maxwell-Wagner model, the BLM and the
SEPPE there is a perturbation of the characteristic frequencies associ-
ated with the features in the binary composites from those of the pure
components. For the composites simulated, this effect was strongest for
the component dominant at low frequencies. Therefore if variation in
seen ωp seen in experimental data it is probably due to that component
being in a binary composite.
4.3.2 Identifying components from the composite data
• It is possible to identify the contributions of the components in the
composite impedance spectrum based on the characteristic frequencies
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which are readily obtained from the positions of the peaks in −Z ′′ vs
log(frequency) plots. This was demonstrated for composites simulated
using models representing different microstructures and for dispersive
and non-dispersive component properties. However, note that the peak
frequencies are not single valued, as the peaks are slightly displaced in
the composites. In practice, the identification of the components contri-
bution to the composite properties requires that data of the component
properties measured under the same conditions as those under which
the composite properties are measured be available. The characteristic
frequency is dependent on both the conductivity and the dielectric con-
stant, both of which are temperature dependent and therefore is itself
temperature dependent.
• In cases, such as that discussed in Section 4.2.2, where the conducting
component has an anomalous dielectric constant and the positions of
key feature in the IS plots are reversed. However, the characteristic
frequency is still a convenient tool for identifying the contributions due
to the components.
Chapter 5
Polycrystalline
Yttria-Stabilized Zirconia
5.1 Introduction
As mentioned in the introduction to this thesis, the electrical properties
of yttria-stabilized zirconia have been very widely studied [see Bauerle22,
Verkerk et al.19, Badwal23, Ru¨hle et al.24, Badwal and Drennan25, Bonanos
et al.26, Abe´lard and Baumard27, Pimenov et al.28 and others], largely due to
the interest in the use of these ceramics in Solid Oxide Fuel Cells (SOFCs),
oxygen sensors and in other technological applications. YSZ may, to some
degree, be considered a model system for study using impedance spectroscopy
techniques, because of the clearly distinguishable grain and grain boundary
contributions to the impedance spectra. To further investigate the link be-
tween the microstructure and the electrical properties, a number of samples,
prepared as described in Section 2.2.2, were studied in the current work. The
sections that follow describe the microstructure and compositions of these
samples, as well as the frequency and temperature dependence of the electri-
cal properties of the YSZ grains and the grain boundaries (as distinguished
in complex impedance plane plots). The complex conductivity data from
the measurements was fitted to the Maxwell-Wagner model (Equation (1.1))
and in some cases to the Brick Layer Model (BLM) (Equation (1.3)) and the
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Single Exponent Phenomenological Percolation Equation (SEPPE) (Equa-
tion (1.7)). Recall from Chapter 4 that for high values of the conducting com-
ponent volume fraction (φ), such as in these ceramics, the Maxwell-Wagner
and Brick Layer models give essentially the same results.
5.2 Results and Discussion
5.2.1 Composition and Microstructure
Figure 5.1 shows Scanning Electron Microscopy (SEM) micrographs of 8 mole
% (cubic) yttria-stabilized zirconia samples sintered at 1350 ◦C for 2 hours
(1350/2) and at 1600 ◦C for 10 hours (1600/10), from powder manufactured
by Daiichi Kigenso Kagaku Kogyo (DKKK). It can clearly be seen, in the
micrographs, that these samples have vastly different grain sizes. The com-
bination of the higher sintering temperature and longer sintering time leads
to marked, and rather anomalous, grain growth in the 1600/10 material. X-
ray spectra of the samples, Figure 5.2, show that despite the differences in
the grain sizes, the samples have the same crystal structure and composition.
This is as would be expected.
The microstructure of the samples sintered from powder manufactured
by Tosoh are shown in Figure 5.3. While the sample sintered at the higher
temperature and for the longer time has the larger grains, these grains are
not as large as those of the sample sintered under the same conditions from
the powder manufactured by DKKK.
The x-ray spectra in Figure 5.4 confirm that all the samples sintered
from the powder manufactured by Tosoh have a similar composition and
crystal structure. Further more, the peaks observed are the same for the
samples sintered using the powders from the two different manufacturers. Any
impurities that may be in the powders are likely to produce non-crystalline
(glassy) phases in the sintered ceramic and therefore would be difficult to
detect in the x-ray spectra even though they could influence the grain growth
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Figure 5.1: Scanning electron micrographs of the pure 8YSZ samples sin-
tered from powder manufactured by DKKK. These samples are 8YSZ-D1
sintered at 1350 ◦C for 2 hours (top) and 8YSZ-D2 sintered at 1600 ◦C for 10
hours (bottom). Note the large difference in the grain sizes of these samples.
(Micrographs courtesy of Dr. Tim Armstrong).
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Figure 5.2: X-ray spectra of the pure 8YSZ samples sintered from powder
manufactured by DKKK. These samples are 8YSZ-D1 sintered at 1350 ◦C
for 2 hours (top) and 8YSZ-D2 sintered at 1600 ◦C for 10 hours (bottom).
(Spectra courtesy of Dr. Tim Armstrong).
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Figure 5.3: Scanning electron micrographs of the pure 8YSZ samples sin-
tered from powder manufactured by Tosoh. These samples are 8YSZ-T1
sintered at 1350 ◦C for 2 hours (top) and 8YSZ-T2 sintered at 1600 ◦C for
10 hours (bottom). The difference in the grain sizes is not as marked as that
of the samples featured in Figure 5.1. (Micrographs courtesy of Dr. Tim
Armstrong).
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Figure 5.4: X-ray spectra of YSZ samples sintered from powder manufac-
tured by Tosoh. These samples are 8YSZ-T1 sintered at 1350 ◦C for 2 hours
(top) and 8YSZ-T2 sintered at 1600 ◦C for 10 hours (bottom). (Spectra
courtesy of Dr. Tim Armstrong).
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and/or the electrical properties of the ceramics.
The differences in the size of the grains between the large grained DKKK
1600/10 (8YSZ-D2) and Tosoh 1600/10 (8YSZ-T2) samples cannot simply be
attributed to differences in the sizes of the particles of the initial powders alone
because at 1350/2, the Tosoh powder produces samples with a larger grain
size than that of the samples sintered at 1350/2 from powder manufactured by
DKKK . The mechanism responsible for the rapid grain growth in the DKKK
1600/10 is as yet not understood. A summary of the grain sizes and densities
of the 8YSZ samples is given in Table 5.1. There is no porosity visible in
the SEM micrographs and this is confirmed by the measured sample density
being ∼ 100% of the theoretical density.
From the SEM micrographs, in Figure 5.5, it can be seen that the mi-
crostructures of the samples containing 0.1 and 0.5 wt% silica are similar.
It can also be seen that these samples contain some porosity, which was not
seen for the samples sintered from pure YSZ. This implies that the presence
of the silica is having an influence on the sintering process, inhibiting full
densification of the ceramic.
The SEMmicrographs of the samples with 2.7 and 12.4 volume % silica are
shown in Figure 5.6. It can be seen in these micrographs that the amount of
porosity increases with increasing silica content. No silica peaks are observed
in the x-ray spectra for the samples containing the impurity. Figure 5.7 shows
the spectra for the samples with 2.7 and 12.4 volume % silica, where only the
peaks associated with the YSZ are observed. This confirms that there is no
Table 5.1: The density and average grain sizes of 8YSZ samples studied.
(Data courtesy of Dr. Tim Armstrong).
Sample
Name
Powder
Manufacturer
Sintering
Temp./Time
(◦C/hrs)
Density
(%ThD)
Av. Grain
Size (µm)
8YSZ-D1 DKKK 1350/2 100 1.79± 0.34
8YSZ-D2 DKKK 1600/10 100 19.15±3.50
8YSZ-T1 Tosoh 1350/2 100 3.24± 0.54
8YSZ-T2 Tosoh 1600/10 100 5.92± 1.45
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Figure 5.5: Scanning electron micrographs of YSZ samples containing low
levels of silica. These are the sample containing 0.3 volume % silica (8YSZ-
SiO2-T1; top) and that containing 1.2 volume % silica (8YSZ-SiO2-T2; bot-
tom). The samples have nearly identical grain sizes. (Micrographs courtesy
of Dr. Tim Armstrong).
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Figure 5.6: Scanning electron micrographs of the samples containing inter-
mediate levels of silica. These are the sample containing 2.7 volume % silica
(8YSZ-SiO2-T3; top) and that containing 12.4 volume % silica (8YSZ-SiO2-
T4; bottom). The porosity increases from one sample to the next, as the
silica content is increased. (Micrographs courtesy of Dr. Tim Armstrong).
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Figure 5.7: X-ray spectra of YSZ samples containing silica. These samples
are the sample containing 2.7 volume % silica (8YSZ-SiO2-T3; top) and that
containing 12.4 volume % silica (8YSZ-SiO2-T4; bottom). (Spectra courtesy
of Dr. Tim Armstrong).
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crystalline silica in the materials.
Figure 5.8 shows that the sample with the highest silica content, 23 volume
%, also has the highest amount of porosity. This leads to this sample having
the lowest density.
Transmission electron microscopy (TEM) and energy-dispersive X-ray (EDX)
analysis in Gremillard et al.129, on 3YSZ, suggests that the adjacent grain
boundaries do not consist of a continuous glassy phase and contain no silica
at all but that instead the silica accumulates in the triple junctions. Their
observations are somewhat in contradiction to those of Go¨dickemeier et al.130
who, also working with 3YSZ, report having observed glassy films between
0.5 and 2nm thick and no “clean” grain boundaries in all the silica containing
samples that they investigated, some of which had other impurities in addi-
tion to the silica. While pure silica will not melt at the sintering temperatures
used in this work, if the silica were to combine with other impurities such as
alumina (Al2O3), yttria (Y2O3) or alkali metals such as sodium and potas-
sium, then this would lower its liquidus temperature [Appel and Bonanos131].
It can be expected that the location of the silica within the ceramic will in-
fluence the effect that this silica has on the measured grain boundary electrical
properties. The conductivity and dielectric properties of silica are different
from those of YSZ and therefore if it is present in the grain boundaries their
properties should be different from those of “clean” boundaries. If, instead,
the silica is isolated in the triple points between the grains then it will have
Table 5.2: The density and average grain sizes of the 8YSZ+SiO2 samples
studied. Note the decrease in the density with increasing silica content. All
samples were sintered at 1350 ◦C for 2 hrs. (Data courtesy of Dr. Tim
Armstrong).
Sample Name
Powder
Manufacturer
Silica Content
(Volume %)
Density
(%ThD)
Av. Grain
Size (µm)
8YSZ-SiO2-T1 Tosoh 0.3 98 0.88± 0.11
8YSZ-SiO2-T2 Tosoh 1.2 97 1.02± 0.12
8YSZ-SiO2-T3 Tosoh 2.7 95 2.53± 0.47
8YSZ-SiO2-T4 Tosoh 12.4 92 1.39± 0.18
8YSZ-SiO2-T5 Tosoh 23.0 90 2.72± 0.56
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Figure 5.8: Scanning electron micrograph of a sample containing 23 volume
% silica, 8YSZ-SiO2-T5. This sample has the highest level of porosity and
therefore the lowest density. (Micrograph courtesy of Dr. Tim Armstrong).
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little effect on the critical conducting paths (see Figure 1.19) and therefore
the measured grain boundary conductivity. This will be discussed in the sec-
tions that follow. The average grain sizes and densities of the YSZ samples
containing silica are summarized in Table 5.2.
Figure 5.9 shows x-ray spectra of the samples 3YSZ-T1A and 3YSZ-T2A.
These samples have a different crystal structure to that of the cubic (8YSZ*)
samples discussed in the preceding pages and this leads to the differences
between the x-ray spectra in Figures 5.2 to 5.7 and those in Figure 5.9. 3YSZ
has a tetragonal crystal structure. This leads to the extra peaks that are
observed in the spectra in Figure 5.9.
Table 5.3: The density and average grain sizes of 3YSZ samples studied.
(Data courtesy of Dr. Tim Armstrong).
Sample
Name
Powder
Manufacturer
Sintering
Temp./Time
(◦C/hrs)
Density
(%ThD)
Av. Grain
Size (µm)
3YSZ-T1A Tosoh 1350/2 99 0.51± 0.07
3YSZ-T1B Tosoh 1350/2 99 0.51± 0.07
3YSZ-T2A Tosoh 1600/10 99 1.15± 0.23
3YSZ-T2B Tosoh 1600/10 99 1.15± 0.23
The grain sizes and the densities of the 3YSZ samples are summarized in
Table 5.3.
Gibson et al.132 report that at densities between 95% and 100%, the bulk
and grain-boundary conductivity of YSZ samples remain unchanged. With
the exception of the 8YSZ samples containing 12 and 23 weight % silica, the
densities of the samples investigated in the current work are above 95% of the
theoretical density and therefore the density is not expected to be a major
factor when explaining the differences in the electrical properties of various
samples.
The link between the microstructure and composition of the YSZ samples
and their electrical properties will be discussed in the sections that follow.
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Figure 5.9: X-ray spectra of the tetragonal stabilized zirconia samples
3YSZ-T1A (top) and 3YSZ-T2A (bottom). The crystal structure of the these
samples (tetragonal) is different from that of the cubic 8YSZ* samples de-
scribed earlier in this section. This difference in crystal structure leads to
the difference in the peaks in the spectra above to those of the cubic stabi-
lized zirconia samples in the earlier figures. (Spectra courtesy of Dr. Tim
Armstrong).
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5.2.2 Impedance data validation
As previously highlighted, the first step to analyzing ac conductivity data
must be proving it to be valid and consistent, as described in Section 2.6.1.
Kramers-Kronig transforms were used to verify the validity of the experimen-
tal data which will be presented and discussed later in this chapter. Fig-
ure 5.10 shows two sets of experimental imaginary impedance data and the
imaginary impedance data calculated from the K-K transform of the experi-
mental real impedance data. Within the accuracy of the numerical integration
techniques, the experimental and the calculated data are in agreement. Note
that there are small discrepancies at the lowest frequencies which can be at-
tributed to errors due to the finite range of frequencies in the experiment
(recall that, in principle, K-K transforms require an infinite frequency range,
which is not obtainable in practice). Results similar to those shown in Fig-
ure 5.10 are obtained for other samples and at other temperatures, therefore
confirming the validity of the experimental data.
As described in Section 2.6.1, the K-K conditions are not met by inherently
non-linear responses, such as electrode effects, when the excitation signal is
relatively large. Figure 5.11 clearly illustrates this phenomenon. While the
data attributed to the grains and the grain boundaries of the ceramic conforms
to the transforms, there are large errors at the lowest frequencies, where the
electrode effects dominate. Similar results were observed for a single crystal
and its electrodes (see Section 3.2.1).
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Figure 5.10: Validation of polycrystalline YSZ impedance data using
Kramers-Kronig transforms. The calculated and experimental data are seen
to be in close agreement for pure CSZ sample 8YSZ-T1, at 200 ◦C (top) and
the CSZ sample with 23 volume % silica, 8YSZ-SiO2-T5 at 250 ◦C (bottom).
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Figure 5.11: The Kramers-Kronig transform of data that includes electrode
effects (top). Note the large differences between the calculated and exper-
imental data in the frequency region (log(ω) . 2) where electrode effects,
which are non-linear, dominate (bottom). (This data is from the CSZ sample
8YSZ-D1 at 250 ◦C and the excitation voltage for the measurement is 1.5 V).
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5.2.3 The frequency dependence of the electrical prop-
erties of polycrystalline YSZ
The frequency dependence of the real dielectric constants and the real con-
ductivities of several 8 mole % (cubic) YSZ samples with and without added
impurities, is shown in Figure 5.12, for measurements at 100 ◦C. The real di-
electric constants rise from their high frequency values in the 20’s to several
1000’s at low frequencies. For each sample, the conductivity shows Jonscher-
type power law behavior (i.e σ ∝ ωs) as it drops from the high frequency
value through a shoulder at intermediate to low frequencies and just starts to
drop off again at the lowest frequencies. The dropping off of the conductivity
at the lowest frequencies indicates that there are at least two contributions
to the sample properties at this temperature. (The contributions are better
resolved in the imaginary impedance and the complex impedance plane plots
in Figures 5.13 and 5.14).
Figure 5.13 shows that the component dominant at high frequencies, and
for which there is a complete arc in the complex impedance plane plot, is
common to all the samples and the characteristic frequencies are nearly iden-
tical (with the possible exception of the sample with a very high silica content
(23 volume %, 8YSZ-SiO2-T5)). Therefore, it can be concluded that this is
due to the same component in all the samples and as its features are very
similar this suggests that it is the YSZ crystallites (the grains in the ceramic),
which are common to all the samples. The complex impedance plane plot Fig-
ure 5.14 clearly shows the two contributions to the sample impedance. These
are attributed to the YSZ grains at high frequencies and the grain boundaries
at low frequencies. The identification of the grain boundary contribution is
further discussed below based on measurements at higher temperatures.
Figure 5.15 shows the real dielectric constants and the real conductivi-
ties at 250 ◦C. The shapes of these curves, which are characteristic of two
component materials, are markedly different from those for single crystals
(Chapter 3). Again the real dielectric constant initially rises from its high
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Figure 5.12: The frequency dependence of the real dielectric constant and
the real conductivity of several cubic stabilized zirconia samples at 100 ◦C.
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Figure 5.13: The frequency dependence of the imaginary impedances and
normalized imaginary impedances of several cubic stabilized zirconia samples
at 100 ◦C. The grains of the samples have similar characteristic frequen-
cies. The characteristic frequencies of the grain boundaries are still below the
measurable range.
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Figure 5.14: The complex impedance plane plot of the “raw” data for a
polycrystalline CSZ sample at 100 ◦C showing arcs due to the grains and
part of the arc due to the grain boundaries. The rest of the grain boundary
arc and the arc due to electrode effects is at frequencies below the lower
measurement limit. The dc impedance is equivalent to the impedance of the
grains + the grain boundaries which is about 275 MΩm for this sample.
Key values of log(ω) are indicated. This particular data is from the sample
8YSZ-D1.
frequency value in a similar manner to that of the single crystals. However,
a feature not present in the single crystal data, characterized by a notable
change in the slope between at log(ω)values between 2 and 3, is observed. At
this scale, this effect, which at this temperature is present in the curves for all
the samples, is not readily observed in those of the samples that do not con-
tain silica. The conductivity data also differs from that of the single crystals.
After the initial power law drop at the highest frequencies (region labeled 1,
in Figure 5.15), there is a shoulder at intermediate frequencies (region 2) fol-
lowed by another drop (region 3) to a flat plateau at low frequencies (region
4). At the very lowest frequencies (region 5), the conductivity data again
starts to decrease. The imaginary impedance data plotted in Figure 5.16
confirms that there are three contributions giving rise to three distinct fea-
tures. The first peak is at essentially the same frequency (log(ω) ≈ 5) for
all the samples, except that with the highest silica content (8YSZ-SiO2-T5),
indicating a common origin. There is a somewhat wider spread in the posi-
tion of the second peak, but even there, the frequencies lie in a narrow range
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Figure 5.15: The frequency dependence of the real dielectric constants (top)
and the real conductivities (bottom) of several cubic stabilized zirconia sam-
ples at 250 ◦C. Included is the data at frequencies dominated by electrode
effects. The various sections of the conductivity curve are described in the
text.
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Figure 5.16: The frequency dependence of the imaginary impedances (top)
and the normalized imaginary impedances (bottom) of several cubic stabilized
zirconia samples at 250 ◦C. Included is the data at frequencies dominated by
electrode effects.
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Figure 5.17: The complex impedance plane plot of the “raw” data for a
polycrystalline CSZ sample showing arcs due to the grains, grain boundaries
and electrode effects. The total impedance of the samples is the sum of the
impedance of the grains and that of the grain boundaries. Key values of
log(ω) are indicated This particular data is from the sample 8YSZ-D1 at
250 ◦C.
(again with the exception of 8YSZ-SiO2-T5). It therefore follows that this
second feature must also be present and be of a similar nature in nearly all
the samples. It is associated with the grain boundaries, which are dislocation
networks between the YSZ crystallites, a second phase consisting of impu-
rities or combinations of these. The physical origins of the grain-boundary
impedance in stabilized zirconia are discussed in Guo133, Lee and Kim134 and
the references therein. The third, incomplete, feature in Figure 5.16 is due to
electrode effects. Figure 5.17 shows the complex impedance plane representa-
tion of the data for a typical polycrystalline YSZ sample at this temperature.
The three contributions to the sample impedance due to the grains, grain
boundaries and electrode effects give rise to three depressed semicircles, one
of which is incomplete. Between 100 ◦C and 250 ◦C, the sample impedance
drops by about 4 orders of magnitude.
Similar trends to those described above for the cubic zirconia samples
are also seen in the data from the tetragonal stabilized zirconia (3 mole %
YSZ) samples, 3YSZ-T1A and 3YSZ-T2A, Figures 5.18 to 5.21. Figures
5.18 and 5.20 show that at high frequencies the dielectric constants and the
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Figure 5.18: The frequency dependence of the real dielectric constants (top)
and the real conductivities (bottom) of a tetragonal stabilized zirconia single
crystal and several polycrystalline samples at 100 ◦C.
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Figure 5.19: The frequency dependence of the imaginary impedances (top)
and normalized imaginary impedances (bottom) of a 3YSZ single crystal and
several polycrystalline 3 mole % YSZ samples at 100 ◦C. Note that the
characteristic frequency of the single crystal is almost the same as that of the
component of the ceramic dominant at high frequencies (the grains).
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Figure 5.20: The frequency dependence of the real dielectric constants (top)
and the real conductivities (bottom) of a tetragonal stabilized zirconia single
crystal and several polycrystalline samples at 250 ◦C. Included the data at
frequencies where electrode effects are dominant.
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Figure 5.21: The frequency dependence of the imaginary impedances and
normalized impedances of a 3YSZ single crystal and polycrystalline 3 mole
% YSZ at 250 ◦C. Note the long “tail” at low frequencies, due to electrode
effects.
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conductivities of the polycrystalline samples are similar to those of the 3YSZ
single crystal. It can also be seen in Figures 5.19 and 5.21 that the peak
frequency of the 3YSZ single crystal lies in the same region as that of the
peak at high frequencies, in the polycrystalline sample data. This further
confirms the conclusion that this contribution is due to the YSZ crystallites,
the grains in the polycrystalline material. Note however that the crystal peak
frequency is not exactly the same as that of the grains, as there is a slight
perturbation, which in part may be due to experimental errors in the positions
of the peaks. In addition, as has been shown in the simulations in Chapter 4,
the peaks in the plots for composite data are usually not in exactly the same
positions as those for the components.
5.2.4 The temperature, grain size and silica content
dependence of the electrical properties of poly-
crystalline yttria-stabilized zirconia
The temperature dependence of the “dc” conductivity, extracted from com-
plex impedance plane plots (which, for simplicity, will be referred to as the
dc conductivity) and peak frequencies of all the YSZ samples studied is best
described by an ionic conductivity mechanism (see Section 1.5). Recall from
Section 3.2.3 that for ionic conductivity, Equation (1.23) becomes,
σdcT = σ0 exp[−Ea−σ
kB
T ] (5.1)
and
νpT = ν0 exp[−Ea−ν
kB
T ], (5.2)
where Ea−σ and Ea−ν are the activation energies for the conductivities and
the peak frequencies respectively.
The temperature dependence of the electrical properties of the grains and
the grain boundaries of the polycrystalline YSZ samples was also studied.
Figure 5.22 shows that the temperature dependence of characteristic frequen-
cies, (plotted as Log(ωp) vs 1000/T ) and the dc conductivities (plotted as
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Figure 5.22: The temperature dependence of the characteristic frequencies
(top) and “dc” conductivities (bottom) of the grains of various polycrystalline
CSZ samples.
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Ln(σdcT ) vs 1000/T ), of the grains of the various CSZ samples are essen-
tially the same. There are only small changes in magnitude observable, due
to the increasing silica content. This is to be expected as silica is almost
insoluble in YSZ [Appel and Bonanos131] and therefore should not affect the
bulk properties significantly. The silica is likely to accumulate in the grain
boundaries and triple points as discussed below. At 23 volume percent silica
(sample 8YSZ-SiO2-T5) however, there appears to be enough silica to have a
significant influence on the properties of the ceramic grains causing changes
in the magnitude but not the slope. Note however that the effect of the silica
on the grain properties may not be as a result of doping but may instead be
due to other mechanisms such as changing of the yttrium distribution in the
ceramic [Gremillard et al.129].
The temperature dependence of the characteristic dielectric constants and
the depression angles of the grains of the CSZ samples is shown in Figure 5.23.
While there are no models to describe the temperature dependence of the
dielectric constants the curves for most of the samples are tightly grouped,
indicating similar behavior. The dielectric constants of the two samples with
the highest silica content are notably different from those of the rest of the
samples. The depression angles of the sample containing the highest silica
content are the only ones which are noticeably higher than those of the rest of
the samples, at all temperatures. The depression angles of the high frequency
(grain) semicircles are mostly greater than 10◦ and similar to those of the YSZ
single crystals (see Section 3.2.3).
The effects of the grain size on the grain dc conductivity (plotted as
Ln(σdcT ) at 250
◦C) are shown in Figure 5.24 (top) while Figure 5.24 (bot-
tom) shows the effect of the sample silica content on the characteristic fre-
quency and the dc conductivity (again plotted as Ln(σdcT ) at 250
◦C) of these
grains. The different grain sizes do not have a very large influence on the grain
conductivity, which remains within a narrow range for the grain sizes investi-
gated, including the sample with the very large grains. Figure 5.24 (bottom)
shows that the silica only has really marked effects at very high levels, 23
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Figure 5.23: The temperature dependence of the characteristic dielectric
constants (top) and the depression angles (bottom) of the grains of various
polycrystalline CSZ samples. Note the linear scale on the y-axis.
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Figure 5.24: The effect of the grain size on the grain conductivity and that of
the sample silica content on the characteristic frequencies and conductivities
of the grains of various polycrystalline CSZ samples at 250 ◦C.
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volume % in this case. Up to 12 volume % silica, the properties of the grains
are similar to those of samples with little or no silica.
The characteristic frequencies and the dc conductivities of the grain bound-
aries, as a function of 1/T , show a wider spread than those of the grains, as
can be seen in Figures 5.25 and 5.27. However, the temperature dependence
(∝ 1/T ) is similar to that of the grains. Note that, as is done by several
authors, such as in Verkerk et al.19, Bowen et al.135 and others, the con-
ductivities (σ†dc) plotted in Figure 5.25 are the “effective” conductivities of
the grain boundaries, i.e the grain boundary conductivities normalized to the
sample geometric factor (G).
As both Z ′ and Z ′′ are in Ωm in the current work, the resistance values
read from the intercepts are in Ωm and normalized to the sample geometric
factor. Therefore, in the current notation
σ†dc = 1/R,
where in this case R is the “specific resistance” (Ωm) of the grain boundary
(normalized to the sample geometric factor and not to the dimensions of the
grain boundaries). Note that where the impedances (Z ′ and Z ′′) are not
normalized to the sample geometric factor,
σ†dc = 1/(R
∗G),
where R∗ is the dc resistance extracted from the complex impedance plane
plot, in ohms.
The specific conductivity of the grain boundaries (normalized to the di-
mensions of the grain boundaries) is related to their “effective” dc conduc-
tivity by [Verkerk et al.19]
σspgb = σ
†
dcδgb/dg,
where dg is the average grain size and δgb is the grain boundary thickness.
The term “dc conductivity” when used in connection to the grain bound-
aries will still be used to refer to the “effective” dc conductivity (σ†dc).
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Figure 5.25: The temperature dependence of the characteristic frequencies
(top) and the “dc” conductivities (bottom) of the grain boundaries of various
polycrystalline CSZ samples.
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The resistance per area (specific resistance) can be approximated as [Guo133,
Lee et al.136]
ρ†dg,
where ρ†dc = 1/σ
†
dc is the “effective” resistivity. It follows that the specific
conductance is approximately
σ†dc/dg.
The temperature dependence of the grain boundary specific conductances
(plotted as Ln(σ†dc/dg · T )), for the various samples, is shown in Figure 5.26
(top). The specific conductances are again tightly grouped highlighting the
fact that the electrical properties of the grain boundaries in these ceramic
materials are similar. Note that there are some slight differences between
this grouping of the specific conductances and that of the conductivities in
Figure 5.25, indicating some small effects due to the different grain sizes and
silica contents of the samples. Figure 5.26 (bottom) shows the dependence
of the specific conductances, at 250 ◦C and plotted as Ln(σ†dc/dg · T )) on the
grain size. The conductances of all the samples except for the one with the
highest silica content again lie in a narrow range.
Figure 5.27 (top) shows that the magnitude of the characteristic frequency
and the conductivity of the grain boundaries decreases with increasing silica
content but there is no sudden big decrease in the conductivity, except for
the sample with the highest silica content. The changes in the characteristic
frequency follow those of the conductivity, which indicates that the dielec-
tric constant of the grain boundaries is changing slowly with the increasing
silica content. Figure 5.27 (bottom) shows two distinct drops in the specific
conductance at 250 ◦C (again plotted as Ln(σ†dc/dg · T )), one between the
samples 8YSZ-SiO2-T2 and 8YSZ-SiO2-T3 and another between the sam-
ples 8YSZ-SiO2-T4 and 8YSZ-SiO2-T5. Figure 5.28 shows the total (grain +
grain boundaries) conductivities of the samples containing various amounts
of silica. It can be seen that the conductivities monotonically decrease with
increasing silica content.
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Figure 5.26: The temperature (top) and grain size (bottom) dependence of
the specific conductance of the grain boundaries of various cubic stabilized
zirconia samples. The grain size dependence is analyzed at 250 ◦C
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Figure 5.27: The effects of the silica content on the grain boundary charac-
teristic frequencies and conductivities (top) and on the specific conductances
(bottom) at 250 ◦C.
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Figure 5.28: The effects of the silica content on the total conductivities of
the samples at 250 ◦C.
The results discussed above and the characteristic frequencies shown ear-
lier suggest that while the silica may modify the properties of some grain
boundaries, there are still continuous paths through the grains and “clean”
grain boundaries through which most of the current flows. At lower silica
contents, most of the silica probably accumulates in the triple junctions as
observed using Transmission Electron Microscopy and energy-dispersive X-
ray (EDX) analysis in Gremillard et al.129 and does not affect the critical
conducting paths (see Figure 1.19). As previously mentioned, these authors
observed no silica at all in the grain boundaries of their samples. The mono-
tonic decrease in the total sample conductivity with increasing silica content
(Figure 5.28) and the non-monotonic trend in the specific conductance of
the grain boundaries (Figure 5.27) supports a conclusion that the silica ini-
tially accumulates in the triple points, thereby influencing the overall sample
conductivity while having minimal influence on the critical conducting paths.
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At very high silica content (> 12 volume %), there may be some silica
entering into the grain boundaries, which possibly explains the significant
decrease in the conductivity of the 23 volume % silica sample. However, this
is has not been conclusively established.
The temperature dependence of the grain boundary “effective” dielectric
constants (²†p), and the depression angles is shown in Figure 5.29. While no
model has been found for the temperature dependence of the “effective” di-
electric constants, they are nearly constant in the temperature range studied.
Recalling that ωp =
σdc
²p
, constant or nearly constant values of the “effective”
dielectric constant lead to the almost identical activation energies of the peak
frequencies and the conductivities. The “effective” dielectric constant of the
sample with the largest grain size (8YSZ-D2) is noticeably different from that
of the other samples, a behavior that could be directly linked to its large grain
size.
The depression angles Figure 5.29 (bottom) lie in two groupings, low val-
ues (. 10 ◦) for most of the samples and high values (& 20 ◦) for the samples
with the largest amount of SiO2 (8YSZ-SiO2-T5), the largest grains (8YSZ-
D2) and surprisingly the sample 8YSZ-T1. Note though that of the samples
studied, this sample has the third largest grain size and the trend in the de-
pression angles may be linked to both the grain size and the silica content.
No grain boundary arc was observed in a complex impedance plane plot of
the data for the sample with the second largest grain size (8YSZ-T2).
The temperature dependence of the characteristic frequencies and the dc
conductivities of the tetragonal stabilized zirconia samples is shown in Fig-
ure 5.30. It can be seen, in the figure, that the grains of the tetragonal
stabilized zirconia samples sintered under different conditions (temperature
and time, 1350/2 and 1600/10) have similar properties, which are close to
those of the 3YSZ single crystal. The temperature dependence of the dielec-
tric constants and the depression angles is shown in Figure 5.31 where again,
it can be seen that the properties of the grains are similar for the different
ceramic samples and those of the single crystal.
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Figure 5.29: The temperature dependence of the real dielectric constants
(top) and the depression angles (bottom) of the grain boundaries of various
polycrystalline CSZ samples. Note the linear scale on the y-axis for the
depression angles.
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Figure 5.30: The temperature dependence of the characteristic frequencies
(top) and the dc conductivities (bottom) of a 3YSZ single crystal and of the
grains of various polycrystalline 3YSZ ceramics.
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Figure 5.31: The temperature dependence of the dielectric constants (top)
and depression angles (bottom) of a 3YSZ single crystal as well as those of the
grains of polycrystalline 3YSZ ceramics. Note the linear scale on the y-axis.
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Figure 5.32: The temperature dependence of the characteristic frequencies
(top) and the dc conductivities (bottom) of the grain boundaries of various
polycrystalline 3YSZ ceramics.
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Figure 5.33: The temperature dependence of the specific conductances
(plotted as Ln(σ†dc/dg · T )) of two 3YSZ sample sintered under different con-
ditions.
Figure 5.32 shows the temperature dependence of the characteristic fre-
quencies (plotted as Log(ωp) vs 1000/T ) and the dc conductivities (plotted
as Ln(σdcT vs 1000/T ), of the grain boundaries of the polycrystalline 3 mole
% YSZ samples. On the scale of the figures, only small differences, in the
magnitude, are seen between the properties, at the same temperature, of the
grain boundaries of the polycrystalline samples sintered under different con-
ditions. There is no discernible difference in the slopes of the data from the
different samples. The conductivities, Figure 5.32 (bottom), and the specific
conductances, Figure 5.33, are similar for the different samples, at the same
temperature. It can be seen in Figure 5.34 (top) that the small differences
in the characteristic frequencies, seen in Figure 5.32, are driven by the grain
boundary “effective” dielectric constants which are notably different.
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Figure 5.34: The temperature dependence of the real dielectric constants
(top) and the depression angles (bottom) of the grain boundaries of various
3YSZ ceramic samples. Note the log scale (top) and linear scale (bottom) on
the y-axis.
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The depression angles, Figure 5.34 (bottom) are also different for the sam-
ples sintered under the different conditions. There appears to be a correlation
between the “effective” dielectric constants and the depression angles.
Table 5.4: Activation energies (AE) of the dc conductivity (Cond) and the
characteristic frequency (Freq) in polycrystalline 8 mole % yttria-stabilized
zirconia (Cubic). σ0 and ν0 are the pre-factors in Equations (5.1) and (5.2)
respectively.
Sample
Name
Prop. Grain Grain Boundary
σ0/ν0
(Ωm)−1K/HzK
AE (eV)
σ0/ν0
(Ωm)−1K/HzK
AE (eV)
8YSZ-D1
Cond (4± 1)× 109 1.13±0.04 (3± 1)× 1010 1.20±0.06
Freq (13± 3)× 1017 1.13±0.03 (11± 4)× 1015 1.17±0.05
8YSZ-D2
Cond (31± 8)× 108 1.13±0.03 (31± 9)× 109 1.19±0.04
Freq (10± 2)× 1017 1.13±0.02 (14± 3)× 1014 1.19±0.03
8YSZ-T1
Cond (59± 8)× 107 1.08±0.01 (4± 1)× 109 1.13±0.04
Freq (23± 3)× 1016 1.09±0.01 (8± 2)× 1015 1.13±0.03
8YSZ-T2
Cond (12± 3)× 108 1.10±0.03 − −
Freq (5± 1)× 1017 1.11±0.03 − −
Tables 5.4, 5.5 and 5.6 summarize the temperature dependence of the
properties of the YSZ ceramics. The characteristic frequencies and dc con-
ductivities have similar activation energies, indicating that they are due to
the same processes in the material. As can be seen in the tables, there is also a
small but notable difference between the activation energies for the processes
in the crystalline grains and those in the amorphous grain boundaries. There
are also notable differences between the activation energies for the processes
in the cubic stabilized zirconia and the tetragonal stabilized zirconia.
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Table 5.5: Activation energies (AE) of the dc conductivity and characteristic
frequency in polycrystalline 3 mole % yttria-stabilized zirconia (Tetragonal).
σ0 and ν0 are the pre-factors in Equations (5.1) and (5.2) respectively.
Sample
Name
Prop. Grain Grain Boundary
σ0/ν0
(Ωm)−1K/HzK
AE (eV)
σ0/ν0
(Ωm)−1K/HzK
AE (eV)
3YSZ-
T1A
Cond (13± 3)× 107 0.96±0.03 (25± 8)× 108 1.10±0.04
Freq (6± 1)× 1016 0.97±0.02 (11± 4)× 1015 1.11±0.04
3YSZ-
T1B
Cond (17± 5)× 107 0.96±0.04 (4± 1)× 109 1.11±0.04
Freq (7± 2)× 1016 0.98±0.02 (13± 4)× 1015 1.11±0.04
3YSZ-
T2A
Cond (13± 3)× 107 0.95±0.02 (12± 5)× 108 1.05±0.09
Freq (54± 7)× 1015 0.97±0.01 (19± 9)× 1014 1.07±0.11
3YSZ-
T2B
Cond (56± 8)× 106 0.93±0.01 (12± 4)× 108 1.06±0.05
Freq (27± 4)× 1015 0.95±0.01 (13± 5)× 1014 1.07±0.06
Table 5.6: Activation energies (AE) of the dc conductivity and characteristic
frequency in polycrystalline 8 mole % yttria-stabilized zirconia with silica. σ0
and ν0 are the pre-factors in Equations (5.1) and (5.2) respectively.
Sample
Name
Prop. Grain Grain Boundary
σ0/ν0
(Ωm)−1K/HzK
AE (eV)
σ0/ν0
(Ωm)−1K/HzK
AE (eV)
8YSZ-
SiO2-T1
Cond (4± 1)× 109 1.15±0.04 (10± 3)× 109 1.18±0.04
Freq (14± 3)× 1017 1.15±0.03 (8± 2)× 1015 1.17±0.04
8YSZ-
SiO2-T2
Cond (5± 1)× 109 1.15±0.03 (9± 3)× 109 1.19±0.04
Freq (18± 4)× 1017 1.15±0.03 (7± 2)× 1015 1.18±0.04
8YSZ-
SiO2-T3
Cond (14± 3)× 108 1.11±0.02 (12± 2)× 108 1.14±0.02
Freq (52± 8)× 1016 1.12±0.02 (20± 3)× 1014 1.13±0.02
8YSZ-
SiO2-T4
Cond (58± 5)× 107 1.08±0.01 (67± 3)× 107 1.12±0.00
Freq (32± 3)× 1016 1.10±0.01 (135±8)×1013 1.12±0.01
8YSZ-
SiO2-T5
Cond (5± 1)× 108 1.11±0.03 (9± 1)× 108 1.26±0.02
Freq (34± 9)× 1016 1.13±0.03 (5± 2)× 1014 1.22±0.08
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5.2.5 Microstructure and the modeling of the electrical
properties
As mentioned in the introduction to the chapter, while YSZ has been widely
studied there remains a great challenge in relating the microstructure to the
electrical properties. In particular there are problems in ascertaining whether
or not various models correctly fit the experimental sample data well enough
for these models to be confidently used for predicting the properties of new
samples.
To try and understand the properties of the ceramics, as well as to estab-
lish whether or not the Maxwell-Wagner model, BLM and SEPPE are able to
consistently fit the data, a number of conditions were imposed in the fitting
of the data and these will be described starting below. As discussed in the
introduction to the thesis, the emphasis here is on obtaining consistent fit-
ting to a series of data. Individual best fit parameter values, such as a grain
boundary conductivity of 10−6 (Ωm)−1, for example, are difficult to verify as
being either correct or incorrect. In part this is due to the very large range
of physically meaningful values that the conductivity can take, which stretch
over several orders of magnitude.
In the current work, the properties of the grains were fitted to both the
UDR and LLS models, as the work on the single crystals did not conclusively
prove which of these two was the better model to use to fit the properties
of the ceramic grains (Chapter 3). The best fitting results for the composite
obtained using both the models were then compared and in the majority of
cases (not presented here), the UDR model gave better results. Based on this
work on the polycrystalline samples, the UDR model was then taken as the
most appropriate model to use for fitting the properties of the grains and all
results presented in this chapter have the grain properties fitted to the UDR
model.
The composite sample data was fitted to a model that combined, in one
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expression, the equation for the UDR model for the grains and the Maxwell-
Wagner equation, BLM or SEPPE. The models obtained thus will be referred
to as the UDR-MW model, UDR-BLM and UDR-SEPPE respectively. The
data was fitted as described in Section 2.6.5.
With the exception of the results presented and discussed in Section 5.2.9,
the properties of the less conducting (grain boundary) component were as-
sumed to be dispersionless, an assumption which appears to work well for
many samples.
In the fitting, the primary search region for values of the conductor volume
fraction (φ) was the range corresponding to physical grain boundary thick-
nesses of between 0.5 and 6 nm as reported in the literature, from transmis-
sion electron microscopy(TEM) and high resolution TEM (HRTEM) studies
of similar materials [Badwal and Drennan25, Waser and Hagenbeck36 and
others]. However, solutions outside this range, which could indicate electrical
grain boundary thicknesses greatly different from the physical thickness or
inconsistencies in the models used to fit the data were also explored as part
of the set of “alternative best fits,” (see Section 2.6.5). For the set of polycrys-
talline YSZ samples studied, none of the “alternative best fits” were found
to be significantly better than the best solutions that satisfied the imposed
parameter restrictions.
5.2.6 Fitting to the UDR-MW equation, the UDR-
BLM and the UDR-SEPPE
The dielectric constant and conductivity from the best fit to the experimental
data for the sample 8YSZ-D1 obtained using the UDR-MW equation and
the UDR-BLM are shown in Figure 5.35. The complex impedance plane
representations of the experimental data and the calculated values are shown
in Figure 5.36. Both the models appear to fit the data well at this volume
fraction (φ ≈ 0.999). As already mentioned and demonstrated in Chapter 4,
the Maxwell-Wagner model and the BLM produce essentially the same results
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Figure 5.35: The frequency dependence of the dielectric constant and the
conductivity of 8YSZ-D1 at 250 ◦C fitted to the UDR-MW equation and the
UDR-BLM. The best fitting parameters are given in Figure 5.36.
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Figure 5.36: Complex impedance plane plot of data for the sample 8YSZ-
D1 at 250 ◦C fitted to the UDR-MW and the UDR-BLM models. The best
fit parameters, for both the models, are A = 6.3 ± 0.1 × 10−9, σdc = 7.81 ±
0.01× 10−5 (Ωm)−1, s = 0.673± 0.002 and ²∞ = 27.9± 0.1 for the dispersive
properties of the more conducting component, which were fitted to the UDR
model. For the less conducting component, whose properties were taken to
be dispersionless, ²` = 8± 3 and σ` = 4± 1× 10−8 (Ωm)−1. The conducting
component volume fraction, φ = 0.9992±0.0004, again for both models. Key
values of log(ω) are indicated.
at high values of φ such as for these samples. This is again confirmed in the
fitting of this experimental data. The UDR-MW model and the UDR-BLM
return the same value for the model selection criterion (MSC ≈ 40), which
again indicates that they fit the data equally well.
As already discussed in Chapter 4, the microstructures described by the
SEPPE and those of the Maxwell-Wagner model and the BLM are quite
different. It is therefore to be expected that for these samples with a core
(grain) shell (grain boundary) microstructure, the Maxwell-Wagner model
and the BLM fit the experimental data better than the SEPPE, which, for
φc ≈ 1 represents the microstructures shown in Figures 1.18 and 1.19. It
was therefore, generally more difficult to obtain a good fit to the data using
the SEPPE. While the best fit values to the parameters of the UDR-MW
model and UDR-BLM, could be reached from various starting values (giving
some confidence that these were indeed the global best fitting solutions), all
attempts at fitting using the UDR-SEPPE lead to local solutions, always
close to the starting values and there was no convergence to what could be
considered a global best fitting solution.
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Since the Maxwell-Wagner and Brick Layer models give essentially the
same results, only the fitting results obtained using the Maxwell-Wagner
model will be presented and discussed in the remainder of this chapter.
5.2.7 Consistent fitting of data from the same sample,
measured at different temperatures
One major assessment of how well a model really fits the properties of the
sample can be made by investigating whether or not that model is able to
consistently model a series of data, where there are some common properties.
This also has implications on whether or not the model can be used to predict
the properties of new samples, or the same sample under different conditions.
Data obtained at different temperatures, from the same sample, consti-
tutes one series of data which the model must fit consistently. Some restric-
tions can be imposed on the best fitting parameter values and it is investigated
whether or not “good” fits are obtained which satisfy the given restrictions.
In the current fitting, the following restrictions were imposed on the pa-
rameter values:
• The conducting component volume fraction, φ, must be the same at
all temperatures, as it is not expected that these ceramic materials
are undergoing any major structural or compositional changes at the
temperatures of the measurements.
• The values of φ obtained must correspond to grain boundary thicknesses
that are consistent with the range of values found in the literature.
Alternative fits where this condition was somewhat relaxed were also
investigated as there is still some uncertainty as to the extent of the
electrically active region of the grain boundaries.
• Conductivities, including σdc in the UDR model used to model the prop-
erties of the more conducting component, are taken to have a positive
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temperature dependence i.e. σT2 > σT1 if T2 > T1, which is consis-
tent with the results presented in temperature dependence studies in
Chapter 3 as well as earlier in the current chapter.
• The temperature dependence of the dielectric constant of the less con-
ducting component is unknown, as is the temperature dependence of
the parameters A, s and ²∞ in the UDR model, used for the prop-
erties of the more conducting component. Therefore, values for these
parameters are calculated at each temperature.
In addition, for satisfactory fits, which are consistent at all temperatures,
the following temperature dependence was also expected (and observed) for
the best fit parameters:
• ln(σT ) ∝ 1/T for both the conductivity of the more insulating compo-
nent and the conductivity term in the UDR model for the more con-
ducting component.
• ln(ωp) ∝ 1/T for the peak frequencies calculated from the best fit con-
ductivities and dielectric constants.
Figures 5.37 to 5.40 show the best fits to the UDR-MW model for the
sample 8YSZ-D1 at various temperatures. It can be seen in the figures
that the model fits the data reasonably well at all temperatures. Of some
concern though is the distribution of the residuals (shown in the inserts),
which is not entirely random. This implies that there are some underly-
ing fundamental differences between the models and the data. As already
seen in Chapter 3, the UDR model does not always fit the data well at all
temperatures and frequencies and this could be one cause of the differences
between the experimental data and the composite properties calculated using
the combined UDR-Maxwell Wagner model.
The value of the conducting component volume fraction, φ = 0.9991 ±
0.002 corresponds to a grain boundary thickness of ∼ 0.5 nm, for 8YSZ-D1
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Figure 5.37: The frequency dependence of the real dielectric constant and
the real conductivity of the sample 8YSZ-D1 (◦) at 150, 200 and 250 ◦C and
the best fits to the UDR-MW model (lines). All the data obtained in the
temperature range 150 to 330 ◦C was fitted to a common volume fraction
(φ)and the restriction σT2 > σT1 if T2 > T1 was imposed on the conductivity
parameters. The temperature dependence of the real dielectric constant and
the parameters of the UDR model, s and A was taken to be unknown, at
each temperature. For the best fit, φ = 0.9991± 0.0020. The rest of the best
fitting parameter values are given in Figure 5.41.
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Figure 5.38: Complex impedance plane plots of the experimental data and
the best fits to the UDR-MW model for the sample 8YSZ-D1 at 150, 200
and 250 ◦C. The best fits were obtained with common values for the volume
fractions and values for the conductivities, consistent with a positive temper-
ature dependence. For the best fit, φ = 0.9991± 0.0020. The rest of the best
fitting parameter values are given in Figure 5.41. Key values of log(ω) are
indicated.
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Figure 5.39: The frequency dependence of the real dielectric constants and
the real conductivities of the sample 8YSZ-D1 (◦) at 300 and 330 ◦C and the
best fits to the UDR-MW model (lines). Details of the fitting are given in
the text and in Figure 5.37. For the best fit, φ = 0.9991 ± 0.0020. The rest
of the best fitting parameter values are given in Figure 5.41.
with an average grain size of 1.79 µm. The estimate of 0.5 nm is obtained by
assuming the shape of the grains is cubic. This thickness is at the extreme
lower end of the values found in the literature. There is a strong correlation
between the volume fraction and the dielectric constant parameters of the
less conducting component such that similar fit statistics (equally good fits)
are obtained for best fits with higher dielectric constants and lower conductor
volume factions and vice versa. This can be understood by considering that
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Figure 5.40: Complex impedance plane plots of the experimental data and
the best fits to the UDR-MW model for the sample 8YSZ-D1 at 300 and 330
◦C. The best fits were obtained with common values for the volume fractions
and values for the conductivities, consistent with a positive temperature de-
pendence. For the best fit, φ = 0.9991± 0.0020. The rest of the best fitting
parameter values are given in Figure 5.41. Key values of log(ω) are indicated.
the grain boundary capacitance is Cgb = ²0²gb
dg
δgb
, where ²gb is the grain bound-
ary dielectric constant, dg the average grain size and δgb the grain boundary
thickness. φ increases with increase in the ratio dg
δgb
. Therefore, to fit a partic-
ular grain boundary capacitance, either ²gb or
dg
δgb
, which is related to φ, can
be adjusted. For a fixed capacitance Cgb, decreasing ²gb can be compensated
for by increasing db
δgb
(or φ) while a large ²gb is matched by a small
db
δgb
(or φ).
Without more knowledge about the exact nature of the dielectric properties
of the grain boundaries and their extent, it is difficult to pick the best com-
bination of φ and ²` with high accuracy. The relatively large uncertainty in
the value of φ is related to the correlation between φ and ²`.
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Figure 5.41: The best fit parameters to the UDR-MW model for the grain
(top) and the grain boundary properties (bottom) for the sample 8YSZ-D1 at
various temperatures. φ = 0.9991± 0.0020. The calculated and experimental
characteristic frequencies for the conduction processes in the grain boundaries
are shown in the bottom right hand figure.
Figure 5.41 shows the temperature dependence of the remainder of the
parameters of the best fits to the experimental data. There is no clear trend
in temperature dependence of the dielectric constants ²∞−bf for the grains,
modeled using the UDR model, and ²`−bf for the dispersionless grain bound-
aries, even though the values lie in a narrow range. There is also no clear
trend in the value s and A for the UDR model. Ln(σ0−bfT ) for the UDR
model and ln(σ`−bfT ) for the grain boundaries are found to be proportional
to 1/T as expected, as is log(ωp) for the grain boundaries, indicting that the
fitting results are consistent. Further, the characteristic frequencies calcu-
lated from the best fit parameters are found to be similar to the experimental
values at all temperatures (bottom right of Figure 5.41).
Figures 5.42 to 5.44 show a consistent set of best fitting results obtained
for the CSZ sample 8YSZ-T1 at different temperatures. Again the UDR-
MW model appears to fit all the data well at all temperatures (some not
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Figure 5.42: The frequency dependence of the real dielectric constants and
the real conductivities of the sample 8YSZ-T1 (◦) at 150, 250 and 330 ◦C
and the best fits to the UDR-MW model (lines). All the data obtained in
the temperature range 150 ◦C to 330 ◦C were fitted to a common volume
fraction (φ) and the restriction σT2 > σT1 if T2 > T1 was imposed on the
conductivity. The temperature dependence of the real dielectric constant and
the parameters of the UDR model, s and A was taken to be unknown. For
the best fit, φ = 0.998± 0.004. The rest of the best fitting parameter values
are given in Figure 5.44.
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Figure 5.43: Complex impedance plane plots of the experimental data and
the best fits to the UDR-MW model for the sample 8YSZ-T1 at 150, 250
and 330 ◦C. For the best fit, φ = 0.998 ± 0.004. The rest of the best fitting
parameter values are given in Figure 5.44. Key values of log(ω) are indicated.
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Figure 5.44: The best fit parameters to the UDR-MW model for the grain
(top) and the grain boundary (bottom) properties for the sample 8YSZ-T1
at various temperatures. φ = 0.998±0.004. The calculated and experimental
characteristic frequencies for the conduction processes in the grain boundaries
are shown in the bottom right hand figure.
shown in the figures). The best fit parameters are given in Figure 5.44.
There are consistent temperature dependence for the conductivities and the
characteristic frequencies. The other parameters all lie within a physically
plausible range. For this sample, with an average grain size of 3.24 µm,
φ = 0.998 ± 0.004 corresponds to a grain boundary thickness in the region
of 2 nm. Again note the relatively large uncertainty in the value of φ, which
is related to the correlation between φ and ²`. The best fitting parameters
for the properties of the grains (σdc, A, s and ²∞) of the sample 8YSZ-T1 lie
in the same range as those of 8YSZ-D1 (Figures 5.41 and 5.44). There are
some notable differences in the best fit parameters for the grain boundaries
and in particular ²`, which lies in the range 8.5 6 ²` 6 12.5 for 8YSZ-D1
and 30 6 ²` 6 34 for 8YSZ-T1. An explanation of these differences, requires
more direct information on the structure of the electrically active region of
the grain boundaries and a greater understanding of the correlation between
213
φ and ²` for the grain boundaries.
Figures 5.45 and 5.46 show some of the experimental and best fit curves
obtained from fitting the data of the sample with the largest grains,
8YSZ-D2. Note the relatively large value of φ corresponding to a grain
boundary thickness in the region of 0.5 nm. The rest of the parameters are
plotted in Figure 5.47. The UDR-MW model appears to fit the data well,
except at 300 ◦C, where an unlikely value of ²∞ = 16 is obtained. As seen in
Chapter 3, this is primarily due to the UDR model not fitting the data very
accurately at high temperatures.
From Figures 5.37 to 5.47, the UDR-MW model appears to fit the electri-
cal properties of a number of samples consistently over the measured temper-
ature range. The grain boundary thicknesses obtained from the best fitting
values of φ generally lie at the extreme lower end of the values in the liter-
ature, though it must again be noted that φ and ²` are strongly correlated
and therefore different values of φ are obtained for different values of ²`. The
values of the rest of the parameters lie within a physically plausible range and
the temperature dependence of the calculated conductivities and character-
istic frequencies is as expected. This again indicates that the model fits the
data consistently.
5.2.8 Fitting to the UDR-MW model with tempera-
ture independent dielectric constants
The results in the previous section and the similar activation energies for
the conductivities and characteristic frequencies (Sections 3.2.3 and 5.2.4)
suggest that both the high frequency dielectric constant in the UDR model
(²∞) and the dielectric constant of the less conducting component (²`) may be
temperature independent or approximately so. This was further investigated
by fitting the data for the sample 8YSZ-D1 with common values for both the
dielectric constants at all the temperatures. Note that this means that there
are now two less temperature dependent parameters. The experimental data
214
0 1 2 3 4 5 6 7
101
102
103
104
105
0 1 2 3 4 5 6 7
-2
-1
0
1
2
3
4
5
6
0 1 2 3 4 5 6 7
-5.4
-5.2
-5.0
-4.8
-4.6
-4.4
-4.2
-4.0
0 1 2 3 4 5 6 7
-4
-3
-2
-1
0
1
2
1 2 3 4 5 6 7
101
102
103
104
105
1 2 3 4 5 6 7
-2
-1
0
1
2
3
4
5
6
1 2 3 4 5 6 7
-4.3
-4.2
-4.1
-4.0
-3.9
-3.8
-3.7
-3.6
-3.5
1 2 3 4 5 6 7
-4
-3
-2
-1
0
1
2
3
423 K
 
 
'
St
an
da
rd
iz
ed
 R
es
id
ua
ls
 
 
 
423 K
 
 
Lo
g(
') 
[(
m
)-1
]
St
an
da
rd
iz
ed
 R
es
id
ua
ls
 
 
 
523 K
 
 
'
Log( ) [rad s-1]
St
an
da
rd
iz
ed
 R
es
id
ua
ls
 
 
 
523 K
 
 
Lo
g(
') 
[(
m
)-1
]
Log( ) [rad s-1]
 
St
an
da
rd
iz
ed
 R
es
id
ua
ls
 
 
Figure 5.45: The frequency dependence of the real dielectric constants and
the real conductivities of the sample 8YSZ-D2 (◦) at 200 and 250 ◦C and
the best fits to the UDR-MW model (lines). All the data obtained in the
temperature range 150 to 330 ◦C was fitted to a common volume fraction (φ)
and the restriction σT2 > σT1 if T2 > T1 was imposed on the conductivity.
The temperature dependence of the real dielectric constant and the param-
eters of the UDR model, s and A was taken to be unknown. For the best
fits, φ = 0.99992± 0.00040. The rest of the best fitting parameter values are
given in Figure 5.47.
and best fitting curves are shown in Figures 5.48 to 5.51. Up to 250 ◦C, the
model and experimental values are in close agreement, Figures 5.48 and 5.49.
However, above 250 ◦C (Figures 5.50 and 5.51), the model does not fit the
experimental data very well. It can be seen in these figures that at 300 and
330 ◦C the calculated and experimental values are not the same. Note also
the strong positive bias in the conductivity residuals at 300 ◦C (Figure 5.50,
top right) suggesting some systematic differences between the model and the
experimental results.
The best fit parameters obtained from fitting with restricted dielectric
constants are shown in Figure 5.52. It can be seen in the figure that imposing
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Figure 5.46: Complex impedance plane plots of the experimental data and
the best fits to the UDR-MW model for the sample 8YSZ-D2 at 200 and 250
◦C. For the best fit, φ = 0.99992 ± 0.00040. The rest of the best fitting
parameter values are given in Figure 5.47.
the added restriction on the dielectric constants also has an effect on s and
A which now exhibit a strictly monotonic trend.
Due to the inconsistent and poor high temperature results, fitting the data
with temperature independent dielectric constants will not be explored any
further.
5.2.9 Fitting to the Maxwell-Wagner model with dis-
persive grain and grain boundary conductivities
In all the fitting described thus far, it has been assumed that the properties of
the less conducting component are dispersionless, and reasonably good fits to
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Figure 5.47: The best fit parameters to the UDR-MW model for the grain
(top) and the grain boundary (bottom) properties for the sample 8YSZ-D2
at various temperatures. φ = 0.99992± 0.00040.
the experimental data have been obtained. However, in reality it is not likely
to be so. This section explores fitting of the data with a dispersive function,
the UDR model, for the properties of both the grains and the grain boundaries
(with different parameter values). The parameters for the UDR model are
obtained by directly fitting the composite data into what will be termed the
“UDR-UDR-MW” expression. The data from samples containing silica as
well as that of the 3YSZ samples showed the strongest discrepancies when
fitted using a dispersionless expression for the grain boundary properties.
Figure 5.53 (top) shows that the data for the sample containing a low level
of silica can be fitted reasonably accurately by assuming the grain boundary
properties are dispersionless. This is confirmed in the complex impedance
plane plot Figure 5.54 (top). For the sample with the highest silica content
however the model with dispersionless grain boundary properties does not fit
the data very well Figure 5.53 (middle) and Figure 5.54 (bottom).
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Figure 5.48: The frequency dependence of the real dielectric constants and
the real conductivities of the sample 8YSZ-D1 (◦) at 150, 200 and 250 ◦C and
the best fits to the UDR-MW model with temperature independent dielectric
constants. As previously done, the data for all samples in the temperature
range 150 to 330 ◦C was fitted to a common volume fraction (φ) and the re-
striction σT2 > σT1 if T2 > T1 was imposed on the conductivity parameters.
In addition, the dielectric constants were kept the same for the different tem-
peratures. The temperature dependence of the parameters of the UDR model,
s and A was taken to be unknown. For the best fit, φ = 0.9983 ± 0.0020,
²∞ = 29.6 ± 0.6 and ²` = 17(±60!). The rest of the best fitting parameter
values are given in Figure 5.52.
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Figure 5.49: Complex impedance plane plots of the best fits to the UDR-
MWmodel, with temperature independent dielectric constants for the sample
8YSZ-D1 at 150, 200 and 250 ◦C. For the best fit, φ = 0.9983 ± 0.0020,
²∞ = 29.6 ± 0.6 and ²` = 17(±60!). The rest of the best fitting parameter
values are given in Figure 5.52. Key values of log(ω) are indicated.
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Figure 5.50: The frequency dependence of the real dielectric constants and
the real conductivities of the sample 8YSZ-D1 (◦) at 300 and 330 ◦C and
the best fits to the UDR-MW model (lines), with temperature independent
dielectric constants. For the best fit, φ = 0.9983 ± 0.0020, ²∞ = 29.6 ± 0.6
and ²` = 17(±60!). The rest of the best fitting parameter values are given in
Figure 5.52.
At 23 volume % impurities, the assumption that the grain boundary prop-
erties are not dispersive clearly appears to be no longer valid. Fitting the data
to the UDR-UDR-MW model produces better results Figure 5.53 (bottom)
and Figure 5.54 (bottom).
For the sample 8YSZ-SiO2-T1 (0.3 volume % silica), the best fit parame-
ters to the UDR-MW model are:
σdc = 6.56 × 10−5 (Ωm)−1, A = 8.47 × 10−9, s = 0.65, ²∞ = 27, σ` =
3.55× 10−7 (Ωm)−1, ²` = 105, φ = 0.985.
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Figure 5.51: Complex impedance plane plots of the experimental data and
the best fits to the UDR-MW model, with temperature independent dielectric
constants for the sample 8YSZ-D1 at 300 and 330 ◦C. The conductivities
were taken to have a positive temperature dependence. For the best fit,
φ = 0.9983± 0.0020, ²∞ = 29.6± 0.6 and ²` = 17(±60!). The rest of the best
fitting parameter values are given in Figure 5.52. Key values of log(ω) are
indicated.
The parameters to the UDR-MW and the UDR-UDR-MW model for the
sample 8YSZ-SiO2-T5 (23 volume % silica) are:
UDR-MW: σdc = 1.46× 10−5 (Ωm)−1, A = 4.44× 10−8, s = 0.51, ²∞ = 2,
σ` = 4.33 × 10−8 (Ωm)−1, ²` = 320, φ = 0.918. Note that the value for φ is
inconsistent with a 23 volume % silica content. A very poor fit is obtained
when φ is fixed at 0.77.
UDR-UDR-MW: Agb = 8.43 × 10−9, Ag = 3.42 × 10−8, σdc−gb = 1.07 ×
10−7 (Ωm)−1, σdc−g = 2.03×10−5 (Ωm)−1, sgb = 0.72, sg = 0.41, ²∞−g = 2.00,
²∞−gb = 99 and φ = 0.77 (fixed).
An alternative best fit was obtained which is statistically better than that
above and has the following values for the parameters: Agb = 1.63×−10,
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Figure 5.52: The best fitting parameters to the UDR-MW model, with tem-
perature independent dielectric constants, for the grain (top) and the grain
boundary (bottom) properties of the sample 8YSZ-D1 at various tempera-
tures. For the best fit, φ = 0.9983±0.0020, ²∞ = 29.6±0.6 and ²` = 17(±60!).
Ag = 2.69×−8, σdc−gb = 1.96 × 10−9 (Ωm)−1, σdc−g = 1.68 × 10−5 (Ωm)−1,
sgb = 0.68, sg = 0.53, ²∞−gb = 5.78, ²∞−g = 20.59 and φ = 0.995. However
note that φ = 0.995 is inconsistent with the material having 23 volume %
silica.
Fitting with dispersive grain boundary properties for the pure CSZ, sam-
ples with “clean” grain boundaries, did not significantly improve the results
but took up an increased amount of computer precessing time, due to the
large number of parameters.
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Figure 5.53: The dielectric constants (left) and conductivities (right) ob-
tained from experiment and the best fitting curves to the Maxwell-Wagner
model with dispersionless (top and middle) and dispersive (bottom) grain
boundary properties for the experimental data of the samples 8YSZ-SiO2-T1
(top) and 8YSZ-SiO2-T5 (middle and bottom). The best fitting parameter
values are given in the text.
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Figure 5.54: The complex impedance plane representation of experimen-
tal data and calculated values obtained from fitted to the Maxwell-Wagner
model with dispersionless (UDR-MW) and dispersive (UDR-UDR-MW) grain
boundary conductivities for the samples 8YSZ-SiO2-T1 (top) and 8YSZ-SiO2-
T5 (bottom). The best fitting parameter values are given in the text. Key
values of log(ω) are indicated.
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5.2.10 Fitting polycrystalline 3YSZ data with starting
grain parameters obtained from fitting single
crystal data
Ideally, when fitting composite data using the properties of the components,
obtained separately from the composite fitting, these properties should be
known in the entire frequency range where the composite (ceramic) proper-
ties are measured. However, electrode effects for example limit the frequency
range where useful data on the component properties can be obtained. The
UDR model was used to extrapolate 3YSZ single crystal data to low frequen-
cies, dominated by electrode effects in the single crystal data, in the fitting of
polycrystalline 3YSZ data. This extrapolation can only be done reasonably
accurately at relatively low temperatures (100 and 150 ◦C, in this case, as
the UDR model does not model the crystal data very well at higher tem-
peratures (see Chapter 3)). The frequency range in which electrode effects
are dominant also increases with increasing temperature thereby limiting the
frequency range where accurate data for the single crystal properties can be
obtained. Unlike for the cubic zirconia sample results presented earlier, where
assuming that the properties of the grain boundaries were dispersionless gave
good fitting results, for the polycrystalline TSZ samples the UDR model has
to be used in order to obtain satisfactory results.
The experimental and calculated dielectric constants and conductivities
for the TSZ sample 3YSZ-T2 at 100 and 150 ◦C are shown in Figure 5.55,
while the complex impedance plane representation of the data is shown in
Figure 5.56. The fitted dispersive properties of the grains and those of the
grain boundaries are also plotted in Figure 5.55. The parameters for the best
fit are given in the caption in Figure 5.55. It can be seen in the figures that
the UDR-UDR-MW model, with single crystal best fit parameters as starting
values, fits the data well.
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Figure 5.55: The experimental dielectric constant and conductivity, at 100
◦C (top) and 150 ◦C (bottom) and results (Calc. Composite) obtained from
fitting the data with the grain properties calculated from the parameters
obtained from fitting single crystal data separately, as starting parameters.
The dispersive properties of the grains and the grain boundaries, calculated
from the best fit parameters, are also plotted. For the grains, the parameters
in the UDR model needed to extrapolate to lower frequencies are σdc = (5±
2)×10−8 (Ωm)−1, A = (1.72±0.40)×10−9, s = 0.54±0.02, ²∞ = 34±6 at 100
◦C and σdc = 1.3± 0.5× 10−6 (Ωm)−1, A = (5± 1)× 10−9, s = 0.557± 0.002,
²∞ = 34±6 at 150 ◦C. The best fit parameters for the dispersive properties of
the grain boundary obtained from using the UDR-UDR-MW model are σdc =
(4.7±0.3)×10−11 (Ωm)−1, A = (7.2±0.5)×10−11, s = 0.5±0.2, ²∞ = 19±10 at
100 ◦C and σdc = (1.3±4)×10−9(Ωm)−1, A = (5.5±0.2)×10−10, s = 0.5±0.3,
²∞ = 22± 10 at 150 ◦C. The grain volume fraction, φ = 0.994± 0.004.
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Figure 5.56: The complex impedance plane plot of the experimental data,
for the sample 3YSZ-T2, and the best fitting results where the grain properties
were calculated from the parameters obtained from separately fitting single
crystal data. The best fitting parameters are given in Figure 5.55. Key values
of log(ω) are indicated.
5.3 Conclusions
In this chapter, the microstructure, composition and electrical properties of
several polycrystalline YSZ samples have been described. The frequency de-
pendence of the electrical properties of the samples confirm that the YSZ can
be considered as a binary composite with the grains and grain boundaries
as the two components. It was also observed that activation energies for the
conduction processes (grain and grain boundary) in 8 mole % YSZ (cubic)
are higher than those in the 3 mole % YSZ (tetragonal) samples. The tem-
perature dependence of the characteristic frequencies ad the conductivities
of both the grains and the grain boundaries are best described by the ionic
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conductivity mechanism. No model could be found to fit the dielectric con-
stants which vary erratically. The frequency and temperature dependence of
the properties of the grains of the polycrystalline sample were found to be
similar with those of the single crystals of the same or similar composition
(Chapter 3). The silica added to the samples as a deliberately introduced
impurity was found to have little influence on the properties of the grains,
except possibly at 23 volume %. However, at intermediate and high quan-
tities, it had an observable effect on the properties of the grain boundaries.
The results support the hypothesis that the silica mainly accumulates first at
triple points and then at higher quantities the rest of the grain boundaries.
The following was observed for the UDR-MW model used to fit the ex-
perimental data. Similar conclusions apply to the UDR-BLM.
• The model appears to fit the data satisfactorily and consistently over
a range of temperatures. However, the non-random distribution of fit
residuals suggests that in reality the UDR-MW and UDR-UDR-MW
models only approximately describes the yttria-stabilized zirconia prop-
erties.
• Some of the parameter values obtained from the best fits have a temper-
ature dependence which is irregular making it impossible to accurately
predict the properties of other composites, at all temperatures, using
these models
• Forcing common values for the dielectric constants ²∞ and ²` imposes
a monotonic temperature dependence on the values of (A and s) but
appears to introduce systematic errors, in the fitting, seen by a positive
bias in the residuals.
• In some, but not all cases, it is necessarily to model the properties
of the grain boundaries with a dispersive function in order to obtain
satisfactory fitting results for the ceramic.
Chapter 6
Polyester-resin/Silicon
Composites
6.1 Introduction
A number of polyester-resin/silicon composites were prepared as described
in Section 2.2.3. The ac conductivity of these composites, which had vary-
ing volume fractions of silicon was then investigated. Of the composite sys-
tems investigated in the current work, the polyester-resin system was the
only one where the composition could be directly controlled by the experi-
menter. The investigation of the electrical properties was mainly carried out
at 150 ◦C, where both the silicon and polyester-resin conductivities were in a
range where their properties could be resolved in impedance and/or modulus
plots. At lower temperatures, the polyester-resin was very highly insulating,
while higher temperatures caused permanent changes in the polyester-resin
properties and ultimately led to the polyester-resin’s decomposition. Samples
of the pure polyester-resin were also prepared and their ac conductivity was
measured, for use as fixed input when fitting the composite data.
The importance of using several different data representation formats and
as many of the known electrical properties of the components as possible,
to correctly identify the features in the impedance (and modulus) spectra of
composites, will be highlighted.
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6.2 Results and Discussion
6.2.1 Composition and Microstructure
Figure 6.1 shows optical micrographs of a polyester-resin/silicon composite
containing 16 volume % silicon at two different magnifications. The specimens
for microscopy were cut and polished as described in Section 2.2.3. It can be
seen, in both micrographs, that the particles of silicon are randomly dispersed
in the polyester-resin matrix. At 16 volume %, the silicon grains are quite far
apart.
Figure 6.2 shows the regions immediately surrounding silicon grains, at
higher magnification. The presence of the silicon particles causes some dis-
ruption of the polymer matrix.
Figure 6.3 shows micrographs of a composite sample containing 36 volume
% silicon. Again the silicon is seen to be randomly dispersed within the
polyester-resin matrix. At 36 volume %, the silicon particles, in 2-dimensions,
are now much more closely packed, and there is a possibility of silicon-silicon
contacts being formed in 3-dimensions.
A summary of the polyester-resin/silicon samples investigated in the cur-
rent work, their silicon content (volume %) and the sample names that will
be used to refer to them is given in Table 6.1.
6.2.2 Impedance data validation
As a first step to analyzing ac conductivity data, it must be proven to be valid
and consistent as described in Section 2.6.1. Kramers-Kronig transforms are
used here to verify the validity of the some of the experimental data, which
will be presented and discussed in more detail later in this chapter. Figure 6.4
shows the experimental and calculated imaginary impedance (−Z ′′), for the
pure polyester-resin (PS0) and for a sample containing 4.7 volume % silicon
(PS5).
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Figure 6.1: Optical micrographs of a polyester-resin/silicon composite con-
taining 16 volume % silicon, at low magnification (top) and higher magni-
fication (bottom). It can be seen in both the micrographs that the silicon
particles are randomly distributed within the polymer matrix.
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10µm 
Figure 6.2: High magnification optical micrograph of a polyester-
resin/silicon composite showing the region immediately surrounding silicon
grains.
Table 6.1: The polyester-resin/silicon samples prepared.
Sample Name Calculated silicon content (volume %)
PS0 0
PS4 4.1
PS5 4.7
PS8 9.3
PS12 12.1
PS16 16.3
PS20 20.7
PS24 25.5
PS28 29.9
PS32 34.0
PS36 35.7
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Figure 6.3: Optical micrographs of a 36% polyester-resin/silicon sample
at low magnification (top) and at higher magnification (bottom). Again it
can be seen that the silicon particles are randomly distributed within the
polyester-resin matrix. At 36 volume % silicon, the particles are now much
closer together than they were at 16 volume %. silicon
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Figure 6.4: Comparison of the experimental imaginary impedance data with
that obtained from the K-K transform of the experimental real impedance
data for the pure polyester-resin (PS0) and the composite sample containing
4.7 volume % silicon (PS5). For the pure polyester-resin, the experimental
and the calculated data are in good agreement at all frequencies while there
appear to be some differences between the experimental and the calculated
data at low frequencies (log(ω) 6 1) for the 4.7 % sample.
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For the pure polyester-resin, Figure 6.4 (top), the experimental and cal-
culated data are seen to be in good agreement at all frequencies and therefore
confirming the validity of the experimental data. The data at high frequen-
cies for the composite sample, Figure 6.4 (bottom) also conforms to the K-K
transforms. There are some differences between the experimental and the
calculated data at low frequencies for the sample PS5. This could indicate
a non-linear response in the composite, which does not satisfy the K-K rela-
tions. Recall though that due to the limited frequency range over which the
K-K transforms are calculated, in practice, the high and low frequency ends
are regions of increased uncertainty. Therefore, it cannot be firmly concluded
from this data alone that the low frequency feature is due to an inherently
non-linear response such as electrode effects.
Figure 6.5 shows the experimental and the calculated data for the 20.7
(PS20) and 35.7 (PS36) volume % silicon samples. Again there is a very
strong but inconclusive suggestion of non-linear effects at low frequencies.
Again note that this finding is considered inconclusive as the notable differ-
ences between the experimental and the calculated data are for the last few
frequency points, where the numerical integration is least accurate (contrast
this with the data for the electrode effects for the single crystal, Figure 3.2,
and the polycrystalline yttria-stabilized zirconia sample, Figure 5.11, where
there was a wide range of frequencies where the experimental and the cal-
culated data were not in agreement, and it could be clearly (and correctly)
concluded that the problem with the low frequency data was due to electrode
effects).
From the results of the K-K transforms, it can be concluded that the
pure polyester data and the data at high frequency for the composites is
valid and due to the material. There is some doubt about the source of the
discrepancies at low frequencies but it will be shown later that they are most
probably due to electrode effects. The results of further analysis, to identify
and measure the properties of the components dominating the various features
in the impedance spectra, will now be presented and discussed.
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Figure 6.5: Comparison of the experimental imaginary impedance data with
that obtained from the K-K transform of the experimental real impedance
data for the composite samples containing 20.7 (PS20) and 35.7 (PS36) vol-
ume % silicon. Again there is a strong suggestion of some non-linear effects
at low frequencies (log(ω) 6 1), which do not satisfy the K-K conditions.
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6.2.3 The frequency dependence of the electrical prop-
erties of polyester-resin/silicon composites
The real dielectric constants and the real conductivities of various polyester-
resin/silicon composites (at all measured frequencies) are shown in Figure 6.6.
For clarity, the data from some of the samples investigated has been omitted
from these plots. The omitted data shows the same trends as are observed
in the data presented. It will later be shown that all the samples studied are
below the percolation threshold, φc.
No notable change is observed in the dielectric constant of the pure polyester-
resin on the log scale, Figure 6.6 (top), even at the lowest frequencies. For
each sample of the samples containing silicon, the dielectric constant rises
from a high frequency value ∼ 8, through a shoulder at intermediate frequen-
cies to a low frequency value greater than 103. It can also be seen that the
dielectric constant at each frequency point increases as the volume fraction
of the more conducting component (silicon) increases. The rapid rise in the
dielectric constant observed at the lowest frequencies, in the data for the com-
posite samples, is similar to that usually attributed to electrode effects (see
also Figures 3.3 and 3.4).
It can be seen in Figure 6.6 (bottom) that the conductivity of the pure
polyester-resin follows a Jonscher type power law drop (σ ∝ ωs) at high
frequency and then levels off to a flat region at low frequencies. For the sam-
ples containing silicon, a partial shoulder, which becomes more pronounced
with increasing silicon content, can just be seen at the highest frequencies
(log(ω) > 6). The significance of this shoulder will become apparent in the
sections that follow. From the high frequency partial shoulder, the data fol-
lows a power law drop to a broader shoulder at intermediate frequencies. It
then starts to drop off slowly at the lowest frequencies (log(ω) < 0).
Figure 6.7 shows the real dielectric constant and the dielectric loss of the
pure polyester-resin. It can be seen in Figure 6.7 (top) that the dielectric con-
stant rises from some high frequency value which cannot be estimated from
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Figure 6.6: The frequency dependence of the real dielectric constants and
the real conductivities of some polyester-resin/silicon composites at 150 ◦C.
It can be seen that for the samples containing silicon, the dielectric constant
rises by several orders of magnitude at low frequencies, a feature not observed
in the data for the pure polyester-resin.
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Figure 6.7: The measured dielectric constant and the dielectric loss of the
pure polyester-resin at 150 ◦C (top) and the dielectric loss obtained from
a numerical Kramers-Kronig transform of the measured dielectric constant
(bottom), all plotted as functions of log(ω). The transformed dielectric loss
shows two peaks, indicating two polar relaxations in the resin.
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the data in the available frequency range, through a weak shoulder at inter-
mediate frequencies to a low frequency plateau ∼ 9. The measured dielectric
loss data (also in Figure 6.7, top) shows a partial peak at high frequencies,
indicating some relaxation process in the material with log(ωp) > 7. Below
log(ω) ≈ 4.5), ²′′ rises monotonically. The measured data does not show any
clearly observable feature in the frequency region 2.0 6 log(ω) 6 3.5, corre-
sponding to the weak shoulder in the real dielectric constant data. The dielec-
tric loss calculated from the K-K transform of the real dielectric constant is
shown in Figure 6.7 (bottom). As discussed in Section 1.6, the K-K transform
removes the normally dominant ohmic conduction losses. Figure 6.7 (bot-
tom) clearly shows a peak at frequencies corresponding to the region of rapid
change in the dielectric constant (log(ω) ≈ 2.5), and a partial peak at higher
frequencies. This clearly indicates that there are at least two polar relaxation
processes in the polyester-resin, probably due to different components of the
resin. (contrast this with the yttria-stabilized zirconia single crystals, where
only a single relaxation process was observed, see end of Section 3.2.4). The
nature of the components of the polyester-resin is not discussed any further
in the current work.
The frequency dependence of the imaginary impedances and the normal-
ized imaginary impedances of some of the polyester-resin/silicon compos-
ites is shown in Figure 6.8. It can be seen in Figure 6.8 (top) that above
log(ω) = 1, the imaginary impedance decreases monotonically with increas-
ing silicon content. This trend is to be expected, as the silicon is the more
conducting component. For the peak at lower frequencies (log(ω) < 1), there
is a non-monotonic trend in −Z ′′ with increasing silicon content. Recall that
the low frequency peak did not satisfy the K-K transforms (Section 6.2.2). It
can also be seen, particularly in the normalized impedance plot in Figure 6.8
(bottom), that the characteristic frequency of the component dominant at
high frequencies in the composite is essentially the same as that of the pure
polyester-resin (PS0) at this temperature. In results at other temperatures
(not presented here), it is was also seen that the characteristic frequency of
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Figure 6.8: The frequency dependence of the imaginary impedance and the
normalized imaginary impedance of various polyester-resin/silicon composites
at 150 ◦C. The silicon volume fractions are given in Table 6.1.
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the component at high frequencies in the imaginary impedance data for all
the composites, is the same as that of the pure polyester-resin at that tem-
perature. This confirms that this dominant component is the polyester-resin,
irrespective of the silicon content.
It is usually expected in impedance spectroscopy results, that the com-
ponent dominant at high frequencies is the more conducting component. It
has already been shown in Section 4.2.2 of the current work that if the more
conducting component has an anomalously high dielectric constant, then the
positions of the imaginary impedance peaks may be reversed. This would
allow the peak observed at low frequencies in the imaginary impedance plot,
which appears to be at more or less the same frequency for the different sam-
ples (log(ω) ≈ −0.7), to be that due to the silicon, if its “effective” dielectric
constant is very large. However, there are a number of inconsistences that
would result from drawing the conclusion that the peak at low frequencies is
due to the silicon itself.
1. As already seen, the component dominant at low frequency possibly
does not satisfy the K-K relations.
2. A measurement on the same silicon powder as used in the composites,
compressed at room temperature (∼ 26 ◦C), gave a value 1.8 for log(ωp).
This is already higher than that of the component of the composite
dominant at low frequencies, measured at 150 ◦C. For semiconductors,
log(ωp) usually increases rather than decreases with increasing temper-
ature. Single crystal silicon, or better still silicon with a similar mor-
phology and doping as that in the composites, such as perhaps porous
silicon, could not be obtained, for measurements of the ac conductivity
under the same conditions as for the composites.
3. ”Dc” conductivities extracted from the complex impedance plane plots
of the data (presented further below), obtained using the low frequency
intercepts of the second arcs as one end of the arcs (i.e. assuming that
the data at all frequencies is valid and due to the composite material)
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give points that show no particular pattern with increasing silicon con-
tent.
The inconsistencies strongly support a conclusion that the low frequency
data is not due to the composite material but is instead due to electrode
effects.
It will be conclusively shown below, using the impedance and the modulus
representation of the data, that the contribution of the silicon is at high
frequencies and therefore that the low frequency peak (log(ω) ≈ 0.7) is not
due to the silicon.
Figure 6.9 shows the frequency dependence of the imaginary impedance
and the imaginary modulus of the pure polyester-resin (PS0) and the com-
posite sample PS5. For the pure polyester-resin, Figure 6.9 (top), only one
peak is seen in the imaginary impedance plot. In the modulus plot, there
is a dominant peak at essentially the same frequency as that of the imagi-
nary impedance peak, and a partial peak at high frequencies, related to the
secondary relaxation process seen in Figure 6.7. It will be seen, in the fig-
ures that follow, that in the composites the high frequency peak is either
enhanced or dominated by the silicon. Figure 6.9 (bottom) shows the imagi-
nary impedance and modulus data for the sample PS5. One dominant peak
at log(ω) ≈ 2.3 and a smaller low frequency satellite peak can now be seen
in the imaginary impedance. The imaginary dielectric modulus data shows
a dominant peak at log(ω) ≈ 2.3 and a flat peak at high frequencies. The
high frequency peak is much more pronounced than the partial peak in the
pure polyester-resin data (Figure 6.9, top). By comparing Figure 6.9 (bot-
tom) with Figures 6.8 and 6.9, it can be seen that the central peak, where
the low frequency imaginary modulus peak and the high frequency imaginary
impedance peak coincide, is due to the primary relaxation process in the
polyester-resin. The flat peak seen at low frequencies in the impedance data
indicates a component more insulating than the polyester-resin or electrode
effects. The flat peak seen at high frequencies in the dielectric modulus data
indicates a component more conducting than the polyester-resin.
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Figure 6.9: The frequency dependence of the imaginary impedance and the
imaginary modulus of the pure polyester-resin and of the composite sample
containing 4.7 volume % silicon (PS5).
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Figure 6.10: Complex impedance plane plots of the data for the pure
polyester-resin sample (PS0) showing only one arc and that for the 4.7 volume
% silicon sample (PS5) showing two arcs. Key values of log(ω) are indicated
in the plots. Note that there is no high frequency log(ω) > 4 arc in the com-
plex impedance plane plot, corresponding to that in the complex modulus
plane plots (Figure 6.11).
The complex impedance plane plots of the data for PS0 and PS5 are shown
in Figure 6.10. Only one arc, due to the polyester-resin is observed for the
pure polyester-resin, while two arcs are observed for PS5, one of which it has
already been suggested is due to electrode effects.
Figure 6.11 shows the complex modulus plane plots of the data for the
samples PS0 and PS5. The plot of the data for PS0, Figure 6.11 (top) shows
one dominant arc and a small feature at high frequencies due to the secondary
relaxation process in the polyester-resin, already seen in Figure 6.7. One
complete arc and a partial arc at high frequency are observed in the plot
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Figure 6.11: Complex modulus plane plots of the data for the pure
polyester-resin (PS0) and that for the 4.7 volume % silicon sample (PS5).
The partial arc that is observed in the pure polyester-resin modulus plot at
high frequencies is enhanced (or dominated) by the silicon, in the modulus
plot for the composite sample. Key values of log(ω) are indicated in the plots.
Note that there is no low frequency (log(ω) 6 1) arc in the complex modulus
plane plot, corresponding to the low frequency arc in the complex impedance
plane plot (Figure 6.10).
of the data for the composite sample PS5 (Figure 6.11, bottom). The arc
at high frequencies may be the result of the silicon enhancing the secondary
relaxation process in the polyester-resin or due to the silicon itself. It will be
shown later that it is most likely to be due to the silicon itself.
The frequency dependence of the imaginary impedance and modulus of
the polyester-resin/silicon composites PS20 and PS36 is shown in Figure 6.12.
Again it can be deduced from these plots that there are three contributions
to the measured electrical properties of the composites, the polyester-resin,
giving the peak in both the impedance and modulus which is at the center
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Figure 6.12: The frequency dependence of the imaginary impedance and
imaginary modulus of the samples containing 20.7 (PS20) and 35.7 (PS36)
volume % silicon. Note that the high frequency peak in the modulus plot is
greatly enhanced or dominated by the silicon.
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(log(ω) ≈ 2.3), a low resistivity component giving the peak high frequencies in
the modulus and electrode effects giving the low frequency impedance peak.
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Figure 6.13: Complex impedance plane plots of the data for the 20.7 (PS20)
and 35.7 (PS36) volume % silicon samples. Key values of log(ω) are indicated
in the plots.
The complex impedance and complex modulus plane representations of
the data for the samples PS20 and PS36 are shown in Figures 6.13 and 6.14.
Two arcs are clearly observed in each of the data representations. Again the
arcs in the complex impedance plane plots (Figure 6.13), are attributed to the
polyester-resin (high frequency) and electrode effects (low frequency) while
those in the complex modulus plane plots (Figure 6.14) are attributed to the
polyester-resin (low frequency) and the silicon enhanced secondary relaxation
process in the polyester-resin or the silicon itself (high frequency).
Together with the results in the sections that follow, the results in the
current section will be used to argue that the arc at high frequencies in the
modulus data is primarily due to the presence of the silicon.
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Figure 6.14: Complex modulus plane plots of the data for the 20.7 (PS20)
and 35.7 (PS36) volume % silicon sample. Key values of log(ω) are indicated
in the plots.
6.2.4 The temperature dependence of the electrical prop-
erties of a polyester-resin/silicon composite
The temperature dependence of the conductivities and the characteristic fre-
quencies of the components of the composite sample PS20, is shown in Fig-
ure 6.15. These results are representative for all the composites. Figure 6.15
(top) shows the temperature dependence of the characteristic frequencies,
plotted as Log(ωp) vs 1000/T . Figure 6.15 (bottom) shows the dc conduc-
tivities extracted from complex impedance plane plots for the polyester-resin
and, estimated from the modulus peaks (see Section 1.2), for the component
dominating the modulus at high frequencies (silicon). The conductivities of
both components are plotted as Ln(σdc) vs 1000/T . (The details on the ac-
curate determination of characteristic frequencies and the extraction of dc
conductivities from complex impedance plane plots are given in Section 2.6).
It can be seen, in Figure 6.15, that both Log(ωp) and Ln(σdc) are pro-
portional to 1/T . A 1/T dependence of Ln(σdc) is expected for silicon, a
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Figure 6.15: The temperature dependence of the characteristic frequencies
and the dc conductivities of the components of the sample containing 20.7 vol-
ume % silicon (PS20), extracted from complex impedance plane plots for the
less conducting component (polyester-resin) and estimated from the modulus
peaks for the more conducting component (silicon). Note that the proper-
ties of the polyester-resin could not be accurately determined at T 6 95 ◦C,
as it gave an arc too incomplete to be used by the procedure described in
Section 2.6 to estimate the characteristic frequency or contribution to the dc
resistance.
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semiconductor. Pure silicon, as used in electronics, has an energy gap of
∼ 1.1 eV [Marder137]. The excitation energy 0.41± 0.03 eV calculated from
the data plotted in Figure 6.15 for the silicon is closer to the 0.46 and 0.50 eV
obtained for porous silicon in Axelrod et al.138 and in Ben-Chorin et al.139.
The morphology and perhaps doping of the porous silicon may be closer to
the silicon in the composites than that of ultra-pure single crystals. The
value obtained in the current work suggests impurity conduction in the nom-
inally pure silicon. An excitation energy of 1.66± 0.03 eV is obtained for the
conduction processes in the polyester-resin.
The 1/T temperature dependence of the conductivity and the value of
the activation energy, for the component dominating the modulus at high
frequency, is consistent with it being the silicon grains. Note that the closeness
of the characteristic frequencies of the high frequency relaxation process in
the polyester-resin and that of the silicon (Log(ωp) & 6) means that they are
both having an effect on the high frequency conductivity and therefore the
respective conduction processes will contribute to the calculated activation
energies. If the high frequency relaxation process in the polyester-resin is not
enhanced by the silicon, then it will only make a very small contribution (see
Figures 6.9 to 6.14).
6.2.5 Microstructure and the modeling of the electrical
properties
It was not possible to obtain satisfactory and consistent fitting results for
the ac conductivity data of the polyester-resin/silicon composites using the
Maxwell-Wagner equation and the BLM, with the separately measured prop-
erties of the polyester-resin and the actual volume fractions of silicon used in
making the samples as input data.
Satisfactory and consistent results could only be obtained by fitting the
data to the SEPPE. Some of the results obtained from fitting the data are
presented and discussed below. The following restrictions were imposed on
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the fitting:
• As mentioned above, the properties of the polyester-resin and the silicon
volume content were fixed at the separately measured values.
• The data from all the samples was fitted with common values for all
the variable parameters. These are the exponent t, the percolation
threshold φc and the conductivity of the more conducting component,
the silicon.
• Since no straight forward model could be found for the ac conductivity
of the silicon powder at 150 ◦C, it was assumed that its properties were
dispersionless.
Figure 6.16 shows the dielectric constants and the conductivities of several
polyester-resin/silicon composites and the best fits to the experimental data
obtained using the SEPPE (with the separately measured electrical proper-
ties of the polyester-resin and the measured silicon volume fractions as fixed
input and σ∗h, φc and t as the variable parameters). With the exception of
the sample with the highest silicon content, there is satisfactory agreement
between the experimental and the calculated conductivities. At all but the
lowest frequencies, there is also qualitative and semi-quantitative agreement
between the measured and the experimental dielectric constants.
The discrepancies between the measured and the calculated values at low
frequencies could be due to too simple a model for the dispersive properties of
the silicon. Axelrod et al.138 working with porous silicon use a combination
of two UDR expression as well as two Havriliak-Negami functions to model
the properties of the silicon alone. This was considered too complex to be
incorporated in the current analysis. The results in Pan et al.140 also show
dispersive properties in porous silicon, particulary at low frequencies.
Figures 6.17 and 6.18 show the complex impedance and modulus plane
plots of the experimental data for the samples featured in Figure 6.16 and the
best fitting results obtained using the SEPPE. Again it can be seen that, with
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Figure 6.16: The experimental values (◦) of the dielectric constant, ²′(ω)
(left) and the conductivity, σ′(ω) (right) of four polyester-resin/silicon com-
posites and the results obtained from fitting the data to the SEPPE (lines). In
the fitting of the experimental data, the conducting component volume frac-
tions were fixed at the values used in the sample preparation (see Table 6.1)
and the separately measured electrical properties of the polyester-resin were
used as fixed input data. The rest of the parameters for the SEPPE fit are
given in Figure 6.19.
253
0 10 20 30 40 50 60 70
0
10
20
30
40
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14
0
1
2
3
4
5
6
0 5 10 15 20 25 30 35
0
5
10
15
20
0 1 2 3 4 5 6 7 8 9 10 11 12
0
1
2
3
4
1
2.26
3
6
PS5
 
 
-Z
'' [
M
m
]
Z' [M m]
 Experiment
 Calculated
1
2.26
3
5 6
PS5
 
 
-M
'' [
x1
0-
2 ]
M' [x10-2]
 Experiment
 Calculated
2.26
3
6
PS16
 
 
-Z
'' [
M
]
Z' [M ]
 Experiment
 Calculated
2.26
3
4
5
6
PS16
 
 
-M
'' [
x1
0-
2 ]
M' [x10-2]
 Experiment
 Calculated
Figure 6.17: Complex impedance and complex modulus plane plots of the
experimental data and the best fit to the SEPPE, for the samples PS5 and
PS16. Key values of log(ω) are indicated in the plots.
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experimental data and the best fit to the SEPPE, for the samples PS20 and
PS36. Key values of log(ω) are indicated in the plots.
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the possible exception of the sample with the highest silicon content, PS36,
there is satisfactory agreement between the model and the experimental data.
Even for sample PS36, there is qualitative agreement between the model and
the data.
Figure 6.19 shows the dc conductivities extracted from complex impedance
plane plots and the best fit curve obtained using the SEPPE, together with
the parameters from fitting the ac conductivity data. The dc conductivity
results are in good agreement with the theoretical values, confirming the self
consistency of the results of fitting the ac data to the SEPPE. The parameters
for the best fit to the ac data are also given in the figure.
Figure 6.20 shows the experimental dielectric loss (top) and that calcu-
lated using the SEPPE (bottom), with the parameters obtained from the
fitting of the data described above. In the composites, there is a marked rise
in the flat peak, seen at high frequencies, in the pure polyester-resin (PS0)
data. This rise, which can clearly be seen in both the experimental and the
theoretical results, is attributed to the increasing silicon content (increasing
φ). Moreover, it can be seen that the SEPPE consistently models this feature.
Figure 6.21 shows the experimental dielectric loss for the pure polyester-resin,
and that for composites containing silicon (Si), germanium (Ge) and barium
titanate (BaTiO3). It can clearly be seen that while the addition of each
of the conducting powders to the pure polyester-resin causes an increase in
the dielectric loss, a clear peak at high frequencies is only observed for the
samples containing silicon. This makes it unlikely that the peak is due to the
enhancement of some component of the polyester-resin, such as that in the
distorted region, immediately neighboring the powder particles (Figure 6.2).
Such an enhancement would most likely have been observed from adding the
other powders as well. This further supports the conclusion that the high
frequency peak is due to the silicon itself.
The depression angle (θd) of the dominant arc (polyester-resin) increases
approximately linearly with increasing conducting component volume frac-
tion, Figure 6.22. To the author’s knowledge there are no other experimental
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Figure 6.19: The dc conductivity extracted from the complex impedance
plane plots and the best fit to the SEPPE. The parameters for the SEPPE fit
were obtained from fitting the ac data. In addition to the parameter values
given in the figure, for the best fit to the ac conductivity data, ²` = 18.
Again note that no stable composites with φ > 0.40 could be made, using the
techniques described in Section 2.2.3.
or theoretical results indicating and explaining why it is so. Recall that θd is
related to the width of the relaxation time distribution (Section 1.2 and the
references given there).
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6.3 Conclusions
In the current chapter, the importance of using various representations of
the immittance spectroscopy (in this case impedance and modulus) data, as
well as the temperature dependence of the conductivity, in order to correctly
identify the contributions to the measured properties of composites has been
demonstrated. Furthermore, the use of the characteristic frequencies of the
components in identifying their contributions to the composite properties has
been demonstrated.
Upon correctly identifying the contributions to the measured properties of
the samples, the data could only be satisfactorily fitted to the SEPPE. This
model fits the data consistently using the experimentally measured proper-
ties of the polyester-resin as well as volume fractions of the silicon as fixed
input. The SEPPE also correctly models the dc conductivities extracted from
complex impedance plane plots of the composites.
Chapter 7
Liquid-Phase-Sintered Silicon
Carbide
7.1 Introduction
Single crystal silicon carbide is a wide band gap semiconductor excellent for
high power, high frequency and high temperature devices. Silicon carbide
ceramics are widely used as an abrasive, as a refractory, in heating elements
and in voltage sensitive resistors (varistors) [Moulson and Herbert141]. There
are various forms of sintered polycrystalline silicon carbide, among which
is liquid-phase-sintered silicon carbide, produced by sintering silicon carbide
powders and additives that form a binder phase. (Other processes for produc-
ing polycrystalline SiC include reaction bonding and solid state sintering).
To further understand the ac conductivity of Liquid-Phase Sintered Silicon
Carbide (LPSSiC) and its relation to the sintering conditions, additives and
microstructure, the electrical properties of samples prepared as described in
Section 2.2.4 were investigated and the results are presented and discussed in
the sections that follow. It was expected that the LPSSiC system would be
similar to the yttria-stabilized zirconia (Chapter 5) but with a grain boundary
content of ∼ 10 volume %. However, it will be shown that this is not true
and that for the samples investigated, all the contributions resolved are due
to the multi-component grain boundary/binder phase. This is in contrast to
the conclusion of other authors, such as Schroeder et al.29 and Volz et al.30,
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who attribute the contributions to the impedance spectra as being due to the
silicon carbide grains and the grain boundary phase.
7.2 Results and Discussion
7.2.1 Composition and Microstructure
Figure 7.1 shows scanning electron micrographs of two hot pressed (HP) sam-
ples LPSSiC-HP1 and LPSSiC-HP3. It can be seen in the micrographs that
the ceramic consists of silicon carbide grains (black) coated by the binder
phase (white). Of the samples investigated, the hot pressed samples have the
largest binder content ∼ 12% and the smallest average grain size.
An SEM micrograph of the gas pressure sintered (GPS) sample LPSSiC-
GPS1 is shown in Figure 7.2. The GPS samples have a larger average grain
size and lower binder content (. 10%) than the HP samples.
Figure 7.3 shows SEMmicrographs of two heat treated hot pressed (HTHP)
samples LPSSiC-HTHP1 and LPSSiC-HTHP5. Of the samples studied, the
HTHP samples have the largest average grain sizes. The samples have a
binder content of . 10%.
The crystalline components of the binder phases, the SiC content and the
average grain size of some of the samples investigated are given in Table 7.1.
The composition was investigated using x-ray spectroscopy and therefore only
the crystalline constituents of the binder phase could be detected. Going from
the HP to HTHP samples, the grain size increases while the grain bound-
ary phase content ∼ (100 − SiC content) decreases. Note that there was
∼ 1% SiO2 on the surfaces of the original silicon carbide powder particles.
The binder phase of the HP samples, with the exception of LPSSiC-HP1,
mainly consist of silicates (YαSiβOγ) together with yttrium aluminum garnet
(YAG) in LPSSiC-HP2 and LPSSiC-HP3 and alumina (Al2O3) in the sam-
ple LPSSiC-HP5. The binder phase in the GPS samples consists mainly of
YAG (Y3Al5O12) and other aluminates (YαAlβOγ). The binder phase in the
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Figure 7.1: Scanning electron micrographs of the hot pressed samples
LPSSiC-HP1 and LPSSiC-HP3. (Micrographs courtesy of Mrs A. Can).
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Figure 7.2: Scanning electron micrograph of a gas pressure sintered sample,
LPSSiC-GPS1. (Micrograph courtesy of Mrs A. Can).
Table 7.1: The composition of some of the liquid-phase-sintered silicon car-
bide samples studied. The composition of the sample LPSSiC-HX was not
measured. However, the sintering additives did not include any alumina (see
Table 2.5), therefore ruling out the presence of YAG or aluminates. (Data
courtesy of Mrs A. Can).
Sample Name Grain boundary composition
(% binder phase)
SiC Con-
tent (%)
Av. Grain
Size (µm)
LPSSiC-HP1 Y AG(6.5) 89.41 1.01± 0.42
LPSSiC-HP2 Y AG(3.9) + Y2SiO5(5.3) 87.66 0.92± 0.39
LPSSiC-HP3 Y AG(5.6) + βY2Si2O7(4.5) 88.60 0.93± 0.39
LPSSiC-HP4 Y2SiO5(9.2) 86.99 0.92± 0.39
LPSSiC-HP5 Al2O3(6.3)+βY2Si2O7(3.3) 94.03 1.32± 0.56
LPSSiC-GPS1 Y AG(9.1) 90.38 2.13± 0.85
LPSSiC-GPS2 Y4Al2O9(8.1) + Y AlO3(2.0) +
Y AG(0.2)
- -
LPSSiC-GPS3 Y AG(5.7) + Y4Al2O9(4.0) 89.21 1.90± 0.94
LPSSiC-GPS5 Y AG(6.0) + Al2O3(2.7) 93.82 3.24± 1.8
LPSSiC-HTHP1 - 90.31 2.86± 1.69
LPSSiC-HTHP3 Y AG(3.3) + Y AlO3(7.7) - -
LPSSiC-HTHP5 Y AG(6.3) 93.68 4.17± 2.39
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Figure 7.3: Scanning electron micrographs of the heat treated hot pressed
samples LPSSiC-HTHP1 and LPSSiC-HTHP4. (Micrographs courtesy of Mrs
A. Can).
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HTHP samples is mainly YAG and other aluminates. The mechanisms for
the formation and change on the binder constituents are described in detail
in Can84.
Table 7.2: Silicon carbide polytype content (%) of some of the LPSSiC
samples (Data courtesy of Mrs A. Can).
Sample Name 6H SiC 4H SiC 15R SiC 3C SiC
LPSSiC-HP1 71.7± 1.7 9.7± 1.2 9.2± 1.1 2.8± 1.2
LPSSiC-HP2 68.6± 1.4 9.3± 1.1 10.4± 1.1 2.4± 1.2
LPSSiC-HP3 68.9± 0.8 7.6± 0.8 13.4± 1.0
LPSSiC-HP4 67.3± 1.6 11.6± 1.2 8.4± 1.2 3.5± 1.3
LPSSiC-HP5 62.9± 3.3 4.0± 1.5 5.9± 1.8 17.5± 2.6
LPSSiC-GPS1 67.6± 1.6 10.1± 1.1 8.0± 1.1 5.2± 1.2
LPSSiC-GPS2 65.0± 1.0 11.1± 0.9 11.4± 1.0 2.2± 0.8
LPSSiC-GPS3 64.8± 1.3 11.6± 1.2 9.2± 1.2 4.9± 1.0
LPSSiC-GPS5 69.9± 1.4 6.8± 0.9 11.8± 1.1 2.8± 1.1
LPSSiC-HTHP3 59.6± 1.7 15.1± 1.7 12.9± 1.9 1.4± 0.2
Rietveld analysis results, Table 7.2, show the major polytypes (different
crystal structures) constituting the SiC grains in several of the samples. It is
not expected that the differences in the grain composition will be a factor in
explaining the differences in the properties of the polycrystalline materials as
all the polytypes are wide band gap semiconductors with energy gaps greater
than 1 eV [Persson and Lindefelt142, Weinga¨rtner et al.143 and the references
therein].
7.2.2 Impedance data validation
As a first step to analyzing ac conductivity data, as described in Section 2.6.1,
it must be proven to be valid and consistent. Therefore, the results for the
data validation step of two samples are presented here, before the detailed
discussion of all the results in the sections that follow. Figure 7.4 shows two
sets of experimental imaginary impedance data and the imaginary impedance
calculated using the K-K transform of the experimental real impedance data.
Within the accuracy of the numerical integration techniques, the experimental
and the calculated data are in agreement. Similar results are obtained for
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other samples and at other temperatures, thereby confirming the validity of
the experimental data.
7.2.3 The frequency dependence of the electrical prop-
erties of the LPSSiC samples
The frequency dependence of the real dielectric constant and the real conduc-
tivity of various LPSSiC samples at 100 ◦C and 330 ◦C is shown in Figures
7.5 and 7.6 respectively. From this data, the samples can be classified into
three groupings, labeled A, B and C in the figures. The groups will be an-
alyzed in detail starting later in this section. Due to the large differences in
the conductivities of the three groups of samples, the properties at different
temperatures will be discussed.
Figure 7.7 shows the normalized imaginary impedances of several LPSSiC
samples at 100 and 330 ◦C. It can be seen in this figure that there is a wide
distribution of characteristic frequencies (relaxation times) and it is generally
difficult to identify common constituents based on this data, as was done
for the yttria-stabilized zirconia and the polyester-resin/silicon composites
(Chapters 5 and 6). However, it can be observed, particularly at 100 ◦C
(Figure 7.7, top), that the dominant peaks of the HTHP samples and the
peaks at the highest frequencies for GPS samples are in a common frequency
range. This is still true for both at 330 ◦C in Figure 7.7 but in this case there
is no clear separation of the peaks.
For clarity, Figure 7.8 shows the frequency dependence of the dielectric
constants and the conductivities of the hot pressed (HP) samples in group
A, as defined in Figures 7.5 and 7.6. Of the samples studied, those in group
A were the least conducting. The group consists of the HP samples, except
for the samples LPSSiC-HP1 and LPSSiC-HPX, which belong to group B. As
can be seen in Table 7.1, the HP samples generally contained the lowest SiC
content (largest binder phase content). The binder phase of the samples in
the group consists mainly of silicates, some YAG in the samples LPSSiC-HP2
and LPSSiC-HP3 and alumina in the sample LPSSiC-HP5. The silicates
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Figure 7.5: The frequency dependence of the real dielectric constants and
the real conductivities, at 100 ◦C, of all the LPSSiC samples studied. The
samples can be divided into three groups. The least conducting samples
constitute group A, while the samples with intermediate conductivities are in
group B and the most conducting samples make up group C.
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Figure 7.6: The frequency dependence of the real dielectric constants and
the real conductivities, at 330 ◦C, of all the LPSSiC samples studied. (Note
that + + +++ is in group C ).
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Figure 7.7: The frequency dependence of the normalized imaginary imped-
ance of various LPSSiC samples at 100 and 330 ◦C. The sample groups are
A: HP4, B : HP1, HPX, GPS1-5 and C : HTHP1-5.
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Figure 7.8: The frequency dependence of the dielectric constants and the
conductivities, at 330 ◦C, of the hot pressed samples in group A.
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Figure 7.9: The frequency dependence of the imaginary impedances and
normalized imaginary impedances, at 330 ◦C, of the hot pressed samples in
group A.
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and alumina are generally highly insulating, possibly explaining why this
group contains the least conducting samples. Figure 7.9 shows the imaginary
impedance (top) and normalized imaginary impedance (bottom) of the group
A samples at 330 ◦C. The common value of log(ωp) ≈ 3.3 for all the samples
except LPSSiC-HP5, indicates that their electrical properties are probably
dominated by the same constituent.
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Figure 7.10: The complex impedance plane plot of the data for the sample
LPSSiC-HP3 at 330 ◦C. The low frequency arc also shown in the insert is due
to electrode effects. Key values of log(ω) are indicated.
Figure 7.10 shows the complex impedance plane plot of the data for the
sample LPSSiC-HP3 at 330 ◦C. Two arcs are resolved, the high frequency arc
which dominates the sample impedance and whose characteristic frequency
is that common to the HP samples in group A (Figure 7.9) and a smaller arc
at low frequencies (high impedance). The low frequency arc is not clearly re-
solved in 4-probe ac measurements for the same sample and its low frequency
intercept with the real axis, (R0 ≈ 343 MΩm) is greater than the directly
measured dc resistance of 320 MΩm. This suggests that this arc is due to
electrode polarization effects.
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Figure 7.11: The frequency dependence of the dielectric constants and
the conductivities, at 250 ◦C, of the hot pressed samples LPSSiC-HP1 and
LPSSiC-HPX and the gas pressure sintered samples in group B.
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The frequency dependence of the dielectric constants and the conductivi-
ties, at 250 ◦C, of the gas pressure sintered (GPS) samples as well as the
hot pressed samples LPSSiC-HP1 and LPSSiC-HPX in group B , as
defined in Figures 7.5 and 7.6, is shown in Figure 7.11. For all the samples,
the dielectric constant rises from a high frequency value of ∼ 100 through
a shoulder at intermediate frequencies to a high frequency value > 106 at
the lowest frequencies. The conductivity Figure 7.11 (bottom) drops from
its high frequency value, through a shoulder at intermediate frequencies and
levels off at low frequencies. The shape of the dielectric constant and conduc-
tivity curves are typical of two (or more) component composites (recall the
discussion in preceding chapters).
The imaginary impedance and normalized imaginary impedance plots in
Figure 7.12 confirm that there are at least two contributions to all the sample
impedances, resulting in the two distinct peaks. Unlike for the HP samples,
discussed earlier in this section, where the peaks clearly coincide, there is a
wide spread in the positions of the peaks due to the GPS samples. It is not
possible to clearly identify constituents common to some or all of the samples,
from this data.
The complex impedance plane representation of the data for the sample
LPSSiC-GPS3 at 250 ◦C is shown in Figure 7.13. Two arcs can clearly be seen
in the figure. Similar plots, clearly showing two contributions, are obtained
for all the samples in group B.
Figure 7.14 shows the frequency dependence of the dielectric constants and
the conductivities, at 100 ◦C, of the heat treated hot pressed (HTHP)
samples in group C , as defined in Figures 7.5 and 7.6. The dielectric con-
stants of these samples rise from high frequency values which can not be
deduced from the measured data in Figure 7.14 (top), to what appear to
be low frequency plateaux. Note that the high frequency properties were
not clearly resolved at any of temperatures where measurements were con-
ducted. Therefore the data at 100 ◦C has been presented, as it highlights
the intermediate frequency features that are well resolved. It can be seen in
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Figure 7.12: The frequency dependence of the imaginary impedances and
the normalized imaginary impedances, at 250 ◦C, of the hot pressed sam-
ples LPSSiC-HP1 and LPSSiC-HPX and the gas pressure sintered samples in
group B.
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Figure 7.13: Complex impedance plane plot of the data for the sample
LPSSiC-GPS3 at 250 ◦C. Two arcs are clearly observed. Key values of log(ω)
are indicated.
the conductivity curves, Figure 7.14 (bottom) that there is possibly a high
frequency contribution which is not fully resolved.
The frequency dependence of the imaginary impedances and normalized
imaginary impedances, at 100 ◦C, of the group C samples is shown in Fig-
ure 7.15. It can be seen in the figures that again there is a wide range of
characteristic frequencies for a the component giving rise to the peak at in-
termediate frequencies, which is the only one clearly resolved. The complex
impedance plane plot of the data for the sample LPSSiC-HTHP1 at 100 ◦C
is shown in Figure 7.16. One arc is clearly resolved while there is some sug-
gestions of an arc at higher frequencies. Electrode polarization effects are
observed at the lowest frequencies (high impedance).
The imaginary impedance and dielectric modulus vs log(ω) plot, Fig-
ure 7.17, shows more clearly the that there are two contributions to the sample
electrical properties in the frequency range of the measurements. However,
the characteristic frequency of one of these contributions lies above the range
of the measurements.
The results presented in this section will be discussed further, in Sec-
tion 7.2.6, together with the temperature dependence results.
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Figure 7.14: The frequency dependence of the dielectric constants and the
conductivities, at 100 ◦C, of the HTHP samples in group C. Note that the
conductivity data clearly indicates there is another contribution at higher
frequencies. This contribution is not clearly resolved at all temperatures
investigated in the current work.
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C. Note the wide spread in the characteristic frequencies.
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Figure 7.16: Complex impedance plane plot of the data for the sample
LPSSiC-HPHT1 at 100 ◦C. One arc is fully resolved while there are indica-
tions of an arc at higher frequencies and electrode polarization effects at low
frequencies (see inserts). Key values of log(ω) are indicated.
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Figure 7.17: The frequency dependence of the imaginary impedance and the
imaginary dielectric modulus, of the sample LPSSiC-HPHT1, at 100 ◦C. It
can clearly be seen that there are two contributions to the sample properties
in the frequency range presented, one of which can be resolved in both the
impedance and dielectric modulus representation of the data (log(ωp) ≈ 4)
while the other is only clearly observed in the dielectric modulus representa-
tion of the data (log(ωp) > 7.5).
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7.2.4 The temperature dependence of the electrical prop-
erties of the LPSSiC samples
Figure 7.18 shows the temperature dependence of the characteristic frequency
(plotted as Log(ωp) vs 100/T
1/4, top) and of the “effective” dc conductivities
(plotted as Ln(σ†dc) vs 100/T
1/4, bottom) of the component giving the arcs at
the highest frequencies for the samples in group B and those of the very
dominant component for the samples in groups A and C . Note that the
“effective” dc conductivities of the components (σ†dc), extracted from complex
impedance plane plots, are normalized to the geometric factors of the samples
and not those of the components, which are not known. The discussion in
this section will be in terms of these “effective” dc conductivities.
The characteristic frequencies and the dc conductivities are proportional
to 1/T 1/4 suggesting a variable range hopping mechanism. Recall from Sec-
tion 1.5 that for variable range hopping,
σdc(or νp) = σ0(or ν0) exp[(−T0/T ) 14 ], (7.1)
where T0 is a characteristic temperature scale [Helgren et al.
75].
It can be seen in Figure 7.18 that for the samples in group A, (LPSSiC-
HP2 to LPSSiCHP5), the characteristic frequencies and the dc conductivities
of the dominant component in the different samples are tightly grouped at all
temperatures. This again suggests that this component has a common con-
stituent, in all the samples. The magnitudes of the characteristic frequencies
and the dc conductivities of the component dominant at the highest frequen-
cies in the impedance plots for the samples in group B, mostly GPS samples,
which are more widely spread, at each temperature, than those of the samples
in group A. The slopes are also notably different for the group B samples.
This indicates different activation energies for the hopping conduction in the
samples. It can also be seen, in Figure 7.18, that the magnitudes and slopes
of the characteristic frequencies and the “dc” conductivities of the samples
in group C show a wider spread than those of the samples in group A. From
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Figure 7.18: The temperature dependence of the characteristic frequencies
and the dc conductivities (extracted from complex impedance plane plots)
for the component giving the high frequency arc in the samples in group B
and the dominant arc for the samples in groups A and C. The sample groups
are A: HP2-4, B : HP1, HPX, GPS1-5 and C : HTHP1-5.
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the temperature dependence data, it is not possible to clearly identify any
constituents common to all or some of the samples in groups B or C.
Figure 7.19 shows the temperature dependence of the characteristic fre-
quency and the “dc” conductivity from the arc dominant at low frequen-
cies, for the samples in group B as well as, again, the very dominant
arc for the samples in groups A and C . The latter are again plotted to
check if there are any correlations between the properties of the component
dominant at low frequencies in the samples in group B and the very domi-
nant component in groups A and C. With the exception of the very dominant
components for the HP samples in group A, the characteristic frequencies and
the dc conductivities of the components of the different samples are all rather
widely spread, at each temperature.
Figure 7.20 shows the experimental peak frequency and conductivity data
for the component giving the arc at high frequencies (top) and that giving
the arc at low frequencies (bottom) for the sample LPSSiC-HPX. This sample
was chosen as it contained no aluminum (as alumina) which is a known p-type
dopant of silicon carbide [Cree144, Straubinger et al.145]. The variable range
model, Equation (7.1) is seen to fit the data for both the arcs well. Similar
results are obtained for all the other samples.
The best fitting parameters to Equation (7.1), for all the LPSSiC samples
investigated, are shown in Tables 7.3 and 7.4.
Figure 7.21 shows the temperature dependence of the “effective” dielectric
constants (²†p) and the depression angles, of the component giving the arc at
high frequencies for the samples in group B and the very dominant arc for the
samples in groups A and C. It must again be noted that ²† is normalized to the
sample geometric factor and not to the dimensions of the components, such as
grain boundaries, which are not known. The “effective” dielectric constants
and the depression angles are both plotted against 1000/T, a convenient and
plausible way of expressing the temperature dependence. It can be seen in
Figure 7.21 (top) that the dominant components of the HTHP samples in
group C have dielectric constants that are significantly higher than those of
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Figure 7.19: The temperature dependence of the characteristic frequencies
and the “dc” conductivities (extracted from complex impedance plane plots)
for the component giving the low frequency arc in the samples in group B and
the dominant arc in groups A and C. Note that the data for the dominant
component of the samples in groups A and C is re-plotted. The sample groups
are A: HP2-4, B : HP1, HPX, GPS1-5 and C : HTHP1-5.
285
21.0 21.5 22.0 22.5 23.0 23.5 24.0
-15
-14
-13
-12
-11
-10
-9
-0.5
0.0
0.5
1.0
1.5
2.0
20.0 20.5 21.0 21.5 22.0 22.5 23.0 23.5
-12
-10
-8
-6
-4
3
4
5
6
7
LPSSiC-HPX LF arc
Lo
g(
p) 
[ra
d 
s-
1 ]
Ln
(
dc
) [
(
m
)-1
]
 
 
100/T1/4 [K-1/4]
LPSSiC-HPX HF arc
Lo
g(
p) 
[ra
d 
s-
1 ]
Ln
(
dc
) [
(
m
)-1
]
 
 
Figure 7.20: The experimental characteristic frequencies (open square) and
dc conductivities (open circle) of the components giving the arc at high fre-
quency (top) and the arc at low frequency (bottom) for the sample LPSSiC-
HPX and the best fits to the variable range hopping model (solid lines). It
can be seen that the model fits the data well.
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Table 7.3: The parameters for variable range hopping conductivity in the
LPSSiC samples I: dc conductivity parameters.
Sample
Name
High Frequency/Only arc Low Frequency arc
LPSSiC- σ0 (Ωm)
−1 T0 (K) σ0 (Ωm)−1 T0 (K)
HP1 (11±5)×105 (12±2)×107 (3±2)×1010 (8± 2)× 108
HP2 (5±2)×1018 (59±3)×108 - -
HP3 (8±3)×1017 (51±2)×108 - -
HP4 (18±8)×1019 (75±6)×108 - -
HP5 (3±1)×1019 (70±4)×108 - -
HPX (13±2)×1013 (117±2)×107 (17±2)×1012 (123±2)×107
GPS1 (8± 4)× 109 (51±9)×107 (3±1)×1013 (15± 1)× 108
GPS2 (5±2)×1011 (6± 1)× 108 (7±3)×1011 (8± 1)× 108
GPS3 (5± 2)× 109 (34±6)×107 (5±2)×1011 (8± 1)× 108
GPS5 (3±2)×1011 (7± 1)× 108 (5±2)×1012 (122±6)×107
HTHP1 74± 40 2± 1× 106 - -
HTHP2 (10±4)×104 (48±9)×106 - -
HTHP3 (7± 2)× 104 (28±2)×106 - -
HTHP5 (5± 2)× 105 (26±4)×106 - -
Table 7.4: The parameters for variable range hopping conductivity in the
LPSSiC samples II: characteristic frequency parameters.
Sample
Name
High Frequency/Only arc Low Frequency arc
LPSSiC- ν0 (Hz) T0 (K) ν0 (Hz) T0 (K)
HP1 (8±3)×1013 (12±2)×107 (3± 1)× 105 (18± 6)× 106
HP2 (7±2)×1026 (63±3)×108 - -
HP3 (8±2)×1025 (53±2)×108 - -
HP4 (3±1)×1028 (81±5)×108 - -
HP5 (2±1)×1027 (72±4)×108 - -
HPX (10±2)×1025 (299±8)×107 (7±3)×1012 (32± 5)× 107
GPS1 (2±1)×1017 (6± 1)× 108 (8± 4)× 107 (8± 3)× 107
GPS2 (6±3)×1020 (10±2)×108 (17±8)×106 (28± 9)× 106
GPS3 (3±2)×1017 (47±9)×107 (15±7)×107 (6± 3)× 107
GPS5 (6±3)×1019 (10±2)×108 (2±1)×1010 (22± 6)× 107
HTHP1 63± 30 (4±20!)×104 - -
HTHP2 522± 300 (4± 5!)× 103 - -
HTHP3 (4± 2)× 105 (9± 4)× 105 - -
HTHP5 (14±7)×106 (17±8)×105 - -
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Figure 7.21: The temperature dependence of the real dielectric constants
and arc depression angles of the components dominant at high frequencies
for the LPSSiC samples giving two clearly resolved complex impedance plane
arcs (group B), and the very dominant component for the samples where
only one arc is observed (groups A and C ).
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the components dominant at high frequencies in the GPS samples and the hot
pressed sample LPSSiC-HPX (all in group B), which are next highest. The
dielectric constants of the dominant component of the HP samples, in group
A and, somewhat surprisingly, the component dominant at high frequencies
in the group B sample LPSSiC-HP1 are the lowest.
Figure 7.22 (bottom) shows the wide range of depression angles (θd) rang-
ing from 5 ◦ to ∼ 40 ◦ for the various samples. As discussed in Chapter 1, high
values of θd, as observed for some of these samples, indicate a wide spread
of relaxation times for the processes in the components that give rise to the
arcs.
Figure 7.22 shows the temperature dependence of the “effective” dielectric
constants and the depression angles for the component dominant at low
frequencies in the samples in group B and those of the very dominant
component for the samples in groups A and C , which are re-plotted
in this figure. The dielectric constants of the components dominant at low
frequencies in the GPS samples in group B are the highest. These are followed
by those of the HP samples also in group B (LPSSiC-HP1 and LPSSiC-HPX)
which are in a similar range to those of the HTHP samples in group C. The
very dominant components of the HP samples in group A have the lowest
“effective” dielectric constants.
Figure 7.22 (bottom) shows a fairly wide spread in depression angles cen-
tered at ∼ 15 ◦ or so.
These results will be incorporated into a later discussion on the rela-
tionship between the electrical properties of the LPSSiC samples and their
composition and microstructure (Section 7.2.6).
7.2.5 The voltage dependence of the electrical proper-
ties of the LPSSiC samples
As mentioned in the introduction to the current chapter, silicon carbide ce-
ramics have been widely used as a varistor material. It has been suggested
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Figure 7.22: The temperature dependence of the real dielectric constants
and arc depression angles of the components dominant at low frequencies
for the LPSSiC samples giving two clearly resolved complex impedance plane
arcs (group B), and the very dominant component for the samples where
only one arc is fully resolved, (groups A and C ).
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by some authors [such as in Moulson and Herbert141] that the voltage de-
pendent resistance in clay bonded SiC varistors is derived from the contact
area between SiC grains. The electrical properties of a component of some of
the LPSSiC samples investigated in the current work exhibit a reproducible
excitation voltage dependence. This voltage dependence was also seen in 4
probe dc resistance measurements (not presented here), which were consistent
with the 2 and 4 probe ac measurements. Therefore, it is concluded that the
voltage dependence is due to the LPSSiC ceramic and not electrode effects
[see also Mason et al.85]. Voltage dependence is not observed in the other
ceramic system investigated in this work, yttria-stabilized zirconia, except
for electrode effects.
The dependence of the IS data on the sample excitation voltage is clearly
illustrated, for the group B sample LPSSiC-GPS1 at 200 ◦C, in Figures 7.23
and 7.24. Figure 7.23 shows the complex impedance plane plot of the data for
the sample at various excitation voltages. It can be seen in the figure that the
sample resistance (intercept of the low frequency arc) decreases with increas-
ing excitation voltage (3 V is the upper limit for the Novocontrol/Solartron
dielectric measurement system). It can also be seen in the figure that the
non-linearity is notable only for one of the components contributing to the
sample impedance, that dominant at lower frequencies (log(ω) < 2), and is
not observed in the impedance of the component dominant at higher frequen-
cies.
Figure 7.24 shows the voltage dependence of the characteristic frequencies
(plotted as log(ωp) vs Excitation Voltage) and the “dc” conductivities (plotted
as ln(σdc) vs Excitation Voltage) for the components dominant at low and
high frequencies, obtained from same data as given in Figure 7.23. For the
component dominant at high frequencies, the characteristic frequency and
conductivity are virtually constant for the entire voltage range. However, for
the component dominant at lower frequencies there are notable changes in
the both the conductivity and the characteristic frequency, with change in
the excitation voltage.
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Figure 7.23: Complex impedance plane plot of data from the group B
sample LPSSiC-GPS1, at 200 ◦C and various excitation voltages. Note that
the impedance of the high frequency arc (insert) does not seem to exhibit this
voltage dependence.
Figure 7.25 shows complex impedance plane plots of the data at 0.7 and
1.5 V, for the group A sample LPSSiC-HP3, which shows one dominant arc
and the group B sample LPSSiC-GPS3, for which there are two arcs. Note
that the results in Figure 7.25 are at 330 ◦C for the group A sample and ∼ 27
◦C for the group B sample and that the impedances are in the same range for
both the samples, which shows that the non-linearity is a real effect and not
due to instrument behavior in some particular measurement range. It can be
seen in the Figure 7.25 (top) that the dominant high frequency arc for the
group A sample (LPSSiC-HP3) does not change for the two different voltages.
For the group B sample (LPSSiC-GPS3), there are notable changes in the
dominant (low frequency) arc but no noticeable change in the arc at high
frequencies. The results for the two samples, given above, are representative
of those obtained from all the samples in their respective groups.
Figure 7.26 shows the complex impedance plane plot of the data for the
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Figure 7.24: The voltage dependence of the characteristic frequencies (top)
and the “dc” conductivities (bottom) of the components dominant at high and
low frequencies (HF and LF respectively) for the group B sample LPSSiC-
GPS1. Note that the high frequency component’s properties do not show
any significant voltage dependence while the characteristic frequency and dc
resistance of the low frequency component are strongly frequency dependent.
293
0 50 100 150 200 250 300 350 400
0
50
100
150
200
0 50 100 150 200 250 300 350
0
50
100
150
0 5 10 15 20
0
5
10
15
6
2
1
0
0
-1
-1
LPSSiC-GPS3: ~300 K
 
 
-Z
'' [
k
m
]
Z' [k m]
 0.7 V
 1.5 V
1
2
3
4
6
LPSSiC-HP3: 603 K
 
 
-Z
'' [
k
m
]  0.7 V 1.5 V
2
3
4
6
  
 
 
Figure 7.25: Complex impedance plane plots of the data, at 0.7 and 1.5
V, for the group A sample LPSSiC-HP3, at 330 ◦C (top) and that for the
group B sample LPSSiC-GPS3, at ∼ 27◦C (bottom). Note that for the
dominant component of the group A sample (top) there is no notable voltage
dependence of the impedance. For the group B sample, the impedance of the
component dominant at low frequencies is dependent on the excitation voltage
while that of the component dominant at high frequencies is independent of
the excitation voltage. Note that the different measurement temperatures,
for the two samples, give impedances that are in the same range. Therefore,
it can be seen that the non-linearity is a real sample effect and not due to
instrument behavior in some particular measurement range.
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Figure 7.26: Complex impedance plane plot of the data for a group C
sample, LPSSiC-HTHP1, at two voltages and ∼ 27 ◦C. The properties of the
dominant component are seen to be clearly voltage dependent. Note the high
frequency arc (insert) which is not clearly resolved, and whose properties may
or may not be voltage dependent.
group C sample LPSSiC-HTHP1 at two different excitation voltages. It can
be seen in the figures that the impedance of the dominant component depends
on the excitation voltage.
The results described above will also be used, in the following section, as
one of the basis for identifying the various components contributing to the
measured electrical properties of the LPSSiC.
7.2.6 Microstructure and the electrical properties
From the foregoing, the following can be summed up about the electrical
properties of each of the components of the LPSSiC samples that could be
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resolved:
• The only component resolved for the HP samples (group A)
– Has similar characteristic frequencies and “dc” conductivity for all
the samples
– Has the lowest conductivity
– Lowest dielectric constant
– Impedance independent of excitation voltage
– Hopping conductor
• The component dominant at high frequencies in the GPS and HP sam-
ples (group B)
– Characteristic frequencies and “dc” conductivities fall in a fairly
narrow band for the different samples but with a wider spread than
for the samples in group A.
– Impedance independent of the excitation voltage
– Second lowest dielectric constants
– Hopping conductor
• The component dominant at low frequencies in the GPS and HP samples
(group B)
– Characteristic frequencies and “dc” conductivities more widely
spread for the different samples that those of the component dom-
inant at high frequencies.
– Impedance depends on the excitation voltage
– Highest dielectric constants
– Hopping conductor
• The only component fully resolved in the HTHP samples (group C)
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– Characteristic frequencies and “dc” conductivities for the different
samples fall in a wide band
– Highest conductivities
– Impedance depends on the excitation voltage
– Second highest dielectric constants
– Hopping conductor
From the results summarized above and others in the preceding sections
it should be noted that:
1. There is no component with a characteristic “signature frequency” that
is detectable in all the samples (contrast this with the YSZ samples in
chapter Chapter 5 and the polyester-resin/silicon samples in Chapter 6).
2. All the measurable components are hopping conductors.
3. All the components have impedance contributions that are greater than
may be expected for unintentionally (shallow level) doped SiC (such as
the SiC grains of the LPSSiC ceramics). High resistivities in silicon
carbide are only obtained for ultra pure crystals or material containing
deliberately introduced deep level dopants, such as vanadium [Bicker-
mann et al.146, Bickermann147].
There are three possible contributions to the observed electrical properties
of LPSSiC ceramics, the SiC grains, SiC-SiC grain boundaries and the binder
phase. Note from the compositions shown in Table 7.1 that the binder phase
is itself complex and contains one or more crystalline and/or amorphous ma-
terials. From the previous results, one must conclude that the silicon carbide
making up the grains of the polycrystalline materials is not being detected
in these measurements. Instead, the effects observed in the LPSSiC samples
are all due to the multiphase grain boundary/binder phase. This conclusion
is supported by the results given below.
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Figure 7.27: The frequency dependence of the imaginary impedance and
dielectric modulus of a 6H-SiC single crystal as well as a Solid-State-Sintered-
Silicon-Carbide (SSSSiC) sample and the group B sample LPSSiC-HP1, mea-
sured at liquid nitrogen temperature, to enhance the contribution of the SiC
grains.
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As mentioned in Chapter 2, the electrical properties of 6H silicon carbide
single crystals (with no intentional doping) and a solid-state-sintered silicon
carbide (SSSSiC), sample were also measured in this thesis (note from Ta-
ble 7.2 that 6H is the dominant SiC polytype in the LPSSiC samples). The
results of the measurements provide some added information on the possible
contributions to the measured LPSSiC samples’ electrical properties. Fig-
ure 7.27 shows the imaginary impedance and dielectric modulus of a silicon
carbide single crystal, a SSSSiC (does not contain a binder phase) and the
group B sample LPSSiC-HP1, at liquid nitrogen temperature. It can clearly
be seen in the top figure that the peak in the impedance and modulus plots
for the single crystal is at higher frequencies than could be measured. The
data in the top figure indicates, as would be expected, that the single crystal
is a highly conducting one component material, as there is the indication of
only a single peak in the impedance and the modulus at high frequency.
For the SSSSiC sample Figure 7.27 (middle), one peak is just resolved in
the impedance curve and there is the indication of a peak in the modulus at
high frequencies. These curves suggest that the SSSSiC is a two component
material, with a resistive component (the grain boundaries) giving rise to the
low frequency impedance peak and a low resistance component giving rise to
the modulus peak, at high frequencies, which is only partially resolved at this
temperature (recall the discussion Section 1.2 and the results and discussion
in Chapter 6).
From Figure 7.27 (bottom) it is deduced that the group B sample, which
gave two arcs in the high temperature results previously presented, should be
treated as a three component system. The high frequency peak indicated but
not fully resolved in the modulus spectrum must be associated with the SiC
grains such as was done for the SSSSiC sample and the single crystal. There
is another peak in the modulus data at intermediate frequencies (log(ω) ≈ 3)
which is associated with a first grain boundary component in the material.
The impedance peak at the lowest frequencies is associated with the second
very high resistance grain boundary component.
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Figure 7.28: The imaginary impedance and dielectric modulus of the SSS-
SiC sample at 0 ◦C and the sample LPSSiC-HP1 at 200 ◦C showing the
relation of modulus and impedance peaks.
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Figure 7.28 shows the results for the SSSSiC and LPSSiC samples at
higher temperatures. Figure 7.28 (top) again indicates that the SSSSiC is a
two component, grain and grain boundary material. No further component
contributions are seen at even higher temperatures. There is one peak in the
impedance curve, associated with the dominant grain boundary component
(and to which there is a corresponding small peak at similar frequencies in
the modulus plot) and the start of the high frequency modulus peak, which
was not fully resolved even at liquid nitrogen temperature.
Figure 7.28 (bottom), shows the impedance and modulus plots for the
sample LPSSiC-HP1 at higher temperatures. The contributions due to the
grain boundary/binder phase components can now be observed in the imped-
ance data, while that of the more conducting grain boundary/binder phase
component dominate the dielectric modulus. A comparison of Figures 7.27
and 7.28 shows that the modulus peak that was at intermediate frequencies at
liquid nitrogen temperature and which has now moved to higher frequencies,
is associated with a peak in the impedance which was is not observable in the
scale of the data at liquid nitrogen temperature. The low frequency peak in
the imaginary impedance, associated with the second grain boundary/binder
phase of the material, is now more clearly resolved.
Comparison of the single crystal, SSSSiC and the LPSSiC data confirms
an earlier statement that the contributions of the SiC grains in the LPSSiC
samples are not observed. Figure 7.27 (top) clearly shows that the conductiv-
ity of the silicon carbide is high (and its dielectric constant not anomalously
high) and therefore that its characteristic frequency is beyond the range of
the measurements. From Figure 7.27 (middle) and Figure 7.28 (top), it can
be seen that the SSSSiC is a two component material (grain and grain bound-
aries) as would be expected for a ceramic containing no added binder phase
(see also Chapter 5). Again there is just the suggestion of the effects of the
silicon carbide grains at high frequencies and their contributions are not fully
resolved. The bottom plots in Figures 7.27 and 7.28 show that the group B
sample, LPSSiC-HP1, is a three component system, with the SiC grains and
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two grain boundary/binder components. The effects of the SiC grains are not
fully observed at any of the measurement temperatures and frequencies.
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Figure 7.29: The frequency dependence of the dielectric constants and
conductivities of the sample LPSSiC-HP1 at 150 ◦C and 200 ◦C and the
best fit to the UDR-UDR-BLM. φ = 0.85 and the remainder of the pa-
rameters are: At 150 ◦C, Ag = 5.97 × 10−8, Agb = 1.66 × 10−8, σdc−gb =
9.13×10−8(Ωm)−1, σdc−g = 1.29×10−4(Ωm)−1, sgb = 0.55, sg = 0.63, ²∞−gb =
430, ²∞−g = 133. At 200 ◦C, Agb = 1.20 × 10−7, Ag = 1.47 × 10−7, σdc−gb =
2.75×10−7(Ωm)−1, σdc−g = 2.53×10−4(Ωm)−1, sgb = 0.59, sg = 0.42, ²∞−gb =
64, ²∞−g = 200.
It is somewhat strange that the electrical properties of the two component
grain boundary phase can be modeled using the BLM with dispersive func-
tions for the ac conductivity of both components (UDR-UDR-BLM, see Sec-
tion 5.2.9; the UDR-UDR-MW model gives similar results). Figures 7.29 to
7.32 show the data for two group B samples, LPSSiC-HP1 and LPSSiC-GPS1,
fitted to the UDR-UDR-BLM. It can be seen in the figures that the model
fits the data well. This suggests that, in the multi-component grain boundary
phase of these samples, there is an insulating, probably amorphous, compo-
nent which must coat a more conducting, probably the crystalline, compo-
nent. Note that the amorphous component could not be detected using x-ray
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Figure 7.30: The complex impedance plane plot of the data for the sample
LPSSiC-HP1 at 150 ◦C and 200 ◦C and the best fit to the UDR-UDR-BLM.
The parameters for the best fit are given in Figure 7.29.
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Figure 7.31: The frequency dependence of the dielectric constants and
conductivities of the sample LPSSiC-GPS1 at 150 ◦C and 200 ◦C and the
best fit to the UDR-UDR-BLM. φ = 0.928 and the remainder of the pa-
rameters are: At 150 ◦C, Agb = 1.27 × 10−7, Ag = 1.99 × 10−7, σdc−gb =
1.39×10−7(Ωm)−1, σdc−g = 3.86×10−5(Ωm)−1, sgb = 0.59, sg = 0.63, ²∞−gb =
284, ²∞−g = 467. At 200 ◦C, Agb = 2.76 × 10−7, Ag = 3.10 × 10−7, σdc−gb =
4.24×10−7(Ωm)−1, σdc−g = 8.44×10−5(Ωm)−1, sgb = 0.61, sg = 0.61, ²∞−gb =
96, ²∞−g = 508.
spectroscopy. TEM studies might be able to resolve this component. With-
out more information on the underlying microstructure of the grain boundary
phase and of the various components giving rise the to features observed and
fitted, the interpretation of the results from the fitting and in particular the
volume fraction φ is difficult. Therefore, the results of fitting to any of the
models used in the current thesis will not be discussed in any more detail.
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Figure 7.32: The complex impedance plane plot of the data for the sample
LPSSiC-GPS1 at 150 ◦C and 200 ◦C and the best fit to the UDR-UDR-BLM.
The parameters for the best fit are given in Figure 7.31.
7.3 Conclusions
In this chapter, the microstructure, composition and electrical properties of
several polycrystalline LPSSiC samples have been described. The frequency
dependence of the electrical properties of the samples strongly suggest that
the LPSSiC should be considered not as a binary composite with the grains
and grain boundaries as the two components, but instead as a three compo-
nent composite. The three components being the SiC grains and two grain
boundary/binder phases.
The temperature dependence of the characteristic frequencies and the con-
ductivities of the components resolved is best fitted by the variable range
hopping mechanism. No model could be found to fit the dielectric constants
which vary erratically.
One of the components resolved in the GPS and HTHP samples was found
305
to exhibit a voltage dependent resistance. The component dominant in the
HP samples did not exhibit this effect. As previously mentioned, other au-
thors suggest that the variable resistance effect in commercial SiC varistors
arises from SiC grain contact areas. It is as yet unclear which particular con-
stituent of the samples studies is leading to this effect and whether or not it
is the same constituent in the GPS and HTHP samples.
While it was possible to fit the LPSSiC data to the Brick Layer (and
Maxwell-Wagner) models, with dispersive properties for both the compo-
nents resolved, which may be associated with the multi-component grain
boundary/binder phase, such fitting was not pursued in detail as it is un-
clear what the microstructure of the multi-component grain boundary/binder
phase might be. The best fit parameters obtained from such fitting can not
be readily assigned to components of the LPSSiC samples.
Summary and Conclusions
In the current thesis, the use of various models and fitting techniques to
obtain consistent fitting for series of sample data has been demonstrated.
From what has been presented here and, especially the best fit results, the
following statements can be made.
• Simulations and identifying the components of composites
From simulation results (and later experimental results), it was demon-
strated that the components of a composite can be readily and reason-
ably accurately identified from their characteristic frequencies. For all
the models simulated, it was shown that there is a fundamental shifting
of the characteristic frequencies, associated with the components, in the
composites. This places a limit on how accurately the components can
be identified.
However, experimental results clearly demonstrated that, used together
with other parameters, the characteristic frequencies of the components
can play an important role in correct identification of the contributions
to the electrical properties of the composite.
• Yttria-stabilized zirconia system
It has been shown that the electrical properties of yttria-stabilized zir-
conia ceramics can be consistently fitted to the Maxwell-Wagner and
Brick Layer models together with the Universal Dielectric Response
model, which models the dispersive properties of the grains and in some
cases the grain boundaries. While the fitting to the data was generally
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satisfactory, non-random residuals as well as the irregular temperature
dependence of some of the values of the best fit parameters suggest
that, in reality, the Maxwell-Wagner and Brick Layer models, together
with the Universal Dielectric Response model only approximately de-
scribe the electrical properties of the yttria-stabilized zirconia ceramics.
The irregular temperature dependence of the best fit parameter values
is of serious practical concern as it makes it impossible to accurately
predict the properties of other samples using these models. However,
the work on the polycrystalline samples, together with the results on
the single crystals, strongly suggests that the major problem is the fit-
ting and modeling of the dispersive properties the grains and not the
Maxwell-Wagner or Brick Layer models. Clearly more work needs to
be done in obtaining better expressions for the frequency dependent
complex conductivities of the grains, σ∗h(ω) and the grain boundaries,
σ∗` (ω). The results obtained in the current work suggest that with ac-
curate and consistent models for the dispersive properties of the grains
and grain boundaries the Maxwell-Wagner and Brick Layer models are
suitable for semi-quantitative and perhaps even quantitative modeling
and fitting the properties of the polycrystalline materials.
• Polyester-resin/silicon system
For the polyester-resin/silicon system, the properties of one of the com-
ponents, the polyester-resin, were independently measurable at all fre-
quencies, where the composite materials’ properties were measured. Of
the systems investigated in the current work, this system was the closest
to the ideal situation that the properties of both the components of the
composite must be known at all frequencies, where the properties of the
composites are measured. Unfortunately, there is some uncertainty in
the dispersive properties of the silicon. Single crystal silicon, or better
still silicon with a similar morphology and doping as that in the com-
posites, could not be obtained, for measurements of the ac conductivity
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under the same conditions as for the composites.
In spite of this, it was shown that the Single Exponent Phenomenologi-
cal Percolation Equation is able to semi quantitatively fit and model the
properties of the composites, using the actual component volume frac-
tions and the independently measured properties of the polyester-resin
as fixed input (free parameters: σh, ²h, φc and t). It can be argued that
the ability to accurately fit data with the actual properties of the com-
ponents and composition, is the most rigorous test for a model which
accurately describes the properties of a system. The current work shows
that the SEPPE at least partially meets this rigorous test. To put the
matter beyond doubt, further work is required on a system where the
dispersive properties of both the components can be measured in the
same frequency range as that of the composite. Work on the polyester-
resin/silicon system also highlighted the importance of using various
data representations as well as the characteristic frequencies and the
temperature dependence of the properties of the components, in order
that the contributions of these components to the properties of the com-
posites are correctly identified. From these results it is suggested that
the modulus representation of the data should be used more often, in
conjunction with the impedance representation, particularly in systems
where one or more of the components is highly conducting.
• Liquid-phase-sintered silicon carbide system
The results for the LPSSiC show that it is a much more complex system
than the yttria-stabilized zirconia. Further, the results show that the
differences between the two systems are not just in the increased amount
of the grain boundary component in the LPSSiC.
Using the aforementioned techniques to analyze the data from various
LPSSiC samples, it is concluded that the silicon carbide contribution
is not observed in the IS spectra, even at liquid nitrogen temperature
where the characteristic frequency ωp is lowest. This conclusion is in
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contradiction to the conclusions reached by other authors. It again
highlights the importance of using several data representation formats
and the temperature dependence of the properties of the components,
to correctly identify the contributions of these components to the prop-
erties of the composites.
The measured data for the LPSSiC samples where two contributions
could be resolved (group B) were successfully fitted to the Brick Layer
Model. This suggests that, in the multi-component grain boundary
phase of these samples, there is an insulating, probably amorphous,
component which must coat a more conducting, probably the crystalline
component. Note that the amorphous component could not be detected
using x-ray spectroscopy. TEM studies might be able to resolve this
component.
Appendix A
Examples of the arc separation
process
Examples are given of the arc separation process, using the procedure de-
scribed in Section 2.6.2. The procedure was implemented as the Mathematica
5.1 notebook named “Impedance Arcs Cleanup and Separation (IACS)” and
its associated packages (subprograms). In this section the term “the pro-
gram”, will be used to refer to this notebook and its packages. The examples
in the pages that follow were obtained directly from running this program.
The dialogue highlighted in blue in the figures is issued by the program as
part of the output. À highlights what the program is attempting to do and
¿ is the outcome. “I,” is the program referring to itself. The points indicated
as “potential arc separation point (s)/arc boundaries”, in red in the dialogue,
are obvious turning points where there is some notable feature in the data
and where the arc(s) could potentially be separated out or “cleaned up” (i.e.
boundaries to the arc overlap region). These points have to be confirmed,
as actual arc separation or “cleanup” points and the results of this confir-
mation step are seen in the output that subsequently follows. “Cleanup” is
the removal of data points that have been determined, by a particular set of
procedures, as not necessarily belonging to the arc or set of arcs. For brevity,
some steps, for which there was no difference between the starting and final
310
311
data (i.e. where arcs could not be further separated out or “cleaned up”),
have been omitted.
A.1 Example 1
The first example is the fairly routine processing of “raw” experimental data
and arc separation for the polycrystalline YSZ sample 8YSZ-D1 (note that
the actual filename for data from this sample, indicated in magenta in the
figures, is A51R-250.dat). The experimental data was measured at 250 ◦C.
1, C:\ArcSeparationDemo\AutoFormattedFiles\A51R-250.dat.
Raw data.
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impedance peakHsL 8813, 5.19917<, 827, 2.777<, 850, -1.20182<<,
potential arc separation pointHsLêarc boundaries 883, 6.92929<, 821, 3.81509<, 834, 1.56593<<.
Figure A.1: The raw data prior to the first step in the arc separation
procedure presented in various formats for the CSZ sample 8YSZ-D1. The
points nearest to the imaginary impedance peaks are indicated as are the
potential arc separation points determined using the tan(δ), 1/ tan(δ) and
−Z ′′ data. The number to identify each point is counted from the highest
frequency end, such that the point referred to in the dialogue as {13, 5.19917}
is the 13th point and for this point log(ω) = 5.19917.
The “raw” data, from the input files, for the arc separation process, is
shown in Figure A.1. This data had already been reformatted from that of
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the output by the measurement control software as described in Section 2.6.2.
Tan[δ] and 1/ tan(δ) data, which by this stage have already been calculated
are also plotted in the figure. The frequency points nearest to the peaks have
been identified as well the positions where the arcs could be separated (based
on tan(δ), 1/ tan(δ), −Z ′′. This data is presented at the bottom of the figures.
The notation used for the positions is {point number, log(ω)}. The numbering
of the points is from the highest frequency end. For most measurements, there
are 50 points in the raw data set. Non-physical points are dropped from the
Cleaned data.
<<I am changing the numbering system for the points to one
where they are numbered according to their positions in the "Cleaned data."
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impedance peakHsL 8810, 5.19917<, 824, 2.777<, 847, -1.20182<<,
potential arc separation pointHsLêarc boundaries 881, 6.75627<, 818, 3.81509<, 831, 1.56593<<.
Figure A.2: The “Cleaned data” obtained after the removal of some non-
physical points from the “raw” data in Figure A.1. In this case, three points,
which were at the high frequency end in the “raw” data, have been dropped.
raw data to leave the “cleaned” data shown in Figure A.2. In this case,
three points at the highest frequencies have been dropped. Note that there
are two points that are obviously not consistent with the trend in 1/ tan(δ)
in Figure A.1. The procedure, set for aggressive cleanup of the data, also
removes the point nearest to these two, making up the three points referred
313
to above. Note also that there is now a change in the numbering system.
Whenever points are removed, the numbering system is altered such that
the points are always numbered according to their positions in the current
“complete” data set.
Figure A.3 shows the first and second derivatives, dZ ′′/dZ ′ and d2Z ′′/dZ ′2
which are numerically computed. The turning points (maxima and minima),
which are not shown in the figure, are also identified at this stage. The
combined derivative, imaginary impedance, tan(δ) and 1/ tan(δ) data is then
used to determine the positions of arc overlap regions. The data remaining
after the removal of points in the overlap region and about three points on
either side gives the now separated arcs, Figure A.3 (bottom). In this case
three arcs have been identified and separated out by the program. Note the
start and end points of the separated arcs. The first arc is from point number
1 to point number 15 while the second arc is from point number 20 to point
number 28, points 16-19 were determined to be in the overlap region, for
the first two arcs. Similarly, points 29-39 are in the overlap region of the
second and the third arcs. The three separated out are one more than the
user’s expected value of two arcs (an optional input parameter). The program
indicates this and also suggests, correctly in this case, that this extra arc may
be that due to electrode effects.
After the arcs have been separated out there is then a series of steps to
try to remove any points, in the individual arcs, that may have belonged to
the overlap region but were not removed in the primary separation step. The
sensitivity of the search for points in the data at which tan(δ), 1/ tan(δ) or the
derivatives are not consistent, with the characteristic patterns for single arcs,
is increased from one stage of the “cleanup” process to the next. This is done
by decreasing the number of adjacent points matching a specific pattern that
is required to identify such stray points i.e. the size of the local neighborhood
whose trend they violate. This step is repeated a fixed number of times (5 in
the current program).
The “cleanup” of the data for the separated arcs begins with the dropping
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Calculated Impedance First and Second Derivatives
0 5 10 15 20 25
Z' HkΩmL
-10
-8
-6
-4
-2
0
2
4
d2
Z
'
'
ê
Zd
'
2
×
01
−
3
0 2 4 6
Log@ωD
-10
-8
-6
-4
-2
0
2
4
d2
Z
'
'
ê
Zd
'
2
×
01
−
3
0 5 10 15 20 25
Z' HkΩmL
-1
0
1
2
3
4
Zd
'
'
ê
Zd
'
0 2 4 6
Log@ωD
-1
0
1
2
3
4
Zd
'
'
ê
Zd
'
Separated arcHsL 81, 2, 3<.
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arc start and end points
8881, 6.75627<, 815, 4.33411<<, 8820, 3.46905<, 828, 2.08495<<, 8840, 0.00881937<, 847, -1.20182<<<.
<<No further arcs are suggested by the data at high frequencies.
<<I fully or partially resolved, 3 arcHsL from the 3 arcHsL suggested by the data.
<<I obtained indication of one more arc than you
expected for this material, the extra arc might be due to electrode effects.
<< I dropped, from an incomplete arc, some points at high
impedance which were not consistent with the shape of a HdepresedL semicircle.
Figure A.3: The calculated first and second derivatives plotted as functions
of both Z ′ and log(ω). Together with the imaginary impedance, tan(δ) and
1/ tan(δ) data they are used for fine tuning the location of arc overlap regions.
The resulting separated impedance arcs are shown at the bottom of the figure.
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of the arc due to electrode effects. This is noted in the program dialogue at
the top of Figure A.4.
After this, the “cleanup” of the two separated arcs deemed to be due to
the sample material (as opposed to electrode effects), commences. The first
stage of the “cleanup”, of the two arcs, is based on the tan(δ) and 1/ tan(δ)
data while the following stages all utilize the first and second derivatives data.
Figures A.4 and A.5 show further steps in the cleanup process.
After cleanup of the first arc, cleanup of the second arc is attempted,
Figures A.6 to A.8. The same sequence of steps as for the first arc is repeated.
Cleanup is started first based on tan(δ) data. The procedure recognizes that
the peak in 1/ tan(δ) at log(ω) ≈ 3, in Figure A.6, is associated with the
peak in the imaginary impedance data and therefore no “cleanup” is possible
based on this 1/ tan(δ) peak.
In the second attempt at cleaning up separated arc number 2, based on
the derivatives data, a point which does not conform to the characteristic
shape of the second derivative of a semicircle is identified, at Z ′ ≈ 18.5 kΩm
(log(ω) ≈ 2.1). The second derivative is expected to monotonically decrease
towards −∞ at the edges of single arcs. The inconsistent data is removed.
Note that after the non-conforming data points are removed, the derivatives
are recalculated, and hence the differences between the values, for the slope,
in Figure A.7 and those in Figure A.8.
The “cleanup” procedure is repeated five times as described above for the
second arc. The final separated arcs obtained for this particular data set as
well as the combined arcs are shown in Figure A.9. The data for the complete
spectrum, which includes points in the overlap region, is obtained by taking
the “cleaned” data (Figure A.2) points from the start of the first arc to the
end of the second arc. This data constitutes the properties of the composite,
free of erratic points and electrode effects.
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************************-cleanup of separated data arcs-*****************************
A51R-250.dat
<< I have removed from the data an arc that is
not consistent with the maximum number of arcs you are expecting.
Separated arc number 1.
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impedance peakHsL 8810, 5.19917<<,
potential arc separation pointHsLêarc boundaries 881, 6.75627<, 815, 4.33411<<.
>>I am making my first attempt at cleaning up the arc Hbased on tandelta dataL.
<<No cleanup of this arc is possibleêrequired at this stage.
Figure A.4: Prior to the “cleanup” of the first arc (that at the highest
frequencies), the third arc (at the lowest frequencies), which was one more
than the user expected, is dropped, as can be seen in the dialogue at the top
of the figure. The first stage of the “cleanup” of separated arc number 1 is
based on tan(δ) and 1/ tan(δ) data. The arc “cleanup” ensures that there are
no points at the start or end of the arc which belong to the overlap region. At
the high frequency end of the arc (low real impedance), 1/ tan(δ) is expected
to be monotonically rising while at the low frequency end tan(δ) should be
rising monotonically.
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>>Second attempt at cleanup of the arc Hbased on slope dataL.
Calculated Impedance First and Second Derivatives
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<<No cleanup of this arc is possibleêrequired at this stage.
Figure A.5: The second stage of the arc “cleanup” process, for separated
arc number 1, based on impedance first and second derivatives. There are no
points that, within the error margins of the experimental data, do not conform
to the characteristic shapes of the derivatives of semicircles and therefore no
cleanup is possible/required.
318
Separated arc number 2.
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impedance peakHsL 885, 2.777<<, potential arc separation pointHsLêarc boundaries 889, 2.08495<<.
>>I am making my first attempt at cleaning up the arc Hbased on tandelta dataL.
<<No cleanup of this arc is possibleêrequired at this stage.
Figure A.6: The first stage in the cleanup of the second arc separated out
in Figure A.3. The peak in 1/ tan(δ) (trough in tan(δ)) has not been consid-
ered as a potential arc cleanup point because it lies close to the imaginary
impedance peak and therefore must be associated with that.
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>>Second attempt at cleanup of the arc Hbased on slope dataL.
Calculated Impedance First and Second Derivatives
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<<I have succeded in cleaning up the arc.
Figure A.7: In the second stage of the cleanup of the second arc, data
which does not conform to the characteristic trends in semicircle derivatives,
in particular the second derivative (at Z ′ ≈ 18.5 kΩm, log(ω) ≈ 2.1), is found
and this is removed from the separated arc’s data. The subsequent stages of
the “cleanup” proceed with this data removed, as can be seen in the plots for
the third attempt at cleanup (Figure A.8).
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>>Third attempt at cleanup of the arc Hbased on slope dataL.
Calculated Impedance First and Second Derivatives
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<<No cleanup of this arc is possibleêrequired at this stage.
Figure A.8: In these plots for the data for the third stage of the cleanup of
the second arc it can be seen that some data was removed during the second
stage of the cleanup (as shown in Figure A.7). After the removal of the data,
the slopes were recalculated and hence the differences in the y-axis values in
the current figure to those in Figure A.7. In this third stage of the clean up,
no points are removed.
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Final Separated data arcHsL.
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Final Combined data arcHsL.
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******************************-end of cleanup-***********************************
Figure A.9: The final two arcs from the arc separation process are shown
individually (top and middle) and then the composite data is shown at the
bottom. The composite data is taken from the first point of the first (high
frequency) arc to the last point of the second (low frequency) arc and includes
the overlap region, but not the stray points and the arc due to electrode
effects.
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A.2 Example 2
This example shows the arc separation procedure used for a more difficult
problem, where the arcs are not very clearly resolved. In this case, indepen-
dent partial arcs are still unequivocally identified. Again the same sequence
of steps, as in the previous example, is followed and explained in the pro-
gram dialogue and the captions in Figures A.10 to A.15. The sample in this
analysis is a LPSSiC sample measured at 100 ◦C.
2, C:\ArcSeparationDemo\AutoFormattedFiles\AV2A-100.dat.
Raw data.
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impedance peakHsL 8840, 0.527855<<,
potential arc separation pointHsLêarc boundaries 881, 7.2753<, 83, 6.92929<, 850, -1.20182<<.
Figure A.10: The “raw” data for the arc separation and cleanup process
for a LPSSiC sample, presented in various formats. It can just be seen by
eye that there are two features contributing to the distorted semicircle. Two
points that are not consistent with the trend in tan(δ) and 1/ tan(δ) can
also be seen in the plots at the bottom and in particular the 1/ tan(δ) graph
(bottom right).
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Cleaned data.
<<I am changing the numbering system for the points to one
where they are numbered according to their positions in the "Cleaned data."
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impedance peakHsL 8837, 0.527855<<,
potential arc separation pointHsLêarc boundaries 881, 6.75627<, 847, -1.20182<<.
Figure A.11: The data remaining after removing non-physical points from
the “raw” data in Figure A.10. Three points at the highest frequency, which
were not consistent with the expected increase in 1/ tan(δ) at these frequencies
(decrease in tan(δ)), have been removed from all the data. Note that, based
on the data representations in the figure, there are only two obvious arc
boundaries, the start and end points of the combined arcs. However, in the
steps that follow, involving the derivatives, the boundaries of the two arcs
that can just be seen by eye will be identified.
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Calculated Impedance First and Second Derivatives
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arc start and end points 8881, 6.75627<, 827, 2.25796<<, 8830, 1.73894<, 842, -0.337196<<<.
<<No further arcs are suggested by the data at high frequencies.
<<I fully or partially resolved, 2 arcHsL from the 2 arcHsL suggested by the data.
<<I have obtained indication of the expected number of arcs.
<< I dropped, from an incomplete arc, some points at high
impedance which were not consistent with the shape of a HdepresedL semicircle.
Figure A.12: The first and second derivatives of the cleaned data are shown
(top and middle). The turning points of the first derivatives can just be
identified by eye in the region 0.5 6 log(ω) 6 3 of the dZ ′′/dZ ′ vs log(ω) plot.
The scale of the second derivative allows only the turning points at the ends
to be seen. A peak in the middle of the plot cannot be seen by eye using this
scale. However, the numerical data is more precise and enough information
is obtained from these derivatives to enable the separation of the two arcs
(bottom). The stray points that can clearly be seen at low frequencies, in the
first derivatives plots are removed in the arc separation step.
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************************-cleanup of separated data arcs-*****************************
AV2A-100.dat
Separated arc number 1.
>>Fourth attempt at cleanup of the arcHbased on slope and impedance peak locationL.
Calculated Impedance First and Second Derivatives
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<<I have succeded in cleaning up the arc.
Figure A.13: Fourth attempt at the cleanup of the first arc obtained in the
separation of the arcs shown in Figure A.12. Some points at low frequencies
(high impedance) where the shapes of the first and second derivatives are not
consistent with the patterns expected are removed. The inconsistent region
cannot be seen in the scale of the figures.
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Separated arc number 2.
>>Second attempt at cleanup of the arc Hbased on slope dataL.
Calculated Impedance First and Second Derivatives
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<<No cleanup of this arc is possibleêrequired at this stage.
Figure A.14: Cleanup of the second arc obtained in the separation of the
arcs shown in Figure A.12. All the points obtained in Figure A.12 remain.
Even though there is a bump in the second derivative data, the routine used
is robust enough to realize that this is not a turning point where the arcs
could be cleaned up. This robustness is achieved by a program setting which
requires a fairly high number of points to match a particular trend, for a
“true” turning point to be identified.
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Final Separated data arcHsL.
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Final Combined data arcHsL.
0 100 200 300 400
Z' HkΩmL
0
20
40
60
80
100
−
Z
'
'
H
kΩ
m
L
0 1 2 3 4 5 6
Log@ωD
0
20
40
60
80
100
−
Z
'
'
H
kΩ
m
L
impedance peakHsL 8837, 0.527855<<,
potential arc separation pointHsLêarc boundaries 881, 6.75627<, 842, -0.337196<<.
******************************-end of cleanup-***********************************
Figure A.15: The final separated arcs for the LPSSiC sample. The routine
successfully resolves and separates out the individual arcs (top and middle).
The final composite data is shown in the plots at the bottom. Again the
composite data is taken from the first point of the first (high frequency) arc
to the last point of the second (low frequency) arc and includes the overlap
region but not the stray points.
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A.3 Example 3
An even more difficult data set is presented in this example and again the
program, using the procedure described in Section 2.6.2 is able to resolve and
separate out the arcs. While the second arc obtained does not have enough
points to be used in finding characteristic frequencies and estimating the dc
resistance, the first arc does, making the procedure worth pursuing. Further,
data for the composite (first and part of second arc) is obtained which is free
of the erratic points and the arc due to electrode effects. There are enough
points in this data for direct analysis of the properties of the composite.
The experimental data in this example, chosen to highlight the program’s
handling of more complex data, is from a tetragonal stabilized zirconia (not
in the series in Chapter 5) at 250 ◦C. Three contributions to the data can be
readily observed by eye. The process is detailed in Figures A.16 to A.20 and
explained in the program dialogue and the figure captions.
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3, C:\ArcSeparationDemo\AutoFormattedFiles\B2-250.dat.
Raw data.
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impedance peakHsL 8811, 5.54519<, 850, -1.20182<<, potential arc separation pointHsLêarc boundaries
883, 6.92929<, 819, 4.1611<, 823, 3.46905<, 839, 0.700868<<.
Figure A.16: The raw data for the arc separation and cleanup process for
a TSZ sample presented in various formats. In this example, which is more
difficult than the two previous examples, there is greater overlap of the arcs.
Several positions have been identified as potential arc boundaries based on
the −Z ′′, tan(δ) and 1/ tan(δ) data and these are listed at the bottom.
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Cleaned data.
<<I am changing the numbering system for the points to one
where they are numbered according to their positions in the "Cleaned data."
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881, 6.75627<, 816, 4.1611<, 820, 3.46905<, 836, 0.700868<<.
Figure A.17: The figure shows the data from Figure A.16 with the er-
ratic points removed. Cleanup of the data only removes three points at the
highest frequencies in the “raw” data. Note also that the points have been
renumbered.
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Calculated Impedance First and Second Derivatives
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arc start and end points
8881, 6.75627<, 811, 5.02614<<, 8818, 3.81509<, 825, 2.60399<<, 8833, 1.2199<, 841, -0.164194<<<.
<<No further arcs are suggested by the data at high frequencies.
<<I fully or partially resolved, 3 arcHsL from the 3 arcHsL suggested by the data.
<<I obtained indication of one more arc than you
expected for this material, the extra arc might be due to electrode effects.
<< I dropped, from an incomplete arc, some points at high
impedance which were not consistent with the shape of a HdepresedL semicircle.
Figure A.18: This figure shows the first and second derivatives (top and
middle) of the data in Figure A.17 plotted as functions of Z ′ and log(ω). The
derivatives show sharp turning points. Using the derivatives together with
the tan(δ), 1/ tan(δ) and −Z ′′ data, the arcs are separated out (bottom).
All three arcs have been resolved. Note that some points at high impedance
in the last two arcs, which do not conform to the pattern for (depressed)
semicircles, have been dropped.
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************************-cleanup of separated data arcs-*****************************
B2-250.dat
<< I have removed from the data an arc that is
not consistent with the maximum number of arcs you are expecting.
Separated arc number 1.
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>>I am making my first attempt at cleaning up the arc Hbased on tandelta dataL.
<<No cleanup of this arc is possibleêrequired at this stage.
Figure A.19: A user imposed restriction on the number of arcs expected is
used as the basis for eliminating one of the three arcs obtained in Figure A.18.
No cleanup of the first arc or second arc is possible in this or subsequent stages.
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Final Separated data arcHsL.
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******************************-end of cleanup-***********************************
Figure A.20: The final two separated arcs (top and middle) and the com-
posite data, including the overlap region (bottom). Again the routine has
successfully resolved and separated out the arcs as well as obtained data for
the composite which is free of the erratic points and electrode effects.
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A.4 Discussion
The foregoing examples demonstrate the capabilities of the arc separation
procedure developed in this work and implemented as a Mathematica pro-
gram. While in practice it is not 100% foolproof, it does provide a quick,
easy and automated way for initial data manipulation and for preparing data
for more detailed analysis. Large sets of composite sample data can be han-
dled in seconds on a fast PC. The user only needs to specify the optional
parameter the maximum number of arcs expected.
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