Abstract. Let M n be a closed Riemannian manifold on which the integral of the scalar curvature is nonnegative. Suppose a is a symmetric (0, 2) tensor field whose dual (1, 1) tensor A has n distinct eigenvalues, and tr(A k ) are constants for k = 1, · · · , n − 1. We show that all the eigenvalues of A are constants, generalizing a theorem of de Almeida and Brito [dB90] to higher dimensions. As a consequence, a closed hypersurface M n in S n+1 is isoparametric if one takes a above to be the second fundamental form, giving affirmative evidence to Chern's conjecture.
Introduction
The well-known Chern conjecture was originally proposed by S. S. Chern in [Che68] and [CdK70] . After 50 years of extensive research, it is still an unsolved challenging problem.
Chern's conjecture. Let M n S n+1 be a closed, minimally immersed hypersurface in the unit sphere with constant scalar curvature R M (or equivalently, constant S-the squared norm of its second fundamental form). Then for each n, the set of all possible values for R M is discrete.
Since isoparametric hypersurfaces in spheres-all of their principal curvatures are constant by definition-are the only known examples of closed minimal hypersurfaces in spheres with constant S, mathematicians turn to stating Chern's conjecture in the following strong version:
Chern's conjecture (strong version). Let M n S n+1 be a closed, minimally immersed hypersurface in the unit sphere with constant scalar curvature. Then M n is isoparametric.
The weak version of Chern's conjecture is related with the remarkable pinching result of J. Simons [Sim68] : for a closed minimal immersed hypersurface in the unit sphere whose S is not necessarily constant, if 0 ≤ S ≤ n, then either S ≡ 0 or S ≡ n. In the first case, M n is just the equatorial sphere, which is the isoparametric hypersurface with one principal curvature. The second case was characterized by [CdK70] that M n must be Clifford tori S r ( r n ) × S n−r ( n−r n ) (0 < r < n), which are exactly isoparametric hypersurfaces in S n+1 with two distinct principal curvatures.
Actually, due to the celebrated result of Münzner, for isoparametric hypersurfaces in the unit spheres, the number g of distinct principal curvatures can be only 1, 2, 3, 4 and 6. The classification for isoparametric hypersurfaces is recently completed. More precisely, when g ≤ 3, the classification for isoparametric hypersurfaces are accomplished by E. Cartan. Except for the g = 1, 2 cases mentioned before, he proved that the isoparametric hypersurfaces with g = 3 are tubes of constant radius around the minimal Veronese embedding of FP 2 (F = R, C, H and O) into S 3m+1 (m = 1, 2, 4 and 8 [Miy13] classified them to be homogeneous. In recent years, the isoparametric theory in space forms has been generalized to that in Riemannian manifolds ([GT13] , [QT15] ). There are also some applications of isoparametric theory, see for example, [TY13] and [TY15] . After a series work of [PT83] , [YC98] , [SY07] , one can obtain the pinching result that if S > n and S is constant, then S > n + 3n 7
. In particular, for the case n = 3, Peng-Terng [PT83] proved a sharp result: if S > 3 and S is constant, then S ≥ 6. However, for high dimensional cases, it is still an open question that if S > n and S is constant, then S ≥ 2n ?
In 1993, S. P. Chang finally proved Chern's conjecture in the case n = 3 by finding out all the values of S:
with constant scalar curvature is an isoparametric hypersurface with g = 1, 2 or 3. For higher dimensional case, there is no more essentially affirmative answer to Chern's conjecture since then. On the other hand, it is possible to prove a generalized version of Chern's conjecture for n = 3, where the hypersurface is not necessarily minimal: and A is its dual tensor field of type (1, 1). Suppose in addition
Then tr(A 3 ) is a constant.
As the main result of this paper, the following result generalizes Theorem 1.2 to higher dimension:
Suppose that a is a smooth symmetric (0, 2) tensor field on M n , and A is its dual tensor field of type (1, 1). If the following conditions are satisfied:
In fact, the assumption (1.1) is a sufficient condition for ∇a of the symmetric tensor field a to be symmetric.
As is well known, the second fundamental form of a hypersurface in the unit sphere is symmetric and satisfies the assumption (1.1) of Theorem 1.3. We may replace the assumption (1.3) by constant k-th power sum of the principal curvatures. As a consequence, we obtain the following corollary, which gives affirmative evidence to Chern's conjecture for higher dimensions.
Corollary 1.1. Let M n (n > 3) be a closed hypersurface in the unit sphere S n+1 . If the following conditions are satisfied:
n is isoparametric and R M ≡ 0. More precisely, M n can be only one of the following cases: Remark 1.1. Actually, for an isoparametric hypersurface in the unit sphere with simple principal curvatures, the scalar curvature is always equal to zero. This is an interesting phenomenon, because this isoparametric hypersurface is not necessarily assumed to be minimal, different from the case that some principal curvature has multiplicity greater than 1 ([TXY12] ).
For the completeness of Theorem 1.3, we need to deal with the case when some eigenvalue of A has multiplicity greater than 1. In this case, we have easily: Proposition 1.1. Let M n be a closed n-dimensional Riemannian manifold. Suppose that a is a smooth symmetric (0, 2) tensor field on M n , and A is its dual tensor field of type (1, 1). If the following conditions are satisfied:
(3.1) the number g of distinct eigenvalues of A is a constant and g < n;
then the eigenvalues of A are all constants.
Again, considering a as the second fundamental form, we obtain immediately the following corollary:
n be a closed hypersurface in the unit sphere S n+1 . If the following conditions are satisfied: (4.1) the number g of principal curvatures is a constant and g < n; (4.2) the k-th (k = 1, · · · , g) power sum of principal curvatures are constants, then M n is isoparametric.
A fundamental inequality
As a preliminary preparation for the proof of Theorem 1.3, we establish in this section a fundamental inequality, which we cannot find yet in any literature and made much effort to prove it. Frankly speaking, it plays an absolutely important role in the proof of Theorem 1.3 in the next section. We hope this inequality will be useful in other places.
Then the inequality L(r) < 0 holds.
is 1, we must have
Moreover, comparing the coefficient of x n−2 on both sides leads to
Then for each k ∈ {1, · · · , n} \ {p 0 , r}, it is clear that b k = 0, and
On the other hand, the following inequality holds:
Multiplying both sides of these (n − 1) inequalities gives
Analogously, if B ≤ 0, we choose b p 0 = min{b p | 1 ≤ p ≤ n, p = r}. A similar discussion shows that |d p 0 | > |B| ≥ 0, and thus
Therefore, the following inequality is always true:
which implies L(r) < 0 by (2.1), as required.
Proof of Theorem 1.3
In this section, we assume that M n is connected and oriented. Otherwise, we can discuss on each connected component of M n or on the double covering of M n .
Firstly, we start by recalling the structure equations. Locally, we choose an oriented orthonormal frame fields {e i , i = 1, · · · , n} on M n . Let {θ i , i = 1, · · · , n} be the dual frame. Then one has the structure equations:
where ω ij is the connection form and R ij = 1 2 n k,l=1 R ijkl θ k ∧ θ l is the curvature form. One should be careful that our notations here are different from those in [dB90] .
Let a be a smooth symmetric (0, 2) tensor, which can be denoted by a = n i,j=1 a ij θ i ⊗ θ j , where a ij = a(e i , e j ) is smooth and a ij = a ji . Then the covariant derivative of a can be written by
where a ijk = (∇a)(e i , e j , e k ) := (∇ e k a)(e i , e j ). It is easy to see that a ijk = (∇ e k a)(e i , e j ) = e k (a(e i , e j )) − a(∇ e k e i , e j ) − a(e i , ∇ e k e j ) = e k (a ij ) − a n l=1 ω il (e k )e l , e j − a e i ,
(a im ω mj + a mj ω mi ).
In addition, according to the assumption that the tensor a is Codazzian, that is, (∇ e k a)(e i , e j ) = (∇ e i a)(e k , e j ) for any i, j, k = 1, · · · , n. It implies immediately that a ijk is symmetric, and so is ∇a.
Next, we choose a proper coordinate system on M n such that (U, (θ 1 , · · · , θ n )) is admissible ([dB90] ). Namely, (U, (θ 1 , · · · , θ n )) satisfies
On the other hand, from the assumption that each λ i (i = 1, · · · , n) is simple, it follows that λ i (i = 1, · · · , n) is smooth on M n . Thus we can differentiate it and the 1-form dλ i is also smooth, which can be expressed by the metric form θ k as
where λ ij are smooth functions on M n . Besides, express the connection form ω ij as
Equivalently, 
where c 1 , · · · , c n−1 are constants. Differentiating the equations in (3.4) to give for each j = 1, · · · , n,
where f j is defined as follows:
Denote the n×n Vandermonde matrix on the left hand of (3.5) by D. It is known that its determinant
Then it follows from the equations (3.5) that
Following [dB90] , in this admissible chart, we define a (n − 1)-form ψ as follows, which is the key point in our proof:
where σ(1, · · · , n) = (i 1 , · · · , i n ) is a permutation and S(σ) is the sign of σ.
Lemma 3.1. The (n − 1)-form ψ is globally well defined on M n .
The proof of Lemma 3.1 is essentially a natural generalization of that in [dB90] and is omitted here. Now we continue to prove Theorem 1.3. The differential of ψ can be calculated by parts as follows:
For convenience, we first calculate II:
Denoting the volume form of M n by Ω := θ 1 ∧ · · · ∧ θ n , we obtain
where the last equality follows from (3.2), (3.3).
Besides, denote the scalar curvature by R M := n i,j=1;i =j
where K ij is the sectional curvature corresponding to Span{e i , e j }. Then we achieve
Now we turn to calculating I:
Among all the items, we only calculate I 1 :
Clearly, the other I j 's also have similar expressions. Thus (1 ≤ j, k ≤ g), thus are continuous, and further constant, as they take values in integers. In conjunction with a well-known result of Nomizu [Nom73] , it follows that the eigenvalues λ 1 , · · · , λ g are smooth functions. Thus we can differentiate the equations in (4.1) to obtain dλ i = 0 (1 ≤ i ≤ g), i.e., λ 1 , · · · , λ g are constants.
