This paper presents a new complexity metric for Object-Oriented (OO) 
Introduction
Program complexity plays an important role in the amount of time spent on development of the program. Software metrics are units of measurement, which are used to characterize software engineering products, processes and people. By careful use, they can allow us to identify and quantify improvement and make meaningful estimates. Developers in large projects use measurements to help them understand their progress towards completion. The development of a large software system is a time and resource-consuming activity. Even with the increasing automation of software development activities, resources are still scarce. Therefore, we need to be able to provide accurate information and guidelines to managers to help them make decisions, plan and schedule activities, and allocate resources for the different software activities that take place during software development. Software metrics are, thus, necessary to identify where the resources are needed; they are a crucial source of information for decision making [1] . Software complexity is defined as the degree to which a system or component has a design or implementation that is difficult to understand and verify [2] , i.e., complexity of a code is directly depend on the understandability. All the factors that makes program difficult to understand are responsible for complexity. Software complexity is an estimate of the amount of effort needed to develop, understand or maintain the code. It Weyuker's list the properties has been criticized by some researchers; however, it is widely known formal approach and serves as an important measure to evaluate metrics. In the above list however, property 2 and 8 will trivially satisfied by any metric that is defined for a class. Weyuker' second property "granularity" only requires that there be a finite number of cases having the same metric value. This metric will be met by any metric measured at the class level. Property 8 will also be satisfied by all metrics measured at the class level since they will not be affected by the names of class or the methods and instance variables. Property 7 requires that permutation of program statements can change the metric value. This metric is meaningful in traditional program design where the ordering of if-then-else blocks could alter the program logic and hence the metric. In OOD (Object-Oriented Design) a class is an abstraction of a real world problem and the ordering of the statements within the class will have no effect in eventual execution. Hence, it has been suggested that property 7 is not appropriate for Object-Oriented Design (OOD) metrics.
Analytical evaluation is required so as to mathematically validate the correctness of a measure as an acceptable metric. For example Properties 1, 2 and 3 namely Non-Coarseness, Granularity, and Non-Uniqueness are general properties to be satisfied by any metric. By evaluating the metric against any property one can analyze the nature of the metric. For example, property 9 of Weyuker will not normally be satisfied by any metric for which high values are an indicator of bad design measured at the class level. In case it does, this would imply that it is a case of bad composition, and the classes, if combined, need to be restructured. Having analytically evaluated a metric, one can proceed to validate it against data.
Assumptions. Some basic assumptions used in Section 3 have been taken from Chidamber and Kemerer [7] regarding the distribution of methods and instance variables in the discussions for the metric properties.
Assumption 1:
Let X i = the number of methods in a given class i Y i = the number of methods called from a given method i Z i = the number of instance variables used by a method i X i , Y i , Z i are discrete random variables each characterized by some general distribution functions. Further, all the X i s are independent and identically distributed. The same is true for all the Y i s, and Z i s. This suggests that the number of methods and variables follow a statistical distribution that is not apparent to an observer of the system. Further, that observer cannot predict the variables and methods of one class based on the knowledge of the variables and methods of another class in the system Assumption 2: In general, two classes can have a finite number of "identical" methods in the sense that a combination of the two classes into one class would result in one class's version of the identical methods becoming redundant. For example, a class "foo_one"has a method "draw" that is responsible for drawing an icon on a screen; another class "foo_two"also has a"draw" method. Now a designer decides to have a single class "foo" and combines the two classes. Instead of having two different "draw" methods the designer can decide to just have one "draw" method.
Assumption 3:
The inheritance tree is "full", i.e., there is a root, intermediate nodes and leaves. This assumption merely states that an application does not consist only of standalone classes; there is some use of sub classing. . 21 or more 5
Intutive ideas of AMC Metric
 When classes contains more number of methods and attributes, there is increasing in AMC value, resulting in increases the complexity of class in terms of time and development effort.

In case of inheritance, child classes accesses the attributes and methods of the parent classes, if parent classes have more AMC then there is also enhancement of AMC in the children classes, resulting in greater reuse of methods and attributes of a classes. Since inheritance is the form of reuse and it also effect on design complexity.
Very high value of AMC i.e. when AMC=10 that indicate, more mental exercise and understandability is required for the designers for framing out attributes and methods of a class at the design stage.
The mental discriminations required to design and code a class depends not only upon the numbers of methods but also upon the attributes names.
The number of methods and number of attributes is a predictor of how much time and effort is required to develop and maintain the class.
Criteria for Analysis
Certain criteria have been defined for AMC for determining the complexity of class at design stage whether the class is more complex, moderate complex or less complex. The paper also tried to create the relationship between AMC with quality factors [chosen quality factors is "understandability", "Testability", "Risk"].
C 0 : when AMC = 2, 3, and 4 
Analytical Evaluation of AMC against Weyuker's Properties
This section present an analytical evaluation of AMC metric against Weyuker's axioms [15] is done. Property 1 (Non-coarseness) and Property 3 (Non-uniqueness) are satisfied because it is assumed that there is a statistical distribution of methods and attributes amongst the classes. Property 4 (Design details are important) is satisfied because the choice of methods and attributes is design implementation dependent. When two classes are combined, the number of methods and attributes can never exceed that of the individual classes. Hence, Property 5 (Monotonicity) is satisfied. Consider three classes P, Q and R. Let the metric values for class P and class Q be the same. Also let class R has common methods and attributes with class P but not with class Q. Thus a combination of class P and class R will have a smaller metric value than a combination of class Q and class R. Thus, property 6 (Non-equivalence of interaction) is satisfied. Let A' and M' values for class P be a and m, for class Q be a' and m', and for class P+Q be a'' and m''.
Because of the common methods, a'' ≤ a+a' and m'' ≤ m+m'.
Hence, Property 9 (Interaction increases complexity) is not satisfied. Property 2 (Granularity) is trivially satisfied by any metric defined for a class, so will be Property 8, namely, when the name of the measured entity changes, the metric should remain unchanged.
The reason for AMC metric not satisfying the one property of Weyuker is that by splitting a class, there is an overall increase in the A' and M' value for all the sub classes created. In other words, complexity has increased. See in Table 4 the results of analytical evaluation results of AMC. All the programs were implemented in Java. Table 5 shows the basic information of the three systems. Please notice that the number of lines indicates all lines in Java files, including comments and blanks. File sizes are round up to integers.
The graph, summary statistics and Correlation coefficients for propose complexity metric for all three open source software systems are shown in Figure 1, Figure 2 , Figure 3 , Table 6,  Table 7, Table 8 , and Table 9 . Table 6 , Table 7 , Table 8 and Table 9 following observations made which are as follows:
 From Figure 1 , Figure 2 and Figure 3 it is observed that in JADVISOR system 61% of classes whose AMC value lies between 2 or 3 or 4 as comparing to JCCKIT and JMETRIC systems 70% found in JCCKIT and 88% found in JMETRIC whose AMC value lies between 2 or 3 or 4. The nature of the distribution of the AMC metric values in all the three systems is slightly different. In JMETRIC and JCCKIT systems approximately 78% of classes contains AMC with value 2 (in the case of JMETRIC) and 45% of classes contains AMC with value 2 (in case of the JCCKIT). So, there may be a chance of improvement by merging these classes in some other classes within the same package without affecting the abstraction and encapsulation of the classes (that increases Understandability of code). There may be question on the requirements of such classes that are with AMC=2 in both JMETRIC and JCCKIT systems that needs to necessity of re-design for improving the software quality.
 From Table 6 , Table 7 and Table 8 it is observed that the average value of AMC (around 4.4375) which is larger than the average value of AMC (around 3.7297) for JCCKIT and the average value of AMC (around 2.8127) for JMETRIC systems, still the number of classes involved in JMETRIC and JCCKIT is larger than the number of classes involved in JADVISOR. It may be of because the nature of distribution of methods and attributes among classes at early design stage in JMETRIC and JCCKIT systems is not proper.
 From Table 9 it is observed that the proposed complexity metric AMC has a very good correlation with A' and M' in JADVISOR system. This indicates that designer had given more effort and time for framing out methods and attributes of classes at early stages of the development of the programs and associated risk is low with JADVISOR because of the proper distribution of methods and attributes, whereas AMC has also good correlation with the same in JCCKIT and JMETRIC systems but not well like JADVISOR because of may be messy distribution of methods and attributes among classes.
The overall observations about all three systems is that, since more percentage of classes whose AMC value lies between 2 or 3 or 4 almost appears in all the three systems. The reslut mentioned above indicates that all the three systems are less complex in nature and needs redesign on the requirements of JCCKIT and JMETRIC systems.
Validity of AMC Metric
This section presents the discussion of AMC with existing complexity metrics like CC, CMOOD and WMC metrics [brief description is shown in Table 16 ] have been done for the validity or the correctness of the proposed metrics. Correlation coefficients were calculated for AMC with CC, CMOOD and WMC for all open source software systems and focus is on how proposed metric were correlated with existing complexity metrics.
The summary statistics and the correlation coefficients of the existing as well as proposed complexity metrics are shown in Table 10, Table 11, Table 12, Table 13, Table 14 and Table  15 . If all method complexities are considered to be unity, then WMC = n, the number of methods.
[7]

CC metric of Balasubramanian
Class Complexity (CC) is calculated as the sum the number of instance variables in a class and the sum of the weighted static complexity of a local method in the class. To measure the static complexity Balasubramanian uses McCabe's Cyclomatic Complexity [19] where the weighted result is the number of nodes subtracted from the sum of the number of edges in a program flow graph and the number of connected components. To measure the static complexity RB uses McCabe's Cyclomatic Complexity [19] where the weighted result is the number of nodes subtracted from the sum of the number of edges in a program flow graph plus 2.
[18]
Discussion
From Table 10, Table 11, and Table 12 , it is observed that statistics like Variance, Std.Dev, Mean, and Max is highest for CMOOD in all the three systems (JADVISOR, JCCKIT, and JMETRIC). CC has the second highest statistical values for the same. AMC has the lowest statistical values for the same. From CMOOD, CC, and WMC values it is little bit difficult to predict whether the systems is becoming more complex, moderate complex or less complex. But with AMC statistical values it can be easily predict about the complexity of classes in the systems at early stages of the development of a programs. In all the systems mean values for AMC is lowest than CC, CMOOD and WMC.
Certain interesting abservations also made from Table 13, Table 14, and Table 15 . From Table 13 it is observed that AMC correlates (both P and S) very well with CMOOD, CC, and WMC. Especially AMC with CC (P: 0.925 S: 0.915). Because in JADVISOR system values for all complexity metrics gives a proper prediction about the complexity of classes. From Table 14 , it is observed that P-correlation is slightly well with CC, CMOOD and WMC and S-correlation correlates very well with CC, CMOOD and WMC. In all the columns Scorrelation is highest (S: 0.912) for 1 st column than CC, CMOOD and WMC. From Table 15 , it is observed that in JMETRIC system P-Correlation of AMC is not correlated very well with CC, CMOOD and WMC metrics. The one possible reason may be that in JMETRIC system, there may be a lack of requirements.
Conclusion and Future Scope
In this paper, an attempt has been made to define new Complexity Metric (AMC) to measure the Complexity of class at the design stage of the software systems. On evaluating AMC against a set of standard criteria AMC is found to possess a number of desirable properties and suggest some ways in which the OO approach may differ in terms of desirable or necessary design features from more traditional approaches. Generally AMC satisfy the majority of the properties presented by Weyuker with one strong exception, Property 9 (Interaction Increases Complexity). Failing to meet Property 9 implies that a Complexity Metric could increase rather than reduce if a class is divided into more classes. In other words complexity can increase when classes are divided into more classes.
In addition to the proposal and analytical evaluation, this paper has also presented empirical data on AMC along with CC, WMC and CMOOD from three open source software systems. Both systems are developed in Java. From Table 13 , Table 14 and Table 15 it is found that the values of S and P obtained for each of the Complexity measures of all three open source software systems and in all cases AMC correlates well with all, which indicates that AMC is the best Complexity Measure than the alternatives.
In this study, the AMC is used for predicting how much effort would be required to reuse a large system, how much easy to understand and how much complex the design. Through AMC one can chose to measure reusability, understandability and complex design. The more classes required denotes the lower reusability, more design complex and harder to understand.
The future scope includes some fundamental issues:-1. To analyze the nature of proposed metric with performance indicators such as design, maintenance effort, and system performance.
2. Another interesting study would be together different Complexity Metrics at various intermediate stages of the project. This would provide insight into how application complexity evolves and how it can be managed/control through the use of metrics.
