Abstract. Given a compact Riemannian manifold (M, g) without boundary of dimension m ≥ 3 and under some symmetry assumptions, we establish existence of one positive and multiple nodal solutions to theYamabe-type equation
Introduction and statement of results
Given a compact Riemannian manifold (M, g) without boundary of dimension m ≥ 3, the Yamabe problem consists in finding a metricĝ conformally equivalent to g with constant scalar curvature. Ifĝ is conformally equivalent to g we can write it asĝ = u 4/(m−2) g with u ∈ C ∞ (M ), u > 0. Then,ĝ has constant scalar curvature c m κ iff u is a positive solution to the problem
where ∆ g = − div g ∇ g is the Laplace-Beltrami operator, c m := m−2 4(m−1) , R g is the scalar curvature of (M, g), κ ∈ R, and 2 * := 2m m−2 is the critical Sobolev exponent. Here we shall always assume that κ > 0.
there is a prescribed number of positive solutions to the Yamabe problem with constant positive scalar curvature in a conformal class which is arbitrarily close to g in the C 0 -topology. Compactness of the set of positive solutions was established by Khuri, Marques and Schoen [23] if (M, g) is not conformally equivalent to the standard sphere and dim M ≤ 24. On the other hand, if M ≥ 25, Brendle [6] and Brendle and Marques [7] showed that the set of positive solutions is not compact. The equivariant Yamabe problem was studied by Hebey and Vaugon. They showed in [19] that for any subgroup Γ of the group of isometries of (M, g) there exists a positive least energy Γ-invariant solution to the Yamabe problem.
If u is a nodal solution to problem (Y g ), i.e., if u changes sign, thenĝ = |u| 4/(m−2) g is not a metric, asĝ is not smooth and it vanishes on the set of zeroes of u. Ammann and Humbert calledĝ a generalized metric. In [2] they showed that, if the Yamabe invariant of (M, g) is nonnegative, (M, g) is not locally conformaly flat and dim M ≥ 11, then there exists a minimal energy nodal solution to (Y g ). El
Sayed considered the case where the Yamabe invariant of (M, g) is strictly negative in [18] . Nodal solutions to (Y g ) on some product manifolds have been obtained, e.g., in [28, 21] . On the other hand, multiplicity of nodal solutions to the Yamabe problem (Y g ) is, largely, an open question. In a classical paper [14] , W.Y. Ding established the existence of infinitely many nodal solutions to this problem on the standard sphere S m . He took advantage of the fact that S m is invariant under the action of isometry groups whose orbits are positive dimensional.
In this paper we shall study the effect of the isometries of M on the multiplicity of nodal solutions to Yamabe-type equations. Our framework is as follows.
If a ≡ 1, b = c m R g and c ≡ κ is constant, this is the Yamabe problem (Y g ). In this case we shall always assume that κ > 0 and that the Yamabe operator ∆ g + c m R g is coercive on H 1 g (M )
Γ .
We will prove the following result. A special case is the following multiplicity result for the Yamabe problem (Y g ). The standard sphere (S m , g 0 ) is invariant under the action of the group O(k) × O(n) with k + n = m + 1, and this action has positive dimensional orbits if k, n ≥ 2.
So Corollary 1.2 can be seen as a generalization of Ding's result [14] . One may also consider the action of S 1 on the standard sphere S 2k+1 ⊂ C k given by complex multiplication on each complex coordinate. In this case, every orbit has dimension one.
Further examples are obtained as follows: if Γ is a closed subgroup of the group of isometries of (S m , g 0 ), (N, h) is a closed Riemannian manifold of dimension n and f ∈ C ∞ (N ) is a positive function, then Γ acts on the warped product
Γ and every Γ-orbit of S m is positive dimensional, then the Yamabe problem (Y g ) has infinitely many Γ-invariant nodal solutions on N × f S m .
This extends Theorem 1.2 in [28] .
Next, we study a case in which M is allowed to have finite Γ-orbits. We consider the following setting: 
(2) Γ is a subgroup of Λ and a, b, c are Γ-invariant;
problem (1.1) has at least k pairs of Γ-invariant solutions ±u 1 , . . . , ±u k such that u 1 is positive, u 2 , . . . , u k change sign, and
where S is the best Sobolev constant for the embedding
Theorem 1.3 asserts the existence of a prescribed number of nodal solutions to problem (1.1) if there is a Riemannian metric on M, which extends the given Riemannian metric on Ω, for which some group of isometries has large enough orbits.
Nodal solutions to Yamabe-type equations have been exhibited, e.g., in [16, 22, 35] . If m ≥ 4, a = c ≡ 1 and ∆ g + b is coercive, Vétois showed that problem (1.1) has at least
. This last assumption excludes the Yamabe problem (Y g ). Also, nothing is said about the sign of the solutions, except for the cases when the positive solution is known to be unique.
In contrast, Theorem 1.3 does apply to the Yamabe problem. However, property (4) requires that the group Λ has large enough subgroups. The group S 1 , for example, has this property. This allows us to derive a multiplicity result for the Yamabe problem (Y g ) in the following setting.
Let (M, h) be a closed Riemannian manifold on which S 1 acts freely and isomet-
the following statement holds true. 
. . , u k change sign, and
for every j = 1, . . . , k.
For instance, we may take Ω to be the complement of a closed tubular neighbor-
Then, if we modify the metric in the interior of the piece of M Ω which corresponds to {e 2πiϑ/n : 0 ≤ ϑ ≤ 1} × B m−1 and translate this modification to each of the pieces corresponding to {e 2πiϑ/n : j − 1 ≤ ϑ ≤ j} × B m−1 , j = 2, ..., n, we obtain a metric g on M such that g = h in Ω and Γ n ⊂ Isom g (M ). If g is chosen to be close enough to h, then the previous corollary asserts the existence of k pairs of solutions to the Yamabe problem (Y g ). This way we obtain many examples of Riemannian manifolds with finite symmetries which admit a prescribed number of nodal solutions to the Yamabe problem.
We would like to mention that existence and multiplicity of positive and nodal solutions are also available for some perturbations of the Yamabe problem; see, e.g., [25, 30] and the references therein.
Finally, we wish to stress that, even though the Yamabe invariant is always attained, problem (1.1) need not have a ground state solution, as the following example shows. So a solution cannot always be obtained by minimization.
and b ≡ c m R g0 , then the equation
does not admit a ground state solution, i.e.,
is not attained.
Theorems 1.1 and 1.3 and Corollary 1.4 will be proved in Section 2. Their proof follows some ideas introduced in [9] , where a result similar to Theorem 1.3, in a bounded domain of R m , is established. The proof is based on a compactness result and a variational principle for nodal solutions which are proved in Sections 4 and 5 respectively. Proposition 1.5 is proved in Section 3.
Proof of the main results
Let (M, g) be a closed Riemannian manifold of dimension m ≥ 3, Γ be a closed subgroup of Isom g (M ), and a, b, c ∈ C ∞ (M ) be Γ-invariant functions. We will assume throughout this section that a > 0, c > 0 and that the operator − div g (a∇ g )+b is coercive on the space
Γ and the induced norm, which we will denote by
The nontrivial ones lie on the Nehari manifold
which is of class C 2 , radially diffeomorphic to the unit sphere in
Γ , and a
The continuity of the Sobolev embedding
The proofs of Theorems 1.1 and 1.3 follow the scheme introduced in [9, 10] . They are based on a compactness result and a variational principle for nodal solutions, which are stated next. 
We shall say that J g satisfies condition (P S)
if every Γ-invariant Palais-Smale sequence for J g at the level τ contains a subsequence which converges
The presence of symmetries allows to increase the lowest level at which this condition fails. The following result will be proved in Section 4.
If all Γ-orbits in M have positive dimension, this result says that J g satisfies (P S) Γ τ for every τ ∈ R. This can also be deduced from the compactness of the Sobolev embedding
which was proved by Hebey and Vaugon in [20] . However, this embedding is not longer compact when M contains a finite orbit, as in the situation considered in Theorem 1.3.
The variational principle that we will use is the following one. It will be proved in Section 5.
For the proof of Theorems 1.1 and 1.3 we also need the following well known result. Recall that the Γ-orbit space of a Γ-invariant subset X of M is the set X/Γ of all Γ-orbits in X, with the quotient topology. The Γ-isotropy subgroup of a point p ∈ M is defined as Γ p := {γ ∈ Γ : γp = p}. The Γ-orbit Γp of p is Γ-diffeomorphic to the homogeneous space Γ/Γ p . Isotropy subgroups satisfy Γ γp = γΓ p γ −1 . Thus, every subgroup of Γ which is conjugate to an isotropy subgroup is also an isotropy subgroup; see, e.g., [5, 15] . We denote by (H) the conjugacy class of a subgroup H of Γ. Proof. See Theorems IV.3.1, IV.3.3 and IV.3.8 in [5] , or Theorem I.5.11 in [15] .
Next, we derive our main results from the previous three theorems. 
Γ spanned by {ω 1 , . . . , ω k }. As ω i and ω j have disjoint supports for i = j, the set {ω 1 , . . . , ω k } is
we have that #Γp = ∞ for every p ∈ M. So, by Theorem 2.2, J g satisfies (P S)
for every τ ∈ R. Therefore, Theorem 2.3 yields at least one positive and k − 1 nodal Γ-invariant solutions to problem (1.1). As k ∈ N is arbitrary, we conclude that there are infinitely many nodal solutions.
Proof of Theorem 1.3. By Theorem 2.4, after replacing Ω by a Λ-invariant open subset of it, if necessary, we may assume that Λp is Λ-diffeomorphic to Λ/H for every p ∈ Ω and some fixed subgroup H of Λ. Let P 1 (Ω) be the family of all nonempty Λ-invariant open subsets of Ω and, for eachΩ ∈ P 1 (Ω), set
Arguing as in the proof of Theorem 1.1 we see that P k (Ω) = ∅ and D(Ω) = ∅. Set
and define
Next, we show that the sequence (ℓ k ) has the desired property. Fix k ∈ N, and let (M, g) be a Riemanniann manifold and Γ be a closed subgroup of Isom g (M ) which satisfy (1)-(4). As g = h in Ω and Γ is a subgroup of Λ,
For each n = 1, . . . , k set W n := span{ω 1 . . . , ω n }. As ω i and ω j have disjoint
Therefore,
So Theorems 2.2 and 2.3 yield a positive critical point u 1 and n − 1 pairs of sign changing critical points ±u n,2 , . . . , ±u n,n of
and J g (u n,j ) ≤ σ n for all j = 2, . . . , n.
Now, for each 2 ≤ n ≤ k, we inductively choose u n ∈ {u n,2 , . . . , u n,n } such that u n = u j for all 1 ≤ j < n. In order to show that the u j 's may be suitable chosen to satisfy (1.2), we need the following inequalities. Observe that τ 1 ≤ J g (ω i ) for every i = 1, . . . , k. Consequently, for each 2 ≤ n ≤ k we obtain
As ε ∈ (0, τ 1 ) we conclude that
With these inequalities, the argument in the last two steps of the proof of Theorem 2.2 in [10] goes through to show that the u ′ j s may be chosen so that (1.2) is satisfied.
Proof of Corollary 1.4. Let M be the space of Riemannian metrics on M with the distance induced by the C 0 -norm in the space of covariant 2-tensor fields τ on M, taken with respect to the fixed metric h, i.e.
As the functions M → C 0 (M ) given by g → R g and g → |g| are continuous, where |g| := det(g), the sets
are open neighborhoods of h in M. Moreover, since
Then there are positive constants C 1 ≤ 1 and C 2 ≥ 1 such that, for every g ∈ O and u ∈ C ∞ (M ),
Therefore, if g ∈ O and g = h in Ω, we have that
assumptions (1)- (4) in Theorem 1.3, and the conclusion follows.
Nonexistence of ground state solutions
In this section we prove Proposition 1.5.
If h and g = ϕ 2 * −2 h, with ϕ ∈ C ∞ (M ), ϕ > 0, are two conformally equivalent
Riemannian metrics on an m-dimensional manifold M, the scalar curvatures R h and R g are related by the equation
. An easy computation shows that
and, combining this identity with (3.1), we obtain that . Proof. Clearly, S b ≥ S. Fix α ∈ ( 1 2 , 1). Then, for all ε ∈ (0, 1),
Let (S
Hence, we have that
This shows that S ≥ S b .
Proof of Proposition 1.5. If S b were attained at some v ∈ D 1,2 (R m ) then, as b ≥ 0 and b ≡ 0, we would have that
This is a contradiction.
Compactness
A classical result by Struwe [32] provides a complete description of the lack of compactness of the energy functional for critical problems in a bounded smooth domain of R m . Anisotropic critical problems with symmetries were treated in [10] .
Palais-Smale sequences of positive functions for some Yamabe-type problems on a closed manifold were described by Druet, Hebey and Robert in [17] , and symmetric ones were treated in [31] .
In this section we apply concentration compactness methods to prove Theorem 2.2.
Throughout this section, (M, g) is a closed Riemannian manifold of dimension m ≥ 3, Γ is a closed subgroup of Isom g (M ), and a, b, c ∈ C ∞ (M ) are Γ-invariant functions with a, c > 0. We shall not assume that − div g (a∇ g )+b is coercive, except when we prove Theorem 2.2.
We use the notation introduced in the previous section. We start with the following fact.
Lemma 4.1. Every Palais-Smale sequence for the functional J g is bounded in H
Proof. Hereafter, C will denote a positive constant, not necessarily the same one. Let (u k ) be a sequence in
′ . Then,
Hence,
Moreover, as M is compact, using Hölder's inequality we obtain
).
As b is bounded, inequalities (4.1) and (4.2) yield
where
Next, we consider the problem
and its associated energy functional
The proof of Theorem 2.2 will follow easily from the following proposition. 
Proof. Fix δ such that 3δ ∈ (0, i g ), where i g is the injectivity radius of M. As M is compact, there is a constant C 1 > 1 such that, for every q ∈ M, ̺ ∈ (0, 3δ], ϕ ∈ C ∞ (M ) and s ∈ [1, ∞),
whereφ := ϕ•exp q is written in normal coordinates around q and |·| is the standard Euclidean metric.
By Lemma 4.1 we have that
So, since M is compact, after passing to a subsequence, there exist q 0 ∈ M and λ 0 ∈ (0, β) such that
where B g (q, r) denotes the ball in (M, g) with center q and radius r. For each k,
is continuous, nondecreasing, and satisfies Q k (0) = 0 and Q k (δ) ≥ λ 0 . We fix
Then, for each k ∈ N, there exist p k ∈ M and r k ∈ (0, δ] such that
and, after passing to a subsequence, p k → p in M. 
As ζ ≡ 1 in B(0, r k ), using (4.8) and (4.5) and performing the change of variable y = r k x we obtain
Here and hereafter C stands for a positive constant, not necessarily the same one.
Moreover, inequalities (4.5) and (4.6) yield B(0,3δr
. Therefore, after passing to a subsequence, we have that
The proof of the proposition will follow from the next three claims.
To prove this claim first note that, as M is compact, there exists C 2 > 1 such that, for every q ∈ M,
2 . Then, for every z ∈ B(0, 1) we have that
, using inequalities (4.5) and (4.6) and
Hölder's and Sobolev's inequalities, we obtain
On the other hand, from (4.5), (4.10) and (4.8) we derive
and Sobolev's inequality yields
can be covered by a finite number of balls B(z j , ̺) with z j ∈ B(0, 1), choosing a partition of unity {ϑ 2 * j } subordinated to this covering, we conclude that
contradicting (4.9) . This finishes the proof of Claim 1.
v is a nontrivial solution to problem (4.3). First we show that, after passing to a subsequence, r k → 0. Arguing by contradiction, assume that r k > θ > 0 for all k large enough. Then, as
This yields a contradiction because, as we are assuming that u k ⇀ 0 weakly in
i.e. we need to show that
To this end, take ϕ ∈ C ∞ c (R m ) and let R > 0 be such that supp(ϕ) ⊂ B(0, R). For
Note first that, as a k → a(p) and
is the metric g written in normal coordinates around p k , (g 
we conclude that, for k large enough,
This proves (4.11).
Let γ 1 p, ..., γ n p be n distinct points in the Γ-orbit Γp of p, and fix
for all k ∈ N and i = j. Since c and u k are Γ-invariant, for each ρ ∈ (0, η] we obtain that (4.13) n
Let ε > 0. By (4.12) there exists ρ ∈ (0, η] such that (1 + ε)
in B(0, ρ) for k large enough. As 1 B(0,ρr
Fatou's lemma and inequality (4.13) yield
This implies that n is bounded and, therefore, #Γp < ∞. Moreover, as ε is arbitrary, taking n = #Γp, we conclude that
as claimed. This finishes the proof of the proposition.
and, by a standard argument (see, e.g., [10, 36] 
A variational principle for nodal solutions
This section is devoted to the proof of Theorem 2.3. We begin by showing that a neighborhood of the set of functions in
Γ which do not change sign is invariant under the negative gradient flow of J g , with respect to a suitably chosen scalar product in
Since we are assuming that a > 0 and the operator −div g (a∇ g ) + b is coercive on
Γ , there exists µ > 0 such that
Γ , 0 ≤ t < T (u)} and T (u) is the maximal existence time for the trajectory t → ψ(t, u).
Γ is said to be strictly positively invariant if ψ(t, u) ∈ intD for every u ∈ D and t ∈ (0, T (u)).
The set of functions in H
Γ which do not change sign is P Γ ∪ −P Γ , where
is the convex cone of nonnegative functions. The nodal solutions to the problem (1.1) lie in the set
where u + := max{0, u}, u − := min{0, u} and N Γ g is the Nehari manifold defined in (2.1).
Lemma 5.2. There exists ρ 0 > 0 such that, for every ρ ∈ (0, ρ 0 ),
Proof. By symmetry considerations, it is enough to prove this for B ρ (P Γ ).
(a): Note that |u
Sobolev's inequality yields a positive constant C such that
By the maximum principle, Lv ∈ P Γ and Gv ∈ P Γ if v ∈ P Γ . For u ∈ Hence,
Fix ν ∈ (µ, 1) and let ρ 2 > 0 be such that C 2 * ρ 2 * −2 2 ≤ ν − µ. Then, for ρ ∈ (0, ρ 2 ), from inequalities (5.6) and (5.7) we obtain dist A (Lu + Gu, P Γ ) ≤ ν dist A (u, P Γ ) ∀u ∈ B ρ (P Γ ), Therefore, Lu + Gu ∈ intB ρ (P Γ ) if u ∈ B ρ (P Γ ). Since B ρ (P Γ ) is closed and convex, Theorem 5.2 in [13] yields that ψ(t, u) ∈ B ρ (P Γ ) for all t ∈ (0, T (u)) if u ∈ B ρ (P Γ ).
Now we can argue as in the proof of Lemma 2 in [12] to show that, in fact, B ρ (P Γ ) is strictly positively invariant. Letting ρ 0 := min{ρ 1 , ρ 2 }, we get the result.
We fix ρ ∈ (0, ρ 0 ) and, for d ∈ R, we set
where J Γ with J g (u) ≤ d.
Proof. The proof is exactly the same as that of Proposition 3.6 in [11] . It uses the fact that D Γ 0 is strictly positively invariant under the flow ψ, and the monotonicity and subadditivity properties of the relative genus. Now we can follow the proof of Theorem 3.7 in [11] to obtain Theorem 2.2. We give the details for the sake of completeness. 
