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ABSTRACT 
Let 0: denote a field such that char(F) ~ 2. It is shown that every square matrix 
over 0: is expressible as a product of two diagonalizable matrices, except when 
0: = GF(3), in which case three diagonalizable matrices are needed in general. Partial 
results for the case where char(F) = 2 is also presented. Finally, the extent to which 
the nullities of these factors can be prescribed is also investigated. © 1998 Elsevier 
Science Inc. 
i .  INTRODUCTION 
A square matrix ( from now on all matr ices are presumed square unless 
otherwise stated) is diagonal izable i f it is similar to a diagonal matrix. Note 
that diagonal izabi l i ty is dependent  on the f ield 0: over which a matrix is 
considered,  e.g., an orthogonal  matr ix with real entr ies may not be diagonaliz- 
able over 0: = ~, but  over D: = C it always is. For  this reason all factoriza- 
t-ions of a given matrix A over a speci f ied f ield 0: are presumed to take place 
ovel" [~. 
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To show that a matrix A is expressible as a product of k diagonalizable 
matrices it suffices to establish it for any matrix similar to A; for X- lAX = 
A l ."  A k implies A = (XA1X -1) "" (XA k X-x), and diagonalizability is pre- 
served by similarity. 
In what follows similarity will be denoted by ~ 
The following preliminary, result will be needed later on. 
LEMMA 1.1. 
(a) A matr ix A = A 1 @ "'" • A k over  a f ie ld F is diagonalizable i f  and 
only i f  each A s is diagonalizable. 
(b) Let 
A = 
aen/2 
1 
b 
1 
2 ~/2  
a n _ 
4 
n >i 2 even, 
n >~ l odd, 
where  ai, b ~ ~:. Then A is diagonalizable over  ~: i f  and only i f  char(~:) 4: 2. 
Moreover,  fo r  char(0:) # 2, the eigenvalues o f  A are +_ a 1 . . . . .  +_ an~ 2 fo r  n 
even and + a 1 . . . . .  ± a( ,_ l ) /Z,  b fo r  n odd. 
(c) Let  B be an n × n diagonalizable matr ix over  a f ie ld  ~:, and suppose 
a ~ ~: is not an eigenvalue o f  B. Then 
a 
is also diagonalizable. 
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Proof. (a): For any matrix X, let E~(X) denote the eigenspace of X 
associated with A ~ 0: [ Ex(X) = {0} if A is not an eigenvalue of X ], and let 
mx(X) denote the algebraic multiplicity of X with respect o A. It is known 
that 
dim E~(X) ~<mz(X) feral] A e U:, (1) 
and that X is diagonalizable if and only if dim E~(X) = mx(X) for all A ~ I:. 
Since dim Ex(A) = dim E~(A 1) + "" +dim Ex(A k) [EA(A) = Ea(A l) 
• -- • Ex(Ak)] and ma(A) = mx(A 1) + "" +m,(Ak), it follows, using the 
inequality (1) in the third step, that 
A is diagonalizable 
d imE~(A)  =mA(A)  for all A~ ~: 
¢* dim Ex(A1) + ... +d im Ex(Ak) = rex(A1) + "" +m~(Ak) 
for all A ~ U: 
¢* d imEa(A i )  =ma(A , )  for all A~ Y, 1~<i ~<k 
¢* each A i is diagonalizable. 
(b): Assume n >~ 2 is even. We prove by induction that 
A~ I~ . 
i=1  
For n = 2 the result holds trivially. Hence assume that n > 2 and that the 
result holds for n - 2. Partition A as follows: 
A = 
0 
0 
1 
1 
2 
an~2 
1 
68 J.D. BOTHA 
Multiplying A on the left by 
y = 
and on the right by 
y-1 = 
yields 
A ~ 
1 
°." 
1 
ii ,n oO i]
[o1 ] 
I 2 0 
;- o 
°." 
a~ /~ 
and hence the result follows by induction. Similarly, for n/> 1 odd, 
a~[b] .  ~=i 0 
o 
Hence, according to (a), the matrix A is diagonalizable if and only if each 
is cliagonalizable. 
If char(F) ~ 2, this implies that A is diagonalizable with eigenvalues as 
stated; the characteristic polynomial of A i is x 2 - a~i = (x  - a i ) (x  + ai) ,  
and since ai --/= -a  i, each A~ is diagonalizable. 
If char(Y) = 2, then a i = -a  i and hence A i will be diagonalizable if and 
only if it is similar to a i I z. But this is impossible, since the only matrix similar 
to a~ 12 is itself. Hence A i is not diagonalizable, and therefore nor is A. 
(c): Since B - a I  is nonsingular, there exists a y ~ Dr" such that (B - 
a I )y  = x. Le t  
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2. DIAGONALIZABLE FACTORIZATION OVER FIELDS 0: WITH 
char(H:) 4= 2 
THEOREM 2.1. Let ~: be any field such that char(F) 4:2 and ~: 4: GF(3). 
Then every matrix over U: is a product of two diagonalizable matrices. 
Proof. It suffices to prove the result for companion matrices, since by 
the rational canonical form theorem every matrix over ~z is similar to a direct 
sum of companion matrices. We begin by factorizing the n × n (n >~ 2) 
companion matrix C as follows: 
[i 0a01  l+nl 1
C = 0 a,_ 2 1 1 ax . (1) 
1 a,~_ aj 0 a o 
By Lemma 1.1(b) the first matrix on the right is diagonalizable. 
If a 0 4: _ 1, then by Lemma 1.1(c) 
[ llal 1 °." ° 1 a~ 0 a 0 • "" 0 1 ~ " ' "  1 0 a 0 ] ]  e [a0], 
since by Lemma 1.1(b) the only eigenvalues of 
1 "'" 1] 
70 J .D .  BOTHA 
are + 1. Hence the second factor is also diagonalizable, and therefore the 
result follows if a 0 4: + 1. 
Assume a 0 = + 1. I f  IU:I > 5, it is possible to choose 0 4= a ~ fl: such that 
ao/a  z 4= _ 1, i.e. a z 4= +_ a o. Then C can be factorized as follows: 
C = 
1 
l a111 
0 
1 an- 1 
al ao/a~ ]" 
The first factor is diagonalizable by Lemma 1.1(b), and the diagonalizability 
of the second factor follows as before, since ao/a  2 4= ___ 1. Hence the result 
follows also in this case• 
Only ~: = GF(5), a 0 = + 1 remains. 
For  n = size(C) even,  C is equal to 
n{ 
-1  
-1  
1 
a 0 
1 
n •• 
1 
-1  
n 
~- -1  ."  
-1  
- -  a 0 
1 
1 
- -an -  1 
--an~2+1 
-- aO an/2 
an /2 -  1 
a 1 
0 a o 
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The first factor is similar to 
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~(1  "'" 
n(  
~-1 ." 
-1  
1 
-1  
1 
a0 
by multiplying on both sides by 
0 1,,/2 ] 
X = I,,/z 0 = X- I  
Hence it is diagonalizable by Lemma 1.1(b), since -1 /a  o = +_ 1 and 
2 z = -1 .  
By Lemma 1.1(b) the (1, 1) block of the second factor is diagonalizable 
with eigenvalues _ 2, -a  o. This implies that the second factor is similar to 
1 
n ° 
1 
- -  a 0 
n(  
~-1 ." 
-1  
-1  
[a0] 
by Lemma 1.1(c), and hence it is diagonalizable too. 
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For n odd, 
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C = 
-1  
7l -- 1 °• 
-1  
n+l{2  1 " "" 
)< 
~-1{  -1  
2 
-1  
0 
- -an_  1 
- -  a(n + 1)/2 
a(n 1)/2 
a 1 
a 0 
and it follows as before that both factors are diagonalizable. 
We now turn to the case where 0: = GF(3). 
The following corollary does not require the condition that g: is different 
from GF(3). 
COROLLARY 2.2. Any nilpotent matrix A over afield g: with char(F) # 2 
is a product of two diagonalizable matrices. 
Proof• By the rational canonical form theorem, A is similar to a direct 
sum of companion matrices each of which has the last column equal to zero. 
It follows from the first part of the proof of Theorem 2.1, which does not 
require Dr to be different from GF(3), that each such companion matrix is 
expressible as a product of two diagonalizable matrices, since in each case 
%=0# +1. • 
LEMMA 2.3. Every nonsingular matrix A over GF(3) is a product of 
three diagonalizable matrices. It is a product of two diagonalizable matrices if 
and only if A and A- l  are similar• 
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Proof. By the rational canonical form theorem, A is similar to a direct 
sum of companion matrices of the form 
0 "'" 0 a o ] 
1 
C = 0 a._z ' where a o v~O; 
0 1 a . _  x 
hence it suffices to prove the result for matrices of this type. This can be 
achieved by expressing C as 
C = 
." 1 .," .." 
1 " -1  .," 
0 -.- 0 
1 
-1  
-a  I 
- -an -  1 
1 
and noting that, as before, each factor is cliagonalizable. This completes the 
proof of the first part. 
For the second part, notice that over U: = GF(3) a nonsingular matrix B 
is diagonalizable if and only if it is similar to a diagonal matrix in which each 
diagonal entry is either + 1 or - 1. This is equivalent to B being invohitory 
(i.e. satisfying B 2 = I), since char(~:) q= 2. Hence the result follows from a 
known result on involutory factorization (first proved by Wonenburger [6] for 
fields of characteristic different from two and later extended to any field; cf. 
[4], [5], or [1]) which states that a matrix A is a product of two involutions if 
and only if A ~ A- 1. II 
THEOREM 2.4. Every matrix over GF(3) is a product of three diagonal- 
izable matrices, and in general of the number three is minimal. 
Proof. By the rational canonical form theorem any matrix is similar to 
the direct sum of a nonsingular matrix and a nilpotent matrix, and hence it 
follows from Corollary 2.2 and Lemma 2.3 that every matrix over GF(3) is a 
product of three diagonalizable matrices. 
In general the number three is minimal, since e.g. 
1:[ 1, 
(their characteristic polynomials differ); hence by Lemma 2.3 A is not 
expressible as a product of two diagonalizable matrices. 
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Alternatively one can argue directly as follows: Suppose A = BC where 
B and C are both diagonalizable. Then neither B nor C can be similar to 
++ I2, as this would imply" that A is diagonalizable too, which is impossible, 
since the characteristic polynomial of A, viz. x'2 _ x - 1, does not split over 
GF(3). Hence 
0] 
But then det A = det B det C = 1 - -a  contradiction, since det A =-1 .  
Hence A is not a product of  two diagonalizable matrices. • 
3. D IAGONALIZABLE FACTORIZATION OVER F IELDS D: WITH 
char(I:) = 2 
In this case we can only offer the following partial results. 
THEOREM 3.1. A matrix A over r: = GF(2) is a product of k >1 1 
diagonalizable matrices if and only if k "nullity(A) >/ rank(/ - A). 
Proof. Since a matrix over U: = GF(2) is diagonalizable if and only if it is 
similar to a diagonal matrix in which each diagonal entry is either 0 or 1, the 
concepts of idempotence and diagonalizability are equivalent over 0: = GF(2). 
Hence the result follows from a known result by Ballantine [2] on idempotent 
factorization which states that a matrix A (over any field) is a product of k 
idempotent matrices if and only if k • nullity(A) >/ rank(/ - A). • 
COROLLARY 3.2. The only nonsingular matrix A over ~: = GF(2) express- 
ible as a product of diagonalizable matrices is the identity matrix. 
Proof. In this case 0 = k " nullity(A) >~ rank(I - A); hence A = I. • 
REMARK. Since Ballantine's result holds over any field it follows that an 
n x n singular matrix over may field U:, and in particular over a field of  
characteristic two, is a product of at most n idempotent (and hence diagonal- 
izable) matrices. 
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The next result also holds over any field H:, and hence over fields of 
characteristic two in particular. Denote by 8(A)  the highest degree amongst 
the elementary divisors of A. 
THEOREM 3.3. A matrix A over a f ield ~ with at least ~(A)  + 2 
elements is a product of  two diagonalizable matrices. 
Proof. By the rational canonical form theorem, A is similar to a direct 
sum of companion matrices of the form 
C = 
c0] 
0 Cn_  2 
1 Cn- 1 
where the corresponding minimal polynomial 
X n - -  Cn_ l  xn - I  . . . . .  C O 
is a power of an irreducible polynomial over 0:. These (minimal) polynomials 
are called the elementary divisors of A. Hence it suffices to prove the result 
for matrices C such that n = size(C) ~< 8(A). 
Since I~:1 >~ 6(A)  + 2 f> n + 2, it is possible to choose elements 
a 1 . . . . .  a n _ ) in n: such that 
Co, al . . . .  , an - 1 are distinct 
and 
a--- ( -1 )n - la l . . .an_ l  ~0,1 .  
[This can be done as follows: if c o = 0, choose 0, a 1 . . . . .  an - 1 distinct, and if 
c o ~ 0, choose 0, c 0, a 1 . . . . .  an-  1 distinct. Hence ( - 1) n- la] . . .  a n_ ] • 0. If 
( - -  1)n-  l a l - - -  an- 1 = 1, replace a 1 by a nonzero element of ~: not appearing 
in the list Co, a 1 . . . . .  a , _ l - -wh ich  is possible, since ID:I >/n + 2.] 
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Now, 
C = 
0 Coa 
1 (c 1 + b l )a  
0 (Cn_ 2 + bn_2)a  
1 (Cn_ 1 -4- b n 1)a 
1 -b  1 ] 
, (1) 
1 -bn 1 
a-1 
where b 1 . . . . .  bn_ 1 are arbitrary elements of n z. The second factor on the 
right is diagonalizable by Lemma 1.1(c), since a-1 v~ 1. The first factor on 
the right has characteristic polynomial 
p(x)  = X n -- (C n 1 q- bn 1) aXn-1 . . . . .  (e l  "~- b l )ax  - coa. 
Since 
- coa  = ( - l ) "coa l  "'" a~ ~, 
the bi's can be chosen in such a way that p(x)  has as its zeros the n distinct 
elements c0, a I . . . . .  a,, 1. This will ensure that the first factor on the right is 
also diagonalizable. • 
COROLt~RY 3.4. Let g: be any field with infinitely many elements. Then 
every matrix over ~ is a product of  two diagonalizable matrices. 
4. PRESCRIBING THE NULLITIES 
We begin with the following two elementary lemmas, omitting the proof 
of the first one. 
LEMMA 4.1. I f  a factorization A = A 1 ... Ak, k >~ 2, exists for  an n × n 
matrix A over a f ield 0:, then 
(i) nullity(A)/> nullity(A,) >t O, 1 <~ i <~ k, and 
(ii) nullity(A 1) + -.. +nullity(Ak) ~> nullity(A). 
LEMMA 4.2. I f  the matrix A is expressible as a product A = A~ ... Ak, 
k >~ 2, of diagonalizable matrices A 1 . . . . .  A k of  nullities n 1 . . . . .  n k respec- 
tively, then A can also be exlgressed as a product of  k diagonalizable matrices 
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in which the respective nullities correspond to any given pervnutation of 
n 1 , • . . , n k • 
Proof. Since any matrix (over any field) is similar to its transpose, it 
follows that 
~ (A iA i+ l )  T = AT+IA r. 
Therefore, since diagonalizability and nullity are preserved by both transposi- 
tion and similarity, it follows that A i Ai+ 1 can be written as a product of two 
diagonalizable matrices in which the order of the nullities is reversed. Hence 
the result follows, as any permutation is a product of adjacent ranspositions. 
We say a matrix A over a field ~ has property ~(k ) ,  k >~ 2, if for any 
nonnegative integers n I . . . . .  n k such that nullity(A) >~ n i >>- 0 (1 ~< i ~< k) 
and n 1 + "-" +n k >/nullity(A), the matrix A is expressible as a product 
A = A 1 "" A k of diagonalizable matrices A 1 . . . . .  A k of nullities n I . . . . .  n k 
respectively. 
In what follows let ~' =~ • denote a class of matrices over a field D:, and 
let ~*  be the class of all matrices which are similar to finite direct sums of 
matrices from ~.  
For example, if ~" is the class of "all nilpotent companion matrices, then 
~'* represents the class of all nilpotent matrices over Y, and if ~ is the class 
of all companion matrices, then ~*  represents the class of all (square) 
matrices over ~:. 
LEMMA 4 .3 .  
(a) I f  every matrix in ~ has property ~(2),  then the same applies' to 
every matrix in ~'*. But we can actually say more: 
(b) I f  every matrix in ~ has property ~(2),  then every matrix in ~* has 
property ~(  k ), k >>. 2. 
Proof. (a ) : I f  A ~* , then  A ~ E) m A i where A i~ .Theproof i s  
i=1  
clone by induction on m. For m = 1 the result follows by assumption. Hence 
assume m > 1 and the result holds for m - 1. 
Let n~, n 2 be nonnegative integers uch that n = null ity(A)/> n 1, n. 2 >/ 0 
and n 1 + n 2 >~ n. 
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' " suehthat  n, ' + " and For  each i = 1, 2, ehoose n,, n t = n i n~ 
nul l i ty(A1)  >/n'l, n'2 >t 0, n i + n' 2 /> nul l i ty(A1)  ,
.... ( , )  n 1 + n 2 ~> null ity A i . 
i=2  
For  example, this can be done as follows: Begin by choosing n' i = 
" = - ' I f  " + " >/nul l i ty(  ~)~'~ 2 Ai ) '  we are min{n i, nulhty(A1)} and n i n i n i. n 1 n 2 = 
t vt t pt done. I f  not, subtract from n i and add to hi,  keeping n~ >_- 0, until n I + 
n'~ = nullity((D~m=2 A,). Then  n 1 + n 2 >~ n will ensure that n' 1 + n' e >1 
nullity(A1) still holds. 
By the induct ion hypothesis there exist factorizations A 1 = E1E 2 and 
t~ m A i = F1F  2 where  E 1, E 2, F 1, F 2 are diagonal izable matrices of  nullities 
i=2  
n l ,  . . . . . .  ne,  n l ,  n 2 respectively. Hence  A ~ (E  1 (9 F1) (E  e (9 F 2) yields the re- 
qu i red factorization into diagonal izable matr ices of  nullities nl, n e respec- 
tively. 
(b): The proof  is done by induct ion on k. For  k = 2 the result follows 
from (a). Hence  assume k t> 3 and the result holds for k = 1. By Lemma 4.2 
we may assume n~ ~<n e ~< ..- ~n  k. 
I f  n e + ... +n  k < n, then, since the result holds for k = 2, A ~ ~*  can 
be expressed as a product  A = EF  of  diagonal izable matrices E, F of 
nullities n l ,  n 2 + ... +n  k respectively. By the rational canonical  form theo- 
rem, F ~ N (9 B where  N is ni lpotent and B is nonsingular,  and by Lemma 
1.1(a) N and B must both be diagonal izable too. Note  that a ni lpotent matrix 
N which is also diagonal izable must be similar to the zero matrix, since it only 
has zero as an eigenvalue. Hence  N itself  must be zero. In this case 
N = O,2+ ... +, k, the zero matrix of  size n e + ... +nk ,  since nul l i ty(N)  = n e 
+ - "  +n k. N is expressible as a product  N = D e ... D k of  diagonal matrices 
D e . . . . .  D k o f  null it ies n e . . . . .  n k respectively, where  D, = 1,2 ÷ ... +,, 1 (9 
0, ,  (9 I,,,+~+ ""+,k '  2 <-N i <~ k.  Hence  A ~ E ' (D  e (9 BXD 3 (9 I ) . . . (D  k (9 
I )  where  E ~ E ' ,  thus yielding the requ i red factorization in this case. 
I f  n e + ..- +n  k >/n ,  then by induct ion A = A e - "  A k where  A e . . . . .  A k 
are diagonal izable of  nullities n e . . . . .  n k respectively. As before,  A z ~ 0,,~ (9 
B where  B is a nonsingular  diagonal izable matrix. Since n 1 ~< n e by assump- 
tion, O,2 = (O,~ (9 Ine_n~)On . Hence  A ,~ (0 ,~ (9 In_hi  (9 B)(O,,~ (9 I )A '  a 
• " A'k, where  Ai ~ A' t (3 ~< i ~ k), thus yielding the requ i red  factorization 
in this case, which concludes the proof. • 
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THEOnEM 4.4. 
(a) Let A be a matrix over afield IF such that char([]:) ¢ 2 and ~: -¢ GF(3). 
Then A can be expressed as a product A = A 1 "" A k of  k >~ 2 diagonalizable 
matrices A 1 . . . . .  A k of  nullities n I . . . . .  n k respectively if and only i f  
n =nu l l i ty (A)  >~n i >~0 and n 1 +. . .  +n k >in. (1) 
(b) The same result as in (a) holds, for  A over any field IF with at least 
8 (A)  + 2 elements' (where 8 (A)  denotes the highest degree amongst the 
elementary divisors of  A). 
(c) The same res'ult as in (a) holds for  any nilpotent matrix A over 
IF = GF(3). 
Proof. (a): By Lemma 4.1 the conditions are necessary. If ~ denotes the 
class of all nilpotent and all nonsingular companion matrices over IF, then by 
the rational canonical form theorem ~* represents the class of all (square) 
matrices over IF. Hence by Lemma 4.3(a), (b), to show that the conditions are 
also sufficient, it suffices to establish it for ~,  and only when k = 2. 
I f  C ~ ~ is nonsingular, then n 1 = n 2 = 0 is the only possibility. By 
Theorem 2.1 C is a product of two diagonalizable matrices, which must 
necessarily be nonsingqdar. Hence the result follows• 
If  C ~ ~' is nilpotent, i.e. 
C = 
0 0 
1 
0 1 0 
(or C = [0] if s ize(C) = 1), 
then n 1 = n 2 = 1 and n 1 = 0, n 2 = 1 are the only possibilities (by Lemma 
4.2 we may assume n I ~< n2). 
We show that in the factorization 
Ii° °il I 1° 1 0 1 ... ... C = ." 1 .." ' nl = n2 = 1, (2) 1 0 0 
0 ... 0 
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both faetorg are diagonalizable: The (2, 2) block of the first factor is equal to 
1 "'" 1] ~[1] '  
which is diagonalizable by Lemma 1.1(b) with eigenvalues + 1. Hence it 
follows from Lemma 1.1(c) that the first factor of C is diagonalizable by first 
multiplying on the left by 
and on the right by 
The second factor is diagonalizable by Lemma 1,1(b). 
Also, 
C = 
1 "'" 
1]1 n 1 =0,  n z = 1, (3) 
with both factors diagonalizable by Lemma 1.1(b). Hence the result follows. 
(b): As in (a), to establish the sufficiency of the conditions, we only need 
to show it for the class ~ consisting of all nilpotent and all nonsingular 
companion matrices over 0: of size at most 6(A), and only when k = 2. For 
C ~ ~' nonsingular the result follows as in (a), using Theorem 3.3. 
Hence assume C ~ ~ is nilpotent, i.e. 
C = Li 1 i] 
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Since nul l i ty(C)= 1, the only possibilities are n I = n 2 = 1 and n 1 = 1, 
n 2 = 0 (by Lemma 4.2 we may assume n 1 >~ n2). (Note that size(C) = 1 
implies C = [0], but then the result is trivial, since [0] = [0][0] = [0][1].) 
Since I~1 >/8(A) + 2 t> size(C) + 2, it follows from Equation (1) in Theo- 
rem 3.3 that 
0 0 
1 bla 
C = 
0 b n_ 2a 
1 b._ la 
bl] 
- -  br~ 1 
a-1 
(c0  . . . . .  cn_  1 = 0) ,  
where both factors are diagonalizable, and of nullities n 1 = 1, n 2 = 0 respec- 
tively for suitably chosen a and bi's. For n 1 = n 2 = 1, simply replace the last 
column in the second factor by zero. 
Hence the result follows, since by Lemma 4.1 the conditions are also 
necessary. 
(c): As above, we only have to check the sufficiency of the conditions for 
k = 2, and in this case only for the class ~ of nilpotent companion matrices 
over D:. But this follows immediately from (2)  and (3) above, which also hold 
over U: = GF(3). • 
By the rational canonical form theorem, for any matrix A over U:, we have 
A ~ N • B where N is nilpotent and B is nonsingnlar. Since N and B are 
also unique up to similarity, we refer to B as the nonsingular component 
of A. 
COROLLARY 4.5. 
(a) The result in Theorem 4.4(a) holds for  any matrix A over U: = GF(3) 
whose nonsingular component B satisfies B ~ B-1. 
(b) The result in Theorem 4.4(a) holds for  any matrix A over ~: = GF(3) 
i f  we require that k >>, 3. 
Proof. (a): By Lemma 4.1 the conditions are necessary over any field. 
Conversely, suppose k >~ 2 and n i (1 4 i ~< k) satisfy the conditions (1) 
in Theorem 4.4. By assumption A ~ N • B, where N is nilpotent and B is 
nonsingular such that B , - ,  B -1  . Since n = nullity(A) = nullity(N), it fol- 
lows from Theorem 4.4(c) that N has a factorization N = N 1 ... Nk where 
N l . . . . .  N k are diagonalizable matrices of nullities n 1 . . . . .  n k respectively. By 
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Lemma 2.3, B has a factorization B = B 1B 2 where B1, B z are (nonsingular) 
diagonalizable matrices. Hence the required faetorization follows from A ~ 
(N 1 ~ B IXN ~ ¢ B~)(N a ~ I ) . . . (N  k • I). 
(b): The proof is similar to (a), using the first part of Lemma 2.3. • 
Our final result follows from a known result on idempotent factorization 
with prescribed nullities, by restricting the field to 0: = GF(2). 
THEOREM 4.6. A singular matrix A over 0: = GF(2) is a product of 
k >1 2 diagonalizable matrices of nullities n 1 . . . . .  n k respectively if and only 
if 
nullity(A) >t n, >>- 0 and n 1 -I- " ' "  -{-n k >1 rank(/ - A). 
Proof. Since over 0: = GF(2) the concepts of diagonalizability and idem- 
potence are equivalent, the result follows from the theorem in [3] (which 
holds over any field). • 
For further results on matrix (and operator) factorization problems, the 
reader is referred to the survey paper by P. Y. Wu [7]. 
The author wishes to thank the referee for a careful reading of the 
manuscript and for his comments and suggestions. 
REFERENCES 
1 C. S. Ballantine, Some involutory similarities, Linear and Multilinear Algebra 
3:19-23 (1975). 
2 C.S. Ballantine, Products of idempotent matrices, Linear Algebra Appl. 19:81-86 
(1978). 
3 j.D. Botha, Idempotent factorization of matrices, Linear and Multilinear Algebra 
40:365-371 (1996). 
4 D. Z. Djokovi6, Product of two involutions, Arch. Math. (Basel) 18:582-584 
(1967). 
5 F. Hoffman and E. C. Paige, Products of two involutions in the general inear 
group, Indiana Univ. Math. J. 20:1017-1020 (1971). 
6 M.J. Wonenburger, Transformations which are products of two involutions, j. 
Math. Mech. 16:327-338 (1966). 
7 P.Y. Wu, The operator factorization problems, Linear Algebra Appl. 117:35-63 
(1989). 
Received April 1997; final manuscript accepted 9 June 1997 
