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The aim of this paper is to examine the weak limiting behavior of upper and 
lower extremes from stationary sequences satisfying dependence conditions similar 
to D and D’ introduced by Leadbetter (2. Wahrsch. Verw. Gebiete 28 (1974), 
289-303). By establishing the convergence in distribution of an associated sequence 
of point processes, the joint limiting distribution of any collection of upper and 
lower extremes can be determined. Sufftcient and. in some cases, necessary 
conditions for the asymptotic independence of the upper and lower extremes are 
also given. 
1. INTRODUCTION 
In a recent paper, Davis [4], the class of joint limiting distributions for the 
maximum and minimum of stationary mixing sequences was determined. The 
type of mixing condition will be specified later. The class of such limiting 
distributions are of the form H(x, co) - H(x, -y), where H is a bivariate 
extreme value distribution (see Section 2). The object of this note is to 
consider the same problem for the kth largest and Zth smallest and, more 
generally, the joint limiting distribution for any collection of upper and lower 
extreme order statistics. 
For an independent and identically distributed (i.i.d.) sequence of random 
variables {X,} with marginal distribution function (df) F, the computation of 
the marginal distribution of any order statistic is greately facilitated using a 
nonnegative integer-valued random variable. For instance, if N,(x) = 
#( 1 <j < n: Xj > x} (#A is the cardinality of the set A), then N,(x) has a 
binomial distribution with parameters n and p, = 1 -F(x) and clearly, the 
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event that the kth largest among Xi,..., X, does not exceed x is equal to 
{N,(x) < k - 1 }. Now assuming that u, is a sequence of numbers with the 
property that 1 - F(u,) = r/n + o( l/n), we have the familiar convergence in 
distribution result, N,Ju,J -+d N, where N is a Poisson random variable with 
intensity 7. Leadbetter [9] was able to show that this result remains true 
when the i.i.d. assumption of the X,‘s is replaced by the mixing condition 
D(u,) and dependence condition D’(u,). 
Under a slightly stronger mixing condition than D and the dependence 
condition D’, Adler [ 1 ] was able to obtain more complete results. In 
particular, he proved that a certain sequence of two-dimensional point 
processes (similar to N, above) converges to a two-dimensional Poisson 
process. Using a remark of Weisman [ 131, the joint limiting distribution for 
any collection of upper extremes can then be expressed in terms of the 
limiting Poisson process. 
In Section 3 we shall discuss the joint limiting behavior of the upper and 
lower extreme values for m-dependent sequences satisfying condition D’. 
Necessary and sufficient conditions will be given for the maximum and 
minimum to have a joint limiting distribution. Also, the convergence of a 
particular sequence of two-dimensional point processes will be established. 
This limit point process can be expressed in terms of a 2-dimensional 
Poisson process with intensity given by the exponent measure of a bivariate 
extreme value distribution. From this the joint limiting distribution of any 
collection of upper and lower extremes may be ascertained. 
Section 4 contains the analogous result for sequences satisfying modified 
versions of conditions D and D’ in Davis [3]. In this case, however, the 
upper and lower extremes will be asymptotically independent. As an 
immediate corollary to this convergence result, the following are 
asymptotically independent: the number of high and low record times, high 
and low inter-record times, high and low record values, and the number of 
record highs and record lows. 
The key in the proof of most of the results above is a weak convergence 
theorem for point processes due to Kallenberg (1976). Leadbetter [9] was 
the first to exploit this result in the extreme value setting. Kallenberg’s result 
is stated in Section 2. Other preliminary definitions, remarks, and an 
application to extremes of i.i.d. sequences of 2 vectors are also contained in 
Section 2. 
2. PRELIMINARY RESULTS 
Let {(Xi, Xi), n > 1 } be an i.i.d. sequence of random vectors with 2- 
dimensional df F. Define the sample maxima as (MA, Mi) = (maxi < j( n (Xj’ }, 
max ,,,,,{X,‘/) and suppose there exist constants u: > 0, ai > 0, b:, bf, such 
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that ((MA - bfi)/aA, (Mf - !~:)/a:) converges in distribution to a 
nondegenerate limit having df H(x, y). Then H is called a “bivariate extreme 
value distribution.” The basic characterizing property of these dfs is that 
there must exist constants Ai > 0, Ai > 0, Bk, and B: such that 
Hk(.4 Lx + Bj, A : y + Bi) = H(x, y) for all x and y and positive integers k. 
As a consequence of [6, Theorem 5.3.11, 
nP(Xf > ahx + b;) + -log G,(x) i= 1,2, (2.1) 
nP(Xf > a:x + bi, X: > ai y + bi) + h(x, y), (2.2) 
and 
H(x, y) = G,(x) G,(y) ehCxqy), (2.3) 
for all x and y with H(x, y) > 0, where G, and G, are extreme value 
distributions. Letting GF = inf{x: Gi(x) > 0) denote the left endpoint of Gi, 
i = 1,2, the exponent measure D corresponding to H (see Balkema and 
Resnick [2]) may be chosen to have support on [G,*, 00) x [Gz, co) and has 
the properties: 
v((x, 00 > x (Y, aJ >) = h(x, Y) 
VCR x (Y, co)) = -log G,(Y) 
v((x, co) x rFi) = -log G,(x) 
for all x > GT, y > G,*, 
(2.4) 
for all y and x, 
where iR = [-co, co). 
From (2.2) and (2.4) it follows that 
nP (I X:-b:, 4 +v(R, x Rum xR,),(2.5) 
where for each i = 1, 2, R, is a finite union of half-open intervals (Ri = Cj”;, 
(a;, /?j]) whose closure is contained in (GT, co). For more details, see [2, 61. 
Let I, be a sequence of point processes defined on IRk. We say that I, 
converges in distribution to I (write I, jdI) if the k vector of random 
variables (I,@,),..., I,@,)) converges in distribution to (I@,),..., I@,)) for 
all k and all bounded Bore1 sets Bi with r(aBJ = 0 a.s. for i = l,..., k 
(8B = boundary of the set I?). The process, I is a “simple point process” if 
the probability that two or more events occur simultaneously is zero. We are 
now ready to state a special case of Kellenberg’s [7] result. 
THEOREM 2.1. Let {I,,} and I be point processes on iRk with I simple. 
Suppose :
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(Kl) limsup,,, EZ,(B) ,< EZ(B) for all harf open rectangles B 
(B=(a,,b,] x ... x (ak, bk]) with EZ(B) < 00, and 
(K2) P(Z,(R) = 0) -+ P(Z(R) = 0) for all sets R which are a finite 
union of disjoint sets of the type described in (Kl). 
Then Z,, +d I. 
In the sequel, all of the point processes will be defined on some Bore1 
subset of Rk. Theorem 2.1, however, is still valid with only minor and 
obvious modifications to conditions (Kl) and (K2). 
As an elementary application of the above result, define Z,(i X B) = 
#{ 1 <j< n: (Xj- b’,)/a’, E B/i= 1, 2 where B is a Bore1 subset of IF1 and 
(Xi, Xi) is the bivariate sequence defined at the beginning of this section. 
The limit process Z is defined as follows: First, let I”be a Poisson process on 
R x ii?(=[-co, a~) x [-co, co)) having the exponent measure v as its 
intensity. Now, define I(1 x B) = f(B X [R) and Z(2 X B) = f(f? X B). 
Theorem 2.1 Condition (K 1) is easy to check for 
EZ,(i x (a, b]) = nP((Xf - bk)/aL E (a, b]) 
I 
v((a, bl x Gi)) = EZ(l x (a, bl), i= 1 ~ 
v(R X (a, b]) =EZ(2 X (a, b]), i=2 
by (2.1), (2.4), and the definition of I. Condition (K2) is not much more 
difficult to verify. We only need to show 
P(Z,( 1 x R J = 0, Z,(2 x R,) = 0) + P(Z( 1 x R J = 0, Z(2 x RJ = 0), (2.6) 
where Ri is the empty set or a finite union of half-open intervals with closure 











n + 41/n) 
by (2.5), and approaches e-“(RIX IRufixR2) = P(Z(R 1 X R U R X R,) = 0) 
which is equal to the right-hand side of (2.6) as desired. This completes the 
proof of 
PROPOSITION 2.2. The sequence I, -+d I. 
Remark 1. As a consequence of this result, the joint limiting distribution 
for any collection of upper extremes from the first and second components 
can be evaluated. For example, by choosing B, = (x, co), B, = (y, co) and 
noting that {Z,(l x B,) < k - 1) = {Xi:, < six + bi} and (Z,(2 x B,) < 
I- 1) = {X::, < air, + bi}, where Xizn =jth largest among Xi,,..., Xi, the 
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limiting distribution of (XL:, , Xf:,) is given by P(Z(l xB,)<k- 1, 
Z(2 X B,) Q 1 - 1). This expression can be computed as 
P@((x,co)xR)&k-l,&~x(y,co))<Z-1) 
min(k.0 - I 
= r I {mx, 00) x (Y, a>> =.wqo-mx] x (y, co)) < I- 1 -j) 
j=O 
x f’(fi(x, co> x (--co,y]) < k - 1 -j)} 
using the independence property of Poisson processes. Each term in the sum 
may now be routinely calculated. For a different approach, see [S]. 
Remark 2. The 2-vector of point processes (Z,(l X a), Z,(2 X .)) 
converges in distribution to (Z(l X e), Z(2 X m)) = (I’<. X R), ?(R X s)). It is 
easy to see that the components of the limit vector, Z( 1 X a) and Z(2 X .), are 
independent if and only if u((x, co) X (y, co)) = 0 or, equivalently, 
h(x,y)=O for all x> G: and y> G c. This agrees with [6, Theorem 3.31. 
Also note that if this is the case, then the limit process Z is a Poisson process 
with intensity measure 
A(i x B) = u(B x R), i= 1, 
= u(R x B), i = 2, for all Bore1 sets B. 
Remark 3. Proposition 2.2 has the obvious generalization to higher 
dimensions. 
3. M DEPENDENCE 
Let (X,) be a stationary m-dependent sequence with marginal df F. Recall, 
Yn’ IS m-dependent if the a-fields generated by (X, ,..., X,) and (X,+,+ , , 
ktmt2r”’ ), respectively, are independent for all k. For a sequence of 
numbers (u,}, we shall say that condition D’(u,) holds (cf. [8, lo]) if 
In/k1 
limsup v nP(X, > u,, Xj > 1.4,) = o(l) as k+oo (3.1) n+m 122 
([s] = integer part of s). This is defined for arbitrary stationary sequences 
and, in the m-dependence case, simplifies greatly. Let M, = max{X, ,... X,}, 
W,, = min{X, ,... X,,} and write u,, = u,(x) = a,x + b,, v, = v,(y) = c, y - d,, 
where a, > 0, b,, c, > 0, and d, will be the normalizing constants for M, 
and W,, respectively. 
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THEOREM 3.1. Suppose conditions D’(u,) and D’(u,) are satisfied 
by {X,} and (-X,), respectively, for all x and y, where {X,) is an 
m-dependent sequence. Further assume P(a; ‘(Mn - b,) < x) -+ G,(x) and 
P(c;‘(W, - d,) <y) + 1 - G,(-y), where G, and G, are extreme value 
distributions. Then 
P(a; ‘(M, - b,) < x, C,J ‘( W, - d,) < y) + G(x, y), 
G a nondegenerate df, if and only if 
In+1 
(3.2) 
lim TV 1 (P(X, > u,,, Xj < -on) + P(X, < -u,, -Xi > U,)) = h(x, y) (3.3) 
n+m j=2 
for all x and y, where h(x, y) = log(H(x, y)/(ZZ(x, co) H(co, y))) for some 
bivariate extreme value distribution H. In particular, G(x, y) = H(x, 00) - 
H(x, -Y>. 
Proof From [3, Theorem 2.41, 
1 - F(u,) = -log G,(x)/n + o( l/n), 
1 - F(-u,) = -log G,(y)/n + o( l/n). 
Moreover, m dependence clearly implies 
Pk(M ,,,,k, < u,, W,,,,k] > -v,,> - ‘CM, < u,> w, > -v,) + o 
(3.4) 
(3.5) 
as n + co for every positive integer k (see [4]). Set Yi,, = ZtXi>u,, and 
yj’, = Lj>L~“)~ where I, is the indicator function of the set A. Using the m- 




(zw;, Yjn + EY;‘, Y;,) = h(x, y)/k + o( l/k). (3.6) 
Also, after a somewhat tedious but elementary calculation 
limsup \’ 
n+m l<i<x[n/kl 
for all choices of ci = 1 or 2, i = 1, 2, 3, using m dependence and (3.4) once 
again. 
We are now ready to show the equivalence of (3.2) and (3.3). First 
assume (3.2) and note, by a Bonferroni-type inequality and stationarity, 
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where 
(3.8) 
It follows from (3.7) that limsup Si,, = o(l/k) and from (3.6) and the two 
D’ assumptions, 
h(x, y)/k + o( l/k) < liminf S:,, < limsup S:,, < h(x, y)/k + o( l/k). 
n+* n+oo (3.9) 
Invoking (3.4) and (3.5), we obtain for every fixed positive integer k, 
(1 + (lw(G,(x) G,(Y)) + h(x,y))lk + WkNk 
< liminfP(M, < u,, W, > -0,) 
n-r* 
< limsup P(M, < u,, W, > -uJ 
n-+02 
< (1 + (log(G,(x) G,(Y)) + Wx,y))lk + WWk. 
Letting k -+ co on both sides of the inequality yields the limit P(M, < u,, , 
K > -G+ G,(x) WY) e h(x,y). Since the limit exists for every x and y and 
is nondegenerate, the limit is necessarily a bivariate extreme value 
distribution by 14, Theorem 4.11. This forces G,(X) = H(x, co) and G,(y) = 
H(co,y) and verifies (3.2) with G(x,y) = G,(x) = G,(-y) ehcxYPy’. 
Now assume (3.2) holds and, for a fixed x and y, suppose 
ItIt1 
exists for some subsequence nk + co. Call the limit l(x, y). By the preceding 
argument, 
On the other hand, this limit is H(x, y), where H is a bivariate extreme value 
distribution with marginals given by G,(x) and G,(y), respectively. Using 
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representation (2.3), this implies Z(x, V) = log(H(.% Y)/(H(& 00) H(a, Y))). 
Since the sequence of numbers, 
mtl 
Iz C tptxl > u, 9 xj < -un) + P(X, < -U,, Xj > U,)), 
j=2 
(indexed by n) is bounded and converges to log(H(x, y)/ZZ(x, co) H(co, y)) 
for every convergent subsequence, the limit exists and is equal to this 
constant. The choice of x and y was arbitrary so (3.3) must hold for all x 
and y which completes the proof of this theorem. 1 
The following result is immediate: 
COROLLARY 3.2. The quantities M, and W,, are asymptotically 
independent if and only if h(x, y) = 0 for all x and y. 
The resemblance between the conditions of Theorem 3.1 and (2.1) and 
(2.2) in Section 2 for the sequence of i.i.d. 2 vectors is plain. In order to 
obtain a more complete result, we proceed as in Section 2 by introducing the 
analogous point processes I,. This time, define 
Z,(i X B) = #{ 1 <j < n: (Xj - b,)/a, E B}, i= 1, 
=#{l <j<n: (-Xj+d,)/c,EB), i= 2, 
for B a Bore1 set. 
The limit process Z will be identical to the one in Proposition 2.2. Recall, 
if I’ is a Poisson process on iii X E with intensity given by the exponent 
measure v of a bivariate extreme value distribution H, then Z(l x .) = 
f(. X D) and Z(2 X a) = @i X .). 
THEOREM 3.3. Under the assumptions of Theorem 3.1 and (3.2) or, 
equivalently (3.3), I, +d 1. 
Proof. Theorem (2.1) (Kl) is easily checked for EZ,(l X (a, 61) = 
nP(a < (XL- b,)/_a, < b) which approaches log G,(b) - log G,(a) = 
v((a, b] x IR) = EZ((a, b] x 6) = EZ( 1 x (a, b] by (3.4) and (2.4), where v is 
the exponent measure corresponding to the distribution H in Theorem 3.1. 
The same argument also gives EZ,(2 x (a, b]) + EZ(2 x (a, 61 and hence 
(Kl) is confirmed. 
For i = 1, 2, let Ri be a finite union of half-open intervals contained in 
(GF, co) and, as in the proof of Theorem 3.1, set 
‘ffl = ‘tCXj-b,)lCI,ERII and ‘;n = zIt--Xj+dn),cnER2,~ 
In the same way that (2.5) is derived from (2.4), we have 




lim fiEY:, = u(Z7, x lE)/k, 
n-too k 
(3.10) 
lim 2 EY:,, = v(R x R,)/k, 
n-m k 
from (3.4) and (3.6). In addition, 
limsup S:,, = o( l/k), 
n-rco (3.11) 
v(R , X R,)/k + o( l/k) < li-n$f S:,, Q limsup S:,, < v(R , x R,)/k + o( l/k), 
n+oo 




1 - p(z,,,,]( 1 x R 1) = 0, 1 [,,,k](2xR2)=O)=P 
( 
u u {y&=1} 
i=I j=l 1 
which is bounded above by (n/k)(EY:, + EY:,,) - S:,, + Si,, and below by 
b/WY:, + JQ’:,) - S:,, using elementary inequalities and stationarity. 
Invoking (3.10) and (3.11) yields 
1 - v(R I x R U 6 x R,)/k + o( l/k) 
< liminf~(Z[,~k](l x R ,) = 0, I[,,,,(2 x R,) = 0) 
II-CC 
< lif-:P p(z,,,,](l x R ,) = 0, z,,,,,(2 x R,) = 0) 
<l-v(R,xh-Jf?xR,)/k+o(l/k). (3.12) 
For m-dependent sequences, the lim Pk(Zlnlkl( 1 x R ,) = 0, 
1,,,,,(2XR,)=O)--P(Z,(~XR,)=O,Z,(~XR,)=O)~O as n-+oo 
for every positive integer k, can be established using the standard “big block, 
small block” method (see [ 11, for example). This, together with (3.12), gives 
P(Z,(l X R ,) = 0, Z,(2 X R2) = 0) + e-“(Rlx IRUIRXR2’. The limit is indeed 
P(Z(l X R ,) = 0, Z(2 X R2) = 0) which verifies condition (K2) and completes 
the proof. 1 
In view of Remark 1 in Section 2, the joint limiting distribution for any 
collection of upper and lower extremes may now be determined. Also, 
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v((x, co) x (y, co)) = 0 for all x > Gf, and y > Gf, is a necessary and 
sufficient condition for the asymptotic independence of the upper and lower 
extremes (see Remark 2). 
Examples of stationary sequences satisfying the conditions of Theorem 3.1 
are given in [4, Sect. 51. The D’ condition is required in order to guarantee 
that Z,(l x .)+dZ(l x .) and Z,(2 x .) +dZ(2 x .). Without such a 
condition, Z,(l x .) and Z,(2 X a) may not converge in distribution to a point 
process. This is best illustrated by the l-dependent example in [ 11 J, where 
the maximum has a nondegenerate limit while the largest and second largest 
does not have a joint limiting distribution, and hence precludes the 
convergence in distribution of Z,(l X s). 
4. D MIXING SEQUENCES 
In this section, we consider mixing conditions much weaker than m depen- 
dence. Let (X,) be a stationary sequence and, as before, denote the 
maximum and minimum of {X, ,..., X,) by M, and W,,, respectively. In 
addition. assume 
Wf, 4 u,(x>> -+ G,(x), J’( W,, > -U,,(Y)) -+ G,(Y), (4.1) 
where u,(x) = a,x + b,, u,(g) = c,y - d,, and G, and G, are extreme value 
distributions. 
We now give a slightly stronger version of the mixing condition D given in 
[3]. Let B, and B, be a finite union of disjoint intervals (possibly infinite) of 
the form (a, b]. Set 
Then condition D is said to hold if for any choice of integers 1 < i, < ..’ < 
i, <j, < a’. <j,<n,j,-ip>l, 
where a,,, satisfies the usual properties as set forth by Leadbetter [8]. 
Namely, a,,, is nonincreasing in I and a,,,” + 0 as n +- co for some sequence 
I, --) co with I, = o(n). Also, a,,,” may depend on the choice of B , and B, 
above. 
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LEMMA 4.1. Under condition D and (4.1) 
for every positive integer k. 
The proof of this lemma is omitted for it follows routinely the same 
argument given in the proof of [ 10, Lemma 2.31. 
The bivariate dependence condition D’(vn, u,,) is said to hold if 




sl,n = n C IpCxl > un(x)9 xj > un(x)> + p(xl > U,(x>, xj < -u”(Y)) 
j=2 
+ ‘Cxl G -vn(Y>3 xj > un(x)> + p(x, < -“n(Y>3 xj < -“n(Y)) 1. 
Although D’ is slightly stronger than the D’(un, u,) in 131, this version is 
used only to facilitate the proofs. 
As in the m-dependent case, define the point processes 
Z,(i X B) = #( 1 <j < n: (Xi - b,)/a, E B 1, i= 1, 
=#{l<j<n:(-Xj+d,)/c,~B}, i= 2, 
for B a Bore1 set. 
THEOREM 4.2. Assume {X,} satisfies conditions D and D’(z),,, u,) for all 
x and y with 0 < G,(x) < 1 and 0 < G,(y) < 1. Zf (4.1) holds, then I, +d I, 
where Z is the limit point process given in Theorem 3.3. In this situation, I is 
a Poisson process with intensity defined by 
L(i X B) = v(B X !7), i= 1, 
= v(R x B), i= 2, 
and I,( 1 x .) and Z,(2 x .) are asymptotically independent (see Remark 2 in 
Section 2). 
ProoJ By [3, Theorem 2.41, 
1 - F(u,(x)) = -log G,(x)/n + o( l/n), 
1 - F(-u,(y)) = --log G,(y)/n + o( l/n>. 
(4.2) 
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Condition (Kl) is now easily verified (see the first part of the proof of 
Theorem 3.3). 
To complete the proof, it suffices to show 
P(Z,(l XR,)=o,z,(2XR,)=O)~e-“‘R’X~“-“‘“XR2’ (4.3) 
for all sets Ri which are a finite union of half-open intervals contained in 
(G:, co), i = 1, 2. Fix two such sets, R, and R,, and set Yj’,, = Z,(Xj-b,),o. &,, , 
‘jtl = ‘( -(Xj+d,)/C, &ZR1) * Then P(Z,( 1 X R ,) = 0, 
Y,!” Yy”) and hence 
Z,(2 X RJ = 0) = E(ny=, 
J’k(Z,,,,,(l x R 1) = 0, Z l&2 x R2) = 0) - P(Z,( 1 x R ,) = 0, 
Z,(2 x RJ = 0) -+ 0 
(4.4) 
as n + CO for every positive integer k by Lemma 4.1. 
Now let Zi = 1 -Y! and using a 
stationarity on; again, c have the bounds 
Bonferroni-type inequality and 
1 - WIW:, + J%,) <6&U x R A = 0, 4,,& x RJ = 0) 
< 1 - [++=‘;, + EZ:,) (4.5) 
The limsup,,, of the double sum term is bounded by k-’ limsup,,, S:,, = 
o(l/k) with x=inf{w:wER,} and y=inf{w:wER,}. Also, [n/k](EZ:,+ 
EZf,) = [n/k](P(($ - b,)/a,, E R,) + P((-X, + d,)/c, E R,)) which ap- 
proaches (v(R; X IR) t v(R X R,))/k by (2.4) and (4.2), where we are taking 
v as the exponent measure of the bivariate extreme value distribution 
H(x,y) = G,(x) G,(y). Using inequality (4.5) 
(1 - (v(R, x RR) t ~(6 x R2))/k)k 
< lh$fPk(ZI,,k,(l x R,) = 0, I,,,,,(2 x R2) = 0) 
< liy:ip f’k(Z,,,kl(l x R J = 0, Z,,,,,,P x R2) = 0) 
< (1 - (v(R, x iR) t v(R x R,))/k t o(l/k))k 
follows from above. Putting this together with (4.4) and upon letting k + co, 
(4.3) is established as desired. 1 
This theorem is not quite a generalization of Theorem 3.3. To obtain such 
an extension, we must first prove a parallel result to Theorem 3.1. Inspecting 
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the proof of this theorem (see (3.7) and (3.9) in particular), the conclusion 
remains intact if the m-dependent hypothesis is replaced by condition D and 
limsup Si,, = o( l/k) 
n+m 
for all x and y (4.6) 
and if 
limsup S:,, = h(x, y)/k + o( I/k), 
n-+co 
(4.7) 
liminf S:,, = h(x, y)/k + o(l/k) 
n-+oo 
for all x and y 
is substituted for (3.3), where Sjl,, is defined in (3.8), 
Si,, = CI”=/:l (n/k -j)(P(X, > u,, Xi & -v,) + P(X, Q -v,, Xj > a,,)), and 
h(x,y) is given in Theorem 3.1. We record this as 
PROPOSITION 4.3. Theorem 3.1 remains true if the m-dependence 
assumption is replaced by ‘condition D and (4.6), and if (3.3) is replaced by 
(4.7). Moreover, if this is the case, then I, --td I, where I is the limit point 
process given in Theorem 3.3. 
5. DISCUSSION 
Theorems 2.1 and 3.2 are also valid if an additional time dimension is 
included in the definition of the point processes. For example, in Section 2 
redefine I, so that I,(i x B) = #(j: o/n, (Xj - bL)l_afJ E B}, i = 1, 2, where 
B is a Bore1 subset of [0, l] x R. In this case, let Z be a Poisson process on 
[0, l] x R x R with intensity dt x v(dx,, dx2). Then I, -+d I, where Z is the 
process defined as 1(1 XB)=I”(BX R) and 1(2 xB)=f(B*) (here 
B*= {(t,x,y): (t,y,x)EB X R}) for all Bore1 subsets B of [0, 1] X R. 
Although this same modification works in Section 3 for m-dependent 
sequences, condition D needs to be strengthened somewhat, as in Adler 
(1978), in order for Theorem 4.2 and Proposition 4.3 to be extended. 
By inserting a time dimension in our point processes, additional results 
may be obtained. For instance, under the assumptions of a revised Theorem 
4.2, the upper and lower sample extremal processes (see [13, 141) are 
asymptotically independent. From this observation and a straightforward 
application of the continuous mapping theorem (see [ 12]), the asymptotic 
independence of high and low record values; high and low record times; and 
high and low inter-record times follow as a corollary. 
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