Quantitative ultrasonic techniques for determining the serviceability of structural components are reviewed. Particular emphasis is placed on the use of forward and inverse elastic wave scattering theory as a fundamental foundation for predicting such engineering parameters as the probability of flaw detection and for developing improved techniques for flaw sizing. Ultrasonic measurement techniques for the determination of distributed failure-related properties such as residual stresses are discussed, and the status of the prediction of failure by the detection of acoustic emission precursors is reviewed. 
are injected into the part. A typical system is illustrated in Fig.  1 . Flaws are indicated by a reflection of the energy (echoes) back to the same transducer (pulse-echo) as shown or to a second transducer (pitch-catch). In state-of-the-art systems, the signal processing takes the form of amplification followed by rectification [3] . Material discontinuities, which must be considered as candidate flaws, are detected when an echo appears that exceeds a preselected threshold. The size is then estimated based on either the peak value of this echo or the variation of the echo height as the probe is moved. Two examples will be given in this section. Approaches under development use more sophisticated signal processing based on a detailed understanding of the wave-flaw interaction, as will be discussed in the next section.
Consider first a relatively small flaw. For example, 1 mm or smaller flaws must be detected in materials used in certain aircraft turbine engines [4] . When the trasducer is positioned such that the flaw signal is maximized, the strength of the signal may be taken as a first indication of the severity of the flaw. However, several phenomena in addition to the flaw size influence the signal strength. Included are the roughness, orientation, and shape of the flaw, the characteristics of the transducer and electronic instrumentation, the absorption of the wave in the material and changes in the ultrasonic beam intensity due to spreading during propagation, or as induced by focussing or defocussing effects as the beam passes through curved surfaces of parts. Some of these undesired influences can be experimentally reduced by comparing the signal to that produced by a reference flaw in the same material and measurement geometry. Unfortunately, this may require a large set of expensive calibration standards [5] . Alternatively, the transducer and measurement system can be calibrated on a single reflector, e.g., the back surface of a plate. The signals from flaws at different distances can then be compared by theoretically correcting for the effects of diffraction and/or attenuation. This is the basis for a system developed in Germany and known as the DGS technique [3, 6] , However, a number of the abovementioned factors influencing echo height remain, and the most that can be learned is the minimum possible size of the flaw.
In sharp contrast is the fracture mechanics requirement to determine the largest possible flaw that could be present. Amplitude-based sizing approaches can only be used effectively when the flaw orientation and/or scattering characteristics are well understood from independent information so that suitable safety margins can be built into the accept-reject threshold.
When the flaw is comparable to, or larger than, the beam size, maps of the flaw can be deduced from measurements in which the transducer is scanned over the surface of a part. Figure 2 illustrates the inspection of a weld in a nuclear power plant, such as might be performed following the guidance of Section XI of the ASME Boiler and Pressure Vessel Code [7] . It is required that the weld, and adjacent base material, be ultrasonically inspected just prior to the beginning of service and periodically during its service life. Here the flaw size may be larger than the ultrasonic beam size so that the echo strength at a single probe position cannot be used to size the flaw. In general, the volumes are scanned by three separate pulse-echo beams, a straight beam propagating normal to the surface of the vessel and two angle shear beams, with nominal angles of 45 and 60 deg with respect to the surface normal. Echoes are considered to be recordable when they exceed a threshold, defined by the signal from a reference reflector. As the transducer is scanned, a map of the flaw shape is developed based on the transducer position and arrival times for recordable echoes. Idealized geometrical forms, e.g., ellipses, are then derived from the maps and used in fracture mechanics assessments of the serviceability of the structure.
As might be expected, the factors mentioned before, such as flaw orientation, roughness, and possible contacting of opposite faces, influence the result of this inspection. A series of recent round-robin tests have evaluated the reliability of this procedure [8] , and as noted by Bush [9] , "after examination of the data, one can understand the somewhat restrained comment from Europe that the conventional ASME Section XI ultrasonic techniques did not appear to be as good as might be desired." In fairness, it should be noted that the code arose when the major role of NDE was to control the overall weld quality, often on a sampling basis [10] . Under such conditions, flaws such as porosity and blowholes were sought, and the prescribed techniques were suitable. However, when seeking information for a fracture mechanics integrity assessment, the detection and sizing of sharp, planar, crack-like defects is the primary objective. Here more sophisticated approaches, based on the scattering characteristics of such flaws, are required. The scientific foundations of advanced techniques for these and other problems are reviewed in the next section.
Advanced Techniques for Detecting and Sizing Flaws
The state of the art can be improved in two ways. Training and working conditions improvements can reduce errors due to human factors [11, 12] . Discussion of these steps is beyond the scope of the present paper. The physical factors can be addressed by improving the measurement techniques and data interpretation, keeping in mind the practical constraints of time limits, complex part geometries, and material anisotropy and heterogeneity that make the attainment of these goals difficult [1] . Three elements play and major role in the physical solutions: transducer improvements, high-speed digital processing, and elastic-wave scattering theory. Transducers will not be discussed in detail here [13] . However, it should be noted that, in practice, transducers often do not follow theoretical expectations [14, 15] . Hence, their individual properties (radiation pattern, impulse response, etc.) must be measured and taken into account when interpreting experimental data. For example, deconvolution techniques are routinely used when experimentally studying the temporal or spectral properties of scattered ultrasonic signals [16] [17] [18] .
The essential feature of improved interpretation of ultrasonic signals is a fundamental-understanding of the elastic wave-flaw interaction. This subject has been under investigation for over 100 years, but progress has been accelerating recently because of the availability of high-speed digital computing and technological needs associated with seismology, nuclear test monitoring, structural response to high rates of loading, and nondestructive evaluation. By the mid-1970s, solutions had been developed for the scattering from three-dimensional objects such as spherical and cylindrical cavities and inclusions [19] as well as twodimensional cracks [20] . These were primarily based on the classical techniques of wave-function expansions, integral equations, and integral transform solutions. As an example of the integral equation approach [21, 22] , the displacement fields, C/f, scattered when a volumetric flaw of constant density and elastic constants is illuminated by a plane wave, If-, are given by the solution of the equation (1) where the total field is U = U° + IF. Here R is the volume of the flaw, 8p and 8C are the changes in density and elastic constants of the flaw with respect to the host medium, co is the angular frequency, and g is the unbounded flaw free medium, elastic wave Green's function. For a crack, on whose faces stresses must vanish, equation (1) is often reexpressed as a surface integral of the form
where E is one surfaces of the flaw, N is the normal to that surface, and AU is the discontinuity in the total displacement solution on the two faces of the crack. A wide range of numerical and analytical techniques have recently been introduced, including moment, 7-matrix, finite element, finite difference, boundary integral, perturbation, asymptotic, and ray solutions [23] [24] [25] [26] [27] [28] [29] [30] [31] [32] . No attempt will be made at a detailed review of these solutions in this paper, and the reader is referred to the preceding general references for further citations. In the area of nondestructive evaluation, particular interest has been placed on approximate solutions that can be applied to complex shaped objects such as naturally occurring cracks and inclusions. The more exact techniques have provided the insight necessary to interpret and calibrate these solutions. Comparison to experiment has also been an essential element of the verification of the theories [24, 25, 27, 29, 33] . For example, Fig. 3(a) shows a comparison of the experiment and theory for the backscattering in titanium from a compound cavity nicknamed "Pinnochio," an 800 /*m diameter head and a nose consisting of a 400 /*m diameter cylinder capped by a hemisphere [34] . The theories presented are highly accurate computations based on the Method of Optimum Truncation (MOOT) [35, 36] and the more approximate prediction of the Distorted Wave Born Approximation (DWBA) [37] . Agreement is good to about 6 MHz for DWBA and at least to 12 MHz for MOOT for this complex shape. Figure 3(b) shows a comparable result for the pitch-catch (bistatic) scattering from an elliptical crack (2500) ixm x 1250 /an major axes), also in titanium [38] . When the physical elastodynamic (elstodynamic Kirchhoff) approximation is corrected for attenuation, excellent agreement is obtained in this regime in which the wavelength is small with respect to the crack dimensions and the solution is dominated by waves diffracted by flashpoints at the crack edges.
These solutions are being applied in two areas of ultrasonic nondestructive evaluation: modeling the reliability of flaw detection and developing inverse scattering techniques for flaw sizing. These are discussed in greater detail in the following.
The reliability of flaw detection is receiving increasing attention in a number of industries, including nuclear power [9] and aerospace [39, 40] . The construction of major systems are often accompanied by costly demonstration programs to ensure that the reliability of nondestructive testing is adequate. Sufficiently accurate modeling would present an attractive alternative to the fabrication of numerous samples and could be used in extending the interpretation of existing tests.
In modeling the reliability of flaw detection, one must first (a) 12 14 determine the ratio of the flaw to noise signals. The latter can be produced by ultrasonic reflections from part surfaces, grain boundaries, pores, or the other benign discontinuities or by electronic sources in the receiving circuitry. Once signal-tonoise ratio has been specified over the bandwidth of interest, statistical techniques, such as are commonly used in radar and sonar [41] , can be employed to compute the probability of detecting flaws as a function of the detection threshold.
Calculation of absolute levels of signal and noise requires direct inclusion of the measurement geometry in the computation. Reciprocity theorems [42, 43] have been shown to provide a convenient formalism for so doing. This approach, together with the elastodynamic Kirchhoff scattering model, has been used to predict the signal obtained when detecting cracks in welds of nuclear power plant pressure vessels with angle beam probes [44] and to evaluate proposed inspection techniques [45] , A somewhat similar scalar Kirchhoff scattering mode [46] , which does not explicitly include mode conversion phenomena but which offers greater computational speed, has also been developed [47] [48] [49] and combined with experimentally determined statistical measures of operator variability to model the reliability of weld inspection [50, 51] .
The foregoing applications are directed at modeling the inspection of welds in pressure vessels in which the flaws of interest are cracks that might be significantly larger than the ultrasonic beam size. Hence, the models explicitly include the beam profile. For simplicity and computational speed, the elastic wave-flaw interaction is treated by the Kirchhoff approximation, which is in its most favorable regime because of the large ratio of flaw size to wavelength.
At the other extreme is the modeling that has been performed to predict the reliability of detecting flaws in highperformance jet engine components. The critical flaw sizes are typically much smaller [4] , often considerably less than the ultrasonic beam size. Models of the measurement process have been developed using the quasi-plane wave assumption that the beam intensity is slowly varying over the volume of the flaw [52] . These models make use of diffraction corrections which approximately account for the effects on refraction, mode conversion, or focussing at planar or cylindrically curved liquid-solid interfaces in immersion configurations ,such as shown in Fig. 2 [53] . Figure 4 illustrates the success of this approach by comparing the absolute value of the experimentally deduced scattering amplitude of a tin-lead solder spherical inclusion in cast thermoplastic to that predicted by an eigenfunction expansion [54] . This ability to predict absolute signal levels in realistic measurement geometries has been used as the basis for predicting the probability of detecting cracks in jet-aircraft engine component [55] [56] [57] [58] . Figure 5 illustrates results of these calculations by plotting the probability of detecting cracks oriented nearly perpendicular to the surface of the web region of an IN100 turbine disk for three values of the detection threshold (signals are detected when their peak value exceeds the threshold). In this particular example, the noise is produced by scattering from microscopic pores in the material. It is found that, for a random crack misorientation of ±10 deg, the signal strength variations are sufficiently great that one cannot achieve a high probability of detection of a desired flaw size without significant probability of also rejecting smaller flaws. Modeling of such phenomena is essential to the design of inspection systems that minimize the false rejection and extra manufacturing cost that this implies.
One way of avoiding these false rejections is to apply scattering theory, in a second way, to characterize and size the previously detected material discontinuities. This requires a solution of "applied" inverse scattering problems. These are distinguished from the "pure" inverse scattering problems found in physics and mathematics by the presence of filtering, modeling inaccuracies, and computational errors [59, 60] . Because of these limitations, a unique solution to the applied problem may not exist, and some degree of a priori information must be utilized in characterization and sizing flaws from experimental data. The best one can expect is an estimate of the flaw parameters whose variance is related to the accuracy of a priori assumptions and the amount of information available. The greater the experimentally available information, the weaker the required assumptions. For example, using the DGS technique discussed in Section 2, the "size" is deduced from the absolute strength of a single backscattered signal. A literal interpretation of this size assumes that the flaw is a circular, smooth reflector, oriented perpendicular to the observer.
Imaging techniques are the most general ways of sizing flaws because of the large amount of information collected and processed. A crude example is an inspection performed in accordance with ASME Section XI, in the sense that the transducer is scanned over the surface of the part and a map of reflection versus position is formed. However, the map has a relatively low resolution due to the breadth of the ultrasonic beam, often 1.3 cm (0.5 in.) or greater. Significant improvement in resolution in the imaging mode can be acheived through a variety of techniques, as illustrated in Fig. 6 . The most straightforward involves use of focussed transducers, which produce a focal spot size on the order ofFh/a, where F is the focal length, X is the ultrasonic wavelength, and a is the radius of the transducer. An alternative way of forming a physical focus is through the use of phased arrays [61] . By varying the time delay or phase of the excitation pulse and of the reception amplification at each element of the array, a focussed beam with a resolution similar to that produced by a lens can be attained. This approach has the advantage that the beam can be rapidly scanned by electronically changing these delays or phase shifts. It suffers from the disadvantages the fields are excited and detected at discrete transducer elements rather than continuously over the full aperture. This leads to grating lobes and other degradations in performance [62] .
Backward wave and holographic reconstruction techniques present computational algorithms for reconstructing flaw shapes, which have received considerable experimental and theoretical evaluation [63] [64] [65] [66] . In these techniques, the flaw is illuminated by a quasi-monochromatic signal, and the amplitude and phase of the scattered fields are detected either by transducer arrays, a scanned single transducer, or optical pick-ups. The apparent sources of the scattered fields, located in the object, are determined by appropriately processing the signals to remove the effects of propagation to the receiving plane. Synthetic aperture imaging [67] [68] [69] [70] [71] represents a fourth imaging approach. Here broadband pulse-echo waveforms are recorded by a single transducer as it is scanned over the part surface, or by the elements of an array used one at a time. The flaw shape is computationally reconstructed by superimposing the returns with delays corresponding to the propagation time to various object points.
All of the foregoing imaging techniques depend critically on the phase of the received ultrasonic signals to accomplish the reconstruction of the flaw shape. The ALOK system [72] relies on correlations in plots of echo arrival time versus probe position to differentiate flaw signals from noise and to characterize and reconstruct the reflector.
Problems with imaging, such as experimental difficulties in obtaining the necessary information and degradation in this information due to part geometries or material anisotropy or heterogeneity can limit the performance of an imaging system constructed with today's technology. Furthermore, the physical properties of the scattering process, such as internal reverberations of the flaw or scattering patterns that miss some or all of the receiving transducer, can also produce image degradations. Hence, considerable interest has evolved in viewing the ultrasound-flaw interaction as a scattering process and seeking inverse scattering solutions to determine the flaw's composition and dimensions [73, 74] . Often, the smaller amount of experimental information on which the decision is based requires that a priori assumptions be made about the flaw.
An important practical example is the sizing of a crack. From the fracture mechanics point of view, cracks, such as are induced by metal fatigue, are the most serious defects because of the stress intensification that occurs at their edges. When the ultrasonic wavelength is short with respect to the crack dimensions, the scattered fields may be thought to be composed of rays diffracted from the crack edges, superimposed on specular and diffuse reflections from the rough crack faces, Fig. 7(a) . For maximum resolution, the imaging techniques just discussed require that each point in the receiving aperture be illuminated by scattered energy from all points on the crack. If this is not the case, or if the complexities of a complete imaging system are not appropriate, the waves diffracted from the tips can be used as the basis for sizing. For example, if a receiver is placed to the right of the crack shown in Fig. 7(«) , the signal diffracted from the upper tip will arrive sooner than that from the lower tip, and the length of the crack can be computed from the time difference [75] . The same information can be recovered in the frequency domain by observing the constructive and destructive interferences of these two signals, such as was shown in Fig.  3(b) . Comparisons of measured and actual sizes of a simulated crack based on interference frequencies have been found to have accuracies on the order of 5 percent under good conditions [38] .
Similar concepts can be used if the crack breaks the surface of the part. In this case, the primary interference is between the signal diffracted from the crack tip and the corner reflection produced by sequential reflections from the crack face and the part surface [76] . Figure lib) shows the reconstruction of the edge of a fatigue crack in a simulated bore of a turbine rotor [77] . Other applications of the interference of tip-diffracted signals have been found in sizing cracks in weldments in nuclear power plant pressure vessels [78] and in laboratory studies of the growth of fatigue cracks in compact tension specimen [79] .
The foregoing arguments have relied on a priori assumptions regarding the shape, and in some cases the orientation, of the crack. A more general approach involves an inverse solution to equation (2) . This has been recently accomplished based on both the Kichhoff approximation [80] and Fermat's principle [81] . Results have also been obtained for the case of slightly anisotropic media [82] and preliminary inversions of experimental data have been successful [83] .
The preceding concepts have been presented for the case of examining cracks with longitudinal or transverse waves. The interference of Rayleigh wave signals diffracted from crack tips have also been used to size surface-breaking cracks [84] . In addition, the change in spectral content of a Rayleigh wave that has had the high-frequency (near-surface) components preferentially absorbed by propagating past a crack has been used effectively [85] [86] [87] .
For volumetric flaws such as inclusions and voids, the short wavelength scattering can be considered to be the superposition of energy traveling along various ray paths. In measurements of the scattering from smooth objects it has been found that specular reflections, creep rays propagating around the periphery of the object, and rays propagating through the interior of the object make major contributions to the received signals and that the time and amplitudes of these rays can be used in sizing and identifying the material of the flaw [88] [89] [90] [91] . Alternatively, the information can be deduced from the resonances produced by the interferences of these rays [88, [92] [93] [94] [95] . However, experiments indicate that the creeping ray may be highly damped by the surface roughness of naturally occurring flaws [91] , and the robustness of sizing techniques based on these ray paths may not be as great as desired for naturally occurring flaws.
Inverse scattering solutions have also been developed for reconstructing the shapes of volumetric flaws. The two that have received the most investigation are the Inverse Born Approximation (IBA) and the Physical Optics Far Field Inverse Scattering (POFFIS) algorithm. Although derived from significantly different physical models, the two approaches yield algorithms that have many similarities.
The IBA [96] [97] [98] [99] [100] [101] [102] [103] [104] [105] was derived as an inverse solution to the elastic wave equation in the weak scattering limit. It is a reconstruction algorithm consisting of an inverse Fourier transform of the scattering amplitudes measured at appropriate angles and frequencies. Much attention has been given to the case of spherically symmetric objects, for which only a one-dimensional inverse transform is required [96, 97] . Despite the weak scattering assumption in the derivation, the algorithm has been found to accurately predict the size of voids and to be fairly robust in the presence of noise and limited bandwidth [98] . If the scatterer is an ellipsoid, the same one-dimensional algorithm has been shown to reconstruct the distance from the flaw centroid to the plane of tangency of the incident wave fronts [97] . Reconstruction of the shapes of ellipsoidal voids from experimental data has been successfully accomplished [99, 100] , as illustrated in Fig.  8 , and naturally occurring inclusions in aircraft engine turbine materials have been correctly sized [99] . Although difficulties can be encountered when the approach is applied to multiple, irregular, or highly resonant inclusion [101] , a good under standing of the significant successes of this algorithm originally based on weak scattering assumptions, is emerging [102, 103] .
The full three-dimensional form of the IBA has been studied less extensivley. However, it has been reported to be able to reconstruct shapes of complex defects such as cracks growing out of voids [104] and the effects of finite aperture have been identified [105] .
POFFIS [106, 107] was derived as an inverse solution to the scattering from voids, as described by the physical optics approximation. The algorithm again consists of the evaluation of the inverse Fourier transform of measured scattered fields. However, instead of reconstructing the characteristic function of the flaw (defined to be unity on the interior and zero on the exterior) as in the IBA, the normal derivation of this function, i.e., the flaw edge, is reconstructed. In a recent comparison of inverse scattering algorithms based on synthetic data, POFFIS has been found to be applicable to a wide range of flaw shapes [108] .
There is a great deal of conceptual similarity between the processing employed in IBA, POFFIS, and synthetic aperture imaging [109, 110] . In the time domain, each can be qualitatively thought of as a procedure whereby the signals received at multiple transducer locations are superimposed with phase shifts chosen to produce constructive interference in the reconstruction plane when a scatterer is present at the corresponding position in the object plane. In synthetic aperture imaging, the detailed form of this superposition is based on time-of-flight arguments, while POFFIS is developed as a rigorous inverse solution of the physical optics scattering model. In each case, time is measured with respect to the excitation of the transmitting transducer. The IBA differs by the explicit utilization of low-frequency scattering information to determine the time at which the illuminating wave would reach the flaw centroid. All computations in the reconstruction are made with respect to this time [102] . For isotropic media, this approach has been shown to be equivalent to synthetic aperture imaging. However, it appears less sensitive to errors produced by anisotropic velocities [110] . This advantage is achieved at the expense of greater bandwidth requirements on the measurement.
A unique feature that distinguishes elastic wave scattering from acoustic scattering is the richness of information contained in the scattered fields when the wavelength is large with respect to the object size. A striking example is the direct relationship that has been observed between the amplitude of the long wavelength scattering and the maximum value of the reduced stress intensity factor on the periphery of an elliptical crack [111] . This result suggests that the strength of cracks in brittle materials could be directly deduced from a single nondestructive backscattering measurement made normal to the crack face. After extension of the theory to the case of illumination of surface-breaking cracks with elastic Rayleigh waves [42] , the direct prediction of strength was confirmed in a set of destructive tests on pyrex [112] , Fig. 9 . It has also been found that long wavelength scattering measurements are strongly influenced by partial contact of the crack faces, such as would be produced by closure stresses. In the previously cited pyrex measurements, a slight preload was applied to the specimen to avoid this problem. For machining or indentation-induced cracks in silicon nitride, procedures have identified that correct for the closure and provided a conservative prediction of failure loads [113] . The sensitivity to partial contact has also been used as a tool study the closure phenomenon in fatigue cracks grown in aluminum [114, 115] . Application of the long wavelength scattering of SH waves to the problem of detecting and sizing cracks in butt weldments is also under investigation [116] [117] [118] . Scattering at long wavelength produces information regarding volumetric inclusions as well as cracks [119] . It has been found that, for a generalized flaw with possibly anisotropic elastic constants, up to 22 independent parameters can be extracted from measurements of long wavelength scattering at all angles [120, 121] . These are functions of the flaw's size, shape, orientation, and material parameters. Probabilistic inversion methods have been applied to experimental data [122] to determine the size, shape, and orientation of a spheroidal void in a titanium alloy. However, it should be noted that certain combinations of material parameters are not readily determined [123] from long wavelength scattering. Techniques have also been proposed to use the long wavelength scattering characteristics to differentiate cracks from inclusions [124] .
As noted in the foregoing, no practical nondestructive measurement technique collects enough useful information to allow a totally general and unbiased reconstruction of the flaw and assumptions are explicitly or implicitly made in all sizing algorithms. For example, in the case of long wavelength scattering, this assumption takes the form of the implied statement, "If the discontinuity that has been detected is an elliptical crack normal to the measurement beam, then the maximum value of the reduced stress intensity factor must be . . .". In practice, the truth of such assumptions cannot be known absolutely. A probabilistic inversion technique has been developed that allows these assumptions to be introduced in a statistical way and has the additional advantage of assigning variances to the estimates of flaw parameters [125] . Figure 10 presents the result of determining the material and size of spherical inclusions in Si 3 N 4 ceramic by this technique. Here estimates are obtained of P(x,g \y), the probability that the flaw has a size x and composition g given the measurement result y. By integrating over x, P(g \y), the probability of composition g, can be obtained. For the case presented, the correct flaw material, Fe, has the highest probability (71 percent) while the estimated flaw radius, 209 ixm, is within 2 percent of the correct value.
The role of quantitative nondestructive evaluation does not end with a probabilistic assessment of the flaw state. This information must be combined with probabilistic failure models, loading and environmental information, and risk analysis to allow a final accept-reject decision to be made [2, 126] .
Determination of Material Properties
The detection and sizing of discrete flaws has received by far the greatest attention in quantitative nondestructive evaluation because of the importance of this information in fracture mechanics or other failure modeling methodologies. Nondestructive techniques for measuring material properties such as fracture toughness, strength, fatigue damage, or residual stress would also be of great value in predicting the remaining lifetime or assessing other structural properties of components. In general, the microstructural changes that determine these mechanical properties also influence the ultrasonic velocity, scattering, or attenuation. Unfortunately, other microstructural changes not related to the mechanical property of interest modify these ultrasonic wave propagation parameters as well. The primary technical challenge lies in developing techniques to uniquely determine one mechanical property from the measurements. Success generally depends on a combined knowledge of material microstructure, elastic wave propagation and scattering, and measurement techniques.
The measurement of residual stress is a good example [ 127] . The application of a stress to a material and its subsequent deformation causes a shift in the ultrasonic velocity through a variety of mechanisms, including changes in the density, effective elastic constants, propagation distances, and dimensions [128] . For typical materials, velocity changes induced by stresses in the elastic range are linearly related to those stresses. If the acoustoelastic proportionality constants are known, simple stress fields can be measured. Figure 11 illustrates this for the case of the stresses surrounding a crack [129] .
Although major progress has been made in the problem of measuring simple stress fields in materials of known acoustoelastic constants, the problem of measuring more complex, spatially varying stresses or stresses in materials with unknown microstructure requires considerably more effort. Approaches under investigation in the latter area include the measurement of the velocities of horizontally polarized shear waves for several combinations of polarization and propagation directions, [130] [131] [132] , which allows stress-induced changes in the wave velocity to be separated from changes due to anisotropic elastic constants, and measurements of the temperature dependence of the ultrasonic velocity [133] , which also varies linearly with stress but appears to be less influenced by microstructural effects than the velocity itself.
The microstructurally induced shifts in ultrasonic velocity, which compete with stress-induced shifts, can be used to advantage in tests for other properties. For example, in cast iron, highest strength is produced when the carbon agglomerates into spheroidal particles, or nodules, during solidification (nodular cast iron) as opposed to forming much weaker graphite flakes (gray iron). The ultrasonic velocity has been shown to increase monatonically with nodularity, yield strength, and ultimate strength for the material [134, 135] , This effect is the basis of on-line techniques used, for example, by the automotive industry to ensure that their castings have the proper microstructure [136, 137] .
A number of other material properties can also be sensed by ultrasonic attenuation and/or velocity measurements [137] [138] [139] [140] [141] . Included are grain size [142] , fatigue damage [143] , fracture toughness [144] , and porosity [145] . Ultrasonic harmonic generation has also been found to be sensitive to fatigue damage [146] . The practical application of these techniques depends on a good theoretical understanding of the interaction, coupled with conditions in which microstructural variations are sufficiently controlled that competing effects are minimized.
Acoustic Emission
Acoustic emissions are transient elastic waves generated by the rapid release of energy during the deformation of a solid body. Under certain conditions, they are produced by failure related processes, such as the breaking of brittle inclusions during the propagation of fatigue cracks. They thus serve as an early warning of degradation of the structure. Since they are stimulated by the application of a load, rather than an illuminating ultrasonic beam, and since their radiation is often omnidirectional, a large structure can be monitored with just a few sensors, separated by distances on the order of meters. Emission source location can often be determined by triangulation schemes based on the times of arrival of the signal at three distinct transducers. A typical example of acoustic emission testing occurs during the proof test of a pressure vessel. A load is applied somewhat in excess of the operating load. The absence of emissions is taken to signify that no significant crack extension or other failure related deformations occurred and hence that the vessel is suitable for a period of service defined by the detailed methodology of the proof test.
Considerable information concerning the deformation processes producing the emission are, in principle, contained in the temporal and angular distributions of the emissions. However, this is corrupted by two factors. First, competing operational noises, such as are produced by fluid flow in hydraulic systems, can mask low-level acoustic emissions. Hence, only a fraction of the true emissions can be detected. Second, material attenuation and component geometry can strongly modify the signals, as illustrated in Fig. 12 . The time history of the emission will depend on the detailed microscopic process responsible for its generation. In general, one might expect a short-duration, broadband pulse with a rise time given approximately by the distance over which microscopic failure occurred divided by the speed of crack propagation. For example, in the failure of a brittle inclusion of 5 ixm diameter occurring at 10 percent of the ultrasonic shear wave velocity (0.3mm//xsec), the rise time would be on the order of 17 nsec. Thus, spectral content up to 50 MHz would be anticipated. However, since the higher frequencies are preferentially absorbed by grain boundary scattering in polycrystalline metals, frequencies above a few MHz are generally not observed at the receiver location. Furthermore, since many parts have rather complex shapes and the receiver may be some distance away from the source location, the signal is further distorted by the interference of multiple arrivals. Finally, for sensitivity reasons, the sensor often has a narrow bandwidth, which again filters the "true" signal. The combination of these factors renders source identification from observed signals a challenging problem in real structures.
Because of the many successful applications and the tremendous potential of acoustic emission in the surveilance of large structures, considerable research is being performed to solve these problem [147] [148] [149] [150] [151] . Elements include the microstructural origins of the emissions, the radiation characteristics of these sources, and the filtering of this radiation by finite geometries such as plates. More details may be found in the reveiw article cited in the foregoing.
Future Directions
Despite the accomplishments represented by the research just discussed, further challenges remain before these approaches can be considered fully developed engineering tools. Some examples are discussed in the following.
Computational tools are available for treating scattering from single and multiple cracks of simple shape. However, this must be extended to the more complex flaw shapes found in practice. Examples include fatigue cracks in which closure stresses have produced multiple contact of asperities near the tip, intergrannular stress corrosion cracks with multiple facets and branches following grain boundaries, inclusions with irregular boundaries, and inclusions that are only in partial contact with the host material. The influences of complexshaped part surfaces and anisotropic and inhomogeneous materials on ultrasonic beam propagation are important questions. Austenitic stainless steel welds and composite materials are good examples of the latter. In the areas of material property measurement and acoustic emission, considerable work also remains, as was indicated in the text.
Despite the magnitude of these remaining problems, the progress that has been made in the last decade suggests quantitative ultrasonic nondestructive evaluation will become an increasingly important engineering tool, standing side by side with fracture mechanics, in the future. 
