Discrete choice models as demand forecasting techniques have been used for transportation applications for more than thirty years. The multinomial and nested logit models are probably the most widely applied in this context. Alternative speci c constants (ASCs), although playing an important role in these models, have received very little attention in theoretical studies. In this paper, we try to ll this gap by providing an analysis of the overspeci cation caused by ASCs to the log-likelihood function of multinomial and nested logit models. The theoretical results lead directly to a particular strategy of ASC speci cation, called here the orthogonal strategy. The analysis of the relationship between any two arbitrary strategies and the derivation of an interesting geometrical property of the orthogonal strategy provide a motivation to prefer the latter.
Introduction
Discrete choice models have been developed in several elds, as mathematical psychology, biometric and marketing (see McFadden and Manski, 1981 , for example). As demand forecasting techniques, they have been used for transportation applications for more than thirty years. The multinomial and nested logit models are probably the most widely applied in this context. They have been analyzed in details in the literature (see, for example, McFadden, 1981 and Lerman, 1985) .
Alternative speci c constants (ASCs) play an important role in these models: they correspond to the expectation of the random error term, and thus represent preferences, which are inherent and independent of speci c attribute values, towards the alternatives. Furthermore, an incorrect choice of ASCs can cause model overspeci cation. Despite their importance, a detailed analysis of the role of ASCs is not available in the literature, at least to the authors' knowledge. Amongst the published references, Ben-Akiva and Lerman (1985) suggest avoiding overspeci cation of multinomial models by de ning only J-1 ASCs for a choice set of size J. A common practice in this case is thus to assume that one (arbitrary) ASC is equal to zero. Simple generalizations of this principle to nested-logit models typically result in either equating one ASC to zero and estimating the rest (Daganzo and Kusnic, 1993) , or in applying the same principle to all levels of the hierarchy (Ben Akiva M., private communication, March 1995) .
In this paper, the role of ASCs is analyzed in detail from a complete description of the geometry of the overspeci ed log-likelihood function. A characterization of the overspeci cation due to the ASCs is fully developed, through the de nition of the invariant subspace, which includes all the directions producing no changes to the log-likelihood. This leads to the identi cation of the subspace containing all the relevant geometrical information, that is the subspace orthogonal to the invariant subspace. After showing that an in nite number of di erent strategies can be used to overcome the overspeci cation problem, it is proved that any two strategies are equivalent up to a non-singular linear transformation of the variables of the optimization problem.
In addition to the presentation of commonly known strategies to remove overspeci cation, a new strategy, called here the orthogonal strategy, is described. It is deduced directly from the theoretical results presented in this paper and exhibits an interesting and desirable geometrical property.
The paper is organized as follows. Section 2 introduces brie y the Nested Logit Model. Section 3 develops the geometrical characteristics of the overspeci ed log-likelihood function, while Section 4 describes some speci cation strategies, analyzes their relationship and establishes the optimal geometric nature of the orthogonal strategy. Before concluding in Section 6, important algorithmic implications and practical comments are provided in Section 5.
The Nested Logit Model
The structure of a nested logit model is commonly represented by a directed tree T , the vertices, or nodes, of which feature alternatives of the choice process (see for example, Lerman, 1985, or Daly, 1987) . The (unique) predecessor of a node k is called its father and is denoted byk. The set C(k) = f`2 T j~= kg (1) is called the set of the children of node k. The nodes in T are partitioned into three subsets: the root, the elemental nodes and the structural nodes. The root is the only node, noted r, that has no father. The set of elemental nodes E is de ned as the set of nodes without children, and the set of structural nodes S is de ned as the set of nodes with children, excluding the root. S = f`2 T ;`6 = r j C(`) 6 = ;g:
(2) The model is said to be multinomial if all nodes except the root are elementary.
In a linear logit model, the systematic part of the utility function associated by a given individual with an elemental node k has the following form:
where k 2 E, x ik is the ith characteristic experienced by the individual for alternative k, i is the (unknown) coe cient representing the relative importance of characteristic i and c k is the alternative speci c constant (ASC) associated with alternative k. The ASC represents the expectation of the stochastic part of the utility function. Incorporating it in the deterministic part allows the assumption of zero mean to be always valid.
The utility function associated with a structural node k for a given individual has the form:
where k 2 S, the rst two terms of the right-hand side correspond to the part of the utility function speci c to node k, and k 2 IR is the (unknown) structural coe cient associated with node k. We note that an ASC is associated with every node of the tree but the root. It is emphasized that, contrary to Daganzo and Kusnic (1993) , speci cation of utility functions (and of ASCs) for structural nodes is enabled here.
The choice model is de ned by the speci cation of the probability Prob(k) that the given individual chooses alternative k. This probability can be speci ed recursively as follows. Ifk = r (that is if k is a child of the root), then
otherwise,
Note that only (5) applies to multinomial models. It can be assumed, without loss of generality, that the scale parameter associated to the root, r , is equal to 1. It is well-known that a model including all n ASCs produces an overspeci ed log-likelihood function (see Ben-Akiva and Lerman, 1985) . Such a situation must be avoided because it prevents many estimation procedures from nding an optimal solution to problem (8). While some of the more robust methods nevertheless succeed in converging (see, for example, Bierlaire, 1995) , their speed of convergence can be very slow. This problem is due to the singularity of the second derivatives matrix (or Hessian matrix) of the log-likelihood function. Moreover, the usual estimation of the variance-covariance matrix, which involves the inverse of this Hessian, cannot be computed in this case.
In this paper, we will concentrate on the overspeci cation arising from the ASCs and will not consider other possible sources depending on the data and model structure. The overspeci cation in the multinomial case arises because adding the same quantity to the utilities of all alternatives does not a ect the loglikelihood of the sample. This is characterized by Theorem 1.
Theorem 1 Let L( ; c) be the log-likelihood function of an arbitrary sample for a multinomial model with n alternatives and q coe cients. Then L( ; c) = L( ; c + z) 8z 2 spanfeg; (9) where e = (1; 1; : : : ; 1) T is the vector of all ones (the superscript T denoting the transpose operator), and spanfeg is the subspace containing all linear combinations of e.
The proof is directly obtained from the form of the logit model in (5). We then say that M = spanfeg (10) is an invariant subspace associated with L.
Characterizing the overspeci cation in the nested case is slightly more complex. Indeed, the source of overspeci cation is at least twofold. First, the root and its children, considered as a multinomial sub-model, may cause overspeci cation, as characterized by the next theorem.
Theorem 2 Let L( ; ; c) be the log-likelihood function of an arbitrary sample for a nested model with n nodes, jSj structural nodes and q coe cients. 
and e k = (0; 0; : : : ; 1; : : : ; 0) T is the unit vector composed of zeros, except for the kth entry which is 1.
The proof is directly obtained from (5). The vector v r is composed of zeros, except for entries corresponding to the children of the root which are ones, that is k 6 2 C(r) () e T k v r = 0; and k 2 C(r) () e T k v r = 1:
(13) The second source of overspeci cation is related to de nition (4) of the utility of structural nodes. Indeed, if a constant is added to the utility of each child of a structural node k and subtracted from the utility of k, then the global utility of node k is unchanged, and neither is the log-likelihood function.
Theorem 3 Let L( ; ; c) be the log-likelihood function of an arbitrary sample for a nested model with n nodes, jSj structural nodes and q coe cients. Then, for each k 2 S, we have that L( ; ; c) = L( ; ; c + z) 8z 2 spanfv k g;
where
The proof is directly obtained from (4). We next de ne the invariant subspace M of IR n . will complete the proof.
We deduce from Daganzo and Kusnic (1992) that, for xed and , the log-likelihood function is strictly concave if no utility (and, therefore, no ASC) is associated with the jSj structural nodes and one arbitrarily selected elementary node, say the rst. It means that there exists a subspace C, with dimC = n ? (jSj + 1), such that (7) is strictly concave along any direction belonging to C. By de nition of M , we have that M \ C = ;. Therefore, Consider for example a nested model with two structural nodes based on the tree structure shown in Figure 1 Note that the proof of the theorem implies that the same result applies not only to the gradient and Hessian of the log-likelihood functions, but also to all higher order derivatives.
After examining the behavior of the overspeci ed log-likelihood function and its derivatives, we are now in position to specify strategies to overcome this overspeci cation.
3 Strategies for resolving the overspeci cation
In order to avoid the under-determinacy in c due to the existence of the invariant subspace M, it is necessary to constrain the log-likelihood's maximization to a subspace C complement to M, that is for which
We denote by C the constraint subspace, whose dimension is dim(C) = n ? (jSj+1) = jEj?1. We note here that there are in nitely many such subspaces, and that we only need to select one in order to avoid overspeci cation. Since Theorem 6 indicates that all the relevant function and derivative information is contained in C ? , it is natural to choose the constraint subspace C to be identical to C ? . We call this particular ASC speci cation strategy the orthogonal strategy. We now characterize C ? from the de nition of M.
The hyperplane orthogonal to v r de ned by (12) 
The constraint subspace C ? is then the intersection of the hyperplanes dened by (26) and (27). Referring to the tree shown in Figure 1 , (26) and (27) (28) As far as the authors are aware, the orthogonal strategy is not used in practice. We next describe several alternative techniques for choosing C that are applied in the eld, both for the multinomial and the nested case. The technique most widely used for the multinomial case has been described namely by Ben-Akiva and Lerman (1985) and consists of selecting an arbitrary node b for which the ASC is constrained to be zero. The corresponding constraint subspace is then given by 
Note here that the n possible choices for b yield n di erent C b m . This technique is appealing because both the interpretation of the estimated ASCs and its practical implementation are straightforward.
Two methods seem to be used in practice for ASC speci cation in the case of nested models. The rst is inherited from the technique we just described for the multinomial case and appears, for instance, in Daganzo and Kusnic (1992) : an elemental node b is chosen arbitrarily and its ASC is constrained to be zero, as are the ASCs associated with structural nodes. It is called here the elemental strategy, because the hierarchical structure of the model is not taken into account.
Choosing an arbitrary b 2 E, the constraint subspace C b e is de ned as 
The second strategy also draws its inspiration from the multinomial practice. However, in contrast to the previous one, the structure of the tree is now explicitly taken into account. It is therefore called here the structural strategy. For the root r and each of the jSj structural nodes k, we select one and only one arbitrary child, denoted b r and b k , respectively, whose associated constant is constrained to be zero. We also de ne B def = fb r g fb k j k 2 Sg (32) to be the set of all such nodes. The constraint subspace C h is then given by whose solution is a particular solution of (8). De ning R to be any full-rank matrix whose columns span C, the constrained problem^ (C) can be further reformulated as an unconstrained problem given by (C; R) = (35) Equations (28), (31) and (34) provide examples of such R.
The next theorem emphasizes that moving from one particular unconstrained problem to another is equivalent to a linear transformation of the variables.
Theorem 7 Let C 1 and C 2 be two constraint subspaces verifying (25), and spanned by the columns of the full rank matrices R 1 and R 2 , respectively. We then have that L( ; ; R 2 z 2 ) = L( ; ; R 2 T z 1 ) for any z 1 ; z 2 2 IR jEj?1 , where the linear nonsingular operator T is de ned as
where the superscript + denotes the Moore-Penrose generalized inverse, and F C 2 is the projection on C 2 along the invariant subspace M.
Proof. Recalling that the log-likelihood function remains invariant along directions lying in M, we denote by M(c) = fc + z j z 2 Mg (37) the translated invariant subspace of the log-likelihood function at any point of the form ( ; ; c). We then de ne the (generally non-orthogonal) projection onto a constraint subspace C along M by F C c = M(c) \ C; (38) for any c 2 IR n and any choice of the subspace C, where the intersection of the right-hand side is unique because of (25). This projection has the important property that it does not alter the value of the log-likelihood function, in the sense that L( ; ; c) = L( ; ; F C c) (39) for all choices of C, , and all c 2 IR n . Because M(c) = M(F C c) holds by de nition for all c and for each constraint subspace C, we deduce the important property that, for any constraint subspaces C 1 and C 2 , the restriction of F C 2 to C 1 is bijective from C 1 to C 2 and
for each c 1 2 C 1 . Note also that F C ? = P ? , the orthogonal projection onto C ? as de ned in Theorem 6. The result is directly obtained from de nition (38). The non-singularity of the linear operator results from (40) This theorem raises the question whether local maxima of^ (C 1 ) correspond, through the mapping T , to local maxima of^ (C 2 ). This point is settled by the following easy corollary.
Corollary 8 Let C 1 and C 2 be two constraint subspaces verifying (25), spanned by the columns of the full rank matrices R 1 and R 2 , respectively. Also let ( ; ; z 1 ) be an (isolated) local maximum of problem (C 1 ; R 1 ). Then ( ; ; T z 1 ) is an (isolated) local maximum of problem (C 2 ; R 2 ).
Proof. The result immediately follows from the observation that problem (C 2 ; R 2 ) can be deduced from (C 1 ; R 1 ) by the nonsingular linear transformation T de ned by (36). 2
This con rms the well-known result that the optimal values of and do not depend on the particular speci cation of the ASCs, that is on the particular choice of the constraint subspace C.
The next theorem investigates the geometric properties of the log-likelihood function for di erent ASC speci cation strategies, that is for di erent choices Newton's method and quasi-Newton's methods of the Broyden family, combined with line searches, are some of the most popular techniques having this property. A detailed analysis of the invariance of algorithms is provided by Fletcher, 1987 , pages 57{62. However, most of the methods designed to explicitly handle non-concavity in the quadratic model, like trust region methods (used namely in the HieLoW package by Bierlaire, 1995) and modi ed Newton methods (like the version described by Berndt, Hall, Hall and Hausman, 1974, used namely in ALOGIT (Daly, 1987) , and DFP, used in LIMDEP, Version 7.0, 1995), are not independent from a linear transformation of the variables. In theory, trust region and modi ed Newton's methods can both be viewed as resolving the inde niteness or singularity of the Hessian by subtracting from it a positive multiple of the identity matrix, so as to obtain a safely negative de nite matrix r 2 L ? I. The geometrical property of the orthogonal strategy, characterized by Theorem 9, insures to be minimum in this case. The choice of the orthogonal strategy therefore implies an optimal behavior of such algorithms, in that the true Hessian is perturbed as little as possible.
Finally, we observe that, if the estimation algorithm does not feature a scaling invariant stopping criterion, then the maximization can be terminated prematurely, if the orthogonal strategy is not used. Indeed, from Theorem 6 and the strict triangular inequality, the norm of the gradient is smaller than the norm of its projection onto the orthogonal subspace. This e ect increases when the chosen constraint subspace approaches the invariant subspace.
Before concluding the paper, we mention some practical aspects of the ASC speci cation in general, and of the orthogonal strategy in particular.
1. The geometrical property of the orthogonal strategy described by Theorem 9 is based on an orthogonal projection onto C ? . Therefore, the matrix R ? in problem (C ? ; R ? ) has to be orthogonal. It is not a severe restriction, because the matrices typically arising in this context can be orthogonalized through a Gram-Schmidt or a Householder process (see, for instance, Golub and Van Loan, 1989 ). 2. We emphasize that the choice of the alternatives whose ASC are constrained to be zero in elemental and structural strategies is not arbitrary. Indeed, a di erent choice corresponds to a di erent constraint subspace. The behavior of an algorithm which is not invariant with regard to a linear transformation of the variables, can therefore di er from one choice to another. 3. The results of estimating ASCs using the orthogonal strategy may not be interpreted in a straightforward way. However, an equivalent and clearer solution can be easily obtained from the characterization ( Automatic speci cation of all the strategies described in this paper has been included in HieLoW (Bierlaire, 1995) .
Conclusion
Log-likelihood estimation of multinomial and nested logit models is a technique present in many applications, particularly for transportation demand analysis and forecast. In this paper, the overspeci cation of the associated log-likelihood function due to the ASCs has been analyzed in detail and a geometrical description has been derived. The proposed formulation for the invariant subspace has been proved to fully characterize the overspeci cation due to the ASCs. Moreover, the subspace containing all the relevant geometrical information has been identi ed as the subspace orthogonal to the invariant subspace. This result has provided a natural technique, called the orthogonal strategy, to overcome the overspeci cation problem, by imposing feasible solutions to lie in this particular subspace. Since the orthogonal strategy does not seem to be used in practice, other classical strategies have also been presented. The relationship between any two arbitrary strategies has been characterized by a non-singular linear transformation of the maximization problem variables. We recommend to use the orthogonal strategy in practical applications, not only because of its maximum curvature property, which has desirable algorithmic implications, but mainly because all
