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Abstract
The Vehicle Routing Problem (VRP) plays acentral role in the fields of physical distribution and logistics.
Generally, the VRP consists of the following elements; one or several depots, customers’ locations and their
demands, travel times or costs between customers, and one or more vehicles and their capacities. The objective
of the problem is to minimize the total distance (time) traveled by all the vehicles. Stochastic Vehicle Routing
Problem (SVRP) arises whenever some elements of the problem are random. Common examples are stochastic
demands and stochastic travel times. In this paper, the SVRP with stochastic travel times is considered. We
present how the 0-learning technique, one of the reinforcement learning methods, can be applied to solve the
SVRP with stochastic travel times. And then we propose anew learning based algorithm for the SVRP. The
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