There is considerable research in the field of content-based image retrieval (CBIR); however, few of the current systems incorporate radiologists' visual impression of image similarity. Our objective is to bridge the semantic gap between radiologists' ratings and image features. We have been developing a conceptual-based similarity model derived from content-based similarity to improve CBIR. Previous work in our lab reduced the Lung Image Database Consortium (LIDC) data set into a selection of 149 images of unique nodules, each containing nine semantic ratings by four radiologists and 64 computed image features. After evaluating the similarity measures for both content-based and semantic-based features, we selected 116 nodule pairs with a high correlation between both similarities. These pairs were used to generate a linear regression model that predicts semantic similarity with content similarity input with an R 2 value of 0.871. The characteristics and features of nodules that were used for the model were also investigated.
INTRODUCTION
Lung cancer has one of the shortest survival rates after diagnosis of all cancers.
1 Studies show that the presence of similar images assists radiologists in correctly diagnosing lung nodules as benign or malignant.
2 Content-based image retrieval (CBIR) systems, where image features of a query image are compared to a database of images, are employed to obtain similar images. One such system is BRISC, implemented in previous work by Lam et al. 3 Lam computed 40 image features using three texture models: Haralick co-occurrence matrices, Gabor filters, and Markov random fields to construct a CBIR system for pulmonary nodules. Furthermore, Lam found that image features generated from Gabor texture model produced the best retrieval results.
However, content-based similarity obtained from computer algorithms does not necessarily correspond to a human perception of image similarity. In order to bridge this gap, Jabon et al. 4 expanded the BRISC project by taking into account both content and semantic based features. Using the National Institutes of Health (NIH) Lung Image Database Consortium (LIDC), Jabon compared the content-based retrieval using 64 image features and the semantic-based retrieval using four radiologists' ratings on seven nodule characteristics. Jabon discovered that a substantial number of nodules recognized as similar semantically were also similar based on image features.
In this paper, we extend the work by Jabon by constructing a linear model between the two types of retrieval systems, content-based and semantic-based, for a certain number of LIDC lung nodule pairs. By establishing the linear relationship, we aim to predict the semantic similarity given only content-based features.
RELATED WORKS
Numerous Computer-Aided Diagnosis (CADx) systems based on low-level image features and lung nodule characteristics (such as nodule size, shape, calcification, and internal structure) have been developed to characterize lung nodules as benign or malignant. One such system was built by Armato et al. 5 who set up an automated classification based on a linear discriminant analysis (LDA) to differentiate malignant and benign lung nodules in low-dose computed tomography (CT). In their study, the features shape characteristics of lung nodules were merged through a linear discriminant classifier to classify the nodules. Although these studies illustrate that low-level image features can be used to distinguish between malignant and benign nodules, it is important to incorporate radiologists' knowledge into the process and to understand the relationship between the image features and radiologists' annotations. Such understanding can not only improve diagnosis of malignant lung nodules, but also simplify and accelerate the radiology interpretation process as suggested by Kahn et al. 6 In the medical imaging area, efforts to find the relationship between image features and subjective or semantic ratings were spearheaded by Barb et al. 7 and Raicu et al. 8 Barb developed a framework that manages visual content of lung pathologies. The framework named Evolutionary System for Semantic Exchange of Information in Collaborative Environments (ESSENCE) uses semantic methods to describe visual abnormalities and exchange knowledge in the medical domain. The framework largely consists of a semantic domain, a feature domain, and a preference domain. The semantic domain contains semantic ratings assigned by users (physicians), a feature domain stores image features extracted by feature extraction algorithms, and the preference domain contains user preferences. Fuzzy logic techniques were employed to map from low-level image features to high-level semantic terms and to retrieve images using both computed image features and physician-defined semantics. More recently, Raicu et al. developed two semi-supervised methods to predict semantic ratings for lung nodules from the Lung Image Database Consortium (LIDC) given low-level image features. Using an ensemble of classifiers from DECORATE 9 and decision trees, they were able to improve the accuracy prediction of semantic ratings by 50 % on average despite the variability in the radiologists' interpretation.
While the above work focuses on the relationship between the image features and the semantic characteristics in terms of their prediction power (for example how well image features can be used to predict the spiculation perception of a lung nodule in Raicu et at.), there is some work that focuses on finding the same relationships but with respect to how closely the image features capture the human perception of similarity. For mammographic masses, much work has been done to establish the relationship between image features and radiologists' similarity perception. Muramatsu et al. 10 used an ANN to find the relationship between the image features and the radiologists' ratings on mammograms. The subjective similarity ratings for 300 pairs of images with clustered microcalcifications were obtained from ten radiologists and the average values of these ratings were used as teaching data for a three-layer feed-forward ANN with a backpropagation algorithm. Seven image features were used as inputs and the ANN was trained to predict the semantic similarity called a psychophysical similarity measure. The correlation coefficient between the radiologists' ratings and the psychophysical similarity measure was 0.71.
More recently, preliminary work by Muramatsu et al. 11 links image features to the Breast Imaging Reporting and Data System (BI-RADS). Using an artificial neural network (ANN), Muramatsu et al. determined similarity measures between subjective features (BI-RADS descriptors assigned by radiologists) and objective features (computed image features) for pairs of breast masses. The ANN was trained with average ratings by 10 breast radiologists as teaching data and the BI-RADS lesion descriptors or image features as input data. Several feature combinations were tested, and the leave-one-out method was used to test the ANN. Muramatsu et al. found that when the BI-RADS descriptors were used as input data for the ANN, the correlation coefficient was decent. However, when the combinations of image features and the BI-RADS descriptors were used as input, the correlation coefficients were relatively high.
For pulmonary nodules, there is not much work done to investigate the correlation between the computer similarity results and the radiologists' similarity perception. Two notable works in this area are presented by Samala et al. 12 and Li et al.
cases (28 lung nodules and 14 non-nodules) from LIDC for the feature characterization, and a total of 11 features were computed. Correlation analysis and multiple regression analysis were used to find the relationship between radiologists' ratings and the computed features, and a three-layer feed-forward neural network was used to classify the abnormal and normal lung nodules. The correlation coefficients between the radiologists' annotations on 9 characteristics and 11 computed image features range from 0.2693 to 0.5178. Using the multiple regression analysis, Samala et al. discovered that the higher number of features, the higher squared multiple correlation coefficients (R 2 ).
Li computed similarity measures using four different techniques: feature-based, pixel-value-difference-based, cross-correlation-based, and ANN-based techniques. They discovered that the Artificial Neural Network (ANN) technique gave the highest correlation, 0.72. The input layer takes seven content-based image features, while the semantic similarity ratings by ten radiologists were used as a teaching signal. 240 pairs of lung nodules were used for the ANN, and the leave-one-out method was applied to verify the effectiveness of the ANN. The proposed approach is most similar to Li's work, however, while Li investigates the absolute similarity for nodule images, we propose to investigate a relative similarity with respect to semantic concepts that are used by LIDC radiologists to interpret lung nodules in the process of diagnosis.
MATERIALS AND METHODS

Semantic Ratings and Low-Level Image Features
The data in this research comes from the Lung Image Database Consortium (LIDC). The original database contains 85 CT scans and 1989 images (each nodule having multiple slices) where up to four radiologists delineated the boundary of lung nodules with sizes between 3 mm and 3 cm and rated nine characteristics for each identified nodule (calcification, internal structure, lobulation, malignancy, margin, sphericity, spiculation, subtlety, and texture). 13 See Appendix A for a description of each characteristic. Jabon 4 reduced the data set containing 1989 images to 149 images by selecting only one instance per nodule with the greatest nodule area. Hence, each of the 149 images represents a distinct lung nodule.
Only seven of the characteristics were used because two of them, calcification and internal structure, had very little variation. The radiologists' ratings were each confined into one value by taking the mode. When a unique mode did not exist, the median was found and rounded down to the nearest whole number. 4 Previous work extracted 64 features based on four categories: texture (Gabor, Markov Random Fields, and Haralick Co-Occurrence), size, shape, and intensity 3 shown in Table 1 . Each feature for the 149 nodules was normalized using the Min-Max method (values range from 0 to 1) and the Z-Score method (the mean and the standard deviation of values are 0 and 1) separately to evaluate the effectiveness of each. 
Similarity Measures
For the multivariate linear regression model, two types of similarity measures were employed: content-based and semantic-based. To determine the content-based similarity value for a pair of nodules, three similarity measures for the content-based features were used: Canberra, 14 Manhattan, and Euclidean; the Euclidean distance gave the best correlation, hence this measure was used.
S E (m, n) is the Euclidean distance between two nodules m and n using 64 content features f i (i = 1, 2, . . . , 64).
To determine the semantic-based similarity, a slightly modified cosine similarity was used. The semantic values exhibit a ceiling effect with some distance measures. The cosine similarity subtracted from 1 was used to minimize this effect on the ratings. The semantic similarity value of 0 for a pair of nodules represents an absolute similarity, while 1 indicates no similarity between the two nodules. Multiple radiologists' ratings for a nodule were collapsed to one rating as described in the previous section.
S C (m, n) refers to the cosine difference between two nodules m and n using seven semantic features c i (i = 1, 2, . . . , 7).
Pair Selection
Comparing the cosine and Euclidean values for all combinations of the 149 images (11,026 pairs total) gives a correlation coefficient of 0.11. It is hard to construct a regression model with this poor of a correlation, so a method of pair selection to obtain pairs that had a good correlation and were similar to one another was necessary. First, the k most similar images for each image using both semantic and content based image retrieval were retrieved. Then only the images with greater than or equal to m matches between both semantic and content similarities were found, and the correlation coefficient of these pairs was computed. The k was varied from 20 to 60, while m was changed from 1 to the greatest number of matches. k and m values where the correlation was the highest were selected.
Multivariate Regression Model
On the selected pairs (n) we performed a multivariate regression: ⎛ ⎜ ⎝ S C (1, 2) . . .
S C (i, j) is the cosine similarity for semantic characteristics for i and j nodules. d n (i, j) refers to the difference in the n th feature between i and j nodules. While the regression model can be implemented using each one of the features per nodule as an input variable for the regression model, we propose to work with the differences such that the number of features is not artificially doubled when predicting the nodule pairs' similarity. Three different measures to encode the differences in feature values, d n (i, j) for n = 1, 2, . . . , 63, 64, were applied separately and compared:
n | refers to the distance between i and j nodules for n th feature calculated as the absolute difference. β and ε are the correlation coefficients and the residuals, respectively. The coefficient of determination, R 2 , measures how well the regression model fits the data. This was implemented using MATLAB's regress function.
RESULTS
Pair Selection
The general trend for pair selection was an increase in correlation with increasing m until a certain drop off point, as demonstrated in Figure 1 Table 2 . The Z-Score normalized pairs were chosen for further examination, since those pairs have higher correlation coefficient than the pairs obtained from the Min-Max method. Figure 2 shows examples of both semantic and content based image retrieval using an LIDC DICOM Analyzer created by Rick Brock. 
Multivariate Linear Regression Analysis
The regression analysis returned correlation coefficients (β) for all 64 feature differences and the coefficient of determination, R 2 . Table 3 shows R 2 values for three types of feature differences, (5)- (7). Since the values for R 2 are very similar there is no significant difference in the way we choose to encode the differences in the individual features. We chose to implement our regression model using the absolute difference, d(i, j). Figure 3 shows an example of retrieval using the predicted similarity with our model and the corresponding cosine values. The selected pairs (n = 116) had an R 2 of 0.871. We performed a leave-one-out validation. In this validation, one pair from the 116 pairs was left out and the multivariate linear regression was performed for the remaining 115 pairs, and this process was repeated for the rest of the pairs one by one. The range and the average of the R 2 values were (0.864, 0.886) and 0.872, respectively. The mapping of content similarity versus semantic similarity for these 116 pairs is shown in Figure 4 along with all 11,026 pairs. As shown in Figure 4 , the 116 pairs are separated into three clusters. From our pair selection process using k = 60, only three nodules (nodule 96, 24, and 4) had number of matches greater than or equal to 38 (m = 38): nodule 96 had 38 matches, nodule 24 had 41 matches, and nodule 4 had 38 matches. The first cluster in Figure 4 (the cluster with the lowest Euclidean distance values) is consisted of 38 pairs that include nodule 96, the second cluster is composed of 41 pairs from nodule 24, and the last cluster had 38 pairs from nodule 4.
The coefficients from the regression determine which features are most important in differentiating the nodules we selected. Table 4 shows the most important ten features: two out of seven size features (29 %), six out of 40 texture features (15 %), and two out of nine intensity features (22 %) appear to be the most important. The coefficients for these ten features were significantly higher than the rest; the tenth coefficient was larger than the eleventh coefficient by 0.002. Thus the ten features were investigated. Nodule size (equivalent diameter) has the highest coefficient, and is therefore the most important feature for the determination of similarity measure. This is also supported by Li's work 2 which reports that effective diameter has the highest correlation coefficients among the features they used.
Performing the regression using these ten features gives an R 2 of only 0.665. Eleven of the least correlating features can be removed from the regression before the R 2 drops to 0.864; less than eleven removed maintains an R 2 close to 0.87. These features include seven texture features (one Markov, four Gabor, and two Haralick) three nodules corresponding to the unselected pairs) based on the top ten correlating features and the seven semantic characteristics to understand the differences in these two groups. Figure 5 shows histograms for the two image features and Figure 6 shows the two characteristics that showed the most significant difference between the two groups of nodules.
Note that semantic ratings are discrete values while feature data is not. The selected group of nodules show a significantly larger diameter. The chosen nodules have diameters between 4.5 mm and 45.3 mm, with a mean of 10.4 mm and standared deviation of 6.5 mm. The nodules not chosen were between 3.0 mm and 24.3 mm, with a mean of 6.5 mm and standard deviation of 3.3 mm. The selected nodules also showed greater standard deviation of intensity. They also have more suspicions of malignancy, are more often rated as obvious (in the category of subtlety), more marked lobulation, and more marked spiculation than the unselected nodules. 
CONCLUSION
We were successful in intelligently selecting well-correlated images, implementing a linear regression model, and defining characteristics and features of nodules that will work with our model. This model was able to successfully interpret semantic similarity between two images based on the similarity of content features, with an R 2 of 0.871 for a specific set of images.
The challenge now will be to improve the accuracy of the model while extending it to a broader category of images. Our work thus far has been under the assumption that the relationship between content similarity and semantic similarity is a linear association, which has worked for a subset of data. To be practically implemented in medicine such a model must work for all images. Now we plan to investigate machine learning approaches, specifically an artificial neural network, to incorporate more images while maintaining a good accuracy for our prediction model. Also, we are planning to implement our system on the new LIDC data containing 929 distinct nodules.
A challenge for the proposed approach is the variability among radiologists. Since ratings from multiple radiologists were aggregated into one value, the lack of consensus among radiologists is hidden and therefore not taken into account when predicting the conceptual-based similarities. After creating a suitable model with our current data, we expect to take into account all four radiologists' ratings by using a probabilistic model, such as Jeffrey divergence and Kullback-Leibler divergence, which theoretically would increase the accuracy.
