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1 Introduction
One of the aims in building multimodal user interfaces is
to make the interaction between user and systems as natural
as possible. Possibly the most natural form of interaction
we know is the way we communicate with other humans.
By building virtual agents, we aim to recreate this natural
form of interaction in human–machine communication. This
is even more important for virtual agents that communicate
with humans in a real-time face-to-face setting.
While the promises of such natural interfaces are long-
standing [1,9], their development is not straightforward.
Understanding of human–human interaction is needed to an
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extent that it can be detected, modeled and generated by a
system. This is not only challenging due to the large varia-
tion in human communicative behavior, but also due to the
requirement that the interactions with humans and a system
should be in real-time. Although challenging, the goal of a
system interacting as a companion seems attainable.
The development of virtual agent systems capable of
recreating natural interactions with humans typically involves
several fundamental steps: recording and analyzing natural
interaction data, extracting and recognizing relevant multi-
modal features, crafting or learning models from these fea-
tures, generating the appropriate behavior in real-time based
on these models and evaluating the system in a methodolog-
ically sound experiment. The papers in this special issue
advance the state of the art for these different stages:
• Analysis of natural interactions: [2,4,7,10]
• Dialog modeling: [3,6,11,13]
• Experimental design: [5]
2 Analysis of natural interactions
Collecting multimodal natural corpora for analyzing natural
interactions presents many challenges, such as capturing nat-
uralistic behavior, enhancing the corpus with reliable ground
truth annotations and dealing with the inter-personal differ-
ences in behavior. The collection of multimodal datasets and
their analysis is a fundamental step for understanding human
behavior and for finding features that can be extracted in real-
time from the recorded signals. Such features include, but
are not limited to, speech and its content, prosodic and par-
alinguistic features, eye gaze, facial expressions, body move-
ments, or more advanced interpretations of such features such
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as the affective state, personality, mood or intentions of the
user (e.g. [8,14,15]).
In order to fully exploit a multimodal dataset, metadata
and annotations are essential. Manually labeling audio-visual
data of human behavior is a subjective process as different
human coders might not always agree. Moreover, the process
is time-consuming as it involves manual effort, with anno-
tators often going through the material several times. In this
special issue, Schels et al. [7] and Siegert et al. [10] address
these issues. The former investigate and discuss the subjec-
tivity problem, presenting a discussion to reason about inter-
rater reliability in the context of the annotation of emotions
from audio and/or video. Schels et al. [7] address the time
consumption issue. There is typically a trade-off between
the amount of coded material and the accuracy of automatic
classifiers trained on these data. In an attempt to mitigate
this effect, the authors use unlabeled material in addition to
a small sample of labeled data to improve the classification
of emotional states from physiological data.
Human–human interactions are often seen in a multimodal
setting. This face-to-face situation of two dialog partners is
often the same for interactions with virtual agents. There-
fore, the understanding of behavior from multimodal input
deserves special attention. In this context, Lefter et al. [4]
propose the analysis of stressful situations from both speech
and hand gestures from a newly recorded corpus of videos.
Further, they present material which is rich of naturalistic,
prototypical interactions that can be used to derive hypothe-
ses how different modalities influence each other. A multi-
modal analysis is offered also by De Carolis and Novielli
[2], who perform corpus analyses to arrive at a model that
infers social attitude in a dialog from language, prosodic and
gesture cues.
3 Dialog modeling
The automatic and real-time detection, modeling and gener-
ation of the communicative behavior from a virtual agent’s
point of view are three aspects that are most suitably stud-
ied jointly. In this special issue, particular attention is given
to the analysis of the human–human and human–machine
communicative behavior from a conversational point of view.
Regarding the analysis of human–human interactions, Visser
et al. [13] present a comprehensive model for the analysis
of the conversational grounding, the process of establish-
ing common ground between dialog partners. They consider
modalities such as speech and gesture in human–human inter-
action. Their empirical model is based on the work by Traum
[12]. On the other hand, regarding the analysis of human–
machine interactions, Prylipko et al. [6] investigate specific
events within the dialog with the aim of improving the detec-
tion of human reactions to the system. Differences are found
between age and gender groups in naturalistic interactions.
In modeling spoken conversations, one needs to take in
consideration that, in addition to what is said, it is essential
to deliver also how something is said. Linguistic and paralin-
guistic aspects are both key in the unfolding construction of
the conversation. Szekely et al. [11] present an approach for
speech-to-speech translation that explicitly addresses main-
taining the paralinguistic information. To this end, facial
expression analysis is used to analyze the affective state of
the speaker and to adjust the generation of the speech accord-
ingly.
Content and paralinguistic features of the speech, appro-
priate accompanying gestures and facial expressions consti-
tute virtual agents’ responses in an interaction. To perform
its response, the virtual agent needs to reason about, plan and
realize the actions with the correct timing. Timing is a key
factor in human–human and human–machine interactions.
Continuous perception, interpretation, reasoning and gener-
ation are required to keep the interaction between the user
and the virtual agent as natural and fluent as a human–human
interaction. Kopp et al. [3] address this issue by presenting
an architecture to fluidly adapt the timing of the generation
based on (partially) processed input.
4 Experimental design
Finally, this special issue’s papers contribute to the research
methodologies for the development and evaluation of real-
time continuous virtual agent systems. Many aspects can
influence the evaluation of the system as a whole and individ-
ual aspects of the system may require continuous evaluation
as well. To this end, Poppe et al. [5] introduce a methodology
to evaluate the systematic variation of the behavior of a vir-
tual agent in an online dialog setting with a human. This will
also lead to data sets which provided naturalistic interactions.
5 Outlook
With the advances described in the papers in this special
issue, we are confident that the promise of having real-
time conversations between humans and virtual agents has
come closer. While some challenges remain, we have a better
understanding, tools and methodology to address them. We
hope that this special issue will inspire others to work on the
topic, bringing virtual agents from the lab into the real world.
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