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ABSTRACT
Thermal Conductivity and Diffusivity Measurement Assessment for Nuclear Materials:
Raman Thermometry for Uranium Dioxide and Needle Probe for Molten Salts
Peter Ward Hartvigsen
Department of Mechanical Engineering, BYU
Master of Science
In the near future, Gen II, III, and IV nuclear reactors will be in operation. UO2 is a common
fuel for reactors in each of these generations and molten salts are used as coolant/fuel in Gen IV
molten salt reactors. This thesis investigates potential ways to measure thermal conductivity for
these materials: Raman thermometry for UO2 and a needle probe for molten salts.
Four Raman thermometry techniques are investigated in this thesis: The Two Laser Raman
(TLR), Time Differential Domain Raman (TDDR), Frequency Resolved Raman (FRR), and
Frequency Domain Raman (FDR). The TLR is a steady state method used with a thin film. The
TDDR and FRR are both time domain methods used with thin cantilever samples. The FDR is a
frequency domain method used with a thermally thick sample. Monte Carlo like simulations are
performed for each technique. In the simulations, the affect introduced uncertainty has on the
measurement of thermal conductivity and thermal diffusivity is measured. From the results, it is
recommended that the TLR should be used for measuring thermal conductivity and the FRR used
for measuring thermal diffusivity. The TDDR and FDR were heavily affected by the uncertainty
which resulted in inconsistent measured thermal properties.
For measuring the thermal conductivity of molten salt, a needle probe was designed and
manufactured to withstand the corrosive environment found in using molten salts. The probe uses
modulated joule heating and measures the temperature rise in a thermocouple. The phase delay
and temperature amplitude of the thermocouple are used in determining the thermal conductivity.
A new thermal quadrupole based analytical solution, which takes into consideration convection
and radiation, to the temperature rise of the probe is presented. The analytical solution is verified
using a numerical solution found using COMSOL. Preliminary data was obtained with the probe
in water.

Keywords: Raman thermometry, uranium dioxide, thermal quadrupole, thermal conductivity,
thermal diffusivity, thermal wave, molten salt, COMSOL
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INTRODUCTION

Nuclear Power Overview
The global energy landscape is currently in a transitional phase. Fossil fuels still constitute the
majority of primary energy sources, but there is a heavy political push to decrease reliance on
fossil fuels and expand the use of renewable sources [1]. The reason for this shift is that fossil fuels
are polluting and are exhaustible [2]. Nuclear power can address these problems as it provides
carbon-free energy production from an energy dense source. Nuclear is often overlooked in favor
of other energy sources, such as wind and solar, because of the poor public perception from past
nuclear accidents and the destructive power of nuclear weapons [3]–[6]. To combat the poor
perception and expand the presence of nuclear, it will be necessary to improve thermodynamic
efficiencies, costs, and safety in nuclear power plants. For that reason, strategies for improving the
existing reactor fleet and building future novel nuclear power plant designs that are more
economical and safer are being developed.
Nuclear reactors can be categorized into four generations [7]:
•

Generation I (1950–1970): early development and prototypes;

•

Generation II (1970–1995): commercially viable power plants;
o Our current Boiling Water and Pressurized Water Reactor plants

•

Generation III (1995–2030): further development of Generation II reactors;
o Including the AP1000 currently being built at Vogtle in Georgia
1

•

Generation IV (2030+): novel designs with increased performance and safety,
including the following proposed reactor concepts:
o Very high temperature Reactor (VHTR)
o Gas-cooled fast Reactor (GFR)
o Sodium Fast Reactor (SFR)
o Super-Critical Water-cooled Reactor (SCWR)
o Lead-cooled Fast Reactor (LFR)
o Molten Salt Reactor (MSR)

Most commercial nuclear power plants were built in the 1970’s and 80’s as Gen II plants. The
number of operating reactors is declining due to the decommissioning of operating plants, (despite
the ability for reactor licenses to be extended 20+ years [8]) and lack of construction of new plants.
Much of this is due to economic reasons. Natural gas prices have decreased drastically with the
advent of hydraulic fracking and nuclear power plants are costly to construct and operate [9], [10].
In 2019, the levelized costs of nuclear and natural gas are $0.961 and $0.644 per MWh of
electricity production, respectively [11]. While using diverse sources to meet demands is a
pragmatic approach, nuclear is a good source for baseline loads and Gen IV reactors are meant to
make nuclear more flexible. The Generation IV reactors offer advantages in safety and
performance that could revitalize commercial nuclear power generation. They do this by providing
higher efficiencies, enabling deployment in more remote communities because of smaller
footprints and modular construction, using up spent nuclear fuel in fast neutron spectrum reactors,
and interfacing more readily with other energy systems and industrial processes by providing high
temperature waste heat streams. However, to accomplish these possible application, additional
research is needed to meet licensing and regulation requirements.
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Though Generation IV reactors will be operational in the near future (with some projections
of operation by 2030), the current Generation II and III reactors will continue operating for a
significant time. The lifespan of the reactors in the current fleet can be up to 80 years [12]. This
means that research into improving the efficiency and safety of these reactors is still of value. The
most common type of currently operating reactor is the Light Water Reactor (LWR) which uses
pressurized water coolant and uranium dioxide (UO2) fuel rods (see Figure 1-1a). This thesis’
objectives are to investigate two thermal conductivity measurement techniques: one for Gen II
LWR fuel UO2, and one for the molten salts (see Figure 1-1b) used in Gen IV MSRs.

a)

b)

Figure 1-1. a) A UO2 fuel pellet that would be used in a LWR fuel rod (picture credit: NRC). b)
A molten salt sample (picture credit: ORNL).

Using Raman Thermometry for measuring thermal conductivity of UO2
Raman spectroscopy is an analysis technique used to measure the vibrational modes of
molecules. In Raman spectroscopy, a sample is irradiated by a laser in the UV-visible range of
wavelengths. Most of the incident beam is scattered elastically back at the same wavelength, called
Raleigh scattering. Raman scattering is the inelastic scattering of the incident beam. The Raman

3

signal is a measure of the shift away from the incident beam frequency (see Figure 1-2). Its most
common use is for material identification. Materials have a unique Raman signal based on the
vibration frequencies within the molecule.

Figure 1-2. The Stokes and anti-Stokes Raman shift compared to Rayleigh scattering [13], [14].

Raman spectrum peak characteristics are functions of temperature (peak intensity, peak
wavenumber, Stokes/Anti-Stokes intensity ratio, etc.) and can therefore be used to determine
temperature in a process called Raman thermometry. By using a valid temperature rise model, the
thermophysical properties, i.e. thermal conductivity and/or thermal diffusivity, can be measured.
The temperature rise model is fit to the corresponding Raman-spectra determined temperatures by

4

varying the thermophysical properties until the error between the model and experimental data is
a minimum [15].
The objective of Chapter 2 is to assess the validity of using Raman thermometry to measure
thermal conductivity and thermal diffusivity of uranium dioxide (UO2). Raman spectroscopy can
be used to inspect properties in a particular area of interest in a sample. It can also detect defects
in a sample by producing extraneous peaks inconsistent with the bulk sample material [16]. These
are desirable attributes to have when examining UO2 samples. In an LWR, fission takes place in
the UO2, which generates significant heat in the fuel rods. Because the neutron flux is non-uniform
through the fuel rods, the thermal conductivity of the rods is low (~2.8 W/m·K at 1000 °C), and
the rods are being convectively cooled, the spatial distribution of temperature varies drastically in
the rods [17]. This results in high temperature gradients such that the temperature can drop by
about 700 °C over a 0.5 cm distance from the rod center to cladding [18], [19]. The temperature
distribution is essential to know because it affects the fuel performance by influencing the
following: fission product migration, fission gas release, grain growth, swelling, plastic
deformation, and cracks [20], [21]. The key parameter that determines temperature distribution is
thermal conductivity (See Figure 1-3 from Tonks [22]). Fuel performance can therefore potentially
be investigated by Raman spectroscopy by measuring thermophysical properties and identifying
defects.
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Figure 1-3. Map demonstrating the complexity of nuclear power production [22]. The thermal
conductivity and temperatures have been highlighted.

There is potential to use Raman thermometry as an in-reactor measurement system, but the
available Raman data does not go as high as the UO2 in-reactor temperatures (~1000 °C for the
fuel pellet centerline temperature). This means that with the available data, only out-of-pile (not
in the reactor) measurements are able to be evaluated. This is still useful since fuel can be analyzed
before and after irradiation during post irradiation examination (PIE). To improve both the
performance and safety of LWRs, new “Accident Tolerant Fuel” (ATF) is being developed. This
new fuel is being developed to tolerate the loss of cooling longer than today’s standard fuel, while
also improving the fuel’s performance. This is accomplished by doping UO2 with conductive
materials like chromia [23]–[25] which increases the overall fuel thermal conductivity and
improves the integrity of the fuel pellet. Raman thermometry could be desirable to work with ATF
because it could measure thermophysical properties and also track the doping level [26], [27].
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In Chapter 2, we explore four different Raman thermometry techniques. The first is the Two
Laser Raman (TLR). It is a steady state technique used with thin films [28]. The Time Domain
Differential Raman (TDDR) and Frequency Resolved Raman (FRR) are time domain techniques
for cantilever samples [29], [30]. The final technique is the Frequency Domain Raman (FDR)
which, consistent with its name, is a frequency domain technique for thermally thick samples. The
TLR, TDDR, and FRR have been studied using silicon samples. Silicon’s strong Raman scattering
cross section, stable crystal symmetry, and isolated Raman peak response serve as reliable
characteristics in the calibration of a Raman thermometry apparatus [31]. The silicon samples
under Raman observation are typically micro-machined as a film or cantilever in order to control
the heat flux in the observed regions [32], [33]. Other studies have used lock-in techniques with
modulating heating to isolate Raman signal from a fluorescent signal [34]–[36]. We will compare
the error of each technique to determine their viability based on existing temperature dependent
UO2 Raman spectra data.

Using a Needle Probe to measure thermal conductivity of Molten Salts
Chapter 3 investigates a potential way to measure thermal conductivity of the molten salts
used in Molten Salt Reactors (MSRs). MSRs utilize molten salts as the coolant and heat exchanger
fluid of the reactor [37], [38]. As a result, MSRs have high operating temperatures (near 700 °C)
which lend to high thermodynamic efficiencies. There are many different types of MSR reactors

(see Figure 1-4), each dependent on neutronic design and the salts (fluoride or chloride) which are
used. Most operate on the thermal neutron spectrum (~0.025 eV), such as the Terrestrial Energy
reactor [39], but some operate on the fast neutron spectrum (~1 MeV), like TerraPower’s molten
chloride fast reactor [40]. The molten salt is always used as a coolant/heat exchanger fluid, but
some salts also carry dissolved fissile material instead of flowing over cladded fuel. Figure 1-5
7

gives a process flow diagram for a MSR with solid fuel. The fuel carrying salts are advantageous
because fissile material can be controlled and processed while the reactor is online, although this
can also introduce other issues related to non-proliferation nucleotide inventories [41]. There has
been very little research into the thermophysical properties of the salts themselves because of the
difficulties measuring the properties at high temperatures and in corrosive environments, meaning
much research is still needed before MSRs are ready for commercial implementation. Chapter 3
of this thesis focuses on how to measure the thermal conductivity, k, of molten salts because it is
having been identified as one of the most difficult properties of the salt to measure [42]. The
reasons for these difficulties will be detailed at the end of this section.

Figure 1-4. Overview of the major categories of Molten Salt Reactors based on the information
given in [43], [44].

8

Figure 1-5. Molten salt process flow diagram from the Gen IV International Forum [45].
To understand the importance of thermal conductivity, it is worthwhile to comment on how
it affects convective heat transfer in a nuclear reactor. Convection is the heat transfer mode that
dominates the transport of heat from solid fuel to the molten salt and from the molten salt to the
power generating fluid via a heat exchanger. Newton’s law of cooling is written as
𝑞𝑞” = ℎ(𝑇𝑇𝑠𝑠 − 𝑇𝑇∞ )

1-1

where 𝑞𝑞” is heat flux, h is the convective heat transfer coefficient, and 𝑇𝑇𝑠𝑠 − 𝑇𝑇∞ is the difference

between the surface temperature (solid fuel cladding) and the freestream fluid temperature. The
heat transfer coefficient is a function of the fluid thermal conductivity, 𝑘𝑘𝑓𝑓 ,
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where

𝜕𝜕𝜕𝜕

�

𝜕𝜕𝜕𝜕 𝑦𝑦=0

ℎ=

−𝑘𝑘𝑓𝑓

𝜕𝜕𝜕𝜕
�
𝜕𝜕𝜕𝜕 𝑦𝑦=0

𝑇𝑇𝑠𝑠 −𝑇𝑇∞

1-2

is the temperature gradient of the fluid at the fluid-surface interface. The most

common way to determine h is using Nusselt correlations [46]. For a heat exchanger, the overall
convection heat transfer coefficient (which is used to determine heat exchanger efficiency) is
calculated from the heat transfer coefficients of the inside and outside fluids
𝑈𝑈 =

1
.
�1�ℎ �+�1�ℎ �
𝑜𝑜
𝑖𝑖

1-3

Thermal conductivity of the fluid (𝑘𝑘𝑓𝑓 ) therefore is a determining factor in how effectively heat is

transferred from the fuel to the heat transfer fluid to the turbine loop to produce electricity. The
thermal conductivity will then be a major factor in reactor/heat exchanger size, temperature, and
flow design decisions. As such, accurate data for thermal conductivity is necessary.
Thermal conductivity data for molten salts is sparse and often inconclusive [47], [48]. At

BYU, Molten salt research is currently focused on two non-fuel carrying salts: FLiBe (LiF-BeF2)
and FLiNaK (LiF-NaF-KF), with future investigations focused on fuel and simulated fission
products in the salt. Because thermal conductivity is one of the hardest properties to measure, there
is still a need for thermal conductivity measurements in both of these salts [42].
Literature reviews of previous methods to measure thermal conductivity of electrically
conductive liquids, namely unary (containing only two ions) molten salts is given by Assael [47]
and Magnusson [49]. These reviews also investigated the validity of the data and techniques which
were used to determine thermal conductivity. Those methods include the concentric cylinder
method, laser flash method, transient hot wire method, and forced Rayleigh scattering. Most
measurements in these reviews were collected using the concentric cylinder method. It is
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considered a very accurate method and compatible with electrically conductive liquids. It is
however difficult to maintain polished surfaces (which is required to reduce radiation) and align
the cylinders for a known gap distance (which leads to errors in measurements). The transient hot
wire method works very well with electrically non-conductive liquids, but for electrically
conductive samples, an insulating coating is required as a barrier between the sample and hot wire.
With the corrosiveness of a salt, most common oxide layers and coatings are not sustainable when
exposed to the salt. Forced Rayleigh scattering (an optical technique) is attractive because of its
short measurement time and small temperature change. It has been successful with measurements
in other halide salts, but not fluoride eutectic salts.
There are only two experimental thermal conductivity data sets for FLiBe. Both
measurements come from Oakridge National Lab in the 1960s [50], [51] and are shown in Figure
1-6. In the first, thermal conductivity was measured using an absolute, variable gap apparatus. This
used a piston to vary the sample (salt) thickness. Aspects of the experiment lead to high uncertainty
values. The apparatus was designed for fluids with an order of magnitude higher thermal
conductivity than FLiBe. This was a cause for heat shunting where heat was lost to the apparatus
instead of through the salt. The apparatus was also designed to minimize convection, but the model
does not account for it nor for radiation. The authors were aware of these shortcomings and is the
reason for the large uncertainties associated with the data. The second data set was made by
implementing corrections to the apparatus of the first data set, hence the smaller uncertainty.
Though there is a temperature dependence shown in these two data sets, the uncertainty is larger
than the dependence. Further measurements are needed to ensure accurate values. Assael [47] has
also stated that inorganic salts should have decreasing thermal conductivity values with increasing
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temperature. By neglecting radiation and convection, thermal conductivity is overestimated and
can show the opposite trend [47].

Figure 1-6. Thermal conductivity as a function of temperature for FLiBe. The percent given in
the figure represents the % molar concentration of BeF2 in each sample [49].

For FLiNaK, the older data did not account for heat transfer modes outside of conduction.
Ewing 3 from Figure 1-7, for example, used a variable gap apparatus like the FLiBe measurements
and did not account for convection nor radiation [52]. The more recent studies of FLiNaK thermal
conductivity show better agreement, although they still vary by 2x-4x, instead of 20x. Smirnov
used coaxial cylinders to experimentally measure thermal conductivity. Radiation was accounted
for and convection was limited by the gap between the cylinders being small [53]. This matches
the theoretical calculated values based on the rule of mixtures [54], [55]. On the other hand,
Molecular dynamic (MD) simulations predict a downward trend for FLiNaK. With convection and
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radiation accounted for, FLiBe should see a similar drop in thermal conductivity values as FLiNaK
as shown in Figure 1-8 [56].
Chapter 3 presents a novel way to measure the thermal conductivity of a liquid, using a
“needle probe”, that is compatible with molten salts. The needle probe is based on a design that
has been used to successfully measure the thermal conductivity of UO2 fuel pellets [57] and is a
modification to the transient hot wire method. The modifications include changes to the materials
and dimensions to withstand the corrosion of the salt and the testing apparatus. Analytical models
were developed for the needle probe and were verified numerically using the multiphysics package
COMSOL. Initial experimental tests were then performed in water to validate the system, with
mixed success.

Figure 1-7. FLiNaK thermal conductivity above 773 K, highlighting the downward trend
predicted by molecular dynamic simulations [56].
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Figure 1-8. Thermal conductivity as a function of absolute temperature for FLiNaK. Cooper and
Claiborne (C & C) and Ewing et al's three tests (Ewing X) appear highly skewed due to
convective and radiative error. Recently, Khokhlov et al, Smirnov et al, Ueki et al, and an et al
have published data which agree reasonably well with each other. Error for each: 8-14% (C&C,
9.8% displayed), 4% (Smirnov et al), 2.5-3.5% (An et al), 4.1% (Ueki et al) and <4% (Khokhlov
et al). All but Cooper and Claiborne do not have error displayed for clarity [49]

Objectives
Because of the two different topics investigated in this thesis (solids and liquids) each topic is
given their own objectives to meet.

1.4.1

Raman Thermometry Objectives

The overall objective of the Raman thermometry study is to assess the potential of measuring
thermal conductivity and diffusivity of UO2 with the Two Laser Raman, Time Domain Differential
Raman, Frequency Resolved Raman, and Frequency Domain Raman techniques. To do this Monte
Carlo like simulations will be performed for each technique. From these simulations, the following
should be accomplished:
14

•

Recommend the best technique(s) for measuring thermal conductivity and thermal
diffusivity.

1.4.2

Molten Salt Objectives

In Chapter 3, the objectives of the needle probe thermal conductivity/diffusivity measurement
system are to:
•

Develop a frequency domain analytical model for measuring thermal conductivity of fluid
surrounding the needle probe.

•

Verify the analytical solution numerically using COMSOL.

•

Manufacture a working needle probe with the help of INL.

•

Run preliminary tests with water to check experimental set up. The preliminary tests are
used to check if that the experimental set up can get readings. Validation will be performed
outside of this work.
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2

ASSESSMENT OF RAMAN THERMOMETRY FOR THERMOPHYSICAL
PROPERTY MEASUREMENTS OF UO2

Introduction
Raman spectroscopy is an analysis technique used to measure the vibrational mode of
molecules. Raman scattering is the inelastic scattering of the incident laser beam. The Raman
signal is a measure of the shift away from the incident beam frequency (see Figure 1-2). Its most
common use is for material identification since materials have a unique Raman signal based on
the vibration frequencies within the molecule.
Raman spectrum peak characteristics are functions of temperature (peak intensity, peak
wavenumber, Stokes/Anti-Stokes intensity ratio, etc.) and can therefore be used to determine
temperature, a process called Raman thermometry. By using a valid temperature rise model, the
thermophysical properties, i.e. thermal conductivity and/or thermal diffusivity, can be measured.
The temperature rise model is fit to the corresponding Raman-spectra determined temperatures by
varying the thermophysical properties until the error between the model and experimental data is
a minimum [15].
The objective of this chapter is to assess the validity of using Raman thermometry to measure
thermal conductivity and thermal diffusivity of uranium dioxide (UO2). As stated in Chapter 1, the
16

thermal conductivity of UO2 fuel rods is vital for understanding how the fuel temperature will
respond to operation conditions. Raman spectroscopy can be used to inspect properties in a
particular area of interest in a sample. It can also detect defects in a sample by producing
extraneous peaks inconsistent with the bulk sample material [16]. Fuel performance can therefore
be investigated by Raman spectroscopy by measuring thermophysical properties and identifying
defects.
In this study, we explore four different Raman thermometry techniques used to extract the
thermal conductivity and diffusivity of solid materials:
1. Two Laser Raman (TLR)
2. Time Domain Differential Raman (TDDR)
3. Frequency Resolved Raman (FRR)
4. Frequency Domain Raman (FDR)
For more information concerning previous work with these techniques, see Section 1.2.
The remainder of this chapter will focus on: (1) the overall simulation methodology used
to compare the ability of each technique to accurately determine thermal properties and identify
the most sensitive parameters in the models, (2) the methodology to relate temperature to
experimental Raman spectra for UO2 as a function of temperature, (3) a detailed analysis of each
model (TLR, TDDR, FRR, and FDR) and the errors associated with each, (4) final conclusions.
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Simulation Methodology

2.2.1

Monte Carlo-like Simulation
To assess the viability of using Raman thermometry for measuring thermal conductivity (k)

and diffusivity (α), we will use a Monte Carlo-like simulation which is shown in Figure 2-1. This
approach was chosen to demonstrate how errors in each parameter in the Raman models would
propagate and affect the measurement of thermal conductivity and diffusivity in those models.
This would create a distribution of potential conditions observed during experiments and would
help determine the accuracy of each technique to down-select the right approach for future
experiments.
Figure 2-1 represents the simulation process for the Two Laser Raman (TLR), but the
process is similar for the other techniques. The variables in the temperature rise model are set to a
certain nominal value (see Table 2-1, middle column; Figure 2-1, step 1). Then a normallydistributed error distribution is assumed for each variable, except for thermal conductivity and
diffusivity since those are the parameters being fit in the end (see Table 2-1, right column for the
two standard deviations error used in the distribution; Figure 2-1, step 2). A value within each
variable’s distribution is then picked randomly (see Figure 2-1, step 3). The temperature rise based
on the TLR model is then calculated from those values (see Figure 2-1, step 4). Once a temperature
rise is known, the Raman spectral features (peak intensity, peak wavenumber, full-width halfmaximum, etc.) associated with that temperature are calculated using the temperature dependent
functions in Table 2-2. The full Raman spectrum for that temperature is then created based on the
experimental data of UO2 in [58] (see Figure 2-1, step 5). Because there is some inherent
uncertainty in this experimental data, the Raman spectral features also exhibit a normal distribution
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(see Figure 2-1, step 5). A Lorentzian function is then fit to these Raman spectra to determine the
key spectra features. These allow the signal to then be reconverted back to temperature, which is
then fit to the temperature rise model (with the other parameter set to their nominal values) by
varying the thermal conductivity and diffusivity until the fitting error is minimized (see Figure 21, step 6). This process is then repeated until 20 property values have been collected (see Figure
2-1, step 7). The distribution of the fitted thermal conductivity and diffusivity are then used to
draw conclusions (see Figure 2-1, step 8).
For each simulation, the initial temperature of the sample is set to room temperature (27 °C).
The maximum temperature rise allowed in any of the models is 40 °C. This gives a large enough
difference for the Raman signals’ features (full-width-half-maximum, etc.) to be distinguished,
while not deviating too much from the initial temperature. This is important since we are assuming
constant material properties. This assumption was made because a temperature rise of 40 °C
changes the thermal conductivity by 5.9%, which is within the uncertainty of the reference value
of UO2 from the IAEA (International Atomic Energy Agency) [59].
The errors for all temperature model variables are assumed to be normally distributed. The
ranges that are used are realistic, real life values. The mean and 2σ (two standard deviations) values
of the error distributions for all the variables used across every technique are listed in Table 2-1.
The Raman signal, which is sensitive to temperature, also has uncertainty associated with it. The
uncertainty is normally distributed and is introduced to the Raman signal each time that it is taken
at a temperature. The Raman uncertainty distribution is calculated in Section 2.3.
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Figure 2-1. Monte Carlo like simulation outline. On the right hand side of the figure, the steps
used in the simulation are shown for the Two Laser Raman (TLR) technique. Values for the
simulations are given in Table 2-1.
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Table 2-1. Error distributions assumed in Raman simulations. The 2σ were taken from references
[29], [59]–[64].

Variable
Laser power (P, mW)

Cantilever length (x1, μm)
Cantilever width (x2, μm)
Film thickness (τ, μm)
Laser spot size (a, μm)

Laser offset (r, μm)
Density (ρ, kg/m3)
Heat capacity (c, J∙kg/K)
UO2 emissivity (ε)
Temperature (T, °C)
Thermal Cond.
(k, W/m·K)
Thermal Diffusivity
(α, m2/s)

2.2.2

Mean or nominal
�)
value (𝒙𝒙
6.25 (TDDR)
1.0 (FDR)
0.217 (FRR)
0.414 (TLR)
418.95
438.88
5
418.95 x 438.88
(TDDR and FRR)
1.5 (FDR)
1.0 (TLR)
500
10,830
297
0.79
27
7.59
2.94·10-6

2σ
uncertainty

2σ
uncertainty

0.01
0.01
0.35
0.05∙ 𝑥𝑥̅

0.002%
0.002%
7%
5%

0.003
216.6
4.5
0.0003
1.2
0

0.001%
2%
1.5%
0.038%
4.4%
-

0

-

0.02∙ 𝑥𝑥̅

2%

Temperature Model Sensitivity Analysis
In addition to the Monte Carlo like study, a sensitivity analysis of the variables in the

temperature rise model for each Raman technique is also performed. This analysis would highlight
the most critical parameters, which allows experimenters to focus their efforts on reducing the
error in these variables to improve the accuracy of the technique. The process is outlined in Figure
2-2 using the TDDR technique as an example.
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Figure 2-2. Sensitivity analysis overview. The right hand side of the figure shows the process for
running the sensitivity analysis for the variable x1 for the TDDR technique.

In the example shown in Figure 2-2, the TDDR temperature rise is calculated using the
model variables set to a certain nominal value (see Table 2-1, middle column; Figure 2-2, step 1).
The variable x1 is selected as the variable of interest (see Figure 2-2, step 2). The variable is offset
by ±1% of the nominal value and the resulting in temperature rises are calculated (see Figure 2-2,
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steps 3-6). The error, compared to the temperature rise with nominal values, caused by the 1%
offset is then calculated (see Figure 2-2, step 7). Because the temperature rise is a function of time
and results in a non-constant value, the highest error over the entire period is reported for each
variable for each technique. The results of this sensitivity analysis are provided in the results of
technique and are given in Tables 2-5, 2-7, 2-9, and 2-10.

Determining Measurement Uncertainty of Experimental Raman Spectra from Ref [58]
To calculate the uncertainty of a Raman signal from UO2, we will examine the experimental
Raman data given by Guimbretière [58]. In that study, Raman spectra were collected from 20 to
650 °C in 10 °C increments using 15-minute integration times. Figure 2-3 gives a visual
representation of the collected Raman spectra.
The main peak in the Raman spectrum lies within the wavenumbers of 400 and 500 cm-1
for all temperatures measured. This peak is fitted at each temperature with the Lorentzian function,
𝑌𝑌

𝐼𝐼(𝜔𝜔) = 𝜋𝜋

1
𝛤𝛤
2
1
(𝜔𝜔−𝜔𝜔0 )2 +( 𝛤𝛤)2
2

+ 𝑏𝑏

2-1

where Y is a scaling factor and b is a base offset. The 2σ confidence intervals associated with the
fit is found using the Matlab functions nlinfit and nlparci. The function nlinfit fits the data with
Equation 2-1 and calculates the variance-covariance matrix of the four fitted parameters. Then,
nlparci computes the 95% confidence interval for each fitted parameter. The Raman spectra of
temperatures up to 140 °C were processed using this approach. To be conservative, the largest
confidence interval values for each parameter associated with any of the investigated temperatures
were used for this study. Figure 2-4 shows the experimental 30 °C Raman spectrum data with the
bounds of the calculated confidence interval.
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The Raman features (FWHM, etc.) are temperature dependent. Each feature, as a function
of temperature, is fit with a polynomial. Because the polynomials do not fit perfectly, this is also
a source of uncertainty. To calculate the uncertainty, the data in the temperature range of 20 to
140 °C was selected. This covers the operating temperature range of the simulations.

Figure 2-3. Linearly interpolated surface fit of UO2 Raman spectra [58].
For each temperature, the associated spectrum is fit with Equation 2-1 to determine the
four Raman features. The four fitted features are then separately fit against temperature using a
polynomial function (see Figure 2-5a-d). To narrow the confidence intervals, first to seventh order
polynomial fits were tried and the fit that produced the smallest uncertainty was chosen. Because
a polynomial fit was used, the uncertainty upoly is calculated using
𝑢𝑢𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 = 𝑡𝑡𝑣𝑣,𝑃𝑃% 𝑆𝑆𝑦𝑦𝑦𝑦
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where 𝑡𝑡𝑣𝑣,𝑃𝑃% is given by the student-t distribution for a given degree of freedom and confidence
interval and

1

𝑆𝑆𝑦𝑦𝑦𝑦 = �𝑣𝑣 ∑(𝑦𝑦𝑖𝑖 − 𝑓𝑓𝑖𝑖 )2

2-3

where 𝑣𝑣 = 𝑁𝑁 − (𝑚𝑚 + 1) is the degree of freedom which depends on the number of samples, N,
and the order of fit, m. The difference 𝑦𝑦𝑖𝑖 − 𝑓𝑓𝑖𝑖 represents the difference between the data point

value and fitted function value respectively at a certain temperature, i. Table 2-2 gives the resulting
fitting functions. Figure 2-5 shows the data, the fitted polynomial, and the 95% confidence interval.

Figure 2-4. Raman spectrum at 30 °C fitted with the Lorentzian function and the 95% confidence
intervals listed in Table 2-2.
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The overall uncertainty for each parameter can then be determined using
𝑢𝑢𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 = �∑ 𝑢𝑢𝑖𝑖2 .

2-4

The values of ui are the uncertainty values from fitting the spectra data with the Lorenztian function
and fitting the Raman feature data (FWHM vs temperature for example) with a polynomial. The
overall uncertainty values are presented in Table 2-3. These values are used in the step of the
Monte Carlo like process where the Raman spectra is associated with a temperature. Once the
temperature rise is determined, the mean values of the Raman features for that temperature are
calculated using the Equations listed in Table 2-2. Then, the Raman features used in the simulation
are then randomly chosen from a normal distribution within the 95% confidence interval.

Table 2-2. Polynomial fits of the Raman features as functions of temperature.
Parameter

Fitted Equations as a function of Temperature (°C) for
Equation 2-1

upoly

Y

𝑌𝑌(𝑇𝑇) = −(8.6434 · 10−8 )𝑇𝑇 7 − (4.8655 · 10−5 )𝑇𝑇 6
− (0.0111)𝑇𝑇 5 + (1.3214)𝑇𝑇 4
− (87.0315)𝑇𝑇 3 + (3.1127 · 103 )𝑇𝑇 2
− (5.4113 · 104 )𝑇𝑇 + 5.3631 · 105

±3,146 A.U.
(2% at 27 °C)

b

𝑏𝑏(𝑇𝑇) = −(3.8970 · 10−10 )𝑇𝑇 7 + (2.2509 · 10−7 )𝑇𝑇 6
− (5.3350 · 10−5 )𝑇𝑇 5 + (0.0067)𝑇𝑇 4
− (0.4755)𝑇𝑇 3 + (18.9908)𝑇𝑇 2
− (388.4308)𝑇𝑇 + 5.2966 · 103

𝜞𝜞

𝛤𝛤(𝑇𝑇) = (8.4149 · 10−5 )𝑇𝑇 2 + (0.0125)𝑇𝑇 + 17.0733

𝝎𝝎𝟎𝟎

𝜔𝜔0 (𝑇𝑇) = (1.5639 · 10−5 )𝑇𝑇 2 − (0.0081)𝑇𝑇 + 446.3784
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±29.51 A.U.
(2∙10-4% at 27 °C)

±0.3262 cm-1
(1.9% at 27 °C)
±0.0855 cm-1
(0.073% at 27 °C)

Table 2-3. Overall Raman spectral feature uncertainty.
Feature
Y
b
𝜞𝜞
𝝎𝝎𝟎𝟎

a)

c)

95% Confidence Interval
Uncertainty
±13,033 A.U.
±46.75 A.U.
±0.4720 cm-1
±0.1320 cm-1

% error at
27 °C
8.4%
3.4∙10-4%
2.7%
0.03%

b)

d)

Figure 2-5. Polynomial fits and corresponding 95% confidence intervals for a) FWHM, b) ω0 , c)
Y, and d) b.
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From looking at the individual characteristics (the full-width-half-max - FWHM or Γ, peak
intensity - I, or the wavenumber associated with the peak intensity - 𝜔𝜔𝑜𝑜 ) as a function of
temperature, the peak can be eliminated as the calibration characteristic. Since we are looking at

UO2 at room temperature, the peak intensity is oscillatory in the temperature range of interest and
therefore would not have a single temperature associated with a certain peak. Out of the peak
wavenumber and FWHM parameters, the latter will be used to determine temperature since it has
a larger difference over our operating temperatures.

Two Laser Raman (TLR)

2.4.1

Model description
The Two Laser model is a steady state model where a thin film is heated by one laser, the

pump laser, and the Raman signal is collected from another laser that scans radially, the probe
laser. Figure 2-6a shows the physical set up. During the radial scan, the probe laser would be held
at each radial position long enough for a strong Raman signal to be collected. The governing
equation for this model is given by Equation 2-5,
𝜕𝜕2 𝑇𝑇

𝜕𝜕𝜕𝜕

𝑟𝑟 𝜕𝜕𝑟𝑟 2 + 𝜕𝜕𝜕𝜕 − 𝛱𝛱1 (𝑇𝑇 − 𝑇𝑇∞ ) = 0

2-5

where r is the radial position, T is the temperature, Π1 is the linearized radiation term, and
temperature of the surroundings 𝑇𝑇∞ . Π1 is defined as
2ℎ

2-6

𝛱𝛱1 = 𝑟𝑟� 𝑘𝑘𝑘𝑘𝑟𝑟

where k is the sample thermal conductivity, 𝜏𝜏 is the film thickness, and ℎ𝑟𝑟 = 𝜀𝜀𝜀𝜀(𝑇𝑇 + 𝑇𝑇∞ )(𝑇𝑇 2 +
𝑇𝑇∞2 ) which is a function of emissivity, 𝜀𝜀, and the Boltzmann’s constant, 𝜎𝜎.
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The Π1 term increases with probing radius and decreases with thicker samples (Figure 2-

7a). This means that radiation has more of an effect on the measurement of thermal conductivity
for thin samples and large probing distances. In Figure 2-6b, the temperature profile of the sample
was calculated by solving Equation 2-5 numerically using the finite difference method and then
the thermal conductivity was calculated from that temperature profile while assuming there was
no radiation. The thermal conductivity values were normalized by the true thermal conductivity
(the defined value when Equation 2-5 was solved numerically). The “calculated k” (from fitting
the data with Equation 2-7) values greater than 1.0 attribute heat loss from radiation to conduction.
Therefore, a calculated thermal conductivity value of 1.2 would give a 20% error from the true
value. Radiation can therefore be neglected if a thick enough film is used and the scanning radii
are strategically chosen.

Figure 2-6. a) The physical experimental set up used in the TLR technique. b) Temperature rise
profile resulting from a radial scan of the probe laser.
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a)

b)

Figure 2-7. a) The effect of thickness, τ, and radial postiion, r, has on the linearized radiation
term, Π1 . b) The effect of thickness and radial position have on the normalized calculated
thermal conductivity.
By using a film thickness of 5 μm and a maximum temperature rise of 40 K, the error in
calculated thermal conductivity shown in Figure 2-7b is less than 1% and radiation can resonably
be neglected. By neglecting radiation, Equation 2-5 can now be solved analytically. The
temperature profile is given by
𝑃𝑃

𝑎𝑎𝑎𝑎𝑎𝑎
𝑇𝑇(𝑟𝑟) = 𝑇𝑇0 − 2𝜋𝜋𝜋𝜋𝜋𝜋
𝑙𝑙𝑙𝑙 �𝑟𝑟

𝑟𝑟

𝑜𝑜𝑜𝑜𝑜𝑜

�
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where 𝑇𝑇0 is the initial temperature of the film before heating occurs, 𝑃𝑃𝑎𝑎𝑎𝑎𝑎𝑎 is the absorbed power

from the laser, and 𝑟𝑟𝑜𝑜𝑜𝑜𝑜𝑜 is the radius where the temperature rise due to laser heating is zero [65].

The temperature profile, given in Equation 2-7, used in the Raman simulations is shown in Figure
2-6b.

2.4.2

Sensitivity
In Equation 2-7, it is easy to see that the absorbed power, thickness, and thermal

conductivity all have the same influence on temperature rise. The temperature is less sensitive to
the parameter rout than the others by two orders of magnitude.
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2.4.3

Raman simulations
Since the TLR model is steady state, the integration time of the spectrometer, for each

probed radius should be the same and no time dependent effects need to be considered. Figure 28 shows the FWHM of 20 simulations. Table 2-6 gives the fitted thermal conductivity distribution
from the simulations.

Figure 2-8. Two Laser Raman data from 20 simulations on a log scale for the x-axis.

Table 2-4. The thermal conductivity value used in the Raman simulations, the resultant fitted
thermal conductivity mean and standard deviation.
Simulation k (W/m·K)
7.59

Mean Fitted k
(W/m·K)
8.16

Fitted k Standard
Deviation (W/m·K)
1.55

With the uncertainty introduced in the simulations, the spread of FWHM data at each radial
location is about 1 cm-1. If no uncertainty is added in the simulations, the FWHM would drop from
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17.8 cm-1 to about 17.0 cm-1. That means that the error in the variables and the Raman signal can
heavily influence the measured thermal conductivity. This is shown in the fitted thermal
conductivity distribution. The true value of 7.59 W/m·K is contained in the interval 𝜇𝜇 ± 1𝜎𝜎, but

the spread is still relatively large.

Time Domain Differential Raman (TDDR)

2.5.1

Model Description
The Time Domain Differential model [30] is a transient technique for a cantilever sample

as shown in Figure 2-9a. Because length>>thickness of the cantilever, one dimensional heat
transfer can be assumed. The governing equation is written as
𝜕𝜕2 𝑇𝑇
𝜕𝜕𝑥𝑥 2

1 𝜕𝜕𝜕𝜕

𝑔𝑔̇
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− 𝛼𝛼 𝜕𝜕𝜕𝜕 = − 𝑘𝑘

where x is the spatial domain along the length of the cantilever and 𝑔𝑔̇ is the volumetric heat

generation from the laser heating. The cantilever has the following boundary conditions: an

adiabatic tip and a constant temperature base. Using the Green’s function method [66], the spatially
averaged temperature rise in the heated region at one instant is given by

𝜃𝜃(𝑡𝑡) = (𝑥𝑥
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where x1, x2, and L are cantilever dimensions which are shown in Figure 3-1 [1]. Increasing the
time that the constant power laser is on (excitation time, t), a higher temperature rise occurs. This
laser acts as both the heating source and the excitation source for the Raman spectra. Temperature
rise as a function of excitation time is given in Figure 2-9b according to Equation 2-9.
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Figure 2-9. a) The physical experimental set up used in the TDDR technique. b) Temperature
rise of the heated area of the cantilever with increasing excitation times.

2.5.2

Sensitivity

Table 2-5. Resulting error of the temperature rise from a 1% offset of each parameter.
Variable
Volumetric Generation
(𝒈𝒈̇ )
Thermal Conductivity (k)
Thermal Diffusivity (𝜶𝜶)

Maximum Error (%)
1.0

Description
Constant for all excitation times

1.0
0.27

x1 length
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x2 length (also L)
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Excitation Time (t)

0.13

Constant for all excitation times
Decreases with increasing excitation
time
Increases with increasing excitation
time
Increases with increasing excitation
time
Decreases with increasing excitation
time

Table 2-7 represents the results of the sensitivity analysis for each parameter in the TDDR
model (see Section 2.2.2 and Figure 2-2 for details). From Table 2-7, it is easy to see that the
cantilever dimensions used in the TDDR model need to be accurately measured to get good results.
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Fortunately, standard errors on these measurements are generally small (0.002% as shown in Table
2-1). It is also worth noting that the thermal conductivity has more of an influence on the
temperature rise than thermal diffusivity. This means that when fitting both, thermal diffusivity
will likely vary more than thermal conductivity in the fitting process. This could lead to unrealistic
thermal diffusivity fitted values. This must be checked after the fitting process has taken place.

2.5.3

Raman Simulation
During the Raman simulation, the laser is turned on at constant power for a set time. After

the excitation time has been reached, the laser is turned off for a long enough time to allow the
cantilever to cool and return to the ambient temperature. The excitation times in this study range
between 0.003 and 0.25 seconds. This captures the transient and steady state regions of the
temperature rise which can be seen in Figure 2-9b.
Because there is only steady-state Raman data (as a function of temperature) available for
UO2, it is necessary to artificially create a transient signal. To do this, it is first assumed that the
Raman spectrum intensity for UO2 linearly increases with time. This is necessary because the
temperature rises with increased excitation time. For each excitation time simulated, a composite
Raman spectrum was created by stepping in time (𝑛𝑛Δ𝑡𝑡) from when the laser is turned on up to the
end of the excitation time by a time step of 0.15 ms (Δ𝑡𝑡). At each time step, a Raman spectrum is
taken from the temperature at that step and summed together with the spectra of the previous time
steps. This accounts for the appropriate shift the spectrum would see if a Raman microscope was
turned on and the sample was changing temperature during a single exposure. Figure 2-10 shows
how the spectra progresses as the excitation time increases. The FWHM is measured off of these
composite spectra, and converted to temperature using the polynomial fit given in Table 2-2.
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Figure 2-10. Spectra progression with excitation time (te) for one heating period. The higher the
spectra intensity, the longer the excitation time.

Figure 2-11 shows the results of 20 simulations. The spread of the data is significant. The
distribution information from fitting the 20 simulations is shown in Table 2-8. Because the spread
of the data is so relatively large, especially at the lower excitation times, it makes sense that the
standard deviation of the fitted thermal diffusivity is so large. Table 2-8 gives the fitted thermal
conductivity distribution from the simulations, detemined by converting Figure 2-11 into
temperature using the polynomial for Γ in Table 2-2. This temperature was then fit to Equation 2-
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9, with thermal conductivity and diffusivity being the fitting parameters. The error in the fitted k
is 1% and 𝛼𝛼 is 206% compared to the initial value introduced in Step 1 of Figure 2-1.

Figure 2-11. TDDR Raman data from 20 simulations.

Table 2-6. fitted thermal conductivity and diffusivity values for the Time Domain Raman model.
Parameter

Input

Fit Mean

Thermal Diffusivity, 𝜶𝜶 (m2/s)
Thermal Conductivity, k
(W/m·K)

2.94 · 10−6
7.59

9.09 · 10−6
7.67
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Fit
Standard
Deviation
9.02 · 10−6
0.12

In Figure 2-11, the range of FWHM shrinks in the simulation as the excitation gets longer.
This is because the longer the excitation, the more spectra data is used to build the composite
spectrum for that excitation time. This means that uncertainties become less dominating. It is also
worth noting that the thermal diffusivity error is larger than that of the thermal conductivity error.
This makes sense because the model is more sensitive to thermal conductivity. As will be discussed
later, the validity of these results is limited by the artificial time stepping approach necessary to
create ms-long excitation times from spectra that was collected for 15 minutes per spectra.

Frequency Resolved Raman (FRR)

2.6.1

Model description
The Frequency Resolved Raman (FRR) model [29] uses the same cantilever set up as the

TDDR. FRR thermometry was developed to overcome the long experimental times required by
the TDDR method at very small excitation times (laser excitation only made up 0.3% of the total
experimental time when used with silicon at very small excitation times[29]). The key difference
is that the FRR, unlike the TDDR, does not let the system reach a full thermal equilibrium between
heating cycles. This is accomplished by modulating the laser using a square wave with a 50% duty
cycle. The temperature rise of a pulse as a function of laser modulation frequency, 𝑓𝑓0 , is given by
𝜃𝜃(𝑡𝑡) = (𝑥𝑥

8𝑔𝑔̇ 𝐿𝐿3
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�� /(𝑚𝑚4 𝜋𝜋 4 ) [29] which is shown in Figure 2-12.

At very high frequencies, the temperature of the cantilever does not vary much between

the heating and relaxing times and is considered in a quasi-steady state. At low frequencies, the
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temperature rises to a steady state temperature (see the TDDR temperature rise) during the
excitation time. This temperature rise can be divided into two periods: transient and steady state.
Since the transient time<<steady state time, the transient time can be neglected [29]. Because of
this, only the steady-state temperature rise is used for each frequency and we do not simulate a
transient temperature rise like we did in the TDDR method.

Figure 2-12. a) The physical experimental set up used in the FRR technique. b) Temperature rise
of the heated area of the cantilever as a function of 50% duty cycle heating frequency.

2.6.2

Sensitivity

Table 2-7. Resulting error of the temperature rise from a 1% offset of each parameter.
Variable
Volumetric Generation (𝒈𝒈̇ )
Thermal Conductivity (k)
Thermal Diffusivity (𝜶𝜶)
x1 length
x2 length (also L)
Excitation Time (t)

Maximum Error (%)
1.0
1.0
0.63
21
23
.036
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Description
Minimum in transient region
Minimum in transient region
Maximum in transient region
Constant for all frequencies
Minimum in transient region
Peaks in transient region

The sensitivity of each parameter was determined following the process described in Figure
2-2. Much like the TDDR, the FRR is very sensitive to the cantilever dimensions. Therefore, it is
extremely important to have accurate dimensions for the model. It is also worth noting that the
temperature rise is more sensitive to the thermal diffusivity in the transient region and is more
sensitive to the thermal conductivity for the low and high frequencies.

2.6.3

Raman Simulation
For the simulation (following the process in Figure 2-1), the frequency range needs to be

chosen so that the entire transient region between the quasi-steady state and the low frequencies is
included. This is easy to verify: the high frequency temperature rise will be half that of the low
frequencies (see Figure 2-12). Figure 2-13 shows the Raman data for 20 simulations using
subdivisions of the original integration time of 15 minutes (with the same time step used with the
TDDR) for the FRR.

Figure 2-13. FRR Raman data from 20 simulations.
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Table 2-8. fitted thermal conductivity and diffusivity values for the Time Domain Raman model.
Parameter
Thermal Diffusivity, 𝜶𝜶 (m2/s)
Thermal Conductivity, k
(W/m·K)

Input
2.94 · 10−6
7.59

Fit Mean
2.89 · 10−6
7.63

Fit Standard
Deviation
1.64 · 10−7
0.06

Both the true thermal conductivity and the diffusivity are within one standard deviation of
their respective fitted means. The standard deviations of both the thermal conductivity and
diffusivity are an order of magnitude smaller than those of the TDDR. This makes sense by looking
at the data scatter plots in Figures 2-11 and 2-13: the FWHM shift over the experimental
frequencies is larger than that of the TDDR and therefore is easier to fit to. The error in the fitted
k is 0.5% and 𝛼𝛼 is 2% compared to the initial value introduced in Step 1 of Figure 2-1.
Frequency Domain Raman (FDR)

2.7.1

Model Description
The Frequency Domain Raman (FDR) model is based on the concept of using modulated

heating to create a thermal wave and improve signal strength. This is because the measurement
can be performed in the frequency domain, allowing only signals at the modulation frequency to
be detected and reducing the noise from other signals. For the FDR model, we used a temperature
rise model from Decal [67]. We will consider a thermally thick sample heated by a sinusoidal
modulated laser with a Gaussian profile. The Raman signal will be collected from a second, probe
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laser at a set distance away from the heating laser (Figure 2-14a). We will include radiation heat
loss in the model. The governing equation for a homogeneous sample can be written as
𝛻𝛻 2 𝑇𝑇𝐴𝐴𝐴𝐴 (𝑟𝑟, 𝑧𝑧) − 𝜎𝜎 2 𝑇𝑇𝐴𝐴𝐴𝐴 (𝑟𝑟, 𝑧𝑧) = 0

2-11

where 𝑇𝑇𝐴𝐴𝐴𝐴 is the oscillating component of the temperature profile and 𝜎𝜎 = �𝑖𝑖𝜔𝜔⁄𝛼𝛼 is a thermal

wave vector, which is a function of the modulation angular frequency, 𝜔𝜔, thermal diffusivity, 𝛼𝛼,

and imaginary unit, 𝑖𝑖.

The solution is given in integral form by
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where 𝑃𝑃0 is the peak laser power, k is the sample thermal conductivity, a is the heating laser beam

radius, r is the spacing between the heating and probe lasers, h is the linearized radiation coefficient,
𝛽𝛽 2 = 𝛿𝛿 2 + 𝜎𝜎 2 with 𝛿𝛿 being the Hankel variable, and 𝐽𝐽0 (𝛿𝛿𝛿𝛿) is a zeroth order Bessel function of

3
the first kind [67]. The radiation coefficient is defined as ℎ ≈ 4𝜀𝜀𝜎𝜎𝑏𝑏 𝑇𝑇𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠
where 𝜎𝜎𝑏𝑏 is Boltzmann’s

constant, 𝜀𝜀 the sample emissivity, and 𝑇𝑇𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 is the temperature of the surroundings. For the

simulations, we used the values 𝑎𝑎 = 15𝜇𝜇𝜇𝜇, 𝑟𝑟 = 0.5 𝑚𝑚𝑚𝑚, and 𝜀𝜀 = 0.79 [68]. The temperature
amplitude (normalized by the value at the lowest frequency) and phase values used in the
simulations are shown in Figure 2-14b-c.
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Figure 2-14 a) The experimental set up of the FDR technique. b) The normalized temperature
amplitude at the probe laser location calculated using the absolute value of the Equation 2-12
solution. c) The phase delay between the heating laser and the probe laser which is calculated by
taking the angle of the Equation 2-12 solution.

2.7.2

Parameter Sensitivity
Similar to the other techniques, the sensitivity was calculated for each parameter following

the process shown in Figure 2-2. The phase is less sensitive to thermal diffusivity and thermal
conductivity than the temperature amplitude. It is however, not dependent at all to the laser heating.
This means that laser heating can be adjusted at different frequencies to increase the temperature
amplitude to get a better FWHM shift during the experiment. For this reason, the phase is going to
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be used in the fitting process. It is also worth noting that the temperature is more sensitive to
thermal diffusivity than thermal conductivity, unlike the previous models.

Table 2-9. The maximum error produced in the temperature amplitude by varying one parameter
at a time by 1% of its value.
Variable
Radius (r)
Thermal diffusivity (𝜶𝜶)
Thermal conductivity (k)
Surrounding Temp (𝑻𝑻𝒔𝒔𝒔𝒔𝒔𝒔𝒔𝒔 )
Emissivity (𝜺𝜺)
Beam spot size (a)
Laser power (𝑷𝑷𝟎𝟎 )

Maximum Temperature
Amplitude Error (%)
3.5
1.2
1.0
0.01
1.4 · 10−4
2.9 · 10−3
1.0

Description
Increases with frequency
Increases with frequency
Constant with frequency
Decreases with frequency
Decreases with frequency
Increases with frequency
Constant with frequency

Table 2-10. The maximum error produced in the phase lag by varying one parameter at a time by
1% of its value.
Variable
Radius (r)
Thermal diffusivity (𝜶𝜶)
Thermal conductivity (k)
Surrounding Temp (𝑻𝑻𝒔𝒔𝒔𝒔𝒔𝒔𝒔𝒔 )
Emissivity (𝜺𝜺)
Beam spot size (a)
Laser power (𝑷𝑷𝟎𝟎 )

2.7.3

Maximum Phase Error (%)
1.0
0.52
0.02
0.03
4.5 · 10−4
5.5 · 10−3
0

Description
Constant with frequency
Constant with frequency
Decreases with frequency
Decreases with frequency
Decreases with frequency
Increases with frequency
Constant with frequency

Raman Simulations
For modulated heating, the overall temperature rise is dominated by the AC temperature

component at low frequencies and dominated by the DC temperature component (non-oscillating
temperature rise resulting from the sample’s thermal diffusivity) at higher frequencies [69]. To
determine where the frequency cutoff should be placed, a numerical model was built in COMSOL
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with UO2 properties and modulated laser heating. It was determined that 10 Hz was the upper
frequency limit. Above 10 Hz, a steady state DC is never reached and the total temperature rise
(AC+DC) is not compatible to use with the Raman data because the uncertainty in the Raman
signal is too large and the AC component cannot be distinguished. As a result, the frequency range
used in the simulations is from 0.01 Hz to 10 Hz.
Even though the high frequencies where the DC component of the overall temperature
dominates are not included, there is still always a DC component. For experiments using the same
laser power and same ambient temperature, the DC offset will increase with laser modulation
frequency and the AC component will decrease. This realistic temperature response is included in
the simulations. The temperature profile used to collect the Raman signal in the time domain is
given by

where

𝑇𝑇𝑚𝑚𝑚𝑚𝑚𝑚

and
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𝑇𝑇(𝑡𝑡) = 𝑇𝑇𝐴𝐴𝐴𝐴 + 𝑇𝑇𝐷𝐷𝐷𝐷
𝑇𝑇𝐴𝐴𝐴𝐴 = 𝑇𝑇𝑎𝑎𝑎𝑎𝑎𝑎 �𝑇𝑇
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The temperature amplitude at 0.01 Hz is set to 15 K (𝑇𝑇𝑎𝑎𝑎𝑎𝑎𝑎 ). The ratio, 𝑇𝑇

𝑖𝑖

𝑚𝑚𝑚𝑚𝑚𝑚 1

, is the normalized

temperature amplitude and 𝜙𝜙 is the phase delay, both coming from Equation 2-12. The linear

relationship 0.544𝑓𝑓 + 0.124 in Equation 2-15 was determined from the simulations in COMSOL
and details of how this was determined are included in Appendix A.2.
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During the simulation, Equation 2-14 was solved for a period of time lasting 100
modulation periods for every frequency. This frequency sweep was repeated 20 times, as was
described in Figure 2-1. The phase delay was calculated using a Fast Fourier Transform on the
FWHM of the Raman spectra and compared to a reference cosine signal (simulating the heating
laser). Figure 2-15a shows the results of 20 simulations at each frequency (consisting of 100
periods each).
The uncertainty introduced into the temperature rise model and the Raman signal had a
major influence on the phase. The phase delay should only drop by 2.5 degrees over the
frequencies tested. Even on the first frequency, the phase has a spread of 40 degrees. This large
spread makes getting fits close to the true value unlikely. As a result, the fitting process produced
unrealistic results which included negative thermal conductivity and diffusivity values.

Figure 2-15. Phase delay data for 20 FDR simulations.
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Comparison of Results

Table 2-11. Summary of results of the four techniques investigated. The k and α values used in
the simulations were 7.59 W/m·K and 2.94·10-6 m2/s respectively.

Technique
TLR
TDDR
FRR

Fit Mean k, W/m·K
(Error Relative to
7.59 W/m·K)
8.16
(7.5%)
7.67
(1.1%)
7.63
(0.5%)

Fit Standard
Deviation k,
W/m·K
1.55

Fit Mean 𝜶𝜶, m2/s
(Error Relative to
2.94·10-6 m2/s)
NA

Fit Standard
Deviation 𝜶𝜶, m2/s

0.12

9.09 · 10−6
(209%)
2.89 · 10−6
(1.7%)

9.02 · 10−6

0.06

NA

1.64 · 10−7

For measuring thermal conductivity, the TLR had the largest spread of k measurements
and its fit mean was the furthest from the true value of 7.59 W/m· 𝐾𝐾. The FRR had a standard
deviation of half that of the TDDR and its fit mean k was also closer to the true value. For
measuring thermal diffusivity, the FRR technique had more consistent results. The standard
deviation of the TDDR is almost two orders of magnitude larger than that of the FRR. The fit mean
value of the FRR was 123 times closer to the true value than the TDDR.

Conclusion
The recommended technique for measuring thermal conductivity is the TLR. Even though
the FRR produced closer results to the true value, the TLR is still the recommended choice. With
the TLR being steady-state, it would be easy to incorporate as long of integration times as wanted,
which is desirable for Raman because it is an inherently weak signal. The TLR is also going to be
a reliable technique for measuring thermal conductivity because thermal diffusivity does not show
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up in the solution and therefore has no influence on the thermal conductivity fitting. There is active
research in the sputtering of thin film UO2, which would be a prime candidate for the TLR method
[70].
The recommended technique for measuring thermal diffusivity is the FRR. The FRR takes
less experimental time than the TDDR at low excitation times (high frequencies) [29] and has a
much larger FWHM shift over the experimental times/frequencies. This makes the FRR easier to
use experimentally and in the fitting process. In the Monte Carlo like simulations, the FRR had a
fit mean thermal diffusivity 123 times closer to the true value than the TDDR. It also produced
measured thermal diffusivities with a standard deviation an order of magnitude smaller than the
TDDR. This shows that the FRR is less affected by the introduced uncertainty than the TDDR.
The FDR is also not recommended because it was so susceptible to the introduced uncertainty that
the data was unusable for determining thermal conductivity and diffusivity.
For UO2 specifically, the Raman peaks are very weak, as evidenced by the need to collect
spectra for 15 minutes in the literature. Based on the analysis in this chapter, the general
recommendation for measuring the of thermal conductivity of UO2 is to not use Raman
thermometry because of weak signals and difficulty creating a suitable thermal environment to
match the proposed temperature rise models.
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3

NEEDLE PROBE FOR MEASURING THERMAL CONDUCTIVITY IN LIQUIDS

Introduction
The Molten Salt Reactor (MSR) is a promising generation IV reactor type. As a coolant,
molten salts have high heat capacities and boiling points which lend to higher efficiencies. There
are also advantages to having fuel dissolved in the salt itself. As a fuel carrier, molten salts add
another level of safety to prevent accidents by being self-regulating. Molten salts have a high
coefficient of thermal expansion which produces a large negative temperature coefficient of
reactivity. This means that as heat is released from fissions, the fuel carrying salt expands and the
rate of reaction slows [44].
However, there is a lack of thermophysical property data, especially thermal conductivity
and diffusivity, of the fluoride and chloride salts used in the reactors [71] [49]. These properties
are needed for suitable reactor design as they are critical for Nusselt number corrections and
optimized reactor operation temperatures. Existing molten fluoride salt thermal conductivity data
is likely incorrect because it has a positive temperature dependence [49]. The leading hypothesis
for this is that convection and thermal radiation are neglected in the previous models that were
used to determine conductivity from measurements [2], [73]. The thermal conductivity will be
overestimated if conduction is the only mode of heat transfer that is included when convection and
radiation are present.
Several techniques have been used to measure these properties in molten salts: the parallel
plate method, the concentric cylinder method, forced Rayleigh scattering, transient laser flash, and
the transient hot wire method. Magnusson [49] gives a review of each of these techniques and the
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short comings of each. The transient hot wire method is promising since it is not a steady state
measurement, which can reduce the presence of convection, and has been the standard for
measuring thermal conductivity in liquids [74]. However, due to the corrosiveness and electrical
conductivity of the molten salts, a traditional hot wire apparatus (even when anodized) would be
inappropriate in this case [75].
Modifications to the hot wire technique can be made to overcome the difficulties of
working with molten salts. One type of instrumentation that is compatible with salts is the needle
probe. This type of probe is based on the transient hot wire method, but has a robust design for
measurements in extreme environments [76]. Idaho National Laboratory (INL) has used a needle
probe for in-reactor thermal conductivity measurements of uranium dioxide [77], [78]. However,
unlike the standard transient hot wire technique, the thickness of the probe needs to be accounted
for and has been done using thermal quadrupoles [57], [79].
Using thermal waves generated from modulated heating is an alternative to the constant
power heating of the transient hot wire method. This allows a frequency scan to be performed,
which helps overcome assumptions that are made due to the probe’s complex geometry. The
necessary assumptions to develop an analytical solution to use with the needle probe: either as an
infinite line source or concentric layered cylinders [57]. This is to save time in the measurement
process as a finite element numerical solution would be costly, especially if modulated heating,
convection, and radiation are included. This paper presents analytical models to be used with the
needle probe to measure the thermal conductivity and diffusivity of molten salts. The models use
modulating Joule heating and includes radiation and convection in the measured sample by using
an effective heat transfer coefficient, h. They are verified numerically using COMSOL, and the
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performance of the models and probes will be validated by comparing measured and literature
values of water.

The Probe
The needle probe consists of two main sections of distinct diameters which can be
identified in Figure 3-1. The sensing section (B and C in Figure 3-1a) is the portion of the probe
that is immersed in the sample. The extension (A in Figure 3-1a) is included for convenience of
handling during experimental testing. The difference in the diameters is a result of the swaging
process used to produce the desired diameter of the sensing section of the probe.

a)

b)
Figure 3-1. a) Schematic of components in the extension (A) and the sensing (B and C) sections
of the needle probe. B contains both the thermocouple and heating wires and C only contains the
heating wire. b) Size comparison of a previously used needle probe to a US penny [11].
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The needle probe consists of a heating wire, sensing wire, thermocouple, and alumina
insulation between the wires and outer sheath as shown in Figure 3-1a. The heating wire is chromel
and the thermocouple wires are chromel and alumel (type K thermocouple). In past probes,
chromel has proven to be able to hold welds during the swaging process. The insulation is alumina
and the sheath is Nickel 200 for protection against corrosion from the salts [75].
The sensing section length of the probe is 10 cm long. This length was restricted by the
height of the furnace and crucible being used in the experiment. The furnace size was also limited
because it is required that the molten salts be handled inside a glovebox for safety reasons. The
thermocouple is located at the centerline of the probe, 5 cm from the end. Figure 3-2 shows the
cross section of the sensing section from a CT scan associated with the B-B section view of Figure
3-1a. The overall diameter is 2.01 mm which was measured using calipers. The other dimensions
were then determined from that diameter.

Figure 3-2. CT scan of the cross section of the sensing section of the probe that corresponds to
the B-B view in Figure 3-1a from [11].
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To model the probe using the thermal quadrupole system of equations [79], the geometry
of the probe is assumed to consist of concentric cylinders. Figure 3 shows how each annulus is
divided. Layers 1 and 4 are alumina. Layers 2 and 3 are made up of the wires and the insulation
between the wires within the perimeter of a circle that pass through the centroid of all four wires.
The reasons for splitting this area into two separate layers are discussed later. Layers 5 and 6 are
the sheath and the fluid sample, respectively. The outside radius of each layer is shown in Table
3-1.

Figure 3-3. Concentric cylinder representation of the cross section of the needle probe. Layers 2
and 3 are determined by the position of the wires’ edges. Layer 5 is the sheath and Layer 6 is the
sample.
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Table 3-1. Radii associated with the outside of each layer shown in Figure 3.
Layer
1
2
3
4
5

Outside Radius (mm)
0.284
0.381
0.478
0.860
1.380

The modulation frequency of the experiment is limited by the dimensions of the probe.
Because a thermal wave solution is being used, the distance from the heating wire to the sample
needs to be smaller than the thermal diffusion length [11]
2𝛼𝛼

3-1

𝜇𝜇 = � 𝜔𝜔

where α is the thermal diffusivity, and ω is the angular frequency in radians/second. The thermal
wave from the heating wire travels through the insulation and the sheath. To account for this, an
effective thermal diffusivity is calculated using the thermal diffusivities of each material and areas
between the wire and the sample.
𝛼𝛼𝑒𝑒𝑒𝑒𝑒𝑒 =

∑ 𝐴𝐴𝑗𝑗 𝛼𝛼𝑗𝑗
𝐴𝐴𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡

3-2

With 𝜔𝜔 = 2𝜋𝜋𝜋𝜋, the frequency in Hertz needs to follow the following relationship so that

the thermal wave reaches the sample,

𝛼𝛼

𝑓𝑓 < 𝜋𝜋(𝑅𝑅 𝑒𝑒𝑒𝑒𝑒𝑒
−𝑅𝑅
5

2
3)

3-3

where 𝑅𝑅3 and 𝑅𝑅5 are the radii associated with the furthest coordinate of the heating wire from the
centerline and the outside of the sheath, respectively. Using the alumina and Nickel 200 thermal
diffusivities and the areas of annuli 4 and 5, the frequency upper limit is calculated to be 6.0 Hz.
As a result of the heating being modulated, the temperature response will be complex in
the form 𝑥𝑥 + 𝑦𝑦𝑦𝑦, where x is the real part and y is the imaginary part of the complex number. The
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amplitude of the complex temperature is the absolute of the complex value, i.e. |𝑥𝑥 + 𝑦𝑦𝑦𝑦| =
𝑦𝑦

�𝑥𝑥 2 + 𝑦𝑦 2 . The phase is calculated as tan−1 �𝑥𝑥 �.
Frequency Domain Analytical Models

Two one-dimensional models are proposed. The two-dimensional temperature profile of
the cross-section shown in Figure 3-2 cannot be solved analytically due to its complex geometry.
As a result, the concentric cylinder assumption in Figure 3-3 is made. A length study, given in
Appendix B.1, was performed in COMSOL and the 10 cm length of the probe showed no edge
effects at the location of the thermocouple. Thus, we can represent the probe in a one-dimensional
model. Of these 1D models, one uses the thermal quadrupole and the other uses an impedance
representation. Both models are presented because each approach has limitations that require
making potentially undesirable assumptions.

3.3.1

Thermal Quadrupole Model
The temperature is obtained from solving the heat diffusion equation. For Layers 1, 4, and

5 the heat diffusion equation is written as
𝜕𝜕2 𝑇𝑇
𝜕𝜕𝑟𝑟 2

1 𝜕𝜕𝜕𝜕

1 𝜕𝜕𝜕𝜕

+ 𝑟𝑟 𝜕𝜕𝜕𝜕 = 𝛼𝛼 𝜕𝜕𝜕𝜕 .

3-4

In Equation 3-4, temperature is a function of both radius and time. Because the heating source will
be modulated, we can represent temperature in the modulated form as 𝑇𝑇(𝑟𝑟, 𝑡𝑡) = 𝑇𝑇�(𝑟𝑟)𝑒𝑒 i𝜔𝜔𝜔𝜔 . By
inserting this form of the temperature into Equation 3-4, the exponential cancels out of each term
and you are left with the following governing equation
𝜕𝜕2 𝑇𝑇�
𝜕𝜕𝑟𝑟 2

1 𝜕𝜕𝑇𝑇�

1

+ 𝑟𝑟 𝜕𝜕𝜕𝜕 − 𝛼𝛼 𝑖𝑖𝜔𝜔𝑇𝑇�(𝑟𝑟) = 0.
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3-5

The respective solutions to Equations 3-5 and 3-4 are

and

𝑖𝑖𝜔𝜔
𝑖𝑖𝜔𝜔
𝑇𝑇�(𝑟𝑟) = 𝑎𝑎1 𝐼𝐼0 �𝑟𝑟� 𝛼𝛼 � + 𝑎𝑎2 𝐾𝐾0 �𝑟𝑟� 𝛼𝛼 �

3-6

𝑖𝑖𝜔𝜔

3-7

𝑖𝑖𝜔𝜔

𝑇𝑇(𝑟𝑟, 𝑡𝑡) = 𝑒𝑒 𝑖𝑖𝜔𝜔𝜔𝜔 �𝑎𝑎1 𝐼𝐼0 �𝑟𝑟� 𝛼𝛼 � + 𝑎𝑎2 𝐾𝐾0 �𝑟𝑟� 𝛼𝛼 ��

where 𝑎𝑎1 and 𝑎𝑎2 are integration constants and 𝐼𝐼0 and 𝐾𝐾0 are the zeroth order modified Bessel
functions of the first and second kind respectively.

d𝑇𝑇�

� = ±𝑘𝑘 where k is the thermal conductivity.
The heat flux at radius r is governed by 𝑞𝑞"
d𝑟𝑟

The leading sign is negative when the direction of heat flow is outward and positive for inward
flow [80]. Both scenarios are utilized in this section. Using the temperature profile in Equation 36, the flux profile becomes
𝑖𝑖𝜔𝜔

𝑖𝑖𝜔𝜔

𝑖𝑖𝜔𝜔

� (𝑟𝑟) = ±𝑘𝑘� �𝑎𝑎1 𝐼𝐼1 �𝑟𝑟� � − 𝑎𝑎2 𝐾𝐾1 �𝑟𝑟� ��.
𝑞𝑞"
𝛼𝛼
𝛼𝛼
𝛼𝛼

3-8

i𝜔𝜔

For ease of reading, the substitution 𝜎𝜎𝑗𝑗 = �𝛼𝛼 will be used from this point forward.
𝑗𝑗

The thermal quadrupole is used to determine the temperature and heat flux throughout a
layered geometry. It uses the temperature and flux at one boundary of a layer to solve for the
temperature and flux at the other boundary. The temperature and flux of each annulus are
connected by the thermal quadrupole relationship
𝑇𝑇� (𝑟𝑟𝑖𝑖𝑖𝑖 )
𝐴𝐴
�𝑞𝑞"
� (𝑟𝑟𝑖𝑖𝑖𝑖 )� = �𝐶𝐶

𝐵𝐵 𝑇𝑇�(𝑟𝑟𝑜𝑜𝑜𝑜𝑜𝑜 )
� ��(𝑟𝑟 )�.
𝑜𝑜𝑜𝑜𝑜𝑜
𝐷𝐷 𝑞𝑞"

3-9

The quadrupole terms (A, B, C, and D) are determined by solving the integration constants in terms
� (𝑟𝑟𝑜𝑜𝑜𝑜𝑜𝑜 ) and inserting them back into the 𝑇𝑇�(𝑟𝑟𝑖𝑖𝑖𝑖 ) and 𝑞𝑞"
� (𝑟𝑟𝑖𝑖𝑖𝑖 ) solutions. The
of 𝑇𝑇�(𝑟𝑟𝑜𝑜𝑜𝑜𝑜𝑜 ) and 𝑞𝑞"
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quadrupole for each layer will be distinct because of boundary conditions, generation, heat flow
direction, and dimension differences. The derivation of each quadrupole is discussed in the
following sections.

3.3.1.1 Layer 1
Because there is no generation, or other modes of heat transfer besides conduction,
Equation 3-6 is the governing equation for Layer 1. One of the integration constants can be
eliminated by using the finite temperature boundary condition that exists at the centerline: 𝑇𝑇�(0) =

𝑎𝑎1 𝐼𝐼0 (0) + 𝑎𝑎2 𝐾𝐾0 (0) = 𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓. To satisfy this condition, 𝑎𝑎2 must be zero because 𝐼𝐼0 (0) = 1 and

𝐾𝐾0 (0) = ∞. Integration constant 𝑎𝑎1 can now be solved for using 𝑇𝑇�(𝑟𝑟1 ). The A and B quadrupole
terms are determined using this temperature profile. The C and D terms are both zero since the
heat flux at the centerline is zero because it is a line of symmetry and is therefore not a function of
the temperature or flux at 𝑟𝑟1. The resultant quadrupole becomes
1
,
(𝑟𝑟
0 1 𝜎𝜎1 )

𝐴𝐴1 = 𝐼𝐼

𝐵𝐵1 = 𝐶𝐶1 = 𝐷𝐷1 = 0.

3-10

3.3.1.2 Layer 2
Both Layers 2 and 3 have internal generation from Joule heating in the heating wire since
the wires are in both layers (see Figure 3-3). The governing equation for both layers then becomes
𝜕𝜕2 𝑇𝑇
𝜕𝜕𝑟𝑟 2

1 𝜕𝜕𝜕𝜕

𝑔𝑔̇

1 𝜕𝜕𝜕𝜕

+ 𝑟𝑟 𝜕𝜕𝜕𝜕 + 𝑘𝑘 = 𝛼𝛼 𝜕𝜕𝜕𝜕 ,

with the volumetric heat generation, 𝑔𝑔̇ , from Joule heating:
𝑉𝑉 2

𝑔𝑔̇ = 𝑅𝑅 𝑉𝑉𝑉𝑉𝑉𝑉
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3-11

3-12

where 𝑉𝑉 is the voltage, 𝑅𝑅 is the electrical resistance of the heating wire, and 𝑉𝑉𝑉𝑉𝑉𝑉 is the volume of
the heating wire, which is defined as the product of the wire length and cross sectional area (𝑉𝑉𝑉𝑉𝑉𝑉 =

𝑙𝑙𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤 𝐴𝐴𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤 ). The resistance of the heating wire is a function of temperature,
𝑅𝑅(𝑇𝑇) = 𝑅𝑅0 [1 + 𝛼𝛼𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 ∆𝑇𝑇],

with

𝑅𝑅0 = 𝜌𝜌𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 𝐴𝐴

𝑙𝑙

3-13

3-14

𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤

where variables 𝛼𝛼𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 and 𝜌𝜌𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 are the temperature coefficient of resistance and the electrical

resistivity of the heating wire respectively. For chromel, the resistance can be treated as a constant
over the temperatures of an experiment since 𝑅𝑅0 ≫ 𝑅𝑅0 𝛼𝛼∆𝑇𝑇 for the temperature difference

experienced during a measurement.

To modulate the heating, the applied voltage to the heating wire is sinusoidal, V =

P𝑒𝑒 i𝜔𝜔𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣 𝑡𝑡 where P is the amplitude of the modulated voltage and 𝜔𝜔𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣 is the frequency of
the input voltage. The voltage term in the volumetric internal generation term can now be written
as 𝑉𝑉 2 = 𝑃𝑃2 𝑒𝑒 i2𝜔𝜔𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣 𝑡𝑡 . The generation frequency is therefore twice the input voltage frequency,

𝜔𝜔 = 2𝜔𝜔𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣 . By substituting in the voltage and resistance terms into Equation 3-13, the internal

generation can now be represented with a term that includes 𝑒𝑒 i𝜔𝜔𝜔𝜔
𝑔𝑔̇ = 𝜌𝜌

𝑃𝑃 2

2
𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 𝑙𝑙𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤

𝑒𝑒 𝑖𝑖𝜔𝜔𝜔𝜔 .

3-15

This is necessary to remove the time dimension from the governing equation (Equation 3-11).
From substituting Equation 3-15 into Equation 3-12 and eliminating time, the governing
equation becomes
𝜕𝜕2 𝑇𝑇�
𝜕𝜕𝑟𝑟 2

1 𝜕𝜕𝑇𝑇�

1

+ 𝑟𝑟 𝜕𝜕𝜕𝜕 − 𝛼𝛼 𝑖𝑖𝜔𝜔𝑇𝑇�(𝑟𝑟) + 𝜌𝜌
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𝑃𝑃 2

2
𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 𝑙𝑙𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤

= 0.

3-16

Because there is now a generation term, the governing equation is an inhomogeneous ordinary
differential equation. The total solution is comprised of the summation of homogeneous and
particular solutions, 𝑇𝑇�(𝑟𝑟) = 𝑇𝑇�ℎ (𝑟𝑟) + 𝑇𝑇�𝑝𝑝 (𝑟𝑟). The homogeneous solution is given by Equation 3-6.
To find the particular solution, we will use the method of undetermined coefficients.

Assume 𝑇𝑇�𝑝𝑝 (𝑟𝑟) ≡ Ȼ where Ȼ is a constant. The first two terms of Equation 3-16 will then

drop out since they contain derivatives of a constant and you are left with
particular solution is then easily solved for, Ȼ = 𝑘𝑘i𝜔𝜔𝜌𝜌

𝑃𝑃 2 𝛼𝛼

𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 𝑙𝑙𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤

2

𝑃𝑃 2

2
𝜌𝜌𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 𝑙𝑙𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤

1

= 𝛼𝛼 i𝜔𝜔Ȼ. The

, and the total solution becomes

𝑇𝑇�(𝑟𝑟) = 𝑎𝑎1 𝐼𝐼0 (𝑟𝑟𝜎𝜎2 ) + 𝑎𝑎2 𝐾𝐾0 (𝑟𝑟𝜎𝜎2 ) + Ȼ.

3-17

The reason Layers 2 and 3 are not modeled as one layer is because heat moves from the
wires, both toward the outside of the probe and also toward the center of the probe. This means
that there is a point where the temperature gradient is zero within the wire. By splitting the wires
into two layers, this can be taken be accounted for in the quadrupole. This heating pattern arises
because the heating is not at the center of the probe, as is shown in Figures 3-1a and 3-2. Because
� (𝑟𝑟) = 𝑘𝑘2 𝜎𝜎2 [𝑎𝑎1 𝐼𝐼1 (𝑟𝑟𝜎𝜎2 ) − 𝑎𝑎2 𝐾𝐾1 (𝑟𝑟𝜎𝜎2 )] with the sign
of this, the flux for Layer 2 is written as 𝑞𝑞"
being positive due to the direction of the flux being inward, Layer 3 will have an outward flux.

After solving for 𝑇𝑇�(𝑟𝑟1 ) and 𝑞𝑞�"(𝑟𝑟1 ) in terms of 𝑇𝑇�(𝑟𝑟2 ) and 𝑞𝑞�"(𝑟𝑟2 ) and grouping terms, the

quadrupole has the following form:

� (𝑟𝑟 )

with

𝑇𝑇 1
�𝑞𝑞�"(𝑟𝑟
�=�
)
1

𝐴𝐴2
𝐶𝐶2

𝐵𝐵2 𝑇𝑇�(𝑟𝑟2 )
� ��(𝑟𝑟 )� + �𝑋𝑋𝑌𝑌2 �
2
𝐷𝐷2 𝑞𝑞"
2

𝐴𝐴2 = 𝜎𝜎2 𝑟𝑟2 [𝐾𝐾1 (𝑟𝑟2 𝜎𝜎2 )𝐼𝐼0 (𝑟𝑟1 𝜎𝜎2 ) + 𝐾𝐾0 (𝑟𝑟1 𝜎𝜎2 )𝐼𝐼1 (𝑟𝑟2 𝜎𝜎2 )]
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3-18

𝐵𝐵2 =

−𝑟𝑟2
[𝐾𝐾 (𝑟𝑟 𝜎𝜎 )𝐼𝐼 (𝑟𝑟 𝜎𝜎 ) − 𝐾𝐾0 (𝑟𝑟2 𝜎𝜎2 )𝐼𝐼0 (𝑟𝑟2 𝜎𝜎2 )]
𝑘𝑘2 0 1 2 0 2 2

𝐶𝐶2 = −𝜌𝜌2 𝑐𝑐2 𝑟𝑟2 [𝐾𝐾1 (𝑟𝑟1 𝜎𝜎2 )𝐼𝐼1 (𝑟𝑟2 𝜎𝜎2 ) − 𝐾𝐾1 (𝑟𝑟2 𝜎𝜎2 )𝐼𝐼1 (𝑟𝑟1 𝜎𝜎2 )]
𝑋𝑋2 = Ȼ2 �

𝐷𝐷2 = 𝜎𝜎2 𝑟𝑟2 [𝐾𝐾0 (𝑟𝑟2 𝜎𝜎2 )𝐼𝐼1 (𝑟𝑟1 𝜎𝜎2 ) + 𝐾𝐾1 (𝑟𝑟1 𝜎𝜎2 )𝐼𝐼0 (𝑟𝑟2 𝜎𝜎2 )]

3-19

𝐼𝐼0 (𝑟𝑟1 𝜎𝜎2 )
[𝑟𝑟 𝜎𝜎 𝐼𝐼 (𝑟𝑟 𝜎𝜎 )𝐾𝐾 (𝑟𝑟 𝜎𝜎 ) − 1] − 𝑟𝑟2 𝜎𝜎2 𝐼𝐼1 (𝑟𝑟2 𝜎𝜎2 )𝐾𝐾0 (𝑟𝑟1 𝜎𝜎2 ) + 1�
𝐼𝐼0 (𝑟𝑟2 𝜎𝜎2 ) 2 2 1 2 2 0 2 2

𝑌𝑌2 = −𝑘𝑘2 𝜎𝜎2 Ȼ2 �

𝐼𝐼1 (𝑟𝑟1 𝜎𝜎2 )
[𝑟𝑟 𝜎𝜎 𝐼𝐼 (𝑟𝑟 𝜎𝜎 )𝐾𝐾 (𝑟𝑟 𝜎𝜎 ) − 1] − 𝑟𝑟2 𝜎𝜎2 𝐼𝐼1 (𝑟𝑟2 𝜎𝜎2 )𝐾𝐾1 (𝑟𝑟1 𝜎𝜎2 )�
𝐼𝐼0 (𝑟𝑟2 𝜎𝜎2 ) 2 2 1 2 2 0 2 2

where 𝑋𝑋2 and 𝑌𝑌2 are the source terms. The source terms are outside of the quadrupole because they
are independent on the temperature and flux of the outside boundary. The quadrupole expressions

match those found in Equation 3.127 of Maillet [79] if heat flux is used instead of heat rate. To
check this, the conversion from using heat rate to flux is as follows: A remains the same, 𝐵𝐵𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 =

𝐵𝐵𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 2𝜋𝜋𝑟𝑟2 𝑙𝑙, 𝐶𝐶𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 = 𝐶𝐶𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 /2𝜋𝜋𝑟𝑟1 𝑙𝑙, 𝐷𝐷𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 = 𝐷𝐷𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 𝑟𝑟2 /𝑟𝑟1.
3.3.1.3 Layer 3

Like in Layer 2, Layer 3 has internal heat generation from Joule heating and its governing
equation is Equation 3-17, with a corresponding solution. The heat flux however, has the opposite
sign as Layer 2 since the flux is moving in the opposite direction, toward the salt. Because the flux
moves in opposite directions at the interface between Layers 2 and 3, 𝑑𝑑𝑑𝑑�𝑑𝑑𝑑𝑑 must be zero. This
means that the heat flux needs to be zero at 𝑟𝑟2 . In order to force this condition, 𝐶𝐶3 , 𝐷𝐷3 , and 𝑌𝑌3 are

set to zero. The matrix for Layer 3 has the same structure as Equation 3-18 but with the following
quadrupoles terms:
𝐴𝐴3 = 𝜎𝜎3 𝑟𝑟3 [𝐾𝐾1 (𝑟𝑟3 𝜎𝜎3 )𝐼𝐼0 (𝑟𝑟2 𝜎𝜎3 ) + 𝐾𝐾0 (𝑟𝑟2 𝜎𝜎3 )𝐼𝐼1 (𝑟𝑟3 𝜎𝜎3 )]
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𝐵𝐵3 =

𝑟𝑟3
[𝐾𝐾 (𝑟𝑟 𝜎𝜎 )𝐼𝐼 (𝑟𝑟 𝜎𝜎 ) − 𝐾𝐾0 (𝑟𝑟3 𝜎𝜎3 )𝐼𝐼0 (𝑟𝑟3 𝜎𝜎3 )]
𝑘𝑘3 0 2 3 0 3 3
𝐶𝐶3 = 0

𝑋𝑋3 = Ȼ3 �

𝐷𝐷3 = 0

3-20

𝐼𝐼0 (𝑟𝑟2 𝜎𝜎3 )
[𝑟𝑟 𝜎𝜎 𝐼𝐼 (𝑟𝑟 𝜎𝜎 )𝐾𝐾 (𝑟𝑟 𝜎𝜎 ) − 1] − 𝑟𝑟3 𝜎𝜎3 𝐼𝐼1 (𝑟𝑟3 𝜎𝜎3 )𝐾𝐾0 (𝑟𝑟2 𝜎𝜎3 ) + 1�
𝐼𝐼0 (𝑟𝑟3 𝜎𝜎3 ) 3 3 1 3 3 0 3 3
𝑌𝑌3 = 0.

3.3.1.4 Layers 4 and 5
Layers 4 and 5 are both passive walls. The quadrupole with each layer, j, is as follows. For
each layer, 𝑗𝑗 = 4 𝑜𝑜𝑜𝑜 5, has the matrix structure as Equation 3-9 with

𝐴𝐴𝑗𝑗 = 𝜎𝜎𝑗𝑗 𝑟𝑟𝑗𝑗 �𝐾𝐾1 �𝑟𝑟𝑗𝑗 𝜎𝜎𝑗𝑗 �𝐼𝐼0 �𝑟𝑟𝑗𝑗−1 𝜎𝜎𝑗𝑗 � + 𝐾𝐾0 �𝑟𝑟𝑗𝑗−1 𝜎𝜎𝑗𝑗 �𝐼𝐼1 �𝑟𝑟𝑗𝑗 𝜎𝜎𝑗𝑗 ��
𝑟𝑟

𝐵𝐵𝑗𝑗 = 𝑘𝑘𝑗𝑗 �𝐾𝐾0 �𝑟𝑟𝑗𝑗−1 𝜎𝜎𝑗𝑗 �𝐼𝐼0 �𝑟𝑟𝑗𝑗 𝜎𝜎𝑗𝑗 � − 𝐾𝐾0 �𝑟𝑟𝑗𝑗 𝜎𝜎𝑗𝑗 �𝐼𝐼0 �𝑟𝑟𝑗𝑗−1 𝜎𝜎𝑗𝑗 ��
𝑗𝑗

3-21

𝐶𝐶𝑗𝑗 = 𝜌𝜌𝑗𝑗 𝑐𝑐𝑗𝑗 𝑟𝑟𝑗𝑗 𝑖𝑖𝑖𝑖�𝐾𝐾1 �𝑟𝑟𝑗𝑗−1 𝜎𝜎𝑗𝑗 �𝐼𝐼1 �𝑟𝑟𝑗𝑗 𝜎𝜎𝑗𝑗 � − 𝐾𝐾1 �𝑟𝑟𝑗𝑗 𝜎𝜎𝑗𝑗 �𝐼𝐼1 �𝑟𝑟𝑗𝑗−1 𝜎𝜎𝑗𝑗 ��
𝐷𝐷𝑗𝑗 = 𝜎𝜎𝑗𝑗 𝑟𝑟𝑗𝑗 �𝐾𝐾0 �𝑟𝑟𝑗𝑗 𝜎𝜎𝑗𝑗 �𝐼𝐼1 �𝑟𝑟𝑗𝑗−1 𝜎𝜎𝑗𝑗 � + 𝐾𝐾1 �𝑟𝑟𝑗𝑗−1 𝜎𝜎𝑗𝑗 �𝐼𝐼0 �𝑟𝑟𝑗𝑗 𝜎𝜎𝑗𝑗 ��.

3.3.1.5 Layer 6
If the salt sample has a large enough radius that the outside of the sample does not
experience a temperature rise from the initial temperature, it is considered a semi-infinite domain.
The solution of the AC temperature can then be written as 𝑇𝑇�(∞) = 𝑎𝑎1 𝐼𝐼0 (∞) + 𝑎𝑎2 𝐾𝐾0 (∞) = 0.
𝐾𝐾0 (∞) approaches zero and 𝐼𝐼0 (∞) approaches infinity. Because of this, 𝑎𝑎1 = 0 and the solution
reduces to 𝑇𝑇�(r) = 𝑎𝑎2 𝐾𝐾0 (𝑟𝑟𝜎𝜎6 ).
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The boundary conditions at the Layer 5/6 interface can be written as

𝑘𝑘5

𝑑𝑑𝑇𝑇�5

𝑇𝑇�5 (𝑟𝑟5 ) = 𝑇𝑇�6 (𝑟𝑟5 )

� = 𝑘𝑘6
𝑑𝑑𝑑𝑑
𝑟𝑟5

𝑑𝑑𝑇𝑇�6

� + ℎ𝑇𝑇�6 (𝑟𝑟5 ).

𝑑𝑑𝑑𝑑 𝑟𝑟5

3-22
3-23

The variable h is the total heat transfer coefficient from convection and linearized radiation. The
method to determine the value is discussed later. The associated boundaries for the Layer 5 thermal
quadrupole are then
𝑇𝑇�(𝑟𝑟5 ) = 𝑎𝑎2 𝐾𝐾0 (𝑟𝑟5 𝜎𝜎6 )

𝑞𝑞�"(𝑟𝑟5 ) = 𝑎𝑎2 [𝑘𝑘6 𝜎𝜎6 𝐾𝐾1 (𝑟𝑟5 𝜎𝜎6 ) + ℎ𝐾𝐾0 (𝑟𝑟5 𝜎𝜎6 )].

3-24
3-25

There is no quadrupole for this layer because it is semi-infinite and the temperature at r5 is

independent of the temperature at r6 (see Equation 3-24). Instead, Equations 3-24 and 3-25 are
inserted into the boundary vector (the right hand vector of Equation 3-9) for r5 of Layer 5.

3.3.2

Limitation of using thermal quadrupoles
The integration constant 𝑎𝑎2 in Equations 3-24 and 3-25 needs to be determined in order to

solve the system of equations. One investigated method was to start at the centerline, 𝑟𝑟 = 0, using
the thermocouple reading, and solve outward using the thermal quadrupole method to get 𝑇𝑇�(r5 ).

Then, 𝑎𝑎2 would be solved for using Equation 3-24. However, in this process, a limitation was
discovered in using thermal quadrupoles.

When starting from the centerline, the governing equation for each layer remains the same
as what is stated above. The quadrupoles will, however, be slightly different. The integration
constants are solved in terms of the inside radius as compared to the outside radius like in the
quadrupoles above. For just a passive wall, the resulting quadrupole is the same as Equation 3-21,
but with the radius subscripts switched
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𝐴𝐴𝑗𝑗 = 𝜎𝜎𝑗𝑗 𝑟𝑟𝑗𝑗−1 �𝐾𝐾1 �𝑟𝑟𝑗𝑗−1 𝜎𝜎𝑗𝑗 �𝐼𝐼0 �𝑟𝑟𝑗𝑗 𝜎𝜎𝑗𝑗 � + 𝐾𝐾0 �𝑟𝑟𝑗𝑗 𝜎𝜎𝑗𝑗 �𝐼𝐼1 �𝑟𝑟𝑗𝑗−1 𝜎𝜎𝑗𝑗 ��

𝐵𝐵𝑗𝑗 =

𝑟𝑟𝑗𝑗−1
𝑘𝑘𝑗𝑗

�𝐾𝐾0 �𝑟𝑟𝑗𝑗 𝜎𝜎𝑗𝑗 �𝐼𝐼0 �𝑟𝑟𝑗𝑗−1 𝜎𝜎𝑗𝑗 � − 𝐾𝐾0 �𝑟𝑟𝑗𝑗−1 𝜎𝜎𝑗𝑗 �𝐼𝐼0 �𝑟𝑟𝑗𝑗−1 𝜎𝜎𝑗𝑗 ��

3-26

𝐶𝐶𝑗𝑗 = 2𝜋𝜋𝜋𝜋𝜌𝜌𝑗𝑗 𝑐𝑐𝑗𝑗 �𝐾𝐾1 �𝑟𝑟𝑗𝑗 𝜎𝜎𝑗𝑗 �𝐼𝐼1 �𝑟𝑟𝑗𝑗−1 𝜎𝜎𝑗𝑗 � − 𝐾𝐾1 �𝑟𝑟𝑗𝑗−1 𝜎𝜎𝑗𝑗 �𝐼𝐼1 �𝑟𝑟𝑗𝑗 𝜎𝜎𝑗𝑗 ��
𝐷𝐷𝑗𝑗 = 𝜎𝜎𝑗𝑗 𝑟𝑟𝑗𝑗−1 �𝐾𝐾0 �𝑟𝑟𝑗𝑗−1 𝜎𝜎𝑗𝑗 �𝐼𝐼1 �𝑟𝑟𝑗𝑗 𝜎𝜎𝑗𝑗 � + 𝐾𝐾1 �𝑟𝑟𝑗𝑗 𝜎𝜎𝑗𝑗 �𝐼𝐼0 �𝑟𝑟𝑗𝑗−1 𝜎𝜎𝑗𝑗 ��.

The system of equations would have a similar change:
𝑇𝑇� �𝑟𝑟𝑗𝑗 �

��

𝑞𝑞"�𝑟𝑟𝑗𝑗 �

𝐴𝐴
�=�
𝐶𝐶

𝐵𝐵 𝑇𝑇��𝑟𝑟𝑗𝑗−1 �
� ��
�.
�𝑟𝑟𝑗𝑗−1 �
𝐷𝐷 𝑞𝑞"

3-27

The issue that arises is that when you have larger heat flux values than temperatures at a
boundary, both the temperature and the absolute heat flux increase in that layer. At 𝑟𝑟3 and 𝑟𝑟4 , the
� . This is logical since the temperature rise is kept
𝑇𝑇� is an order of magnitude smaller than the 𝑞𝑞"

� values will increase using the quadrupoles in Equation
small. Under these conditions, the 𝑇𝑇� and 𝑞𝑞"
3-26. Figure 3-4 shows how the temperature and heat flux change as a function of increasing radius
for a passive layer, Layer 4.
This is an issue because the temperature and heat flux should be decreasing with an
increasing radius. There are examples where the outside radius is calculated using the inside radius
[80], [81], but it is in a scenario where the outside of the cylinder or sphere are heated, not the
inside. The conclusion of this study is that a passive thermal quadrupole is only valid when moving
from a coordinate with a lower temperature and heat flux to a coordinate with a higher temperature
and heat flux. Otherwise, the integration constants, 𝑎𝑎1 and 𝑎𝑎2 , will cause the temperature to
increase when it should decrease.
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Figure 3-4. The temperature and heat flux in Layer 4 as a function of radius by solving outward,
starting at r3 .
In order to still use the quadrupole solution presented above, an experimental set-up is
needed where it can still be used. The best option is to use a crucible that creates a thin gap between
the needle probe and the crucible wall. This is similar to the concentric cylinder method [82], with
the difference of now using modulated heating. The thin gap reduces the effects of natural
convection and allows the use of a passive wall quadrupole. The sample layer can then be
represented by Equation 3-21. By using two thermocouples staggered in the crucible wall, the
boundary temperature and heat flux for the salt sample in Layer 6. The first thermocouple would
give the temperature boundary and the temperature difference of the two thermocouples would
allow the heat flux to be solved for. These would then be substituted into the right hand vector of
Equation 3-9 for Layer 6. Layers 1 through 5 would be handled as described above. Since an
experimental set up would be difficult to construct (thermocouple placement so as to accurately
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obtain the heat flux and keeping a constant gap thickness), this approach will not be pursued at
this time.

3.3.3

Impedance representation
One way to get around solving for the integration constant in Layer 6 is to use an impedance

representation of the quadrupoles. A thermal impedance, Z, is defined as the ratio of temperature
to heat flux, T/q”. The conversion from thermal quadrupole to impedance is given in matrix form

�

𝐴𝐴
𝐶𝐶

Which can also be written as

1
𝐵𝐵
�=�
𝐷𝐷
0

1
𝑍𝑍1
� �1�
1
𝑍𝑍2
𝑍𝑍1 =
𝑍𝑍2 =

3.3.3.1 Layers 1, 2, and 3

0 1
1� �0

𝑍𝑍3
�
1

3-28

𝐴𝐴−1
𝐶𝐶

𝐷𝐷−1
𝐶𝐶

3-29
1

𝑍𝑍3 = 𝐶𝐶 .

One requirement of using impedances for a layer is that the determinant of the associated
thermal quadrupole has to be equal to one. Therefore, Layers 1, 2, and 3 would need to be lumped
together because their quadrupoles do not meet this requirement (see Equations 3-10, 3-19, and 320). With the first three layers being lumped, there are two options of how to treat temperature
within that section: use either the centerline or average temperature.
The complex geometry of the physical probe is such that the temperature rises at the center
of the probe and the thermocouple wires is lower than the temperature rises near the heating wires.
Because of this, the centerline temperature overestimates the temperature rise the lumped region
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more so than the average. Using the average temperature is a better approximation. The thermal
quadrupole for the lumped layers are given in Maillet [79]:
𝐴𝐴𝑒𝑒𝑒𝑒𝑒𝑒 = 1

𝐼𝐼0 �𝑟𝑟3 𝜎𝜎𝑒𝑒𝑒𝑒𝑒𝑒 �

1

𝐵𝐵𝑒𝑒𝑒𝑒𝑒𝑒 = 2𝜋𝜋𝑘𝑘

𝑒𝑒𝑒𝑒𝑒𝑒 𝑙𝑙 𝑟𝑟3 𝜎𝜎𝑒𝑒𝑒𝑒𝑒𝑒 𝐼𝐼1 �𝑟𝑟3 𝜎𝜎𝑒𝑒𝑒𝑒𝑒𝑒 �

− 𝜌𝜌

𝐶𝐶𝑒𝑒𝑒𝑒𝑒𝑒 = 𝜌𝜌𝑒𝑒𝑒𝑒𝑒𝑒 𝑐𝑐𝑒𝑒𝑒𝑒𝑒𝑒 𝜋𝜋𝑟𝑟32 𝑙𝑙𝑙𝑙𝑙𝑙
𝐷𝐷𝑒𝑒𝑒𝑒𝑒𝑒 =

𝑟𝑟3 𝜎𝜎𝑒𝑒𝑒𝑒𝑒𝑒 𝐼𝐼0 �𝑟𝑟3 𝜎𝜎𝑒𝑒𝑒𝑒𝑒𝑒 �
2

𝐼𝐼1 �𝑟𝑟3 𝜎𝜎𝑒𝑒𝑒𝑒𝑒𝑒 �

1

2
𝑒𝑒𝑒𝑒𝑒𝑒 𝑐𝑐𝑒𝑒𝑒𝑒𝑒𝑒 𝜋𝜋𝑟𝑟3 𝑙𝑙𝑙𝑙𝑙𝑙

3-30

.

The impedances are then converted to be
𝑍𝑍𝑒𝑒𝑒𝑒𝑒𝑒1 = 0

𝑍𝑍𝑒𝑒𝑒𝑒𝑒𝑒2 =

𝐼𝐼0 �𝑟𝑟3 𝜎𝜎𝑒𝑒𝑒𝑒𝑒𝑒 �

2𝜋𝜋𝜋𝜋𝑘𝑘𝑒𝑒𝑒𝑒𝑒𝑒 𝜎𝜎𝑒𝑒𝑒𝑒𝑒𝑒 𝑟𝑟𝑒𝑒𝑒𝑒𝑒𝑒 𝐼𝐼1 �𝑟𝑟3 𝜎𝜎𝑒𝑒𝑒𝑒𝑒𝑒

𝑍𝑍𝑒𝑒𝑒𝑒𝑒𝑒3 = 𝜌𝜌

1

2
𝑒𝑒𝑒𝑒𝑒𝑒 𝑐𝑐𝑒𝑒𝑒𝑒𝑒𝑒 𝜋𝜋𝑟𝑟3 𝑙𝑙𝑙𝑙𝑙𝑙

− 𝜌𝜌
�

.

1

2
𝑒𝑒𝑒𝑒𝑒𝑒 𝑐𝑐𝑒𝑒𝑒𝑒𝑒𝑒 𝜋𝜋𝑟𝑟3 𝑙𝑙𝑙𝑙𝑙𝑙
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3.3.3.2 Layers 4 and 5
The rest of the layers are similarly converted into impedance form. The impedances for
Layers 4 and 5 are found by substituting Equation 3-26 into Equation 3-29 which results in
𝑍𝑍𝑗𝑗1 =
𝑍𝑍𝑗𝑗2 =

𝑟𝑟𝑗𝑗 �𝐾𝐾1 �𝑟𝑟𝑗𝑗 𝜎𝜎𝑗𝑗 �𝐼𝐼0 �𝑟𝑟𝑗𝑗−1 𝜎𝜎𝑗𝑗 �+𝐾𝐾0 �𝑟𝑟𝑗𝑗−1 𝜎𝜎𝑗𝑗 �𝐼𝐼1 �𝑟𝑟𝑗𝑗 𝜎𝜎𝑗𝑗 ��−1

2𝜋𝜋𝜋𝜋𝑘𝑘𝑗𝑗 𝜎𝜎𝑗𝑗 𝑟𝑟𝑗𝑗 𝑟𝑟𝑗𝑗−1 �𝐾𝐾1 �𝑟𝑟𝑗𝑗−1 𝜎𝜎𝑗𝑗 �𝐼𝐼1 �𝑟𝑟𝑗𝑗 𝜎𝜎𝑗𝑗 �−𝐾𝐾1 �𝑟𝑟𝑗𝑗 𝜎𝜎𝑗𝑗 �𝐼𝐼1 �𝑟𝑟𝑗𝑗−1 𝜎𝜎𝑗𝑗 ��
𝑟𝑟𝑗𝑗 �𝐾𝐾1 �𝑟𝑟𝑗𝑗−1 𝜎𝜎𝑗𝑗 �𝐼𝐼0 �𝑟𝑟𝑗𝑗 𝜎𝜎𝑗𝑗 �+𝐾𝐾0 �𝑟𝑟𝑗𝑗 𝜎𝜎𝑗𝑗 �𝐼𝐼1 �𝑟𝑟𝑗𝑗−1 𝜎𝜎𝑗𝑗 ��−1

2𝜋𝜋𝜋𝜋𝑘𝑘𝑗𝑗 𝜎𝜎𝑗𝑗 𝑟𝑟𝑗𝑗 𝑟𝑟𝑗𝑗−1 �𝐾𝐾1 �𝑟𝑟𝑗𝑗−1 𝜎𝜎𝑗𝑗 �𝐼𝐼1 �𝑟𝑟𝑗𝑗 𝜎𝜎𝑗𝑗 �−𝐾𝐾1 �𝑟𝑟𝑗𝑗 𝜎𝜎𝑗𝑗 �𝐼𝐼1 �𝑟𝑟𝑗𝑗−1 𝜎𝜎𝑗𝑗 ��

𝑍𝑍𝑗𝑗3 = 2𝜋𝜋𝜋𝜋𝑘𝑘

1

2
𝑗𝑗 𝜎𝜎𝑗𝑗 𝑟𝑟𝑗𝑗 𝑟𝑟𝑗𝑗−1 �𝐾𝐾1 �𝑟𝑟𝑗𝑗−1 𝜎𝜎𝑗𝑗 �𝐼𝐼1 �𝑟𝑟𝑗𝑗 𝜎𝜎𝑗𝑗 �−𝐾𝐾1 �𝑟𝑟𝑗𝑗 𝜎𝜎𝑗𝑗 �𝐼𝐼1 �𝑟𝑟𝑗𝑗−1 𝜎𝜎𝑗𝑗 ��
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3.3.3.3 Layer 6
For the semi-infinite salt sample domain, the impedance is simply the ratio of the
temperature (Equation 3-24) and the flux (Equation 3-25) at the outside of the probe:
𝑍𝑍∞ =

𝐾𝐾0 (𝑟𝑟5 𝜎𝜎6 )

.
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[𝑘𝑘6 𝜎𝜎6 𝐾𝐾1 (𝑟𝑟5 𝜎𝜎6 )+ℎ𝐾𝐾0 (𝑟𝑟5 𝜎𝜎6 )]

3.3.3.4 Overall Impedance
The average temperature in the lumped section is found by multiplying the total impedance
and the total heat generated in the heating wires

where

� = 𝑄𝑄� 𝑍𝑍
𝑇𝑇
𝑄𝑄� = 𝑃𝑃2 𝜌𝜌𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 𝐴𝐴
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𝑙𝑙

3-35

𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤

with l being the length of the heating wire. Figure 3-5 shows the impedance network for the entire
system. The total impedance of the network is calculated in the same manner as an electrical circuit,
𝑍𝑍𝑒𝑒𝑒𝑒𝑒𝑒3 𝑍𝑍𝐵𝐵

where

𝑍𝑍𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 = 𝑍𝑍
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𝑒𝑒𝑒𝑒𝑒𝑒3 +𝑍𝑍𝐵𝐵

𝑍𝑍43 ZA

and

𝑍𝑍𝐵𝐵 = 𝑍𝑍𝑒𝑒𝑒𝑒𝑒𝑒2 + 𝑍𝑍41 + 𝑍𝑍

43 +ZA

𝑍𝑍𝐴𝐴 = 𝑍𝑍51 + 𝑍𝑍42 +
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𝑍𝑍53 (𝑍𝑍52 +Z∞ )
𝑍𝑍52 +𝑍𝑍53 +Z∞

.

Figure 3-5. Impedance network of the needle probe and the sample. Layers 1, 2, and 3 are
lumped to allow for the use of impedances.

Determining the Overall Heat Transfer Coefficient, h
The overall heat transfer coefficient is the summation of the convection heat transfer
coefficient, hconv, and the linearized radiation heat transfer coefficient, hr.

3.4.1

Convection Contribution
The heat flux from convection is given by 𝑞𝑞 " = ℎ(𝑇𝑇𝑠𝑠 −𝑇𝑇∞ ). 𝑇𝑇𝑠𝑠 is the outside surface

temperature of the probe corresponding to 𝑟𝑟5 , and 𝑇𝑇∞ is the outside sample temperature. The probe

surface temperature is a function of time and will increase as the test progresses. The sample
outside temperature does not since it is a semi-infinite domain. Figure 3-6 shows how temperatures
𝑇𝑇𝑠𝑠 and 𝑇𝑇∞ compare during an experiment.
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Figure 3-6. Probe outside surface temperature rise which starts at T∞ and has an overall increase
with experimental time.
The average convection coefficient ℎ is given by
ℎ=

𝑁𝑁𝑁𝑁𝑙𝑙 𝑘𝑘
𝑙𝑙

.
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where l is the length of the sensing section of the probe and k is the thermal conductivity of the
fluid. Because the k in Equation 37 is the value that we are measuring, it will be fit in the fitting
process. The average Nusselt number, 𝑁𝑁𝑁𝑁𝑙𝑙 , is determined by both material properties of the fluid

and by the geometry of the probe. The material properties are taken at the film temperature. The
geometry of the probe can be considered a vertical flat plate since the condition
𝑑𝑑
𝑙𝑙

≥
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1/4

𝐺𝐺𝐺𝐺𝑙𝑙

is met, where d is the overall diameter of the probe and 𝐺𝐺𝐺𝐺 is the Grashoff number:
𝐺𝐺𝐺𝐺𝑙𝑙 =

𝑔𝑔𝑔𝑔(𝑇𝑇−𝑇𝑇0 )𝑙𝑙3
𝜈𝜈 2
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.
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With the flat plate assumption, the Nusselt number can be calculated as
𝑁𝑁𝑁𝑁𝑙𝑙 = 0.68 +

1/4

0.670𝑅𝑅𝑅𝑅𝑙𝑙

.492 9/16 4/9
)
�
𝑃𝑃𝑃𝑃

�1+(

.

The Prandtl number, Pr, and Rayleigh number, 𝑅𝑅𝑅𝑅𝑙𝑙 , are given by
𝑅𝑅𝑅𝑅𝑙𝑙 =

𝑃𝑃𝑃𝑃 = 𝜈𝜈/𝛼𝛼
𝑔𝑔𝑔𝑔(𝑇𝑇−𝑇𝑇0 )𝑙𝑙3
𝜈𝜈𝜈𝜈
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where v is the kinematic viscosity, g is the acceleration due to gravity, and 𝛽𝛽 is the expansion
coefficient which is a function of density, 𝜌𝜌:

𝛽𝛽 =

3.4.2

−1 𝜌𝜌∞ −𝜌𝜌𝑠𝑠
𝜌𝜌𝑠𝑠

�

𝑇𝑇0 −𝑇𝑇

�.
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Radiation Contribution
The higher the experimental temperatures, the more influence thermal radiation has on the

measurement of thermal conductivity. This is a consequence of temperature being a fourth order
term in radiative heat flux. The spectral emissive power of a black body is described by the Planck
distribution,
𝐸𝐸(𝜆𝜆, 𝑇𝑇)𝜆𝜆,𝑏𝑏 =

𝐶𝐶1
,
𝐶𝐶
𝜆𝜆5 [𝑒𝑒𝑒𝑒𝑒𝑒� 2 �−1]
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𝜆𝜆𝜆𝜆

where 𝐶𝐶1 = 3.742×108 W·μm4/m2 and 𝐶𝐶2 = 1.439×104 μm·K. This distribution gives the

wavelength range over which absorption needs to be analyzed to see how much the salt sample
will participate in the radiation process. The salt samples are considered to be thermally transparent
because the absorption, from the sample thickness and absorption coefficients [83], is small at our
operating temperatures. In future cases, if a sample is found to be a participating media, it is
standard to use discrete ordinances to solve the combined radiation-conduction problem when
using a transient hot wire method [84]. A comprehensive thermal quadrupole solution exists for a
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planar geometry [9], but a solution in a cylindrical requires many assumptions [85] and is beyond
the scope of this work.
Since the sample is considered transparent and the temperature rise is small compared to
the initial temperature (i.e. ∆T<<T0), we can linearize the radiation term using a Taylor series
expansion. The radiation heat transfer coefficient is then calculated as
ℎ𝑟𝑟𝑟𝑟𝑟𝑟 ≈ 4𝜀𝜀𝑘𝑘𝐵𝐵 𝑇𝑇03
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where 𝑘𝑘𝐵𝐵 is the Stefan-Boltzmann constant. For combined radiation and convection, the overall

heat transfer coefficient is the sum of the individual coefficients (ℎ𝑟𝑟𝑟𝑟𝑟𝑟 + ℎ�𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 ).

With the probe surface temperature changing with time, as shown in Figure 4, the

combined heat transfer coefficient will also change with time. This is common in 3-omega and
lock-in thermography. In these techniques, an average heat transfer coefficient over the
experimental time is used and has shown to be sufficient for property determination [86].
To determine an accurate coefficient value, the probe surface temperature is needed. The
temperature of the heating wire (from the sensing wire) can be used as a close approximation of
the probe surface temperature in experiments due to the little variation in temperature (see Figure
9). Using equations stated above, the combined heat transfer coefficient follows a pattern like the
example in Figure 3-7. The value used in calculations is the average of all the data points over the
experimental time.
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Figure 3-7. The combined radiation and convection heat transfer coefficient as a function of time
for water at room temperature using the probe surface temperature shown in Figure 6.

Numerical Model Verification
Numerical solutions from COMSOL were compared against the analytical solutions
presented for verification. A two dimensional planar model of the probe cross section was built to
investigate the temperature rise at different points in the complex geometry. Figure 3-8 clearly
shows that the area surrounding the heating wires have a much higher temperature than the area
around the thermocouple wires. To investigate the difference, point probes were used to compare
temperatures in the same radius, but at different angular locations. The three angles investigated
were vertically through the heating wire (Line A), horizontally through the thermocouple wire
(Line C), and at a 45-degree angle (Line B).
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Figure 3-8. Two dimensional planar model of the cross section of the needle probe. Lines A, B,
and C all start at the centerline of the probe. Line A passes through the heating wire, Line C
passes through the thermocouple wire, and Line B runs at a 45o angle from Line C. The
temperature in an arbitrary time snapshot corresponds to the color bar.

Figure 3-9 shows the temperature response from Line A of Figure 3-8 that passes through
the heating wire. It is easy to see the difference in amplitude of each radial location. The phase
difference is harder to visually see. The temperatures at each point were post processed to obtain
the AC, or oscillatory, components. The first step is to fit a line through the points on the
temperature rise with the maximum absolute slope for each period (Figure 3-10a). The AC signal
comes from subtracting the fitted line from the total signal (Figure 3-10b). A Fast Fourier
Transform is then performed on the AC signal to obtain the amplitude and phase associated with
𝑇𝑇� (Figure 3-10c). The phase and amplitude of interest are those at the same frequency of the input
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voltage in the heating wire. The phase lag at each point of inspection is determined by comparing
the phase of the temperature to the phase of the voltage 𝜙𝜙 = 𝜙𝜙𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣 − 𝜙𝜙𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 .

Figure 3-9. The temperature rises of points along the vertical line that goes through the heating
wire as shown in Figure 8. The phase lag and amplitude difference can be seen in the zoomed in
peak.
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a)

b)

c)

Figure 3-10. a) The total signal from COMSOL for the temperature rise at an arbitrary point as a
function of time. The points highlighted are those associated with the highest absolute slopes for
each period. The dotted line is a third order fit between the points. b) The AC signal which is the
fitted line subtracted from the total signal. c) The amplitude of the AC signal from performing a
Fast Fourier Transform.

Figure 3-11 shows how well each approach matches the numerical solution in COMSOL
for a single frequency. The analytical solutions use the end temperature value of Line B as the end
boundary condition and will therefore match Line B exactly at the right hand of the graph. In the
COMSOL simulation, the phase in the inspection lines diverge from each other moving away from
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the centerline and stay diverged. The amplitude, on the other hand, diverges and then converges
by the outside radius of the probe.

a)

b)
Figure 3-11. a) Temperature amplitude and b) phase as a function of radius. The vertical lines
represent mark where the layer boundaries are located. The largest radius on Line B of Figure 8
is used as the outside boundary condition for the analytical solutions. The Sections containing
the Equations used to calculate each analytical solution is listed in the legends.
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Figure 3-11 demonstrates that using the average temperature of Layers 1, 2, and 3
(impedance model) does not give an accurate temperature amplitude or phase at a single frequency.
To use the impedance model, it is necessary to perform a frequency scan where the experiment is
run at different frequencies and all other parameters are kept constant. This will allow us to use
the relative change in temperature amplitude and phase delay. The temperature amplitude will be
normalized by the temperature amplitude value of the lowest frequency (the lowest frequency will
produce the highest amplitude), and the phase delay will be measured relative to the phase delay
of the lowest frequency.
The final probed produced by INL had a larger diameter than initially planned due to
complications caused by using Nickel 200 in the swaging process. As a result, the numerical
simulations used a different geometry with an outside diameter of 2.0 mm. With this geometry the
upper limit of the frequency was calculated to be 12 Hz and the lower limit of the experiment has
been chosen to be 1 Hz. Table 3-2 gives some of the important parameters of the simulations.

Table 3-2. COMSOL simulation parameters.
Parameter
Minimum Thermal Diffusion Length (mm)
Layer 6 (sample) Thermal Conductivity (W/m·K)
Layer 5 (sheath) Thermal Conductivity (W/m·K)
Layer 1, 4 (alumina) Thermal Conductivity (W/m·K)
Layer 2, 3 (generation annulus) Thermal Conductivity
(W/m·K)

Value
0.53
0.6
70.2
27.0
17.3

This gives a large enough range of temperature amplitude and phase delay for fitting
purposes while still maintaining a relatively high modulation frequency. The lower the modulation
76

frequency, the higher the temperature amplitude (without adjusting the power) and the longer the
needed experimental time. Both of these consequences of low frequencies increase the influence
of convection and radiation and is therefore undesirable. Figure 3-12 gives the temperature
amplitude and phase delay of the analytical model given in Equation 3-34 for a water sample at
room temperature. Multiple water thermal conductivity values were used in the model to
demonstrate the effect the sample thermal conductivity has on the resulting temperature.
To verify the analytical impedance model, a 2D axisymmetric model was built in
COMSOL to compare against. A grid convergence study was performed to ensure that the
numerical model to reduce discretization error. For each frequency, the simulation ran for ten
heating periods. The temperature was recorded at the thermocouple location and the temperature
amplitude and phase were calculated using the process shown in Figure 3-10. The analytical model
is then fit to the COMSOL results by varying the thermal conductivity. In the fitting process the
thermal diffusivity is defined as 𝑘𝑘/𝜌𝜌𝑐𝑐𝑝𝑝 so as to only fit one parameter. Figure 3-13 shows the

COMSOL data and the analytical model after the fitting. Table 3-3 gives the error of the fitted
thermal conductivity compared to the original value used in the simulations.

Table 3-3. Results of fitting Equations 3-34 to COMSOL simulation data. Thermal conductivity
in the simulations is set to a constant 0.6 W/m·K.
Fitting parameter
Amplitude
Phase

Fitted Thermal Conductivity Error (%)
(W/m·K)
0.584
2.7
0.723
20.5

77

Figure 3-12. The analytical normalized temperature amplitude and phase delay of the needle
probe from Equations 3-34 through 3-36. Two thermal conductivities for the sample were used
in the model to show how the thermal conductivity can change the temperature amplitude and
the phase.
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Figure 3-13. COMSOL simulation data with the resulting values of Equations 3-34 through 3-36
from fitting the thermal conductivity to the COMSOL data.
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3.5.1

Model Conclusions
The impedance model presented in Section 3.3.3 will be used as the analytical model to

measure thermal conductivity. The thermal quadrupole model with a generating ring (presented in
Section 3.3.1) is not compatible with a semi-infinite sample. It has been shown to work well with
a concentric cylinder like set up, but this is outside the scope of this work as an experimental
apparatus would take significant time to develop.
The impedance model does not give accurate absolute temperature amplitude or phase
delay values at a single frequency. Performing a frequency scan and using the normalized
temperature amplitude and relative phase delay overcome this flaw. The phase delay has been
shown to be more sensitive to the sample thermal conductivity than the temperature amplitude.
However, when comparing to numerical simulations, the temperature amplitude produced better
results when measuring thermal conductivity. With this being the case, both the temperature
amplitude and the phase delay should be used when validating the model experimentally and the
examining those results.

Experimental Set up
The power supply for the probe is generated by the tandem use of an Agilent 33220a
Function Generator, a Stanford Research 830 Lock-in Amplifier, and an Accel Instruments TS200-0B Power Supply. The function generator serves as an external reference for the lock-in
amplifier at the user-specified input frequency. The output signal is set to a 0.5V amplitude and
0V offset. This signal is directly input into the TS-200-0B via BNC cable. The TS-200-0B
produces a voltage gain of 10 and is set to the DC-modulation mode with an offset of 5V. The
output from the TS-200-0B is, therefore, a sine-modulated signal ranging from 0-10V, centered at
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5V and oscillating at the input frequency. The thermocouple output is routed back into the lock-in
amplifier via BNC cable. The lock-in amplifier is now used to extract the amplitude and phase
from the output of the probe at the referenced frequency. The amplitude and phase data are
recorded using a MATLAB-scripted Graphical User Interface (GUI) that is compatible with the
SR-830 Lock-In Amplifier. A visual representation of the experimental set up is given in Figure
3-14.

Experimental Procedure
Once the sample of interest has reached the desired temperature in the furnace/water bath, the
needle probe is submerged in the sample so that the entirety of the sensing length of the probe (10
cm) is submerged in the fluid. The probe is then allowed to reach temperature equilibrium with
the fluid (this can be monitored using the probe sensing wires). Once the temperature of the probe
and fluid are steady, power can be provided to the needle probe at a certain frequency. The power
in the heating wires needs to be such that the lock-in amplifier can read a consistent temperature
amplitude and phase from the thermocouple, while limiting the temperature rise to limit the effects
of convection and radiation.
Power is provided to the probe until the phase and temperature amplitude both reach steady
state values on the lock-in amplifier (which reads from the thermocouple). The steady state values
for the phase and temperature amplitude are the values used in the fitting process. The sensing
wire also records the absolute temperature during the experiment which will be used as an
approximate of the probe surface temperature in calculating the contributions of convection and
radiation. Once power is no longer provided to the probe, the probe and sample fluid need to be
allowed to reach the original initial temperature of the first test. After the initial temperature is
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a)

b)

c)
Figure 3-14. a) Block diagram of the experimental set up. b) Physical set up. c) Furnace to be
used with the molten salt experiments with a hole in the top for inserting the probe.
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reached, another test is able to be performed. Multiple frequencies should be tested for fitting
purposes. The frequency limit is determined by the probe geometry and is 5 Hz. After the phase
lag and temperature amplitude have been recorded for the frequency scan, the thermal conductivity
is determined by fitting Equation 3-36 in the function shown in Appendix B.4 to the experimental
data.

Experimental Results with Water
For testing water, ten frequencies were tested between 0.5 and 5.0 Hz at 0.5 Hz intervals. The
settings used for the lock-in amplifier in the experiments to get the preliminary results for water
are listed in Table 3-4. The phase and temperature amplitude reached steady state at different rates.
Figure 3-15 illustrates how the phase and temperature amplitude vary until a steady state is reached
for the tests performed at 0.5 and 5.0 Hz. The surface temperature rise is also included to show the
corresponding temperature rise.

Table 3-4. SR-830 lock-in amplifier settings used to isolate amplitude and phase of the signal
that is output from the Needle Probe thermocouple.
Option
Time Constant
Sensitivity
Signal Input
Reserve

Setting
3 seconds
5 mV
A, AC Couple, Float
Low Noise

As can be seen in Figure 3-15a and c, the rates for the temperature amplitude and phase to
reach steady state are a function of power modulation frequency in the needle probe. Table 3-5
gives a summary of how long it took the phase and temperature amplitude to reach steady state.
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For the frequencies 1.5 Hz and lower, the phase reached steady state faster than the temperature
amplitude. For the rest of the frequencies, the temperature amplitude reached steady state faster.
Over the frequency range, the temperature amplitude reached steady state at around 30 seconds,
whereas the phase required more time, especially at the higher the modulation frequency. At the
lower frequencies, the phase required 15 seconds (five time constants) and at the higher
frequencies, the phase took roughly twice as long as the temperature amplitude to reach steady
state (60 seconds). It is also worth noting that the steady state values were easier to identify at
lower frequencies. It is easy to see in Figure 3-15 that there are still fluctuations in both the phase
and temperature amplitude values given by the lock-in amplifier.
The steady state temperature amplitude and phase values are plotted against frequency in
Figure 3-16. The temperature amplitude data (Figure 3-16b) was fit for thermal conductivity which
resulted in a fitted value of 77 W/m·K. This is two orders of magnitude off of the expected value
of 0.6 W/m·K. The thermal conductivity from fitting the phase data is 11 W/m·K. From looking
at Figure 3-16b, it is easy to see that the experimental data is much more linear than the analytical
fit and is the reason for such a poor result. Further, the curvatures of the fit and experimental data
are opposite each other. The phase shown in Figure 3-16a is the phase readings measured from the
lock-in amplifier after some initial subtraction of the phase delay (called the transfer function) of
the instrumentation in the system, such as the amplifier. The current estimation of this transfer
function comes from measuring the phase of the heating signal at the input to the probe.
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Table 3-5. Time required for the phase and temperature amplitude to reach steady state in needle
probe experiment with water.
Frequency (Hz)
0.5
1.0
1.5
2.0
2.5
3.0
3.5
4.0
4.5
5.0

Time to each steady state temperature
amplitude (sec)
25
25
25
25
27
27
29
31
28
38

Time to reach steady state phase
(sec)
15
16
15
28
43
43
58
82
66
53

Figure 3-15. The top figures (a and b) give the phase, temperature amplitude, and outside probe
surface temperature development for an experiment in water at 0.5 Hz heating frequency. The
bottom figures (c and d) show the same information for a heating frequency of 5.0 Hz.
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a)

b)
Figure 3-16. a) The steady state phase experimental data for a water sample at 295 K. b) the
experimental data and associated fit for the normalized temperature amplitude for a water sample
at 295 K.
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On-going work will be needed to resolve this discrepancy between the model and
experiment, but that work is beyond the scope of the current thesis. Potential sources of error could
include the following:
•

The heat transfer coefficient used does not accurately reflect the heat transfer conditions of
the probe

•

The material properties and dimensions of the probe are incorrect

•

Incorrect wiring arrangement and data collection to accurately recreate the necessary
transfer function.

Probe Conclusions
When deciding which of the developed models should be used for measurements with the
needle probe, we concluded that the impedance model is able to better match the experimental
conditions we expect. The other solution (the generating annulus solution) developed is novel and
would be a more accurate representation of the physical probe if a temperature and heat flux were
known at the outside of a finite sample domain. However, for a semi-infinite domain, there is
insufficient information for solving the associated system of equations. Therefore, the impedance
model, which is compatible with a semi-infinite domain, is to be used with the probe experiments.
By using the impedance model, the first three layers of Figure 3-3 are lumped together and some
loss of accuracy is introduced by doing this (see Figure 3-11). The model has been verified using
a finite element solution with the multi-physics software package COMSOL using both the
temperature amplitude and the phase delay.
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A working physical probe was also successfully manufactured. This probe is compatible for
use with the samples of interest and the experimental instrumentation listed in the previous section.
Preliminary experiments with water have been performed to demonstrate that the phase and
amplitude of the thermocouple in the probe can be identified. The phase is the best candidate for
determining thermal conductivity because the phase is more sensitive to the thermal conductivity
of the sample than the temperature amplitude in the analytical solution. Additionally, the
temperature amplitude and the phase of the preliminary results do not agree with the analytical
solution.
With the current experimental water data, the temperature amplitude is too linear over the
tested frequency range. The measured phase delay is concave up when it should be concave down.
This means that there is still more work needed until the needle probe can successfully be used to
measure thermal conductivity. Figure 3-17 shows the sensitivity of the parameters in the analytical
impedance solution. What this demonstrates is that the thermal conductivity of the sample is not
the most sensitive parameter, and the dimensions and material properties of the probe components
are more sensitive. These values can still be refined which will give more accurate thermal
conductivity measurements. Right now, the material properties are taken from tables which could
be a source of error.
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Figure 3-17. The phase difference of the impedance analytical model by changing a parameter by
1% of its true value. a) Compares the sensitivity of the radii of the probe components. b)
Compares the sensitivity of the thermal diffusivities of the components inside the probe. This
accounts for thermal conductivity, density, and heat capacity. C) Compares the thermal
conductivities of the probe materials and the sample being measured.
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4

FUTURE WORK

Raman Thermometry for UO2 samples
The results of the thermometry chapter demonstrate that Raman thermometry can be used to
determine thermal conductivity, with the appropriate considerations. These are focused mainly on
selecting a technique that can operate using the long integration times to collect sufficient signal
on the weak UO2 Raman bands. For this reason, steady and quasi-steady state techniques are the
preferred option.
For running the experiments, UO2 samples need to be manufactured: a cantilever sample
for the FRR and a thin film sample for the TLR. Each sample needs to have the surface of interest
polished which helps with the Raman signal. If the signal proves too weak, it would be ideal to
deposit gold nanoparticles on the UO2 samples to boost the signal through surface enhanced
Raman spectroscopy (SERS) [87]. The Raman spectroscopy equipment would need to be chosen
to allow for modulation (allowing the laser to turn on and off while the spectrometer remains on).
Once the samples and equipment have been procured, experiments for the TLR and FRR
should be performed. The thermal conductivity and thermal diffusivity can be obtained from the
experimental data using the fitting function that were used in the simulations. These fitting
functions are listed in Appendix A. With the new, transient-collected Raman data, the viability of
using the Stokes/Anti-Stokes ratio for Raman thermometry with UO2 can be investigated.
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Needle Probe
The impedance analytical model has been verified with numerical simulations. This is the
model that will be used in measuring thermal conductivity in experiments. The probe has
successfully been manufactured and the instrumentation has been shown to work with the probe
using water as a sample. From those initial tests and a sensitivity analysis, it has been determined
that the phase of the temperature rise should be used over the temperature amplitude in measuring
thermal conductivity. At this point, the phase does not match the analytical model.
There are a few potential reasons why the experimental water does not match the analytical
solution right now: the measured phase of the line (transfer function) is inaccurate, the dimensions
and material properties in the analytical model are inaccurate, convection is significant, and the
settings on the equipment are inappropriate. To determine what the problem is, each of these
possible sources of error need to be explored. To be confident that the line phase delay is accurate,
more tests are needed using a terminator to attenuate the signal to not overload the lock-in amplifier,
and we need to determine if there is any other unaccounted for phase delays that aren’t due to heat
transfer in the probe. To get accurate dimensions, more of the CT scans of the probe cross sections
need to be processed. The alumina insulation and Ni 200 sheath are the more important materials
to investigate. The composition of the sheath can be measured and used to get the material
properties of the sheath. An approach for determining properties of the alumina needs to be
determined. Because the alumina has been compressed, it may be difficult to find accurate
published values. The probe properties could also be confirmed by placing the probe in a vacuum
chamber with low enough pressure that convection is eliminated. The thermal model can then be
modified to fit these new conditions and the probe properties can be fit until the model and
experimental data match. Experiments with different settings on the equipment should be
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performed to find the best settings for the measurements that are needed. To determine the role of
convection, tests should be performed in different orientations of the probe and using liquids of
different viscosity (such as honey).
After being validated using water, the probe is ready to be tested with molten salt samples.
The first molten salt to be tested using the needle probe is sodium nitrate (NaNO3). NaNO3 is
chosen as the first test salt because there is information available to compare against to validate
the probe in a salt at elevated temperatures [47].
The NaNO3 experiments will be performed in a glove box in Dr. Memmott’s lab on the
third floor of the Clyde Building. The data acquisition equipment will be connected to the needle
probe via an electrical feedthrough in the roof of the glove box. The furnace in the glove box has
an access hole in the top and it is through this hole that the needle probe will be placed in the
molten salt sample. Inside the furnace, the molten salt sample is held in a 10 cm tall cylindrical
quartz crucible. The probe is held in place by a stand that sits next to the furnace and is clamped
to the extension section of the needle probe. The probe will be taken in and out of the
furnace/crucible by hand using the gloves of the glove box. Experiments will be performed at
various temperatures to validate the probe and model’s temperature dependence.
Once the NaNO3 have been performed, it will be necessary to design a new probe. The
current probe is only guaranteed to operate correctly up to 400 °C. To test the fluoride salts of
interest, the probe will need to operate at temperatures up to 700 °C. The thickness of alumina
between the wires and the sheath will need to be optimized so that the wires do not crosstalk or
short, while also minimizing the overall diameter of the probe (which affects the accuracy of the
probe measurements). Once this second probe has been produced, the fluoride salts can then be
tested.
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APPENDIX A.

CHAPTER 2 SUPPLEMENTAL INFORMATION

The Matlab functions listed in A.1 to A.4 were used to determine the thermal properties of
UO2 in the Raman simulations of Chapter 2. These functions are used with a Matlab least squares
program that varies the listed fitparams in each function until the residuals are minimized. The
data in A.5 shows the COMSOL data that was used for determining the frequency range
appropriate to simulate for the FDR.

A.1 TLR Fitting Function
function S=funTwoLaserFWHM(r,fitparam)
global Sact parstr1
parstr1='a';
a=fitparam(1);
T0 = 27;
P = .00175;
d = 5e-6;
k = a;
wn_number = 100;
wn_range = linspace(400,500,wn_number);
for i=1:length(r)
T(i) = T0 - (P/(2*pi*d*k))*log(r(i)/r(end));
[feat(1),feat(2),feat(3),feat(4)] = Raman_features(T(i));
spec(i,:) = lorentzfun(feat,wn_range);
[peak_intensity(i),wavenumber(i),fwhm(i)]
ramanfeatures(wn_range,spec(i,:));
end
S = fwhm;
Sact = S;
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=

end

function [fwhm,wn,scale,offset] = Raman_features(T)
fwhm = (8.41488205332309e-05).*T.^2 + (0.0124837358975397).*T +
(17.0732756357332);
wn = (1.56392654307441e-05).*T.^2 + (-0.00807637548747644).*T +
(446.378380395788);
offset = (-3.89704488826378e-10).*T.^7 + (2.25089434381708e07).*T.^6
+(-5.33501550853205e-05).*T.^5
+(0.00668764377556800).*T.^4
+(-0.475483362670640).*T.^3
+
(18.9908392774317).*T.^2
+
(-388.430778474089).*T
+
(5296.57090524787);
scale
=
(-8.64339613892423e-08).*T.^7
+
(4.86547085725756e05).*T.^6 +(-0.0111155339434140).*T.^5 +(1.32139548667593).*T.^4
+(-87.0314713202109).*T.^3
+
(3112.74866576681).*T.^2
+
(54113.0648532056).*T + (536305.878182489);
end
function intensity = lorentzfun(feature,wn)
%
intensity
=
((1/pi).*(.5.*gamma)./(((wnwn0).^2)+(.5.*gamma)^2)).*scale + offset;
intensity
=
(((1/pi).*(.5.*feature(1))./(((wnfeature(2)).^2)+(.5.*feature(1)).^2)).*feature(3) + feature(4));
end

A.2 TDDR Fitting Function

function S=funTimeDomainFWHM(t_excitation,fitparam)
global Sact parstr1 parstr2
parstr1='a';
parstr2='b';
a=fitparam(1);
b=fitparam(2);
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n = length(t_excitation);
t_step = min(t_excitation)/20;
error_series = 1e-15;
wn_number = 100;
wn_range = linspace(400,500,wn_number);
spectra = zeros(n,wn_number);
for period=1:n
t = 0+t_step;
count = 1;
while t<=t_excitation(period)
x1 = 418.95e-6; % m
x2 = 438.88e-6; % m
L = x2; % m cantilever length
alpha = a;
k = b;
D1 = 31e-6; % Spot size, m
D2 = 65.3e-6; % spot size, m
thick = 2.5e-6; % m
vol = D1*D2*thick;
P0 = 6.25e-3;
g = P0/vol;
m=1;
change = 1;
sum_numer = 0;
while change>error_series
term1 = 1./((m.^4).*(pi.^4));
term2 = cos((m.*pi.*x1)./L);
term3 = cos((m.*pi.*x2)./L);
term4 = (1.-exp(-(((m.^2).*(pi.^2).*alpha.*t)./L.^2)));
numerator = term4.*term1.*((term2-term3).^2);
sum_numer = sum_numer + numerator;
change = numerator;
m = m+1;
end
term5 = 2*g*(L^3)/((x2-x1)*k);
T_rise(count) = sum_numer*term5;
time_array(count) = t;
T0 = 27;
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[feat(1),feat(2),feat(3),feat(4)]
Raman_features(T_rise(count)+T0);

=

spec = lorentzfun(feat,wn_range)./(6E6); % the 6E6 needs to be
the same as the data creation script
t_increments(period) = count*t_step;
spectra(period,:) = spectra(period,:) + spec;
count = count +1;
t = t+t_step;
end
end
spectra_100periods = spectra.*100;
for spectrum_time=1:n
[peak_intensity(spectrum_time),wavenumber(spectrum_time),fwhm(sp
ectrum_time)]
=
ramanfeatures(wn_range,spectra_100periods(spectrum_time,:));
end

function [fwhm,wn,scale,offset] = Raman_features(T)
fwhm = (8.41488205332309e-05).*T.^2 + (0.0124837358975397).*T +
(17.0732756357332);
wn = (1.56392654307441e-05).*T.^2 + (-0.00807637548747644).*T +
(446.378380395788);
offset = (-3.89704488826378e-10).*T.^7 + (2.25089434381708e07).*T.^6
+(-5.33501550853205e-05).*T.^5
+(0.00668764377556800).*T.^4
+(-0.475483362670640).*T.^3
+
(18.9908392774317).*T.^2
+
(-388.430778474089).*T
+
(5296.57090524787);
scale
=
(-8.64339613892423e-08).*T.^7
+
(4.86547085725756e05).*T.^6 +(-0.0111155339434140).*T.^5 +(1.32139548667593).*T.^4
+(-87.0314713202109).*T.^3
+
(3112.74866576681).*T.^2
+
(54113.0648532056).*T + (536305.878182489);
end
function intensity = lorentzfun(feature,wn)
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%
intensity
=
((1/pi).*(.5.*gamma)./(((wnwn0).^2)+(.5.*gamma)^2)).*scale + offset;
intensity
=
(((1/pi).*(.5.*feature(1))./(((wnfeature(2)).^2)+(.5.*feature(1)).^2)).*feature(3) + feature(4));
end

S = fwhm;
Sact = S;
end

A.3 FRR Fitting Function

function S=funFrequencyResolvedFWHM(frequency,fitparam)
global Sact parstr1 parstr2
parstr1='a';
parstr2='b';
a=fitparam(1);
b=fitparam(2);
wn_number = 100;
wn_range = linspace(400,500,wn_number);
D1 = 31e-6; % Spot size, m
D2 = 65.3e-6; % spot size, m
thick = 2.5e-6; % m
vol = D1*D2*thick;
P0 = .217e-3;
g = P0/vol;
k = b;
alpha = a;
x1 = 418.95e-6; % m
x2 = 438.88e-6; % m
L = x2;
error_series=1e-15;
sum_denom = 0;
m = 1;
Cm = 1;
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while (Cm>error_series)
Cm = ((1-(-1)^m)*cos((m*pi*x1)/(2*L)))^2/(m^4*pi^4);
sum_denom = sum_denom + Cm;
m=m+1;
end
C0 = 8*g*L^3/((L-x1)*k);
for ind=1:length(frequency)
f0 = frequency(ind);
f0 = normrnd(f0,(.0025/2)*f0);
sum_numer = 0;
delta_T = 1;
m = 1;
t = 1/(2*f0);
while (delta_T>error_series)
Cm = ((1-(-1)^m)*cos((m*pi*x1)/(2*L)))^2/(m^4*pi^4);
term1 = exp(-(m^2*pi^2*alpha*t)/(4*L^2));
term2 = (1+exp(-(m^2*pi^2*alpha)/(8*f0*L^2)));
delta_T = Cm*(1-term1/term2);
sum_numer = sum_numer+delta_T;
m=m+1;
end
Temp_rise(ind) = sum_numer*C0;
norm_temp_rise(ind) = sum_numer/sum_denom;
T0 = 27;
[feat(1),feat(2),feat(3),feat(4)]
Raman_features(Temp_rise(ind)+T0);

=

spec(ind,:) = lorentzfun(feat,wn_range)./(1E6);
end
for freq_bin=1:length(frequency)
[peak_intensity(freq_bin),wavenumber(freq_bin),fwhm(freq_bin)]
ramanfeatures(wn_range,spec(freq_bin,:));
end
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=

function [fwhm,wn,scale,offset] = Raman_features(T)
fwhm = (8.41488205332309e-05).*T.^2 + (0.0124837358975397).*T +
(17.0732756357332);
wn = (1.56392654307441e-05).*T.^2 + (-0.00807637548747644).*T +
(446.378380395788);
offset = (-3.89704488826378e-10).*T.^7 + (2.25089434381708e07).*T.^6
+(-5.33501550853205e-05).*T.^5
+(0.00668764377556800).*T.^4
+(-0.475483362670640).*T.^3
+
(18.9908392774317).*T.^2
+
(-388.430778474089).*T
+
(5296.57090524787);
scale
=
(-8.64339613892423e-08).*T.^7
+
(4.86547085725756e05).*T.^6 +(-0.0111155339434140).*T.^5 +(1.32139548667593).*T.^4
+(-87.0314713202109).*T.^3
+
(3112.74866576681).*T.^2
+
(54113.0648532056).*T + (536305.878182489);
end
function intensity = lorentzfun(feature,wn)
%
intensity
=
((1/pi).*(.5.*gamma)./(((wnwn0).^2)+(.5.*gamma)^2)).*scale + offset;
intensity
=
(((1/pi).*(.5.*feature(1))./(((wnfeature(2)).^2)+(.5.*feature(1)).^2)).*feature(3) + feature(4));
end

S = fwhm;
Sact = S;
end

A.4 FDR Fitting Function

function S=funRaquelPhase(f,fitparam)
global Sact parstr1 parstr2 parstr3
parstr1='a';
parstr2='b';
parstr3='c';
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a=fitparam(1);
b=fitparam(2);
c=fitparam(3);
for jj=1:length(f)
P0 = 1e-3; % W of laser power
a_laser=10e-6*sqrt(2);
h = 0;
k = b;
G = 0;
alpha = a;
omega = 2*pi*f(jj); %figure 3.4
Lth = (alpha/(pi*f(jj)));
r = .0005;
for ii=1:length(r)
%equation 3.3; besselj matlab function J;
fun
=
@(d)
d.*besselj
(0,d*r(ii)).*exp
((d.^2*a_laser.^2)./8)./((d.^2 + 1i*omega/alpha).^.5)*...
1./(1 + G + (h./(k*((d.^2 + 1i*omega./alpha).^.5))));
q
=
integral(fun,0,Inf,'RelTol',1e-8,'AbsTol',1e-13);
%relative and absolute tolerances
Ts(ii) = P0/(4*pi*k) * q;
end
Phase(jj) = unwrap(angle((Ts)))-2*pi;
T_mag(jj) = abs(Ts);
end
Phase = unwrap(Phase);
Phase = Phase - Phase(1)+c;
S = Phase;
Sact = S;
end
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A.5 COMSOL UO2 Simulations
The components of Equation 2-15 that were determined from COMSOL simulations were
0.544𝑓𝑓 + 0.124 . The figures below show the DC offset that arise from varying the laser
modulation while keeping all other parameters constant. The number of periods varies between

figures. The reason for this is more periods are required to reach a steady state for simulations of
higher modulation frequency.
𝑇𝑇𝑚𝑚𝑚𝑚𝑚𝑚

𝑇𝑇𝐷𝐷𝐷𝐷 = 𝑇𝑇𝑎𝑎𝑎𝑎𝑎𝑎 �0.544𝑓𝑓 + 0.124 + 𝑇𝑇

𝑖𝑖

𝑚𝑚𝑚𝑚𝑚𝑚 1

�

2-15

Figure A5- 1. COMSOL simulation of a thermally thick UO2 sample being heated by a 10 Hz
modulated laser.
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Figure A5- 2. COMSOL simulation of a thermally thick UO2 sample being heated by a 1 Hz
modulated laser.

Figure A5- 3. COMSOL simulation of a thermally thick UO2 sample being heated by a 0.1 Hz
modulated laser.
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Figure A5- 4. COMSOL simulation of a thermally thick UO2 sample being heated by a 0.001 Hz
modulated laser.
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APPENDIX B.

CHAPTER 3 SUPPLEMENTARY INFORMATION

The following information was necessary for the development of the needle probe, but did not
fit need to be detailed in the text. Section B.1 gives the derivation for a generating annulus thermal
quadrupole in generic terms for any type of heating. Section B.2 gives a length study of the probe
using COMSOL data which helped determine an appropriate length for the probe. B.3 gives the
Matlab fitting function that is used with the COMSOL data and experimental data to determine
thermal conductivity of a sample. Section B.4 are instructions for recreating the COMSOL
numerical models used in this work. Section B.5 is the report produced by INL during the
manufacturing of the probe.

B.1

Generating Cylindrical Layer Derivation

The solution to the 1D modified Bessel equation with generation is given by
𝑇𝑇�(𝑟𝑟) = 𝐶𝐶1 𝐼𝐼0 (𝑟𝑟𝑟𝑟) + 𝐶𝐶2 𝐾𝐾0 (𝑟𝑟𝑟𝑟) + 𝑦𝑦(𝑟𝑟)

Where y is the generation term. The heat rate is given as

𝑞𝑞�(𝑟𝑟) = −𝑘𝑘𝑘𝑘(𝑟𝑟)𝜎𝜎[𝐶𝐶1 𝐼𝐼1 (𝑟𝑟𝑟𝑟) + 𝐶𝐶2 𝐾𝐾1 (𝑟𝑟𝑟𝑟) +

1
𝑦𝑦′(𝑟𝑟)]
𝜎𝜎

Where S is the surface area of the cylinder. For radii a<b, the integration constants are solved for
using the 𝑇𝑇�(𝑟𝑟) and 𝑞𝑞�(𝑟𝑟) equations. First, the 𝐶𝐶1 constant is solved for in terms of 𝑇𝑇�(𝑏𝑏):
𝐶𝐶1 =

𝑇𝑇�(𝑏𝑏) − 𝐶𝐶2 𝐾𝐾0 (𝑏𝑏𝑏𝑏) − 𝑦𝑦(𝑏𝑏)
𝐼𝐼0 (𝑏𝑏𝑏𝑏)

Plugging this expression into the 𝑞𝑞�(𝑏𝑏) equation you can solve for 𝐶𝐶2 :
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𝐶𝐶2 = 𝑇𝑇�(𝑏𝑏)𝑏𝑏𝑏𝑏𝐼𝐼1 (𝑏𝑏𝑏𝑏) + 𝑞𝑞�(𝑏𝑏)

𝑘𝑘𝑘𝑘(𝑏𝑏)𝐼𝐼0 (𝑏𝑏𝑏𝑏)
+ 𝑦𝑦(𝑏𝑏)[−𝑏𝑏𝑏𝑏𝐼𝐼1 (𝑏𝑏𝑏𝑏)] + 𝑦𝑦 ′ (𝑏𝑏)𝑏𝑏𝐼𝐼0 (𝑏𝑏𝑏𝑏)
𝑏𝑏

Now, plugging 𝐶𝐶2 into 𝐶𝐶1 , the integration constant can now be written in known terms. Since we
are focusing on the generation terms in this derivation, only those are given explicitly:
𝐶𝐶1 = 𝑓𝑓 �𝑇𝑇�(𝑏𝑏)� + 𝑓𝑓�𝑞𝑞�(𝑏𝑏)� + 𝑦𝑦(𝑏𝑏)

𝑏𝑏𝑏𝑏𝐼𝐼1 (𝑏𝑏𝑏𝑏)𝐾𝐾0 (𝑏𝑏𝑏𝑏) − 1
+ 𝑦𝑦 ′ (𝑏𝑏)[−𝑏𝑏𝐾𝐾0 (𝑏𝑏𝑏𝑏)]
𝐼𝐼0 (𝑏𝑏𝑏𝑏)

The thermal quadrupole can now be written in the form
�

𝑇𝑇�(𝑎𝑎)
𝑇𝑇�(𝑏𝑏)
𝑋𝑋
� = [𝑀𝑀] �
�+� �
𝑌𝑌
𝑞𝑞�(𝑎𝑎)
𝑞𝑞�(𝑏𝑏)

Where the X and Y terms come from the generation and derivative of the generation term and M is
the standard quadrupole found in Mallet for cylindrical passive walls. These are determined by
grouping the like terms:

𝑋𝑋 = 𝑦𝑦(𝑏𝑏) �

𝐼𝐼0 (𝑎𝑎𝑎𝑎)
[𝑏𝑏𝑏𝑏𝐼𝐼1 (𝑏𝑏𝑏𝑏)𝐾𝐾0 (𝑏𝑏𝑏𝑏) − 1] − 𝑏𝑏𝑏𝑏𝐼𝐼1 (𝑏𝑏𝑏𝑏)𝐾𝐾0 (𝑎𝑎𝑎𝑎)�
𝐼𝐼0 (𝑏𝑏𝑏𝑏)

+ 𝑦𝑦 ′ (𝑏𝑏){𝑏𝑏[𝐼𝐼0 (𝑏𝑏𝑏𝑏)𝐾𝐾0 (𝑎𝑎𝑎𝑎) − 𝐼𝐼0 (𝑎𝑎𝑎𝑎)𝐾𝐾0 (𝑏𝑏𝑏𝑏)]} + 𝑦𝑦(𝑎𝑎)

𝑌𝑌 = −𝑘𝑘𝑘𝑘(𝑎𝑎)𝜎𝜎 �𝑦𝑦(𝑏𝑏) �

𝐼𝐼1 (𝑎𝑎𝑎𝑎)
[𝑏𝑏𝑏𝑏𝐼𝐼1 (𝑏𝑏𝑏𝑏)𝐾𝐾0 (𝑏𝑏𝑏𝑏) − 1] − 𝑏𝑏𝜎𝜎𝐼𝐼1 (𝑏𝑏𝑏𝑏)𝐾𝐾0 (𝑎𝑎𝑎𝑎)�
𝐼𝐼0 (𝑏𝑏𝑏𝑏)

1
+ 𝑦𝑦 ′ (𝑏𝑏){−𝑏𝑏[𝐼𝐼1 (𝑎𝑎𝑎𝑎)𝐾𝐾0 (𝑏𝑏𝑏𝑏) − 𝐼𝐼0 (𝑏𝑏𝑏𝑏)𝐾𝐾1 (𝑎𝑎𝑎𝑎)]} + 𝑦𝑦′(𝑎𝑎)�
𝜎𝜎
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B.2

Determining Probe Length

Objective:
run simulations to find the smallest length in which the temperature reading would not
differ from a longer probe.

Model description:
A 2D axisymmetric model is used where the areas of the wires are the same as the 3D
model, but become annular being axisymmetric. The outside radius of the salt was input as 2 cm.
This was chosen because it can fit inside a 2” diameter furnace.

Study overview:
Two frequencies (50 and 10 Hz), two base temperatures (583 and 800 K), and three probe
lengths (5, 10, and 20 cm) were investigated. Joule heating adjusted so that TC temperature varied
by more than 1 K each period. The temperature at the thermocouple and throughout the salt domain
were recorded. These temperatures were compared for each length at each frequency and base
temperature. The temperature difference between the probe lengths was of concern. Temperatures
were monitored at the shown locations in Figure 1.
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Figure B2- 1. Temperature probe locations.

Figure B2- 2. Temperature results for 50 Hz, 583 K, NaNO3
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All three lengths are plotted on the figure above. The largest temperature differences are
from the TC temperature. The figure below shows a zoomed in peak. Because the TC temperature
varies the most, it will be the temperature of interest.

Figure B2- 3. Zoomed in peak of Figure 2.

The maximum temperature difference is .0089 and .0087 K between the 10 cm length probe
and the 5 cm and 20 cm probes respectively.
To maintain boundary conditions (no temperature rise and insulated at the outside salt
radius), only the first 0.4 seconds are considered as this is where the temperature rise is below 0.1
K. The temperature follows the same pattern as the 50 Hz tests where the temperature of the 10
cm length is higher than the 5 and 20 cm lengths (both of which are practically identical values).
i.e. the temperature goes up when length is changed from 5 to 10 cm and then goes down when
the length is changed from 10 to 20 cm. The temperature difference is roughly half that of 50 Hz
tests. For this reason, 50 Hz will be used at the higher base temperature test.
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Figure B2- 4. Temperature results for 10 Hz, 583 K, NaNO3

The properties of Flibe were creating errors in the simulations. I tried to then just input
temperature independent properties and it still didn’t work. I instead just used the properties of
sodium nitrate to see how the higher temperature affected the difference in the lengths.

Figure B2- 5. Temperature results for 50 Hz, 800 K, NaNO3
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Simulations at high temperatures have proven to be prone to failure and because of that, I
have just used the 5 and 10 cm length probes. The 10 cm length didn’t even make it to .2 seconds,
it lasted until .13 s and then failed out. The largest temperature difference is .009 K which is
equivalent to the base temperature study at 583 K.

Conclusion:
According to the simulations, there is not a difference that would be detected by a
thermocouple. The current probe is ~14 cm long. I think that keeping that length or going down to
10 cm would be appropriate. At these lengths d<<l and they don’t require too much salt.

B.3

Needle Probe – Water Fitting Function

function S=funBYUProbeImpedanceAmplitude(f,fitparam)
global Sact parstr1
parstr1='a';
a=fitparam(1);
% to be used with the physical probe that we were supplied with by INL for
% a water sample. other samples need to be modified according to the
% material properties of the specific sample
for ii=1:length(f)
omega = f(ii)*2*pi;
%% experimental parameters
T = 303; % temperature at which the temperature starts at
% T_absolute = linspace(300,350); % temperature rise from the sensing wires, used for convection
only
if ii==1 % 0.5 Hz
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T_absolute
=
[297.014898000000,297.066648000000,297.108049000000,297.175324000000,297.568626000
000,
end
if ii==2 % 1 Hz
T_absolute
=
[296.885522000000,296.849297000000,297.118399000000,296.957973000000,297.201199000
000,
end
if ii==3 % 1.5 Hz
T_absolute
=
[297.014898000000,297.221899000000,297.351275000000,297.216724000000,297.625552000
000,
end
if ii==4 % 2 Hz
T_absolute
=
[296.916572000000,296.807897000000,296.719921000000,296.890697000000,296.999373000
000,
end
if ii==5 % 2.5 Hz
T_absolute
=
[296.756146000000,296.895872000000,296.849297000000,296.776847000000,297.144274000
000,
end
if ii==6 % 3 Hz
T_absolute
=
[297.491001000000,297.170149000000,296.942448000000,297.247774000000,297.242599000
000,
end
if ii==7 % 3.5 Hz
T_absolute
=
[297.299525000000,297.527226000000,297.423726000000,297.682477000000,297.925704000
000,
end
if ii==8 % 4 Hz
T_absolute
=
[297.744578000000,297.459951000000,297.330575000000,297.749753000000,297.749753000
000,
end
if ii==9 % 4.5 Hz
T_absolute
=
[297.651427000000,298.039554000000,298.210330000000,298.251731000000,298.412157000
000,
end
if ii==10 % 5 Hz
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T_absolute
=
[298.375931000000,298.262081000000,298.526007000000,298.406982000000,298.629508000
000,
end
time_step = .2; % time step between the T_absolute data points, also only used for convection
%% probe dimensions
r_3 = 1.5E-3; % outside radius of the probe, used in semi-infinite layer and sheath layer (meters)
r_2 = 1.155E-3; % inside radius of sheath
r_1 = .7E-3; % outside of wires
r_heating_wire = .15E-3; % radius of heating wires
r_TC_wire = .15E-3; % radius of thermocouple wires
l = 10E-2; % length of the sensing section of the probe, needs to be fully submerged
%% material properties: unless otherwise stated, values taken from COMSOL library
% water (sample)
k_water = a;
cp_water
=
(12010.1471-80.4072879.*T.^1+0.309866854.*T.^2-5.38186884E4.*T.^3+3.62536437E-7.*T.^4)./1000;
rho_water
=
0.000010335053319.*T.^30.013395065634452.*T.^2+4.969288832655160.*T+432.257114008512;
sigma_water = sqrt(1i*omega*rho_water*cp_water/k_water);
% Ni 200
eps = .5; % emissivity of the sheath for radiation
k_ni = 76.12158+0.02717507*T^1-2.126458E-4*T^2+1.876168E-7*T^3; % 173 to 673 K
rho_ni = 8964.214-0.1681755*T^1-3.536041E-4*T^2+2.01714E-7*T^3-4.919056E-11*T^4; %
73 to 1373 K
cp_ni = 292.88+0.50208*T^1; % 293 to 633 K
alpha_ni = k_ni/(rho_ni*cp_ni);
sigma_ni = sqrt(1i*omega/alpha_ni);
% Alumina
k_alumina = 27;
rho_alumina = 3900;
cp_alumina = 900;
alpha_alumina = k_alumina/(rho_alumina*cp_alumina);
sigma_alumina = sqrt(1i*omega/alpha_alumina);
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% effective center (alumina and wires)
k_alumel = 9.346236+0.1204046*T^1-2.33021E-4*T^2+1.774554E-7*T^3; %100 to 400 K
rho_alumel = 8610; % wikipedia
cp_alumel = -120.397194+4.83234846*T^1-0.0141451249*T^2+1.51245324E-5*T^3; %100 to
410 K
k_chromel
=
13.1709-0.02474581*T^1+2.79175E-4*T^2-6.862022E-7*T^3+6.09438E10*T^4; %100 to 450 K
rho_chromel = 8670.0; %293 to 303 K
cp_chromel
=
-169.134351+5.88577506*T^1-0.0235877058*T^2+4.47834022E-5*T^33.21153924E-8*T^4; %100 to 450 K
resistivity_chromel = 5.956522E-7+2.608696E-10*T^1; %100 to 450 K
A_alumel = 0.5*pi*r_TC_wire^2; % 0.5 x area of the thermocouple wire because the TC only
goes half way down the sensing length
A_chromel = 0.5*pi*r_TC_wire^2 + 2*pi*r_heating_wire^2;
A_alumina = pi*r_1^2 - A_chromel - A_alumel;
A_total = pi*r_1^2;
k_core = (A_alumina*k_alumina + A_chromel*k_chromel + A_alumel*k_alumel)/A_total;
rho_core
=
(A_alumina*rho_alumina
+
A_chromel*rho_chromel
+
A_alumel*rho_alumel)/A_total;
cp_core = (A_alumina*cp_alumina + A_chromel*cp_chromel + A_alumel*cp_alumel)/A_total;
alpha_core = k_core/(rho_core*cp_core);
sigma_core = sqrt(1i*omega/alpha_core);
%% Heating
P = 10;
Q = P^2*resistivity_chromel*2*l*pi*r_heating_wire^2;
%% Impedences
% semi infinite sample
h = convection_water(time_step,r_3,l,eps,T_absolute,a);
Z_inf
=
besselk(0,r_3*sigma_water)/(2*pi*r_3*l*(k_water*sigma_water*besselk(1,r_3*sigma_water) +
h*besselk(0,r_3*sigma_water)));
% sheath
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denominator
2*pi*k_ni*l*r_2*r_3*sigma_ni*sigma_ni*(besseli(1,r_3*sigma_ni)*besselk(1,r_2*sigma_ni)
besseli(1,r_2*sigma_ni)*besselk(1,r_3*sigma_ni));
Z1_ni
=
(r_3*sigma_ni*(besseli(0,r_2*sigma_ni)*besselk(1,r_3*sigma_ni)
besseli(1,r_3*sigma_ni)*besselk(0,r_2*sigma_ni)) - 1)/denominator;
Z2_ni
=
(r_2*sigma_ni*(besseli(0,r_3*sigma_ni)*besselk(1,r_2*sigma_ni)
besseli(1,r_2*sigma_ni)*besselk(0,r_3*sigma_ni)) - 1)/denominator;
Z3_ni = 1/denominator;

=
+
+

% alumina only layer
denominator
=
2*pi*k_alumina*l*r_1*r_2*sigma_alumina*sigma_alumina*(besseli(1,r_2*sigma_alumina)*bes
selk(1,r_1*sigma_alumina) - besseli(1,r_1*sigma_alumina)*besselk(1,r_2*sigma_alumina));
Z1_alumina
=
(r_2*sigma_alumina*(besseli(0,r_1*sigma_alumina)*besselk(1,r_2*sigma_alumina)
+
besseli(1,r_2*sigma_alumina)*besselk(0,r_1*sigma_alumina)) - 1)/denominator;
Z2_alumina
=
(r_1*sigma_alumina*(besseli(0,r_2*sigma_alumina)*besselk(1,r_1*sigma_alumina)
+
besseli(1,r_1*sigma_alumina)*besselk(0,r_2*sigma_alumina)) - 1)/denominator;
Z3_alumina = 1/denominator;
% generating center
Z1_core = 0;
Z2_core
(1/(2*pi*k_core*l))*besseli(0,r_1*sigma_core)/(r_1*sigma_core*besseli(1,r_1*sigma_core))
1/(rho_core*cp_core*pi*l*1i*omega*r_1^2);
Z3_core = 1/(rho_core*cp_core*pi*l*1i*omega*r_1^2);
%% calculating total impedence
Z_a = (Z_inf + Z2_ni);
Z_b = 1/((1/Z3_ni) + (1/Z_a));
Z_c = Z2_alumina + Z1_ni + Z_b;
Z_d = 1/((1/Z3_alumina) + (1/Z_c));
Z_e = Z2_core + Z1_alumina + Z_d;
Z_equiv = 1/((1/Z3_core) + (1/Z_e));
T = Q*Z_equiv;
T_amp(ii) = abs(T);
Phase(ii) = angle(T);
end
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=
-

Phase = unwrap(Phase);
Phase = Phase - Phase(1);
T_amp = T_amp./T_amp(1);

function [h] = convection_water(time_step,r,H,epsilon,T_sheath,k)
D = r*2;
sigma = 5.67e-8;
T_0 = min(T_sheath);
h_rad = epsilon*sigma*T_0^3;
t = 0:time_step:time_step*length(T_sheath)-time_step;
T_water = (T_sheath + T_0)./2;
% figure
% plot(t,T_sheath);
% title('temp')
% water
k_water = k;
cp_water = (12010.1471-80.4072879.*T_water.^1+0.309866854.*T_water.^2-5.38186884E4.*T_water.^3+3.62536437E-7.*T_water.^4)./1000;
rho_water
=
0.000010335053319.*T_water.^30.013395065634452.*T_water.^2+4.969288832655160.*T_water+432.257114008512;
alpha_water = k_water./(rho_water.*cp_water);
mu_water = 1.3799566804-0.021224019151.*T_water.^1+1.3604562827E-4.*T_water.^24.6454090319E-7.*T_water.^3+8.9042735735E-10.*T_water.^4-9.0790692686E13.*T_water.^5+3.8457331488E-16.*T_water.^6;
nu_water = mu_water./rho_water;
beta_water = 320E-6;
Pr_water = -.0889.*T_water + 32.32;
rho_inf_water = 1000*(2.09125 - (.09/144).*(T_0-273));
GrH_water = 9.81.*beta_water.*(T_sheath - T_0).*H^3./nu_water.^2;
RaH_water = 9.81.*beta_water.*(T_sheath - T_0).*H^3./(nu_water.*alpha_water);
vertical_plate_approx = (35.*H./(D.*GrH_water.^.25))-1;
if min(vertical_plate_approx)>0
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%

disp('Flat Plate Approximation');

%
%
%

figure
plot(t,vertical_plate_approx)
title('approx needs to be over 0')
Nu_vert_plate_water = .68 + (.67.*RaH_water.^.25)./((1 + (.492./Pr_water).^(9/16)).^(4/9));
% figure
% plot(t,Nu_vert_plate_water)
% title('Nu ver plate approx')

%
%
%

h_vert_plate_water = Nu_vert_plate_water.*k_water./H;
figure
plot(t,h_vert_plate_water)
title('h')
h_total = h_rad + h_vert_plate_water;

else
Nu_water
=
(4/3).*(7.*RaH_water.*Pr_water./(5.*(20+21).*Pr_water)).^.25
(4.*(272+315.*Pr_water).*H)./(35.*(64 + 63.*Pr_water).*D);
% figure
% plot(t,Nu_water)
% title('Nu')
h_water = Nu_water.*k_water./H;
% figure
% plot(t,h_water)
% title('h')
h_total = h_rad + h_water;
end
% figure
% plot(t,h_total)
% title('h rad and conv')
h = mean(h_total(2:end));
end
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+

S = T_amp;
Sact = S;
end

B.4

COMSOL Instructions for Recreating Numerical Models

Version 4_2_1 In COMSOL
Starting A Document
-

File -> New -> Model Wizard -> 3D
o Use a 3 dimensional model when wanting to simulate individual wires

-

File -> New -> Model Wizard -> 2D axisymmetric
o Use a 2 dimensional model when making the generating ring assumption


This option is much cheaper

Selecting Physics
Select:
-

AC/DC -> Electromagnetic Heating -> Joule Heating

-

Fluid Flow -> Non-Isothermal Flow -> Laminar Flow

-

Heat Transfer -> Heat Transfer in Solids & Fluids

Delete from Bottom:
-

Heat Transfer in Solids (ht)

-

Heat Transfer in Fluids (ht)

Starting Document
-

Click “Study”

-

Double Click General Studies -> Time Dependent Study
o This is needed for observing the transient temperature development, like from
modulated heating

In the Model Builder window:
125

Setting global parameters
-

Global Definitions -> Parameters
o Input probe geometry parameters


Example: Name r_1, Expression 0.37[mm], Value 3.7E-4m (the Value is
automatically filled from the input in Expression



This includes all the radii and length of the probe and the sample

o Input modulation information, time information, etc.


This allows you to view all your parameters in one location and not have to
open different tabs in the Model Builder looking for specific settings

Creating modulated heating variable
-

Component 1 -> Definitions
o Add Local Variable (a=)


Geometric entity level: Entire model



Example: Name Heat_Generation, Expression (Sine1(t/Period)+.5)*Power

o Add Waveform


Function name: Sine1
•



This is called in the Local Variable

Type: Sine, Angular frequency: pi*2, Phase: -pi/2, Amplitude: 0.5

Creating probes
-

Component 1 -> Definitions
o Add Global Variable Probe


Expression: Heat_Generation
•

This is the reference signal from which to calculate phase delay

o Add Domain Point Probe


This plots and records the temperature (or heat flux) at any location in the
geometry

Creating Probe/Sample Geometry
-

Component 1 -> Geometry
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o Right click -> select geometry type


For 2D axisymmetric, polynomial is recommended



For 3D, circle is recommended

o Build all
Assigning Materials
-

Component 1 -> Materials
o Right click -> Add Material from Library


Select Nickel 200
•

Repeat for Alumel, Chromel, Alumina, water
o If there are multiple options, check what the differences are
and chose the best available option that best describes the
probe

o Select material


Geometric entity level: Domain



Selection: Manual
•

In the Graphics window or the selection box, select/delete so only
the geometries that correspond to that material is selected
o In the Graphics window the geometry selected will be
highlighted in purple and be listed in the Selection box



Do this for every listed material
•

The default is to have all geometries the same material

o When a material is not in the library (the salts will probably not be listed)


Right click -> Blank Material
•

Expand -> Basic -> +
o Search and add needed properties


It is easy to miss properties if multiple physics are
added, if you are missing one the simulation will not
run and it will tell you which variables you are
missing

Assigning domain type
-

Component 1 -> Heat Transfer in Solids and Fluids
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o Right click -> Solid/Fluid


You should have a solid domain for each individual geometry i.e. Solid 1,
Solid 2, etc.



You should have one fluid domain for the sample
•

Make sure each domain is only assigned to one geometry (in the
selection box)

•

All properties: From material

o Initial Values 1


Set to temperature in Kelvin (easiest to use a global parameter and type in
the name i.e. T_initial)

o Thermal Insulation 1


The bottom and outside boundaries should be insulated



For simplicity the top can also be included
•

More realistic to use a convection boundary condition just on the top
surface

Setting up convection in the sample fluid
-

Component 1 -> Laminar Flow
o Laminar Flow


Domain Selection
•



Compressibility: Incompressible flow
•



Our experiments are at ambient atmospheric pressure

Reference position: top surface of sample, outside sample radius
•



Include gravity: check

Reference pressure level: 1[atm]
•



Select only the sample geometry

This is from the convection in a water cup tutorial

Turbulence model type: None

o Fluid Properties


Volume reference temperature: user defined: T_initial



Constitutive relation: Newtonian
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o Initial Values: all zeros
o Right click -> Wall 1 -> select boundaries for the probe and crucible walls


Wall condition: no slip

o Gravity 1


Acceleration of gravity: z: -g_const

o Pressure Point Constraint 1


Select top outside radius point of sample
•

Comes from convection in a water cup tutorial

Setting up modulated heating
For Heat Source domain (not Joule Heating)
-

This is saves a lot of time with running simulations and is easier to get running

-

Component 1 -> Heat Transfer in Solids and Fluids
o Right click -> Heat Source


Selection: only select heating wires/generating ring



Material type: solid



General Source: User Defined
•

Input local variable i.e. Heat_Generation
o The units on both need to match
o It an analytical variable is being used you need to include (t)
at the end

For Joule Heating
-

Component 1 -> Joule Heating
o Repeat the steps from above

Coupling Physics
-

Component 1 -> Multiphysics -> expand
o Nonisothermal Flow


Fluid flow: Laminar Flow



Heat transfer: Heat Transfer in Solids and Fluids

o Electromagnetic Heating
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Electromagnetic Heating: Joule Heating



Heat transfer: Heat Transfer in Solids and Fluids

Adding Explicit Events
-

Tool bar -> Physics -> Add Physics -> Mathematics -> ODE and DAE Interfaces -> Events
o Right click -> Explicit Event


Start of Event: about 25% of a period



Period of event: about 25% of a period
•

Explicit events are required with modulated heating or the solution
will want to converge on a linear solution.

•

Through trial and error, it has been discovered that the events will
need to occur around the local minima and maxima. It depends on
the modulation frequency how many events are required for each
period of heating. Any number from 2 to 100 have been needed for
every heating period.

Meshing
-

Component 1 -> Mesh 1
o Custom


Resolution of narrow regions: increase until you get acceptable resolution
in the wires and sheath
•

The other Element Size Parameters are not as important because it
is the small spaces between domains that often are the areas needing
mesh refinement

•

The General physics – Extremely fine setting does not have enough
nodes in the narrow regions

Performing Frequency Scan
-

Study 1 -> right click -> Parametric Sweep
o Parametric Sweep


Parameter Name: select frequency (from the global variables)



Parameter value list: input frequencies separated by spaces i.e. 1 3 5
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Probes: Manual



Accumulated probe table: check
•

-

Output table: Table 2

Study 1 -> Step 1: Time Dependent
o Times: range(0,time step, run time)
o Tolerance: Physics controlled


The tolerances may need to be loosened if too many physics are being using.
If this is the case, use the User Controlled setting

Looking at results
-

Results -> Tables -> Table 2
o Rows: Time
o Columns: f
o Data: Temperature
o Store table: On file


B.5

Filename: save in the Molten Salt folder with adequate description

INL Needle Probe Specification Document

Draft Specification
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400 °C Transient Hot
Wire Method Needle
Probe for Brigham Young
University
SUMMARY

1.1

GENERAL
This specification covers the requirements for a special, metal sheathed, Transient Hot
Wire Method Needle Probe (THWM NP) for measuring thermal conductivity and
temperatures in tests conducted by the Brigham Young University.
As shown in Figure 1, the THWM NP is a dual diameter sensor that contains a
thermocouple (TC) and a heater wire. In this application, it will be used to measure
temperature and thermal conductivity. The intent of this specification is to control
materials quality, probe dimensions, sheath integrity, conductor continuity, and insulation
resistance in an effort to ensure reliable THWM NP operation for an extended period of
time under the expected test conditions.

Figure 1. THWM NP schematic.
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1.2

WORK INCLUDED
•
•
•

5

2.

Procurement of all THWM NP materials.
All labor and equipment required to fabricate one THWM NP.
Preparation and transmittal of the THWM NP and its associated data
package (with copies of an inspection form that includes material
certifications, non-destructive examination (NDE) results, etc.).

THWM NP SPECIFICATIONS

THWM NPs are under development by INL, and no industry-approved standard is
directly applicable to their fabrication. It should be emphasized that the THWM NP is a
developmental probe. Efforts have been made to identify achievable parameters for
fabricating the THWM NP, and a best faith effort will be made to manufacture to the
parameters specified in this document. If there are parameters that do not meet these
specifications, INL will provide documentation identifying these discrepancies.

6

2.1

MATERIALS

Probe:
Thermocouple: Type K TC
Positive Thermoelement Wire: Chromel
Negative Thermoelement Wire: Alumel
Heater wire:

Chromel

Insulation: Al2O3
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Sheath:

Ni 200

Probe extension:
Thermocouple wire: Type K TC (Chromel/Alumel)
Sense wire: Chromel
Heater extension wires (current leads): Cu
Insulation: Al2O3
Sheath: Ni 200
Insulated soft extension cable: poly

7

2.2

DIMENSIONS

Probe [‘y’ in Figure 1]:
length:

100 mm ± 2 mm

diameter:

2.5 to ≤ 3.00 mm

End of –Type K TC junction shall be placed at 50 mm ± 5 mm (tolerances will be
minimized) from probe tip (“x” in Figures 1 and 2).
Probe extension [Transition will occur within this section]:
diameter: 3.2 mm ± 0.15 mm
length: ≥ 200 mm
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Soft extension
total length: ≥ 2400 mm

8

2.3

PEAK TEMPERATURES AND PRESSURES DURING OPERATION
Probe (400 °C, 200 bar)
Probe Extension: (300 °C, 200 bar)

9

10

3.

INSPECTION AND TESTING

3.1

GENERAL
The THWM NP shall be fabricated in accordance with an INL-developed plan (step-bystep instructions). The following quality elements shall be implemented during the
fabrication of the THWM NP:
•

Basic assembly instructions serve as a work control document, to ensure a
reproducible THWM NP with little or no rework. These instructions include:
a.

A logical listing of key steps needed to complete THWM NP assembly.

b.

NDE hold points and signatures of performers identifying the completion
of those hold points.

c.

Performer signatures identifying completion of critical assembly points
where Measurement and Test Equipment (M&TE) is used.
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•

3.2

d.

M&TE identification numbers will be listed with corresponding calibration
dates, if appropriate and recorded in the work control fabrication document
(that is retained by INL).

e.

Certifications for materials used in fabrication of the THWM NP will be
attached in the work control fabrication document and on an inspection
form.

Material control will be maintained on all sensor components that are identified on
the fabrication assembly instruction sheet. General material control will include
the following:
a.

Material lot numbers for materials used in the THWM NP shall be listed.

b.

Documentation shall include a verification signature to indicate that these
materials were actually used in its fabrication.

NONDESTRUCTIVE EXAMINATION
Each THWM NP shall be subjected to the following examinations:
Radiograph of THWM NP (showing thermocouple junction and heater wire)
Helium leak check
Dimensional verification
Insulation resistance (wire-to-wire and wire-to-sheath resistances)
Thermal conductivity performance evaluations
Examination requirements and acceptance criteria for each test shall be as indicated in the
following table.
Examination
Radiography

Helium leak check

Examination Details and Acceptance Criteria
Radiographic techniques shall be used to confirm
placement of thermocouple junction, that thermocouple
junction is intact (i.e., without cracks or defects and
connected to two separated thermoelements), and the heater
wire position. NOTE: INL will ONLY report the results
of the radiograph in the inspection form.
Completed THWM NP shall be tested per ASTM E839,
paragraph 8.1.3.1. The THWM NP will be pressurized with
helium to ≥ 7 MPa for a period of 5-10 minutes. After the
pressure is lowered to atmospheric conditions, surfaces of
the THWM NP will be cleaned with acetone, and the
THWM NP will be moved to a vacuum tube. Leak rates
will be measured and recorded. Helium leak rates shall be
less 6 x 10-6 cm3/second.
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Dimensional
verification

Wire-to-wire and wireto-sheath resistance

The outside diameter of the probe and extensions sections
of the THWM NP shall be measured at ~0.4 m increments
at random azimuthal orientations. Sheath diameter
measurements shall be within tolerances specified in
Section 2.2.
The resistance of the completed THWM NP assembly shall
be measured.

Thermal Conductivity
Performance
Evaluations

THWM NP thermal conductivity measurement
performance will be evaluated using standards with known
thermal conductivities and geometries.

Results from these non-destructive examinations shall be documented in the fabrication
traveler for the THWM NP and in the inspection documents provided.

11 4.

CLEANLINESS

12

The THWM NP outer sheath shall be cleaned with acetone followed by alcohol.

13 5.

IDENTIFICATION

The THWM NP shall be marked with a unique identification code.
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14

6.

DOCUMENTATION

Copies of the following documents will be provided with or prior to shipment of the
THWM NP:
•

Material certifications and/or chemical analyses for all materials included in the
THWM NP.

•

Approved inspection form, summarizing key parameters measured during the
fabrication process, with appropriate signatures confirming that THWM NP was
fabricated according to the fabrication plan with the leak tests and results that meet
ASTM standards, electrical measurement results, results from THWM NP x-rays
indicating placement of thermocouple from end-cap.
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