We study stochastic optimization of nonconvex loss functions, which are typical objectives for training neural networks. We propose stochastic approximation algorithms which optimize a series of regularized, nonlinearized losses on large minibatches of samples, using only first-order gradient information. Our algorithms provably converge to an approximate critical point of the expected objective with faster rates than minibatch stochastic gradient descent, and facilitate better parallelization by allowing larger minibatches. 2. In fact, almost linear runtime speedup was achieved by Goyal et al. (2017), since the communication cost is minimal compared to the computational cost in their distributed synchronous SGD implementation. 3. This amounts to plugging in γ = σ in Carmon et al. (2017)[Lemma 3.1] for their Almost-Convex-AGD algorithm.
Introduction
Machine learning algorithms ultimately try to optimize the performance of models in the population. Consider the stochastic optimization (generalized learning) problem (Vapnik, 2000; Shalev-Shwartz et al., 2009) :
where our goal is to learn a predictor w given the instantaneous (loss) function ℓ(w, ξ) and i.i.d. samples ξ 1 , ξ 2 , . . . from some unknown data distribution D. In this work, we focus on losses ℓ(w, ξ) that are nonconvex functions of w; a prevalent example of this setting is the training of deep neural networks, where w denotes the collection of trainable weights of a deep learning model, and ℓ(w, ξ) measures the loss of prediction (e.g., classification or regression) for the sample ξ using weights w. Despite efforts in introducing higher order optimization methods to this problem, stochastic gradient descent (SGD) with minibatches and its variants (Bottou, 1991; LeCun et al., 1998; Duchi et al., 2011; Zeiler, 2012; Kingma and Ba, 2015) remain by far the most popular methods for training deep neural networks, due to its simplicity and superior performance than the alternatives. In the vanilla version of minibatch SGD, we compute the averaged gradient over a small set of samples (called minibatch) using the backpropagation algorithm, and simply take a step in the negative direction. The use of minibatch (as opposed to a single sample for estimating the gradient) makes the training process more stable as it reduces the variance of gradient estimate. Moreover, to process the same amount of samples, it takes smaller number of updates if a larger minibatch size is used, and the backpropagation procedure on a larger minibatch can utilize massive parallelization of linear algebra routines provided by advanced computational hardware (GPUs and clusters). As a result, using a larger minibatch in SGD can potentially significantly reduce the training time; and the training time is a major concern when working with huge datasets from application domains, where a powerful model easily costs days or weeks to train.
Recently, there has been some empirical analysis for minibatch SGD, focusing mostly on practical issues such as the correct scaling of stepsize (learning rate) and momentum with minibatch size (Goyal et al., 2017; Hoffer et al., 2017) . A prominent observation is that, by properly setting the stepsize, minibatch SGD works well (converges to similarly good test set performance) for a wide range of minibatch sizes, while large minibatches facilitate better parallelization. But intriguingly, beyond certain threshold of minibatch size, training result start to deteriorate and simply scaling the stepsize does not help. The primary goal of this work is to theoretically investigate the issue of minibatch size in stochastic nonconvex optimization, and to provide practical algorithms/guidance to training deep neural networks.
Problem setup In this work, we assume that the differentiable instantaneous loss ℓ(w, ξ) is βsmooth and σ-almost convex. Recall that a function f (w) is β-smooth if ∇f (w) − ∇f (w ′ ) ≤ β w − w ′ for all w, w ′ , and in this case we have the following quadratic approximation for f (w):
On the other hand, a nonconvex function f (w) is σ-almost convex for σ ≥ 0 if
Note that a convex function is 0-almost convex, and a β-smooth function is σ-almost convex for some σ ≤ β. For a twice differentiable function that is both β-smooth and σ-almost convex, the eigenvalues of its Hessian matrix lie in [−σ, β] . Furthermore, as is common in the stochastic optimization literature (see, e.g., Lan, 2012; , we assume that the the stochastic gradient estimated on a single sample is unbiased, i.e., E [∇ℓ(w, ξ)] = φ(w), ∀w,
and that the variance of the stochastic gradient is bounded by V 2 , i.e.,
Denote by φ * the (globally) minimum value of φ(w), which we assume to be finite. Since in general we can not hope to efficiently obtain the global minimum of a nonconvex objective (Nemirovski and Yudin, 1983) , the reasonable goal here is to find an approximate critical point w satisfying for some ε > 0 that
We are interested in the number of samples and the amount of computation needed to achieve this goal.
Known theoretical guarantee for minibatch SGD
The theoretical performance of minibatch SGD has been relatively well studied for convex objectives (Lan, 2012; Dekel et al., 2012; Cotter et al., 2011) . After T minibatch gradient updates, each using stochastic gradient estimated on b samples, the accelerated minibatch SGD algorithm return an iterate w satisfying for convex φ(w) that
where w 0 is the initialization, and w * = arg min w φ(w). For stochastic nonconvex optimization, analyzed the convergence of minibatch SGD for stochastic nonconvex optimization under the same problem setup as ours, and further proposed a randomized stochastic accelerated gradient (RSAG) method which resembles the accelerated stochastic approximation method for convex optimization (Lan, 2012) . After T minibatch gradient updates, each using stochastic gradient estimated on b samples, their algorithms return an iterate w satisfying 1
To parse this result, we observe the following:
• When V = 0, or in other words exact gradients are used, the second term vanishes and the convergence rate reduces to ∇φ
, and this is the same rate achieved by deterministic gradient descent . We refer to this term as the "optimization error" since it is independent of the samples.
• The second term in (4) results from the noise in stochastic gradients, and we refer to it as the "sample error" since it is inherent from the sampling process. This term is asymptotically dominant as long as
. Using a much larger b, the first term of (4) becomes dominant but since the first term is independent of b, the algorithm is no longer sample efficient (it is using more fresh samples than needed). This is consistent with the empirical findings of practitioners of minibatch SGD: beyond certain minibatch size, learning slows down and in particular, the objective on test set (which is an estimate of the population objective) do not decrease faster with the amount of computation, even though more samples and computation (e.g., backpropagation) is involved in each stochastic gradient update.
Denote the total number of samples used by N = bT . The convergence rate (4) indicates that, to find an critical point satisfying (2), the total sample needed is
, while the maximum minibatch size (that maintains sample efficiency) and the iteration complexity using this minibatch size are respectively
In the regime of b < b RSAG , increasing the minibatch size leads to reduced number of iterations. And if the stochastic gradients are calculated by distributing the minibatch to multiple machines and aggregating their local estimates, large runtime speedup (in the number of machines) can be achieved. 2
Related work for minimizing empirical objectives
The approach discussed in Section 1.1 draws fresh samples in each update, and is an instance of the stochastic approximation (Robbins and Monro, 1951) approach for stochastic optimization. Another approach commonly used in machine learning is empirical risk minimization (also known as sample average approximation): to approximate the minimizers of (1), one minimizes the empirical version of it using a (large) fixed set of n samples, i.e.,
In the recent work of Carmon et al. (2017) and Allen-Zhu (2017), the authors demonstrated that when σ ≪ β, i.e., when the objective function is not too nonconvex (the negative eigenvalues are not too large in magnitude), it is beneficial to transform (6) into a series of (strongly) convex optimization problems which one can then solve very efficiently using batch accelerated gradient descent or finite-sum methods; this technique will be discussed in detail in Section 2.1. According to their results, to obtain a w satisfying ∇φ(w)
(batch) gradient-based updates. Our algorithms are based on the same basic intuition and use the same convexification procedure for stochastic nonconvex optimization. However, we argue that the advantages of directly working with the stochastic objective (1) are:
• It avoids the conversion of guarantees for the ERM solution into those for the population objective (which may be obtained, e.g., by uniform convergence of empirical estimates to their population counterparts).
• The stochastic learning setting represents better the big data regime (n → ∞), and the various trade-offs therein often influence our optimizer of choice (Bottou and Bousquet, 2008) .
For example, considering that the number of samples n needed to guarantee (2) also has dependence on ε, the time complexity of batch gradient-based algorithms (such as that of Carmon et al. (2017) ) may be very high. 4 Moreover, sometimes we also need to take into consideration the computational environment/hardware. For training deep neural networks, although serial finite-sum methods have excellent runtime guarantees in theory, it is not very clear yet if they can take full advantage of the parallel computing devices.
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Figure 1: Illustration of theoretical guarantees for MP+AGD and the comparison with minibatch SGD, in terms of number of gradient steps or total energy spent for finding an approximate critical point versus the minibatch size b. The regimes that are not sample-efficient are dotted.
Our contributions
We propose stochastic approximation algorithms that provably converge to an approximate critical point of the nonconvex population objective. In the basic version of our algorithm named minibatchprox (MP), we draw b fresh samples at each iteration and approximately optimize a convex objective defined by these samples:
where γ > σ, for t = 1, . . . , T.
Choosing a random iterate w from the first T iterations of MP, we have that (for large enough b)
MP can use larger minibatch while maintaining sample efficiency, at the cost of more complicated operations (solvings nonlinear optimization problems) on each minibatch: With minibatch
convex subproblems. MP is a meta algorithm and allows us to plug in different optimizers for solving the convex subproblems on each minibatch. In particular, when accelerated gradient descent is used as the optimizer, the total number of gradient steps in MP+AGD is
which significantly improves T RSAG in (5) when β ≫ σ, and this is achieved at the cost of more total energy (total computational cost). The comparison is depicted in Figure 1 . We also analyze the effect of other convex optimizers in MP, and develop a memory-efficient version for it, when the total number of samples used in each convex subproblem is very large. Our results have important implications for parallel or distributed learning: if gradient computations on minibatches can be performed efficiently using many processors, using a larger minibatch reduces training time. Finally, our analysis is based on a novel application of a general convexification procedure to stochastic optimization, and opens the opportunity for further improvement.
Minibatch-prox (MP) for nonconvex smooth loss
In this section, we first review the fundamental convexification step in our algorithms which allows us to find approximate critical point by solving convex subproblems, and then propose the basic version of our algorithm and analyze its convergence properties.
Convexification of nonconvex problems
The key ingredient in our algorithms is the reduction from the optimization of a nonconvex objective into the optimization of a series of convex problems (Bertsekas, 1979 (Bertsekas, , 1999 Carmon et al., 2017; Allen-Zhu, 2017) . Consider the following iterative procedure: for t = 1, . . . , T ,
where γ > σ. At each iteration of this algorithm, one approximately minimizes a regularized objective, where the ℓ 2 proximity term encourages the new iterate to be close to the previous iterate. Apparently, with the regularization term, the objective F t (w) is (γ − σ)-strongly convex and the global minimizer w * t is unique. We note that similar procedures have also been used when φ(w) is convex to speedup first order methods (Lin et al., 2015) .
Convex objectives, such as F t (w), t = 1, . . . , are widely recognized to be easier to solve than nonconvex ones. Moreover, we can quantify the number of convex subproblems to be solved in (9), so as to find an approximate critical point of φ(w). Assume for now that we always obtain the exact minimizer of the subproblem (9) at each iteration t, i.e., w t = w * t . Then we have by the first order optimality of w * t that ∇φ(w t ) = γ(w t−1 − w t ). And in view of this optimality condition, w t is an approximate critical point if w t−1 − w t ≤ ε/γ. On the other hand, if w t−1 − w t > ε/γ, we expect to achieve large reduction in φ(w): owing to the strong convexity of F t (w), we have
We can not keep decreasing the objective in this way for more than
iterations. The following simple lemma makes this intuition more precise when we have an approximate minimizer at each iteration. A similar and more general result (which applies to constrained optimization/composite objectives) can be found in Allen-Zhu (2017, Lemma 4.1).
Lemma 1 Let F t (w) be defined in (9), with the exact minimizer w * t . Assume that we apply a possibly randomized algorithm A to obtain an approximate minimizer w t satisfying
where the expectation is taken over all the randomness in A at iteration t. Then we have
Proof Due to the (β + γ)-smoothness of F t (w) and the optimality condition that ∇F t (w * t ) = 0, we have (Nesterov, 2004, Theorem 2.1.5) 
Then, by the definition of F t (w), it holds that
where we have used the fact that (x + y) 2 ≤ 2(x 2 + y 2 ) in the first inequality.
Corollary 2 Run the iterative procedure (9) for T iterations, and optimize each
Proof By the definition of F t (w), we have
where the expectation is taken over randomness at iteration t. Averaging this inequality over t = 1, . . . , T and taking expectation over randomness in all iterations, we have
This implies that if we randomly pick R ∈ {1, . . . , T }, it holds that
Plugging this into Lemma 1 yields the desired result.
The basic MP algorithm
We then turn to solving the subproblems in (9), i.e., to minimize the stochastic convex objective F t (w), to which we only have access through i.i.d. samples of the underlying distribution. A natural approach for this problem is through (approximate) empirical risk minimization:
Since this procedure optimizes on a minibatch of samples the nonlinearized loss (as opposed to linearized loss which leads to minibatch SGD), we call this procedure "minibatch-prox" (MP). Similar algorithms were proposed previously for optimizing convex problems: a version of this algorithm with b = 1 was studied under the names "passive aggressive" update (Crammer et al., 2006) and "implicit gradient descent" (Kulis and Bartlett, 2010) for online learning, used for optimizing finitesum objectives (Bertsekas, 2015; Defazio, 2016) , and the version of large b was more recently used as the building block to develop communication-efficient distributed algorithms for stochastic convex optimization (Li et al., 2014; Wang et al., 2017) .
In order to ensure small suboptimality in the population objective F t (w) as required by Corollary 2, we need to bound the difference between the empirical and the population objectives at w t , or in other words, the generalization performance of w t . In the following lemma, we provide the generalization guarantee based on the notion of stability (Bousquet and Elisseeff, 2002; Shalev-Shwartz et al., 2009) . Our result establishes the connection between the stability of ERM and the variance of stochastic gradients, which have been two major and seemingly parallel assumptions for deriving stochastic learning guarantees, and this formal connection appears to be new in the literature.
Lemma 3 Consider the stochastic optimization problem
where the instantaneous loss ℓ(w, ξ) is σ-almost convex and β-smooth in w, and satisfies the vari-
. Then the following stability results hold.
1. For the regularized empirical risk minimizerŵ, we have
2. If a possibly randomized algorithm A minimizesF (w) up to δ-suboptimality, i.e., A returns an approximate solutionw such that
Proof The first part of this proof is adapted from that of Shalev-Shwartz and Ben-David (2014) [Section 13.3.2] for smooth and nonnegative losses. Note that our bound does not assume the nonnegativity of the instantaneous loss.
Exact ERM Denote by Z (i) the sample set that is identical to Z except that the i-th sample ξ i is replaced by another random sample ξ ′ i , byF (i) (w) the empirical objective defined using Z (i) , i.e.,
and byŵ (i) = arg min wF (i) (w) the empirical risk minimizer ofF (i) (w). First, observe that
where we have used in the inequality the fact thatŵ (i) is the minimizer ofF (i) (w), which is (γ−σ)strongly convex.
On the other hand, it follows from the (γ − σ)-strong convexity ofF (w) that
Combining the above two inequalities, and applying the σ-almost convexity and β-smoothness of ℓ(w, ξ), we obtain
By the assumption that σ + β ≤ (γ−σ)b 2 , we then have
Taking expectations of (13) and (14) over the samples and plugging in the above inequality yields
where we have used the triangle inequality in the first step, the assumption 2(σ + β) ≤ (γ − σ)b in the second step, the fact that (x + y) 2 ≤ 2(x 2 + y 2 ) in the third step, and the assumption on the variance of stochastic gradient in the final step.
Sinceŵ minimizesF (w), we haveF (ŵ) ≤F (w * ) and consequently
Then the first part of the lemma follows.
Inexact ERM For the approximate solutionw, due to the (γ − σ)-strong convexity ofF (w), we have
where we have used Nesterov (2004, Theorem 2.1.5) in the third inequality, and the fact that xy ≤ x 2 + y 2 4 in the fourth inequality. Then the lemma follows by combining this inequality with the stability of exact ERM.
The above lemma shows that, the convergence rate of the stochastic objective F t (w) by ERM is of the order O 1 b , and thus in order to achieve ǫ-suboptimality in F t (w), it suffices to exactly solve the ERM problem defined by O 1 ǫ samples. Moreover, the second part of Lemma 3 shows that as long as we minimize the ERM objectiveF t (w) to suboptimality δ = O(ǫ), the population suboptimality remains of the order O(ǫ). Allowing inexact minimization enables us to use state-ofthe-art methods for convex optimization.
Convergence of the basic MP algorithm
We are now ready to analyze the convergence property of MP.
in the minibatch-prox algorithm (12). And assume that for each iteration t, we draw b samples to approximate F t (w) with b ≥ 2(σ+β) γ−σ , and minimize the ERM objectiveF t (w) using a randomized algorithm A, such that E Zt,
Proof Let δ = 8V 2 (β+γ)b , then by the second part of Lemma 3, it holds that
Combining this with Corollary 2 yields
Minimizing the right hand side over γ yields the optimal choice γ = σ + 32(β+2σ)V 2 T (φ(w 0 )−φ * )b and the desired result.
We now add a few remarks regarding the convergence result in Theorem 4. First, the algorithm does not converge to an approximate critical point for very small b, and in fact to satisfy (2) it is
is dominated by the other two terms, and we obtain the convergence guarantee
Compare this with the convergence rate of RSAG given in (4). We note that, while the second term ("sample error") is of the same order for both methods, the first term ("optimization error") in our method depends on σ instead of β. The first term also agrees with the number of subproblems resulted from the convexification procedure (cf. the discussion in Section 2.1). Further assume that the second term is dominant, which is true as long as
, then to find an critical point satisfying (2), the sample complexity is N
Increasing the minibatch size reduces the number of iterations in the regime of b ≤ b MP . Therefore, MP achieves the same sample error as RSAG using the same level of samples, but when σ ≪ β, MP allows us to use much larger minibatch size and smaller number of iterations.
Remark 5 By the optimality condition of (12), we have
. This update resembles that of minibatch SGD, except that the gradient is evaluated at the "future" iterate.
Moreover, according to Theorem 4, the "stepsize" 1 γ roughly varies like b T (this approximation is more accurate for smaller b, in which case σ ≪ γ), which scales with b if the number of total samples N is fixed, and scales with √ b if the number of iterations T is fixed, consistent with the findings of Goyal et al. (2017) and Hoffer et al. (2017) respectively for minibatch SGD.
Distributed implementation of MP
Large minibatch training is desirable in distributed/parallel computing environment, since the calculation on the minibatch can be distributed into many processors, and the reduced iteration complexity leads to shorter runtime and lower communication cost. We now consider two possible solvers Table 1 : Comparisons between minibatch SGD and MP equipped with two convex optimizers, in terms of both the runtime and the total energy spent to find an approximate critical point. . We hide polylogarithmic dependence on (σ, β, V, ∆, ε, b) . Regimes that are not sample-efficient are shadowed.
Minibatch size
Runtime Total energy
for the convex subproblemsF t (w), t = 1, . . . , T in MP, and discuss the resulting overall runtime and total energy spent (or total computational cost).
Accelerated gradient descent The first choice is the (distributed) accelerated gradient descent (AGD, Nesterov, 2004) , in which case MP uses the same gradient access (computed on a minibatch of b samples) as minibatch SGD does. Observe that eachF t (w) is both (β +γ)-smooth and (γ −σ)strongly convex, and by our choice of γ, its condition number is κ
which increases with b. By the convergence rate of AGD, when minimizingF t (w), the number of gradient descent updates needed to achieve δ suboptimality is O √ κ log 1 δ . Consequently, the total number of gradient descent updates throughout the MP algorithm is 5Õ (T · √ κ) and the total energy (computation) spent by the algorithm isÕ (b · T · √ κ). We provide the total number of gradient steps and corresponding total energy, as functions of the problem parameters, for different regimes of minibatch size in Table 1 . Most notably, when using the maximum minibatch size b MP , the total number of gradient descent updates is
5. We use theÕ(·) notation to hide poly-logarithmic factors.
which is asymptotically smaller than T RSAG . In the worst scenario where σ = β, we perform roughly the same number of gradient descent updates as RSAG. Assume that the distributed system computes the gradient on a minibatch in unit time, by using as many processors as needed. Then the gradient complexity in (16) is a proxy for runtime, and MP achieves nontrivial speedup compared to gradient descent when σ ≪ β.
Distributed SVRG Another option for optimizingF t (w) is the distributed SVRG algorithm for finite-sum problems (Lee et al., 2016; Shamir, 2016) . This algorithm alternates over two types of operations: the evaluation of batch gradient on b samples, which can distributed into multiple machines, and many serial stochastic gradient descent steps, each of which uses gradient computed on a single sample on one local machine. Denote the time cost for the two types of access by τ b and τ 1 respectively. According to the convergence of distributed SVRG, the runtime needed to optimize each subproblem to sufficient accuracy isÕ
Similar to the case of AGD, we provide the runtime and total energy spent by MP+SVRG in Table 1 . Observe that, in the regime where the algorithm is sample-efficient, i.e., b = O βV 2 σε 2 , we have κ = O(b), which is the regime where distributed SVRG achieves large speedup (since most computation is spent in calculating the batch gradient which is parallelized). Meanwhile, the total energy spent isÕ (N (ε)), i.e., we need only process all samples drawn by MP forÕ(1) times.
A memory-efficient version of MP
We have shown in previous sections that it suffices to approximately minimize the stochastic objective F t (w) with O 1 ε 2 samples, by approximately minimizing the empirical objectiveF t (w). But the number of samples can be too large (as ε → 0) that the memory requirement is high, since we need to store this many samples and process them multiple times. In this section, we provide a modified algorithm to resolve this issue, which achieves the same learning guarantee with the same level of total samples, and using any (sufficiently large) minibatch size.
The modified algorithm is based on the analysis of minibatch-prox by Wang et al. (2017) for convex objectives. The authors showed that for Lipschitz and strongly convex stochastic objective, the minibatch-prox algorithm achieves the optimal O(1/n) rate 6 using n total samples and any minibatch size. We can therefore apply their results to the problem of min w F t (w) at each iterations.
In this section, we use F (x) = φ(x) + γ 2 x − y 2 to denote the stochastic objective F t (w) at any iteration, which is (β + γ)-smooth and (γ − σ)-strongly convex in x. The lemma below is parallel to Wang et al. (2017, Theorem 8) . Its proof is also similar to theirs, with the difference being the stability used: theirs used stability for Lipschitz losses, whereas ours use the stability for smooth loss given in Lemma 3.
Lemma 6 Assume the same conditions of Lemma 3 on the instantaneous loss. Consider the following iterative procedure: for s = 1, . . . , S
where ρ s > 0, and Z s = {ξ s 1 , . . . , ξ s m } are m i.i.d. samples drawn from the underlying distribution at iteration s. Let x s be the output of a randomized algorithm A satisfying E Zs,A Ĝ s (x s ) −Ĝ s (x s ) ≤ η s . Then with the following choices of parameters:
Proof Denote by x * = arg min x F (x) the unique minimizer of F (x), and by G s (x) = φ(x) + γ 2 x − y 2 + ρs 2 x − x s−1 2 the population counterpart ofĜ s (x), with unique minimizer x * s = arg min x G s (x). In the following, we also use the shorthand L = β + γ, and λ = γ − σ.
First, by the (λ + ρ s )-strong convexity ofĜ s (x), we havê
By the first part of Lemma 3 (we are now applying the lemma toĜ s (x) and G s (x), whose dataindependent regularizer γ 2 x − y 2 + ρs 2 x − x s−1 2 is (γ + ρ s )-strongly convex), we have that
λ+ρs)m as long as m ≥ 2(σ+β) λ+ρs . Therefore, taking expectation of (17) over Z s yields
where we have used the second part of Lemma 3 in the second inequality. Next, we relatex s to x s for the last term of (18). By the (λ + ρ s )-strong convexity ofĜ s (x), we have E Zs,A x s − x s 2 ≤ 2ηs λ+ρs , and then by the triangle inequality
where the third inequality is due to the Cauchy-Schwarz inequality. Substituting (19) into (18) and rearranging terms, we obtain
Setting ρ s = λ(s−1) 2 , and multiplying both sides by s, we further obtain
Summing the above inequality over s = 1, . . . , S yields
Bounding x * − x S 2 Dropping the E S s=1 s (F (x s ) − F (x * )) term from (20) which is nonnegative, we have
Now apply Lemma 7 and we obtain
Note that this bound increases with S.
Bounding the function value Dropping the E S(S + 1) x * − x S 2 term from (20) which is nonnegative, we have
We require that η s decays with s, and in particular
Recall that ∞ s=1 1
Plugging them into (21), and noting that λ ≤ L, we obtain
By returning the weighted averagex S = 2 S(S+1) S s=1 sx s and the convexity of F (x), we obtain the desired result.
Let the total number of samples used in this procedure be b = mS. This lemma shows that the O 1 b convergence rate for F (x) (as in Lemma 3) is still achievable, by iteratively drawing smaller minibatches and solving one simpler ERM on each.
This approach leads to an algorithm with intuitively two levels of minibatch-prox, one for the convexification of nonconvex objective, and the other for memory efficiency. We provide the sketch of the resulting algorithm in Algorithm 1.
Experiments
We now demonstrate our theory and the basic MP algorithm with an illustrative example. We train a neural network with 2 ReLU hidden layers of 512 units each, and a softmax output layer to perform 10-way digit classification on the infinite MNIST dataset (Loosli et al., 2007) . The dataset is randomly split into 8 × 10 6 samples for training and 10 5 samples for testing. To mimic the stochastic setting, we allow each method to load the training set into memory only once (this is equivalent to a single training epoch for minibatch SGD).
Algorithm 1 Memory-efficient minibatch-prox for stochastic nonconvex optimization min w φ(w).
Initialize w 0 . for t = 1, 2, . . . , T do
Approximately compute Performance of minibatch SGD We carefully tune the training hyperparameters by grid search for minibatch SGD with momentum, which remains a very strong method for training deep models in practice: the fixed learning rate is selected from {0.001, 0.01, 0.05, 0.1, 0.5}, and the momentum parameter from {0, 0.5, 0.8, 0.9, 0.99, 0.995}.
We vary the minibatch size b in {200, 1000, 2000, 10000}, and for each each b select the optimal combination of learning rate and momentum based on the objective on the test set. The test set objective vs. number of samples processed for different minibatch sizes are given in Figure 2 (left plot). We note that this type of learning curve (or error vs. epoch) is typically used for evaluating learning methods (e.g., Goyal et al., 2017) , and is quite reasonable since the number of samples processed corresponds to the total energy spent. Observe that with smaller b, minibatch SGD converges to lower objective function values (although we have trained the neural network for only one epoch, the trained model with b = 200 has a cross-entropy loss of 0.0021 and a low classification error rate of 0.057% on the test set). The difference in final test objectives is small for b = 200 and b = 1000, but we start to see clear degradation of accuracy for b = 10000.
On the other hand, we provide test set objective vs. number of updates in Figure 2 (right plot). And we observe that the decrease of objective is much steeper for larger b, implying that a single gradient descent update with large b is of higher quality.
Performance of MP We now show that MP can achieve significantly higher accuracy with b = 10000, approaching that of minibatch SGD with b = 200, using the same number of fresh samples and still smaller number of gradient updates.
In our MP implementation, we approximately solve the subproblems on each minibatch with g gradient descent steps with momentum 7 , yielding a training procedure similar to that of minibatch SGD, except that each large minibatch is kept in memory for g steps before switching to the next one, and that the gradient contains a retraction term γ(w − w t−1 ) from the quadratic regularization. 7. Gradient descent with momentum and accelerated gradient descent have similar forms of updates. The learning rate and momentum parameter are tuned over a smaller grid around the optimal values for minibatch SGD. We tune g over {5, 10, 20, 50} and the regularization parameter γ over the grid 0, 10 −6 , 10 −4 , 10 −3 . Note that this implementation reduces to minibatch SGD when γ = 0 and g = 1.
For each γ, we select the combination of rest hyperparameters that gives the lowest test objective. Learning curves (objective vs. # fresh samples, and objective vs. # updates) for different values of γ are given in Figure 3 , where we also compare with the learning curves of minibatch SGD at b = 200 and b = 10000. Observe that, with moderate values of g, MP nearly matches the objective vs. # fresh samples curve of minibatch SGD at b = 200 so that it is sample-efficient (the trained model with γ = 1e − 4 and g = 20 has a cross-entropy loss of 0.0029 and a classification error rate of 0.089%). On the other hand, MP are still close to minibatch SGD at b = 10000 for the objective vs. # updates learning curve, so that each step is of high quality and quickly decreases the objective. We have seen in Figure 3 that in fact γ = 0 works quite well without the retraction term (difference in final objectives are not significant for small γ), implying that simply processing the same large minibatch multiple times in minibatch SGD helps improve the sample efficiency. For this simple method, we provide the learning curves at different g values in Figure 4 . From this figure, it is clear that we have speedup in terms of # gradient updates (or parallel runtime) at various levels of test objective (and hence classification error rate). For example, to obtain a test objective of 0.01 (roughly corresponding to an acceptable error rate of 0.3%), we can use MP with b = 10000 and g = 5 for about 3300 updates, while minibatch SGD with b = 200 obtains the same objective after about 15000 updates.
Discussion
In this work, we have focused on stochastic nonconvex optimization using only noisy first-order gradient information, and made a first step toward large minibatch training. Our results suggest that it is beneficial to perform better optimization on each minibatch than a single gradient descent, when the minibatch size is too large to be sample-inefficient in minibatch SGD.
Unfortunately, we could not yet remove the "optimization error" altogether from the convergence rate (so that we could use any minibatch size) as we could for stochastic convex optimization using minibatch-prox (Wang et al., 2017) , nor could we significantly reduce it as accelerated minibatch SGD achieved, again in the convex case (compare the first term in (3) and (4)). We also do not know if the "sample error" is the statistical limit for the class of problems considered here, and if a refined analysis of minibatch SGD (that makes use of the σ-almost convexity) can show the same convergence rate, which would tell if our more complicated algorithms are indeed necessary. In combination with the convexification procedure, Carmon et al. (2017) additionally made use of curvature information in the Hessian (which can be efficiently obtained for deep learning models, Pearlmutter, 1994; Martens, 2010 ) so as to further reduce the "optimization error": for their ERM algorithm, the number of gradient steps needed is O 1 ε 7/4 , rather than O 1 ε 2 for minibatch SGD and our algorithms. We suspect that using the same technique in stochastic optimization may yield similar improvement, at the cost of a more complex algorithm. We think the use of the convexification procedure for stochastic nonconvex optimization is elegant, as it enables the application of existing techniques for the generalization performance of stochastic convex optimization (in particular, we used the stability of ERM in this work), which are much better understood than for nonconvex learning. It is possible that better concentration results that are more tailored to specific problems (such as those in Zhang et al., 2017) translate into overall faster rates.
