In this paper, a loitering detection model for multiple camera environments in which multiple cameras are of location-synchronized is proposed. This model transforms the location of a human in each two-dimensional video into the integrated three-dimensional (3D) coordinates of the multiple camera environments and extracts the trajectory summarizing features of the person within the integrated 3D coordinates. Then, using 3 machine learning algorithms with the trajectory summarizing features as the training data, loitering event detection model which can distinguish loitering event from normal walking in multiple camera environments is created. From the results came out from the experiments with the selftaken test video data, we confirmed that the proposed detection model is able to detect loitering events accurately that were not recognizable with a single camera.
Introduction
Nowadays, the use of closed circuit television (CCTV) for a security purpose or for getting an evidence of a crime scene is becoming more and more important [1] . Tremendous researches have been done to add hightechnological functions to CCTV that can recognize "specific patterns of behaviors" of the people being recorded and to alarm a security administrator; this kind of CCTV is so-called intelligent CCTV [2] . In this context, the "specific patterns of behaviors" of human is defined as dangerous situations caused by kidnapping, incendiarism, trespassing, loitering, and so on. Of these, since loitering often appears as a cue sign of crime, detecting the patterns of loitering will help preventing crimes in advance.
Several researches have been shown to detect loitering events simply by recognizing a person that appears in the camera recording zone for a long period of time [3] . Some others have used a method in which the recording zone was divided into several disjoint blocks of areas, and if a person appeared in the same three or more blocks more than twice, then it was classified as an loitering event [4] . And some others have used the person's moving trajectory to analyze loitering pattern [5] [6] [7] . However, all of the researches mentioned above only use single camera to detect loitering events that the events happening on a broader range is impossible, because the conditions required to identify loitering events is satisfied only with multiple cameras but not with a single camera.
For this reason, this paper proposes a loitering event detection model that uses data mining techniques within location-synchronized multiple camera environments. First of all, camera calibration was employed to map 2D images obtained from the single camera into 3D spaces. Then, coordinates transformation was done to integrate 3D space coordinates of multiple cameras into a 3D space. Both loitering events and normal walking events were recorded using the above system, and diverse features that are able to summarize the moving trajectories of humans in the integrated 3D space were extruded to discriminate two events from one and another. These features are followings for a human that can well-represent the characteristics of the moving pattern of the pedestrian, 1) the person's moving angle, 2) the number of zero-crossing in the relative distance between the center of the monitoring zone of the camera and the person, 3) the actual distance of movement, and 4) the total appearance time in the multiple cameras.
Later on, these features were used to develop loitering event detection model that can distinguish loitering events from normal walking events via machine learning algorithms. As the result, loitering events on a broader range were recognizable, and compared to the results from the single camera, more accurate detection level was achieved.
The rest of the paper presents the following items: Section 2 summarizes previous researches on detecting loitering events; Section 3 suggests the development of loitering event detection model using data mining technologies that can be used with multiple cameras; Section 4 explains experimental conditions and the results; lastly, Section 5 discusses the conclusions and possible future works.
Related Works
In previous research works, loitering events were often detected by the appearance time of a person in a camera monitoring zone [3] . However, this method was not suitable to detect a person who appears in the zone abnormally in a short period of time. Recently, in order to solve this problem, numerous researches have been focusing on detecting loitering events by obtaining information on a person's movement. Park et al. [4] used time information and sectioned the recording zone into several disjoint blocks to detect the loitering events. In this work, if a person passed the same block more than twice, then this area of the block was recognized as the loitering trajectory. Also, if there were more than three blocks that were recognized as the loitering trajectory, then it was realized as a loitering event. However, the major drawback of this method was that the loitering pattern had to be not repetitive, and if the pattern did not appear on a block of area more than twice, then the loitering event was not recognizable.
As an alternative approach, Thi Thi Zin et al. [5] obtained characteristics of a person's appearance and the full moving trajectory in camera monitoring zone to use as Markov Random Model to detect loitering events by calculating cumulative stationary probability and boundary crossing probability. In another research, Ko et al. [6] created a set of vectors of the travel path and calculated the angle difference between the reference vector and element vector in the set. If the difference was larger than the threshold, the number of direction changes was increased along with replacing the reference vector with the element vector. If the number of direction changes was bigger than the threshold value, then the event was recognized as loitering. In the work of Kang et al. [7] , the spatial-temporal probability distribution of trajectory information was used to detect loitering events of a person that had regionally repetitive movements and a person with irregular movements as well by tracing directionality of the movements. Furthermore, Kim et al. [8] developed a model that can recognize loitering events based on the summarizing features extracted from pedestrians' moving trajectories. However, with a single camera, if loitering events happen over a broad range out of the single camera, the current methodologies cannot detect the events. For this reason, we extrude human objects in location-synchronizing multiple cameras and are suggesting loitering event detection model based on the trajectory summarizing features such like appearance time, walking angles, the number of zero-crossing of relative distances, and total movement distances of the a pedestrian in multiple camera environment.
Loitering Event Detection Model in
Multiple Cameras
Overall Development Procedure
The overall procedure of the development of loitering event detection model proposed in our research is depicted in Figure 1 which consists of two phases; training and detection. The training phase is composed of four steps: 1) the human objects from the input images Figure 1 . Overall development procedure were recognized and saved as ROI (region of interest) and set a reference point as the center of the lower side of ROI; 2) the reference point obtained from 1) were converted and integrated into one 3D coordinates; 3) the movement patterns of the 3D reference point were analyzed to extrude and to save as the trajectory summarizing feature values; and 4) finally the loitering event detection model was created based on the feature values. In the detection phase, with the test data set different from the training data set, the recognition ability of the loitering event detection model was tested.
Location Synchronization in Multiple Cameras and Data Acquisition
To obtain the video data, multiple, 3 cameras are installed at actual locations as shown in Figure 2 (a) and the camera recording zones are shown in Figure 2 (b), respectively. There are overlap regions between camera recording zones in order that a person who moves out of one camera recording zone is recognized as the same person in the moving-in neighbor camera recording zone. For that, a camera calibration process was conducted for each camera. Camera calibration is a process obtaining intrinsic parameters and extrinsic parameter that are needed to transform 2D video image into 3D coordinates. In this research, Zhang's camera calibration algorithm [9] was used. The equation for transforming 2D image coordinates into 3D coordinates is noted as Equation (1). In this equation, s represents the arbitrary size, m represents the 2D coordinate matrix, M represents the 3D coordinate matrix, and P represents the camera projection matrix. The P matrix is generated by multiplying A, the intrinsic parameters, by [Rt] , the extrinsic parameters.
(Eq. 1)
For each image, the camera projection matrix was obtained, and with the rotation matrix and translation matrix, three 3D coordinates were integrated into only one 3D space. The integrated area covered by three cameras which is of location-synchronized are shown in Figure 3 . The center point represented by a position (x, y, z) of the integrated 3D space is in the recording zone by Camera 1. In order to obtain the camera projection matrix P, "Camera Calibration Toolbox in Matlab [10] " was employed. After setting up the above experimental environment as shown in Figure 3 , a data set for the following two situations was obtained: 1) total of 42 videos of real normal walking recorded on our own and those already recorded on CCTV; and 2) total of 39 videos of loitering events in which the following three types of loitering patterns are included; Type1) loitering over a broad range of multiple cameras; Type2) loitering on a small region for a long period of time; and Type3) loitering similar to normal walking with straight forward walking but stopping frequently to look around.
Human Detection and Re-identification
From the above video data, the first thing that must be done to extract the features is detecting people. In order to do so, an appropriate background subtraction method can be used for a fixed camera, and to do modeling for the background, Gaussian Mixture Model (GMM) was used since it is one of the simplest and fast object detection methods for fixed camera [11] . In this scheme, after pixels of the background image were modeled as mixture of Gaussians, if an input pixel does not exist within the Gaussian distribution, then it was separated as the foreground. The separated foreground pixels are grouped and recognized as people and represented as a ROI.
Instead of GMM, other advanced human detection scheme in which Histograms of Oriented Gradients (HOG) algorithm [12] is used to accurately detect human objects from videos can be used as like in [13] .
In multiple camera environments, since a pedestrian may move from one camera recoding zone into another zone, human re-identification is essentially needed. By human re-identification, a person who moves into one camera recording zone can be recognized as the same person who moved out from a neighbor camera recording zone. In this paper, the location information of pedestrian in the integrated 3D space from the location-synchronized multiple cameras was used. That is, the center of the lower edge of a human's ROI was set as the representative point, and then this point was mapped by using the integrated 3D coordinates and saved as the current location of the human object. If the human object moved from one camera recording zone to another zone, since there are overlapping regions between recording zones, the same human object detected by each camera was assigned with the same coordinate that re-identification was possible. Figure 4 represents partial trajectory with saved location information extracted from the self-taken videos after undergoing human detection and reidentification processes. On the right bottom corner of ROI, the identification ID of the human object was recorded.
Camera 1
Camera 3 Figure 4 . Human detection and re-identification results
Feature Extraction and Loitering Event Detection Scheme
Notionally, "loitering" means "wandering around a certain region without any purposes". Based on this definition, we chose six features as described in Table 1 .
Before generating the detection model with these six features, we performed feature selection step to sort out more discriminative features [14] . [16] . CfSubsetEval evaluates the duplication level and the prediction level of each attribute and selects those have high correlation with the results. BestFirst method uses the evaluation function to select the best node for the next step [17] .
As the result of using the feature selection function of WEKA, FULL_T, ANGLE_CNT and ZERO_C were selected as the best ones. As shown in Table 1 , FULL_T represents the total time appeared in camera, whereas ANGLE_CNT represents the number of walking angles that are bigger than the average of the normal walking angles. In order to obtain the walking angle, as described in Figure 5 , for every 15 frames, a vector was created by connecting the representative points of a person's ROI (P1, P2 and P3). Then, using the equation (2), the angle between two vectors was calculated. We decided to use 15 frames based on the average distance of a single step from the normal walking images. To calculate the average walking angle, total of 42 images of normal pedestrians were analyzed and the result turned out to be 11.61 degrees. The number of walking angles that are bigger than the average normal walking angle
The number of times that the human object is appearing close to the center point of the recording region
The number of times that the human object is moving away from the center point of the recording region
The number of times that D_POSITIVE and D_NEGATIVE changes
The actual distance moved within the recording region Table 1 . Candidates of discriminative features ZERO_C represents the number of times that the distance relationship between the representative points of a person's ROI and the center of the integrated monitoring zone changes. In this context, the distance relationship indicates two situations: D_POSITIVE (when the representative point and the center of the monitoring zone get closer) and D_NEGATIVE (when the representative point and the center of the monitoring zone get far away). Figure 6 is an image depiction of two trajectories of people in the normal walking video and the loitering video, respectively in the integrated monitoring zone. From these trajectories, the raw information such as the moving angles and the distance between pedestrian and the center point of the integrated monitoring zone at each frame as in Figure 7 and Figure 8 were obtained. Figure 6 , whereas Figure 7 (b) represents the distance between the pedestrian and the center of the integrated monitoring region. Of the features that we used, ANGLE_CNT is the number of angles that are bigger than 11.61 degree which is the average of walking angles shown in Figure 7 (a), and ZERO_C is the number of times that the distance relationship between the pedestrian and the center of the camera region changes as shown in approximately 620th frame of x coordinate in Figure 7 (a). As in Figure 7 , Figure 8 is the information extracted from movements of loitering person from the loitering trajectory of Figure 6 . When the information extracted from normal walking trajectory is compared to that of loitering trajectory, it is evident that both the number of walking angles that are bigger than the average of walking angles and the number of times that the distance relationship between the pedestrian and the center of the camera region changes are more abundant in loitering cases. Using the above selected 3 features, we developed 3 different loitering schemes in each of different classification model such as decision tree(J48), support vector machine(LibSVM), and naïve Bayes(NaiveBayes) supported by WEKA is used, respectively. 
Experiments
In this section, we show the actual feature values extracted from the video and creation of three different loitering event detection models with the features selected from the feature selection function of WEKA to distinguish normal walking from loitering and compare/contrast the performance quality of the three.
Experiment Data
The actual feature values extracted from the video are recorded in Table 2 and Table 3 . Table 2 and Table 3 are 10 examples of extracted data from normal walking videos and loitering videos, respectively. When these two tables are compared, it can be realized that the feature values of the loitering cases are generally bigger than those of the normal walking values. After extracting features from all of the training video data, to perform supervised learning, the same labeling (either labeled as loitering or as normal walking) process used for the video data of each instance was used. The input table generated by this procedure was then inserted into three machine learning algorithms to generate three schemes. 
Performance Evaluation Metrics
To assess the performance of the loitering event detection model, confusion matrix was examined followed by Accuracy, TPR (True Positive Rate), and FPR (False Positive Rate). The equations for each of them are shown in equation (3) . Confusion matrix visualizes the performance of the algorithm, and the Accuracy is the rate in which the predictions were correct over the entire data. 
Performance Evaluation Result
The total of 81 video data composed of 39 loitering events and 42 normal walking events were divided into 2:1 ratio as 54 images (26 loitering events and 28 normal walking events) of training data and 27 images (13 loitering events and 14 normal walking events) of test data. The confusion matrices of the three detection models for the test data set are shown in Table 4 . The Accuracy, TPR, and FPR are calculated from the confusion matrices are shown in Table  5 . To compare the use of the loitering event detection models with a single camera, the exact same procedure was done with a single camera and its results are shown in Table 6 and Table 7 . For the experiment with the single camera, total of 126 images composed of 63 normal walking events and 63 loitering events were used. The 126 images were split into 2:1 ratio as 84 images (42 loitering events and 42 normal walking events) of training data and 42 images (21 loitering events and 21 normal walking events) of test data. Also, the feature selection step was done the same as it was done with multiple cameras, and along with FULL_T, ANGLE_CNT and ZERO_C, DISTANCE was also chosen for the single camera experiment. As we can see, for the single camera case, DISTANCE was additionally selected besides the features selected for the multiple camera case. The Accuracy of the loitering event detection models with the multiple cameras were higher compared to those of the single camera, because the FPR values of the single camera's experiments were higher than those of the multiple cameras' experiments, which eventually reduced the accuracies of the detection models. The high FPR is directly proportional to the higher frequency of the false alarm which is not suitable for daily use. For further assessment, we found the loitering events missed by the single camera but were detected with the multiple cameras. The images used in this experiment contain the loitering events that happened over a broad range of region and the results generated from the three models are listed on Table 8 . N (negative) indicates that the model guessed the event as a normal walking whereas P (positive) means that the model guessed the event as a loitering event. The name under the classifier on the single camera represents the camera number. As the result shows, Loitering_11 image that was detected as a normal walking with the single camera actually was recognized as a loitering event with the multiple cameras. In other words, an event that was impossible to be detected with the single camera which had a small monitoring area was detectable with the multiple cameras.
Through these experiments, we confirmed that the performance of the loitering event detection model was better with the multiple cameras than the single camera, and the additional experiments proved that the multiple cameras were able to detect more events that were not recognizable within the single camera environment.
Conclusion and Future Works
Conventional research works on loitering event detection simply focused on recognizing a human object that appears on one area for a long time. Although more recent researches have used the trajectory of the human object to obtain features and use these features to detect loitering events, however, when the loitering events occur in a broader area, the detection of these events with a single camera is limited. In this paper, we presented loitering event detection model with location-synchronized multiple cameras to solve the aforementioned limitations of the previous researches.
File Name
Multiple Cameras
Single Camera J48 LibSVM Naive Bayes J48 LibSVM Naïve Bayes   1  2  3  1  2  3  1  2  3 Loitering_11.avi Loitering_12.avi Loitering_13.avi To extrude the actual feature values, we converted the 2D-reference point of a human object into 3D-coordinations, and the movement patterns of the 3D-coordinations were analyzed to save the actual distances of movements, the person's movement angle, the number of zero-crossing in the relative distance between the center of the monitoring zone of the camera and the person. In order to evaluate the performance of the model, we used a training data that was different from the test data and proved that loitering events undetectable with the single camera was detectable with the multiple cameras. In the future, we plan to develop another detection model that can detect more diverse movement patterns in multiple cameras without overlaps in monitoring areas.
