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Abstract
Background: Large-scale biological jobs on high-performance computing sys-
tems require manual intervention if one or more computing cores on which
they execute fail. This places not only a cost on the maintenance of the job,
but also a cost on the time taken for reinstating the job and the risk of losing
data and execution accomplished by the job before it failed. Approaches
which can proactively detect computing core failures and take action to relo-
cate the computing core’s job onto reliable cores can make a significant step
towards automating fault tolerance.
Method: This paper describes an experimental investigation into the use
of multi-agent approaches for fault tolerance. Two approaches are studied,
the first at the job level and the second at the core level. The approaches are
investigated for single core failure scenarios that can occur in the execution
of parallel reduction algorithms on computer clusters. A third approach is
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proposed that incorporates multi-agent technology both at the job and core
level. Experiments are pursued in the context of genome searching, a popular
computational biology application.
Result: The key conclusion is that the approaches proposed are feasible
for automating fault tolerance in high-performance computing systems with
minimal human intervention. In a typical experiment in which the fault
tolerance is studied, centralised and decentralised checkpointing approaches
on an average add 90% to the actual time for executing the job. On the other
hand, in the same experiment the multi-agent approaches add only 10% to
the overall execution time.
Keywords: high-performance computing, fault tolerance, biological jobs,
multi-agents, seamless execution, checkpoint
1. Introduction
The scale of resources and computations required for executing large-
scale biological jobs are significantly increasing [1, 2]. With this increase the
resultant number of failures while running these jobs will also increase and
the time between failures will decrease [3, 4, 5]. It is not desirable to have to
restart a job from the beginning if it has been executing for hours or days or
months [6]. A key challenge in maintaining the seamless (or near seamless)
execution of such jobs in the event of failures is addressed under research in
fault tolerance [7, 8, 9, 10].
Many jobs rely on fault tolerant approaches that are implemented in the
middleware supporting the job (for example [6, 11, 12, 13]). The conventional
fault tolerant mechanism supported by the middleware is checkpointing [14,
15, 16, 17], which involves the periodic recording of intermediate states of
execution of a job to which execution can be returned if a fault occurs. Such
traditional fault tolerant mechanisms, however, are challenged by drawbacks
such as single point failures [18], lack of scalability [19] and communication
overheads [20], which pose constraints in achieving efficient fault tolerance
when applied to high-performance computing systems. Moreover, many of
the traditional fault tolerant mechanisms are manual methods and require
human administrator intervention for isolating recurring faults. This will
place a cost on the time required for maintenance.
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Self-managing or automated fault tolerant approaches are therefore de-
sirable, and the objective of the research reported in this paper is the de-
velopment of such approaches. If a failure is likely to occur on a computing
core on which a job is being executed, then it is necessary to be able to move
(migrate) the job onto a reliable core [21]. Such mechanisms are not readily
available. At the heart of this concept is mobility, and a technique that can
be employed to achieve this is using multi-agent technologies [22].
Two approaches are proposed and implemented as the means of achieving
both the computation in the job and self-managing fault tolerance; firstly, an
approach incorporating agent intelligence, and secondly, an approach incor-
porating core intelligence. In the first approach, automated fault tolerance
is achieved by a collection of agents which can freely traverse on a network
of computing cores. Each agent carries a portion of the job (or sub-job) to
be executed on a computing core in the form of a payload. Fault tolerance
in this context can be achieved since an agent can move on the network of
cores, effectively moving a sub-job from one computing core which may fail
onto another reliable core.
In the second approach, automated fault tolerance is achieved by consid-
ering the computing cores to be an intelligent network of cores. Sub-jobs are
scheduled onto the cores, and the cores can move processes executed on them
across the network of cores. Fault tolerance in this context can be achieved
since a core can migrate a process executing on it onto another core.
A third approach is proposed which combines both agent and core in-
telligence under a single umbrella. In this approach, a collection of agents
freely traverse on a network of virtual cores which are an abstraction of the
actual hardware cores. The agents carry the sub-jobs as a payload and sit-
uate themselves on the virtual cores. Fault tolerance is achieved either by
an agent moving off one core onto another core or the core moving an agent
onto another core when a fault is predicted. Rules are considered to decide
whether an agent or a core should initiate the move.
Automated fault tolerance can be beneficial in areas such as molecular
dynamics [23, 24, 25, 26]. Typical molecular dynamics simulations explore
the properties of molecules in gaseous, liquid and solid states. For example,
the motion of molecules over a time period can be computed by employ-
ing Newton’s equations if the molecules are treated as point masses. These
simulations require large numbers of computing cores that run sub-jobs of
the simulation which communicate with each other for hours, days and even
months. It is not desirable to restart an entire simulation or to loose any data
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from previous numerical computations when a failure occurs. Conventional
methods like periodic checkpointing keep track of the state of the sub-jobs
executed on the cores, and helps in restarting a job from the last checkpoint.
However, overzealous periodic checkpointing over a prolonged period of time
has large overheads and contributes to the slowdown of the entire simulation
[27]. Additionally, mechanisms will be required to store and handle large
data produced by the checkpointing strategy. Further, how wide the failure
can impact the simulation is not considered in checkpointing. For example,
the entire simulation is taken back to a previous state irrespective of whether
the sub-jobs running on a core depend or do not depend on other sub-jobs.
One potential solution to mitigate the drawbacks of checkpointing is to
proactively probe the core for failures. If a core is likely to fail, then the
sub-job executing on the core is migrated automatically onto another core
that is less likely to fail. This paper proposes and experimentally evaluates
multi-agent approaches to realising this automation. Genome searching is
considered as an example for implementing the multi-agent approaches. The
results indicate the feasibility of the multi-agent approaches; they require
only one-fifth the time compared to that required by manual approaches.
The remainder of this paper is organised as follows. Section 2 presents the
three approaches proposed for automated fault tolerance. Section 3 highlights
the experimental study and the results obtained from it. Section 4 presents
a discussion on the three approaches for automating fault tolerance. Section
5 summarises the key results from this study.
2. Methods
Three approaches to automate fault tolerance are presented in this sec-
tion. The first approach incorporates agent intelligence, the second approach
incorporates core intelligence, and in the third a hybrid of both agent and
core intelligence is incorporated.
2.1. Approach 1: Fault Tolerance incorporating Agent Intelligence
A job, J , which needs to be executed on a large-scale system is decom-
posed into a set of sub-jobs J1, J2 · · · Jn. Each sub-job J1, J2 · · · Jn is mapped
onto agents A1, A2 · · ·An that carry the sub-jobs as payloads onto the cores,
C1, C2 · · ·Cn as shown in Figure 1. The agents and the sub-job are inde-
pendent of each other; in other words, an agent acts as a wrapper around a
sub-job to situate the sub-job on a core.
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There are three computational requirements of the agent to achieve suc-
cessful execution of the job: (a) the agent needs to know the overall job, J ,
that needs to be achieved, (b) the agent needs to access data required by the
sub-job it is carrying and (c) the agent needs to know the operation that the
sub-job needs to perform on the data. The agents then displace across the
cores to compute the sub-jobs.
Intelligence of an agent can be useful in at least four important ways for
achieving fault tolerance while a sub-job is executed. Firstly, an agent knows
the landscape in which it is located. Knowledge of the landscape is three-
fold which includes (a) the knowledge of the computing core on which the
agent is located, (b) knowledge of other computing cores in the vicinity of
the agent and (c) knowledge of agents located in the vicinity. Secondly, an
agent identifies a location to situate within the landscape. This is possible
by gathering information from the vicinity using probing processes and is
required when the computing core on which the agent is located is antici-
pated to fail. Thirdly, an agent predicts failures that are likely to impair its
functioning. The prediction of failures (for example, due to the failure of the
computing core) is along similar lines to proactive fault tolerance. Fourthly,
an agent is mobile within the landscape. If the agent predicts a failure then
the agent can relocate onto another computing core thereby moving off the
job from the core anticipated to fail (refer Figure 2).
The intelligence of agents is incorporated within the following sequence
of steps that describes an approach for fault tolerance:
Agent Intelligence Based Fault Tolerance
Step 1: Decompose a job, J , to be executed on the landscape into sub-jobs,
J1, J2 · · · Jn
Step 2: Each sub-job provided as a payload to agents, A1, A2 · · ·An
Step 3: Agents carry jobs onto computing cores, C1, C2 · · ·Cn
Step 4: For each agent, Ai located on computing core Ci, where i = 1 to n
Step 4.1: Periodically probe the computing core Ci
Step 4.2: if Ci predicted to fail, then
Step 4.2.1: Agent, Ai moves onto an adjacent computing core,
Ca
5
Step 4.2.2: Notify dependent agents
Step 4.2.3: Agent Ai establishes dependencies
Step 5: Collate execution results from sub-jobs
2.1.1. Agent Intelligence Failure Scenario
A failure scenario is considered for the agent intelligence based fault tol-
erance concept. In this scenario, while a job is executed on a computing core
that is anticipated to fail any adjacent core onto which the job needs to be
reallocated can also fail. The communication sequence shown in Figure 3 is
as follows. The hardware probing process on the core anticipating failure,
CPF notifies the failure prediction to the agent process, PPF , situated on
it. Since the failure of a core adjacent to the core predicted to fail is pos-
sible it is necessary that the predictions of the hardware probing processes
on the adjacent cores be requested. Once the predictions are gathered, the
agent process, PPF , creates a new process on an adjacent core and transfers
data it was using onto the newly created process. Then the input dependent
(PID1 · · ·PIDn) and output dependent (POD1 · · ·PODn) processes are notified.
The agent process on CPF is terminated thereafter. The new agent process
on the adjacent core establishes dependencies with the input and output
dependent processes.
2.2. Approach 2: Fault Tolerance incorporating Core Intelligence
A job, J , which needs to be executed on a large-scale system is decom-
posed into a set of sub-jobs J1, J2 · · · Jn. Each sub-job J1, J2 · · · Jn is mapped
onto the virtual cores, V C1, V C2 · · ·V Cn, an abstraction over C1, C2 · · ·Cn
respectively as shown in Figure 4. The cores referred to in this approach are
virtual cores which are an abstraction over the hardware computing cores.
The virtual cores are a logical representation and may incorporate rules to
achieve intelligent behaviour.
Intelligence of a core is useful in a number of ways for achieving fault
tolerance. Firstly, a core updates knowledge of its surrounding by monitoring
adjacent neighbours. Independent of what the cores are executing, the cores
can monitor each other. Each core can ask the question ‘are you alive?’ to
its neighbours and gain information. Secondly, a core periodically updates
information of its surrounding. This is useful for the core to know which
neighbouring cores can execute a job if it fails. Thirdly, a core periodically
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monitors itself using a hardware probing process and predicts if a failure is
likely to occur on it. Fourthly, a core can move a job executing on it onto
an adjacent core if a failure is expected and adjust to failure as shown in
Figure 4. Once a job has relocated all data dependencies will need to be
re-established.
The following sequence of steps describe an approach for fault tolerance
incorporating core intelligence:
Core Intelligence Based Fault Tolerance
Step 1: Decompose a job, J , to be executed on the landscape into sub-jobs,
J1, J2 · · · Jn
Step 2: Each sub-job allocated to cores, V C1, V C2 · · ·V Cn
Step 3: For each core, V Ci, where i = 1 to n until sub-job Ji completes
execution
Step 3.1: Periodically probe the computing core Ci
Step 3.2: if Ci predicted to fail, then
Step 3.2.1: Migrate sub-job Ji on V Ci onto an adjacent com-
puting core, V Ca
Step 4: Collate execution results from sub-jobs
2.2.1. Core Intelligence Failure Scenario
Figure 5 shows the communication sequence of the core failure scenario
considered for the core intelligence based fault tolerance concept. The hard-
ware probing process on the core predicted to fail, CPF notifies a predicted
failure to the core. The job executed on V CPF is then migrated onto an
adjacent core V C1 · · ·V Cn once a decision based on failure predictions are
received from the hardware probing processes of adjacent cores.
2.3. Approach 3: Hybrid Fault Tolerance
The hybrid approach acts as an umbrella bringing together the concepts
of agent intelligence and core intelligence. The key concept of the hybrid ap-
proach lies in the mobility of the agents on the cores and the cores collectively
executing a job. Decision-making is required in this approach for choosing
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between the agent intelligence and core intelligence approaches when a failure
is expected.
A job, J , which needs to be executed on a large-scale system is decom-
posed into a set of sub-jobs J1, J2 · · · Jn. Each sub-job J1, J2 · · · Jn is mapped
onto agents A1, A2 · · ·An that carry the sub-jobs as payloads onto the virtual
cores, V C1, V C2 · · ·V Cn which are an abstraction over C1, C2 · · ·Cn respec-
tively as shown in Figure 1.
The following sequence of steps describe the hybrid approach for fault
tolerance incorporating both agent and core intelligence:
Hybrid Intelligence Based Fault Tolerance
Step 1: Decompose a job, J , to be executed on the landscape into sub-jobs,
J1, J2 · · · Jn
Step 2: Each sub-job provided as a payload to agents, A1, A2 · · ·An
Step 3: Agents carry jobs onto virtual cores, V C1, V C2 · · ·V Cn
Step 4: For each agent, Ai located on virtual core V Ci, where i = 1 to n
Step 4.1: Periodically probe the computing core Ci
Step 4.2: if Ci predicted to fail, then
Step 4.2.1: if ‘Agent Intelligence’ is a suitable mechanism,
then
Step 4.2.1.1: Agent, Ai, moves onto an adjacent com-
puting core, V Ca
Step 4.2.1.2: Notify dependent agents
Step 4.2.1.3: Agent Ai establishes dependencies
Step 4.2.2: else if ‘Core Intelligence’ is a suitable mechanism,
then
Step 4.2.2.1: Core V Ci migrates agent, Ai onto an ad-
jacent computing core, V Ca
Step 5: Collate execution results from sub-jobs
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When a core failure is anticipated both an agent and a core can make
decisions which can lead to a conflict. For example, an agent can attempt to
move onto an adjacent core while the core on which it is executing would like
to migrate it to an alternative adjacent core. Therefore, an agent and the
core on which it is located need to negotiate before either of them initiate a
response to move (see Figure 6). The rules for the negotiation between the
agent and the core in this case are proposed from the experimental results
presented in this paper (presented in the Decision Making Rules sub-section).
3. Results
In this section, the experimental platform is considered followed by the
experimental studies and the results obtained from experiments.
3.1. Platform
Four computer clusters were used for the experiments reported in this
paper. The first was a cluster available at the Centre for Advanced Comput-
ing and Emerging Technologies (ACET), University of Reading, UK. Thirty
three compute nodes connected through Gigabit Ethernet were available,
each with Pentium IV processors and 512 MB-2 GB RAM. The remain-
ing three clusters are compute resources, namely Brasdor, Glooscap and
Placentia, all provided by The Atlantic Computational Excellence Network
(ACEnet) [28], Canada. Brasdor comprises 306 compute nodes connected
through Gigabit Ethernet, with 932 cores and 1-2 GB RAM. Glosscap com-
prises 97 nodes connected through Infiniband, with 852 cores and 1-8 GB
RAM. Placentia comprises 338 compute nodes connected through Infiniband,
with 3740 cores and 2-16 GB RAM.
The cluster implementations in this paper are based on the Message Pass-
ing Interface (MPI). The first approach, incorporating agent intelligence, is
implemented using Open MPI [29], an open source implementation of MPI
2.0. The dynamic process model which supports dynamic process creation
and management facilitates control over an executing process. This feature
is useful for implementing the first approach. The MPI functions useful in
the implementation are (i) MPI COMM SPAWN which creates a new MPI
process and establishes communication with an existing MPI application and
(ii) MPI COMM ACCEPT and MPI COMM CONNECT which establishes
communication between two independent processes.
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The second approach, incorporating core intelligence, is implemented us-
ing Adaptive MPI (AMPI) [30], developed over Charm++ [31], a C++ based
parallel programming language. The aim of AMPI is to achieve dynamic load
balancing by migrating objects over virtual cores and thereby facilitating con-
trol over cores. Core intelligence harnesses this potential of AMPI to migrate
a job from a core onto another core. A strategy to migrate a job using the
concepts of processor virtualisation and dynamic job migration in AMPI and
Charm++ is reported in [32].
3.2. Experimental Studies
Parallel reduction algorithms [38, 39] which implement the bottom-up
approach (i.e., data flows from the leaves to the root) are employed for the
experiments. These algorithms are of interest for three reasons. Firstly,
the algorithm is used in a large number of scientific applications including
computational biological applications in which optimizations are performed
(for example, bootstrapping). Incorporating self-managing fault tolerant ap-
proaches can make these algorithms more robust and reliable [40]. Secondly,
the algorithm lends itself to be easily decomposed into a set of sub-jobs. Each
sub-job can then be mapped onto a computing core either by providing the
sub-job as a payload to an agent in the first approach or by providing the
job onto a virtual core incorporating intelligent rules. Thirdly, the execution
of a parallel reduction algorithm stalls and produces incorrect solutions if
a core fails. Therefore, parallel reduction algorithms can benefit from local
fault-tolerant techniques.
Figure 7 is an exemplar of a parallel reduction algorithm. In the exper-
iments reported in this paper, a generic parallel summation algorithm with
three sets of input is employed. Firstly, I(1,1), I(1,2) · · · I(1,x), secondly, I(2,1),
I(2,2) · · · I(2,y), and thirdly, I(3,1) · · · I(3,z). The first level nodes which receive
the three sets of input comprise three set of nodes. Firstly, N1(1,1), N1(1,2)
· · · N1(1,x), secondly, N1(2,1), N1(2,2) · · · N1(2,y), and thirdly, N1(3,1), N1(3,2)
· · · N1(3,z). The next level of nodes, N2(1,1), N2(2,1) and N3(3,1) receive inputs
from the first level nodes. The resultant from the second level nodes is fed
in to the third level node N3(1,1). The nodes reduce the input through the
output using the parallel summation operator (⊕).
The parallel summation algorithm can benefit from the inclusion of fault
tolerant strategies. The job, J , in this case is summation, and the sub-
jobs, J1, J2 · · · Jn are also summations. In the first fault tolerant approach,
incorporating mobile agent intelligence, the data to be summed along with
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the summation operator is provided to the agent. The agents locate on the
computing cores and continuously probe the core for anticipating failures. If
an agent is notified of a failure, then it moves off onto another computing
core in the vicinity, thereby not stalling the execution towards achieving the
summation job. In the second fault tolerant approach, incorporating core
intelligence, the sub-job comprising the data to be summed along with the
summation operator is located on the virtual core. When the core anticipates
a failure, it migrates the sub-job onto another core.
A failure scenario is considered for experimentally evaluating the fault
tolerance strategies. In the scenario, when a core failure is anticipated the
sub-job executing on it is relocated onto an adjacent core. Of course this
adjacent core may also fail. Therefore, information is also gathered from
adjacent cores as to whether they are likely to fail or not. This information
is gathered by the agent in the agent-based approach and the virtual core
in the core-based approach and used to determine which adjacent core the
sub-job needs to be moved to. This failure scenario is adapted to the two
strategies giving respectively the agent intelligence failure scenario and the
core intelligence failure scenario (described in the Methods section).
3.3. Experimental Results
Figures 8 through 13 are a collection of graphs plotted using the parallel
reduction algorithm as a case study for both the first (agent intelligence -
Figure 8, Figure 10 and Figure 12) and second (core intelligence - Figure 9,
Figure 11 and Figure 13) fault tolerant approaches. Each graph comprises
four plots, the first representing the ACET cluster and the other three repre-
senting the three ACEnet clusters. The graphs are also distinguished based
on the following three factors that can affect the performance of the two
approaches:
(i) The number of dependencies of the sub-job being executed denoted
as Z. If the total number of input dependencies is di and the total
number of output dependencies is do, then Z = di + do. For example,
in a parallel summation algorithm incorporating binary trees, each node
has two input dependencies and one output dependency, and therefore
Z = 3. In the experiments, the number of dependencies is varied
between 3 and 63, by changing the number of input dependencies of an
agent or a core. The results are presented in Figure 8 and Figure 9.
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(ii) The size of the data communicated across the cores denoted as Sd. In
the experiments, the input data is a matrix for parallel summation and
its size is varied between 219 to 231 KB. The results are presented in
Figure 10 and Figure 11.
(iii) The process size of the distributed components of the job denoted as
Sp. In the experiments, the process size is varied between 2
19 to 231
KB which is proportional to the input data. The results are presented
in Figure 12 and Figure 13.
Figure 8 is a graph of the time taken in seconds for reinstating execution
versus the number of dependencies in the agent intelligence failure scenario.
The mean time taken to reinstate execution for 30 trials, ∆TA2, is computed
for varying numbers of dependencies, Z ranging from 3 to 63. The size
of the data on the agent is Sd = 2
24 kilo bytes. The approach is slowest
on the ACET cluster and fastest on the Placentia cluster. In all cases the
communication overheads result in a steep rise in the time taken for execution
until Z = 10. The time taken on the ACET cluster rises once again after
Z = 25.
Figure 9 is a graph of the time taken in seconds for reinstating execution
versus the number of dependencies in the core intelligence failure scenario.
The mean time taken to reinstate execution for 30 trials, ∆TC2, is computed
for varying number of dependencies, Z ranging from 3 to 63. The size of
the data on the core is Sd = 2
24 kilo bytes. The approach requires almost
the same time on the four clusters for reinstating execution until Z = 10,
after which there is divergence in the plots. The approach lends itself well
on Placentia and Glooscap.
Figure 10 is a graph showing the time taken in seconds for reinstat-
ing execution versus the size of data in kilobytes (KB), Sd = 2
n, where
n = 19, 19.5 · · · 31, carried by an agent in the agent intelligence failure sce-
nario. The mean time taken to reinstate execution for 30 trials, ∆TA2, is
computed for varying sizes of data ranging from 219 to 231 KB. The num-
ber of dependencies Z is 10 for the graph plotted. Placentia and Glooscap
outperforms ACET and Brasdor in the agent approach for varying size of
data.
Figure 11 is a graph showing the time taken in seconds for reinstating
execution versus the size of data in kilobytes (KB), Sd = 2
n, where n =
19, 19.5 · · · 31, on a core in the core intelligence failure scenario. The mean
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time taken to reinstate execution for 30 trials, ∆TC2, is computed for varying
sizes of data ranging from 219 to 231 KB. The number of dependencies Z is
10 for the graph plotted. In this graph, nearly similar time is taken by the
approach on the four clusters with the ACET cluster requiring more time
than the other clusters for n > 24.
Figure 12 is a graph showing the time taken in seconds for reinstat-
ing execution versus process size in kilobytes (KB), Sp = 2
n, where n =
19, 19.5 · · · 31, in the agent intelligence failure scenario. The mean time taken
to reinstate execution for 30 trials, ∆TA2, is computed for varying process
sizes ranging from 219 to 231 KB. The number of dependencies Z is 10 for
the graph plotted. The second scenario performs similar to the first scenario.
The approach takes almost similar times to reinstate execution after a failure
on the four clusters, but there is a diverging behaviour after n > 26.
Figure 13 is a graph showing the time taken in seconds for reinstat-
ing execution versus process size in kilobytes (KB), Sp = 2
n, where n =
19, 19.5 · · · 31, in the core intelligence failure scenario. The mean time taken
to reinstate execution for 30 trials, ∆TC2, is computed for varying process
sizes ranging from 219 to 231 KB. The number of dependencies Z is 10 for the
graph plotted. The approach has similar performance on the four clusters,
though Placentia performs better than the other three clusters for a process
size of more than 226 KB.
3.3.1. Decision Making Rules
Parallel simulations in molecular dynamics model atoms or molecules in
gaseous, liquid or solid states as point masses which are in motion. Such
simulations are useful for studying the physical and chemical properties of the
atoms or molecules. Typically the simulations are compute intensive and can
be performed in at least three different ways [26]. Firstly, by assigning a group
of atoms to each processor, referred to as atom decomposition. The processor
computes the forces related to the group of atoms to update their position
and velocities. The communication between atoms is high and effects the
performance on large number of processors. Secondly, by assigning a block of
forces from the force matrix to be computed to each processor, referred to as
force decomposition. This technique scales better than atom decomposition
but is not a best solution for large simulations. Thirdly, by assigning a three
dimensional space of the simulation to each processor, referred to as spatial
decomposition. The processor needs to know the positions of atoms in the
adjacent space to compute the forces of atoms in the space assigned to it.
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The interactions between the atoms are therefore local to the adjacent spaces.
In the first and second decomposition techniques interactions are global and
thereby dependencies are higher.
Agent and core based approaches to fault tolerance can be incorporated
within parallel simulations in the area of molecular dynamics. However,
which of the two approaches, agent or core intelligence, is most appropri-
ate? The decomposition techniques considered above establish dependencies
between blocks of atoms and between atoms. Therefore the degree of depen-
dency affects the relocation of a sub-job in the event of a core failure and
reinstating it. The dependencies of an atom in the simulation can be based
on the input received from neighbouring atoms and the output propagated
to neighbouring atoms. Based on the number of atoms allocated to a core
and the time step of the simulation the intensity of numerical computations
and the data managed by a core vary. Large simulations that extend over
long periods of time generate and need to manage large amounts of data;
consequently the process size on a core will also be large.
Therefore, (i) the dependency of the job, (ii) the data size and (iii) the
process size are factors that need to be taken into consideration for deciding
whether an agent-based approach or a core-based approach needs to come
into play. Along with the observations from parallel simulations in molecu-
lar dynamics, the experimental results provide an insight into the rules for
decision-making for large-scale applications.
From the experimental results graphed in Figure 8 and Figure 9, where
dependencies are varied, core intelligence is superior to agent intelligence if
the total dependencies Z is less than or equal to 10. Therefore,
Rule 1: If the algorithm needs to incorporate fault tolerance based on the
number of dependencies, then if Z ≤ 10 use core intelligence, else
use agent or core intelligence.
From the experimental results graphed in Figure 10 and Figure 11, where
the size of data is varied, agent intelligence is more beneficial than core
intelligence if the size of data Sd is less than or equal to 2
24 KB. Therefore,
Rule 2: If the algorithm needs to incorporate fault tolerance based on the
size of data, then if Sd ≤ 224 KB, then use agent intelligence, else
use agent or core intelligence.
From the experimental results graphed in Figure 12 and Figure 13, where
the size of the process is varied, agent intelligence is more beneficial than
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core intelligence if the size of the process Sp is less than or equal to 2
24 KB.
Therefore,
Rule 3: If the algorithm needs to incorporate fault tolerance based on process
size, then if Sp ≤ 224 KB, then use agent intelligence, else use agent
or core intelligence.
The number of dependencies, size of data, and process size are the three
factors taken into account in the experimental results. The results indicate
that the approach incorporating core intelligence takes lesser time than the
approach incorporating agent intelligence. There are two reasons for this.
Firstly, in the agent approach, the agent needs to establish the dependency
with each agent individually, where as in the core approach as a job is mi-
grated from a core onto another its dependencies are automatically estab-
lished. Secondly, agent intelligence is a software abstraction of the sub-job,
thereby adding a virtualised layer in the communication stack. This increases
the time for communication. The virtual core is also an abstraction of the
computing core but is closer to the computing core in the communication
stack.
The above rules can be incorporated to exploit both agent-based and
core-based intelligence in a third, hybrid approach. The key concept of the
hybrid approach combines the mobility of the agents on the cores and the
cores collectively executing a job. The approach can select whether the agent-
based approach or the core-based approach needs to come to play based on
the rules for decision-making.
The key observation from the experimental results is that the cost of
incorporating intelligence at the job and core levels for automating fault
tolerance is less than a second, which is smaller than the time taken by
manual methods which would be in the order of minutes. For example, in the
first approach, the time for reinstating execution with over 50 dependencies
is less than 0.55 seconds and in the second approach, is less than 0.5 seconds.
Similar results are obtained when the size of data and the process are large.
3.3.2. Genome Searching using Multi-Agent approaches
The proposed multi-agent approaches and the decision making rules con-
sidered in the above sections are validated using a computational biology job.
A job that fits the criteria of reduction algorithms is considered. In reduction
algorithms, a job is decomposed to sub-jobs and executed on multiple nodes
and the results are further passed onto other node for completing the job.
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One popular computational biology job that fits this criteria is searching for
a genome pattern. This has been widely studied and fast and efficient al-
gorithms have been developed for searching genome patterns (for example,
[33], [34] and [35]). In the genome searching experiment performed in this
research multiple nodes of a cluster execute the search operation and the
output produced by the search nodes are then combined by an additional
node.
The focus of this experimental study is not parallel efficiency or scala-
bility of the job but to validate the multi-agent approaches and the decision
making rules in the context of computational biology. Hence, a number of
assumptions are made for the genome searching job. First, redundant copies
of the genome data are made on the same node to obtain a sizeable input.
Secondly, the search operation is run multiple times to span long periods
of time. Thirdly, the jobs are executed such that they can be stopped in-
tentionally by the user at any time and gather the results of the preceding
computations until the execution was stopped.
The Placentia cluster is chosen for this validation study since it was
the best performing cluster in the empirical study presented in the pre-
vious sections. The job is implemented using R programming which uses
MPI for exploiting computation on multiple nodes of the Placentia clus-
ter. Bioconductor packages1 are required for supporting the job. The job
makes use of BSgenome.Celegans.UCSC.ce2, BSgenome.Celegans.UCSC.ce6
and BSgenome.Celegans.UCSC.ce10 as input data which are the ce2, ce6 and
ce10 genome for chromosome I of Caenorhabditis elegans [36, 37]. A list of
5000 genome patterns each of which is a short nucleotide sequence of 15 to
25 bases is provided to be searched against the input data.
The forward and reverse strands of seven Caenorhabditis elegans chromo-
somes named as chrI, chrII, chrIII, chrIV, chrV, chrX, chrM are the targets
of the search operation. When there is a target hit the search nodes provide
to the node that gathers the results the name of the chromosome where the
hit occurs, two integers giving the starting and ending positions of the hit,
an indication of the hit either in the forward or reverse strand, and unique
identification for every pattern in the dictionary. The results are tabulated
in an output file in the combining node. A sample of the output is shown in
Figure 14.
1http://bioconductor.org/
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Redundant copies of the input data are made to obtain 512 MB (which
is 219 KB) and the job is executed for one hour. In a typical experiment the
number of dependencies, Z was set to 4; three nodes of the cluster performed
the search operation while the fourth node combined the results passed on to
it from the three search nodes. In the agent intelligence based approach the
time for predicting the fault is 38 seconds, the time for reinstating execution
is 0.47 seconds, the overhead time is over 5 minutes and the total time when
one failure occurs per hour is 1 hour, 6 minutes and 17 seconds. In the core
intelligence based approach the time for predicting the single node failure is
similar to the agent intelligence approach; the time for reinstating execution
is 0.38 seconds, the overhead time is over 4 minutes and the total time when
one failure occurs per hour is 1 hour, 5 minutes and 8 seconds.
In another experiment for 512 MB size of input data the number of depen-
dencies was set to 12; eleven nodes for searching and one node for combining
the results provided by the eleven search nodes. In the agent intelligence
based approach the time for reinstating execution is 0.54 seconds, the over-
head time is over 6 minutes and the total time when one failure occurs per
hour is 1 hour, 7 minutes and 34 seconds. In the core intelligence based
approach the time for reinstating execution is close to 0.54 seconds, the over-
head time is over 6 minutes and the total time when one failure occurs per
hour is 1 hour, 7 minutes and 48 seconds.
The core intelligence approach requires less time than the agent intelli-
gence approach when Z = 3, but the times are comparable when Z = 12. So,
the above two experiments validate Rule 1 for decision making considered in
the previous section.
Experiments were performed for different input data sizes; in one case
Sd = 2
19 KB and in the other Sd = 2
25 KB. The agent intelligence approach
required less time in the former case than the core intelligence approach.
The time was comparable for the latter case. Hence, the genome searching
job in the context of the experiments validated Rule 2 for decision making.
Similarly, when process size was varied Rule 3 was found to be validated.
The genome searching job is used as an example to validate the use of the
multi-agent approaches for computational biology jobs. The decision making
rules empirically obtained were satisfied in the case of this job. The results
obtained from the experiments for the genome searching job along with com-
parisons against traditional fault tolerance approaches, namely centralised
and decentralised checkpointing are considered in the next section.
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4. Discussion
All fault tolerance approaches initiate a response to address a failure.
Based on when a response is initiated with respect to the occurrence of the
failure, approaches can be classified as proactive and reactive. Proactive ap-
proaches predict failures of computing resources before they occur and then
relocate a job executing on resources anticipated to fail onto resource that
are not predicted to fail (for example [32, 43, 44]). Reactive approaches on
the other hand minimise the impact of failures after they have occurred (for
example checkpointing [16], rollback recovery [45] and message logging [46]).
A hybrid of proactive and reactive, referred to as adaptive approaches, is im-
plemented so that failures that cannot be predicted by proactive approaches
are handled by the reactive approaches [47, 48, 49].
The control of a fault tolerant approach can be either centralised or dis-
tributed. In approaches where the control is centralised, one or more servers
are used for backup and a single process responsible for monitoring jobs
that are executed on a network of nodes. The traditional message logging
and checkpointing approach involves the periodic recording of intermediate
states of execution of a job to which execution can be returned if faults occur.
Such approaches are susceptible to single point failure, lack scalability over a
large network of nodes, have large overheads, and require large disk storage.
These drawbacks can be minimised or avoided when the control of the ap-
proaches is distributed (for example, distributed diagnosis [50], distributed
checkpointing [41] and diskless checkpointing [51]).
In this paper two distributed proactive approaches towards achieving fault
tolerance are proposed and implemented. In both approaches a job to be
computed is decomposed into sub-jobs which are then mapped onto the com-
puting cores. The two approaches operate at the middle levels (between the
sub-jobs and the computing cores) incorporating agent intelligence. In the
first approach, the sub-jobs are mapped onto agents which are released onto
the cores. If an agent is notified of a potential core failure during execu-
tion of the sub-job mapped onto it, then the agent moves onto another core
thereby automating fault tolerance. In the second approach the sub-jobs
are scheduled on virtual cores, which are an abstraction of the computing
cores. If a virtual core anticipates a core failure then it moves the sub-job
on it to another virtual core, in effect onto another computing core. The
two approaches achieve automation in fault tolerance using intelligence in
agents and using intelligence in cores respectively. A third approach is pro-
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posed which brings together the concepts of both agent intelligence and core
intelligence from the first two approaches.
4.1. Overcoming the problems of Checkpointing
The conventional approaches to fault tolerance such as checkpointing have
large communication overheads based on the periodicity of checkpointing.
High frequencies of checkpointing can lead to heavy network traffic since the
available communication bandwidth will be saturated with data transferred
from all computing nodes to the a stable storage system that maintains the
checkpoint. This traffic is on top of the actual data flow of the job being
executed on the network of cores. While global approaches are useful for
jobs which are less memory and data intensive and can be executed over
short periods of time, they may constrain the efficiency for jobs using big
data in limited bandwidth platforms. Hence, local approaches can prove
useful. In the case of the agent based approaches there is high periodicity for
probing the cores in the background but very little data is transferred while
probing unlike in checkpointing. Hence, communication overhead times will
be significantly lesser.
Lack of scalability is another issue that affects efficient fault tolerance.
Many checkpointing strategies are centralised (with few exceptions, such as
[41, 42]) thereby limiting the scale of adopting the strategy. This can be
mitigated by using multiple centralised checkpointing servers but the distance
between the nodes and the server discounts the scalability issue. In the agent
based approaches, all communications are short distance since the cores only
need to communicate with the adjacent cores. Local communication therefore
increases the scale to which the agent based approaches can be applied.
Checkpointing is susceptible to single point failures due to the failure of
the checkpoint servers. The job executed will have to be restarted. The
agent-based approaches are also susceptible to single point failures. While
they incorporate intelligence to anticipate hardware failure the processor core
may fail before the sub-job it supports can be relocated to an adjacent pro-
cessor core, before the transfer is complete, or indeed the core onto which
it is being transferred may also fail. However, the incorporation of intelli-
gence on the processor core, specifically the ability to anticipate hardware
failure locally, means that the numbers of these hardware failures that lead
to job failure can be reduced when compared to traditional checkpointing.
But since there is the possibility of agent failure the retention of some level
of human intervention is still required. Therefore, we propose combining
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checkpointing with the agent-based approaches, the latter acting as a first
line of anticipatory response to hardware failure backed up by traditional
checkpointing as a second line of reactive response.
4.2. Predicting potential failures
Figure 14 shows the execution of a job between two checkpoints, Cn
and Cn+1, where PF is the predicted failure and F is the actual failure
of the node on which a sub-job is executing. Figure 14(a) shows when there
are no predicted failures or actual failures that occur on the node. Figure
14(b) shows when a failure occurs but could not be predicted. In this case,
the system fails if the multi-agent approaches are solely employed. One
way to mitigate this problem is by employing the multi-agent approaches in
conjunction with checkpointing as shown in the next section. Figure 14(c)
shows when the approaches predict a failure which does not happen. If a large
number of such predictions occur then the sub-job needs to be shifted often
from one node to the other which adds to the overhead time for executing
the job. This is not an ideal case and makes the job unstable. Figure 14(d)
shows the ideal case in which a fault is predicted before it occurs.
Failure prediction is based on a machine learning approach that is in-
corporated within multi-agents. This prediction is based on a log that is
maintained on the health of the node and its adjacent nodes. Each agent
sends out ’are you alive’ signals to adjacent nodes to gather the state of the
adjacent node. The machine learning approach is constantly evaluating the
state of the system against the log it maintains, which is different across the
nodes. The log can contain the state of the node from past failures, work
load of the nodes when it failed previously and even data related to patterns
of periodic failures. However, this prediction method cannot predict a range
of faults due to deadlocks, hardware and power failures and instantaneously
occurring faults. Hence, the multi-agent approaches are most useful when
used along with checkpointing.
It was observed that nearly 29% of all faults occurring in the cluster
could be predicted. Although this number is seemingly small it is helpful to
not have to rollback to a previous checkpoint when a large job under time
constraints is executed. Accuracy of the predictions were found to be 64%;
the system was found to be stable in 64 out of the 100 times a prediction
was made. To increase the impact of the multi-agent approaches more faults
will need to be captured. For this extensive logging and faster methods
for prediction will need to be considered. These approaches will have to
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be used in conjunction with checkpointing for maximum effectiveness. The
instability due to the approaches shifting jobs between nodes when there is
a false prediction will need to be reduced to improve the overall efficiency of
the approaches. For this, the state of the node can be compared with other
nodes so that a more informed choice is made by the approaches.
4.3. Comparing traditional and multi-agent approaches
Table 1 shows a comparison between a number of fault tolerant strate-
gies, namely centralised and decentralised checkpointing and the multi-agent
approaches. An experiment was run for a genome searching job that was exe-
cuted multiple times on the Placentia cluster. Data in the table was obtained
to study the execution of the genome searching job between two checkpoints
(Cn and Cn+1) which are one hour apart. The execution is interrupted by
failure F as shown in Figure 15. Two types of single node failure are simu-
lated in the execution. The first is a periodic node failure which occurs at 15
minutes after Cn and 45 minutes before Cn+1 (refer Figure 15(a)), and the
second is a random node failure which occurs x minutes after Cn and 60− x
minutes before Cn+1 (refer Figure 15(b)). The average time when a random
failure occurs is found to be 31 minutes and 14 seconds for 5000 trials. The
size of data, Sd = 2
19 KB and the number of dependencies, Z = 4.
In Table 1, the average time taken for reinstating execution, for the over-
heads and for executing the job between the checkpoints is considered. The
time taken for reinstating execution is for bringing execution back to normal
after a failure has occurred. The reinstating time is obtained for one periodic
single node failure and one random single node failure. The overhead time is
for creating the checkpoints and transferring data for the checkpoint to the
server. The overhead time is obtained for one periodic single node failure and
one random single node failure. The execution time without failures, when
one periodic failure occurs per hour and when five random failures occur per
hour is obtained.
Centralised checkpointing using single and multiple servers is considered
when the frequency of checkpointing is once every hour. In the case of both
single and multiple server checkpointing the time taken for reinstating exe-
cution regardless of whether it was a periodic or random failure is 14 minutes
and 8 seconds. On a single server the overhead is 8 minutes and 5 seconds
where as the overhead to create the checkpoint is 9 minutes and 14 seconds
which is higher than overheads on a single server and is expected. The av-
erage time taken for executing the job when one failure occurs includes the
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elapsed execution time (15 minutes for periodic failure and 31 minutes and
14 seconds for random failure) until the failure occurred and the combina-
tion of the time for reinstating execution after the failures and the overhead
time. For one periodic failure that occurs in one hour the penalty of execu-
tion when single server checkpointing is 62% more than executing without a
failure; in the case of a random failure that occurs in one hour the penalty is
89% more than executing without a failure. If five random failure occur then
the penalty is 445%, requiring more than five times the time for executing
the job without failures.
Centralised checkpointing with multiple servers requires more time than
with a single server. This is due to the increase in the overhead time for cre-
ating checkpoints on multiple servers. Hence, checkpointing with multiple
servers requires 64% and 91% more time than the time for executing the job
without any failures for one periodic and one random failure per hour respec-
tively. On the other hand executing jobs when decentralised checkpointing
on multiple servers is employed requires similar time to that taken by cen-
tralised checkpointing on a single server. The time for reinstating execution
is higher than centralised checkpointing methods due to the time required for
determining the server closest to the node that failed. However, the overhead
times are lower than other checkpoint approaches since the server closest to
the node that failed is chosen for creating the checkpoint which reduces data
transfer times.
The multi-agent approaches are proactive and therefore the average time
taken for predicting single node failures are taken into account which is nearly
38 seconds. The time taken for reinstating execution after one periodic single
node failure for the agent intelligence approach is 0.47 seconds and for the
core intelligence approach is 0.38 seconds. Since Z ≤ 10 the core intelligence
approach is selected. In this case, the core intelligence approach is faster than
the agent intelligence approach in the total time it takes for executing the
job when there is one periodic or random fault and when there are five faults
that occur in the job. The multi-agent approaches only require one-fifth the
time taken by the checkpointing methods for completing execution. This
is because the time for reinstating and the overhead times are significantly
lower than the checkpointing approaches.
Table 2 shows a comparison between centralised and decentralised check-
pointing and the multi-agent approaches for a genome searching job that is
executed on the Placentia cluster for five hours. The checkpoint periodicity is
once every one, two and four hours as shown in Figure 16. Similar to Table 1
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periodic and random failures are simulated. Figure 16(a) shows the start and
completion of the job without failures or checkpoints. When the checkpoint
periodicity is one hour there are four checkpoints, C1, C2, C3 and C4 (refer
Figure 16(b)); a periodic node failure is simulated after 14 minutes from a
checkpoint and the average time at which a random node failure occurs is
found to be 31 minutes and 14 seconds from a checkpoint for 5000 trials.
When checkpoint periodicity is two hours there are two checkpoints, C1 and
C2 (refer Figure 16(c)); a periodic node failure is simulated after 28 minutes
from a checkpoint and the average time a random node failure occurs is found
to be after 1 hour, 3 minutes and 22 seconds from a checkpoint for 5000 tri-
als. When checkpoint periodicity is four hours there is only one checkpoint
C1 (refer Figure 16(d)); a periodic node failure is simulated after 56 minutes
from a checkpoint and the average time at which a random failure occurs is
found to be after 2 hours, 8 minutes and 47 seconds from each checkpoint
for 5000 trials.
Similar to Table 1, in Table 2, the average time taken for reinstating
execution, for the overheads and for executing the job from the start to finish
with and without checkpoints is considered. The time to bring execution
back to normal after a failure has occurred is referred to as reinstating time.
The time to create checkpoints and transfer checkpoint data to the server is
referred to as the overhead time. The execution of the job when one periodic
and one random failure occurs per hour and when five random failures occur
per hour is considered.
Without checkpointing the genome searching job is run such that a human
administrator monitors the job from its start until completion. In this case,
if a node fails then the only option is to restart the execution of the job.
Each time the job fails and given that the administrator detected it using
cluster monitoring tools as soon as the node failed approximately, then at
least ten minutes are required for reinstating the execution. If a periodic
failure occurred once every hour from the 14th minute from execution then
there are five periodic faults. Once a failure occurs the execution will always
have to come back to its previous state by restarting the job. Hence, the five
hour job, with just one periodic failure occurring every hour will take over 21
hours. Similarly, if a random failure occurred once every hour (average time
of occurrence is 31 minutes and 14 seconds after execution starts), then there
are five failure points, and over 23 hours are required for completing the job.
When five random failures occur each hour of the execution then more than
80 hours are required; this is nearly 16 times the time for executing the job
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without a failure.
Centralised checkpointing on a single server and on multiple servers and
decentralised checkpointing on multiple servers for one, two and four hour
periodicity in the network are then considered in Table 2. For checkpointing
methods when one hour frequency is chosen more than five times the time
taken for executing the job without failures is required. When the frequency
of checkpointing is every two hours then just under four times the time taken
for executing the job without failures is required. In the case when the check-
point is created every four hours just over 3 times the time taken for executing
the job without failures is required. The multi-agent approaches on the other
hand take only one-fourth the time taken by traditional approaches for the
job with five single node faults that occur each hour. This is significant time
saving for running jobs that require many hours for completing execution.
4.4. Similarities and differences between the approaches
The agent and core intelligence approaches are similar in at least four
ways. Firstly, the objective of both the approaches is to automate fault
tolerance. Secondly, the job to be executed is broken down into sub-jobs
which are executed. Thirdly, fault tolerance is achieved in both approaches by
predicting faults likely to occur in the computing core. Fourthly, technology
enabling mobility is required by both the approaches to carry the sub-job or
to push the sub-job from one core onto another. These important similarities
enable both the agent and core approaches to be brought together to offer
the advantages as a hybrid approach.
While there are similarities between the agent and core intelligence ap-
proaches there are differences that reflect in their implementation. These
differences are based on: (i) Where the job is situated - in the agent intelli-
gence approach, the sub-job becomes the payload of an agent situated on a
computing core. In the core intelligence approach, the sub-job is situated on
a virtual core, which is an abstraction of the computing core. (ii) Who pre-
dicts the failures - the agent constantly probes the compute core it is situated
on and predicts failure in the agent approach, whereas in the core approach
the virtual core anticipates the failure. (iii) Who reacts to the prediction -
the agent moves onto another core and re-establishes its dependencies in the
agent approach, whereas the virtual core is responsible for moving a sub-job
onto another core in the core approach. (iv) How dependencies are updated
- an agent requires to carry information of its dependencies when it moves
off onto another core and establishes its dependencies manually in the agent
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approach, whereas the dependencies of the sub-job on the core do not require
to be manually updated in the core approach. (v) What view is obtained - in
the agent approach, agents have a global view as they can traverse across the
network of virtual cores, which is in contrast to the local view of the virtual
cores in the core approach.
5. Conclusions
The agent based approaches described in this paper offer a candidate so-
lution for automated fault tolerance or in combination with checkpointing as
proposed above offer a means of reducing current levels of human interven-
tion. The foundational concepts of the agent and core based approaches were
validated on four computer clusters using parallel reduction algorithms as a
test case in this paper. Failure scenarios were considered in the experimental
studies for the two approaches. The effect of the number of dependencies
of a sub-job being executed, the volume of data communicated across cores,
and the process size are three factors considered in the experimental studies
for determining the performance of the approaches.
The approaches were studied in the context of parallel genome searching,
a popular computational biology job, that fits the criteria of a parallel re-
duction algorithm. The experiments were performed for both periodic and
random failures. The approaches were compared against centralised and
decentralised checkpointing approaches. In a typical experiment in which
the fault tolerant approaches are studied in between two checkpoints one
hour apart when one random failure occurs, centralised and decentralised
checkpointing on an average add 90% to the actual time for executing the
job without any failures. On the other hand, in the same experiment the
multi-agent approaches add only 10% to the overall execution time. The
multi-agent approaches cannot predict all failures that occur in the comput-
ing nodes. Hence, the most efficient way of incorporating these approaches
is to use them on top of checkpointing. The experiments demonstrate the
feasibility of such approaches for computational biology jobs. The key result
is that a job continues execution after a core has failed and the time required
for reinstating execution is lesser than checkpointing methods.
Future work will explore methods to improve the accuracy of prediction
as well as increase the number of faults that can be predicted using the multi-
agent approaches. The challenge to achieve this will be to mine log files for
predicting a wide range of faults and predict them as quickly as possible
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before the fault occurs. Although the approaches can reduce human admin-
istrator intervention they can be used independently only if a wider range of
faults can be predicted with greater accuracy. Until then the multi-agent ap-
proaches can be used in conjunction with checkpointing for improving fault
tolerance.
Acknowledgements
The authors would like to thank the administrators of the compute re-
sources at the Centre for Advanced Computing and Emerging Technologies
(ACET), University of Reading, UK and the Atlantic Computational Excel-
lence Network (ACEnet).
References
[1] Bader DA (2004) Computational Biology and High-Performance Com-
puting. Communications of the ACM. 47(11).
[2] Bukowski R, Sun Q, Howard M and Pillardy J (2010) BioHPC: Com-
putational Biology Application Suite for High-Performance Computing.
Journal of Biomolecular Techniques. 21(3 Suppl).
[3] Cappello F (2009) Fault Tolerance in Petascale/Exascale Systems: Cur-
rent Knowledge, Challenges and Research Opportunities. International
Journal of High Performance Computing Supplications, 23(3): 212-226.
[4] Varela MR, Ferreira KB and Riesen R (2010) Fault-Tolerance for Exas-
cale Systems. Workshop Proceedings of the IEEE International Confer-
ence on Cluster Computing.
[5] Schroeder B and Gibson GA (2007) Understanding Failures in Petascale
Computers. Journal of Physics: Conference Series. 78.
[6] Yang X, Du Y, Wang P, Fu H and Jia J (2009) FTPA: Supporting
Fault-Tolerant Parallel Computing through Parallel Recomputing. IEEE
Transactions on Parallel and Distributed Systems. 20(10): 1471-1486.
[7] Engelmann C, Vallee GR, Naughton T and Scott SL (2009) Proac-
tive Fault Tolerance using Preemptive Migration. Proceedings of the
17th Euromicro International Conference on Parallel, Distributed and
Network-based Processing. 252-257.
26
[8] Vallee G, Engelmann C, Tikotekar A, Naughton T, Charoenpornwattana
K, Leangsuksun C and Scott SL (2008) A Framework for Proactive
Fault Tolerance. Proceedings of the 3rd International Conference on
Availability, Reliability and Security. 659-664.
[9] Koren I and Krishna CM (2007) Fault-Tolerant Systems. Morgan Kauff-
man. 400 p.
[10] Mirzasoleiman B and Jalili M (2011) Failure Tolerance of Motif Struc-
ture in Biological Networks. PLoS ONE. 6(5).
[11] Fagg GE, Gabriel E, Chen Z, Angskun T, Bosilca G, Grbovic JP, Don-
garra J (2005) Process Fault-Tolerance: Semantics, Design and Applica-
tions for High Performance Computing. International Journal for High
Performance Applications and Supercomputing. 19(4): 465-477.
[12] Yeh CH (2003) The Robust Middleware Approach for Transparent and
Systematic Fault Tolerance in Parallel and Distributed Systems. Pro-
ceedings of the International Conference on Parallel Processing. 61-68.
[13] Mourino JC, Martin MJ, Gonzalez P and Doallo R (2007) Fault-Tolerant
Solutions for a MPI Compute Intensive Application. Proceedings of the
15th EUROMICRO International Conference on Parallel, Distributed
and Network-Based Processing. 246-253.
[14] Tsai J, Kuo SY and Wang YM (1998) Theoretical Analysis
for Communication-Induced Checkpointing Protocols with Rollback-
Dependency Trackability. IEEE Transactions on Parallel and Dis-
tributed Systems. 9(10): 963-971.
[15] Chtepen M, Claeys FHA, Dhoedt B, De Turuck F, Demeester P and
Vanrolleghem PA (2009) Adaptive Task Checkpointing and Replication:
Toward Efficient Fault-Tolerant Grids. IEEE Transactions on Parallel
and Distributed Systems. 20(2): 180-190.
[16] Sankaran S, Squyres JM, Barrett B, Sahay V, Lumsdaine A, Duell J,
Hargrove P and Roman E (2005) The LAM/MPI Checkpoint/Restart
Framework: System-Initiated Checkpointing. International Journal of
High Performance Computing Applications. 19(4): 479-493.
27
[17] Hursey J, Squyres JM, Mattox TI, and Lumsdaine A (2007) The Design
and Implementation of Checkpoint/Restart Process Fault Tolerance for
Open MPI. Proceedings of the 12th IEEE Workshop on Dependable
Parallel, Distributed and Network-Centric Systems.
[18] Walters JP and Chaudhary V (2009) Replication-Based Fault Tolerance
for MPI Applications. IEEE Transactions on Parallel and Distributed
Systems. 20(7): 997-1010.
[19] Ho J, Wang CL and Lau F (2008) Scalable Group-based Check-
point/Restart for Large-Scale Message-Passing Systems. Proceedings of
the 22nd IEEE International Parallel Distributed Processing Sympo-
sium.
[20] Chen Z and Dongarra J (2008) Algorithm-based Fault Tolerance for Fail-
Stop Failures. IEEE Transactions on Parallel and Distributed Systems.
19(12): 1628-1641.
[21] Jiang H and Chaudhary V (2004) Process/Thread Migration and Check-
pointing in Heterogeneous Distributed Systems. Proceedings of the 37th
Hawaii International Conference on System Sciences.
[22] Wooldridge MJ (2009) An Introduction to Multiagent Systems. 2nd Edi-
tion. John Wiley & Sons. 484 p.
[23] Bowers KJ, Chow E, Xu H, Dror RO, Eastwood MP, Gregersen BA,
Klepeis JL, Kolossvary I, Moraes MA, Sacerdoti FD, Salmon JK, Shan
Y and Shaw DE (2006) Scalable Algorithms for Molecular Dynamics
Simulations on Commodity Clusters. Proceedings of the ACM/IEEE
Conference on Supercomputing.
[24] Mertz JE, Tobias DJ, Brooks III CL and Singh UC (1991) Vector and
Parallel Algorithms for the Molecular Dynamics Simulation of Macro-
molecules on Shared-memory Computers. Journal of Computational
Chemistry. 12(10): 1270-1277.
[25] Murty R and Okunbor D (1999) Efficient Parallel Algorithms for Molec-
ular Dynamics Simulations. Parallel Computing. 25(3): 217-230.
[26] Plimpton S (1995) Fast Parallel Algorithms for Short-Range Molecular
Dynamics. Journal of Computational Physics. 117(1): 1-19.
28
[27] Oliner AJ, Sahoo RK, Moreira JE, Gupta M (2005) Perfomance Im-
plications of Periodic Checkpointing on Large-scale Cluster Systems.
Proceedings of the 19th IEEE International Parallel and Distributed
Processing Symposium, 2005.
[28] The Atlantic Computational Excellence Network (ACEnet) website:
http://www.ace-net.ca/. Accessed 5 November 2012.
[29] Gabriel E, Fagg GE, Bosilca G, Angskun T, Dongarra J, Squyres JM,
Sahay V, Kambadur P, Barrett B, Lumsdaine A, Castain RH, Daniel
DJ, Graham RL, Woodall TS (2004) Open MPI: Goals, Concept, and
Design of a Next Generation MPI Implementation. Proceedings of the
11th European PVM/MPI Users Group Meeting. 97-104.
[30] Huang C, Lawlor O, and Kale LV (2003) Adaptive MPI. Proceedings
of the 16th International Workshop on Languages and Compilers for
Parallel Computing. LNCS 2958: 306-322.
[31] Kale LV and Krishnan S (1996) CHARM++: Parallel Programming
with Message-Driven Objects, In: Wilson GV amd Lu P. Parallel Pro-
gramming using C++. MIT Press. 175-213.
[32] Chakravorty S, Mendes CL and Kale LV (2006) Proactive Fault Tol-
erance in MPI Applications via Task Migration. Proceedings of IEEE
International Conference on High Performance Computing, Springer.
LNCS 4297: 485-496.
[33] Iseli C, Ambrosini G, Bucher P and Jongeneel CV (2007) Indexing
Strategies for Rapid Searches of Short Words in Genome Sequences.
PLoS ONE. 2(6).
[34] Varki A and Altheide TK (2005) Comparing the Human and Chim-
panzee Genomes: Searching for Needles in a Haystack. Genome Re-
search. 15(12).
[35] Langmead B, Schatz MC, Lin J, Pop M and Salzberg SL (2009) Search-
ing for SNPs with Cloud Computing. Genome Biology. 10(11).
[36] Pages H (2012) BSgenome: Infrastructure for Biostrings-based Genome
Data Packages. R package version 1.26.1.
29
[37] Fraser AG, Kamath RS, Zipperlen P, Martinez-Campos M, Sohrmann
M and Ahringer J (2000) Functional Genomic Analysis of C. Elegans
Chromosome I by Systematic RNA Interference. Nature. 408: 325-330.
[38] Quinn MJ (1994) Parallel Computing Theory and Practice. McGraw-
Hill Inc. 446 p.
[39] Buyya R. (1999), High Performance Cluster Computing: Programming
and Applications. Volume 2. Prentice Hall. 1st Edition. 664 p.
[40] Diaz-Uriate R and Rueda OM (2007) ADaCGH: A Parallelized Web-
Based Application and R Package for the Analysis of aCGH Data. PLoS
ONE. 2(8).
[41] Ansel J, Arya K and Cooperman G (2009) DMTCP: Transparent Check-
pointing for Cluster Computations and the Desktop. Proceedings of the
23rd International Parallel and Distributed Processing Symposium.
[42] Janakiraman G, Santos JR and Subhraveti D (2005) Cruz: Application-
Transparent Distributed Checkpoint-Restart on Standard Operating
Systems. Proceedings of the International Conference on Dependable
Systems and Networks. 260-269.
[43] Valle G, Charoenpornwattana K, Engelmann C, Tikotekar A, Leang-
suksun C, Naughton T and Scott SL (2008) A Framework for Proactive
Fault Tolerance. Proceedings of the 3rd IEEE International Conference
on Availability, Reliability and Security. 659-664.
[44] Li Y and Lan Z (2007) Current Research and Practice in Proactive
Fault Management. International Journal of Computers and Applica-
tions. 29(4): 408-413.
[45] Jafar S, Krings A and Gautier T (2009) Flexible Rollback Recovery in
Dynamic Heterogeneous Grid Computing. IEEE Transactions on De-
pendable and Secure Computing. 6(1): 32-44.
[46] Bouteiller A, Bosilca G and Dongarra J (2010) Redesigning the Message
Logging Model for High Performance. Concurrency and Computation:
Practice and Experience. 22(16): 2196-2211.
30
[47] Gorender S, Macedo RJ and Raynal M (2007) An Adaptive Program-
ming Model for Fault-Tolerant Distributed Computing. IEEE Transac-
tions on Dependable and Secure Computing. 4(1): 18-31.
[48] Lan Z and Li Y (2008) Adaptive Fault Management of Parallel Appli-
cations for High-Performance Computing. IEEE Transactions on Com-
puters. 57(12): 1647-1660.
[49] Ren Y, Cukier M and Sanders WH (2001) An Adaptive Algorithm for
Tolerating Value Faults and Crash Failures. IEEE Transactions on Par-
allel and Distributed Systems. 12(2): 173-192.
[50] Subbiah A and Blough DM (2004) Distributed Diagnosis in Dynamic
Fault Environments. IEEE Transactions on Parallel and Distributed Sys-
tems. 15(5): 453-467.
[51] Hakkarinen D and Chen Z (2009) N-Level Diskless Checkpointing. Pro-
ceedings of the 11th IEEE International conference on High Performance
Computing and Communications.
Figure Legends
Figure 1: The job, sub-jobs, agents, virtual cores and computing
cores in the two approaches proposed for automated fault tolerance
Figure 2: Agent-Core interaction in Approach 1. Agents A1, A2 and
A3 are situated on cores C1, C2 and C3 respectively. A failure is predicted on
core C1. The agent A1 moves onto core Ca.
Figure 3: Communication sequence in the failure scenario of agent
intelligence based fault tolerance
Figure 4: Job-Virtual Core interaction in Approach 2. Jobs J1, J2
and J3 are situated on virtual cores V C1, V C2 and V C3 respectively. A fail-
ure is predicted on core C1 and V C1 moves the job J1 onto virtual core V Ca.
Figure 5: Communication sequence in the failure scenario of core
intelligence based fault tolerance
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Figure 6: Conflict negotiation and resolution in Approach 3. Agents
A1, A2 and A3 are situated on virtual cores V C1, V C2 and V C3 which are
mapped onto computing cores C1, C2 and C3 respectively. A failure is pre-
dicted on core C1. The agent A1 and V C1 negotiate to decide who moves
the sub-job onto core V Ca.
Figure 7: Generic parallel summation algorithm. The inputs are de-
noted by I and the three levels of nodes are denoted by N . The inputs are
passed to the nodes N1 which are then reduced and passed to nodes N2 and
finally onto N3 for the output.
Figure 8: No. of dependencies vs time taken for reinstating exe-
cution after failure in the agent intelligent approach
Figure 9: No. of dependencies vs time taken for reinstating exe-
cution after failure in the core intelligent approach
Figure 10: Size of data vs time taken for reinstating execution after
failure in the agent intelligent approach
Figure 11: Size of data vs time taken for reinstating execution after
failure in the core intelligent approach
Figure 12: Process size vs time taken for reinstating execution af-
ter failure in the agent intelligent approach
Figure 13: Process size vs time taken for reinstating execution af-
ter failure in the core intelligent approach
Figure 14: Sample output from searching genome pattern. The
output shows the name of the chromosome where the target hit occurs, fol-
lowed by two integers giving the starting and ending positions of the hit,
an indication of the hit either in the forward or reverse strand, and unique
identification for every pattern in the dictionary.
Figure 15: Fault prediction between two checkpoints, Cn and Cn+1.
(a) Ideal state of the job when no faults occur. (b) Failure state of the job
when a fault occurs but is not predicted. (c) Unstable state of the job when
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a fault is predicted but does not occur. (d) Ideal prediction state of the job
when a fault is predicted and occurs thereafter.
Figure 16: Fault occurrences between two checkpoints, Cn and Cn+1.
(a) Periodic failure that occurs 14 minutes after Cn and 46 minutes before
Cn+1. (b) Random failure that occurs x minutes after Cn and 60−x minutes
before Cn+1.
Figure 17: Execution of the five hour job with and without check-
points. (a) When no checkpoints are placed from the start to completion
of the job. (b) When four checkpoints each one hour apart are placed from
start to completion of the job. (c) When two checkpoints each two hours
apart are placed from start to completion of job. (d) When one checkpoint
is placed after four hours of starting the job.
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