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A b stract
Infinite horizon singular optimal control problems with control taking values in 
a closed cone U in IR" lead to a dynamic programming equation of the form:
m ax[2*2 (:rt v, t/,u"), 2*i(ar, v , t/)J = 0 , for all x G 9,
where 0 , the state space of the control problem, is some nonempty connected 
open subset of IRn, and 2*\, F% are continuous real-valued functions on 0  x IR2 and 
0  x IR3 respectively, with the coercivity assumption for 2*2, that is, the function 
r  i—► 2*2(x, u,p, r) is nonincreasing on IR. A major concern is to determine how 
smooth the value function v is across the free boundary of the problem. Linear- 
convex deterministic and stochastic singular control problems in dimension one are 
considered. We present the analysis of the above equation together with smoothness 
of the value function across the free boundary. The interest here is the explicitness 
of the results and the fact that the smooth fit principle depends on the parameters 
of the control problem. In particular, the value function for the stochastic control 
problem is founded explicitly, and at the same time, optimal controls are identified 
using a verification theorem.
v
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C hapter 1 
In trod u ction
This thesis refers to deterministic and stochastic singular optimal control prob­
lems. Sections 1.1 - 1.5, contain an introduction to these two types of optimal 
control problems and to the terminology used throughout the thesis. Section 1.6 
is an overview of the original research exposed in this dissertation and section 1.7 
contains some examples from the literature to provide the reader with some ap­
plied problems closely related to ours. The original research exposed in this thesis 
is contained in chapters 2 and 3.
1.1 The D eterm in istic  O ptim al C ontrol 
Problem
The idea of control can be expressed as the process of influencing at will, within 
certain constraints, the behavior of a dynamical system to achieve a desired goal. 
In an important class of models the controlled dynamical system is represented by 
the vector differential equation
i  =  /(*, x(t), u(t))t x(t0) =  x, (1.1)
under suitable conditions on the function /  and for a class U. of admissible controls 
«(•) taking values in a set U . For instance, the state x(-) could be the position 
and velocity of an aircraft, and the control «(•) the forcing term or thrust.
The optimal control problem consists in optimizing some payoff function (or 
cost function) which depends on the trajectories and control inputs to the system. 
Specifically, we want to minimize over all admissible controls «(•) e  U a cost 
functional of the form
•/”<>(*) =  l(x(t,)) + f  L(x(t), «(«))<#, (1.2)
Jto
1
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under suitable conditions for the real-valued functions L  and I. Here L  represents 
a cost for displacement x(-) and control effort u(-), while I  penalizes deviation from 
some desired final state at final time £/.
A useful tool for the study of optimal control problems is the value function 
which is a function of the initial state x  defined as the infimum over 14 of the costs, 
that is,
v(x) = in fJ u(x). (1.3)
If «*(•) 6 U is such that it minimizes the above cost functional, then u*(-) is 
called an optimal control and the associated trajectory x*(-) an optimal trajec­
tory. During the 1950’s and 1960’s optimization problems of space flight dynamics 
such as m inim um  fuel and minimum time, and those of high performance aircraft 
near the end of the World War II such as maximum range of aircraft for a given 
quantity of fuel and minimum time to climb greatly stimulated the development 
of deterministic optimal control theory.
1.1.1 The Pontryagin Maximum Principle (PMP)
In 1959, L.S. Pontryagin et al. presented necessary conditions for optimalily in 
their Maximum Principle which consolidated the theory for constrained problems. 
The Pontryagin Maximum Principle (PMP) for the optimization problem (1.1), 
(1.2) states that if u*(-) is an optimal control, then there exists a  nonvanishing and 
smooth enough vector function (f> together with A <  0 such that
-<f> =  Hx(x*,u\(t>), 
x  •(*) =  H+(xm,um,<f>),
H(x*(t),um(t),<f>(t)) =  maxH(xm(t),u,<t>),
2
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
where the Hamiltonian H  is given by
H(x, n,<f>)= A L(x, u) +  <f> • f ( x ,«).
But at that time the mathematical theory was not sufficient for some special prob­
lems for which the Pontryagin Maximum Priciple (PMP) gave no additional infor­
mation. These problems were described as singular optimal control problems and 
they arise in many engineering and economics applications. An optimal control is 
said to be singular if the determinant det(Huu) vanishes at any point along the 
optimal trajectory. Otherwise, it is said to be nonsingular. In particular, if the 
Hamiltonian H is linear with respect to one or more components of some optimal 
control u*, then the optimal control is singular. From the 1960’s to the 1980’s 
much effort was put into the development of new theory to deal with these sin­
gular problems. New necessary conditions, sufficient conditions and necessary and 
sufficient conditions have been found for singular extremals to be optimal. Today 
deterministic optimal control theory provides tools of much wider applicability to 
problems from diverse areas of engineering, life sciences, economics, finance and 
management science.
1.2 T h e Stochastic O ptim al C ontrol P rob lem
The study of optimal control for continuous time Markov processes began in the 
early 1960’s with the stochastic linear regulator problem which applies to a large 
number of design problems in engineering. Until that time some imperfections, 
noise or disturbances affecting control systems had been ignored in the study of 
deterministic control theory. Optimal stochastic control theory deals with control 
systems in which random system disturbances are allowed.
Consider a system model in which the state process a; is a finite dimensional 
diffusion which evolves according to an autonomous system of stochastic differential
3
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equations. The dynamics of the state process x(-) being controlled are governed by 
a stochastic differential equation of the form
dx = f(x(t),u(t))dt + <r(x(t),u(t))du(t), x(0) =  x, (1.4)
where /  and a  satisfy the usual conditions under which this s.d.e. has a unique 
solution. See [13, IV, and Appendix D]. a; is a d-dimensional standard Brownian 
motion and introduces random disturbances into the dynamics. The time evolution 
of x(-) is actively influenced by another stochastic process u(t), called a control 
process. Let O C lRn be open, with either O =  IR" or dO a  compact manifold 
of class C3. Let r  denote the exit time of x(t) from O, or r  =  oo, if x(t) 6 O for 
all t > 0. Given any initial data x  and any admissible progressively measurable 
control process «(•), the infinite horizon discounted cost functional is given by
J*w (*) =  E? j  j f  e~0tL(x(t), v(t)) dt + X{r<oo}e~^(x(r)) | , (1.5)
where E x refers to the conditional expectation given x(0) =  x, (3 >  0, the function 
g is continuous on IR" and the function L is continuous on IR" x U satisfying some 
polynomial growth condition.
The optimal control problem is to determine some admissible control process 
«*(•) that minimizes the cost functional J û (x). As in section 1.1, the value func­
tion is a function of the initial state x  and it is defined as the infimum over the set 
of admissible controls U of the cost functional, that is
v(x) =  inf J"(x). (1.6)
1.3 T he D ynam ic Program m ing A pproach
In 1957 Richard Bellman introduced the dynamic programming method to solv­
ing optimal control problems. The dynamic programming method produces a par-
4
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tiai differential equation, called the dynamic programming equation or Hamilton- 
Jacobi-Bellman (HJB) equation that the value function v must satisfy. For a period 
of 20 years Bellman’s result was superceded in deterministic optimal control theory 
by the methods of the Pontryagin Maximum Principle (PMP), since this is valid 
under much weaker conditions than those required for the validity of the dynamic 
program m ing equation. For instance, Bellman’s assumption on the continuous dif­
ferentiability of the value function does not hold even in simple cases. On the other 
hand, the PMP version for stochastic optimal control theory is not very useful, at 
least from the computational point of view. The dynamical programming method 
has been successfully in applied stochastic control in the last fifteen years. In fact, 
Fleming and Rishel [12] study the relation between the value function for the 
optimal stochastic control problem and the corresponding dynamic programming 
equation. If the value function is smooth enough, say C2, then it solves the HJB 
equation in the classical or usual sense. But the dynamic programming approach 
has the difficulty that the value function v frequently fails to be C1 in the deter­
ministic case, and to be C2 in the stochastic case, which means that the value 
function may not satisfy the dynamic programming equation in the classical sense. 
Crandall and Lions [6] introduced a weaker notion of solution of this equation, 
called viscosity solution. With this notion the dynamic programming method can 
be pursued in most cases of interest. It has been proved in great generality that the 
value function is a viscosity solution of the corresponding dynamic programming 
equation. Then the dynamic programming equation is a necessary condition that 
the value function must satisfy. This is the fact that we use in this thesis to carry 
out a complete analysis of the value function for a deterministic singular optimal 
control problem and to find explicitly the value function for an infinite horizon 
singular stochastic control problem.
5
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1.3.1 Deterministic Case
The dynamic programming approach to solving the deterministic optimal control 
problem (1.1), (1.2), (1.3) replaces the original minimization over control functions 
by a nonlinear partial differen Jal equation involving pointwise minimization over 
the set of control values, usually a subset of IRn. Computation of the minimal 
cost is reduced to solving this first order nonlinear partial differential equation 
(PDE) called the Hamilton-Jacobi-Bellman (HJB) equation. In fact, under suitable 
conditions, the value function is a classical solution of the HJB equation
t ,x ) +  sup x) /(*»«) “  £(*>«) J =  0. (1.7)
1.3.2 Stochastic Case
As in the deterministic case, the dynamic programming approach to solving the 
stochastic optimal control problem (1.4), (1.5), (1.6) reduces to solving a second 
order nonlinear PDE also called the Hamilton-Jacobi-Bellman (HJB) equation. In 
fact, the value function for the optimal control problem (1.4), (1.5), (1.6), under 
suitable conditions is a classical solution of the HJB equation
0v(x) =  min{—Cuv(x) + L(x, u)} , (1.8)u eu
where
 ̂ n n
- C uv{x) =  -  Y l  aij(x,u)vXiXj + ^ 2 f {(x,u)vXi,
« j = 1 i = 1
with a =  ( )  =  CO1.
1.4 T he Free B oundary for Singular O ptim al 
C ontrol P roblem s
We consider the special case of infinite horizon singular deterministic and stochas­
tic control problems.
6
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1.4.1 Stochastic Case 
We set the stochastic control system as
x  =  (/(a?) +  u)dt + <r(x)dW(t), x(0) = 1 6  lRn, (1.9)
where W  is a standard Brownian motion, / ,  <r 6  C ^R ") with bounded first 
order partial derivatives, and the nonanticipating admissible controls u(*) are in 
the family
W =  L-([0foo)fC0.
where U C IRn is a closed cone in IR", i.e.,
u G U, A >  0 V Au € U.
We set the cost functional as
J “(x) = E* f ° °  e-pt[L(x(t)) + 0(u(t))]dt, (1.10)
Jo
where /3 > 0 and L, 9 G C(lRn) satisfying
0(Av) = X0(v), VX > 0.
Here the control set is not bounded, there is no coercivity condition satisfied by 
/  and L, and the dynamics and the running cost are linear in the control. Ac­
cording to [13, chapter VIII], the dynamic programming equation (1.8) has to be 
interpreted carefully. In fact (1.8) can be rewritten as
max[F(x,v(x),Dv(x),D2v(x)) , H{Dv(x))] = 0 , i €  IRn, (1-H)
where F, and H  are given by
F(x, v(x) ,Dv(x ),D2v(x)) =  pv(x) — tr(a(x)D2v(x)) — f(x) ■ Dv(x) — L(x),
(1.12)
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with a =  crer7 and
H(p) = sup {—p * u  — 9{u)). (1*13)
|u|=l
Note that at any point of the state at least one of the expressions (1.12), (1.13) 
equals zero. Then the state space splits into two regions separated by the subset 
B  of lRn, called the free boundary, where
F(x,v(x),Dv(x)yD2v(x)) =  H(Dv(x)) = 0 .
The free boundary is the subset where there is a switch between the conditions
F(x,v(x), Dv(x), D2v(x)) < 0, H(Dv(x)) =  0,
and
F(x, v(x), Dv(x), D 2v (x ) )  =  0, H(Dv(x)) < 0.
Nonsmoothness of the value function often occurs only along the free boundary B. 
The property of smooth fit, see [3], is said to hold for a  particular control problem 
if the value function is smooth enough along the free boundary B so that the HJB 
equation is solved in the classical sense. Therefore, the dynamic programming 
equation is also called a free boundary problem, since the crucial step in solving it 
is to locate the subset B.
1.4.2 Deterministic Case 
Now we consider the control system obtained by dropping the diffusion term in 
(1.9),
x  =  (f (x ) +  u)dt, x(0) =  x  € IR", (1-14)
with analogue conditions for /  and the controls «(•). We set the cost functional as
F  (x) =  e~fft[L{x(t)) +  0(«(t))]dt, (1.15)
Jo
8
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with P, L ,9  as in (1.10). As in the stochastic case, the dynamic programming 
equation (1.7) has to be rewritten and reasoning as in [8], [10], [11], the dynamic 
programming equation for this optimal control problem is of the form
max[F(x,v(x),.Dv(x)), H(Dv(x))] = 0 , i 6  1RW, (1-16)
where F , and H  are given by
F(x , t?(x), Dv(x)) =  fiv(x) — f(x)  * Dv(x) — L(x), (1-17)
and
H(p) = sup (—p  • u — 0(u)). (1-18)
I«l=i
Then the HJB equation induces a free boundary problem which is defined as in 
the stochastic case.
1.5 V iscosity  Solutions o f th e  Singular H JB  
E quation
We will now give the definition of a viscosity solution of the dynamic program­
ming equation that arises in singular control problems, see [13, p. 66]. For more 
about equivalent definitions see [5].
Let Sn denote the set of all symmetric real-valued n x n-matrices. Infinite horizon 
singular optimal control problems with the control taking values in a closed cone 
U C lRd lead to a dynamic programming equation of the form, see [13],
m axfF^x, v(x),Dv(x),D2v(x)),F2(x, v(x),Dv(x))] =  0, for x € O, (1.19)
where O, the state space of the control problem, is some nonempty connected open 
subset of IRn, F 1 is a continuous real-valued function on O x IR x 1RB x S n and 
F2 is a continuous real-valued function on O x IR x lRn.
9
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A continuous function v on the open set O C IR* is a viscosity subsolution of
(1.19) if for each xq 6 0
max [-Fl (x0, v(x0),D<f>(x0),D2<f>(x0)),F2(x0, v(x0) ,D<f>(x0))] < 0, (1.20)
for all test functions <f> E C2(0)  such that v(xo) =  4>(xq), and v — <f> attains a local 
maximum at xo-
A continuous function v on the open set O C IR* is a viscosity supersolution of
(1.19) if for each x<j € O
max [.Fl (xo,v(x0),D<f>(xo),D2<f>(xo)),F2(xQiv(xo),D<f>(xo))] > 0 , (1-21)
for all test functions <f> € C2(0)  such that v(x<j) =  <f>(xo), and v — <f> attains a local 
minimum at x0.
Finally, t; is a  viscosity solution of (1.19) if it is both a viscosity subsolution and 
a viscosity supersolution. Clearly then, any classical solution (hence C2) of (1.19) 
is a viscosity solution. So, the theory of viscosity solutions is consistent with the 
notion of classical solutions. Also it can be proved that if a viscosity solution is 
smooth enough, then it turns out to be classical solution, see Shreve and Soner 
[22].
The dynamic programming equation for infinite horizon singular deterministic 
optimal control problems is simply the special case, see [10], [11], [8]
max[iJ,1(x,t;(x),Z?u(x)),f;,2(x,t;(x),£)v(x))] =  0, for x € 0 ,
since there is no diffussion term in the control system; so, a viscosity solution is 
defined in a similar way.
Uniqueness results for these partial differential equations represent an important 
achievement of the theory of viscosity solutions. Jensen [16], Crandall and Lions
10
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[6], Ishii [15], have given uniqueness results for HJB equations. In such a case, the 
value function is perfectly determined once a  viscosity solution of the HJB equation 
is obtained. But still in the second order case, the stochastic one, something else 
has to be added to obtain uniqueness results. In fact, in chapter 3 we present an 
optimal control problem for which the value function is not smooth enough and 
the corresponding dynamic programming equation has more than one viscosity 
solution.
1.6 B rief O verview
The organization of this dissertation is as follows. In chapter 2 we present an 
extension of the results in the paper “Smooth Fit for Some Bellman Equations” 
written by J. Hijab and G. Ferreyra, see [10]. We consider the one dimensional 
deterministic singular optimal control problem (2.1), (2.2), (2.3) allowing the con­
trols u take values in the whole real line while [10] dealt with «(•) >  0 only. We 
use the dynamic programming approach to do a complete analysis of this control 
problem. We find that the free boundary is a pair of points in IR, say (o:- , a +}, 
which are determined by the parameters of the control problem. The value func­
tion v is a classical solution of the HJB equation. Moreover, v is in C1(1R), in 
C2(IR\ (a - , a +}), but is never C2 on IR. Smoothness of v depends on the parame­
ters of the problem. We find that feedback optimal controls depend on the location 
of the free boundary
(i) If or < 0 <  a+ the control tt*(-) = 0 is optimal on [or, a +], and outside this
interval the optimal control is impulsive.
(ii) If a+ < 0, then the previous description of the optimal control holds, except
that the control «*(•) =  —fia+ is optimal at a +,
11
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(iii) If ci~ >  0, then the description (i) of the optimal control holds except that 
the control «*(•) =  —f3a~ is optimal at oT.
In chapter 3 we consider the one dimensional infinite horizon singular stochastic 
control problem (3.1), (3.2), (3.3). We apply the dynamic programming approach 
to explicitly solve this control problem. This method involves using differential 
equation methods to piece together a candidate value function, checking that this 
candidate value function is indeed a viscosity solution of the dynamic programming 
equation, and finally identifying candidate optimal controls and evaluating the cost 
of these in order to prove a verification theorem.
In section 3.6, Lemma 3.1 we prove that the value function of our control problem 
is of quadratic growth. In section 3.7, using the HJB equation (3.4) as a necessary 
condition, we find that the free boundary is a single point in IR, say or, and construct 
a nonnegative convex polynomially growing solution of the HJB equation (3.4). 
Then we get one candidate value function for each one of the following cases
(i) K < i f t ,
(U) K  > if*,
(iii) K  =  if*.
In section 3.8, Lemmas 3.7, 3.8, 3.9 prove that the candidate value function 
defined in Lemma 3.7 for the case (i) is in C2(IR), positive, convex, and is a 
classical solution of the HJB equation (3.4).
In section 3.9, Lemmas 3.10, 3.11, 3.12, prove that the candidate value function 
defined in Lemma 3.10 for the case (ii) is in C^QR), positive, convex, and is a 
classical solution of the HJB equation (3.4).
12
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In section 3.10, Lemmas 3.13, 3.14 prove that the candidate value function de­
fined in Lemma 3.13 for the case (iii) is convex, positive, in C^JRXfO}), C1 at zero, 
but not C2 at zero, and it is a  viscosity solution of the HJB equation (3.4). This 
example shows that the principle of smooth fit fails for this control problem. In 
Lemma 3.15 we define an affine function which is a convex, C°°, (therefore, viscos­
ity) classical solution of the HJB equation (3.4). Therefore, this shows that viscosity 
solutions of the dynamic programming equation, in general, are not unique.
In section 3.11, we prove a verification theorem 3.18 using part of the verification 
theorem 3.17 from [13, Chapter VIII], finding optimal controls given by (3.29), 
(3.30) to prove that the candidate value function for the case (iii) is in fact the 
value function.
1.7  E xam ples
In this section we present some applied problems whose solution can be given 
using the general theory of singular optimal control problems.
1.7.1 Singular control in Space Navigation
Practical problems involving singular controls first arose in the study of opti­
mal trajectories for spaces manoeuvres. Trajectories for rocket propelled vehicles 
in which the thrust magnitude is bounded exhibit singularity in the rate of fuel 
consumption. We consider the problem of a spacecraft attempting to make a soft 
landing on the moon using a minimum amount of fuel. To define a simplified version 
of this problem, let m  denote the mass, h the height, and v the vertical velocity of 
the spacecraft above the moon. Let u denote the thrust of the spacecraft’s engine. 
Let M  denote the mass of the spacecraft without fuel, ho and Vo the initial height 
and initial vertical velocity of the spacecraft. Let F  be the initial amount of fuel, 
a  the maximum thrust attainable by the spacecraft’s engine, k  a constant, and g
13
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the gravitational acceleration of the moon. The gravitational acceleration g may 
be considered constant near the moon. The equations of motion of the spacecraft 
are
h = v,
v =  —g + m~l u, 
m  =  —k u.
The thrust u(t) of the spacecraft’s engine is the control for the problem. Suppose
the class 14 of control functions is all piecewise continuous functions u(t) defined
on an interval [a, 6] such that
0 <  u(t) < a.
We take initial time to =  0> and terminal time t f  equal to the first time the 
spacecraft reaches the surface of the moon. Terminal conditions which must be 
satisfied at the initial time and terminal time are
h (0 ) -h o  = 0, h(tf ) =  0 , 
v(0) — v0 =  0, v(tf) = 0 , 
m(0) — M  — F  — 0.
The problem is to land using a m inim um  amount of fuel or equivalently to minimize
inf —m(tf).u&t v //
In this example the maximization of the Hamiltonian gives little information about 
the value of the control. For a complete solution of this problem, see [12]. For a 
three dimensional version of this problem see [2].
14
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1.7.2 The Calculus of Variations
The major concern of calculus of variations is to choose an absolutely continuous 
function x  : [a, 6] — ► IRn such that it minimizes
J L (t,s(t),i(t)),
subject to the endpoint constraints
x(a) = A, x(b) =  B.
The time interval [a, 6], the integrand L, called “ Lagrangian” , and the endpoint
constraints are all given as part of the problem’s statement. The calculus of vari­
ations was bom in June 1696 when Johann Bernoulli posed the Brachistochrone 
problem. “ Find the shape of a wire joining two given points in a vertical plane
a — (a, A), (3 = (b,B), with A < B ,
such that a bead falling along the wire under the influence of gravity, (neglect 
frictional efects), will travel from a to /? in least time”. Labelling the horizontal 
axis with t  and the vertical axis with x  , and taking x  to be positive downward, 
it is easy to recognize this as an instance of the above general formulation of a 
problem of calculus of variations. Here the Lagrangian L is given by
r x V l + V 2M t,x ,v)  =  —= = = .y/X — A
The choices U =  IR" and /(£, x,u) = u allow us to recognise this problem as a 
special case of an optimal control problem. The solution is the unique cycloid with 
a vertical cusp at a  and passing through /?. For a complete solution see [23].
1.7.3 An Optimal Portfolio Selection Problem
During the last fifteen years powerful tools from Stochastic Analysis and from 
Stochastic Control have invaded almost all aspects of Mathematical Finance to
15
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
study consumption/ investment optimization, arbitrage, hedging, pricing, portfolio 
optimization problems, and so on. Now we illustrate some of those techniques by 
applying them to a simple case, taken from [20], of optimal portfolio diversification. 
This problem has been considered in more general settings by many authors, see 
for example [18]. Let X(t) denote the wealth of a person at time t. Suppose that 
the person has the choice of two different investments. The price pi(t) at time t  of 
one of the assets is assumed to satisfy the equation
=  Pi (a +  cW(t)),
where u>(t) denotes a standard brownian motion and a, a  >  0 are constants 
measuring the average relative rate of change of pi and the size of the noise, 
respectively. We interpret equation (1.22) as the stochastic differential equation
dpi = p ia d t  + pi adW{t). (1-22)
This investment is called “ risky ” , since a > 0 , which means that it is subject 
to systematic risk. We shall refer to them as “stocks”. We assume that the price 
P2 of the other asset satisfies a similar equation, but with no noise, i.e. without 
systematic risk.
dp2. =pzbdt.  (1-23)
These assets might be “bonds”, “certificates of deposits” and so on. This invest­
ment is called “safe”. So it is natural to assume that 6 <  a. At each instant the
person can choose how big a fraction u (control) of his wealth he will invest in
the risky asset, thereby investing the fraction 1 — u in the safe one. This gives the 
following stochastic differential equation for the wealth X(t)
dX(t) = uX(t) adt +  uX(t) adW(t) +  (1 -  u)X(t) bdt (1.24)
=  X(t)(au +  6(1 -  u))dt + ouX(t)dW(t). (1.25)
16
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Suppose that starting with the wealth X(s) =  x  > 0 at time s, the person wants 
to maximize the expected utility of the wealth a t some future time <o >  s. If we 
allow no borrowing, i.e. we require X  >  0 and we are giving an utility function N  : 
[0, oo) — ► [0, oo), with N(0) =  0 (usually assumed to be increasing and concave), 
the problem is to find V(s, x) and a (Markov) control u* =  u*(s,X(s)), 0 <  u* <  1, 
such that
V (s,x) =  sup ^ (s jx )  =  ./"‘ (SjX), (1-26)
0< u < l
where
r ( s , x )  = E-*IN(X(T))), 
and T  is the first exit time from the region
G =  {(r, z) : r <  t0, z > 0}.
This is a performance criterion of the form (1.5). The HJB equation becomes




£ “V(t,x) =  x(au +  6(1 -  u))— (t,x) +  - a 2u2x2- ^ ( t , x ) ,  (1.28)
and
V(t,x) = N(x), fort =  to,
V(t,0) =  iV(0), fort <  to-
Therefore, for each (t, x) we try to find the value u =  u(t, x) which maximizes the 
function
s dV ' ^ d v  1 2 2 2&V=  -q£  +  z(au +  6(1 -  «)) —  +  - a  u2x -£-g.
17
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If Vx ^  > 0 and V„ := <  0, the solution is
« °  « ( « , * ) (129>
If we substitute this into the HJB equation (1.27) we get the following nonlinear 
boundary value problem for V
Vt + bxVx - {* ~ J[p £ - =  0, fort < t0, * > 0 , (1.30)
V(£,x) =  N(x), fort =  to o rx  =  0. (1-31)
The problem (1.30), (1.31) is hard to solve for a general function N.  So we choose 
a power function which is an increasing and concave function, say
N(x) =  xr, with 0 < r  < 1.
We try to find a solution of (1.30), (1.31) of the form
V(t,x)  =  f{t)xr.
Substituting, we obtain
V(t,x)  = e A(‘- to)xr,
where
A - « r  +  f r - * *2o2(l -  r) *
Using (1.29) , we obtain the optimal control
a — b
o * ( l - r ) '
If € (0,1), then this is the solution to the problem. Note that u* is constant.
18
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C hapter 2  
A  One D im ensional D eterm in istic  
C ontrol P rob lem
2.1 In troduction
*
This chapter refers to a class of infinite horizon singular optimal control problems 
which are optimal control problems whose set of control values is unbounded and 
the controls appear linearly in the dynamic and in the running cost. We consider 
the scalar control system
x  =  f(x) + u, z(0) =  x  € IR, (2.1)
where /  is a differentiable function with bounded derivatives and the control «(•) 
is a measurable function of time in the family
U =  L°°([0,oo),IR).
The optimal control problem consists of minimizing over all controls u(-) e  U the 
infinite horizon discounted cost functional
J^ix) =  [  e~l[L[x{t)) +  |u(£)|]d£. (2.2)
J o
The value function for this optimal control problem is a function of the initial state 
x  defined as the infimum of the costs, that is ,
v(x) =  inf{utt(a:): «(•) G U}, (2.3)
and the optimal control «*(•) , if it exists, is the argument that minimizes the cost 
functional.
The dynamic programing equation, also called the Hamilton-Jacobi-Bellman 
(HJB) equation, for a deterministic optimal control problem is in general a first
19
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order nonlinear partial differential equation (PDB) that provides an approach to 
solving optimal control problems. It is well known, see [12], that if the value func­
tion is smooth enough, then it is the classical solution of the HJB equation. But 
also by using the weaker notion, called viscosity solution, introduced by Crandall 
and Lions [6 ], the dynamic programming method can be pursued when the value 
function is not smooth enough. In fact, the HJB equation is a necessary condi­
tion, in the viscosity sense, that the value function must satisfy. The dynamic 
programming equation for the above deterministic optimal control problem is of 
the form
m a x  [ F 1( a r ,u ( x ) , t / ( x ) ) ,F 2 (x ,t;(a :) ,t ; / (x ) ) ]  =  0 , —oo < x < oo,
for suitable continuous functions F l t F2. The subset B of IR where F 1(x, v(x),r/(x)) 
F 2 (x 1v (x ) , i/ ( x ) )  =  0 is called the free boundary. Our variational problem is ho­
mogeneous of degree 1 in the control, thus we expect the optimal control to be 
extreme or to be singular. Moreover, since our running cost is nonnegative we ex­
pect optimal controls to equal zero, plus or minus infinity, or to be singular. By 
the control being plus or minus infinity we mean that it is an impulse. The free 
boundary separates the null region (where the optimal control is zero) and the 
jump region (where the optimal control is impulsive). Nonsmoothness of the value 
function often occurs only along the free boundary B. The property of smooth 
fit is said to hold for a particular optimal control problem if the value function is 
smooth enough, C l in our case, along the free boundary B so that it solves the HJB 
equation in the classical sense. The dynamic programming equation gives rise to a 
free boundary problem since the crucial step in solving it is to locate the subset B 
where there is a switch between the conditions
F 1(x, v(x), v '(x ) )  <  0, F 2(x , v ( x ) ,  v ' ( x ) )  =  0,
20
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and
F 1(x, v(x),t/(x)) = 0, F 2 (x , v ( x ) ,  v ' ( x ) )  < 0.
Ferreyra.and Hijab [10] studied the optimal control problem (2.1), (2.2), (2.3), 
assuming linearity of the function f  and convexity of the function L, with controls 
taking values in [0, oo). This enables them to present a complete analysis of the 
solution of the control problem. They used the dynamic programming method and 
proved that the free boundary is just a single point giving its location in terms 
of the parameters of the problem. Also, they found that additional smoothness 
of v depends on the parameters of the problem. We consider this optimal control 
problem with the same assumptions as in [10], but allowing the controls take values 
in the whole real line. We use the dynamic programming method to prove that the 
free boundary is a pair of points in IR, locating them in terms of the parameters of 
the problem. We also see that C2-fit is a property that depends on the parameters 
of the problem.
2.2 Ferreyra and H ijab’s R esu lt
Theorem  2.1 (Ferreyra and  Hijab). Let’s consider the optimal control prob­
lem (2.1), (2.2), (2.3) with the following assumptions
(i) L  is C2 and L(x) > 0,
(ii) ix'(*)i < c^a+
(iii) 0 <  p < L"{x) < C2( 1 +  £(x)),
(iv) /(x ) is linear and f{ x )  <  0 ,
(v) the control u(-) is a nonnegative measurable function, «(•) 6  L°°([0 , oo), [0 , oo)).
21
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
Then the value function v is a classical solution of the Hamilton-Jacobi-Bellman 
equation
max[u(x) — f(x)i/(x) — L(x), —t/(x) — 1] =  0, —oo <  x  < oo,
and there is a point a in JR. such that
—v' — 1 =  0 on J  = (—oo, a],
v — bxv' — f  — 0 on N  = [a, oo).
Moreover, v G {a}) and v G C^IR) iff f(a) <  0. The quantity a  can be
computed in terms of the data of the problem. Even if L is C°°, v is never C3 at 
a.
2.3 T he M ain R esu lt
We consider the optimal control problem (2.1), (2.2), (2.3) with the same as­
sumptions as in Theorem 2.1, but dropping assumption (v) by allowing the con­
trols to take also negative values. For clarity we set f(x)  =  /?ar, with/? <  0. In the 
remainder of this chapter we prove Theorem 2.2 below along with some needed 
lemmas.
Theorem  2.2. The value function v for the control problem (2.1), (2.2), (2.3)
with assumptions (i), ( ii) , (Hi), (iv) as in Theorem 2.1 is a classical Cl -solution
of the Hamilton-Jacobi-Bellman equation
max [u(x) — /?£t/(ar) — L(x), |t/(nr)| — 1] =  0, —oo < x  < oo. (2.4)
Moreover, there exist a~ ,a+ G IR such that
—vr(x) — 1 = 0 ,  Var G J~ = (—oo, or- ],
v(x) — fixv'{x) — L(x) = 0 ,  Var G N  = [a- , ac+],
v'(x) — 1 =  0, Va: G J+ =  [a+, +oo).
2 2
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The value function v is never C2 but
v € (^(IR \  {a“ , at+}), and
v 6  C2at a~ 4=^ 0 <  a~, and
v e  C2at a + 4=> a+ < 0.
The quantities a~ and a+ can be computed in terms of the parameters of the 
problem.
2.4 C on vexity  and D ifferen tiab ility  o f th e  V alue 
F unction
Lemma 2.3. The value function v is convex, C l , and a classical solution of the 
Hamilton-Jacobi-Bellman (HJB) equation (2.4). Moreover, v" exists almost every­
where and
( i )  0 < v(x) < L*(x),
( i i )  K O r J I f C C ^ l  +  L -O r)) ,
( i i i)  0  <  t/'(x) < C2( 1 +  Lm(x)) for almost every x,
where L*(x) denotes the maximum value of the function L over the line segment 
joinning x and the origin.
Proof.
Note that since L is convex we have
L*(x) — : max{L(y): 0 <  y <  x}  =  max(L(x),L(0)).
It is clear that v(x) > 0 , Vrr G IR. Let’s show that v is convex. Let s®, x\ 6  IR, 
and s € [0,1]. Given e >  0, there exist uq, tti € U such that
u”° (*o) < vixo) +  £ and v“l (x£) < v(x^) +  e.
23
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Let u =  (1 — s)ii(f +  s«i- It is clear that u is a  measurable function, hence u €  U.
Let xq =  (1 —5 )xq+sxq. Let x,(t) be the solution of x  =  f(x )  +« , with initial value 
x(0) =  Xg, i =  1,2. Then, x(t) =  (1 — s)xo(t) +  sxx(t) is the solution of x  = fix+ u, 
with initial value x(0) =  (1 — s)x{j +  sxj =  xo- In fact, since /  is a  linear function
^[x(t)] =  { l - s ) { f ( x Q(t))+ u )+ s(f(x i( t) )+ u )
=  p[(  1 — s )x 0 (t) +  S X i(t)]  +  u 
=  P(.x(t))+u.
Now we need to prove that
v [ ( l  — s ) X g  +  SXg] <  (1 —  s ) w ( x q )  +  s v ( x q ) .
By definition of v, convexity of L and using the triangle inequality, we have
t/[(l — s)x® +  sxj] =  v(x0)
<  vu(xo)
=  r e-'[L (x(t))+ K t)|]d t 
Jo
AOO
=  /  e- t[L((l — s)x0 (t) + sx i(t)) + 1(1 — s)u0 +  sui|]dt
Jo
< f  e ^ l - s J ^ x o W J + s ^ X ! ^ ) ) ^ - ^  — s)|u0| +  s|«i|]dt
Jo
= (1  - s )  f  e~‘[L(x0 (t)) +  |«o(t)|]<ft +  s f  e_t[Ir(x!(t)) +  |tii(t)|]dt 
Jo Jo
= (1 -  sju1*0 (x°) +  su“* (Xq)
<  (1  -  s)[u(xg) +  e] +  s[v(xj) +  e]
=  (1  — s)u(x<j) +  sv(xl) +  e.
Since e was arbitrary, this implies v is convex.
To conclude the proof of (i) note that when «(*) =  0 , x(t) lies on the line segment
24
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joining x to 0 because /? <  0. This implies
t/(x) =  inf{vtt(x): u(-) <e U}
< u°(x)
=  f  e- tL(x(f))df 
Jo
<  f  e~tLm(x)dt 
Jo
=
Then we need only to consider controls «(•) in (2.3) satisfying vu(x) < L*(x). 
Now, using V to mean first derivative with respect to x,
| V u tt(x) |  <  f  e~*\ V  £ 0 r ( t ) ) |d £
Jo
< I "  e-'ICxil + L(x(t)))]dt 
Jo
= C i [ l +  [  e~* L(x{t))dt\
Jo
=  C i [ l  +  t/u (x )]
= ^ [ i  +  /•(*)!•
I V 2 «“(*)! <  /  e“‘| v 2 f{x(t))\dt < C2[ 1 +  /*(*)].
Jo
Similarly,
Since the right hand side of this last inequality is bounded on every compact inter­
val, we conclude that for each a, b G IR, a < 6 there exists a k{a, b) > 0 , independent 
of u, such that k(a, b)x2 — vu (x) is convex on [a,b]. Taking the supremum over all 
u it follows that k(a, b)x2 — v(x) is convex on [a, 6]. Thus, v is semiconcave. Since 
v is also convex, then v is Cl and t/' exists almost everywhere.
Finally, the estimates on xf and i/' follow from the above estimates for v u“» S72vu. 
Then, reasoning as in Fleming-Soner [13, VIII], [10], [1 1], and [8], the value function
25
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v is a viscosity solution of the HJB equation, hence v is classical solution of the 
dynamic programming equation
max [u(x) — fixi/(x) — L(x) , H{tf (r))] =  0, — oo < x < oo,
where
H(p) =  sup (—pu — \u\)
|tt|= i
= sup (—pti — 1) 
l«l=l
= — inf (pu +  1)
|«l=i
=  W - 1 .
Therefore,
max [u(ar) — fixv'(x) — L(x) , |t/| — 1] =  0, —oo < x < oo. □
2.5 T he C ost o f U sing  th e  C ontrol Zero
In the next lemma, we consider the cost of the control u(-) =  0 which we define
as
oj(x ) =  v ° ( x ) .
Lemma 2.4. The function u  is in C2 (IR) , it is strictly convex and satisfies 
(i) 0 < cu(x) < L*(x),
(u) |o/(x)| <  Ci(l+L*(x)),
(iii) 0  < fi < u/'(x) < C2O- + L*(x)),
(iv) w(x) — fixu/(x) — L(x) = 0, —0 0  < x  < 0 0 .
P roof of (i).
26
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By definition o j ( x )  =  v°(x) =  e-eL(:r(£))dt, with x{t) =  xeP1. Then by
differentiating under the integral sign it follows that cj is in C72 (IR), and 0 < 
u)(x) < L*(x).
P roof of (ii).
Let 2  € IR and let x(t) be the solution of (2.1) for the control «(•) =  0, with 
initial data x(0) =  z. Then
where x(t) =  zeP*, hence =  ê t- Thus,
<  f  +  L*(z)]dt
P roof of (iii). 
Similarly,
d '{z)  =  e~tL"(zePt)ePtePtdt =  ePfi- 1»L"(ze*)dt.
Using the bounds on L"
0  < n <  a/'(z) < C2{ 1 +  Lm(z)).
P roof of (iv).
Let x  € IR. Then, integrating by parts
(j ( x )  —  ( 3 x u j ' ( x )  — L{x) — f  e tL(xePt)dt — f3x f ° °  e tL'(xePi)ePtdt — L{x)
[  e tL{xePt)dt — [e tL{xePt]\c£  — f  e tL{xePt)dt
27
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2.6 T h e F ree B oundary B  =  { ck~ , of**}
In this section we find the free boundary of our control problem (2.1), (2.2),
(2.3), (2.4) which is a pair of points a~ ,a+ € IFL We will prove that a~ ,a+ are 
finite in Lemmas 2.8, 2.9.
Lemma 2.5. There exist aT ,a+ with —oo <  a~ < ar+ <  oo, such that
—v'(x) — 1 =  0, Vx €  J~ =  (—oo,a~],
i/(x) — /3xt/(x) — L(x) = 0 ,  Vx €  N  =  [a- , a+],
t/(x) — 1 =  0, Vr €  J + =  [at+, +oo).
Proof.
By the Lemma 2.4 (iii), the function u/  : IR — ► IR is increasing and onto JR. 
Thus, we can define a~ and a+ by
ct/(u- ) =  — 1 and a/(o+) =  1. (2.5)
Similarly, by hypothesis the function V  : IR — > IR is increasing and onto IR so
we can define b~ and b+ by
£ ' ( & - ) = / ? - 1  and L'(b+) = l - 0 .  (2.6)
We set
A+ = {x : t/(x) — 1 <  0}.
A+ is not empty. Otherwise, i/(x) — 1 >  0 , Vx 6  IR, and by the HJB equation
(2.4), t/(x) =  1, Vx E IR. Then, the value function v would be affine. Hence v 
would not be bounded below which is a contradiction since we know that v >  0 . 
Then we define
a + =  sup A +.
28
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Hence o+ =  sup A+ > —oo. Similarly, we set
A~ — {x : —i/(x) — 1 <  0}.
As before, v bounded below and the HJB equation (2.4) imply A~ is not empty. 
Then we define
a~ =  inf AT.
Hence o r  =  inf A-  <  +oo. Since the function t/  is increasing, t/(x) — 1 >  
0, Vx >  a +. Thus, by the HJB equation (2.4)
t/(x) - 1  =  0, Vx >  a+.
Likewise, since the function — t/ is decreasing, — t/(x) — 1 >  0, Vx <  a~. Thus, 
by the HJB equation (2.4)
—i/(x) — 1 =  0, Vx <  cT.
Since t/  is increasing and continuous, then a~ < oc+ and
—1 <  v'{x) <1, Vx 6  (a“ ,a +).
Hence,
|i/(x)| < 1 , Vx € (a~,a+).
Thus, by the HJB equation (2.4), and since |t/(x)| — 1 < 0, Vx G (a- , a +)
v(x) — /3xv'(x) — L(x) = 0 ; Vx € (at- , a +). (2.7)
Notice that if aT ,a+ are finite then
—i/(x) — 1 =  0, Vx € J~  =  (—oo, a - ],
v(x) — (3xi/(x) — L(x) =  0, Vx 6  N  =  [a- , a+],
t/(x) — 1 =  0, Vx G J + =  [ar+, +oo).
In particular, v(a~) =  L(cc~)—P(a~), and v(a+) — L(a+) —(3(a+). Also, t/(a “ ) =  
—1 , and t/(o:+) =  1 .
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2 .7  T h e C ontrol Zero on  (cx , ck+ )
Proposition  2.6. We consider the optimal control problem (2.1), (2.2), (2.3). Let
x  E (a- , a+). Let x(t) be the solution of x  — fix, x(0) =  x, for the control
u(-) =  0. Let’s suppose that there exists T  > 0 such that
x(t) 6  (a~, a +), Vt E [0,T).
Then
f Tv(x) = e t v (x ( T ) )  + I e tL(x(t))dt. (2.8)
Jo
Proof.
Let x  E (a~, a +), let x(t) be the solution of x  = fix, x(0) =  x, for the control
«(•) =  0, and let T  > 0 be such that
x(i) € (a“ ,a +), Vt E [0,T).
By (2.7)
u(x(t)) — Px(t)i/(x(t)) =  L(x(t)), Vt E [0,T).
Therefore, differentiating the function t — ► e~tv(x(t)),
^[e"*t;(x(t))] =  - e - ‘[v(x(t)) -  0x(t)i/(x(t))] = - e _tL(a:(t)), Vt >  0.
Integrating, over the interval [0, T ]
fT
v(x) = e t v (x ( T ) )  + I e tL{x{t))dt. □
Jo
Proposition 2.7. We consider the optimal control problem (2.1), (2.2), (2.3). 
Suppose ct~ < 0 < ar+, then on (a~ ,a+) the control u(-) =  0 is optimal. Hence 
v = u) on (ar,ar+), where w is the cost of the control u(-) =  0 studied in Lemma 
2.4.
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Proof.
Let x 6  (or- , ar+) and let x(t) be the solution of x  — fix , x(0) =  x, for the control
«(•) =  0. Since 0 6  (a” ,or+) and fi <  0, then x(t) €  (ar~,a+), Vt >  0. Hence, by 
Proposition 2.6 the equation (2.8) holds for all T  > 0. That is,
v(x) =  J  e tL(x(t))dt =  v°(x) =  w(x). □
2.8 c*- , ck+ A re F in ite
Lem m a 2.8. a~ is finite.
Proof.
We know that —oo <  a~ < a+ <  +oo , let’s suppose that a~ =  —oo.
Case ( i)  a + >  0.
Then a~ < 0 <  a +. Therefore, by Proposition 2.7 the control u(-) =  0 is optimal 
in (o;-,a+) and
In particular, by continuity of i/ and u/, and by (2.5), t/(a~) =  oJ{a~) =  —1 . This 
means that a~ < a~ = —oo. This is a contradiction, since a~ E IR.
Case (ii) a+ < 0.
Let x E (a~ ,a+). Let x(t) be the solution of x =  fix, x(0) =  x, for the control
u(-) =  0. Since i(t)  > fia+, there exists T  > 0 such that
VT >  0.
Letting T  — ¥ oo, yields
v(x) =  v°(x) =  u/(x), Vx € (a ,a +).
Then
t/(x) =  a/(x); Vx € (a , a +).
x(T) =  a +, and x(t) 6  (a ,a +), Vt 6  [0,T).
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Therefore, by Proposition 2.6 the equation (2.8) holds. So,
rT
v(x) — e~Tv(a+) + I e tL(x(t))dt.
Jo
To compute t/(x) and v"(x) we need to express T  as a function of x. But x e ^  
Solving for T  and replacing above we get
o+ , /*¥»(*)
v(x) =  (— ) *v(a+) + I e tL(xe^t)dt, 
x  Jo
where
cp(x) = I lo g (^ -) .
Therefore,
«/(*) =  +  £ * ” e- ‘L '(x e » )^ d t
+  ( ^ ) - * x (o+) ( - i )
=  [„(<*+) -  L(a+) ] ( ^ ) - i i  +  j £ "  e ' ^ ‘L '(x ^ ‘)dt
/>+ 1 1 /*?(*)
=  0a+(— )■?— +  /  e(fi- l)tL'{xePt)dtx  fix Jq
=  (— +  /"* } eV-V'L'ixe*)*. 
x Jo
Now, let’s compute the second derivative at x
3 — 1 n+ i a+ rvC*)
«"(*) =  E- r L£ r ) ~ , ( - ^ z )  +  /  e-‘V ( x ^ ) e ^ d t  p X  X Jo
+  e~^x) L' (xe?*{x)) e ^ (x) tp'{x)
-(J3 -  1) ,a+.i=i
f i x {— )* r  +  €~tLu{xePt) ^ tdt x  Jo
+  (£ r i L ' ( a + ) ( £ ) ( - ± )
32
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Let
«*) — 1 + £'(*+)).
It is clear that ij)(x) — ► 0 and — ► 0 as x  — V 0. Then, given e > 0 there
exists K  <  0 such that for x  < K  we have 0 <  <  1 and
=>(*)
v"(x) > f  e tpetPtdt — e
Thus, taking e > 0 small, and the corresponding K  < 0
>  7 > 0;Vx € (—oo,K ).
Now, integrating over the interval [x, K], for —oo < x  < K  yields
i/(K )  — t/(x) > y(K  — x).
Thus,
t/(x) < y(x — K) + 1/(K).
Therefore,
v'(x) — ► —oo, as x  —► —oo.
This is a contradiction since the function t/ can never be less than —1. Case (i) 
and (ii) imply a~ ±  —oo. Thus —oo <  or  <  +oo. □
Lemma 2.9. or+ is finite.
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Proof.
We know that —oo <  a~ < a+ <  oo. Let’s suppose that a+ =  + 0 0 .
Case (i) a~ <  0.
Then a~ < 0 <  a+ . Therefore, by Proposition 2.7 the control tx(-) =  0 is
In particular, by continuity of t / ,  a/ and by (2.5) t/(a+) =  1 =  u/{a+). This
means that a+ > a+ =  + 0 0 . This is a contradiction, since a+ 6  IR.
Case (ii) a~ > 0.
Let x  € (a~ ,a+) and let x(t) be the solution of x  =  /?x, x(0) =  x, for the
control u(-) =  0. Then, there exists T  > 0 such that
optimal and
v(x) = v°(x) =  u/(x), for x €  (a , a+).
Then,
t/(x) =  a/(x), Vx € (a , a +).
x(T) =  a  , and x(t) G (a , a +), Vt G [0,T).
Therefore, by Proposition 2.6 the equation (2.8) holds for T  > 0. So,
(2.9)
To compute t/(x) and i/'(x) we need to express T as a function of x. But xe^7  =  a +. 
Solving for T  and replacing above we get
v(x) = (— ) ?u(a ) + f  e tL{xePt)dt.
X JnJO
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Therefore,
</(*) = v (a - ) ( - i) (^ r * - ‘(-^ -) + J * "  e - ‘V (xeP ')^‘dt
+ e~vlx)L ( x e ^ x))(p\x)
=  - ) - *  +  £ (Z) e V -V 'L 'ix ^ d t
= [»(«-) - l t a - ) \ p - ) - i ± -  + £ '  e ^ ‘L'(xe>“)dt
= r * X) eV-V*L'{xel*)dt.x px J o
So,




Now, let’s compute the second derivative at x
rv(z)
r/'(x) =  _ £ _ i ( S L ) - * ( _ £ L ) +  r *  e V -^ lJ 'ix ^ e P 'd t  
p  X  X  J  o
+  e-v>(*) L '{xe^{x)) ^ x) <p'{x)
* Jofix
+  ( ^ ) - ^ ' ( o - ) ( ^ ) ( - i ) .
Then,
»(*)
A * )  =  [4 -(— ) ^ ( /»  -  1 -  £'(«"))] +  r  ’ e ^ ~ l>‘L"(xe>“)dt. (2.11)px X  Jo
Let
1 ,&
^ x) = ~ 1 "  V {pr))- 
It is dear that il>(x)— ► 0 and (^p)~* — 10 as x — 1 +oo. Then, given e >  0
20—I
there exists K  < 0 such that for x  > K  we have 0 < (—r) * <  1 and
35
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t/'(x) >  I — e
Jo
Thus, taking e > 0 small, and the corresponding K  > 0
rf’{x) >  7  > 0; Vx € [.fiT, +oo).
Now, integrating over the interval [K,x], for K  < x  < -foo we have
—v'(K) 4- t/(x) > 7 (x — K).
Thus,
t/(x) > 7 (x — K) 4- v'(K).
Therefore,
v'(x) — y +oo, as x — y 4 -oo.
This is a contradiction since the function i/ can never be greater than 1 . Case (i) 
and (ii) imply a+ 4-oo. Thus —oo < a + < + 0 0 . □
2.9 T he Second O rder D erivative o f  th e  Value 
Function
Proposition 2.10. The value function v is in C2(IR \  {a- , o;+}). Also, the C2 
condition at {or- , a +} for the value function v is as follows:
( i )
v is C2 at a~ <=> 0 <a~ <=> 0 <  a".
36
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(H)
v is C2 at a+ 4=> a + <  0 <=> a+ <  0.
As a consequence v is never C2 on IR. Moreover, in any case the free boundary set 
{a- , a +} is determined in terms of the parameters of the control problem as
a~ = min (a~, b~) and a+ =  max (a+, b+).
Proof.
Case a~ < 0 < <*+ .
By Proposition 2.7 the control u(-) =  0 is optimal on ( o f ,a+). Hence v =  in 
(a~ ,a +), where u> is the cost of the control u(-) =  0 studied in Lemma 2.4 Thus,
v'(x) =  o/(x), Vx € (a- , a+).
In particular, by continuity of xl and of,
if (a- ) = —I =  of (a~) and if (a+) =  1 =  w#(a+)-
Therefore, since a/(a- ) =  —1 , and o/(a+) =  1, and since of is strictly increasing
a~ = a~ and a+ =  a+.
Also since the function oj is strictly convex, and since the value function v is an 
affine function to the left of ac~ and to the right of a +, we have
0  =  i / " ( a " ) = < ( a +).
But
0  < co"(a~) = v"(a~) and 0  <  w"(a+) =  v"(q-+).
Therefore,
v e C 2 ( E \ { a - , a +})
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and v is C2 neither at a  nor a t a +.
Now, let’s show that a~ < b~. By Lemma 2.4 (iv)
td{x) — j5W(x) — L{x) = 0 , Vx G (a~, at+) =  (a- , a+).
Thus, differentiating,
u/(x) — fixuP{x) — f}<J(x) — L'(x) = 0 , Vx G (oT , a +) =  (a- , a+), (2.12)
and inserting x = a~ =  a - , yields
- 1  +  / 3 - Pa~u/'(a~) -  L'(a“ ) =  0 .
Therefore,
Thus,
L'(a~) — P =  —1 — Pa~(J'{a~)
<  - 1
=  L \b ~ )-P .
L'{a~) < L'(b~), hence a~ < b~.
So,
a -  =  a~ =  min (a- , 6~).
Now, let’s show that 6+ <  a+. By Lemma 2.4 (iv) inserting x  = b+ yields
u/(b+) -  P<J{b+) -  pb+u"(b+) -  L'{b+) =  0.
Thus,
u/(6+) ( l - / 3 ) - ( l - / ? )  =  0b+<J'(b+).
So,
(w'(6+) - l ) ( l - / 3 ) = /3 6 + u "(6+).
38
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Let’s suppose that a+ <  6+. Thus, b+ >  0, since a+ >  0. So, /3b+u/'(b+) <
0, which implies c«/(6+) — 1 < 0. Therefore,
since the function u/ is increasing. This is a  contradiction since we know that 
o/(o+) =  1. Therefore, 6+ <  a+. Hence
Case 0 <  o r  <  <*+ .
Let’s prove that the control u*(£) =  —/far", Vt >  0 is optimal at a~. According 
to (2.7) and inserting x  = a~ yields
=  L(a ) — ba .
Thus, u*(t) =  —ba“ , Vt > 0 is optimal at a~.
Now we try to pin down the parameter o r. For any bounded control u consider 
the family of bounded controls defined by
ue(t) = —fia~ +£u(t)y Vt >  0, e > 0 .
39
u/(a+) <  (J(6+) <  1 ,
a+ =  max(a+, 6+).
v(a ) =  L(at~) — .
On the other hand, note that x(t) =  a  is the solution of
x = P(x — a  ), ar(0) =  a .
Therefore,
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Let v“*(a“) be the corresponding cost starting at a - . Then
vu’ (or- ) <  t/“*(ar~), for alls’ > 0 , 
since u* is the optimal control at cT. Then
^ ( v - ( a “) ) |„ 0 = 0 .
Given e >  0, and the control tte, let xe(t) be the solution of
x = px + [—(3a~ +  eu], xc(0) =  a~. 
Interchanging and we see that ^[xc(t)] is the solution of
z =  F(z,u), z(0) =  0 ,
, where
F(z, v) = @z + u.
Then, the variation of the constants formula gives us that
^ [ x e(<)] =  e* [j( e_/,au(s)ds]
=  f  e ^ t - a * u ( s ) d s .
Jo
Thus,
° =  J > “*(a~))|e=° =  Jo + u(*)}|e=o<ft
=  f  e~t{L,(a ~ )[ f e^^~^u(s)ds] -+- u(t)}dt 
J o  Jo
= L'(oT) [  e~*[ f  ^ t~â u(s)ds\dt +  f  
Jo Jo  Jo
Now, integrating by parts
0 =  L'(a- ) { ( £  e -* 'u (s)d s)(jl-[ eV~»‘)}?
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Therefore,
0 =  r-~  ~ f°° e~lu(t)dt +  f°° e~lu{j)dt 
*• — p Jo Jo
=  s - r  e~'u {t)d t-
Since u was arbitrary
^ ~ mp ' + 1  =  0> hence L'{a~) = @ — 1.
By definition L'{b~) =  /? — 1. Therefore,
or-  =  b~.
Now, let’s show that b~ <a~. Using Lemma 2.4 (iv) for x  =  a~ =  b 
u/(b~) -  /&/(&") -  (3b-J'(b~) -  L'(b~) =  0 .
Since /3b~ < 0 and u  is strictly convex
u /(6 -)(l -  /?) +  (1 -  /?) =  Pb-J'ib-) < 0.
So,
(u/(b~) +  1 ) (1  - /? )  =  pb-<J'{b-) < 0 .
Then,
u/{b~) + 1 <  0 , hence c</(&_) < —1 .
Therefore,
b~ < a",
since the function a/  is increasing and since u/(a~) =  —1 . So,
a~ =b~ = min (a- , b~).
41
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yields





o/(6+) -  /3u)'(b+) -  pb+(J'(b+) -  L'(b+) =  0.
o/(6+) ( l - P ) - ( l - P ) =  0b+cJ'(b+) <  0.
(c/(6+) - ! ) ( ! - / ? ) =  ]96V(6+) < 0 .
u>'(b+) — 1 <  0 , hence u/(6+) <  1 .
b+ < a+,
since the function u/ is increasing and since u/(a+) =  1 . Now, let’s show that
In fact,
Thus,
a +  =  a+ =  max(a+,6+).
1 =  i/(a+) =  a/(or+) =  a/(a+).
a + =  a+,
since the function a/ is strictly increasing .
Now, let’s prove that the value function v is C2 at a~ but not at a +. By (2.7)
v(x) — (3xt/(x) — L(x) = 0 , Vx 6  (a- , ar+).
Thus, differentiating on the right hand side of a~, and since
v'+(a~) = —1 , and L'+{oT) =  L'(b~) =  f) — 1 ,
42
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we have
0 =  i/+(a~) -  pa 'v^ icr) -  0i/+(a~) -  I/+(a~)
=  - l  + j 3 - / 3 a - ^ ( a - ) - ( J 3 - l )
Thus,
< (aT ) =  0 .
On the other hand, by the Lemma 2.5 t/(x) =  —1, Vx 6  (oo, a - ].
So,
«"(<*') = 0 .
Therefore,
v"(a~) =  0.
Hence, the value function v is C2 at a~.
Now, let’s prove that the value function v is not C2 at a+. By the Lemma 2.5 
i/(x) =  1, Vx G [a+,oo). So,
t;" (a+) =  0 .
It suffices to show that t/i(a+) ^  0. Given x G ( a r ,a +), note that 0 <  a:“ , then 
there exists T  > 0 such that
x(T) =  a +, and x(t) G (a“ ,a +),Vt G [0,T).
Therefore, by Proposition 2.6 equation (2.8) holds. So,
rT
v{x) =  e Tv(a )+  I e tL(x(t))dt.
Jo
Then
v ' ( x ) =  — (— ) eT" +  U { x e P ^ d t .
x  Jo
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So
”"(I) =  t ^ < T )V ( /3 _  1 ~  + j f 1*' ei^ l)‘L" ^ dt-
Note that a -  =b~. Then 0 — 1 — L'(at~)) =  0. So, if T  > 0 is such that <p{x) — T, 
then
u"(x) =  eM-D*L"(xe/it)dt
Jo
> f TeM -^fid t 
Jo
>  Te(2̂ ~1)t/ i >  0.
Letting x t  a +, we get
u" (a+) > T eW -1)Tfi >  0 .
Therefore,
i/!L(a+) > < ( a +) =  0 .
Hence the value function v is not C2 at a +.
Case a~ < a+ < 0 .
This case is similar to the previous one where 0 < ot~ < a +.
Claim: The control um(t) = —0oc+t Vt >  0 is optimal at a +.
According to (2.7) and inserting x =  ar+ yields
v(a+) = L(a+) +  0a+.
On the other hand, note that x(t) =  a+ is the solution of
x =  0{x — a+), x(0 ) =  a + .
44
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Therefore,
»“> +) =  / “ « -[£ (* (« ))+ i f 'w i i*
=  f  e~f[L(a+) +  0a+]dt 
Jo
— [L(a~) +  @a+] f  e~*dt 
Jo
=  If (a- ) +  Pa+.
Thus, um(t) = — 0a+, Vt >  0 is optimal at a +.
Now we try to pin down the parameter or+. For any bounded control u consider 
the family of bounded controls defined by
uc(t) = —bct+ — eu(t), Vt >  0.
where s > 0 is small enough so that ue(t) < 0. Let vu* (a+) be the corresponding 
cost starting from a+. Then
u“* (a+) < t/“*(a+), for aile > 0 ,
since um is the optimal control at a +. Then
£(u-(<*+))l„o =  0.
Given e > 0, and the control ue, let xe(t) be the solution of
x = fix +  [—/3a+ — £«], xe(0 ) =  a +.
Interchanging ^  and ^  we see that ^[xc(t)] is the solution of
z = F(z,u), z(0) =  0,
where
F (z , u) = 0z — v.
45
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Then, the variation of the constants formula gives us that
^ M « ) ]  =  S ‘l J ‘e-f(-u(,))ds]
= — f  e^t~â u(s)ds.
J o
Thus,
0  =  ^:(vu'((x+))\e=o =  J  c"*{l/(*«(0 )^[*«W ]+«(*)}k-o*
=  J e~l ^ I / (a +)[—J ^ t~*)u(s)ds] +  u ( t ) | dt
=  —L'(a+) f  e~‘[ f  eP^~^u(s)ds]dt +  f  e~lu{t)dt. 
Jo  J o  Jo
Now, integrating by parts







o = f “ e~‘u(t)dt + r  e-‘u(t)dt
1 — P  Jo  Jo
Since u was arbitrary 
Hence, by definition
2/(<*+) =  1 -  0  = L'(b+).
46
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Thus,
„+a  ’ — b+.
since the function U  is strictly increasing. Let’s prove that
b+ > a+. Hence a+ =  max(6+,o+).
Using Lemma 2.4 (iv) and inserting x  =  6+ =  ar+ , yields
cj'(b+) -  pu'(b+) -  /3b+(J’(b+) -  L'{b+) =  0.
But L'(b+) =  L'{a+) = 1 -/3 , and u  is strictly convex; so,
o/'(6+) ( l - / ? ) - ( l - / ? ) =  Pb+ti"(b+) > 0, 
since b+ = a+ < 0 , then
(<J(b+) -  1)(1 -  /?) =  Pb+u/'(b+) > 0,
so,
u/(b+) — 1 >  0 , hence o;'(6+) > 1 .
Therefore,
6+ >  a+,
since the fimction <J is increasing and since u/(a+) =  1 . Let’s prove that
b~ > a~. Hence a~ =  min(6~,a_).
By Lemma 2.4 (iv), differentiating and inserting x = b~ , yields 
u/(b~) -  pu/{b~) -  p b -J \b - )  -  L'(b~) = 0.
But U(b~) =  (3 — 1 , then
c / ( 6 ’ ) ( l  -  P ) +  (1 -  0 )  =  P b - t S ( b - )  >  0,
47
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since 6 <  b+ =  a + < 0, thus
(a/(b~) +  1)(1 - p) =  Pb-u/'(b~) >  0.
Then,
u/(b~) +  1 >  0 , hence u/(b~) > —1 .
Therefore,
b~ > a~,
since (J is increasing and since u/(a~) = —1. On the other hand, note that
—1 =  v'(a~) =  u/ (or- ) =
Then
oT =  a~,
since o/ is strictly increasing. Therefore,
a~ = min (a~,b~) =  a~.
Now, let’s prove that the value function v is C2 at a +. But v is not C2 at a+. 
We recall (2.7)
v(x) — bxv'(x) — f(x )  = 0 , Vx e  (a~ , a +).
Thus, differentiating on the left hand side of a +, and since
t/_(a+) =  1 , and L'_(a+) =  L'(b+) =  1 — /?,
yields
0 =  t/_(a+) — Pa+x/!_(a+) — (3v'_(a+) — L'_(a+)
= 1 -  p  -  fia+v'L(a+) -  (1  -  0)
= —Pa+i/!_(a+).
48
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Thus,
t£ (a +) =  0 .
On the other hand, by Lemma 2.5 t/(x) =  1, Vx € {ar, oo). So,
t£ (o +) =  0 .
Therefore,
u"(a+) =  0.
Hence, the value function v is C2 a t a+. Now, let’s prove that the value function 
v is not C2 at a~. By Lemma 2.5 t/(x) =  —1, Vx € (—oo, a~). So,
i/L(ac~) =  0 .
It suffices to show that tf+(cr) ^  0. Given x € (aT,a+), note that a + <  0, then 
there exists T  >  0 such that
x(T) =  a +, and x(i) G (a- ,a:+),Vt € [0,T).
Therefore, by Proposition 2.6 equation (2.8) holds. So,
v(x) =  e~Tv(a+) 4 - f  e~lL(x{t))dt.
Jo
So,
i/(x) =  (— ) ¥  +  r iX) eV-^L'ixeP^dt. 
x  Jo
Then
#»(*) =  -  1 +  £'(q+))] +  /
p x  X Jo
49
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Note that a+ =  b+. Then f3 — 1 +  L'(a+)) =  0. So, if T  >  0 is such that <p(x) — T, 
then
»(*)
v"(x) = J *  e^f>~^tL"{xePt)dt
> [ T eW-V'ndt 
Jo
> Te™ -l)tn > 0 .
Letting i j a  , yields
<(<*") >  T eW -W p  > o.
Therefore,
v£(aT) >  v^(or~) =  Q. 
Hence the value function v is not C2 at a~.
50
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C hapter 3  
T h e E xp licit Solution o f  a  Stochastic  
C ontrol P roblem
3.1 In trod u ction
This chapter refers to the class of infinite horizon singular optimal control prob­
lems. The dynamics of the state process x(-) being controlled are governed by a 
stochastic differential equation (SDE) of the form
dx =  /(x(£), u(t))dt + <j(x{t), u(t))dW(t), x(0 ) = x,
where /  and a satisfy the usual conditions under which this SDE has a unique solu­
tion. See [13, IV, and Appendix D]. The time evolution of x(-) is actively influenced
by another stochastic process u(t), called the control process. In classical control
\
problems the displacement of the state process x(-) due to the control effort is ab­
solutely continuous. But in singular control problems this displacement is allowed 
to be discontinuous. Our optimal control problem consists in minimizing over all 
control processes u(-) in an appropiate class U an infinite horizon discounted cost 
functional
Ju{x)= E x [°° e~0tL(x(t),u(t))dt.
Jo
The functions / ,  <r and L will be specified in section 3.2. The value function for 
this stochastic control problem is defined to be the infimum over U. of the costs 
and it is a function of the initial state x , that is,
v(x) =  inf ./“(or).
“ (-)
An optimal control process u*(-), if it exists, is an argument that minimizes the cost 
functional. The dynamic programming equation for a stochastic control problem 
is a second order nonlinear partial differential equation (PDE) that provides an
51
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approach to solving optimal control problems. The value function is a solution of 
this PDE in an appropiate sense to be discussed later. The dynamic programming 
equation for a  singular stochastic control problem consists of a pair of differential 
inequalities, called a variational inequality, of the form
max (ar, i;(m), t / (a:), i / ' ( x ) ) , F 2 ( x , v ( x ) , i / ( x ) ) ]  =  0 ; for all x  in 1R.
3.2 A  Singular S toch astic  C ontrol P rob lem
Let’s consider the one dimensional stochastic differential equation (SDE)
dx(t) =  [6ar(t) +  u(t)]dt +  ex (t)dW(t),
where ar(0) =  x  is the initial state, W(t) is a Brownian motion, the control «(•) 
is a nonanticipating nonnegative measurable function of time, i.e.
u(-) €  U =  (u(-) € L°°([0 , oo), [0 , oo)) : «(•) is nonanticipating},
b and e are constants such that 6  <  0 and e > 0 is small enough. We consider the 
cost functional
F {x) =  E* e -‘[(x(f) -  K ) 2 +  u(*)]dt,
Jo
where Ex is the conditional expectation given the initial state x , K  is a constant, 
and x(-) is the solution of the above SDE, given ar(0) =  x and the control u(-) 6  U. 
The value function for this control problem is defined in the usual way as
v(x) = in f^ (rr) .
«(•)
3.3 C ontrol P rocesses o f B ounded  V ariation
Due to the linear dependence of the running cost on the control u, in general there 
does not exist optimal controls in the class U. In small periods of time optimal 
controls take arbitrarily large values. For this reason we reformulate the above
52
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
control problem following exactly Fleming and Soner’s work [13, page 315-319]. 
Let’s rewrite the state dynamic as follows, let
, . I*(*)rl«(*). if«»(»)#0 ,u(x) =
0 , if u(s) = 0  ,
and
£(*) =  [  K »)l*-Jo10
Then the stochastic differential equation for the above control problem becomes 
dx(t) =  bx(t) dt +  u(£) d£(t) + ex(t) dW(t), t > 0, (3.1)
with the usual hypotheses on the Brownian process W(t). We now regard
*(*) =  f  «(s)d^(s),
J[o,t)
as the control variable at time t. However, in order to obtain optimal controls, we 
must enlarge the class of controls to admit z(t) which may not be an absolutely 
continuous function of t. But we assume that z(t) is a function of bounded variation 
on every finite interval [0 , t]; namely, the function z(t) is the difference of two 
monotone functions of t. The total variation of z(-) on [0, t) is given by
£(t) = sup{]T |z(ti) -  z(tf_i)| : 0  = #0 <  h  < ■ • • <  tn =  t}. 
i= 1
Let /x(-) be the total variation measure of z(-), that is
£(<) =  [  M s)- 
J[o,0
Then
(i) (̂-) is nondecreasing, real-valued, left continuous with f(0) =  0.
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Here we identify the process z(s) with the pair (£(*)»“ ('))» uniquely determined, 
with z(*) and £(•) progressively measurable. See [13, Appendix D].
Also we assume that
(ii) u(s) G [0,oo), for /z-almost every 8 > 0,
(iii) E\z(t)\m <  oo, m =  1,2, • • •,
where E  stands for expectation. Let A  be the set of all progressively measurable 
z (’) = (£(•)>“ (•)) satisfying the above conditions (i), (ii), (iii). Thus, for a given 
x  G IR, the usual Picard iteration gives arn(t), n =  1,2, • • • , such that
xn(t) — z(t) — y x(t) — z(t), as n — y oo,
with probability 1 , uniformly for bounded t. The process x(-) is the unique, left 
continuous solution to
x(t) =  x +  z(t) +  f  bx(s)ds+ f  sa;(s)cL;(s), t  > 0 ,
J o  Jo
with
*+(<) -  x(t) =  z+(t) -  z{t).
Note that x(t) is not in general continuous. In fact, at every t > 0,
x+(t) = limx(s) =  x(t) +  z+(t) — z(t)iii
=  ar(t)+«(*)(£+(*)-£(*))•
We want to minimize over all z{•) =  (^(-),u(-)) G A  the cost functional which 
becomes
J*’“(x) = E X r  e“*[(ar(t)- K ) 2dt + u(t) d£(t)], (3.2)
J o
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where E* is the conditional expectation given the initial state x, K  is a constant,
and x(t) is the solution of (3.1), given x(0) =  x  and the control process z{-) =
(^(•),«(•)). The value function v is defined as usual
v(x) = inf J f,u(a:). (3.3)
A
The interpretation, roughly speaking, is that we are attempting to ‘steer’ |x(£)—K\ 
to zero with minimum ‘use of fuel’.
3.4  T he D ynam ic P rogram m ing E quation
According to [13, page 318-338] the value function v(x) satisfies the Dynamic 
P rogra m m in g  Principle, which says that V x  6  1R, <5 > 0
v(x) =  inf ^E* J e“*[(x(£) — K )2 dt +  u(t) d^(t)] +  v(x(S))
Also, from the above reference v(x) is a viscosity solution of the Hamilton-Jacobi- 
Bellman (HJB) equation
max [Cv(x) — (x — K )2, H (t/(x))] =  0, —oo < x <  oo, (3.4)
where C is given by
Cv{x) =  v(x) — ie 2 x2u//(x) — bx t/(x),
and
H (t/ (x)) =  sup(—i/(x)u — u )=  —v'(x) — 1 ,
M=i
provided that v is a polynomially growing real-valued continuous function on IR. 
In fact, we will show in Lemma 3.1 that the value function v for our stochastic
control problem satisfies a polynomial growth condition .
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3 .5  T h e Free B oundary
The HJB equation (3.4) is equivalent to a set of differential inequalities 
£(x) — (x — K )2 < 0, —i/(x) — 1 <  0 , for all x  6  IR,
and
[£(x) — (x — K)2][—i/(x) — 1] =  0, for all x G IR.
Therefore,
if £(x) -  (x -  K )2 <  0, then -  t/(x) - 1 = 0 ,  (3.5)
and
if — i/(x) — 1 <  0, then £(x) — (x — K )2 =  0. (3.6)
The state space splits into two regions, the ” no-action ” region where (3.6) holds,
and the ” push ” or ” active ” region where (3.5) holds. These two regions are
separated by the so called free boundary B where both —t/(x) — 1 =  0 and £(x) — 
(x — K )2 =  0 hold. Nonsmoothness of the value function often occurs only along 
the free boundary B. The property of smooth fit is said to hold for a particular 
control problem if the value function is smooth enough along the free boundary 
B so that it solves the HJB equation (3.4) in the classical sense. Therefore, the 
dynamic programming equation is also called a free boundary problem, since the 
crucial step in solving it is to locate the subset B, the free boundary, where there is 
a switch between the conditions (3.5) and (3.6). Then we have the following three 
subsets of the state space IR. The jump or push region is
J  =  {x 6  IR : —v'(x) — 1 = 0  and £(x) — (x — K )2 < 0 }.
The null or no-action region is
N  =  {x 6  IR : — v \x)  — 1 <  0  and £(x) — (x — K )2 =  0 }.
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The free boundary is
F  =  (x G IR : —t/(x) -  1 =  C(x) -  (x -  K)2 =  0 }.
In our research we’ve found that the smooth fit properly depends on the parameters 
of the problem . We will prove that the free boundary for the stochastic control 
problem (3.1), (3.2), (3.3), (3.4), is just one point, say a  , and that for the special 
case of K  =  ^  the value function v €  C^IRX {a}) and it is not C2 at a. Also we 
will discuss in this chapter the other two cases K  < 1= ,̂ and K  >  but their 
complete solution is not presented in this thesis.
3 .6  P olynom ial G row th C ondition o f th e  V alue 
Function
Lem m a 3.1. The value function v for the stochastic control problem (3.1), (3.2),(3.3), 
majorized by a quadratic function. More precisely, there exist M  > 0, and N  6  IR, 
such that,
0 <v(x) < M x2 + N x + K2, V xe lR .
Proof.
The state equation (3.1) with u(*) =  0, £(•) =  0, becomes
dx(t) =  bx{t)dt + ex(t)dW(t); with x(0 ) =  x,
which is a linear stochastic differential equation whose solution, according to [7], 
is given by
x(t) =  x  exp [(6  — e2/ 2)t + eW(t)]
=  x  exp [(6  — e2/2)t] exp [eW{tj\.
It is easy to check this using Itcfs rule. Since W  is a Brownian Motion, then
p = EW(t) = 0 , cr2 =  E \W (t)]2 =  t, and W(t) is Gaussian,
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Therefore, the mean of the process x(t) is:
Exit) = x  exp [(6  — e*/2) 
x  exp [(6  — ^ /2 )
=  x  exp [(6  — e2 / 2 )
=  x  exp [(6  — e2 / 2 )
=  x  exp [(6  — £2’/2)
=  x  exp [(6  — e2 / 2 )
E[ exp (eW(t))]
i  r °  3?
m L e* * (e* - 2 i )dxy / 2 n t  j  —oo 
1 f°° x2 te2 te2
2 t - £ x + T ~ T )]dx
1 f°° _  r / x
i / s i s y _  [ w  ] K p  ( 2 )<fa
1 r *  r ( x e^ \ 2\ d*
7 ?  ■ *  (T )V5F-
Therefore,
l?x(t) =  x  exp (bt). (3.7)
On the other hand,
E(x(t))2 =  E[x2 exp (2(6 — ^/2 )t)  exp (2eW(t))]
=  x2 exp (2 (6  — £ /fy t)E \ exp (2 eW(t))]
=  x2 exp ((26 -  e*)t)-^== J exp (2ex — ^ ) d x
=  x2 exp (26t) exp (—e2t)-^=exp(2 te2) f  exp [—(-7 = — >/2 te)2]-^=
*/—00 y 2t
=  x2 exp (26t) exp (—e2*) exp (2 te2) -^=v/7r.
y/%
Therefore,
E(x(t))2 = x2 exp (26t) exp (te2). (3.8)
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Now, using (3.7), (3.8) after taking the control process «(•) =  0, £(*) =  0 , for all 
i 6 R
J°'°(x) = E* f°°  e"‘[x(t) -  K]2dt 
Jo
=  e~iE{x{t))2dt — 2K J ° °  e~* Ex(t)dt +  K 2
= x2 f  exp [(26 +  e2 — l)£]dt — 2K x f  exp [ (6  — 1 )t]dt 4- K 2 
Jo  Jo
+ K 2. (3.9)s 2 - 2 K x
1 — 26 — e2 1 - 6  
Therefore, by definition of the value function v
0 < t/(x) <  M x2 + NX + K2, (3.10)
where
1 , - 2  K  „
1 — 26 — g2 * “ d ^ = 1 ^ -  °
3.7  C on stru ctin g  th e  C andidate V alue F unction
The running cost (3.2) is quadratic and convex, thus v is convex as a function 
of x, see [4, page 134-185], and [13, Chapter VIII]. Therefore, v is continuous on 
IR and locally Lipschitz, see[21]. Also v turns out to be almost everywhere twice 
differentiable, see [13, Appendix E]. We will first construct a nonnegative convex 
polynomially growing solution V  of (3.4) and then using the Verification Theorem 
[13, Theorem VIII 4.1] we will show that V  =  v . In order to construct a candidate 
value function we look in this section for a solution of (3.4) which is C1 in IR and 
C2 in IR \  {or}, with a to be determined.
Theorem  3.2. The value function v for the stochastic control problem (3.1), (3.2), 
(3.3) is convex. Moreover, the free boundary is just a single point, say a. Also the 
free boundary a  is determined by the data of the problem. I f  K  = then v 
satisfies v 6  C^IR \  {a}), and v is not C2 at a, and a =  0.
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Proof.
We set
a  =  inf{x : —i/(x) — 1 <  0 }.
Notice that the set {x  : —t/(x) — 1 <  0} is nonempty; otherwise, (3.4) would imply 
if(x) =  —1 for almost every (a.e.) x  6  IR, so v would take negative values in JR. 
In fact, by the Fundamental Theorem of Calculus, given a < x
v{x) — v(a) = I i/(s)ds =  I (—l)ds =  a — x.
Ja Ja
Hence, v(x) < 0 for large x. This is a contradiction. Then a < -f oo . By convexity 
if is increasing ; therefore, —if{x) — 1 <  0, for a.e. x  > a. Then using (3.6)
u(x) — \- ^ x 2if'{x) — bxv'(x) — (x — K )2 =  0, for a.e x > a. (3.11)
On the other hand, using (3.4) again and by convexity of v
v'(x) = —1 , for a.e. x  < a. (3 .1 2)
We’ll see later in Corollary 3.5 that —oo <  a  We now solve (3.11) and (3.12) 
finding out where a  is located in terms of the data of the problem. Let ojp be a 
particular solution of the nonhomogeneous equation (3.11)
ojp(x) =  Ax2 +  B x  +  C,
where
2  TCA =  (1  -  e2 -  26)-\ £  =  - £ —_  and C = K 2. (3.13)
#
Let ug be the general solution of the homogeneous Euler equation 
oj{x) — ^-^x2<J'{x) — bxuf{x) =  0  , x > a,
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thus
wa(x) =  Ci\xY* + C 2|arr,
for any x  > a  in any interval not containing the origin, where and r% are the 
solutions of the quadratic equation
r2 +  ( | - l ) r - | = 0 .  (3.14)
Thus,
1 r/, 26. , 26.« 8 . i ,
n *  =  5 K1 -?)=•=  (f1 -  ^2 ) +  ?)*]•
So ri >  2 for e > 0 small enough, and r2 <  0. Then the general solution lj of (3.11) 
can be expressed either as
w+(x) = ujg +  Up = C\\xY* +  C2Ixp +  Ax2 -f B x  +  K 2, for x > a >  0, (3.15)
or as
Cfla:^ + C;\x\r>+Ax2 + B x + K 2, i fa < x < 0 ,
(3.16)
C1+|x|n +  Ct\x\^ + A x2 + Bx + K 2, if o < 0 < x.
Note that in case that a < 0, we need two expressions of the form of (3.15) and 
we have four constants, two for each expression of u>(x) on each side of the origin. 
With the next two lemmas we elliminate some of these terms.
Lem m a 3.3.
Ci =  C+ =  0.
Proof.
Note that for e > 0 small enough, r*i > 2, then by the quadratic bound in (3.10) 
we must have C\ — = 0 . □
Lem m a 3.4.
—oo <  a  <  0 =*> C2 =  C2 =  C£ == 0.
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Proof.
Let’s consider the control system (3.1) with control «(•) =  0 , £(•) =  0, and 
initial value x(0) =  0. Thus, (3.1) becomes
dx(t) =  bx(t)dt +  ex(t)du(t) , with x(0 ) =  0 .
So x(t) =  0 is the solution . Therefore,
0 <  u(0) < J°’0 (0) = E ° f  °° e - '& d t = K 2 < o o .  (3.17)
Jo
On the other hand , if C% 0 , then |w_(ar)| — > oo , as x  0“ . This contradicts
(3.17). Therefore , we must have C.f =  0. Similarly, C£ — C2 — 0. □
Corollary 3.5. a > —0 0 . That is, a is a real number.
Proof.
Let’s suppose that a  =  —0 0 . By Lemmas 3.3, 3.4 we have Cf = C} =  C* =  0 
. Thus, (3.16) becomes
/
Ar2 +  Bx  +  K 2 + C f |x|n , if x < 0 ,
A t2 +  Bx  +  K 2, if x > 0 .
So, u/_(x) = 2Ax — v —0 0  , as x  -» —0 0  since A > 0 , for e > 0 small enough. 
But this is impossible because (3.4) yields t/(x) >  —1 , for a.e. x G IR . Therefore, 
a > —0 0 , and hence a  is a real number. □
Corollary 3.6. I fa  — 0 ,  and ifv  = u>+, then v is not C2 at a. Moreover, a  =  0 
if and only if K  =
= i
Proof.
We show that if a =  0 then v"(a) does not exist. By Lemmas 3.3, 3.4 the 
constants C\,C-i in (3.15) verify C\ =  C2 =  0. Hence u>+(x) = Ax2 + B x  +
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K 2, for all x  > a  =  0, thus, a/£.(0+) =  2A ±  0 =  «"(0“ ). Moreover, t/(a) 
implies 2A a  +  B  =  —1, and using (3.13)
, r̂  1 — 6  1 — 26 — e2  na = (K - — )— r - r - = 0 ,
if and only if K  =  .
Finally, the candidate value function V  can be written as 
Case a < 0.
V(x) =  <
a — x  +  Q(a) +  Cx la l^ , if x < a  ,
Q(x) +  Cf|x |n , if a  <  * <  0 ,
Q(x), if x  >  0 ,
where
and
Q(x) = Ax2 +  Bx + K 2, C i^ O ,
1 - 6  ( l —2 6 - « ? ) ( n  - 1 )  K - 1 ~ b
a = { K  2  Cl-*)  ( n - 2 ) *  K <  —
Case a  > 0.
V(x) =  < 
where Ci ^  0 , and
a — x  4- Q(a) +  C’alorl'5, if x < a  ,
Q(x) + C*|*|r*, if x > a  ,
1 — 6 . (1 — 26 — e2) (r2 — 1) _ ._  „  1 - 6
« - ( * - —  ) k (1_ t) (r2 _ 2 i > ° .  *  * > — ■
Case a  =  0.
r
- x  + K 2, if x  < 0  , 
Q(x), i f x > 0 .
The constants C f, C2 will be determined below.
V(x) = <
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3 .8  T he C andidate V alue F u n ction  for th e C ase
K  < 1 - 6
Lemm a 3.7. Suppose that K  < Consider the function V  defined by
V(x) =  <
a  — x  + Q(a) +  Cf|ot|7, i f x < a ,
Q(x) + C f  |z|7, */ a < x  <  0 ,
Q{x), i f  ar > 0 ,
where 7  >  2 is the positive solution of the quadratic equation (3.14) for e > 0 small 
enough and
Q(x) =  Ax2 +  B x  4- K2, and C f  0, 
with A and B  given by (3.13). Then V is in C^IR) i f  and only if
i k  1 — i) , 0  f3 ie ,
a ~ ( K -----------------(1 — b) ( 7  — 2) (318)
and
_ 2AM^ 2  
1 7 ( 7 - 1 ) '
Proof.
Note that from the definition, V  E C°°(1R\ {a,0}). It is easy to check that V  is 
C2 at 0 since 7  > 2. Let’s see when V  is C2 at a. Prom the definition
Vi(a) = -1 ,
V\.{a) — 2 Act +  J3 + C f  7 |a |7 - 1s<7n(a!),
Vl{<x) =  0,
*?(«) =  2A + C f7 ( 7  — l) |a |7-2,
where sgn(-) is the signum function. Therefore, the function V  is C2 at a  if and 
only if
2A a  + B  + Ct 7 |a |7 1s^n(o:) =  —1,








C'-'vlal7 - 1  _  2A|a|
2Act + B  +  [—7— ^~]sgn(a) =  —1 .
(t  — 1)
2A a ( l -  — j ) = - ( B  +  l).
Thus V  is C2 at a  if and only if
- ( £  +  !) (7 - i )  
2 A  ( 7  -  2)
a  =
l - 6 ( l - 2 6 - £ 2)(7 - l )  
-  ) - - r _ 6 )  (7 —  2j
and Cx solves (3.20). □
Lemma 3.8. Suppose that K  < and that a satisfies (3.18). Then the function 
V defined in Lemma 3.7, with C f satisfying (3.20), is convex and positive.
Proof.
First, let’s see that the function V  is convex. Note that from Lemma 3.7 the 
function V is in C2 (1R).
t
0 , if x  < a  ,
V"(x) =  2A +  C f7 ( 7  -  l)|x|7"2, if a  <  x < 0 ,
2A > 0 , if x  >  0 .
But from (3.20)
_ _  2AM2- 7C f =
7 (7 - 1)*
V“(x) =  2 A + [ - ^ E ^ h ( 7 - l ) k r 2, V*6[o,0]
=  2 A -  2A|a'|2- 7 |x|7-2, Vx e  [a, 0]
=  2A[1 — (|—I)7-2] > 0, Vi€[or,0].
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Therefore,
V"(x) >  0 , Vx € ffi-
Hence, the function V  is convex. Now, let's prove that the function V  is positive,
(i) Case o f : 0 < K  <
Since V'(0) =  B  =  < 0 and V  is convex, then it must attain its minimum
value at a point x0 >  0. Thus, the function V  attains its minimum when Q'(xo) =  0, 
that is when xo =  —̂  >  0. Therefore, Vx € IR we have
V(x) > + K 2
-  s - s * *
=  ~ U  + K *
_  4K* ( 1 - 2 6 - a + i f2
(1 -  6 )2 4
(1  — 26 — e2) ^
-  (1  — 6)2  + K
-  K  I1 (1 - 6)2 J
=  ^  -  ft)2 -  (1  -  26 -  e2)]
-  * V h ^ +£S>>0-
(ii) Case of : K  < 0 <
Since V'(0 ) = B  =  > 0, then V  attains its minimum at a point a < x<j < 0.
Then
V \x Q) =  2 A x q + B -  C r7 |xol(7- 1} =  0.
Therefore,
V(x) >  A x\ +  B x0 +  K 2 +  C f|x0|7, Vx 6  IR. (3.21)
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Now, by convexity
V"(x) = 2 A  + C f (7  -  l)7 | x r 2 >  0,
then
(3.22)
Now we retake (3.21) using inequality (3.22)
Now finding the minimum value of this quadratic expression.
B2 7 ( 7 - 1 )  B2 7 ( 7 - 1 )  2
4 A ( 7 - 2 ) ( 7  +  l)  2 A ( 7 - 2 ) ( 7  +  l)
B2 7(7  ~  1) , Jf2
4 A ( 7 - 2 ) ( 7  +  l)
4K 2 1 7 (7 - 1) .
(1 -  6)2 4A (7 -  2)(7 + 1 )
-  h ( 1 - 2 6 - e 2) 7(7 - 1) ]
"  A Li (1 -  6)2 ( 7  — 2 )(T +  1)
jg2[(l -  b)2(y -  2)(7  + 1 ) ~  (1 ~  26 -  62)T(7 -  1)]
(1 -  6)2(7 -  2) (7 + 1)
_  if2 [(i _  26-f 62) ( t2 -  7  -  2 ) — (1  — 26 — ^ ( t 2 -  7 )]
"  (1 - 6)2(7 - 2) (7 + 1)
K2̂ ^ 2 -  &27  -  262) +  46 +  (e2̂  -  e*7 -  2)] 
( 1 - 6)2(7 - 2 ) ( 7 + l )
0 4
V(jc) >  Ar2 +  &r0 +  K 2 -  - 7 — ^ * 0
7 ( 7 - 1 )
=  A[1 — 1 J jq +  B xq +  K 2
X q +  B xq  +  K 2 .
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Reproduced  with permission of the copyright owner. Further reproduction prohibited without permission.
Now, 7  is one of the roots of the quadratic equation (3.14), so
e V - £ * 7  +  2 6 7 - 2  =  0 .
Then, since 7  >  2 and since 6  <  0,
y—2 )+ 4 t  — 247]
-  ( l - 6 ) 2 ( 7 - 2 ) ( 7 + l )
/^[62(7 ~  2) (7 +  1) ~  26(7 ~  2)1
(1 _  6)2(7 _2)(7  +  l)
^ ( 7  -  2 )[62(7  +  1) -  26|
(1 -4 )2 (7 -2 )  (7 +  1)
_  ^[42(7 +1) -  24] ,  „
_  (1 -  4)2(7+1)
Lemma 3.9. Suppose that K  < and a  satisfies (3.18). Then the function 
V  defined in Lemma 3.7 is a classical solution of the Hamilton- Jacobi-Bellman 
equation
m a x ^ O ^  v ,t/,t/'),F i(x ,u ,t/)] =  0 , —0 0  <  x  <  0 0 ,
where
F2(x,v,v ',v") =  v(x) -  ieV i/'O r) -  bxv'{x) -  (x -  K )2, Vx G IR,
Fi(®, u,t/) =  — t/ — 1 , Vx G IR.
Proof.
Since V  is C2, it suffices to prove that
(i) F1(x ,V ,V ')< 0 , Vx >  a,
(ii) F2(x ,V ,V ',V " )= 0 ,  V x > a ,
(iii) Fi(x, V, V") = 0 , Vx <  a,
(iv) F 2(x , V, V ', V ") < 0 , Vx <  a.
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P ro o f o f (i).
Let
V2(x) =  <
Q(x) +  C f |x|7, Va < x  < 0, 
Q(a:), Vx >  0 .
Then for a < x  < 0
Fi(x, V2(x), V'(x)) =  -V '(x )  -  1.
So, by convexity of V2
dx Fi(x, V^x), V2'(x)) =  -V?(x) < 0.
Then Fx(-, V2(-)t V^-)) is nonincreasing and it attains its maximum at 
Therefore, by (3.19)
Fi (x ,V2(x) X ( x )) < Fx(at V2(a), V^a))
= -2 A a  - B  + C f 7 |a |7 - 1  - 1  =  0. □
P roo f of (ii).
Let V2(x) = Q(x) +  C f |x|7, Va <  x < 0. Then
V2{x) =  Ax2 + Bx + K2 + Cr\x\'r,
V±{x) = 2Ax + B + C f7 |x|7_1s£n(x),
V2"(x)) =  2A +  Cf(7 -  l)7 |x|1“ 2.
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Then
i W ,V ? W ,V 4 " W )  =  ^  W  -  J ^ V 2" (x )  -  f e r V ^ r )  -  ( I  -  K f
=  Ax2 +  5 x  +  if2 + C f |x |7
-  |«v[2A+cf (7 -  lfr^r2]
— 6x[2 Ax +  B  +  C f 7 |x|7- 15^n(x)] — (x — liQ2 
=  [A(l — 26 — e2) — l]x2
+  [B ( l-b )+ 2 K \x  
+  [ l - y 7 ( 7 - l ) - & 7 ] C f | a r | 7 
=  [ l - l ] x 2 +  [ - 2 ii: +  2 iC]x 
+  | [ 2 - e 2T2 + e 27  -  2 6 7 ]C f|x |7 
=  0.
Since 7  is the positive solution of the quadratic equation (3.14). The calculation is 
the same for 0 < x, except that C f = 0 . □
P roof of (iii).
Let V\{x) =  a — x +  Q(a) +  C f  |a |7, Vx < a. Then it is clear that 
Fi{xt Vi(*), V{{x)) =  -V '(x )  - 1 =  1 -  1 =  0. □
P roof of (iv).
Let Vi(x) =  a -x + Q (a)+ C f |a |7, Vx <  a. Note that Vf(x) =  — 1, and Vf(x))
0 .
We recall
C f H 7  =  2 ^ |a |2
7 (7 - 1 ) ’ 
and define
0  = K  — —jr—.
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Then
„  , 20 
B + l = ~7= i’
_  „ (1 — 2 6  — e 2)  (7 —  1)
P (1 - 6) (7 - 2)'
Then,
f i h H W X W X W )  = vl{ x ) - ^ ^ v ; ( x ) - b x V i ( x ) - ( x - K f
=  a  — x +  Q(a:) +  C f |a:|7  +  6x — x2 4- 2Kx  — if 2 
= - x 2- ( l - 6 - 2 i r ) x  + (B + l)a +  ̂ a2 + C1-|a r
= ^  +  2 ^ ___ ! £ _ Q +  Aa2 _ J A j a j l
+  P (1—6) 7 ( 7 - 1 )
=  —x 2 +  2 /3x  — 2 J?2 ^  ~  26 — e2) ( 7  — 1 )^  2/3 ( 1 _ 6)2  ( 7 _ 2)
=  —x2 +  2 /?x — 2/32—— 26 — —
( 1 - 6 )2 ( 7 - 2 )
, 02^ 7  +  1 )(7  -  2) (1 -  26 -  e2) (7  -  l )2
7 ( 7 - 1 )  J (1 -6 )2  (7 _2)2-
Therefore,
f t l x . K W . W . f f l )  =  — x 2 +  2 / 3 x  — /32(1 ( 1^ t ) f ) ^ 7 _ 1 ’ 2) . 
The roots of the quadratic expression on the right hand side are:
* „  =  / » ± w ^ i - (1 (1 “ 4)1* ) J 7 _1j )
since /? =  (if  — 1= )̂ <  0. To show 2*2 <  0, Vx < a, it is enough to prove that
a <  min(xi,X2).
7 1
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In fact, we shall prove that
a  =  min (*i, X2) =  x%. (3.23)
Note that if >  1* r̂ iere ^  nothing to prove. Let’s assume that
(1 -2 6  —e2) ( 7
(1 - 6 )2  7 ( 7  — 2 ) —
Note that since
(1  — 26 — e2) (7 —1)a = P-
(1 -6 )  ( 7 - 2 ) ’
f = 1 + V
( (1 — 26 —£■0 ( 7 - I ) 2>—-r
(1  -  6)2 7 ( 7  -  2)
4=>
f - V
I a ( 7  -  1)
07(1 - 6)
<=s- (f- l>’ = a  ( 7  - 1) 0 7 (1 -6 )
4=*- (—)2 — 2— 
y  0
a  ( 7  - 1) 
0 7 (1 -6 )
4=>
a_ _ 2 = _ ( 7 -1 )
7 (1 -6 )-
On the other hand,
2 _ o  =  ( l - 2 6 - e * ) ( 7 - l )  ^
0  (1 - 6) (7 - 2 )
(1  -  26 -  e» ) (7  -  1) -  2 (1  -  6 ) ( 7  -  2 )
(1 — 6)(7  — 2)
7  — 1 — 2 6 7  +  26 — £ * 7  +  e2 — 2 7  +  4 +  2 6 7  — 46
(1 — 6) (7  — 2)
_  —y +  3 — 26 — £ ^ 7  +  e2
~  (1  — 6) (7  — 2)
_  —7 2 +  3 7  — 2 6 7  — eP'y2 4- ̂ 7  
~~ (1  ~  6)7(7 “  2 )
But 7  is one of the roots of the quadratic equation (3.14). So,
^T 2 +  2 6 7  — ̂ 7  — 2  =  0 .
72
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
Therefore,
a _  2 _  —T2 +  3 7 - 2
0  ( 1 - 6 )7 (7 - 2 )
- ( 7  —  2 ) ( 7 — 1 )  
(1  -  6 )7 ( 7  ~  2 ) 
( 7 - 1 )
7 (1 - 6)-
Thus, (3.23) holds. □
3.9  T he C andidate V alue Function  for th e  C ase  
K >  if*
Lemma 3.10. Suppose that K  > 1 ^ , we consider the function V  defined by
. a — x + Q(a), i f x < a ,
V{x) =  *
Q(x) +  C2\x\f>, i fa < x ,
where p < 0 is the negative solution of the quadratic equation (3.14), with e > 0 
small enough, and
Q(x) = A x2 +  Bx +  K 2, and C2 ?  0, 
with A and B given by (3.13). Then V  is in  C (̂1R) if and only if
( 3 - 2 4 )
and
2 A \a f-r  
2 ~  p ( p - l Y
Proof.
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Note that from the definition, V  €  C°°(IR \  {a}). Let’s see that V  is C2 at a. 
From the definition,
viipc) = - l,
V+(a) = 2Aa + B  + C2pla\p~1sgn(a),
V"(<*) =  0,
V"(a) =  2A + C2p ( p - l ) \ c * r 2,
where sgn(-) is the signum function. Therefore, the function V  is C2 at a  if and 
only if
2 Act + B + C2p\o\t>~1 sgn{a) =  —1, (3.25)




_ to—i   2 A \a \
C 2 P |tt| i j ^ r y
2A a  + B + [— — -J-]sffn(a) =  —1 .
\P -  1 )
2 A a (l  1— ) =  - { B  +  1).p — 1
Thus V  is C2 at a  if and only if
- ( g + i ) ( p - i )
2  A (p — 2 )
-  (K ( p - 1 )  ^  n
-  ( * - — > (1 - 6 ) (p — 2 )
and C2 solves (3.26). □
Lemma 3.11. Suppose thatK  > ^  and that a  satisfies (3.24), then the function 
V  defined in Lemma 3.10, with C2 satisfying (3.26) is convex and positive.
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Proof.
First, let’s see that the function V  is convex. Note that from Lemma 3.10 the 
function V  is in C^IR).
V"(x) = <
0 , if x  < a ,
2A + C2fi(p — 1 ) lari'*-2, i fa r<x .
But from (3.26)
C2 = 2A\a\2~p
V"(x) =  2A + [ - 2̂ ^ ] p ( p - l ) \ x r \  1 x > a
=  2  A -  2 y l |o r j2 - p | x | p “ 2 l Vx >  a
=  2 A [ 1  -  ( |- |) 2-pl > 0 ,  Vx > a.x
Therefore,
^"(x) > 0 ,  Vx e  JR.
Hence, the function V  is convex. Now, let’s prove that the function V  is positive.
Since V'(x) =  —1 < 0, Vx <  a, then by convexity the function V  a t ta in s  its
minimum at some xq > a. Then
V'{zQ) = 2Ax0 + B -  C a p l x o l ^  =  0.
Thus,
C*21̂ 01̂ * =  Xq  Xo-
P P 
7 5
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Therefore, Vx G IR
V{x) >  Axq + Bxq + K^ +  C2 |x0|p
=  Ax% +  Bx0 +  K2 +  ( — — X q  —  —x q )
P P
= A i l - ^ x l  +  B f r - ^ x o  +  K 2 
P P
Now, finding the minimum value of this quadratic expression
V(«) >  /  ]»
V “  P 1 P 2 A (p -2 ) J
( p - l ) r B(p — 1) p ^
+ B - J ~ { ---—  S ( ^ 2 )1 + ^
=  B2 (p -  l ) 2 { / f 2
4A p(p — 2) 2A p(p — 2)
-  * 2 ( P - D 2 . r(1
4-4 p(p — 2 )
=  4 J^  1 ( p - l ) a . rX!
( l - 4 ) 2 4 4 p ( p - 2 ) + n -
-  q - z t - O t P - D 2,
1 (1 -  *)2 P ( P - 2 ) J
K*[(l -  fc)ap(p -  2) -  (1 -  24 -  t»)(p -  l)2]
(1 — 4)2p(p — 2)
-  24 +  42)(p2 — 2p) — (1 — 24 — e2 )(p2 — 2p +  1)) 
( l - 4 ) 2p ( p - 2 )
J\^[(4V -  24V) - 1  +  24 +  ( e V  -  2eV +  e2)]
(1 -  6)2p(p -  2 )
ir* [4 V  — 2p) -  1 +  24 +  (e V  -  gV) +  (p2 -  e^p)!
(1 -  4)2p(p -  2 )
Now, p is one of the roots of the quadratic equation (3.14), so
e*p2 — e?p +  26p — 2  =  0 .
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Therefore,
> ^ P i P  -  2 ) -  1 +  26 +  ( 2  -  26p) +  (g2 -  g»p)]
U "  (1 — 6)2p(p — 2 )
— 2 ) + 1 +  (g2 — e?p) +  26 — 26p]
(1  — 6)2p(p — 2 )
F ^ p ^ p  — 2 ) +  p +  (e2̂  — gV 8) +  2bp — 2bp*\ 
( l - 6)2p2 ( p ~ 2 ) 
fC2 [62p2(p —2 ) + p + ( —2  +  26p)+26p —2 &P2]
( l - 6) V ( p - 2 )
_  •ftT2 [62p 2 ( p  — 2 )  +  ( p  — 2 )  - f  4 6 p  — 2&P2] 
( l - 6 ) 2p 2 ( p - 2 )
= ^ [ 6V (p  -  2 ) +  (p -  2 ) -  26p(p -  2 )]
(1  — 6)2p2(p — 2 )
ff2 ( p - 2 )[62p2 +  l -26p]
(1  -  6)2p2(p -  2 )
Lem m a 3.12. Suppose that K  > and a  satisfies (3.24). Then the function 
V defined in Lemma 3.10 is a classical solution of the Hamilton-Jacobi-Bellman 
equation
max[F2(ar, =  0 , —oo <  x <  oo,
where
F20r, v, v', v") =  v(x) — \-e*x2vT(x) — 6xt/(x) — (x — K )2, Vx £ IR, 
Fi(x,v,t/) = —1/  —1 , Vx€ IR.
Proof.
By Lemma 3.10, V  is C2, then it suffices to prove that
(i) Fx(x,V,V') < 0 , Vx > a,
(ii) F2 (x, V, V \ V") =  0, Vx > a,
(Hi) F 1(x,V’,V’') = 0 , Vx <  a,
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(iv) F2(x, V, V', V") < 0 , Vx <  a .
P ro o f of (i).
Let
V2(x) =  Q(x) +  C2 |x|p, Vx >  a, 
with Q(x) =  A t2 +  B x  +  K 2. Then
Fl (x,V2(x),V'(x)) =  -V '(x )  -  1.
So, by convexity of V2
»?(*)) =  <  0 .
Then V (̂-)) is nonincreasing and it attains its maximum at x  = a.
Therefore, by (3.25)
FxC^VaCxJ.VSfCx)) <  JFi(a,V5(o),V5f(o))
=  - 2 A r - B - C2p|x |p“ 1 - 1  =  0. □
P roof of (ii).
Let V2(x) =  Q(x) +  C2 |x|p, Vx >  a. Then
V4(x) =  A r2 +  Sx +  ^ 2 +  C2 |x|p,
V£(x) =  2Ar +  S  +  C2p|x|p- 1,
V?(x)) =  2A +  C2p(p — l)|x |p—2.
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Then using that p is the negative solution of the quadratic equation (3.14)
=  Ax? + Bx + K 2 + C2\x\p 
~  \<?x2[2A +  C2p(p ~  1)\x\P~‘t\
-  bx[2Ax + B + C2PIX1" -1] -  (x -  K )2 
=  [A(l — 26 — e2) — l]x2 
+  [B (l-b )+ 2 K ]x  
+  [ i - y p ( p - i ) - M c 2 N p 
=  [1 — l]x2 +  [-2K  + 2K]x 
+  | [2 -  e V  + e2p -  2bp]C2\x\p 
=  0. □
Proof of (iii).
Let Vi(x) =  a  — x +  Q(a) +  C2\a\p, Vx < a. Then it is clear that 
i*i(x,^(x), V{(x)) = —V[(x) -  1 =  1 -  1 =  0, Vx <  a. □
Proof of (iv).





B + 1 =  P
1 - 6
_  (1 — 26 — £ » ) ( ,  — 1)  
01 ~  P (1 - 6) (p — 2 )*
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Then,
i f! ( i , n W , V ; ( i ) , W  =  V,(x) -  ie V V T M  -  bxVKx) - ( x - K f
= Vi(x)+6x-(x-liQ2
= a — x  + Q(a) +  C2 |q|p + bx — x2 + 2Kx — i<T2
= - x 2 -  (1  -  6 -  2K)x + (B + l ) a  + Aa2 + C*\a\p
2 2 /? o 2  Alai2=  —x +  2/?x — 7" rr-a +  Aa —
(1-& ) P(P~  1)
-  _ r r 2  4. 28x —  202- 1  ~  ~  g 2 )-  x + zpx  ( i - 6)2 (/> —2)
+ [1 - ^ T ) W “ |2
-  1 + 2PI i p  (1 _ 6)2 (p _ 2)
. Mr(P +  1)(P ~  2), (1 ~  ~  <?) (P ~  I )2
+  p(p - 1) 1 (1 - 6)2 ( p - 2 )2 -
Therefore,
F2(x, V,(*), K M , V('(x)) =  -* »  +  2 0 X  -  ^ { l  { l 2̂ b ) f )  (p P( p ^ y  
The roots of the quadratic expression of the right hand side are:
t  -  fl + lrtl /1 (1 -  26-fi2) (?-!)«
13 0 ± I/Jly 1 (1-6)2 p(p -  2)
-  J , ±  / .  (1  — 26 — e2) ( p T T ^ I
-  ^ { ^ V 1 ( 1 - 6 ) 2  p(p -  2) /  ’
since 0 = (K  — > 0. To show F2 < 0, Vx < a, it is enough to prove that
a  <  min(xi,X2).
In fact, we shall prove that
a  =  min (xi, X2) =  X2. (3.27)
80
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Note that if > 1* T^ere is nothing to prove. Let’s assume that
On the other hand,
a  I ( l - 2 6 - e » )  ( p - 1 ) 2
P V 1 (1-6)* p(p — 2)
_ a  (P ~  1 )
(EL)2 _ 2-  =  a  
V  p P p(l — 6)
(1  -  26 -  g2) ( p - 1)
( 1 - 6 )  ( P - 2 )
(1  — 26 — g2) ^  — 1) — 2 ( 1  — 6)(p — 2 )
(1  — 6)(p —2 )
p — 1 — 2bp + 26 — e2/? +  e2 — 2p 4 - 4 +  26p — 46
P P(1 — 6) 
«  (/=>-!) 
M l - 6 )
(1  — 6)(p —2 )
—p +  3 — 26 — eV +  e2 
(1  — 6)(/> — 2 )
—p2 +  3 p — 2bp — g2^ 2 4- e2/?
(1  -  6)p(p -  2 )
But p is one of the roots of the quadratic equation (3.14)
e2p2 +  2bp — e*p — 2  = 0 .
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Therefore,
o t_ 2  _  -P 2 +  3p -  2
V^x) =  <
P ( l - 6 ) p ( p - 2 )
~ ( p - 2 ) ( p - l )
( l - 6 ) p ( p - 2 )
-  f c - 1 )
-  P( l - b Y
Thus, (3.27) holds. □
3.10  T he C andidate V alue Function  for th e  
C ase K  =  i ^
Lem m a 3.13. Suppose that K  — we consider the function V  defined by
—x + K 2, i f x  < 0  ,
Ax2 + B x + K 2, if 0 < x  , 
with A and B  given by (3.13). Then,
(i) V  is continuous,
(ii) V  is in C°°(IR \  {0}),
(iii) V  is not C2 at zero,
(iv) V is convex,
(v) V  is C1 at zero,
(vi) V  is positive.
P ro o f of (i) , (ii) and (iii).
Note that the function V  is an affine function on the left hand side of 0 and a 
quadratic function on the right hand side of 0. Thus, V  is in C°°(IR\ {0}). On the 
other hand,
lim V{x) = V{0).
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V"{x) = <
So, V  is continuos. Furthermore, V"(0“ ) =  0 <  2A — Vr"(0+). So V is not C2 at 0. 
P roof o f (iv).
Note that
r
0 , for x  < 0  ,
2 A, for x > 0  .
So, V"(x) > 0 , Vx e  IR \  {0}. Therefore, V  is convex.
P roof of (v).
Clearly VT(0) =  —1 . So we only need to see that V|.(0 ) =  —1 . In fact,
<) TS O 1__
n ( 0 ) =  2 A(0 ) + B =  - i ^  =  - ^ ( — ) =  - 1 .
Therefore, V  is C1 at 0, and hence V  € C l(IR).
P roof of (vi).
Since V'(0) =  —1 <  0 then V  is decreasing in a neighborhood of 0. So V  does
not reach its minimum at 0. Then V  attains its minimum value at
B  ( - 2 JQ 1 _  1
X° ~  2A ~  [ l - b ) 2 A  ~  2A'
Thus, it will be enough to prove that V(xq) > 0.
V(x0) = Axo2 — ^ xo +  K 2
-  ^ ) 2- s + ' ¥ > 2
= i . (i -  » 2
4A  4
(1 — 26 — e2) (1  — 6 )2
4
e2 +  62
+
> 0.4
Lemma 3.14. Suppose that K  =  then the function V  defined in Lemma 3.13 
is a viscosity solution of the Hamilton-Jacobi-Bellman equation (3.4)
max [*2 (x, v, v \  v"), Fi(x, i/, t/)] =  0 , —oo < x < oo,
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where
F2 (x, v, i/ ,  t/') =  v(x) — — bn/(x) — (x — K )2, Vx € 1R,
F\(x, v, t/) =  — 1/  — 1, Vx 6  IFL
Proof.
It suffices to prove that
(i) ^ (x .F .n^ O , Vx >  0,
(ii) F2(x ,V ,V ' ,V " )= 0 , Vx > 0,
(iii) Fi(x, V, V') = 0, Vx < 0,
(iv) f 2(x, v; v", v " ') <0, Vx < 0,
and then [9, Theorem 1] implies that the function V  is a viscosity solution of (3.4). 
Proof of (i).
For x >  0 let V^x) =  Ax2 4- B x  +  K 2. Then V^(x) =  2 Ax +  F , Vx > 0. So
F 1(x ,V 2(x ) 1V^(x )) =  -V2'(x) -  1
=  —2Ax — B  — 1.
This affine function is decreasing and V£(0) =  —1 as shown in Lemma 3.13. 
Proof of (ii).
Since
V£(x) =  2 Ax +  B  and V '̂(x)) =  2A,
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then
M*. V2W. v?W. v?(*)) = V4(*) -  -  &>*?(*) -  (1 -  if)2
=  Ac2 +  B x  + K 2 — (2 .4 )
A
-  bx(2Ax + B) — (x — K )2 
= [ A ( l - 2 b - e ? ) - l ] 3 ?  + [ B ( l-b )+ 2 K \x  
=  [1 -  I ] * 2  +  [ - 2 #  +  2K\x 
=  0 .
Proof of (iii).
Let 14 (a:) =  —x  +  K 2 Vx <  0. Then it is clear that
Fi (x, Vi (x), V{(x)) =  -V[{x) -  1 =  1 -  1 =  0, Vx <  0.
Proof of (iv).
Note that V{(x) — —1, and V"(x) =  0. So,
=  V i( x ) - \< ? # V { '( x ) - b x V { ( x ) - ( x - K f  
=  V\ (x) +  6x — (x — iiQ2 
= - x  + K 2 + b x - x 2 + 2Kx -  K 2
= - x 2 -  (1 -  6 -  2K)x
= - x2 + 2 ( K - ^ ) x 
=  —x2 <  0. □
Lemma 3.15. Suppose that K  = and consider the junction u  defined by
u>(x) = K 2 — x, Vx G IR, 
then u) is a convex C°° (therefore, viscosity) solution of (3.4).
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Proof.
The function u/ is affine, so a/ E C°°(IR). We prove that
(i) Fi (x , uj, u/ )  = 0 , Vx E IR,
(ii) F2 (x,us,u/,cj") < 0, Vx E IR.
P ro o f o f (i).
It is clear that
Fi(x,cj(x),u>r(x)) =  — o/(x) — 1 =  1 — 1 = 0, Vx E IR.
P ro o f of (ii).
Note that u/(x) =  —1 , and o/'(x)) =  0. So,
Fi(x,  oj(x) ,cJ(x),  cu"(x )) =  (jj(x) — \-e*x2ui"(x) — bxu/ (x) — (x — K )2
=  cj(x ) +  bx — (x — K)2 
=  —x 4* K 2 4- bx — x2 +  2.Kx — K 2 
=  - x 2 -  (1  -  6  -  2 i^)x 
=  - i 2 +  2(K  -  i ^ ) i  
=  —x2 <  0 . □
3.11 A pplying a V erification  Theorem
We start with the definition of classical solution of (3.4) in the sense of Fleming 
and Soner, see [13, VIII, Definition 4.1]. We specialize this definition to our control 
problem (3.1), (3.2), (3.3).
Let O C IR*. Let V ^°(O y IR*) be the set of all IR*-valued functions of O which 
are Lipschitz continuous on every bounded subset of O, let Cp(0 )  be the set of 
all polynomial growing functions in C (0), and Ck(0) be the set of all k-times 
continuously differentiable functions on O.
8 6
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D efin ition  3 .16 . Let V  G C'p(IR) n C1(1R) with DV  E VJ f̂°(IR) be given. Define
P  = {x €T R .:H (V \x)) < 0}, 
with H  as in (3.4). The function V  is a classical solution of (3.4) i f V E  C2^ ) ,
C V ( x ) = ( x - K ) 2, VxGP, 
ff(V '(x)) = -V '(x )  - 1  < 0, Vx G IR,
and
CV{x) < (x — K )2, for a.e. x G IR,
where C is defined as in (3.4).
Now, we recall part of the verification theorem from [13, VIII,Theorem 4.1].
Theorem  3.17 (Verification). Let V  be a classical solution (in the above sense) 
of (3.4). Then for every x G IR
V(x) < J« (x ) , 
for any («(•),£(•)) G A , such that
lim in f e~tEx\y{x{t))\ =  0. (3.28)
t  ►OO
Theorem  3.18. Let’s consider the stochastic control problem (3.1), (3.2), (3.3), 
and let’s suppose that K  =  Then the candidate value function V  defined in 
Lemma 3.13 is the value function v, that is
V(x) =  v(x), Vx G IR.
The control («*,£*) given by (3.29), (3.30) below is optimal.
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Proof.
By Lemmas 3.13 and 3.14 the candidate value function V  defined in Lemma 
3.13 is a classical solutions of (3.4) in the sense of Definition 3.16. In fact, by 
Lemma 3.13 this candidate value function V  satisfies V E CP(IR) fl C 1(IR) with
V  € V^.°°(IR). Also, since a  =  0 is the free boundary for the stochastic control
problem in the case K  = ^
V  =  {x E IR : H(V'(x)) < 0}
=  {x E IR : —V'(x) — 1 < 0}
=  (0 ,oo),
with V  E C2(V) =  C2 ((0, oo)). Finally, by Lemma 4.17 (i),(ii),(iii),(iv),
CV{x) = ( x -  K )2, Vx E V,
H(V'(x)) =  -V '(x )  -  1 <  0, Vx e  IR,
£V(x) <  (x — K )2, for a.e. x € IR.
Here H  and C are defined as in (3.4). Now we check that the candidate value 
function V  satisfies all the hypothesis of the verification theorem 3.17. By (3.10) 
the function V  is of quadratic growth, that is ,
V(x) < AxP + Bx + K2,
and any control variable z(t) = («(*), £(•)) € A  is a function of bounded variation 
that satisfies our asumption (iii) for the control processes, that is
E\z(t)\m < cxd, m =  l ,2 , ••*,
Therefore, for any («(•),£(•)) € -4, the condition (3.28), that is
lim inf e- t i?*[V(x(t))] =  0,
t  >00
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holds. It remains to prove that V  can be attained as a  cost for some feedback control 
processes. We define these feedback control processes in two separated cases. 
Case of x  >  0.
Let x  > 0, we claim that the control process z*(-) =  («*(-),£*(-)), with «*(•) =  0 
and £*(•) =  0  is optimal. In fact by the Verification Theorem 3.17
since A ,B  are given by (3.13). Then the control z*(-) =  (0,0) is optimal, and 
V(x) =  v(x), Vx >  0.
Case of x <  0.
Let x <  0. Take the impulsive control process that produces a jump of the state 
from x(0 ) =  x to x(0 +) =  0
V(x) <  ■/«(*), V(fi(.),«0) 6  A,
Now, taking this control process z*(-) =  (0,0), by (3.9)
J“*̂ ’ (x) =  J°'°(x) = A x 2 + Bx + K 2 = V (x),
um(t) =  <




0 , t =  0 ,
x, t > 0.
(3.30)
Let x*(-) be the corresponding state process. Note that
x*(£+) — x*(£) =  z(t+) — z(t)
f  u*(s)dC(s) -  [  u*(s)dt'(s) 
f  u-(s)dC(s). 
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Then
f
(-* ) x ( r  (o+) -  c m = t = o,
x m( t + ) — X * { t )  =  i (3.31)
0 , otherwise,
where 'x ' means the scalar multiplication operation. Thus, x*(-) has only one jump, 
which occurs at t  =  0. Since x"(0+) — x* (0 ) =  —x, then
x*(0 +) =  —x +  x* (0 ) =  —x +  x =  0 .
Therefore,
x*(t) =  <
Now we evaluate the associated cost
f
x, t  =  0 ,
0 , otherwise.
(3.32)
(x) =  E* e- ‘[(x* (t) -  K )2dt + u'(t)dtm(t)]
Jo
/.°+
=  Ex I e-‘[(x -iC )2dt +  (-xK *(t)]Jo
+ E* [°° e- t[(0 — K )2dt +  (0)d^*(t))
Jo+
=  - * ( r ( o +) -  r ( o ) ) + k 2 = - x + k 2.
Therefore, J u*^’(x) =  V̂ (x). Hence V(x) =  u(x),Vx € IR.
3 .12  C onclusions
The stochastic control problem (3.1), (3.2), (3.3), in the case that K  =  ^  is an 
interesting example. It shows that viscosity solutions of the dynamic program m ing  
equation (3.4) are not unique. In fact, the functions defined in Lemmas 3.13, 3.15 
are both viscosity solutions of the HJB equation (3.4). This example also shows 
that the principle of smooth fit can fail even for convex problems, see [13, bellow
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Theorem 4.2 in chapter VIII]. In fact, we use a verification theorem from [13] to 
prove that the candidate value function V  defined in Lemma 3.13 is indeed the 
value function for this stochastic control problem. By that lemma then, the value 
function is not C2. This unusual feature of the value function is due to the fact 
that the difiission (3.4) is degenerate at x  = 0 and that is precisely where the free 
boundary lies.
The problem of finding optimal control processes for the stochastic control prob­
lem (3.1), (3.2), (3.3), in the case that K  ^  is harder. So, the verification theo­
rems for the two nonnegative C^QR) functions defined in Lemmas 3.7, 3.10, which 
are classical solutions of the HJB equation (3.4), are left for further research.
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