Über die Wurzelschranke für das Minimalgewicht von codes  by Klemm, Michael
JOURNAL OF COMBINATORIALTHEORY, Series A 36,364-372 (1984) 
uber die Wurzelschranke fijr 
das Minimalgewicht von Codes 
MICHAEL KLEMM 
Fachbereich Mathematik der Universitci’t Maim, 
SaarstraJe 21, D-6500 Maim, West Germany 
Communicated by G. H. van Lint 
Received August 11, 1982 
Let d be the minimum distance of an (n, k) code Q, invariant under an abelian 
group acting transitively on the basis of the ambient space. over a field F with 
char Fl;n. Assume that Q contains the repetition code, that dim(B f’ W’I) = k - 1 
and that the supports of the minimal weight vectors of Q form a 2-design. Then 
dZ - d t 1 > n with equality if and only if the design is a projective plane of order 
d - 1. The case d* - d + 1 = n can often be excluded with Hall’s multiplier theorem 
on projective planes, a theorem which follows easily from the tools developed in 
this paper. Moreover, if d2 - d + 1 > n and F = GF(2) then (d - 1)’ > n. Examples 
are the generalized quadratic residue codes. 
Die Wurzelschranke besagt, da13 fur gewisse lineare Codes das 
Minimalgewicht d mindestens gleich der Quadratwurzel aus der Lange n ist. 
Unter geigneten Voraussetzungen gilt sogar die Schranke d2 - d + 1 > n. Fiir 
den von van Lint und MacWilliams [4, Definition l] eingefiihrten GQR- 
Code ~2’ der Primzahlpotenzllnge n =pf und Dimension (n + I)/2 zum 
Beispiel ist nach [4, Theorem 21 allgemein d > fi und d* - d + 1 > n, falls 
rz 55 3(4). 
Fur zyklische (n, (n + 1)/2)-Codes $9 mit %Y’lc $9 ist, falls die Trlger der 
Minimalgewichtsworte in %? die Blocke eines 2-Blockplans bilden, nach [ 1, 
Theorem 3] d2 - d + 1 > n. (Diese Voraussetzungen sind fiir dt im Falle 
t = 1, n = 3(4) erfiillt.) 
Fiir Codes, welche von den Zeilen der Inzidenzmatrix einer projektiven 
Ebene der Ordnung m erzeugt werden, sind, falls m von der Charakteristik 
des Skalarkdrpers geteilt wird, die Minimalgewichtsworte nach [ 7, 2.11 bis 
auf skalare Vielfache die Ausgangsvektoren, so da13 d2 - d + 1 = II mit 
d = m + 1 gilt. 
In der vorliegenden Arbeit betrachten wir Codes der Dimension k in einem 
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F-Vektorraum i”^ mit einer Basis {u, / a E A}. Dabei sei A eine additiv 
geschriebene abelsche Gruppe der Ordnung n = dim Y. Wir erklaren auf y- 
eine Algebrenmultiplikation durch v, v6 = v, + b (a, b E A). Dies konnen wir 
immer so machen, wenn auf der Basis eines Vektorraums eine abelsche 
Gruppe transitiv operiert. Die betrachteten Codes seien A-invariant, also 
Ideale im Gruppenring Yr. Beispiele sind die zyklischen Codes, fur die A 
eine zyklische Gruppe ist. Bei den GQR-Codes dagegen hat A als abelsche 
Gruppe den TYP (P,.;.,P). 
Triviale A-invariante Codes sind der Repetitionscode (uA) mit vA = 
c asA v, sowie (z)~)‘= {CaEa x,v, / CaEA x, = 0). 1st v = CaEA x,2), E 7” 
mit x, E F, so nennen wir die Menge Tr(v) = {a E A 1 x, # 0} den Trlger 
und die Zahl g(u) = jTr(u)l das Gewicht von v. Wie iiblich bezeichnen wir 
mit d = min ozveBd4 das M inimalgewicht eines Codes 5? # 0. 
Unser Ausgangspunkt ist der Satz A. 
SATZ A. Es sei g ein A-invarianter (n, k)-Code in 7 = (v, 1 a E A)r. 
Mit g = (CaEA x,v ~~ ) C, x,v, E $7’) und v, = x0,, u, sei weiter 
Wir setzen ST* = {v 1 v = CQEA x,v, E 9, CacA x, # 0). 
(a) Fiir alle v E ST* ist g(v)’ -g(v) + 1 > n. 
(b) Es sei n > 3. Fur ein v E %Y* sei weiter g(v)’ -g(v) + 1 = n. 
Dann sind die Worte aus %Y* vom Gewicht g(v) bis auf skalare Vielfache die 
Vektoren C,t( v, der Geraden t einer projektiven Ebene der Ordnung 
g(v) - 1, auf der A als eine Gruppe von Kolh’neationen operiert. Weiter ist 
g(v) = 1 mod Char F. 
Die Voraussetzung %Y n 69 = (vA) in Satz A ist im Falle Char F,/‘n mit 
$9 n 5??’ = 55” < %Y aquivalent, wobei $? ’ beziiglich des Skalarprodukts 
v* . vb=8n b , detiniert und 5& = %Y\+Y* gesetzt wird. In Verallgemeinerung 
und Verscharfung von [ 1, Theorem 31 erhalten wir 
SATZ B. Es sei $9 ein A-invarianter (n, k)-Code in TP = (vII 1 a E A)r, 
Char Fljn. Weiter sei mTP=~o<~, und die Trtiger der 
Minimalgewichtsworte in %T seien die Blocke eines 2-(n, d, A)-Blockplans U3. 
(a) Es ist d’ - d + 1 > n. 
(b) Es sei d* - d + 1 = n > 3. Dann ist IB eine projektive Ebene der 
Ordnung d - I und d E 1 mod Char F. 
(c) Es sei d2 - d + 1 > n und F = GF(2). Dann ist (d - 1)’ > n. 
BEISPIEL. Der Wittsche 4-(23, 7, l)-Blockplan besitzt 112 Blocke, die 
einen gegebenen Block in genau einem Punkt schneiden. Daher kann die 
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Schranke (d - 1)’ > n aus Satz B, Teil (c) nicht mit der Schlul3weise von [ 1, 
Theorem 2] gezeigt werden. 
SATZ C. Fur den GQR-Code &‘+ gilt: 
(a) Es sei n=p’=3(4) und d*-d+!=n>3. Dunn ist d=3, 
Char F = 2. 
(b) Es sei d* - d + 1 > n, F = GF(2) und n = -l(S). Dunn ist 
d=3(4)undd*-d+l>n+d-5$-d-. 
Fiir m = 1 zeigt van Tilborg [8] unter den Voraussetzungen von Satz C, 
Teil (b) d2 - d + 1 > n + 12. Zum Vergleich der beiden Schranken nehmen 
d-5+V’~~12an.Esfolgtdannd=70derd=11.1mFalled=ll 
ist d-5+dm=12 und n,<lll-12, also n<79=111-32. Im 
Fall d=7 ist d-5+dm>6 und n<43-6, also n,<31=43-12. 
Aus d2 - d + 1 = n + 12 folgt also n = 3 1, d = 7. Fur n = 199 zum Beispiel 
ist d2 - d + 1 > n + 12, also d + 1 > 20, vgl. [ 5, Fig. 16.21. 
SATZ D (Hall). Es sei ID eine endliche projektive Ebene mit einer 
transitiven, abelschen Gruppe A von Kollineationen. Dabei sei ohne 
Einschrdnkung A die Menge der Punkte und {B + a 1 a E A} mit B c A die 
Menge der Geraden uon iD. Auch sei I ein Primteiler der Ordnung von D. 
Dunn deJniert die Abbildung y: A + A mit ay= la (a E A) eine Kollineation 
auf D. 
Dem Referenten dieser Arbeit danke ich sehr fur seine Tatigkeit. Meine 
urspriingliche Fassung bestand nur aus dem Satz C. Der Referent regte an, 
den Zusammenhang mit [ 1, Theorem 31 aufzuklaren. 
Wir beginnen die Beweise mit einem einfachen, aber nutzlichen 
kombinatorischen Hilfssatz. 
HILFSSATZ 1. Es seien S und T Teilmengen einer endlichen abelschen 
Gruppe A. Wir setzen 
Dunn gilt 
P:3T = ((a, b) E S X T 1 a - b T c}, cEA. 
(a) IP”,Ti=/Sn(T+c)l. 
(b) Cm, IP:*T12 = LA IP?“i If’:‘*\. 
Beweis. (a) Die Abbildung f: S n (T + c) + Pz+’ mit f(a) = (a, a - c) 
ist offenbar bijektiv. 
(b) Wir setzen 
M = {(a, a’, b, 6’) E S* x T2 ) a - a’ = b - b’ 1. 
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Genau dann ist (a, a’, b, b’) E 44, wenn es ein c E A gibt mit (a, a’) E P:*” 
and (b, b’) E P,“‘. Daher ist 
piq = c IPf’SI IPf*‘l. 
CEA 
Andererseits ist (a, a’, b, b’) E M gleichbedeutend mit a - b = a’ - b’, also 
mit der Existenz eines c E A, fur welches (a, b), (a’, b’) E PE,’ gilt. Folglich 
ist such 
und der Vergleich der beiden Ergebnisse liefert unsere Behauptung. 
HILFSSATZ 2. Unter den Voruussetzungen von Sutz A sei S = Tr(v) und 
T=Tr(w)mitv,wE%? *. Dubei sei 15’ = ) TJ = d*. Dunn ist 1 < IPf”I <d* 
fiIr ulle c EA. 
Beweis. Zunachst ist 1 P:,‘i < 15’ = d* nach Definition von Pf”. Es sei 
nun v =CaeAx,v,, w=CaeAyava, und ~‘=C~~~y~v-~. Dann ist 
w’ E &9. Da +? und 9? Ideale in pi^ sind, haben wir VW’ = 
c a,beA x, Y~v,-~ E 9 r? L9 = (v,), also VW’ = zvK mit z E I;. Nach Voraus- 
setzung ist dabei VW’ . v, = Co,b x, yb = (C, x&C, yb) f 0, also z # 0. 
Daher ist A = Tr(vw’) = {u-b / a E S, b E T}, also IP~~Tj # 0 fur alle 
cEA. 
DEFINITION. (a) Eine Partition einer Zahl z ist eine (unendliche) Folge 
X= (x1,x2 ,...) mit xiE (0, 1, 2 ,... }, x, 2x2> ... und z=xr +x2 + . . . . 
(b) Es sei X eine Partition von z. Wir setzen q(X) = ~12 $ xz + . . . . 
(c) Es seien X und Y Partitionen von z. Wir setzen X i> Y, wenn 
c:=, xi > C:=, yi fur k= 1, 2, 3 ,... gilt, vgl. [6, Chap 61. 
BEISPIEL. Die Zahlen ]Pz”] aus Hilfssatz 2 lassen sich zu einer Partition 
von d*’ zusammenfassen. 
HILFSSATZ 3. Es seien X und Y Partitionen von z mit X D Y. Dunn ist 
4(x) > 4(Y). 
Beweis. Wir konnen annehmen, darj es zwischen X und Y keine weiteren 
Partitionen gibt. Dann existieren Indizes i und j mit i <j, xi =yi + 1, xj = 
Yj- l, und xk =Yk fur k @ {i,j}. Es folgt 
z(Xi-Xj) + 2 >yf +yf, also q(X) > q(Y). 
xy + xf = y: + yj + 
Beweis von Sutz A. (a) E s 
/ P;,‘l = d” 
sei S = Tr(v) und d* = g(v) = 1 S /. Dann ist 
und ]PS*‘] > 1 nach Hilfssatz 2, also d** = CctA / Pz,” 1 > 
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8” + n - 1, also de2 -d* + 1 > II. (Diese SchluDweise ist dieselbe wie in (4, 
Theorem 21.) 
(b) Es sei S = Tr(u) und T= Tr(w) mit w E g* und d* = IS/ = 1 Tl. 
Wegen d*2 = d* + n - 1 ist 
1P,“,“l= d* fur c=O, 
1 1 fur c#O. 
Daher ist S eine (n, d*, 1)-Differenzmenge im Sinne von [2, Satz Ill]. 
Folglich bilden die Mengen S + c, c E A, die II verschiedenen Geraden einer 
projektiven Ebene der Ordnung d* - 1. (Nur dies behauptet van Tilborg 
in [8, (3.2.7)].) Wegen 0 # vu’ = Ca,bsS x,x~v,-~ E (v,), vgl. Beweis 
Hilfssatz 2, und d* > 3 ist v =zCneS v, mit O#z E F und d* = 
1 mod Char F. Wir zeigen noch, dal3 es ein c E A mit T = S - c gibt. Nach 
Hilfssatz l(b) ist nlmlich 
Fiir die Partition X= (de, l,..., 1) von d*2 gilt q(X) = d*’ + it - 1. Fur alle 
anderen Partitionen Y = (y,,..., y,J von d** mit 1 <yi Q d* ist nach 
Hilfssatz 3 dagegen q(Y) < d** + n - 1. Daher ist die Partition der Zahlen 
IPz9’l gleich X. Nach Hilfssatz l(a) gibt es also ein c E A mit 
ISn(T+c)l=d*. Somit ist S = T + c, T = S - c. Umgekehrt ist 
LES--C v, = Em VJ v-, E g* fur alle c EA. 
Dem Beweis von Satz B schicken wir Bemerkungen i.iber die Charaktere 
der abelschen Gruppe A voraus. Es sei 
A=Z,@.., @Z, 
eine direkte Zerlegung von A in zyklische Gruppen Z, (t = l,..., r). Fur 
a = (a, )..., a,) and b = (bl,..., b,) aus A setzen wir 
ab = (a, b, ,..., arb,), 
wobei das Produkt a,b, im Ring Z, der ganzen Zahlen modulo n, = 1 Z,/ 
gebildet wird. Dann ist A ein kommutativer Ring. Wegen Char Fj’n = (A / 
gibt es einen Erweiterungskorper E von F, in dem eine primitive nte 
Einheitswurzel E existiert. Wir setzen et = cnlnl (f = l,..., v) und definieren 
eine Funktion x: A + FX durch 
x(a) = &Y’ ‘. f E;‘, a = (a, ,..., a,) E A. 
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Fur a E A sei weiter’ xa: A -+ FX mit x”(b) = x(ab), b E A. Dann ist 
Ch := {x” 1 a E A} = {q: A + FX / q(x +y) = q(x) q(y) fur alle x,y E A}, 
die Charaktergruppe von A. Dabei ist PZ = IA 1 = /CA/, und es gelten die 
Orthogonalitatsrelationen 
c x”(x) xb(-x) = &,b. 
XEA 
Setzen wir daher @ = ;f- OF P = (ua / a E A)f und delinieren 
e, = C x”(x) v,, 
XE.4 
so ist {e, 1 a E A} eine @-Basis von g* mit 
eaeb = n8, beb und e, . e-b = nSo,b. 
Die Ideale von fl- haben die Gestalt 
5, = (e, I a E S)i = e,P, e, := C e,, mit S GA, 
GIGS 
und es ist 
s;=& 
Fur die Ideale 3 von T’- gilt 
mit S’ = A\S. 
J=e,~-=(3)in~ mit E XU(X)EF fiir allexEA. 
LIE.7 
Unter Beachtung von e, = vA erhalten wir also den 
HILFSSATZ 4. Es sei @ ein A-invarianter (n, k)-Code in %- = 
(v, / a E A)P. Wie in Satz A dejhieren wir g und v, . Dann sind folgende 
Aussagen tiquivalent: 
(a) Es ist % n 53 = (0,). 
(b) Es ist g’nGY’l=VO <B mit GJ$= {v~v=~~~~x,v~E~, 
Lx* = 01. 
(c) Es ist v, E 97 und dim@? n GT”) = k - 1. 
(d) Es ist GY = e,T mit S 5 A, S n (-S) = {O} und Cacsx’(x) E F 
fir alle x E A. 
’ Das Vorgehen ist lihnlich wie in [3, Sect. 21. Jedoch wurde bei der Definition von xa in 
[ 31 wegen [ 3, 3.11 die Ktirpermultiplikation benutzt. 
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Weiter gilt: Es sei F = GF(l) ein endlicher K&per. Genau dann ist 
CaeS f’(x) E F fiir alle x E A, wenn 1S = S. 
Beweis. Offenbar sind (a) and (d) aquivalent. Weiter ist S n (-S) = (0) 
aquivalent mit STI((-S’)=S\{O)cS, bzw. OES, lSf~((-S’)I=k-1. 
Nun sei F = GF(I) und x”(x) = C,,, x”(x), x EA. Genau dann ist x”(x) E F 
fur alle x, wenn x”(x) = @(x))’ =x’“(x) fur alle x, also IS = S gilt. 
HILFSSATZ 5. Es sei ‘$9 ein A-invarianter (n, k)-Code mit g f’ $3Y1 =
g,, < @Y’, F = GF(2), 2%n. Weiter sei J die Menge der in V* enthaltenen 
Minimalgewichtsworte von 57. Dabei sei 0 f M # {S + c / c E A} und 
d2-d+l>n.Dannist (d-1)2>n. 
Beweis. Wir wahlen S, TEY&’ mit S f i”+ c fur alle c E A. Wegen 2%n 
ist 1 < IP:lsI < d fur alle c E A nach Hilfssatz 4 und Hilfssatz 2. Setzen wir 
d2-d+ l=n+r, (1) 
so ist 
denn die Summe C,,, ..s wird am kleinsten, wenn 
(lP”*sl)c = (d, r + 1, I,..., 1) und (lP~‘r))c = (d, I, r + 1, l,..., 1) 
bei geeigneter Anordnung von A gilt. Der Beweis hierfiir ist lhnlich wie fur 
Hilfssatz 3. Sind namlich xi, xj, yi, yj Zahlen mit yi > yj, so ist 
xiYi+xjYj>(xi-l)Yi+(xjt l)J’j* 
Wir schatzen nun die linke Seite der Gleichung Hilfssatz l(b) nach oben 
ab. Angenommen, es ware IP”“I > d/2 fur ein c EA. Nach Hilfssatz l(a) 
erhielte man dann wegen F = GF(2) durch Addition der Codeworte zu S und 
T + c ein Codewort #O mit kleinerem Gewicht als d, was nicht geht. Daher 
ist jP”*‘l < [d/2] fur alle c E A. Die Partition der Zahlen (Pf,rl wird also 
dominiert (a) von der Partition 
X= ([d/2] ,..., [d/2], s, I,..., 1) mit 1 <s < [d/2] - 1. 
Nach Hilfssatz l(b) und Hilfssatz 3 ist daher d2 + 2r + n - 1 < 
t[d/2]* + s2 + n - 1 -t, also 
d* t2r<t([d/212- l)+s’. 
Angenommen, es ware t< 3. Dann folgte der Widerspruch 
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t([d/2] 2 - 1) + s* ( d2 < d* + 2r. Daher ist t > 4. Wenn wir auf die 
Bedingung s < [d/2] - 1 verzichten und notfalls X umordnen, so konnen wir 
t = 4 setzen. Es ist dann 
d2 = Summe (X) = 4[d/2] + s + n - 5, wegen (1) also, 
r+d=d* + 1 -n=4[d/2]‘-4+s, 
Y = 4[d/2] - d - 4 + s und d2 + 2r < 4([d/212 - 1) + s2, 
s2>d2-4[d/212+4+2(4[d/2]-d-4+s) 
=d*-44[d/212+8[d/2]-2d-4+2s, 
s2>4d-9+2s, und s>l+qZZ3, falls d ungerade, 
s2>2d-4+2s, und s> 1 t\/2d-3, falls d gerade, 
r=4[d/2]-d-4+s>d-5+J4d-8, d ungerade, 
>d-3tJ2d-3, d gerade. 
Fiir d > 7 oder 4 wird r > d - 1, also r > d. 
Es mtissen noch die Fllle d = 3 und d = 5 behandelt werden. Es sei d = 5 
und d*-dt 1=21=n+r mit l<r<4, also 17<n<20. Wegen 
25 + 2r < 3k t 1 ist k > 9, also X= (2,.;, 2, l,.;., l), ein Widerspruch. Es sei 
schliel3lich d = 3 und R = 5, also r = 2 und X= (l,..., 1). Dann ist 
9 t 4 t 4 < 5, ein Widerspruch. 
Beweis van Satz B. Es sei v E %Y mit g(v) = d. Fiir v E P* folgt 
d2 - d t 1 > n nach Hilfssatz 4 und Satz A(a). Fiir v 6$ %Y*, also u E @?l ist 
nach [ 1, Theorem 21 sogar (d - 1)2 > IZ. Nun sei d2 - d $ I. = n > 3, also 
v E @Y*. Dann ist [B nach Satz A(b) eine projektive Ebene der Ordnung 
d - 1, und es ist d = 1 mod Char F. SchlieBlich sei d* -d t 1 > n und 
VEX’“. Nach Hilfssatz 5 ist dann (d - 1)’ 2 n. 1st namlich A= 
{S + c 1 cEA}, so ist !E symmetrisch, also n(n - 1) =d(d - 1) nach [2, 
Seite41],alsod2-dt+=~~-;1+1=n+n(~-2)+(n-,~)$1~n+d. 
Beweis van Satz C. Wegen n = 3(4) ist (&+)‘c&+, vgl. [4,3]. 
Weiter ist d+ invariant unter der 2-homogenen Gruppe x-+ r2x + s 
(x, r, s E GF(n), r # 0). Daher sind die Voraussetzungen von Satz B erfiillt. 
(a) Nach Satz B ist IB eine projektive Ebene der Ordnung d - 1 und 
nach [4, Corollary 1, VII] lll3t sich I3 zu einem 3 - (n + 1, d + 1, 2) 
Blockplan erweitern. Andererseits besitzen hochstens projektive Ebenen der 
Ordnungen 2, 4, oder 10 eine Erweiterung, vgl., z.B., [2, Seite 194 oben]. 
Daher ist d = 3, Char F = 2. 
(b) Wegen F = GF(2), n = -l(8) sind nach [4, Lemma41 und [5, 
582a/36/3-9 
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Chap. 1, Prob. (38)] alle Gewichte im erweiterten Code -pP, durch 4 teilbar. 
Mit [4, Corollary l] folgt d= 3(4), wobei nach [4, Corollary 21 alle 
Minimalgewichtsworte von &‘+ in (&’ ‘)* !iegen. Der Beweis von 
Hilfssatz 5 liefert die Schranke d* + d + 1 < d - 5 + dm. 
Fur F = GF(2) und n # 7 hat die Menge der Minimalgewichtsworte von 
df nicht die Gestalt {S + c ] c E GF(n)}. Denn andernfalls liel3e nach dem 
Satz von Baer und Parker [2, Seite 2271 die Gruppe (x + Y*X 10 # r E GF(n)} 
genau einen Block, etwa S, fest, und es ware (n - 1)/2 < ] S] = d. Wegen 
d # 3 widerspricht dies aber der Schranke d + 1 ,< 4 [(n + 1)/24] + 4 fiir den 
erweiterten Code L&, vgl. [5, Chap. 19, Theorem 171. 
Beweis von Satz D. Wir setzen F = GF(E), Y = (vO ] a EA),, und 
F=(C bcBvb+alaE‘% D ann ist %Y ein Ideal im Gruppenring Y, also 
$Y = e,Y mit IS = S, vgl. Hilfssatz 4. Den Automorphismus y von A 
k&men wir iiber die Basis {v,jaEA) von Y zu einem 
Algebrenautomorphismus 7 fortsetzen. Wegen 
eJ= C s x(ax) vlX= C C x(Zax) vlx=e, 
ist dann %Y”= @. Nach [7] stimmen aber die Trager der Minimal- 
gewichtsworte von %Y mit den Geraden von iD iiberein. Daher ist y eine 
Kollineation von iD. 
Zur Bedeutung dieses Satzes vgl. Hughes and Piper, “Projective Planes,” 
Chap. XIII. 
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