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Abstract
In this paper, by using Krasnosel’skii fixed point theorem and under suitable conditions, we present the
existence of single and multiple positive solutions to the following systems:
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
(−1)pu(2p) = λa(t)f (u(t), v(t)), t ∈ [0,1],
(−1)qv(2q) = μb(t)g(u(t), v(t)), t ∈ [0,1],
u(2i)(0) = u(2i)(1) = 0, 0 i  p − 1,
v(2j)(0) = v(2j)(1) = 0, 0 j  q − 1,
where λ > 0, μ > 0, p,q ∈ N. We derive two explicit intervals of λ and μ such that for any λ and μ in
the two intervals respectively, the existence of at least one solution to the systems is guaranteed, and the
existence of at least two solutions for λ and μ in appropriate intervals is also discussed.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
In this paper, we consider the existence and multiplicity of positive solutions to the following
boundary value problem of nonlinear differential systems:
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⎪⎪⎩
(−1)pu(2p) = λa(t)f (u(t), v(t)), t ∈ [0,1],
(−1)qv(2q) = μb(t)g(u(t), v(t)), t ∈ [0,1],
u(2i)(0) = u(2i)(1) = 0, 0 i  p − 1,
v(2j)(0) = v(2j)(1) = 0, 0 j  q − 1,
(1.1)
where λ > 0, μ > 0, p,q ∈ N. We also make the following assumptions:
(H1) a(t), b(t) ∈ C([0,1], [0,∞)) does not vanish identically on any subinterval of [0,1];
(H2) f,g : [0,∞) × [0,∞) → [0,∞) and the limits
f0 = lim
u+v→0
f (u, v)
u + v , f∞ = limu+v→∞
f (u, v)
u + v ,
g0 = lim
u+v→0
g(u, v)
u + v , g∞ = limu+v→∞
g(u, v)
u + v
exist with f0, f∞, g0, g∞ ∈ [0,∞].
Here a positive solution (u∗, v∗) of (1.1) will mean a solution (u∗, v∗) of (1.1) satisfying
u∗(t) > 0, v∗(t) > 0, t ∈ (0,1).
In recent years, Fink and Gatica [1] and Ma [5,8] have studied the existence of positive solu-
tions of the following systems:⎧⎨
⎩
x′′(t) + λa(t)f (x(t), y(t)) = 0, t ∈ [0,1],
y′′(t) + λb(t)g(x(t), y(t)) = 0, t ∈ [0,1],
x(0) = x(1) = y(0) = y(1) = 0.
In [1], a multiplicity result has been established when f (0,0) > 0, g(0,0) > 0. In [8], a multi-
plicity result has been given for the more general case f (0,0) 0, g(0,0) 0.
Also, Dalmasso [2], Dunninger and Wang [3,4], Hai [6], Lee [7] and Ma [8] consider the
existence of positive solutions of the following elliptic systems:{
Δu + λk1(t)f (u, v) = 0 in Ω,
Δv + μk2(t)g(u, v) = 0 in Ω,
u = v = 0 on ∂Ω,
either for λ = μ or λ = μ, where λ,μ ∈ D+ =: R2+ \ (0,0), ki ∈ C([R1,R2],R+) (i = 1,2),
which does not vanish identically on any subinterval of [R1,R2], and f,g ∈ C(R2+,R+ \ {0}).
More recently, by means of the method of upper and lower solutions and fixed point theorem,
Yang [12] has established the existence of multiple positive solutions to the following nonlinear
differential systems:⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
(−1)m−1x(2m)1 (t) + λ1h1(t)f1(x1(t), x2(t), . . . , xn(t)) = 0,
(−1)m−1x(2m)2 (t) + λ2h2(t)f2(x1(t), x2(t), . . . , xn(t)) = 0,· · ·
(−1)m−1x(2m)n (t) + λnhn(t)fn(x1(t), x2(t), . . . , xn(t)) = 0,
x
(2k)
i (0) = x(2k)i (1) = 0, i = 1,2, . . . , n, k = 0,1,2, . . . ,m − 1, t ∈ (0,1),
(1.2)
where m,n ∈ N, {λi}ni=1 are positive parameters, for i = 1,2, . . . , n, hi ∈ C([0,1],R+) does
not vanish identically on any subinterval of [0,1] and fi ∈ C((R+)n,R+), where R+ =: [0,∞).
Under the following assumptions:
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if (u1, u2, . . . , un)  (v1, v2, . . . , vn), and there exists at least one j ∈ {1,2, . . . , n} such
that fj (0,0, . . . ,0) > 0;
(H4) there exist constants mi  0, i = 1,2, . . . , n, such that
fi(u1, u2, . . . , un)mi(u1 + u2 + · · · + un);
(H5) lim‖(u1,u2,...,un)‖→∞ fi (u1,u2,...,un)u1+u2+···+un = ∞, i = 1,2, . . . , n, where∥∥(u1, u2, . . . , un)∥∥= |u1| + |u2| + · · · + |un|,
Yang showed that there exists a bounded and continuous surface Γ separating Rn+\{(0,0, . . . ,0)}
into two disjoint subsets Ω1 and Ω2 such that the problem (1.2) has at least two, one or no positive
solutions according to (λ1, λ2, . . . , λn) ∈ Ω1 (λ1, λ2, . . . , λn) ∈ Γ , or (λ1, λ2, . . . , λn) ∈ Ω2.
We notice that all the above works were done under the assumption that the equations in the
systems have the same orders. The aim of this paper is to establish some simple criteria for the
existence of single and multiple solutions of the systems (1.1) in explicit intervals for λ and μ.
The paper is organized as follows. In Section 2, we present some preliminaries that will be used
to prove our main results. In Section 3, we discuss the existence of single positive solution of the
systems (1.1). In Section 4, we study the existence conditions of at least two positive solutions
of the systems (1.1). Finally, in Section 5, we give an example as an application.
2. Preliminary results
Our approach is based on the following Krasnosel’skii fixed point theorem [11].
Lemma 2.1. Let E be a Banach space and K ⊂ E be a cone in E. Assume Ω1 and Ω2 are open
subset of E with 0 ∈ Ω1 and Ω¯1 ⊂ Ω2, T :K ∩ (Ω¯2 \ Ω1) → K be a completely continuous
operator such that:
(A) ‖T u‖ ‖u‖, ∀u ∈ K ∩ ∂Ω1, and ‖T u‖ ‖u‖, ∀u ∈ K ∩ ∂Ω2; or
(B) ‖T u‖ ‖u‖, ∀u ∈ K ∩ ∂Ω1, and ‖T u‖ ‖u‖, ∀u ∈ K ∩ ∂Ω2.
Then T has a fixed point in K ∩ (Ω¯2 \ Ω1).
Let Gn(t, s) be the Green’s function of the following problem:
(−1)(n)ω(2n)(t) = 0, t ∈ [0,1],
ω(2i)(0) = ω(2i)(1) = 0, 0 i  n − 1.
By induction the Green’s function Gn(t, s) can be expressed as (see [9])
Gi(t, s) =
1∫
0
G(t, ξ)Gi−1(ξ, s) dξ, 2 i  n,
where
G1(t, s) = G(t, s) =
{
t (1 − s), 0 t  s  1,
s(1 − t), 0 s  t  1.
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Gn(t, s) > 0, (t, s) ∈ (0,1) × (0,1).
Lemma 2.2. (See [10].)
(1) For any (t, s) ∈ [0,1] × [0,1],
Gn(t, s)
1
6n−1
s(1 − s).
(2) Let δ ∈ (0, 12 ), then for any (t, s) ∈ [δ,1 − δ] × [0,1],
Gn(t, s) θn(δ)s(1 − s) 6n−1θn(δ) max
0t1
Gn(t, s),
where θn(δ) = δn( 4δ3−6δ2+16 )n−1.
In Lemma 2.2, let
σp = 6p−1θp
(
1
4
)
= 11
p−1
26p−4
, σq = 6q−1θq
(
1
4
)
= 11
q−1
26q−4
,
σ = min{σp,σq}.
Then 0 < σ < 1 and we see that (1.1) is equivalent to the equation
(
u(t), v(t)
)=
(
λ
1∫
0
Gp(t, s)a(s)f
(
u(s), v(s)
)
ds,μ
1∫
0
Gq(t, s)b(s)g
(
u(s), v(s)
)
ds
)
,
and consequently it is equivalent to the fixed point problem
(u, v) = A(u, v)
with A :C[0,1] × C[0,1] → C[0,1] × C[0,1] given by
A(u, v) =
(
λ
1∫
0
Gp(t, s)a(s)f
(
u(s), v(s)
)
ds,μ
1∫
0
Gq(t, s)b(s)g
(
u(s), v(s)
)
ds
)
.
We define a cone in C[0,1] × C[0,1] by
K =
{
(u, v) ∈ C[0,1] × C[0,1]: u(t) 0, v(t) 0, min
1
4t 34
(
u(t) + v(t)) σ∥∥(u, v)∥∥},
where ‖(u, v)‖ = ‖u‖ + ‖v‖ = supt∈[0,1] u(t) + supt∈[0,1] v(t).
For convenience, we denote
Aλ(u, v)(t) = λ
1∫
0
Gp(t, s)a(s)f
(
u(s), v(s)
)
ds,
Aμ(u, v)(t) = μ
1∫
0
Gq(t, s)b(s)g
(
u(s), v(s)
)
ds.
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Proof. Since the proof of the completed continuity is standard, we need only to prove A(K) ⊂ K.
In fact, for any (t, s) ∈ [ 14 , 34 ] × [0,1], we have
Aλ(u, v)(t) + Aμ(u, v)(t)
= λ
1∫
0
Gp(t, s)a(s)f
(
u(s), v(s)
)
ds + μ
1∫
0
Gq(t, s)b(s)g
(
u(s), v(s)
)
ds
 λθp
(
1
4
)
6p−1 max
t∈[0,1]
1∫
0
Gp(t, s)a(s)f
(
u(s), v(s)
)
ds
+ μθq
(
1
4
)
6q−1 max
t∈[0,1]
1∫
0
Gq(t, s)b(s)g
(
u(s), v(s)
)
ds
= σp
∥∥Aλ(u, v)∥∥+ σq∥∥Aμ(u, v)∥∥ σ∥∥A(u, v)∥∥,
hence, min
t∈[ 14 , 34 ][Aλ(u, v)(t) + Aμ(u, v)(t)] σ‖A(u, v)‖. Therefore, A(K) ⊂ K. 
3. Existence results
In the section we discuss the existence of at least one solution for (1.1).
Denote
A1 = 16p−1
1∫
0
a(s)s(1 − s) ds, A2 = 16q−1
1∫
0
b(s)s(1 − s) ds,
B1 = θp
(
1
4
) 34∫
1
4
s(1 − s)a(s) ds, B2 = θq
(
1
4
) 34∫
1
4
s(1 − s)b(s) ds.
The main result of this section is:
Theorem 3.1. Suppose (H1), (H2) hold, and 0 < α < 1, then we have:
(1) If 0 < f0, f∞, g0, g∞ < ∞, A1f0 < σB1f∞, then for each λ ∈ ( 1σB1f∞ , αA1f0 ) and μ ∈
(0, 1−α
A2g0
), (1.1) has at least one positive solution.
(2) If 0 < f0, f∞, g0, g∞ < ∞, A2g0 < σB2g∞, then for each λ ∈ (0, αA1f0 ) and μ ∈
( 1
σB2g∞ ,
1−α
A2g0
), (1.1) has at least one positive solution.
(3) If f0 = 0 and f∞ = ∞, then for each λ ∈ (0,∞) and μ ∈ (0, 1−αA2g0 ), (1.1) has at least one
positive solution.
(4) If g0 = 0 and g∞ = ∞, then for each λ ∈ (0, αA1f0 ) and μ ∈ (0,∞), (1.1) has at least one
positive solution.
(5) If f0 = 0, f∞ = ∞ and g0 = 0, g∞ = ∞, then for each λ ∈ (0,∞), μ ∈ (0,∞), (1.1) has at
least one positive solution.
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(0, 1−α
A2g0
), (1.1) has at least one positive solution.
(7) If f0 = 0, 0 < f∞ < ∞ and g0 = 0, 0 < g∞ < ∞, then for each λ ∈ ( 1σB1f∞ ,∞), μ ∈
(0,∞) or λ ∈ (0,∞),μ ∈ ( 1
σB2g∞ ,∞), (1.1) has at least one positive solution.
Proof. We only prove case (1). The other cases can be proved similarly. We construct the sets
Ω1 and Ω2 in order to apply Lemma 2.1.
Let
λ ∈
(
1
σB1f∞
,
α
A1f0
)
, μ ∈
(
0,
1 − α
A2g0
)
,
and we choose ε > 0 such that
1
σB1(f∞ − ε)  λ
α
A1(f0 + ε) , 0 < μ
1 − α
A2(g0 + ε) .
By the definition of f0 and g0, there exists R1 > 0 such that
f (u, v) (f0 + ε)(u + v), g(u, v) (g0 + ε)(u + v), for u + v ∈ [0,R1].
Choosing (u, v) ∈ K with ‖(u, v)‖ = R1, we have
Aλ(u, v)(t) = λ
1∫
0
Gp(t, s)a(s)f
(
u(s), v(s)
)
ds
 λ 1
6p−1
1∫
0
s(1 − s)a(s)(f0 + ε)(u + v)ds
 λ 1
6p−1
(f0 + ε)
∥∥(u, v)∥∥
1∫
0
s(1 − s)a(s) ds
= λA1(f0 + ε)
∥∥(u, v)∥∥ α∥∥(u, v)∥∥,
Aμ(u, v)(t) = μ
1∫
0
Gq(t, s)b(s)g
(
u(s), v(s)
)
ds
 μ 1
6q−1
1∫
0
s(1 − s)b(s)(g0 + ε)(u + v)ds
 μ 1
6q−1
(g0 + ε)
∥∥(u, v)∥∥
1∫
0
s(1 − s)b(s) ds
= μA2(g0 + ε)
∥∥(u, v)∥∥ (1 − α)∥∥(u, v)∥∥,
then ‖A(u, v)‖ α‖(u, v)‖ + (1 − α)‖(u, v)‖ = ‖(u, v)‖.
Consequently, if we set Ω1 = {(u, v) ∈ K: ‖(u, v)‖ < R1}, then∥∥A(u, v)∥∥ ∥∥(u, v)∥∥, ∀(u, v) ∈ K ∩ ∂Ω1. (3.1)
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(u + v), for all u + v ∈ [R¯2,∞). Let R2 = max{2R1, σ−1R¯2} and Ω2 = {(u, v) ∈ K:
‖(u, v)‖ < R2}. If (u, v) ∈ K with ‖(u, v)‖ = R2, then mint∈[ 14 , 34 ](u + v)  σ‖(u, v)‖  R¯2,
thus we have
Aλ(u, v)(t) = λ
1∫
0
Gp(t, s)a(s)f
(
u(s), v(s)
)
ds
 λθp
(
1
4
) 34∫
1
4
s(1 − s)a(s)a(s)(f∞ − ε)(u + v)ds
 λθp(f∞ − ε)σ
∥∥(u, v)∥∥
3
4∫
1
4
s(1 − s)a(s)a(s) ds
= λ(f∞ − ε)B1σ
∥∥(u, v)∥∥ ∥∥(u, v)∥∥, ∀t ∈ [1
4
,
3
4
]
,
then ∥∥A(u, v)∥∥ ∥∥Aλ(u, v)∥∥ ∥∥(u, v)∥∥, ∀(u, v) ∈ K ∩ ∂Ω2. (3.2)
Therefore it follows from (3.1), (3.2) and Lemma 2.1, A has a fixed point in K ∩ (Ω¯2 \ Ω1),
which is a positive solution of (1.1). 
Similarly, we can also obtain the following results.
Theorem 3.2. Suppose (H1), (H2) hold, and 0 < α < 1, then we have:
(1) If 0 < f0, f∞, g0, g∞ < ∞, A1f∞ < σB1f0, then for each λ ∈ ( 1σB1f0 , αA1f∞ ) and μ ∈
(0, 1−α
A2g∞ ), (1.1) has at least one positive solution.
(2) If 0 < f0, f∞, g0, g∞ < ∞, A2g∞ < σB2g0, then for each λ ∈ (0, αA1f∞ ) and μ ∈
( 1
σB2g0
, 1−α
A2g∞ ), (1.1) has at least one positive solution.
(3) If f0 = ∞ and f∞ = 0, then for each λ ∈ (0,∞) and μ ∈ (0, 1−αA2g0 ), (1.1) has at least one
positive solution.
(4) If g0 = ∞ and g∞ = 0, then for each λ ∈ (0, αA1f0 ) and μ ∈ (0,∞), (1.1) has at least one
positive solution.
(5) If f0 = ∞, f∞ = 0 and g0 = ∞, g∞ = 0, then for each λ ∈ (0,∞),μ ∈ (0,∞), (1.1) has at
least one positive solution.
(6) If f0 = ∞,0 < f∞ < ∞ or g0 = ∞, 0 < g∞ < ∞, then for each λ ∈ (0, αA1f∞ ) and μ ∈
(0, 1−α
A2g∞ ), (1.1) has at least one positive solution.
(7) If f∞ = 0, 0 < f0 < ∞ and g∞ = 0, 0 < g0 < ∞, then for each λ ∈ ( 1σB1f0 ,∞), μ ∈ (0,∞)
or λ ∈ (0,∞), μ ∈ ( 1
σB2g0
,∞), (1.1) has at least one positive solution.
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Ω1 and Ω2 in order to apply Lemma 2.1.
Let
λ ∈
(
1
σB1f0
,
α
A1f∞
)
, μ ∈
(
0,
1 − α
A2g∞
)
,
and we choose ε > 0 such that
1
σB1(f0 − ε)  λ
α
A1(f∞ + ε) , 0 < μ
1 − α
A2(g∞ + ε) .
By the definition of f0, there exists R1 > 0 such that
f (u, v) (f0 − ε)(u + v), for u + v ∈ [0,R1].
Choosing (u, v) ∈ K with ‖(u, v)‖ = R1, such that mint∈[ 14 , 34 ](u+ v) σ‖(u, v)‖, then we have
Aλ(u, v)(t) = λ
1∫
0
Gp(t, s)a(s)f
(
u(s), v(s)
)
ds
 λθp
(
1
4
) 34∫
1
4
s(1 − s)a(s)a(s)(f0 − ε)(u + v)ds
 λθp(f0 − ε)σ
∥∥(u, v)∥∥
3
4∫
1
4
s(1 − s)a(s)a(s) ds
= λ(f0 − ε)B1σ
∥∥(u, v)∥∥ ∥∥(u, v)∥∥, ∀t ∈ [1
4
,
3
4
]
.
So, if we set Ω1 = {(u, v) ∈ K: ‖(u, v)‖ < R1}, then∥∥A(u, v)∥∥ ∥∥(u, v)∥∥, ∀(u, v) ∈ K ∩ ∂Ω1. (3.3)
On the other hand, by the definition of f∞ and g∞, there exists R2 > 2R1 such that
f (u, v) (f∞ + ε)(u + v), g(u, v) (g∞ + ε)(u + v), for u + v ∈ [R2,∞).
By choosing (u, v) ∈ K with ‖(u, v)‖ = R2, we have
Aλ(u, v)(t) = λ
1∫
0
Gp(t, s)a(s)f
(
u(s), v(s)
)
ds
 λ 1
6p−1
1∫
0
s(1 − s)a(s)(f∞ + ε)(u + v)ds
 λ 1
6p−1
(f∞ + ε)
∥∥(u, v)∥∥
1∫
0
s(1 − s)a(s) ds
= λA1(f∞ + ε)
∥∥(u, v)∥∥ α∥∥(u, v)∥∥.
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hence∥∥A(u,v)∥∥ α∥∥(u, v)∥∥+ (1 − α)∥∥(u, v)∥∥= ∥∥(u, v)∥∥.
Consequently, if we set Ω2 = {(u, v) ∈ K: ‖(u, v)‖ < R2}, then∥∥A(u, v)∥∥ ∥∥(u, v)∥∥, ∀(u, v) ∈ K ∩ ∂Ω2. (3.4)
Therefore it follows from (3.3), (3.4) and Lemma 2.1, A has a fixed point in K ∩ (Ω¯2 \ Ω1),
which is a positive solution of (1.1). 
4. Multiplicity results
In this section, we prove the existence of at least two positive solutions for (1.1).
Theorem 4.1. Suppose (H1), (H2) hold. In addition, assume that there exist four constants r1,
M , N , α, where N is sufficient small, 0 < α < 1, with αB1M > A1N , (1−α)B2M > A2N , such
that:
(a) f0 = f∞ = 0, g0 = g∞ = 0;
(b) f (u, v)Mr1 or g(u, v)Mr1, for σr1  ‖(u, v)‖ r1.
Then for any λ ∈ [ 1
B1M
, α
A1N
], μ ∈ (0, 1−α
A2N
] or λ ∈ (0, α
A1N
], μ ∈ [ 1
B2M
, 1−α
A2N
], (1.1) has at least
two positive solutions.
Proof. We only prove the case of λ ∈ [ 1
B1M
, α
A1N
],μ ∈ [0, 1−α
A2N
]. The other case is similar.
Step 1. Since f0 = g0 = 0, there exists H1 ∈ (0, r1) such that
f (u, v)N(u + v), g(u, v)N(u + v), for u + v ∈ (0,H1).
Then we have
Aλ(u, v)(t) = λ
1∫
0
Gp(t, s)a(s)f
(
u(s), v(s)
)
ds
 λ 1
6p−1
1∫
0
s(1 − s)a(s)N(u + v)ds
 λA1N
∥∥(u, v)∥∥ α∥∥(u, v)∥∥,
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1∫
0
Gq(t, s)b(s)g
(
u(s), v(s)
)
ds
 μ 1
6q−1
1∫
0
s(1 − s)b(s)N(u + v)ds
 μA2N
∥∥(u, v)∥∥ (1 − α)∥∥(u, v)∥∥. (4.1)
Hence∥∥A(u, v)∥∥= ∥∥Aλ(u, v)∥∥+ ∥∥Aμ(u, v)∥∥ ∥∥(u, v)∥∥.
Set Ω1 = {(u, v) ∈ K: ‖(u, v)‖ < H1}, then∥∥A(u, v)∥∥ ∥∥(u, v)∥∥, ∀(u, v) ∈ K ∩ ∂Ω1.
Step 2. Since f∞ = g∞ = 0, there exists H2 > r1 such that
f (u, v) (u + v)N, g(u, v) (u + v)N, for u + v ∈ [H2,∞).
Similarly, set Ω2 = {(u, v) ∈ K: ‖(u, v)‖ < H2}, then∥∥A(u, v)∥∥ ∥∥(u, v)∥∥, ∀(u, v) ∈ K ∩ ∂Ω2. (4.2)
Step 3. Set Ω3 = {(u, v) ∈ K: ‖(u, v)‖ < r1}, then ∀(u, v) ∈ K with ‖(u, v)‖ = r1, we have
Aλ(u, v)(t) = λ
1∫
0
Gp(t, s)a(s)f
(
u(s), v(s)
)
ds
 λθp
(
1
4
) 34∫
1
4
s(1 − s)a(s)Mr1 ds
= λB1Mr1  r1, ∀t ∈
[
1
4
,
3
4
]
.
Then ∥∥A(u, v)∥∥ ∥∥(u, v)∥∥, ∀(u, v) ∈ K ∩ ∂Ω3. (4.3)
Consequently, from (4.1)–(4.3) and Lemma 2.1, (1.1) has at least two positive solutions
(u1, v1) ∈ K, (u2, v2) ∈ K with 0 ‖(u1, v1)‖ r1  ‖(u2, v2)‖. 
Theorem 4.2. Suppose (H1), (H2) hold. In addition, assume that there exist four constants r1,
M , N , α, where N is sufficient large, 0 < α < 1, with αB1Nσ > A1M,(1 − α)B2Nσ > A2M ,
such that:
(c) f (u, v)Mr1, g(u, v)Mr1, for 0 ‖(u, v)‖ r1;
(d) f0 = f∞ = ∞ or g0 = g∞ = ∞.
Then for any λ ∈ [ 1
B1Nσ
, α
A1M
] and μ ∈ (0, 1−α
A2M
] or λ ∈ (0, α
A1M
] and μ ∈ [ 1
B2Nσ
, 1−α
A2M
],
(1.1) has at least two positive solutions.
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B1Nσ
, α
A1M
] and μ ∈ (0, 1−α
A2M
]. The other case is
similar.
Step 1. Since f0 = ∞, there exists H1 ∈ (0, r1) such that
f (u, v)N(u + v), for u + v ∈ (0,H1).
Then we have
Aλ(u, v)(t) = λ
1∫
0
Gp(t, s)a(s)f
(
u(s), v(s)
)
ds
 λθp
(
1
4
) 34∫
1
4
s(1 − s)a(s)N(u + v)ds
= λθp
(
1
4
) 34∫
1
4
s(1 − s)a(s) ds Nσ∥∥(u, v)∥∥
= λσB1N
∥∥(u, v)∥∥ ∥∥(u, v)∥∥, ∀t ∈ [1
4
,
3
4
]
.
Set Ω1 = {(u, v) ∈ K: ‖(u, v)‖ < H1}, then∥∥A(u, v)∥∥ ∥∥(u, v)∥∥, ∀(u, v) ∈ K ∩ ∂Ω1. (4.4)
Step 2. Since f∞ = ∞, there exists H2 > r2 such that
f (u, v)N(u + v), for u + v ∈ [H2,∞).
We set Ω2 = {(u, v) ∈ K: ‖(u, v)‖ < H2}, similar to Step 1, we can show∥∥A(u, v)∥∥ ∥∥(u, v)∥∥, ∀(u, v) ∈ K ∩ ∂Ω2. (4.5)
Step 3. Set Ω3 = {(u, v) ∈ K: ‖(u, v)‖ < r1}, we have
Aλ(u, v)(t) = λ
1∫
0
Gp(t, s)a(s)f
(
u(s), v(s)
)
ds
 λ 1
6p−1
1∫
0
s(1 − s)a(s)Mr1 ds
 λA1Mr1  αr1,
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1∫
0
Gq(t, s)b(s)g
(
u(s), v(s)
)
ds
 μ 1
6q−1
1∫
0
s(1 − s)b(s)Mr1 ds
 μA2Mr1  (1 − α)r1.
Hence∥∥A(u, v)∥∥= ∥∥Aλ(u, v)∥∥+ ∥∥Aμ(u, v)∥∥ ∥∥(u, v)∥∥, ∀(u, v) ∈ K ∩ ∂Ω3. (4.6)
Consequently, from (4.4)–(4.6) and Lemma 2.1, (1.1) has at least two positive solutions
(u1, v1) ∈ K, (u2, v2) ∈ K with 0 ‖(u1, v1)‖ r1  ‖(u2, v2)‖. 
5. An example
As an example, we consider the existence of positive solutions for the following systems:⎧⎪⎪⎪⎨
⎪⎪⎪⎩
u(4)(t) = λ[(u + v)3 + (u + v) 13 ], t ∈ [0,1],
−v(6)(t) = μ[(u + v)2 + (u + v) 12 ], t ∈ [0,1],
u(2i)(0) = u(2i)(1) = 0, i = 0,1,
v(2j)(0) = v(2j)(1) = 0, j = 0,1,2.
(5.1)
We choose r1 = 1, M = 3, N = 165×214×2115 , α = 12 , then all the conditions in Theorem 4.2
are satisfied. Therefore, by Theorem 4.2, for any λ ∈ [ 99128 ,6] and μ ∈ (0,36] or λ ∈ (0,6]
and μ ∈ [27,36], (5.1) has at least two positive solutions (u1(t), v1(t)), (u2(t), v2(t)) with
0 < ‖(u1(t), v1(t))‖ < 1 < ‖(u2(t), v2(t))‖.
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