We propose a hybrid global optimization method for nonlinear inverse problems. The method consists of two components: local optimizers and feasible point ÿnders. Local optimizers have been well developed in the literature and can reliably attain the local optimal solution. The feasible point ÿnder proposed here is equivalent to ÿnding the zero points of a one-dimensional function. It warrants that local optimizers either obtain a better solution in the next iteration or produce a global optimal solution. The algorithm by assembling these two components has been proved to converge globally and is able to ÿnd all the global optimal solutions. The method has been demonstrated to perform excellently with an example having more than 1 750 000 local minima over [ −10 6 ; 10 7 ].
Introduction
Many problems in science and engineering can ultimately be formulated as an optimization (maximization or minimization) model. In the Earth Sciences, we have tried to collect data in a best way and then to extract the information on, for example, the Earth's velocity structures and=or its stress=strain state, from the collected data as much as possible. The former is to optimally design a data collection scheme (see, e.g. [33, 34] ); the latter, better known as geo-inverse problems, is to minimize a cost function measuring the di erence between the collected data and the model under study (see, e.g. [32, 19, 24] ). A real-life cost function is generally nonlinear and represented by a (great) number of parameters, depending on the problem under study. Thus, without loss of E-mail address: pxu@rcep.dpri.kyoto-u.ac.jp (P. Xu). 0377-0427/02/$ -see front matter c 2002 Elsevier Science B.V. All rights reserved. PII: S 0377-0427(02)00438-7 generality, a nonlinear optimization (programming) problem can be written as follows: min f(x);
(1)
where f(·) maps R n into R, x is deÿned in a given subset X of R n . Finding correctly the optima, in particular, the global optima, of (1) has been a painstaking endeavour. All the methods, techniques and algorithms to solve (1) can be divided into two categories, namely, local and global optimization. A number of important programming methods and techniques were mainly developed in the 1950s and 1960s, which are basically of local optimization nature. These algorithms will terminate searching as soon as an optimum in the neighbourhood of a starting point has been found. Thus, the success of an algorithm of local nature in ÿnding the global solution will strongly depend on a starting point. For an objective function with many optima, such an algorithm will most likely fail to output the global solution(s). Only in few occasions, the global solution to (1) can be guaranteed and readily obtainable. If the objective function (1) is linear and X is deÿned by a number of linear inequality constraints, then linear programming techniques guarantee to ÿnd the unique global solution(s) in a ÿnite number of steps. The second example is a convex objective function f(·) deÿned over a convex domain X.
The failure of local optimization methods to always converge to the global optimal solution(s) has become a great challenge for developing global optimization theory. The e ort in the last ÿve decades has successfully resulted in three major categories of global optimization methods: (i) simulated annealing; (ii) genetic algorithms; and (iii) interval arithmetic based techniques. The ÿrst two classes of global optimization methods are of random nature, while the last class is deterministic. Simulated annealing started with the seminal publication by Metropolis et al. [20] , but seems to remain unattended for almost three decades. Probably, it was the work by Kirkpatrick et al. [18] that revived an exponential interest in further theoretical development and practical applications of simulated annealing (see, e.g. [27, 31, 4, 29, 1, 7] ). However, simulated annealing cannot guarantee to converge to the global solution without unlimited resource (because of its random Monte Carlo nature). Genetic algorithms were ÿrst proposed in the 1960s by Holland [14] to emulate natural and artiÿcial systems (see also [10] ) and were intensively investigated in the 1970s. The last two decades mainly witnessed quick spreading of genetic algorithms and their growing long list of applications areas in science and engineering (see, e.g. [10, 9, 28, 29] ). As for simulated annealing, up to the present, genetic algorithms cannot theoretically warrant the output of a global optimal solution. The last class of global optimization methods, namely, interval-arithmetic-based techniques, may be said to start with the papers of Hansen [11] and Ichida and Fujii [16] , although Moore [21] invented interval arithmetic and applied it to identifying the optimal value of a function to be optimized. Global optimization using interval arithmetic has since been developed very rapidly and shown to be very reliable in correctly ÿnding the global optimal solution(s) (see, e.g. [11] [12] [13] 26, 6, 17, 8] ). This class of methods may fail if the global solution is eliminated too early by chance (see [13] ). However, if the objective function strongly oscillates, interval-arithmetic-based global optimization can be very ine cient computationally, since every valley has to be checked to make sure that it is not the global solution. More algorithms for global optimization can be found, for example, in [25, 30, 15, 2, 3] ; these methods cannot guarantee to converge to the global optimal solution(s), however.
The major motivation of this paper is to propose a hybrid new global optimization method. Our approach is deterministic and is proved to converge to the global optimal solution(s). The new hybrid method for global optimization will be described in Section 2. The convergence property of the new optimization method will also be proved. Then in Section 3, we will simulate a highly oscillating function and show how the new method works.
A new hybrid global optimization method
In this Section, we will develop a new, hybrid global optimization method to ÿnd the optimal value and the optimal solution(s) of the objective function (1) subject to simple bounding constraints, namely, min f(x); s:t: x 6 x 6 x;
(
where the objective function f(x) is assumed to be continuously di erentiable up to the second order, x and x are the lower and upper bounds of the vector x, respectively. The new method consists of two components: a local optimizer and a feasible point ÿnder. Since the conditions of continuity and di erentiability of an objective function are not required by these two components, the global optimizer to be developed in the present paper can be readily generalized to incorporate discrete and nondi erentiable functions if a local optimizer and a feasible point ÿnder are correspondingly modiÿed. On the other hand, if x and x are set to the limit of the number system on a computer, the optimization problem (2) practically becomes unconstrained. Since the methods for ÿnding a feasible point are very di erent in the cases of one-and multi-dimension, we will focus on the one-dimensional case in this paper. The same idea of hybrid global optimization in the multi-dimensional case will be discussed and further extended to constrained optimization in a separate publication.
Local optimizers
By local optimizers we mean the optimization methods that correctly ÿnd the optimal solution of an optimization problem in the neighbourhood of a starting point. Local optimizers generally cannot correctly identify the global optimal solution, unless, by chance, they start searching in the neighbourhood of a global solution, or if the objective function is convex and deÿned in a convex set. For an arbitrary objective function, even if the global solution has been found by chance, we generally do not have any conÿdence in it mathematically. Since local optimizers have been well developed, we will not distinguish between one-or multi-dimensional optimization in this section, although we only focus on global optimization in the one-dimensional case in this paper.
The algorithms of local optimizers are built up either by noniterative or iterative searching. Two frequently used noniterative searching algorithms use either Monte Carlo-a random searching tool or gridding. The Monte Carlo searching is to sample a number of points within the deÿnition domain and then pick up the best solution. From the statistical point of view, the method works unless the number of samples tends to inÿnity. This is however practically not possible. Thus, a certain approximation or compromise is always made. As in the Monte Carlo random search, the gridding search has to assume a ÿne gridding in order to make a good approximation to the correct optimal solution. Theoretically speaking, these two methods are of global nature but are very ine cient computationally. Although the noniterative searching methods are conceptually simple, they generally fail to produce a practically acceptable solution.
Almost all practically important local optimizers use the strategy of iterative searching. They are di erent in whether the derivative information of an objective function is used, and thus have di erent convergence rates. Computer resource also plays an important role in selecting a local optimizer, especially for optimizing an objective function of a large number of variables. If an objective function is continuously di erentiable, then all the derivatives-based local optimizers ÿnd the (local) solution by using the following iteration:
where k is the iteration index, k is a positive constant that determines the length of a step for the next search from x k , d k is a unit vector that decides the direction of the next search. Given a searching direction d k , the best length k of the next step is selected by line minimization so that
The derivative-based local optimization methods are essentially di erent in how to choose d k ; however, the most intuitive idea is to ÿnd d k such that f(
. Accordingly, this approach to determining d k is commonly called the steepest method. The steepest method can be very e cient, unless the shape of the neighbourhood of the local solution is far from a sphere. If f(x) is continuously di erentiable up to the second order, one can approximate f(x) to the second order, whose solution algorithm is known as the Newton method. If a starting point to search is su ciently close to the local solution, then the Newton method is most popular because of its attractive quadratic convergence rate. Otherwise, the Newton method may fail to converge because the Hessian matrix at each iteration may not be positive deÿnite.
In order to maintain the fast convergence rate of the Newton method but overcome its possible di culty of arbitrary Hessian matrices during iteration, quasi-Newton methods have been proposed. The basic idea of quasi-Newton methods is to carefully design a positive deÿnite matrix to replace the Hessian matrix of the Newton method at each iteration. The most popular and robust quasi-Newton method was independently proposed by Broyden, Fletcher, Goldfard and Shanno in 1970 and now is known as BFGS quasi-Newton method. The algorithm of the BFGS quasi-Newton method is given as follows:
(see, e.g. [5] ), where the matrix H k+1 is iteratively computed by
and 0 6 6 1: (5f)
To start executing the BFGS algorithm, one often begin with an identity matrix for H k . The BFGS method has been shown to converge superlinearly and possesses a number of advantages over the Newton method. Three signiÿcant improvements of the quasi-Newton method over the Newton method include: (i) the Hessian matrices during the iteration are always positive deÿnite so that a descending search direction is guaranteed; (ii) no inversion of Hessian matrices is required. The sequence of H k will converge to the inverse of the Hessian matrix at the strong local solution; and (iii) only the ÿrst derivatives of f(x) are used. In practical geophysical inversion, the derivatives of the cost function f(x) may be di cult to obtain analytically. However, one can readily compute the derivatives numerically. For a large scale inverse problem, the storage of the Hessian matrix may be costly. The conjugate gradient method may be considered alternatively. If f(x) is not smooth, one will have to use the local optimizers that are based on direct search. The simplex method proposed in [22] is often recommended for its e cient and robust performance (see also [5] ).
Feasible point ÿnders
Feasible point ÿnders can be deÿned to be a class of techniques to ÿnd the points that satisfy some conditions within a given point set. In the present paper, by feasible point ÿnders we mean the techniques to ÿnd the point set X g that satisÿes the following one-dimensional inequality problem:
subject to the bounding condition
In the present paper, we sometimes alternatively denote the bounding box (6b) by X. Furthermore, we deÿne that g(X) = {g(x) : x ∈ X}, which is the image of the mapping g(x) from the deÿnition domain X. Denote the lower and upper bounds of g(X) by g(X) and g(X), respectively, which can be computed using interval arithmetic (see, e.g. [21, 13, 23] ). The solution to the problem (6) has three possible outcomes: (i) if g(X) ¡ 0; then we have X g =X. In this case, the inequality constraint (6a) is redundant and thus can be deleted; (ii) if g(X) ¿ 0; then we have X g = ∅. The inequality constraint (6a) and the bounding condition (6a) are not consistent. In this situation, the problem (2) has no solution; and (iii) for the case between (i) and (ii), there exists no simple solution except for some simple functions g(x). The point set X g generally has a complicated structure, consisting of a number of disconnected point subsets X gi ; i = 1; 2; : : : ; m. In the case m = 1, X g becomes a single (connected) point set. It is generally di cult to determine each subset X gi exactly in the multi-dimensional case. Instead, one may approximate each point subset X gi with the minimum box that completely encloses X gi . Fortunately, the perfect knowledge on X gi in the one-dimensional case can be exactly obtained by using the feasible point ÿnders to be developed here. Although the exact X gi can all be found, we will terminate the feasible point ÿnder as soon as one of the points in any one of X gi has been found. The reason is obvious, since our goal is to ÿnd the optimal solution(s) of (2) but not to obtain all the point sets X gi .
The analytical solution of (6) is possible only if we can analytically derive the inverse function of g(x). Examples of an analytical inverse function include rudimentary functions such as sine and cosine, for instance. For a general function of one variable, its analytical inverse can be very di cult (if not completely impossible) to obtain. The same is certainly true for a general function of many variables. However, we can always design some numerical algorithms to ÿnd the solution to the inequality (6) (see, e.g. [13] ). Instead of solving the inequality problem (6) directly, as in [13] , we propose to reformulate (6) as follows:
Here, is an arbitrarily small positive number. Thus we have turned the problem of solving an inequality into that of ÿnding zero points of a function. The problem of ÿnding zero points of (7) has been well documented and can be readily solved by using the interval Newton method (see, e.g. [21, 13] ). To begin with, let us denote X 0 = X. Then for the ith subset (subbox) X i = [x i ; x i ] (i = 0; 1; 2; : : :) in the course of iterations compute
and
where g 1 (X i ) is the interval of the derivative of g 1 (x) within X i . The midpoint x i is chosen only for convenience. In fact, any point of X i can be arbitrarily selected. It has been proved that the algorithm (8) can ÿnd all the zero points of (7) in X [13] . For any given i ¿ 1, N (x i ; X i ) can either consist of a single interval or two disconnected intervals. If X i is splitted into two disconnected intervals, then one has to store one of the intervals into a problem list and use the other interval to resume the iteration procedure. After all the stored intervals in the problem list are solved, all the zero points are found. As a consequence, all the open point sets that satisfy (6) have been exactly obtained, as illustrated by the shaded areas in Fig. 1 . For more details on ÿnding zero points of a function, the reader is referred to [13] or [23] . Again, it is emphasized that the purpose of this section is to ÿnd a feasible point but not all the feasible point sets that satisfy (6) . Thus, one can immediately stop the feasible point ÿnder as soon as a feasible point is found.
Assembling local optimizers and feasible point ÿnders for global optimization
In this subsection, we will show how to assemble local optimizers and feasible point ÿnders into a global optimizer. We will also prove that the global optimizer is always convergent. Thus, it is guaranteed that the global solution(s) of (2) can always be found by our algorithm of global optimization. The algorithm starts with a local optimizer, say, the BFGS quasi-Newton method, and an initial feasible point within the box X. Assume that the local optimal solution and the value of the objective function have been found and are denoted by x l and f * l , respectively. Then we form the inequality as follows:
x 6 x 6 x:
The solution to this inequality system has been formulated in Section 2.2. Here, we have to note that since X f is a set of the minimum boxes that enclose all the exact solutions of (9), the global solution(s) is surely within X f . If X f is empty, then x l and f * l are the global optimal solution and value of (2). To test whether x l is the only solution, one can replace ¡ of (9a) with =. Then the solution of (9) will either conÿrm the uniqueness of the global optimal solution or produce all the other global optimal solutions. Otherwise, we check whether all the boxes in X f are within a pre-determined tolerable error. If the answer is correct, then we ÿnd all the global solutions and the algorithm will terminate.
If there exists at least one box, say X i , in X f that is larger than the pre-determined tolerable error, this indicates that x l is not a global optimal solution. Thus, we apply the feasible point ÿnder to ÿnd a feasible point within X i , or any box whose size is bigger than that of X i . Let the new initial point be denoted by x k . Then we certainly have
Thus, by re-applying the local optimizer with this new initial point x k , we are guaranteed to obtain a new local optimal solution, denoted by x lk with the objective value f * lk that satisÿes f * lk ¡ f * l : (11) Replace x l and f * l by x lk and f * lk , respectively, and then repeat the process starting from (9) . When practically implementing the algorithm described here, we need not determine all X i , but instead, we only need iterate and make sure that a short enough X i contains a feasible point. From this point of view, we even do not need an exact zero point. A very approximate zero point is su cient. The computational cost from a very approximate zero point to an exact one can thus be further saved. We can then use any point in X i to re-start the local optimizer. Now we can summarize the major property of the algorithm presented in the above in the following theorem.
Theorem 1. Given the optimization problem (2); if f(X) ¿ − ∞; namely; if the cost function f(x) has the global solution(s) within the prescribed bound X; then the algorithm presented in the above is always convergent and ÿnds the global optimal solution(s).
The proof of Theorem 1 is rather trivial. In fact, let the local optimal values produced by the algorithm be denoted by f * 0 ; f * 1 ; : : : ; f * n , which satisfy the strictly decreasing order as follows:
Now suppose that the algorithm does not terminate with the global solution(s), which mean that n tends to inÿnity. Thus, we must have
which clearly contradicts the assumption of the theorem.
A second fascinating property of this global optimization algorithm is that it never searches for the global optimal solution(s) in any impossible areas. Practically, this algorithm works exactly in the same manner as man climbs mountains. If we replace the objective function f(x) by −f(x), then the minimization problem (2) becomes the maximization problem, or equivalently, the problem of climbing mountains. Suppose that a mountain lover wants to set foot on the summit of the Everest in Tibet. Naturally, we assume that she=he does not know where the highest summit of this planet is. By following the algorithm of this paper, she=he ÿrst sets o from anywhere on the surface of the Earth and starts climbing (our local optimizers). When she=he reaches the peak of a hill or a mountain, what she=he does next is to level around and then ÿgure out which hills or mountains are higher than where she=he stands. She=he will surely pay no attention to any hills that are lower than where she=he stands. After she=he ÿnds out where higher hills are (by using the feasible point ÿnder in the present paper), the next step she=he will certainly do is to jump over to a higher hill (through the local optimizer). After she=he climbs to the top of a higher hill, she=he will repeat using the same technique and jump over to a higher hill=mountain. She=he is getting higher and higher. Finally, she=he will deÿnitely set feet on the summit of the Everest successfully, although she=he did not know where the highest point on this planet is in the beginning of her=his expedition. However, if the mountain lover is supposed not to have any other instrument, she=he will not be able to decide 2. An illustrated multi-peak mountain (modiÿed after MATLAB). To set foot on the summit, simply keep jumping over to a higher and higher peak with the "instrument" proposed here. a higher mountain to climb immediately and reach the goal of setting foot on the summit. In the book on genetic algorithms, Goldberg [10] challenged local optimizers for a multi-peak function shown in Fig. 2 by asking "which hill should we climb". Goldberg was correct then, because his mountain climber was not equipped with an instrument (our feasible point ÿnder) to ÿnd out where to go next but had to stop on the peak of a local hill.
Tools to speed up convergence
Although the method of global optimization proposed here always converges and never searches for the global optimal solution(s) in the impossible areas, there exists a possibility to speed up the convergence of the algorithm in certain cases. For instance, if we assume that the objective functions have too many insigniÿcant local minima and further assume that all these local minima have very distinct roots, then we would be forced to spend a lot of time to solve (6) . This compares to the worst case that a mountain climber always jumps over only to the next higher hill by chance. Now the question of importance is how to avoid any of the insigniÿcant local minima. The simplest method would be to add a negative number to the most recent local optimal solution produced by the local optimizer. If we could have su ciently good knowledge about the cost function before we start searching with a local optimizer, we then are able to immediately eliminate all the insigniÿcant local minima and leave them behind. This may be mathematically possible. To start with, we compute f(X) and then obtain the lower and upper bounds of f(x). Thus, without actually initializing a local optimizer, we can readily set f * l in (9a) to where ÿ = [0; 1]. A proper ÿ would certainly speed up the convergence, since it could help by automatically eliminating many local minima at the very beginning. The use of (14) also carries the risk of wasting the time to solve (6) . This can be particularly true, if the bounds of f(x) are too roughly estimated. Thus, we recommend using (14) to speed up the algorithm only if we are able to produce the reliable bounds for f(x).
Synthetic examples
We now illustrate how the method works with an example. The cost function is simulated by adding 99 Gaussian functions centred at certain positions to the cosine function of x, namely
where b = =4, a 0 = 3:0, and a i = 2:0 − 1:7|sin(i)|, i = 1; 2; : : : ; 49. We then set the lower and upper bounds of x to −10 6 and 10 7 , namely, X = [ − 10 6 ; 10 7 ]. Part of (15) is shown in Fig. 3 , which can be seen to oscillate strongly. The total number of the minima between the set lower and upper bounds is approximately equal to N m ≈ int{1:1 × 10 7 =2 } ≈ 17 50 704:
The distinct values of all the minima are plotted in Fig. 4 . Correctly identifying the global minimum of (15) is beyond the power of any local optimizers, since more than one million local minima would have to be checked. Some major global optimization algorithms may also have di culty in correctly solving this minimization problem. With this simulated example, we will now demonstrate that our algorithm indeed does not depend on starting points, or in other words, converges globally. We would also like to investigate the number of jumps the algorithm made to attain the global minimum. For these two purposes, we have used uniform distributions to randomly choose 200 starting points in [ − 10 6 ; 10 7 ] and another 200 starting points in [ − 100 ; 100 ]. Before reporting the detailed results, we have to point out that the algorithm developed in this paper correctly attains the global optimal solution for all these 400 tests (and some more hundreds of tests not reported here). Plotted in Fig. 5 are these two sets of starting points (solid lines) and the numbers of jumps over hills (or valleys) (dotted lines) the algorithm used to attain the global minimum. Since the absolute values of almost all the starting points except for the 155th starting point (=0:554) in the second set of tests are larger than one, and since they are scattered over a very wide range, we have actually plotted sign(x) log(|x|) in Fig. 5 for all the 400 randomly generated starting points, where sign(x) is the sign of x and |x| is the absolute value of x. It is very interesting to see from the upper plot that the numbers of jumps remain constant (=6), although the 200 starting points are scattered randomly over [ − 10 6 ; 10 7 ]. The reason may be explained as follows. All these starting points are far away from the zone of distinct minima. No matter where the algorithm starts, it will follow the same route to ÿnd the feasible points and thus to attain the global minimum. For the second set of 200 random starting points, the algorithm has followed di erent routes to attain the global minimum, and thus produced di erent numbers of jumps (compare the lower plot of Fig. 5 ).The numbers of jumps range from a minimum of 0 to a maximum of 6, with the average of 4:345 jumps. Although function (15) has 51 distinct values of minima (see Fig. 4 ), the algorithm has been shown to perform excellently, requiring, at most, only 6 jumps to attain the global minimum in these 400 random tests.
Conclusions
Nonlinear inverse problems have almost always been turned into a nonlinear optimization model. Solving a nonlinear optimization problem with multiple local solutions has been di cult. The techniques of Monte Carlo nature such as random search, simulated annealing and genetic algorithms cannot warrant to produce the correct global optimal solution(s) unless unlimited computation resource is available. Global optimization using interval analysis is based on branch and bound, and can be very time consuming for highly oscillating objective functions.
We have proposed a hybrid global optimization method for nonlinear inverse problems. The proposed algorithm consists of two essential components: local optimizers and feasible point ÿnders. Thus we can fully use all the sophisticated and well developed optimization techniques of local nature. Feasible point ÿnders are to ÿnd a feasible point to re-start local optimizers and therefore guarantee that the local optimizers either obtain a better solution or produce the global optimal solution(s). They play the role of expelling the search from local optimal solutions. In this sense, our hybrid method may be properly called self-propeller. In the one-dimensional case, our feasible point ÿnder is equivalent to ÿnding the zero points of a nonlinear function. This hybrid method has been proved to converge globally. The simulated example, which highly oscillates and contains more than 1; 750; 000 local minima and more than double stationary points of this number, has shown that the algorithm indeed does not depend on starting points. In all the 400 tests with randomly generated starting points, the algorithm converges to the correct global solution very rapidly by re-launching the local optimizer up to six times, no matter where a starting point is.
