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第 1 章
序論
1.1 研究の背景
フィルタリングは雑音が含まれる観測データから，そのもとになった信号や未知パ
ラメータを推定する技術である . 1960 年代の始めに発表された Kalman フィルタはそ
の代表的なアルゴリズムであるが. Kalman フィルタの最初の応用が人工衛星の軌道
決定であったように，宇宙・航空の分野でフィルタリングの必要とされる問題は多い.
たとえば，飛行物体の軌道推定.宇宙構造物の状態やパラメータの推定などがそうで
ある.そして，このような問題に対するこれまでのアプローチのほとんどは Kalman
フィルタをベースにおいたものであった.
Kalman フィルタは，モデ、ルが以下の条件を満たすときに最適な推定値を与えるも
のである.
i) 推定すべき状態はガウス過程である.すなわち，状態は白色ガウス雑音で駆動さ
れる線形の確率微分方程式あるいは確率差分方程式で記述される.
ii) 観測機構は線形でかつ観測雑音は白色ガウス過程である.
iii) システムの性質は既知である.すなわち，状態方程式や観測機構のパラメータと
雑音の共分散があらかじめわかっている.
一方，応用上の殆どすべての問題は，多かれ少なかれ非線形性を有しており， i) か ii)
が満たされない.また. iii) についても，あらかじめ完全に決めることは困難である .
それにもかかわらず，これまで多くのフィルタリングの問題に Kalman フィルタが
用いられてきたのは次のような理由からである.
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a) 雑音が比較的小さい場合には，推定値のまわりでシステムを線形化して Kalman
フィルタを適用できる.これは拡張 Kalman フィルタと呼ばれている.
b) 雑音の大きさが未知の場合には，少し大きめに見積もっておけば. Kalman フィ
ルタの安定性は損なわれない.
c) Kalman フィルタのアルゴリズムは単純で計算量は少なし手軽に利用できる.
このような理由から Kalman フィルタは. 1960 年代の米国のアポロ計画を中心と
する宇宙開発計画において応用研究が盛んになり，それ以後，宇宙・航空の分野のみ
ならず，制御，通信.経済，統計など広範な分野で活用されてきている.
しかしながら，宇宙・航空の分野においては，宇宙開発の進展や，機器の高性能化・
複雑化に伴う要求性能の高度化により.線形フィルタリングの延長では解決できない
問題が出てきた.そのような問題の例として次のようなものがある.
A) 大規模宇宙構造物 (LSS) の状態とパラメータとの同時推定
大規模な宇宙構造物は極端な軽量化が図られるため，減衰の遅い低周波振動があ
らわれやすし姿勢制御系との干渉により不安定になる可能性がある. したがっ
て，大規模宇宙構造物の姿勢制御のためには，システムの正確なモデルと正確な
状態の情報を得ることが重要になる [80]. しかしながら.このようなシステムは
地上では再現できず， したがって，地上では十分に動特性を把握することができ
ないため，宇宙で‘の軌道上で・パラメータの同定を行わざるを得ない.すなわち，
観測データをもとに，状態とパラメータの同時推定が必要になる.その際，状態
とパラメータとをあわせたものを拡大された状態ベクトルと考えると，状態方程
式は右辺に 2 次の項が含まれる非線形方程式になる.
B) マヌーバを行う目標の追尾 [8]， [67] 
レーダやソナーのようなセンサから得られる観測データをもとに，航空機や艦船
などの位置や速度を推定する目標追尾 (Target tracking) の問題においては，目標
がマヌーバ(操舵)を行ったときに，状態変数中の速度もしくは加速度が大きく
ステップ状に変化する.精度良く目標を追尾するためには，このようなジャンプ
を検出することが必要になる.ところが，線形フィルタリングが適用できて最適
な推定値が得られる問題というのは，状態変数がガウス過程に限定されていて，
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そのサンプルパスは連続でなければならない. したがって，この問題はその枠組
みからはずれる.
これらの問題は非線形フィルタリングの問題ということになる.フィルタリングの
基本原理は，対象のダイナミクスを事前情報として Bayes の法則を適用することであ
る. これは，線形であれ非線形であれ共通の原理であって. i二にあげた非線形フィル
タリングの問題に対しても適用されるものである. しかしながら，これらの問題に対
して従来からとられてきた様々なアプローチは，必ずしも非線形フィルタリングの基
本原理に基づくものではなかった.その主な理由は，基礎方程式からアルゴリズムを
導出したり，性能の原理的な限界を評価したりすることが困難であったこと，あるい
は，得られた非線形フィルタを実現するのが困難であったことによる.
そのような困難に対して，近年の，非線形フィルタリングの特異摂動法に基づく近
似理論の発展や，ニューラルネットの並列，分散，学習といった特徴を生かした新た
な情報処理方式の展開により，打開の糸口が見え始めてきた.
本研究は，そのような背景のもとになされたもので，宇宙・航空の分野における非
線形推定問題 A) ぅ B) に対する有効なアルゴリズムの開発をねらいとして，非線形フィ
ルタリングの基本原理から出発して上記の新たな理論や手法を活用することにより，非
線形フィルタリングの応用に関する基礎的な課題を解決することをめざしている.
1.2 過去の研究の概要
フィルタリングの歴史は，惑星の軌道パラメータを最小 2 乗法を用いて推定したガ
ウスにまでさかのぼることができるが，雑音の本格的な取扱いを含めて，最適性の観
点からフィルタリングの理論的な枠組みを作ったのは Wiener [86] である.
Wiener の扱った問題は定常時系列の推定であり， Wiener-Hoph の積分方程式を解
くことにより最適フィルタの伝達関数が得られることを示した. しかしながら，この
Wiener フィルタは定常時系列の推定に限定されており，同じ方法を非定常時系列の推
定へ拡張することには限界があった.
この限界は， 1960 年代初頭に Kalman と Bucy [35] , [36] の線形フィルタリング理
論によって乗りこえられた.彼らは，状態空間と直交射影の方法とを用いて， Riccati 
方程式を解くことにより非定常時系列信号の最適フィルタ(し 1わゆる Kalman フィル
タ)が得られることを示した.
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Kalman フィルタは.システムと観測機構が線形で雑音がガウシアンの場合に，誤
差の分散が最小という意味での最適フィルタになっている.
線形システムに対するフィルタリングの理論を非線形システムへ一般化しようとい
う試みは，既に 1960 年代の半ばには始まっている. Kushner [45 ], [46] は観測値に基
づく状態量の条件っき確率密度関数の従う方程式を導いた.これは確率偏微分方程式
で. Kushner の方程式と呼ばれている.
Kushner の方程式では.システム雑音と観測雑音は正規白色雑音に限定されており，
その導出は数学的厳密さを欠くものであったが，その後の 1970 年代の研究により，数
学的に厳密で一般的な理論が完成した Fuzisaki-Kallianpur-Kunita [16] は Kushner
の方程式を拡張して，雑音に関するもっと一般的な仮定のもとで，数学的に厳密な意
味での最適フィルタの方程式を導いた.
一方， Bucy [12] は上記のような発展方程式型の最適フィルタの方程式ではなく，
バッチ処理型の最適推定値の経路を与える公式を導いた.これは関数空間上での Bayes
の公式に相当するものである.この公式の数学的に厳密な証明は Kallianpur-S triebel 
[34] によって与えられ， Kallianpur-Striebel の公式と呼ばれている.
さて， Kushner の方程式は，連続時間における非線形フィルタリングの基礎方程式
であり，最適フィルタの挙動を完全に記述するものであるが.これから直ちに，最適
推定値を求めるアルゴリズムが導かれるわけではない.
Kushner の万程式からすぐに導かれるのは，各次数の条件っきモーメントの時開発
展を表わす方程式系である. 1 次の条件っきモーメントは条件っき期待値に等しく，こ
れは条件っき分散を最小にするという意味で最適推定値になる. したがって，条件っ
きモーメントの方程式系を解けば最適推定値が得られるということになるが，残念な
ことにこの方程式系は，線形システムの場合を除き一般に有限次元では閉じていない.
すなわち. 1 次の条件っきモーメントの方程式は 2 次以上の条件っきモーメントを含
み. 2 次の条件っきモーメントの方程式は 3 次以上の条件っきモーメントを含み，・・・
というような構造になっているため，無限個の方程式を同時に解かなければ最適推定
値を得ることができない.
そこで，最適推定値を求めるアルゴリズムを導くためには，何らかの近似が必要
になる.そのため，拡張 Kalman フィルタ [31]をはじめ. 2 次確率モーメントフィル
タ (trancated second-order 日ter) [30]. 正規形 2 次確率モーメントフィルタ (Gaussian
second-order 臼ter) [14]. マルコフ等価線形化法 [75] など数多くの手法が提案された
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[76]. しかし，いずれもヒューリスティックな導出によるものであったため.いかなる
場合にいかなる近似アルゴリズムが適切かを判定するための理論的根拠がなく，シミュ
レーションによって性能比較を行なわざるを得なかった.
非線形フィルタの漸近的ふるまいを解析するために，あるいは近似フィルタを理論
的に構成するために.近年，摂動論的なアプローチをとる研究が増えてきている [11 ], 
[39] , [69] , [71 ], [25], [10]. この場合，通常，雑音の大きさが小さいパラメータとして選
ばれるから，非摂動系は雑音の入らない推定問題ということになって退化が生じ， し
たがって特異摂動論が必要になる.
非線形フィルタリンク、、への特異摂動論的アプローチの基本的なアイデアは. WKB 
(Wentzel, Kramers , Brillouin) 展開 [79] の応用である. WKB 展開を行なうためには，と
を小さいパラメータとして，展開すべき関数が C exp{-~φ(x)} という形になることが
条件として課される.この条件は，問題によっては始めから仮定されることも多いが，
一般には，そうなることを証明する必要が生じる.雑音が小さいという仮定のもとでの
非線形フィルタリングの問題の場合，条件っき確率密度関数が上記の Cexp{-fφ(x)} 
のような形になることは Hijab [25] により，大偏差理論を用いて証明された.
WKB 展開を用いれば， ε の様々な次数の精度での近似フィルタが構成できる [39] ，
[69]. また，それらとの比較から，拡張 Kalman フィル久統計的線形化法. 2 次フィ
ルタなど古典的でヒューリスティックな近似フィルタの正当化が行える [69].
特異摂動法の非線形フィルタリングへの少し違った適用法として Schuss ら [71 ]， [10] 
の境界層の方法を用いたものがある.彼らは，通信の分野における代表的な非線形フィ
ルタである PLL(Phase-locked loop) のサイクルスリップの確率を，雑音が小さいとい
う仮定のもとで，境界層の方法を用いて漸近的に評価した.
非線形フィルタリングの中で課題 A) は，適応推定 [52] ， [5]. あるいは適応フィル
タリング [54] ， [20] と呼ばれている.適応推定は，状態とパラメータをあわせたものを
拡大された状態ベクトルと考えると状態方程式が非線形方程式になり，非線形フィル
タの問題になる.
この適応推定の問題に対しては. Mehra の研究 [53]， [54] をかわきりに，様々な仮定
のもとで，理論とシミュレーションの両面から多くの研究が行なわれてきた [20] ， [38]. 
従来の適応推定へのアプローチは 3 種類にわけられる.すなわち，並列 Kalman フィ
ルタ， システム同定手法の適用，拡張 Kalman フィルタの適用である.
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(a) 並列 Kalman フィルタ [72]， [48] 
未知パラメータ 0 を離散化して有限個の値 01， のγ ・ '， On をとるものとし.各 Oi
ごとに Kalman フィルタを組む.各 Kalman フィルタから得られる推定値をそれ
ぞれの共分散行列の逆行列で重み付けした和が状態推定値となる.この方法は安
定ではあるが，離散化されたパラメータの個数がよほど少なくないかぎり実現は
むずかしい.たとえば 5 個のパラメータをそれぞれ 10 個に離散化すると 105個の
Kalman フィルタが必要ということになり，実際的な問題への適用は限定される.
(b) システム同定手法の適用 [38 ぅ 9.3 節]
システム同定はシステムの動特性のモデリング技術であるが，特に線形システム
のパラメータ推定のために数多くの手法が研究されてきた.線形システムであれ
ば，モデルが決まれば直ちに Kalman フィルタにより状態推定値が求められるか
ら，殆どの逐次型のシステム同定のアルゴリズムはそのまま適応推定の問題へ適
用できる.逐次型システム同定アルゴリズムの代表的なものには次のようなもの
がある.
-逐次型最小 2 乗法 (RLS: Recursive Least Squares method) 
般化最小 2 乗法 (GLS: Generalized Least Squares method) 
.補助変数法 (IV: Instrumental Variable method) 
・拡大最小 2 乗法 (ELS: Extended Least Squares method) 
・最尤推定法 (ML: Maximum Likelihood method) 
・予測誤差法 (Prediction Error method) 
これらのシステム同定アルゴリズムが対象としているのは. ARX モデルや AR­
MAX モデルのような差分方程式で記述されるモデルである.システム同定法は，
基本的にシステムをブラックボックスとみてのモデリングであるから，すべての
パラメータが未知であっても適用できるかわりに，多入力多出力システムの場合
には推定すべきパラメータの数が膨大になり，推定が困難になる. したがって，
構造物のパラメータ推定のように，あらかじめシステムの性質がかなりわかって
いる場合には，上にあげたような一般的なシステム同定法をそのまま適用するの
はあまり得策ではない.
(c) 拡張 Kalman フィルタの適用 [5 ， pp.284-285], [19 , sec.9.1] 
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線形システムの状態とパラメータとをあわせて拡大された状態とみなし，この拡
大された状態のフィルタリングを行う.これは非線形のフィルタリングの問題に
なるが，推定値のまわりでシステムを線形化して拡張 Kalman フィルタを適用す
ることができる.この方法は単純であるがため，適応推定の研究の初期の頃から
様々な問題に対して適用されてきた. しかしながら，この方法はそのまま用いる
とモデルによってバイアスや発散が生じる危険性があり.それを凶避するために
は Ljung [51] が行ったような補正を加える必要がある.
一方，課題 B) は状態遷移にジャンプを伴うような確率過程の推定であり，非線形
フィルタリングの問題の中でも特に非線形性の強い問題になる.というのは.ジャン
プの直後には.状態の観測値に関する条件っき分布が，状態がジャンプ以前にあった
ところとジャンプで移ったところとの 2 ヶ所に峰をもつようになり，正規分布からは
かけ離れた分布になるからである.このような，ジャンプを伴う確率過程の推定問題
の例として，先にあげた目標追尾の問題以外にも次のようなものがある.
- 故障検知 (Fault detection) [87] , [57] 
運転中のシステムの出力を常時監視することにより，その特性の変化から，シス
テムの故障を検知することができる.このシステム特性の変化は，ダイナミカル
システムのパラメータのジャンプとして表わされる.
- 画像のエッジ検出
雑音で汚された画像データからもとの画像を復元するためには，雑音を除去する
空間フィルタが用いられる. しかしながら，この空間フィルタが単なるローパス
フィルタであれば，雑音を除去すると共にエッジをもなまらせ，画像をぼやけさ
せてしまうから，鮮明な画像を得るためには，エッジ検出が必要になる.
このようなジャンプの検出が必要な推定問題に対して，従来から多くの統計的手法
が研究されてきた.そのうち，理論的に最良の結果を与えるのは，多重仮説に基づく
方法である [87]. この方法は完全に定式化すれば，離散化された各時刻ごとに，ジャン
プが生じたか否か，あるいはどこにジャンプしたかで仮説を分岐させていく.各仮説
ごとに，その仮説に基づく状態推定値とその仮説が真である事後確率とを求めておき，
前者を後者で重み付けして和をとりそれを状態推定値とする.この方法は誤差の分散
が最小になるという意味で最適な推定値を与えるものであるが，仮説の数が時間の経
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過と共に指数関数的に増大し，膨大な計算が必要となるためそのままでは実装に適さ
ない.
そこで，性能を若干犠牲にして，実現の容易なアルゴリズムを導くという立場から
様々な万法が提案されてきた.その多くは残差系列に統計的仮説検定論を適用するも
ので [57]，中でも簡単なのはが検定を用いる方法である.これは，“ジャンプをして
いなしザという仮説が正しい場合には残差系列が白色ガウス，すなわち，その 2 乗和が
x2 分布になることを利用して，その仮説の真偽の判定を行なうものである.この χ2
検定を用いる方法は，その単純さから，目標追尾 [8]， [67] や故障検知 [87] などで広く
用いられている. しかしながらこの方法は.二者択一の決定を与えるだけのものでし
かなく，たとえば，目標追尾に用いる場合には，目標の運動モードが変化したという
ことの検出しか行えないし.故障検知においては，異常のアラーム機能を与えるにす
ぎない.また，ジャンプが発生した時間も正確に推定できない.
これらの点を改善するために提案されている手法として， 一般化尤度比検定 [89] と
逐次確率比検定がある [57]. このうち一般化尤度比検定は，ジャンプの発生した時間，
方向，大きさまで最尤法で決定しようというもので，故障検知 [88] や， 目標追尾にお
けるマヌーバの検出 [42] など‘への応用が試みられている.また，逐次確率比検定は， 2 
種類の誤り率(誤警報率と誤検出率)を与えたとき，ジャンプの有無の決定に要する
時聞が最小になるという特徴を有する .
このように.仮説検定論においてアルゴリズムに改良を加えていけば，推定値の精
度を高め，引き出す情報を多くすることもできるが，一方でアルゴリズムは複雑にな
り，計算量も膨大になっていくというジレンマに陥る.
ここで再び Bayes 推定の立場に戻って考えてみると，ジャンプ過程の推定というの
は，各時刻でのジャンプの有無の組合せの中で，観測データと確率過程に関する事前
情報に最も適合するものを見つける問題としてみることができる.これは，先に述べ
た多重仮説の集合を探索空間とし， Bayes 推定における事後確率を評価関数とするよう
な，組合せ最適化問題になる.よく知られているように，観測時聞が長くなれば，組
合せの数は爆発的に増加し，総当り式に調べていくことは不可能になる.
このような組合せ最適化問題に対して，最近，ニューラルネットワークを用いた新
たな解決法が出てきた [26]， [27], [2 ], [55], [41]ベ7]ぺ1]. これは.大規模な分散並列処理
により，組合せ最適化問題の準最適な解を高速に見いだそうとするもので，巡回セール
スマン問題を始めとして，多くの問題への適用例 [1 ]， [41] が報告されている.先に，推
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定問題の例としてあげた，画像のエッジ検出に対しでも， Geman-Geman [18] は，ジャ
ンプに関する多重仮説に相当する “ラインプロセス竹 を用いて，ニューロコンピューテイ
ングによるエッジ検出，および画像復元を行なっている.ニューラルネットワークの非
線形フィルタリン夕、 への応用はまだ始まったばかりであり，今後の発展が期待される.
1.3 本論文の目的と構成
本研究は以上のような過去の研究を顧みてなされたもので，宇宙・航空の分野にお
ける非線形推定問題に対する有効なアルゴリズムの開発をめざして.そこに含まれる
非線形フィルタリングの基礎的な課題を解決する事を目的としている.
非線形フィルタリングの基本原理は，対象のダイナミックスを事前情報として Bayes
の法則を適用することである.これは，連続時間の場合には Kushner の方程式という
確率偏微分方程式で表わされる.このように原理は明確であるが，これから直ちに，非
線形フィルタリングのアルゴリズムが導かれるわけではない.それは.基礎となる方
程式が有限次元では閉じていないためであり.問題に応じて様々な近似法が必要とな
る.また，推定値の性能を評価する際にも，問題に応じた近似法が必要となる.
本研究では，宇宙・航空の分野での非線形フィルタリングの問題の例として.適応
推定と， ジャンプ過程の推定の 2 つの問題を取り扱う.前者は柔軟な宇宙構造物の状
態とパラメータとの同時推定への応用をめざしたものであふ後者はマヌーバを行な
う目標の追尾への応用をめざしたものである.
適応推定は，従来から様々なアルゴリズムが提案され，研究も行なわれているが，
非線形フィルタリングの基礎方程式から出発して.最適性の観点から，推定性能の原
理的な限界は何か，そしてその限界に到達するためのアルゴリズムは何か，という疑
問にはまだ充分な解答が得られていない.特に，未知パラメータが変動するような場
合にそうである.本研究はこれらの疑問に対する明確な解答を与えることを目的とし
ている.
一方，ジャンプ過程の推定に関しては，従来から仮説検定論を用いる推定法の研究
は多く行なわれているが，非線形フィルタリングの立場から，どのような推定法が効
果的かということは明らかにされていない.本研究では，非線形フィルタリングによ
るアプローチをとり， Bayes の法則から出発して，効果的な推定アルゴリズムを導くこ
とを目的とする.特に.このような推定問題へのニューロコンビューテイングの適用
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法についての検討を行なう.
本論文は.序論，本論 6 章，および結論の 8 章からなっている.
序論(第 l 章)では，本研究の背景ならびに本研究に関する従来の研究について概
説するとともに，本研究の目的と概略とを述べる.
第 2 章では，後の章で必要になる非線形フィルタリングの基礎的事項をまとめて
示す.
第 3 章~第 5 章では，線形確率システムの状態とパラメータとを同時に推定する
適応推定の問題を取りあげ，非線形フィルタによるアプローチと特異摂動法を用いて，
推定性能の原理的な限界とそれに到達するための近似アルゴリズムの構成法を論じる.
これは，宇宙の大規模構造物のような地上では動特性の把握が難しいシステムの，宇
宙での状態とパラメータの同時推定への応用を目的としたものである.
第 3 章では，パラメータが固定の場合の適応推定を非線形フィルタの問題として考
察し， Kushner 方程式の漸近特性を解析して，最適なパラメータ推定値の漸近的な挙
動を明らかにする.さらに，特異摂動法を用いて，漸近的に最適な推定値を与える適
応推定アルゴリズムを導く.
第 4 章は第 3 章の拡張であり，パラメータが時間と共に緩やかに変動する場合の適
応推定について論じる.ここでも特異摂動法を用いることにより，パラメータが変動
する場合の適応推定の原理的な性能限界は， Hamilton-Jacobi の方程式で記述されるこ
とを明らかにする.さらに，漸近的に最適な推定値を与えるアルゴリズムを導き，シ
ミュレーションにより漸近最適性を検証する.
第 5 章では，大規模構造物のモデリングに当たって不可欠な低次元化の問題を取り
あげ，低次元化モデルに基づく適応推定においてパラメータ推定値は，速い変数を無限
に速くしていったときの極限において，必ずしもフルオーダモデルに基づくパラメー
タ推定値と一致しないことを明らかにする.これは低次元化モデルに基づく状態推定
の場合には現われなかった現象であり，パラメータ推定値のバイアスの原因を分析し
て，バイアスを生じさせないためのモデルの条件を示す.
第 6 章および第 7 章では，状態遷移にジャンプを伴うような確率過程の推定を取り
あげ，ニューロコンピューティングによる状態の推定法と，推定器の中のパラメータ
の学習法を論じる . これは，マヌーバ目標の追尾のような，速度や加速度にジャンプ
を伴う過程の推定への応用を目的としたものである.
第 6 章では，ジャンプを伴う過程に対し，ニューラルネットによる分散処理で状態
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推定を行なう方法を論じる.まず，マルコフジャンプ過程を取り あげ，状態推定をあ
るエネルギ一関数の極値探索問題に帰着させる方法を示す.次に.シミュ レーション
結果を用いて，ニューラルネットで求めた状態推定値がジャンプを正しく検出してい
ることを示す.さらに，この方法を速度がジャンプする過程の推定へ拡張する.
第 7 章では，第 6 章で導いた推定法の一般化のために.エネルギ一関数を入出力
データから決める学習の問題を論じる.まず推定性能がエネルギ一関数の中に含まれ
るあるパラメータに大きく依存していることを示し，その適切な値は.確率近似法を
用いることによりデータから推定することができることを示す.
第 8 章は本研究のまとめである.
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第 2 章
非線形フィルタリングの基礎理論
2.1 まえカてき
この章では，あとの章で必要となる非線形フィルタリンクーの基礎的事項についてま
とめる.また，あとの章で非線形フィルタの解析やアルゴリズムの構成のためにしば
しば用いる確率システムの特異摂動法についても要約して示す.
非線形フィルタリングで中心となる概念は，過去から現在までの観測結果を条件と
して与えたときの状態量の条件っき分布である.この分布は密度関数を用いて，条件
っき確率密度関数として表現されることが多い.推定のための評価基準を適当に定め
れば，この関数から最適な推定値を求めることができる.代表的な推定値に，条件っき
期待値と事後最大確率 (MAP : Maximum Aposteriori Probability) 推定値がある.こ
のうち条件っき期待値は，条件っき分散を最小にするという意味で・最適な推定値で・あ
り，条件っき確率密度関数に状態量の座標を掛けて積分すれば得られる.また， MAP 
推定値は条件っき確率密度関数の最大値を与えるような点である.
状態量の確率モデ、ルとしては，通常，マルコフ過程が用いられる.それは.実用上
出会う多くの確率過程が，次元を適当に拡大することによってマルコフ過程にできる
ということと，確率論的な取り扱いが単純になるということのためである.これは，連
続時間でも離散時間でも同様である.特に連続時間のマルコフ過程は，確率微分方程
式によって等価な表現ができるため，見通しよくモデリングを行うことができる.これ
に対して離散時間の場合には，線形システムの場合を除いてマルコフ過程と等価な確
率差分方程式は存在しないから，直接，推移確率を用いて定式化せざるを得ない.た
だし状態や観測値の径路の関数空間を考えるときには，離散時間の場合は有限次元
ですむから理論的には平易になる.
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観測値は一般に状態の非線形写像に雑音が付加されたものとして表現される.この
うちの非線形写像は観測機構をモデル化したものであふ雑音はセンサー雑音や通信
路に加わる雑音をモデル化したものである.
非線形フィルタリング理論で考察の対象とするのは，観測値に基づく状態の条件っ
き分布の時間発展である.原理的には時聞が連続でも離散でも同一であるが，状態変
数のモデルであるマルコフ過程の表現の違し、から，時間が連続の場合と離散の場合と
では基礎方程式に違いが出てくる.あとの第 3 章~第 5 章では適応推定問題を取り上
げるが.そこでは連続時間の非線形フィルタリングの基礎方程式である Kushner の方
程式を出発点として用いる.また第 6 章，第 7 章ではジャンプを伴う過程の状態推定
問題を取り上げるが，そこでは離散時間の非線形フィルタリングとしての定式化のも
とで Bayes 型公式を出発点として用いる.
そこで本章では，連続時間と離散時間のそれぞれの場合について，あとの章で用い
る非線形フィルタリングの基礎方程式を示すことにする.なお，連続時間の Kushner
の方程式ではシステム雑音と観測雑音とが独立であることが条件になっているが，第 3
章での応用に際してはそれらに相関がある場合への拡張が必要になる.その拡張もあ
わせてこの章で示す.
また，あとの第 3 章~第 5 章での適応推定問題においては，非線形フィルタの解析
やアルゴリズムの構成に特異摂動法をしばしば用いる.これは，確率システムに対す
る漸近的方法であり，確率過程論における極限定理を利用するものである.この方法
についてもまとめてこの章で示すことにする.
2.2 連続時間の非線形フィルタ
2.2.1 状態変数の確率微分方程式による表現
状態 Xt は η 次元ユークリッド空間 Rn のマルコフ過程としてモデル化されるもの
とする.連続時間のマルコフ過程は，そのサンプルパスが連続な場合には， Itô の確率
微分方程式を用いて等価な表現ができるから，始めからそれを用いてモデル化を行え
ばよい.ここではそのような.サンプルパスが連続なマルコフ過程を考えることにし
て，状態 Xt は Itô の確率微分方程式
dXt = f(Xt)dt + G(Xt)dVt (2.1 ) 
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で記述されるものとする.ここで.vt は九次元の標準ブラウン運動とし， f(-) , G(.) 
は R から，それぞれ Rn ， Rnxnv への滑らかな関数とする. (2.1) 式で与えられるモデ
ルの場合には.マルコフ過程に付随する生成作用素乙は <p(x) ， x ε Rn を任意の滑ら
かなスカラー関数として
θ2cp(X) , ;.θ<p(x) cp= 王子j(x)万二五75L(z)τ
と表わせ，その共役作用素 C は
, n ~2 cv=jZ1治zIQtj(z)列z)l-zbfz(z汐(X)] 
と表わせる.ここで，行列 Q= {Qり}を
Q(x) = G(X)GT(X) 
と定義した.
上で導入した 2 つの作用素乙， Lプは . Xt と次のような関連をもっ.
(a) Xt の任意の関数の時開発展
(2.2) 
(2.3) 
(2.4) 
cp(x) ヲ Zε Rn を任意の滑らかな関数とする.そのとき cp(Xt ) の時間増分は， It?
の公式を用いて計算することができて次式のようになる.
θ<p(Xt ) 
dcp(Xt) = ん(Xt)dt + ヲ27G(Xt)d14
ここで，乙は (2.2) 式で定義した生成作用素であり，また
δcp(Xt ) θ<p( x) I 
θxT 一 δxT Ix=xt 
θ<p(x) _ (θcp(x) δ<p (x) ¥ T 
・・・岨-圃・・圃園-・ ーーー- I ・陶自国・-・E・- ••• -・E・--ーーー- I θzT-1021??δxn J 
と略記した.以後も同様の略記法を用いる.
(b) Fokker-Planck 方程式
(2.5) 
(2.6) 
(2.7) 
状態 Xt の確率密度関数 p(t ぅ x) の時間的発展は次の Fokker-Planck 方程式で記述
される.
会p(t ，x) (2.8) 
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ここで， [*は (2.3) 式で定義した生成作用素乙の共役作用素である. (2.3) 式を代入
すれば
会(tJ)=i主品;ωij(X)p(t ， X)トさかfi (x)p(t (2.9) 
となる.
2.2.2 非線形フィルタの方程式
状態は前節の (2.1)式で，また，観測値 yt ε Rm は次式で与えられるものとする.
dYt = h(Xt)dt + DdWt (2.10) 
ここで. Wt は mω 次元の標準ブラウン運動とし . h( ・)は Rη から Rm への滑らかな
関数とする.また ， D は mxmω 行列で
R 三 DDT (2.11 ) 
が正則になることを仮定する.
非線形フィルタリングで求めたいのは，過去から現在までの観測値
勾 ={に， 0 三 s 三 t} (2.12) 
が与えられたときの，状態 Xt の条件っき確率密度関数 Pt(x) 三 p(t ，x Iη) である.シ
ステム雑音と観測雑音が独立な場合，すなわち二つのブラウン運動 vt と Wt が独立な
場合には ， p(t , x Iη) の時間的発展は次の Kushner の方程式で記述される [45] ヲ [46].
dp(t ,xIYd) = [*p(仁 川勾)dt+ (h(x) -ﾎit)T p(t , x I Yd)dνt 
dνt = R-1( dYt -htdt) 
(2.13) 
ここででt は勾が与えられたときの条件っき期待値を表わし
五t = E [h(Xt) I 咋]=ムn h(州 (2.14) 
である.以後も条件っき期待値にはこの記法を用いる. Kushner の方程式は確率偏微
分方程式であるから，実際上，これ自体を解いて状態の推定値を得ることは望み薄で
あるが，この方程式を用いて推定値の性質を調べたり，あるいは，この方程式から近
似フィルタを導いたりするのに有効性を発揮する.
応用を考える場合には.もっと一般の，システム雑音と観測雑音とに相関があるよ
うなモデルに関して，条件っき確率密度関数の発展方程式を導いておいた方が都合が
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よい.たとえば，次章ではイノベーションモデルを扱うが，このモデルはシステム雑
音と観測雑音とが全く同じものになる.ここでは， (2.1) , (2.10) 式で与えられるモデル
で， システム雑音と観測雑音との聞に
dVt(dWt)T = Cdt (2.15 ) 
という相関がある場合の条件っき確率密度関数の発展方程式を導くことにする.こ
こで ， C は nv Xηω 行列であり， (2.15) 式の正確な意味は，区間 [α ， b] を分割して
α = t~v) < tiv) く <ty) 二 bヲん =maxk(tY)-tr1) としたとき.
泊五(九一 Vtk- 1 )(帆k 一九)T= (b 一的 (2.16) 
が 2 乗平均の意味で成立するということである [6 ， pp .49-50], [90 , pp.59 ヲ 163].
補題を 2 つ準備する.
補題 2.1
rp(x) , x ξ Rn を 2 団連続微分可能な任意のスカラー関数とし，過去から現在まで
の観測値 η に基づく rp(Xt ) の条件っき期待値を
。t = E [rp(Xt) 1 勾l (2.17) 
とおく.そのとき，過去から現在までの観測値 η と現在から微小時間 8t 後までの観
測値 6五三五+8t -yt とに基づく rp(Xt ) の条件っき期待値は，
E [rp(Xt) 1 凡 8Yt ] 竺ふ+(戸t -0/ht)T R- 1 (8巧 -ht 8t) (2 凶)
となる.ただしさは.その両辺が 8t までのオーダで一致することを意味する近似と
する.
(証明) (2.18) 式の左辺は
E [rp(Xt) 1 丸町]=ムnrp(x)p(い |η川)dx
と表わせるが， p(t , x 1 Yd ， 8Yt) は Bayes の法則により
p(同 I t ， 民 Yot)p(t ，x 1 yの
p(t321EZ?6M)-r 
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I Num dx 
JRn 
(2.19) 
(2.20) 
となる.ここで， Num は右辺の分子を表わす.この分子の中の p(8yt It ， x ， Y~) は現在
の状態 Xt =x と現在までの観測値 YJ が与えられたときの
rt+8t 
8Yt = I h(Xs)ds + D8Wt (2.21) 
の条件っき確率密度関数であるが， X s , s 三 0 がマルコフ過程であることと ， Ws ぅ s ?: 0 
がブラウン運動であることから ， 8Yt は Xt が与えられれば?すには依存しない. した
がって
p( 8Yt 1 t , x ， 咋) = p( 8Yt 1 t , x) 
となる.さらに， (2.21) 式は，
8Yt 竺 h(Xt )8t+ D8Wt 
と近似できるから ， p( 8Yt I t , x) は具体的に表わせて
p(6Tilt,z)21 一 (2付t)m/21R 11/2 
×仰[-~(何 - h ( x ) 8t)T( R8t )市民 - h(x)8t)] 
= Nexp 卜T(x)R川-jFM
(2.22) 
(2.23) 
(2.24 ) 
となる.ここで ， N は z に関係しない (8yt には依存する)定数である. (2.24) 式を
(2.20) 式に代入すると
p(t州?
p(tい川， x叫| 勾Ycn 一 / 仰 rhνr T (町J汽T(い例Z刈)川R一18巴 一 1hhFT(いx)川R一 1切hω州川6白叶tI p(収い川， x叶| ηYcnμdx J Rn ---r L -¥ -/-- --. 2 ¥ I J 
(2.25 ) 
となる.右辺の分子を 8t に関して Taylor 展開することにする . 8Yt は (2.23) 式により
8Yt8~T 竺 D8Wt(D8Wt )T 宝 R8t
を満たすから 8t1/2 のオーダになることに注意して展開すると
叫トTM-16M-jF附叫x)8t] 
さ 1+内)R川 -jf附-IWt+jFM川6YtTR叫z
主 1+ hT (x )R-18yt 
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(2.26) 
(2.27) 
となる.この式から (2.25) 式の分母も
ムn叫 [hT(x )R- 1 óYt 一 jF(ポーlh(x)白] p(い /Yot)dx 
さ 1 十九?R-16Yt (2.28) 
と表わせる. (2.27) 式と (2.28) 式とから (2.25) 式は次のようになる.
p(t ， x/ Yol， ó乙) '" 1+ hT(x )R-18Yt 
p(t ， x/rな) - 1+h;R-1 ó五
さ (1+ hT(x)R-1?Yt)(1 -h; R-1?Yt + 訂R-1ht8t) 
主 1+ hT(x)R-18Yt - 完了R-1 8Yt-hT(x)R-l五t ót + 完了R- 1ht8t 
= 1 十 (h(z)-L)TR-1(6M-L6t)
したがって
p(t ぅ x I Yot, 8Yt) 竺 p(t ヲ x/ 可)+ (h(x) -ht)T R-l(8Yt -ht8t)p(t , x I Y~n 
となるから，これを， (2.19) 式に代入することにより (2.18) 式を得る.口
補題 2.2
2 つのガウス変数 V， Y の平均と共分散を
EV 二 μv ， EY= μy 
E(V - μv)(V - μ V)T = cVV 
E(V - μv)(Y - μy)T = CVy 
E(Y - μy)(Y 一 μy)T= Cyy 
とおく.そのとき.Y が与えられたときの V の条件っき期待値は
E(V I Y)= μv + CVyCy~(Y - μy) 
(2.29 ) 
(2.30) 
(2.31 ) 
となる.また.上記の期待値 E(-) を，別の確率変数 X が与えられたときの条件っき
期待値 E( ・ /X) に置き換えても同じことが成立する.
(証明) 前半は Bayes の公式を用いて p(v / y)= p(υ ， y)jp(y) を具体的に計算すれば
得られる.後半も p(υ /y ， x) ニ p(じ ，y I x)j p(y / x) により同様である.口
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<p (x) , x ε Rn を 2 回連続微分可能な任意のスカラー関数とし，過去から現在まで
の観測値勾に基づく <p(Xt ) の条件っき期待値を
ふ = E [<p(Xt) / 勾l
とおく.上の 2 つの補題を使ってふの微小時間 8t の後の値
ふ+8t = E [<P(Xt+8t) / 勾+8t]
= E [<P(Xt+8t) I 凡町!
(2.32) 
(2.33) 
(2.34 ) 
を計算することにする.ここでも，補題 2.1 と同じく白までのオーダで一致するとい
う意味での近似の記号ささを用いる.ます". (2.5) 式により
δ<p(Xt ) d<p (Xt ) 二向(Xt)dt + す2「G(Xt)dM (2.35) 
だから，
θ<p(Xt) <p(Xt+8t) 勾(Xt ) + 向(Xt ) 8t + す二';t J G(Xt )叫 (2.36) 
が成り立つ. したがって，
r.fV¥ I ~ . _fV\C.J lvt+ 8tl I L' 18<p(X_t)_{f(V¥..(l/ Ivt+8tl 。t+8t 竺 E l<p(Xt) + L<p(Xt)8t I 九 J + E I v~~;tJ G(Xt )問|九 +8tI (2.37) 
となる.ここで. 8Vt = Vt+8t 一%は.システム雑音の未来に突き出た部分を表わす.
(2.37) 式の右辺第 1 項は，補題 2.1 により，
E [<p(Xt) + 向(Xt )8t / 札 8Yt]
空手t+ L<Ptﾓt + (戸t 一以t)TR-1(6M-M)
となる.
(2.37) 式の右辺の第 2 項は
E [å~川 I Ya', 8Y, 1 ゴ?-G(Xt)6Vt! ?7ぅ何|Uゐ I
r r θ<p (x) =人~.. I_~ v:\~J G(x)8υp(t ， x ぅ 6υ| 凡 óYt )dxd(8v) 
J 川 JH日 ux~
と表わせるが，この式の中の条件っき確率密度関数は Bayes の公式により
p(t , x , 8v I Yot, 8Yt) ニ p(8v I t ぅ x ， 勾ぅ 8Yt )p(t ぅ x/ Yot， ó巧)
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(2.38) 
(2.39) 
(2.40) 
となり，さらに， システム雑音の未来に突き出た部分 óVt は，現在の状態 Xt = x が
与えられれば，現在までの観測値 η とは独立になるから
p(t , x , ? I Yot, ?Yt) = p(? I t 下 x ， óYt )p(t , x I 勾 ，?"Yt) 
と書ける. したがって， (2.39) 式は
E[仲間 I Y~ ， Ó}~l ZTG(Xt)6M| 可 óYtI 
fθ<p(x)nf_\ r 
= JRn 五;/ G(X) ふnll ﾓVp( Óυ|川町)d(óυ) 'p(t ,x , IYd ,ó.Yt )dx 
= E{やG(Xt川川I y~ ， 8Y，} 
(2.41 ) 
が成り立つ.
(2.38) 式と (2.50) 式とを (2.37) 式へ代入すると
(|(〈〈 T/θ<p n '¥ n nT 1 D-1 ( ",V ?. <Pt+ 5t 吋t+ 乙~tót+ I (内 -lptht) '1'+ ~a;TG) t CD1I R- 1 (同 - ht?) (2.51) 
となる.この式は ， ót までのオーダで成り立つ式であるが，極限移行 8t → 0 を行う
ことにより ， lpt の時間的発展の式
(2.42) 
ν ,G 
「
i111111
」
???
\、
hIII-/
??一色
F
? ?-rf'tEEt
‘‘、、、
??<vnM<VO一
Ju
t
<
'hH
γn
川
一V
一
「打い|』乙
+川円山一??? ??一一A約ル??
(2.53) 
(2.52) 
となる.この式の中の E [8Y; I X t, 8Yt] は，補題 2.2 により計算することができる.仮
定により，システム雑音の中の vt と観測雑音の中の Wt はブラウン運動であり，かっ
(2.15 )式のような相関をもつから，
E[8Vt I Xt] = 0 
E[8Wt I Xt] = 0 
E[8Y;(8Wt)T I Xt ] 竺 Cót
が成り立つ. したがって
E[?Yt I Xt ] ニ E[h(Xt ) 8t+ D?t I Xt] = h(Xt)8t 
E[8Vt(?Yt -h(Xt)8t)T I Xt ] さ CDTót
E[( ?t -h(Xt)?)( 8Yt -h(Xt)8t)T I Xt] ~ D DT 8t 三 Rót
であるから，補題 2.2 において V = 8 Vt ヲ Y= 8Yt, X = Xt とすれば
E [8Vt 18Yt, Xtl ささ CDT R-1(?Yt -h(Xt)?) 
となる.これを (2 .42) 式へ代入して補題 2.1 を用いると
E [å~川 I Yo', 8Y, 1 寸7G(Xt)向|可ぷ|
U必 I
|θ<p (Xt)nfv\nnTn-ll('"\"/" 7/ ,(/"\(', \1 ""\",r t ('"\" ,.l ~E I す7G(Xt)CDlRl(同 - h(Xt)?) I Yotぷ|
~ (刺 CDTR- 1 (四 - ht?) 
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(2.43) 
(2.44 ) 
(2.45 ) 
を得る.方程式 (2.52) ， (2.53) は，適当な条件のもとで厳密な証明が与えられている ([16] ，
また [33] の Theorem 8 .4 .2, [43] の定理 7.25 参照)ものであるが，ここでは応用的見
地から直観的な方法で導いた.
(2.52) 式はまた
dムn <p( x)山|勾)dx
r (~f ¥ 1. I 1 ¥ 11¥ l' \T θ<p (x)nf_\ F1 nTI .J ..l こんn )ι<p (x)dt+ I 内)(仰)一川 + V;~;J G(x) CD1î 什川勾)dx
(2.54 ) (2.46) 
(2.4 7) 
(2.48) 
と表わすことができる . p(t , x I 刊)が z に関して 2 回微分可能で，かつ， Ixl ー→∞に
おいて p(t ，x Iη) → O となることを仮定すれば，この式の右辺を部分積分することに
より
(2.49) dムn <p (X)p(い l 勾)dx
=ムn <p(X) {l*p(川町dt+ (め) -ht) T p( t , x I 則的
一読 [Gi(x)CDTp(t , x I 可 l] dV,} dx (2.55 ) 
と変形できる.ここで Gi(x) は G(x) の第 i 行を表わす. cp( x) は任意であったから，
この式から
(2.50 ) dp( t, x Iη) 
21 
Itô の公式を用いると (2.58) 式から
d(x?j) = まidまj+ XjdXi 
一方，となる.
(2.56) 
= C*p(t , X I Yot)dt + (h(x) -ht)T p(t , X I 万 )dUt
一E 去 [ド川川α引ω州iベか(μ例Z刈)CDがTうp川(
が得られる.この式は，条件っき確率密度関数の時開発展を表わしており， Kushner の + [(お -d)T+OECDTI Rつの-υ + DCT?J] dt 
=EJjdt はi向 - xjh)T dνt 方程式の拡張になっている. (2.56) 式は第 3 章で状態とパラメータとの条件っき確率
+ Xj五dt + あ(ぶ -EA)Tbt
+ I(むーが)T+ 麒cDT] Rつの-υ +DC守] dt 
密度関数の漸近形を求めるときに用いる.
(2.62) 非線形フィルタのモーメント方程式2.2.3 
となるから， (2.61) 式から (2.62) 式を引くことにより条件っき共分散過去から現在までの観測値が与えられたときの，状態の任意の関数の条件っき期待
Pij 七f(zi-Et)(23-23)任意の次Itô の公式を用いると，これと，値の発展は (2.52) ヲ (2.53) 式で記述される.
(2.63) -XiXj -XiXj 
ここでは，状態の条件っき数の条件っきモーメントの方程式を求めることができる.
期待値と条件っき共分散の方程式を導いておく.なお，条件っき期待値の記号 ?t の添
の方程式が得られて字 t は式を煩雑にするから省略する.
dPij 二 d(XiXj) -d(XiXj) ( a)
cp( x) = おとおくと， (2.2) 式により
条件っき期待値の方程式
={むj-dj 十 TL-L23 キ Qij
一[(ぷ - Xih)T + 麒c DT] R寸β - xjh + DCT?T]} dt 
+ {(x-;;;h - ω-EJ;b-hG+阿古)T
(2.57) 乙xi=fi(x)
だから， (2.52) 式は
r ---・-ー____ 1 dXi = 五dt+ I(Xi Xi)(h 一五)T + δiCDT I d的
ベクトル形で表わせば
+ (XiGj +品 -EtOj-2joi)CDT}dut(2.58) 
={ふ - Xi)(んーい -Ji)(Xj -いJとなる.
r ----------ト〈市1 . ?---て-------巾 ~rp1 一 I(Xi -xi)(h -h)T + GiCD1" I R-1 I (h h)(xj 一 Xj) + D 01 Gj I ~ dt 
+{ふ - Xi)(Xj 一あ) (h 一五)T
[~、---------下] CDT
} 
(Xi -Xi)(G) -G)) + (XJ XJ)(Gi -Gi) I  ~ dUt 
(2.59) ν 
，α 
『lil-5111111J
???<G?』T??h川
『
7hM
'
f
'a
，、
、
戸〈
Z
??
「Ill---|
』
???〈μ一一<Z??
(2.64) + 
である.
(b) 
cp(X) = XiXj と置くと， (2.2) 式により
条件っき共分散の方程式
(2.60) 乙Xi Xj = X ifJ( X)+ X j fi( X)+ Q i j ( X ) 
行列形で表わせば
-------------下 4dP = {(X ーま)(f j) T + (f -f) (X -x)T + Q 
となる.
だから， (2.52) 式は
[{X -x)(h -h)T + δCDT]R- 1 [日 -x)(h-hri + δCDTf}dt(2.61 ) 
d(XiXj) = (xdj + fiXj + Qij)dt 
+[(Z23-Gj古川 (XiGj +ぷ)川νt
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+ (x -x)(h -h)T dVt(x -xfr + [x-x)dvT DCT( G -G)T 
+ (G -G)CDTdvt(x -X)T (2.65 ) 
である. (2.59) 式と (2.65) 式は，第 3 章と第 4 章で適応推定アルゴリズムを導くとき
に用いる.
2.2.4 Kallianpur-Striebel の公式
非線形フィルタのアルゴ、リズムを考える場合には， Kushner の方程式や条件っき
モーメントの方程式のような時間発展の確率微分方程式を出発点とすればよいが，条
件っき分布の漸近的な特性を解析する場合には，確率微分方程式ではなく，関数空間上
での B句res 型の公式を用いる方が便利なことがある.それが，ここで示す Kallianpur­
Striebel の公式である.
いま.時間 T>O を任意に一つ固定し， ηx ， f2y を [0 ， T] からそれぞれ• R n , Rm 
への連続関数の空間とする f2x ， βν の元をそれぞれ， x = {Xt; 0 S; t S; T} ， ν= 
{Yt ; 0 S;t 三 T} と表わす. さらに. X = {Xt; 0 S;t S;T} , Y = {巴 ;0 三 t S; T} と
おくと，これらはそれぞれ βx ， f2y に値をとる確率変数とみなせる.観測値によらず
に， (2.1) 式だけで決まる X の分布を Px とおく.このとき， X の Y に関する条件
っき分布 PX1Y は，次式で与えられる.
dPXIY = rATdPx 
I ATdPX 
(2.66) 
AT =叶-jfhT(ZtmM+fhTM (2.67) 
この公式は Bucy [12] によってその原型が与えられ， Kallianpur-Striebel [34] によっ
て厳密な証明がなされた(詳細は文献 [33] の Theorem 11.3. 1, [43] の 7.2 節， [50] の
Vo l. I, Chap.7 を参照). (2.66) , (2.67) 式は，第 4 章で、パラメータの条件っき確率密度
関数の漸近形を求めるときに用いる.
2.3 離散時間の非線形フィルタ
状態 Xk ， k = 0 ， 1 ， 2，'"は η 次元ユークリッド空間 Rη に値をとるマルコフ過程とす
る.マルコフ過程 Xk は初期値の確率密度関数 po(XO) と?推移確率密度関数 p(九|九一1)
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とを与えれば確率的には完全に記述できる.なぜなら ， (XO ， X1 "" ， Xk ) の同時確率
密度関数は.そのマルコフ性から
P(XO ， Xl γ ・. ,Xk) = P(Xk I Xk-l)P(Xkー 1I Xk-2) . . P(Xl I XO)PO(XO) (2.68) 
と表わせるからである
たとえば，状態の初期値が平均 0，共分散 Q。のガウス変数で. J}{_k が
Xk = f(Xk-1) + GVk (2.69 ) 
という確率差分方程式で記述されるものとする.ここで· f(.) は Rn から R九への滑
らかな関数とし. 1仏 k ニ 1 う 2y- は平均が O で共分散が単位行列になるような nv(三 η)
次元の白色ガウス雑音とする.また ， G は η × ηu 行列で
Q 三 GGT (2.70) 
が正則になると仮定する.このとき，初期値の確率密度関数は
山)=ゾ(2ム
で，推移確率密度関数は
p(Xk I Xkー1)= I l exp{-1(ZK-f(zk-1))TQ-1(ZK-f(丸一1)) ト (2.72) \/(2π)ηI Q I ~ l 2 \,. J ¥ ,. ~ I I V ¥ ,. "¥" ~ I I J 
で与えられる.
観測値 Yk ， k = 1 ヲ 2J- は m 次元ユークリッド空間 Rm に値をとる確率過程で
Yk = h(Xk) + DWk (2.73) 
で与えられるものとする.ここで， んは Rn から Rm への滑らかな写像とし ， Wk , k = 
1 ， 2，・・・は平均が O で共分散が単位行列になるような mω(三 m) 次元の白色ガウス雑音
とする.また ， D は mxmω 行列で
R 三 DDT (2.74) 
が正則になると仮定する.
過去から現在までの観測値の系列を
~k = {Y]., Y2γ ・. ， 1♀) (2.75 ) 
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と表わす.そのとき，現在までの状態の系列
)(k = ()(O')(l"" ,)(k)T 
の??に関する条件っき確率密度関数は Bayes の公式を用いて
p(Y/ I Xk)p( Xk) 
(ZK|??)=k p(~k) 
(2.76) 
(2.77) 
と表わされる.ここで科三 (XO ， Xl ,"', Xk)T は n(k+ 1) 次元ベクトルである. (2.77) 
式の右辺のうち p(Y/ I Xk) は観測機構に関する仮定 (2.73) 式から
p(Y/ I Xk) 三 p(九・・ 1 九 I XO , • • • , Xk) 
ニ p( Yí I xt)・・ • p(九 IXk) 
白 / 1 叫 {ト一 ~(似Y巴z 一 h仰刷(い仇川Z山叫i)げ)戸T可R-1一」叩1
主=:ゾ(ρ2π吋)m叶IR炉 -l~ ' '" '''J 
二日(活(Y; ~ h(XiW W'(Y; ~ h(x'l} 州
となる.ここで， N1 は規格化定数であり，以後 Nゎ N3 ，'" も同様に，規格化定数を
表わすものとする. (2.77) 式の右辺の分子のもう一つの項 p(Xk) は. (2.68) 式により
p(Xk) 三 p( Xo , X}， ・・・ ，Xk) 
= po( xo) I p( Xi I Xi-l) 
i=l 
= 拘州附(いh山Z勾O (2.79) 
となる. (2.78) 式と (2.79) 式を (2.77) 式に代入すれば
p(Xk I y;_k ) 
= N2po(xo) ex 
を得る . Xk の MAP 推定値はこの式の右辺を最大にするような叫であるが，それは
また
ε三会[~件以)什1件川町)) -10gp(川町一t)] -10州 (2.81 ) 
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を最小にするような叫に等しい.この (2.81)式は，局所的な評価関数の和として表
現されていて，ニューロコンビューティングのような並列分散型の処理で極値を求め
るのに都合のよい形になっている.
特に，状態が (2.69) 式のような確率差分方程式で記述される場合には， (2.80) 式は
(2.71) , (2.72) 式を代入することにより， もう少し具体的に表わすことができて
p(xkly;_k) 
=ぬexp(÷oQfzo
-i吉川-的i)印-1(}i -h(Xi)) +山川TQ-lい(xi- I) l]} 
(2.82) 
となり，また (2.81)式に対応するものは
ε 三 -jzoQrzo
-i さ [(Yi -仰i)印-1(}i 一 川仰h刷Z山叫附i)
(2.83) 
となる.この (2 . 83) 式の中の関数 f(- ), g(-) は仮定により滑らかだから，勾配法によ
り ε の極値を求めることができる.この勾配法を並列分散処理で実現するのがニュー
ロコンピューティングである.ニューロコンビューティングの非線形フィルタリング
への応用については，第 6 章と第 7 章で述べる.そこでは，状態遷移にジャンプを伴
うような過程の推定を扱うから，状態は (2.69) 式のような確率差分方程式では記述で
きない. したがって， (2.77) 式，あるいは (2 . 80) 式の Bayes 型公式を出発点として選
び， (2.81) 式に類似の評価関数を導く.
(2.80) 式は Xk= (Xo ， Xll ・ .. ， Xk ) という過去から現在までの状態の系列の条件っ
き確率密度関数であるから，上述の )(k の推定値を求めるということは，正確にいえ
ばスムージングの問題を取り扱っていることになる.これに対して，現在の状態量だ
けの条件っき確率密度関数の逐次型の公式を導くこともできる.まず， (2.77) 式を次の
ように変形する.
p(巧γ ・，九 I Xo , . . • ,Xk)p(XO , . . . ,Xk) 
p(Xk I Y() = p(咋)
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p(九 IXk)p(y;_k-l I Xo ぅ・ ,Xk- I)p(X k I Xk-l)P(XOィ・ ・ ，Xk-l) 
P(??-1 ? 九)
p(九 IXk)P(Xk I Xk- l)P (X O ， ・・・ ヲ Xk-lI ~k-l) 
p(九|吋-1) 
次にこの式を XO ， • ・ " X k-1 で積分すれば
P(れ IXk) /.rn p(Xk I Xk-I)p(Xk-l I ~k-1 )dXk-l 
p(XkIYt)= J.CL 
P(九 Ix叫np(Xk I Xk- l)P(九一 1 I 咋-l)dxk_l
ムnNum dzk 
(2.84) 
(2.85 ) 
となる.ここで Num は右辺の分子を表わす. (2.85) 式は，新たな観測値の加わる都度
の，条件っき確率密度関数の更新の式であり，差分積分方程式になっている.これは
連続時間の場合の Kushner の方程式に対応するものである.
2.4 確率システムにおける特異摂動法
確率システムが 2 つの時間スケールをもち，状態変数が速い変数と遅い変数とに分
類できるとき，速い変数を無限に速くしていった極限における遅い変数の漸近的ふる
まいを調べることがしばしば有用になる . これは特異摂動の問題になり，平均化法や
Papanicolaou-Stroock-Varadhan の定理などが適用できる [47] ぅ [15]， [73]. このあとの
第 3 章~第 5 章では，これらの特異摂動法を用いて非線形フィルタの漸近的性質の解
析や近似アルゴリズムの構成を行う.そこで本節では，それらの特異摂動法をまとめ
て示すことにする.
2.4.1 平均化法
ε を小さいパラメータ， Xf εRπ を遅い変数. ~t ε Rm を速い変数として，それ
らの方程式系が
dXt
t = f x( X t(, Y/)dt + Gx(X: , Y/) dWt, X~ = xo, (2.86) 
代E=ify悦 Y/)dt + 寺山川)帆ト Yo ， (2.87) 
という 形に与えられたとする.ここで . Wt ε Rnw は標準ブラウン運動であり，係数
fx(x ,y) , Gx(x ， y) ぅ fy(x ぅ y) ， Gy(x ， y) は滑 らかで・あるとする . 基本的な仮定は . x を
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固定するごとに
dYt = fy( x , Yt)dl + Gy(X , Yt)dWt， 九 = yo (2.88) 
の解~がエルゴード過程になることである . ft の定常確率密度関数を戸(y;X ) とおく.
このとき. E → O において X; の分布は次式の解 Xt の分布に収束する [73 ， p.142]. 
dXt = fx(Xt)dt + Gx(Xt)dWt, XO = Xo 
ここで，各係数は次式で定義される.
Jx(x) = ムm 長(y; 叫ん(川)
。x(x) = Ql/2(X) 
Q(x) ニムmP(y;x)Gxい う川(川)dy
(2.89 ) 
(2.90) 
(2.91 ) 
(2.92) 
通常，方程式系 (2.86) ぅ (2.87) 式において主として興味のあるのは，遅い変数の十
分長い時間にわたってのふるまいである.上記の結果は，遅い変数だけを単独のマル
コフ過程で近似するのに利用できる.この近似法は平均化法と呼ばれる [47].
なお， (2.86) 式の中の拡散項の係数 Gx(x ぅ y) が y に依存しない場合には， もう少
し1郎、結果が得られる.例えば，遅い変数の方程式 (2.86) が拡散項を含まない場合が
そうである . Gx(x ， y) のかわりに Gx(x) と書く.そのとき. E → 0 において X; は次
式の解 Xt に確率 1 で収束する [15 ， p.264]. 
dXt = fx(Xt)dt + Gx(Xt)dWt, Xo = Xo (2.93) 
ここで fx(x) は (2.90) 式で定義された関数である.
さらに，方程式系 (2.86) ヲ (2.87) よりも一般的に，次のような方程式系を考える.
dX; ニ [μ (X;エt: )+ vf-fY) (X; , Y/)] dt 
+ [Gx(Xt(々)+ ?ﾋG11) (Xt(, ~( )] d帆 X~ = xo, (2.94 ) 
町二 ;lん悦
+去 [Gy(X; ， ~t ) +叫) (X: ， ~( )] dWt, 咋 二 Yo ， (2.95 ) 
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右辺の関数はすべて滑らかであるとする.この場合にも， t:→ O において X; の分布は
(2 . 89 ) 式の解 Xt の分布に収束する.すなわち ， (2 .94) , (2 . 95 ) 式において付け加わった
項 fF ， GY)う万人件1) は極限の分布に影響を与えない したがって，これらの項は
漸近的に無視できる項であり，方程式系 (2.86) ， (2 . 87) と，方程式系 (2.94) ， (2.95) と
は漸近的に等価になる.この性質は第 3 章と第 4 章で適応推定アルゴリズムを導くと
きに用いる.
α(川) = ムm ゆ(y ， y ' ;州，y')dy' (2.102) 
と置く. (2.99) 式の拡散過程の係数は，この α(x ， y) を用いて次のように定義される.
f -( ~ ¥ Iδαi(X ， y) ん(x) = んm的;x) I 仏 (川)+PJ (川)θxJ
(1 )θαi ( X , y) I ~ ( n nT ¥ ( ~~ ~ ¥ 82αi(X ヲ y )+午ん川) θUK +5(Gx GF)JK (川) 州yk
2.4.2 Papanicolaou-Stroocl←Varadhan の極限定理
+5(GYGfhu)叩l] dy (2.103) ε>0 を小さいパラメータ， Xt~ ε Rn を遅い変数， ~(ε Rm を速い変数として，そ
れらの方程式系が
dX; = [シ川)+μ川
+ Gx(X: , ~()dWt ， X~ = xo , 
何=;IM山)+叫)昨行)] dt 
+去 [Gy(Xげ)+ VtG~川町川
(2.96) 
ο x(い例z吋) = 01/β2( x) (ρ2.104) 
ふ似ωJパμ(い仲Z
+ 2 h~Jパ(X ， y)α向叫tベ(x ， y)]dy (2.105) 
(2.97) 
(2.103) 式と (2.105) 式は，第 5 章で低次元化適応推定器の漸近的性質を調べるときに
用いる .
という形に与えられたとする.ここで， Wt ε Rnw は標準ブラウン運動である.右辺
の関数はすべて滑らかであるとする.前と同様に (2.88) 式の解去がエルゴード過程に
なることを仮定する.さらに，中心化条件と呼ばれる
JRm 
2.4.3 線形特異摂動システム
前節の方程式系 (2.96) ， (2.97) の特別な場合として次のような線形の方程式系を考
える.
(2.98) α叫昨;ト= [去が炉九んF12~必♂即只η(+ 九問X幻中;
何 =;lm+品lX:]dt+ 去ω帆
(2.106) 
を仮定する.そのとき， E → O において X; の分布は次式の解 Xt の分布に収束する
[68]. 
(2.107) 
dXt = Jx(Xt)dt + Gx(Xt)dWt, Xo = Xo (2.99) 
この右辺の係数を書き表わすためには少し準備が必要である.まず， (2.88) 式の長の
推移確率密度関数を p(t ， y ， y' ;X) と置く:
ここで，行列 F1 と F2 は安定な行列になることを仮定する • (2.106) , (2.107) 式は，変
数 Z; 三~(/.Jf-を用し、て書き直すと
p(t ,y,y';x)dy' = Pr{主 (x) ε [y' ，y' + dy'] I 九(x)=y} \t，ノハUAυ 噌1ム??/l‘、 dXt~ = (九Xt(+ F12Zndt + G1dWt 
t:dZ: = (F21X: + 九Zndt+ G2dWt 
(2.108) 
(2.109 ) さらに
hか) = 1000 (P(川 (2.101 ) となる. (2.108) , (2.109) 式は線形特異摂動システムと呼ばれ.推定や制御の低次元化
のためのモデルとしてよく用いられる [21 ]， [22], [78], [40]. 
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F = F1 -F12F2-1 F21 
G = G1 -F12F2-1G2 
(2.112) 
(2.113) 
の雑音が独立ではないイノベーションモデルを取り扱う.そのため Kushner の方程式
を拡張して， 2 種類の雑音の聞に相関があるような場合の条件っき確率密度関数の時間
発展の方程式 (2.56) を導いた.この式を第 3 章で状態とパラメータの条件っき確率密
度関数の漸近形を導くときに用いる.
拡張された Kushner の方程式 (2.56) から，条件っき期待値および条件っき共分散
の時開発展を表わす方程式 (2.59) ， (2.65) が得られるが，これらは第 3 章と第 4 章で適
応推定アルゴリズムを導くときに用いる.
また，条件っき分布の漸近的な特性を解析するときには， Kushner 型の時開発展の
方程式を出発点とするよりも，径路を要素とする関数空間上での Bayes 型の公式を用
いる方が便利なことがある.その公式が Kallianpur-Striebel の公式 (2.66) ， (2.67) であ
る.第 4 章でパラメータの条件っき確率密度関数の漸近形を導くときには，この公式
を出発点として用いる.
離散時間の場合には， Kushner の万程式に対応するのは (2.85)式の差分積分方程式
である.この方程式が条件っき確率密度関数の時間発展を記述する. しかしながら，あ
との第 6 章，第 7 章で離散時間の非線形フィルタリンク。の問題へニューロコンビューティ
ングを応用するときには. (2.85) 式のような時開発展型の方程式を用いるよりも，条
件っき確率密度関数を陽に書き表わして，それを出発点にする方が都合がよい. (2.77) 
式あるいは (2.80) 式はそのような条件っき確率密度関数の表現であり，第 6 章ではこ
れらを用いてニューロコンビューテイングのためのエネルギ一関数を求める.本章で
も，状態変数が (2.69) 式のような確率差分方程式で記述できる場合のエネルギー関数
として (2.83)式を与えたが，第 6 章，第 7 章で取り扱うジャンプを伴う過程の場合に
は，条件っき確率密度関数が特異性を有することになるため，エネルギ一関数の決め
方に若干の工夫が必要になる.そこで第 6 章では (2.77) 式の表現をもとにして考察を
加える.
非線形フィルタの漸近的性質を調べたり，それに基づいて近似アルゴリズムを構成し
たりするときには，確率システムの特異摂動法が有用になる.これは 2 つの時間スケー
ルをもっシステムにおいて，時間スケールの比 ε を 0 に近づけたときの遅い変数のダ
イナミックスを記述するものである.本章で述べた平均化法や Papanicolaou-Strood←
Varadhan の定理は，非線形確率システムに対する特異摂動法の最も一般的な結果で
ある.このうち.平均化法から派生する漸近的に無視できる項の考え方は，第 3 章及
び第 4 章で適応推定アルゴリズムを導くときに用いる.また， Papanicolaou-Stroock-
(2.88) 式に対応するものは
dYt = F2Ytdt + G2 dlゲt (2.110) 
であるが，この解はエルゴディックであり，定常分布は平均 0 のガウス分布になる. し
たがって中心化条件も満たされるから， Papanicolaou-Stroock-Varadhan の定理が適用
できて， (→ 0 のとき， x; の分布は次式の解 Xt の分布に収束する.
dXt = FXtdt + GdWt 
、、，
lJ
唱'iT，ょ噌EA。ノ】fl
‘、
、
ここで係数は
で与えられる.なお，線形の特異摂動システムの場合には，このような分布の収束だ
けではなく，サンプルごとの収束，すなわち，概収束をすることがわかっている [21]. 
線形特異摂動システムの遅い変数が方程式 (2.111) の解で近似できることは.第 5
章で低次元化モデルを導くときに利用する.
2.5 まとめ
本章では，あとの章で必要になる非線形フィルタリング理論の基礎と確率システム
における特異摂動法についてまとめた.
非線形フィルタリングの原理は，対象とする状態のダイナミックスを事前情報とし
ての Bayes の法則の適用であり，それから得られるものは観測に基づく状態の事後分
布である.通常，状態のダイナミックスはマルコフ過程で表現され，観測値は状態変
数の非線形写像に観測雑音が付加されたものとして表現される.また，状態の事後分
布は，密度関数を用いて，観測値に基づく状態の条件っき確率密度関数として表現さ
れることが多い.非線形フィルタリング理論で考察の対象とするのは.この条件っき
確率密度関数の時開発展であるが，連続時間と離散時間とではその取り扱いが若干異
なる.
連続時間の場合には，条件っき確率密度関数の時間発展は Kushner の方程式で表
わされる.これは確率偏微分方程式である. Kushner の方程式は， システム雑音と観
測雑音とが独立な場合に成り立つ方程式であるが，あとの第 3 章では，これら 2 種類
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Varadhan の定理は第 5 章で低次元化モデルに基づく適応推定アルゴリズムの漸近的性
質を解析するときに用いる.
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第 3 章
パラメータが固定の場合の適応推定
3.1 まえカてき
一般に，線形確率システムの状態とパラメータとの同時推定は適応推定 [52]， [5] , 
あるいは適応フィルタリング [54]， [20] とよばれている.この適応推定の問題に対して
は，従来から逐次型最小 2 乗法や拡張 Kalman フィルタを始めとしてさまざまなアル
ゴリズムが提案され，収束性や大域的安定性の解析が行われてきた [5] ， [20], [52]. こ
れらは主として離散時間のものであるが，その多くはそのまま連続時間に焼き直すこ
とができる. しかしながら，この適応推定の問題に対して，非線形フィルタリングの
基礎方程式から出発して，最適性の観点から推定性能の原理的な限界は何か，そして
その限界に到達するためにはし 1かなる近似アルゴリズムを用いれば良いか，という疑
問にはまだ充分な解答が得られていない.特に，未知パラメータが変動するような場
合にそうである.
適応推定は典型的な非線形フィルタリングの問題であるから，連続時間の場合には
2.2.2 節で示したように Kushner の方程式があり，アルゴリズムとして実現不可能であ
るが，厳密な意味で最適な推定値の方程式を導くことができる.本章の目的は，適応
推定問題に対する Kushner の方程式の漸近的な性質を解析することにより， 上記の疑
問に対する明確な回答を与えることである.なお，本章でiまパラメータが固定の場合
の適応推定問題を取り扱い，パラメータが変動する場合への拡張は次章で‘行う.
本章ではまず 3.2 節で，パラメータが固定の場合の適応推定問題をイノベーション
モデルを用いて記述する.次に 3.3 節で，この適応推定問題を非線形フィルタリングの
問題として定式化し.基礎方程式である (拡張された ) Kushner の方程式を導く. 3.4 
節では，パラメータが固定の適応推定問題に対する Kushner の方程式の解が陽に表現
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できることを利用して，その解の時間無限大における漸近的な性質を明らかにする.ま
た，あわせて非線形フィルタの条件っきモーメントのオーダ評価を行う. 3.5 節では，
このオーダ評価の結果を用いて，非線形フィルタのモーメント方程式系のスケーリン
グを行い，この方程式系が特異摂動型になること，さらにこの特異摂動型の方程式系
から漸近的に無視できる項を落とすことにより適応推定のアルゴリズムが導かれるこ
とを示す.
3.2 適応推定のモデル
Zt を n 次元の状態変数， yt を m 次元の観測値として，推定モデルが次式で与え
られるものとする.
dZt 二 F(θ)Ztdt+ G(θ)dVt 
d巧ニ H(θ)Ztdt+ dWt 
(3.1 ) 
(3.2) 
ここで， θ は未知パラメータの不確かさを表わす d 次元の確率変数で，パラメータは
固定されているものと仮定する .Vt と Wt は，それぞれ dv 次元と m 次元の互いに独
立な標準ブラウン運動とする. θ のアプリオリな確率密度関数を po(8) と置く .θ の
変域は，簡単のためにコンパクト集合 DCRd とし，任意の 0εD に対して次の条件
が満足されるとする.
条件 1 F( 8) は指数安定.
条件 2 F( 8) ヲ σ(8) ， H(8) は O について 3 団連続微分可能.
条件 3 po( 8) は O について連続微分可能で，かつ po(8) > O.
適応推定の問題は，観測データ
yot = {に ;0 三 s 三 t} (3.3) 
が与えられたときに ， Zt と θ とを同時に推定するアルゴリズムを求めることである.
よく知られているように，分散を最小にするという意味で・最適な推定値は条件っき期
待値に等しい.すなわち ， Zt と θ の最適推定値は
Zt = E(Zt I Ycn 
8t = E(創刊)
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(3.4) 
(3.5) 
で与えられる.
最適推定値 Zt ， 8t を求めるためには，もとのモデル (3.1) ， (3.2) 式のかわりにそのイ
ノベーション表現
dXt = F(θ)Xtdt + J{(θ)dßt 
dYt = H(θ)Xtdt + dﾟt 
(3.6) 
(3.7) 
を用いることができる.ここで， J{(.) は， (3.1) , (3.2) 式の F( ・)， G( '), H(.) から決
まる定常 Kalman 利得であり ， ßt はイノベーション過程，すなわち m 次元の標準ブラ
ウン運動である . Zt と Xt との関係は，仮想的な観測データ?で∞ ={ピ，∞く s 三 t}
を用いて
Xt = E(Zt Iθ ， }で∞)
と表わせる.条件っき期待値の性質により
九七r E(Xt I 勾) = E(E(Zt Iθ ， rで∞) I 勾)
= E(Zt I 勾) = Zt
(3.8) 
(3.9) 
となるから，もとのモデル (3.1) ， (3.2) 式の最適推定値と，イノベーションモデル (3.6) ，
(3.7) 式の最適推定値は一致する.この意味で双方のモデルは等価であるが.アルゴリ
ズムを構成する上では後者のほうが単純 [51] であるから，ここではイノベーションモ
デル (3.6) ヲ (3.7) 式を推定モデルとする.
あとの解析の便利のために，真のシステム(のイノベーション表現)を
dXt = FoXtdt + J{odﾟt 
dYt = HoXtdt + dﾟt 
(3.10) 
(3.11) 
と表わしておく.ここでは真のシステムは推定モデルの中に含まれていると仮定し，真
のパラメータ 80 が存在して凡 = F(80 ) , J{o 二 J{(80 ) ， Ho = H(80 ) となるものとす
る.この仮定はアルゴリズムの導出に本質的なものではないが，解析を容易にする.
3.3 非線形フィルタの方程式
適応推定の問題を非線形フィルタリングの問題として定式化する. (3.6) 式で記述さ
れる (Xt ， θ) は (n+ d) 次元のマルコフ過程と考えることができて，その生成作用素は
θ2θ 乙 =55(附KT(0))ij52327 十字(F(8)x)可 (3.12) 
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で与えられる.生成作用素に O についての微分の項が現われないのは，未知ノマラメー
タは変動しないと仮定しているためである.観測データ勾に関する (Xt ， θ) の条件っ
き確率密度関数を pt(x ， 8) とおくと，これは拡張された Kushner の方程式
dpt(x ,8) = C*Pt(x , 8)dt 
十ト(0)z-aM (3.13) 
(3.14) 
に従う ((2.55) 式参照) .ここで， C* は乙の共役作用素であり， ?t は??に関する
条件っき期待値を表わす.
cp(X ぅ 8) を Rn x D から R への 2 団連続微分可能な関数とするとき， v(Xhθ) の
勾に関する条件っき期待値は，
。t-仏n仇めPt(X ，帥 (3.15) 
で求められる. (3.13) 式と (3.15)式から， ふの時間的発展を表わす方程式が得られて
次のようになる.
- ----竺-I f.-:;_ -:~ ¥T , (θcp\iU I d手t 二九dt+ I (cpHxt -lptHxtyr + ~討 1<t I dVt. (3 凶)
この方程式から非線形フィルタのモーメント方程式が導けるが，よく知られているよ
うにそれらは有限次元で閉じていなし 1から，アルゴリズムとしては実現不可能である.
そこで，次節以降で・条件っき確率密度関数や条件っきモーメントの t →∞における
漸近特性の解析を行い，その結果を用いて非線形フィルタの方程式の近似としてのア
ルゴリズムを構成することにする.
3.4 非線形フィルタの漸近的特性の解析
3.4.1 条件っき確率密度関数
適応推定の問題に対する Kushner の方程式の解は陽に表わすことができる.それは
状態とパラメータとの条件っき確率密度関数が
pt( x,8) = Pt(x 18)pt(B) (3.17) 
38 
のように分解できることによる.ここで仰い I 8) は θ(= 8) と勾に関する Xt の条件
っき確率密度関数を表わし ， Pt( 8) は勾に関する θ の条件っき確率密度関数を表わ
す.条件っき確率密度関数がこのように分解できるのは，パラメータが未知ながらも
変動はしないと仮定しているためである.
Pt( X I 8) は，パラメータを 0 に固定したことにより線形推定問題の条件っき確率密
度関数になるから，正規分布
Pt(X I B)= N(九(8) ，Vt(8) 
で表わされる.この平均値あ(8) と分散 Vt (8) は Kalman フィルタ
dXt( B) = F( B)ム (8)dt+ (K(8) + lft(8)HT(B))dvt(B) 
dVt(8) = d巧 - H(B)ム(8)dt
向 (8) = C(B)只 (8)+ Vt(8)CT(8) -Vt (8)HT (8)H(8)只 (8)
の解として求まる.ここで
C(8) = F(8) -j<(8)H(B) 
(3.18) 
(3.19) 
(3.20) 
(3.21 ) 
(3.22) 
と置いた. なお， リカッチ方程式 (3.21)には状態雑音の共分散に相当する定数項が現わ
れていないが，これはイノベーションモデル (3.6) ， (3.7) 式を出発点としたためである.
(3.17) 式の右辺のもう一つの項 Pt(8) を求めるためには， (3.13) 式を z で積分した
d Pt( 8)= (H ( 8)ゐ (8) 一万L)TPt(0)dνt (3.23) 
を解けばよい.これは偏微分方程式ではなく常微分方程式でありしかも線形だからた
だちに解けて
日(B) = po(B) exp { -~ lt IH(8)九 (B) - あSl2ds+ lt (H(めまs(B) - あs)Tdvs } 
(3.24) 
を得る.ここで|・|はユークリッドノルムを表わす. (3.18) 式と (3.24) 式を (3.17) 式
に代入したものが条件っき確率密度関数の厳密な表現を与える.
3.4.2 条件っき確率密度関数の漸近形
前節で求めた条件っき確率密度関数の陽表現を用いて . t →∞のときの漸近形を
求める.
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まず (3. 1 8) 式の仰い 1 B ) であるが， 条件 1 により (3 . 22 ) 式の C(B) は指数安定にな
る [37] から， リカッチ方程式 (3.21 ) の解 只 (B ) は指数関数的に O に近づき ， Xt( B) は指
数関数的に減少する部分を除けば
dXt(B) = C(B)ゐ (B)dt+ ]{(B)dYt (3.25) 
に従う定常過程とみなせる.あとでみるように，問題になるのは t- 1 の多項式オーダ
の挙動であるから，指数オーダで減少する部分は無視することができる . したがって，
t →∞ において
Pt(X 1 B)~ 8(x -Xt(B)) (3.26) 
となる . この式の意味は <p(X) を連続関数とするとき I....n <p(x)Pt(x IO)dx と <p(ム (B)) 
JRn 
との差が t →∞において指数関数的に減少するということである.なお， (3.25) 式に
B = B。を代入したものは， (3 .22) , (3 . 11) 式の関係式を用いると真のシステムの方程式
(3.10) と一致することがわかる.すなわち，指数関数的に減少する部分を除けば
ゐ(BO )= Xt (3.27) 
となる.
次に pt (B) の漸近形を求める. (3.14) 式に (3.11)式を代入して
d的=一(Hxt -HoXt)dt + dﾟt (3.28) 
とし.さらに (3.24) 式に代入して変形すると Pt(O) は次のように表わされる.
pt(B) ニ rtPO( B) exp[-tφt( B)] (3.29 ) 
ここで
色(B) =;t10t 1恥(0)12ds:ff(仰s (3.30) 
ηt (B ) = H(B )お(B) -HoXt (3.31 ) 
Il- l -ln州吋一附)]dO (3.32) 
とおいた. (3.29) 式の形からわかるように ， -tφt (B) はパラメータの対数尤度である.
したがって， ふ (0) の最小点がパラメータの最尤推定値になる.この最尤推定値を mt
と表わす.
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ふ(B) に対応して針。)を
φ (B ) ニド l 71t( B )1 2 (3.33) 
で定義する. (3 . 31) 式の右辺の まt( B ) と Xt が定常過程であることにより 71t (B) も定常
過程になるから φ(B) は時間に依存しない関数である.また. 上の定義より明らかに
針。)は非負関数であるが， (3.27 ), (3 .31) , ( 3.30 ) 式により，真のパラメータ Bo のとこ
ろで φ(BO ) = 0 となる.補題を一つ準備する.
補題 3.1 条件 1 ヲ 2 を仮定する.そのとき次のことが確率 1 でなりたつ.
i) ふ(B) は 3 階までの導関数を含めて一様に有界.
i) t →∞において， φt (0) は針。)に 2 階までの導関数を含めて D 上で一様収束
する
(証明) 付録 3A に示す.
この補題を用いると， θ の条件っき分布に関して次の定理が得られる.
定理 3.1 条件 1 ，.....， 3 を仮定する.そのとき t →∞において ， (ljt) logpt(O) は
-φ(B) に確率 1 で一様収束する.
(証明) 付録 3B に示す.
注意 定理 3.1 が成立するためには，補題 3.1 の証明からわかるように，条件 2 は
必ずしも必要ではなく ， F(B) ヲ G(B) ぅ H(O) には連続性を仮定するだけで十分である.
定理 3.1 は pt(B) が
Pt(O) rv exp(-tφ (B) ) 
という漸近形をもつことを意味する.
3.4.3 条件っきモーメントの漸近評価
(3.34 ) 
パラメータの条件っき確率密度関数の漸近形 (3.34) 式は ， t →∞において針。)
の最小点にしだいに集中していくような分布を表わしている.このことだけから， も
し φ(0) の最小点が BO だけであるとすれば θ の条件っき期待値
ム=ん Bpt(B)dB (3.35 ) 
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は，パラメータの真の値に概収束することが導かれる.すなわち.次の定理が得られる. 補題 3.3 条件 1--4 を仮定する.九は (3.32) 式で定義されるものとし，
れo 叫d ぽp{示。_ 00)T1>"(00)(0_叫 dO
定理 3.2 条件 1--3 を仮定し，針。)は 00 でのみ最小値 (=0) をとるものとする.
そのとき，パラメータの条件っき期待値 Ot は t →∞において 00 に概収束する.
(証明) 付録 3C に示す.
td det(φ"(00 )) 
(2π )d 
とおく.そのとき . t →∞において確率 1 で
(3.38) 
パラメータの最尤推定値 mt に関しでも同様のことが成り立つ.
rtO 
Po(OO) exp[-ゆt(mt)]九→ i (3.39 ) 
定理 3.3 条件 1--3 を仮定し，針。)は 00 でのみ最小値 (=0) をとるものとする.
そのとき，パラメータの最尤推定値 mt は t →∞において 00 に概収束する.
となる.
(証明) 付録 3F に示す.
(証明) 付録 3D に示す. これらの補題を用いると次の定理が得られる.
定理 3.2 と定理 3.3 はそれぞれ，パラメータの条件っき期待値と最尤推定値が共に
一致推定量 [56] になることを示す.これらの性質は，補題 3.1 の中のふ(0) 自体の収
束だけを利用して導かれたものである.これに対して，条件っき期待値と最尤推定値
の近さや 2 次以上の条件っきモーメン卜を評価するためには，ふ(0) の導関数を含めて
の収束を利用することが必要になる.そこで
定理 3.4 条件 1--4 を仮定し.針。)は 00 でのみ最小値 (=0) をとるものとする.
そのとき . t →∞において確率 1 で
ム -mt = ん(0 一 mt)pt(O)dO = O(t-1) (3.40) 
がなりたつ.
条件 4 <ﾞ" (00 ) は正定値.
(証明) 付録 3G に示す.
を仮定し，補題を二つ準備する.なお. prime 記号(')は O による偏微分を表わし，
φ"(0) は φ(0) の HessÌan 行列を表わすものとする. 定理 3.5 条件 1--4 を仮定する.そのとき ýt(θ - mt) の条件っき確率密度関数
は . t →∞のとき確率 1 で，平均 O. 分散 (φ"(0) )-1 のガウス分布に収束する.
補題 3.2 条件 1--4 を仮定する.そのとき，確率 1 で次のことがなりたつ.
i) M1 > 0 が存在して，すべての t 三 0 とすべての 0εD に対して
l <Þ t(O) 一川)-j(O-mt川町)(0-mt)1 三 M1 10-mt!3 (3.36) 
i) 8 > 0, t1 > 0, M2 > 0 が存在して. 10-mtl::; 8 となるすべての 0 とすべて
の t どれに対して
(証明) 付録 3H に示す.
定理 3.6 条件 1--4 を仮定する.そのとき t →∞において確率 1 で次のことが
なりたつ.
~~ t ln(0 -ﾔt)(O -ﾔt)T Pt(O)dO = (仰0))-1 
1(0) を 4 団連続微分可能な関数とし. 1(0) = 0, 1'(0) = 0, 1"(0) = 0 とする.φt( 0) 一色(mt) 三 M2 10-mtl2 (3.37) \l，ノ・唱EA???
そのとき
(証明) 付録 3E に示す. ん 1(0 -ﾔt) Pt (仰 = O(t-2) 
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(証明) i) は左辺の積分を
ん(B 一 mt)(B -mt)T Pt( B)dB 一 (mt ーん)(mt ーが
と分解して第 1 項には定理 3.5 を，第 2 項には定理 3.4を適用すればよい. ii) も同様
に f(B-Bt ) を B = mt のまわりで Taylor 展開して定理 3.5 と定理 3..4を適用すれば
よい.口
この定理から， θ の 2 次の条件っきモーメントが t- 1 のオーダになることと ， 3 次
以上の条件っきモーメントが t-2 のオーダになることがわかる.
さらに， Xt について k 次， θ について l 次の結合型の条件っきモーメントの大
きさのオーダは θ だけの (k+ 1) 次の条件っきモーメントの大きさのオーダと一致す
る.これは ， f(x ぅ B) を z と 0 の連続関数とするとき (3.17) 式と (3.26) 式から
kJRnfいーまt ，B -ﾔt) Pt ( x ,B) dx dB 
~ k f附1) -Xt , B -Ôt)州dB
~ k f州内- Ôt ) , B -Ôt )州 (3.41 ) 
となることから導かれる.
3.5 非線形フィルタの近似によるアルゴリズムの構成
3.5.1 特異摂動型の方程式系
一般に. ε を小さいパラメータ• Xt を遅い変数，Yt を速い変数として，特異摂動
型の方程式系が
dXt = ε(fx(Xtうね + O(ぷ))dt+ vf_ (G x(Xtうれ)十 O(yIt))dWt (3.42) 
dYt = (fy(Xtぷ) + O(ぷ ))dt + (Gy(Xt, Yt) + O(ぷ ))dWt (3.43) 
という形に与えられたとする.ここで， Wt は標準ブラウン運動である.基本的な仮定
は，遅い変数を固定 (= x) するごとに
dYt = fy(x , Yt)dt + Gy(x ， 主)dWt
の解 yt がエルゴード過程になることである.
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(3.44) 
方程式系 (3 .42) ヲ (3 .4 3) 式において主として興味のあるのは，遅い変数の十分長い
時間にわたってのふるまいである.そのため通常は時間スケールの変更 t →ァ =ä を
行って， ァを固定したままで ε → 0 としたときの極限や漸近形を求めることが問題と
される.これは特異摂動の問題である. (3 .42) , (3 .43) 式において時間スケールの変更
t • T = ä を行うと，
dXT = (fx(XTふ )+ O(ぷ ))dt+ (GX(XT , YT ) 十 O(ぷ))dlルT (3.45) 
dk=1(fy(JtT ， k)+0(ぷ ))dt + 土(Gy(Xn YT) + O( YE) )dWT (3.46) ぷ
となる.ここで，え =X市民=ピ!(であり ， WT = 0WT!( は 7 の時間スケールで
の標準ブラウン運動である. 2.4 .1 節で述べたように， (3 .45) , (3 .4 6) の方程式系に対し
ては平均化法が使えて， ε → 0 のとき XT は単独のマルコフ過程に概収束する. しか
も . (3 .4 2) ぅ (3.43) 式あるいは (3.45 )ぅ (3.46) 式の中で 0(0) と書し 1た項は ε → 0 の極
限に影響を与えない.すなわち，これらの項を無視しても系の漸近的なふるまいは変
わらない.このことが非線形フィルタのモーメント方程式の高次打切に利用できる.
3.5.2 アルゴリズムの構成
適応推定の問題に戻って. Xt と θ の条件っき期待値の方程式を (3.16) 式から求め
ると次のようになる (2.2.3 節参照) • 
. - ----------ーで一一司
dXt = F'Xtdt + I 1(t+ (x-Xt)(Hx -HXt)T I dUt (3.47) 
~ ---て--六二三
d仇 = (B -Bt)(Hx -HXt)TdLノt (3.48) 
これらの右辺を条件っきモーメントで展開し， 3.4 .3 節の評価を用いると . t →∞に
おいて
と書ける. ここで
仏 = [F(ム)Xt + O(t-1)] dt + [1((ム) + O(叶 d内
dふ =t均B [H(ふ)5t+ 1t+ O(t-l)]T dUt 
d内二尚一 [H(乱 )Xt+ O(t-l)] dt 
51 ー δ~t.(!) I ιδBT IB=~ 
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(3.49 ) 
(3.50 ) 
(3.51) 
(3.52) 
人 = Q~rH(B)Xtl OVA19=高 (3.53 ) 
dXt 二九九dt+ /<odﾟt 
dXt = [C(ム )Xt+ /<(Ôt)比Xt+ O(t叶 dt+ [J{(ム )+0(t- 1 )]dßt
仏 = IC(ム )St+ Mt - !:l~rl{(B)(H(êt)Xt -HoXt) I + 0(t-1) 1 dt(3.63) lV ,VtjU t T .LY.L  θBT-& \~ /¥-& \~LJ~L &&UJ~LJI(}ニあ j
+ !:l~7' /< (B)dﾟt I 
urlo=Zt 
ここで， et 三 0， (H(んまt -HoXt ) は 0(1) の変数である.ε のかわりに t- 1 を小さい
パラメータとみなせば， (3.62) ヲ (3.63) 式はまさに， (3 .42) , (3.43) 式のような特異摂動
型の方程式系であり 1 ， Bt , V(}。が遅い変数に ， Xh Xh St が速い変数になる.
(3 .42) ヲ (3 .4 3) 式の O(ぷ)の部分に相当するものは， (3.62) , (3.63) 式におし 1ては
0(t -l/2) または 0(t- 1 ) と記した部分になる.これらを落として ， V(}。をもとのスケー
ルの%。にもどすと次のようなアルゴリズムが得られる.
Vo = (B-Bt)(B -Bt)T 
Vo = tVoo 
(3.54 ) 
(3.55 ) 
とおいた.
(3 .49)----(3.51) 式の中で未定の変数はあと%。であり ， St の方程式は ， Xt (B) の方
程式 (3.25) を 0 で微分して o = Ot を代入することにより
d5t = (C(Bt)St + Mt)dt + dNt (3.56) 
となる.ここで
Mt = 与(F(O) -1<(伽(B) )ム|?T ¥ -,- I --, -ｷ / -, -1/-.，。
州二三rI<(B)dVtl (3 日)
urlg=Zt 
とおいた.また ， V()(} の方程式は (3.16) 式から得られる (2.2.3 節参照)から ， Xt , Bt 
の場合と同様に右辺を展開して， 3.4 .3 節の評価を用いると次のようになる.
(3.57) 
d内 = dYt -H(Bt)xtdt 
dまt = F(Bt)Xtdt + /<(Bt)dVt 
dBt = LtdVt 
(3.64) 
(3.65 ) 
(3.66) 
(3.67) 
(3.68) 
dSt = (C(Bt)St + Mt)dt + dNt 
d九。 =-t-1[%。(H(色)5t+ 1t)T(H(乱)St+ 1t)九 + 0(t-1)] dt + O(t-切Vt (3.59) 
さらに， (3.28) 式の右辺も条件っきモーメントで展開して
Voo 二一LtLi
ここで
d的=一(H(Bt)Xt -HoXt + 0(t-1)dt + dﾟt (3.60 ) Lt = Voo(H(Bt)St + 人)T (3.69 ) 
とする.パラメータ推定値はスケーリングを行って とおいた.
Bt ニVt(乱 _BO) 、11/11ム? ??fs目、、 3.5.3 Ljung のアルゴリズムについて
とする.そのとき， (3.60) 式を (3 .49) ， (3.50) ぅ (3.56) ， (3.59) , (3.61) 式に代入すると次
のような方程式系を得る.
dBt - -t吻o [(H(ふ )St+ 1t)T 輻 + O(γ1叫 dt
+r 1叫() [H(ふ )St+ /t+ 0(t-1/ 
仇 = 一tγ一1 [怜尚陶九九似8バ(H(ム向仰)凶5tれ汁+ ザ
+ O(れ(t-一 1り)dßt
(3.62) 
Ljung [51] は，離散時間の適応推定の問題へ拡張 Kalman フィルタを用いた場合の
収束性を解析してその欠陥を指摘しそれを補うためのアルゴリズムを勾配法との比
較から発見論的に導いている.同じことを連続時間について行えば， ( 3.64) -( 3.68 )式
と同ーのアルゴリズムが得られる. Ljung のアプローチは不完全なものから出発して
必要なものを修復していくというやり方であり，ここでのアプローチは完全なものか
1正確には， 3.5.1 節の場合と同様に，時間スケールの変更 t →アニ ét を行ってァを l のオーダの変
数とみなせば同じ型の方程式系になるということである.
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ら出発して不要なものを落としていくというやり方である. したがって，まったく逆
のところから出発して同じアルゴリズムに到達したことになる.
3.6 まとめ
連続時間で未知パラメータが固定の場合の適応推定の問題を非線形フィルタリング
の問題として考察し. Kushner 方程式の時間無限大における漸近的な性質を明らかに
した.さらに，その結果を用いて，無限次元のモーメント方程式系を特異摂動型の方
程式系に変形し，それらから漸近的に無視できる項を落とすことにより，有限次元で
閉じた方程式系が得られることを示した.この有限次元の方程式系は適応推定アルゴ
リズムとして用いることができる.このアルゴリズムによる推定値はその導き方によ
り最適推定値と同じ漸近的性質をもっ.
特異摂動系の漸近的性質は，従来から適応アルゴリズムの収束性を調べるためには
用いられてきたが，ここではアルゴリズムの構成のためにも有効に利用できることを
示した.なお，本章では:未知パラメータが固定の場合のみを扱ったが，変動する場合
へ手法を拡張することも可能であり，次章ではその問題を取り上げる.
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付録 補題と定理の証明
3A 補題 3.1 の証明
αε Rd に対して微分作用素 D(α) を
D(α)=1+子走 (山)
で定義する.補題 3.1 を証明するためには，各 α について次のことが確率 l でなりた
つことを示せば十分である.
a) 各 0εD に対して ， D3 (α)(φt (fJ) - φ(0))t二。 o.
b) D3 (α)φt (fJ) は t に関して一様に有界.
このうち b) からただちに補題の i) が得られ，さらに仇(fJ) の 2 階までの導関数が同程
度連続であることがわかる.こうして {D2(α)φt(fJ)}t は D 上の連続関数の空間で， 一
様有界，同程度連続になるから. Ascoli-Arzela の定理により相対コンパクトであり，
a) と組み合わせることにより ii) が得られる.なお，この補題が成り立つためには a)
の中の D3(α) は D2(α) とするのでも十分であるが，証明を b) の部分と共通して行え
るようにそうしてある.
まず a) から示す. Xt, Xt( B) および丸(B) の 3 階までの偏導関数を縦に並べた
(2 + d + d2 + d3) n 次元のベクトルを Xt (fJ) とおく.これは時間とともに指数関数的に
減少する部分を除けば，線形確率微分方程式
dXt(B) = A(B)Xt(B)dt + B(B)dﾟt (3A.2) 
に従う Gauss 定常過程になる.ここで. A( B) ヲ B(B) は Fふ J{o ， Jlo, F(B) , 1((B) , H(B) 
およびそれらの O による 3 階までの導関数を要素として含む行列で，条件1， 2 によ
り， 入> 0, M> 0 が存在して
leA(e)tl 三 M代 IA(B)I~Mヲ IB(B) I ~ M (3A.3) 
で抑えられる.
D3(α)φt( fJ) と D3 (α)φ (B) は. (3.30) , (3.31) , (3.33) ぅ (3A.1) 式を代入して変形する
ことにより
D3 (α)叩) = ;t lt X;(B)Q(υ)え(B)ds 一切だ(fJ)R( Q , fJ)dﾟs (3A.4) 
Dヤ附 =jE[だ附α， B)え州 附)
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と表わせる.ここでI Q(α， B) ， R(α ， B) は O について連続な適当な次元の行列である.
Xt( B) は (3A.2) ， (3A.3) から明らかに連続なスペクトルをもっ Gauss 定常過程にな
るから，エルゴード定理により確率 1 で
で定義する.このとき I Xt(B) とその ßt による確率積分は.部分積分を繰り返して行
うことにより次のように表わせる.
:ρs，i( B)えsj(0)dst二 E [Xs ，i(帆 j(B)] オt (B) = B(明 +(μ1+ A(B))ム円)(t - s)B( B)い (3A.14) (3A.6) 
とおく.
比= kμ内門J2三叩J53よt2波払2習立?乙L+札1り)' I~戸2
fotρ V\瓦川尤え丸幻sれバs ， i (BパM利岬(伊例仰0め削仰)μdßs ，j はマルチンゲ一ルだから D仙の不等式を用いると
明どり 5PLJ(仁J
(3A.7) 
Aft\￡えね仰sパM訓(伊例0の仰)
+ fot [(μI 一 A(B))え(B)Z; -2jiB(B)ZsZ;] ds 
+ B( B) fot Zsdﾟ; 
これらをユークリッドノルムで評価すると，
(3A.15) 
が成立する.
一 (k+ 1)2 n I . "'r / ,,\ I 三 τζ-;j-E /Xs ,i(B)1 (3A.8) 
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したがって
乞 P(Mk ど ε) <∞ (3A.9) 
k=l 
となり I Borel-Cantelli の補題により
Mk. • 0, a.S. 
fÇ-→ 0<コ (3A.I0) 
すなわち，確率 1 で
ハυ→吋?,G ? ??????1-tか
??ル」ρhu ??司令すす一成ふHN
(3A.11) 
D3 (α)(針。)一 φ(B)) 
= j 5ppQ仏仏tり川J
一 jpiJ(M)fL(0)dps，J
→ O 、 a.s.
t→∞ ' (3A.12) 
3B 定理 3.1 の証明
補題 3.1 が成り立つような事象で考える. したがって，以下のことは確率 1 でなり
たつ. (3.29) によりとなり I a) が示された.
次に悦証明する μ>0 を任意に一つ選び・ 0 に依存しない m 次元の Gauss定常過程を jwo)+φ例
dZt = 一μZt dt+ dﾟt (3A.13) =jM-jlo酬の-附ー仰)) 、、l，f吋ti??f，，‘、、
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となるが.右辺第 2 項の一様収束は明らかであり，第 3 項は補題 3.1 により 0 に一様収
束する. したがって
すなわち
Pt ( B) 三 e-，t/2 (3C.4) 
-jiog 乙三 j叫内(作一tφt叫 (3B.2) となる.閉球 B8 を
e-(φ(0)+8) く e- <Þt(O) く e一(倒的-8) (3B.3) 
B8 = {B; IB ーが|三 8}
で定義して ， Bt -BO を次のように変形する.
ム _ BO = ん (B ーが)Pt(めdB
=ム(B ーゲ)pt(B)糾ん(B -BO)pt( B)dB 
(3C.5) 
を示せばよい. ふ(B) が針。)に一様収束することから，任意の 8>0 に対して to > 0 
を適当に選べば t ?:. to のときに
(3C.6) 
とすることができる • Lt(D) ノルムを
I/It = 比例l'po(O)dOr'
この右辺の第 1 項は
(3B.4 ) Ik6 (B - が)Pt(めdBI
で定義すると.条件 3 により po(B) > 0 だから
で抑えられる.
三 6jJmdO 三 8k州dB 二 6
また第 2 項は (3C.4) 式により
|ムJ
(3C.7) 
kllfllt=|lfll∞= es sup I/( B) I 
。εD
となる. (3B.3) の各辺の Lt(D) ノルムをとり t →∞とすると， (3B.5) により
(3B.5) 
??????￠ 
? ??mD
一
回
A引
?く一
,,
f 
市i『ll'III-J
??，α ???、、E，，
，
? ?〆''t
、
、
? ??
? ?PEEl
』』
El--
』
m叩く一????φ ??mD一回か? (3B.6) 
となる. 8 は任意であったから 三 8部610 一例ムB6Pt (B)dB 
tklLPMme-W)doll/t=ess叫 eJ(0)=l
-~ J 0εD 
(3B.7) 三。思26io-oole叫ん\J
を得る.この対数をとると (3B.2) になる.口 三 e一村/21賠 IB ーが|μ (3C.8) 
3C 定理 3.2 の証明
8>0 を任意に一つ固定し，
となるが， D はコンパクトだから右辺の exp(-，tj2) 以外の部分は有限の値をとり ， t 
を十分大きくとれば右辺全体は 6 で抑えることができる. したがって t を十分大きく
とれば
γ= mlll φ(B) 
10- 00 1 さ6
、‘
l
，ノ
噌
Eよ
??〆'E
町、 |比Lμ(伊0 一 が内内内州)p川凶知tバ(附0
でで.抑えられ， 8 は任意であったから，
J迂ん(B ーが)Pt(B)dB = 。
(3C.9) 
とおくと， φ(B) が BO でのみ最小値 (=0) をとるという条件から γ>0 となる.また
補題 3.1 によりふ(B) は φ(B) に一様収束するから t を十分大きくとれば
jlout(0) さーφ(0)+j
、
‘，
E
，F'
???ρu ??，，a目、、
(3C.2) すなわち
とすることができ， I B-BO I >8 では
jlogpt(0) 三-，+ ~ =_2 
2 2 
lim ﾔt = BO 
t→∞ 
(3C.ll ) 
(3C.3) 
となる.上の証明の中で用いた補題 3.1 は確率 1 でなりたつから，この収束は概収束
である.口
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3D 定理 3.3 の証明 ら， φt" (mt) は φ"(()O) に概収束する.さらに条件 4 により φ(()O) は正定値であるから，
t1 > 0 と M>O が存在してすべての t 2: t} に対してmt が ()O に収束しないと仮定する.そのとき， ? 0 と η →∞で tn →∞となる
ような時間列 tn ， n = 1, 2,' ..が存在して Imtn -()Ol 三 6 となる mtn の含まれる領域
D はコンパクトであったから ， {tn} から適当な部分列 {t~}P=1 ，2 ，... を選ぶことにより
mt~ ， p = 1 ， 2，・・・が収束列となるようにすることができる.その収束極限を rn' とおく
と 1m'-()Ol 三 6 である.さらに補題 3.1 により，仇(())は針。)に一様収束するから
j(O-mt州mt)(()-mt) ど MI() -mtl2 (3E.3) 
となる. したがって
ふ(())一色 (mt) 三 MI() -mtl2 - M11() -mtl3 (3E.4 ) 
J主ah(m斗)=φ(m') となるから， I() -mtl を十分小さくとることにより，補題の後半部が得られる.口
となる.一方， m弘は φt~(()) の最小点だから φt~(mヰ)三 φら (()O) であり， p →∞の極 3F 補題 3.3 の証明
限においても
φ(m') 三 φ(()O)
とならなければならない.これは ()O が針。)の唯一の最小点であるという条件と矛盾
する. したがって mt は ()O に収束する補題 3.1 は確率 l でなりたつから，この収束
は概収束である.口
この補題を証明するためには， t →∞のとき
l(t)三九
PO( ()O) exp[-tφt(mt) ]rt 
=4Llpo(0)叫 [-t(φt (())一色 (mt))] d() -1 
PO( ()O) JD 
(3F.1) 
3E 補題 3.2 の証明
が 0 に概収束することを示せばよい. t →∞と共に一点 {()O} に収縮していく閉球 Bt
を
φt (())をその最小点 mt のまわりで Taylor 展開して
削) =φt(mt)+j(O-mt川町)(8 -mt) 
Bt = {(); I() -mt I 壬 t~1/3} (3F.2) 
で定義し， 1( t) を次のように分解する.
lδ3 +65k仰
1( t) 三 11(t) + ん (t) + ん (t) + ん(t)
1(t) = 九Oh 吋示。 - mt)Tφ川
(3F.3) 
(3F.4) 
、、.，/?????
とする.ここで， η は O に依存して決まる [0 ， 1] に値をとる実数である.補題 3.1 によ
りふ(8) の 3 階の導関数は t と 0 に関して一様に有界だから，上の式のうち 3 次の項
は，ある正数 M] が存在して
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zJjMYtht+ ワ(8 -mt)()i -mt ,i) (()j - mt川 - mt，k)/ 三 M1 1()-mt/3 
的) =品ムヤO(()) 一向(()O)) e-t印刷)-<<Þ t(m t))d() 
ん(t)=2L/ po(0)e一山)-<<Þt(mt))d()PO(()O) JD¥Bt 
(3F.6) 
(3F.7) 
(3E.2) 
で抑えられる.これから，ただちに補題の前半部が得られる.また，補題 3.1 により，
φt" (8) は φ"(()) に確率 I で一様収束し，定理 3.3 により， mt は ()O に概収束するか
この各項が O に収束することを示す.まず 11 (t) は
九 (t) 二げんd叫卜;(O-mt向'(mt)(() -mt)] d() -1 
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二二二 一一ーー la: ーーーーーーー-ーー
-rtOムdJP[-j(O-mt財(mt)(()一 mt )] d(} とに注意すると
|叫 [-t (叩)一色(mt)-j(0-mt向いt)() -mt) )] -1 I~et(φ情。)L -1 det(φパmt)) み 三 M3tl(} -mt 13 (3F.12) 
-rtO ムd\Btexp [示。 - mt)Tφ仇 (3F.8) 
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すル)
と変形できる . t →∞のとき，補題 3.1 により φt" (B) は￠旬。)に一様収束し，定理
3.3 により mt は BO に収束するから φt"(mt) は <Þ"( BO ) に収束する.さらに条件 4 によ
り <Þ"( BO) は正定値て。あるから jdet(倒的)/ det(町(mt)) は 1 に収束することがわか
る.同じく <Þ" (()O) が正定値であることから ， t を十分大きくとればすべての 0εD に
対して
;(0 一川町'(mt)(() -mt) と M1 1B -mtl2 、‘，，，J? ? ???faE、
と評価できる.右辺のうちれ。以降の積分は t →∞と共に正規分布の 3 次のモーメ
ントに近づく量を表わしており， ι (t) の場合と同じ論法により有界であることがわか
る. したがって ， t- 1 / 2 という因子のために t →∞のときん(t) → 0 となる.
ん(t) は
とすることができる.ここで M1 は適当な正の定数であり，以降 M2 ヲ M31 ・・・も同様
に適当な正の定数とする.上の不等式を用いれば， (3F.8) 式の積分は II3(t)1 三 ;zlpo(0)-po(00)|品レ-t(仇(B川)dB (3F.14) 
九0 ムヘBt 叫卜j(O-mt)則的t)(B -mt)] dB と評価できるが，このうち SUPBEB ， Ipo( (}) -PO( (}O) 1 は，条件 3 の PO((}) の連続性から
t →∞で O に収束する.残りの積分の評価には，補題 3.2 の ii) を用いる.すなわち
ある 8>0 が存在して， 1 B -1TIt 1 :::; 8 となる O に対して
されい
=九0川 ふ(B) 一色(mt) 三 M4 1B -mtl2 (3F.15) 
=MzLハ一川T (3F.IO) とすることができる • t を十分大きくとれば閉球 Bt でこの評価が成立するから，積
分は
と評価できる.ここでおは d 次元単位球の表面積を表わす. (3F.10) 式の最後の辺は
t →∞において O に収束するから， (3F.8) 式の積分も 0 に収束する. したがって，
ι (t) は O に収束する.
次に 12 (t) を
ん (t) = 九o kt 叫[示。- mt)川町)(B -mt)] 
九。 / e-t(Øt(B)一乱 (mt)) d(} 三九o 1_ e-tM4!B-mt!2 d(} (3F.16) 
JB1 JBt 
で抑えられる.この右辺は I1 (t) の積分の場合と同様に ， t →∞においてある有限の
値に収束する. したがって ， t →∞のとき . 13 (t) → 0 となる.
ム (t) の評価には再び補題 3 . 2 の ii) を用いる.閉球 Bt の外側の t- 1 /3 く IB-mtl :; 8 
においては (3F.15) 式により
x {exp [-t 作t((}) -<Þt(mt) 一~(0 -m, f <Þ," ( m ,) (0 -m,) ) 1 -l}dO t(ふ (B) 一色 (mt)) 三 M4t1 /3 (3F.17) 
となる.また， IB -mtl 三 6 においては
と変形する.補題 3.2 の i) の評価を用い，さらに閉球 Bt では tlB-mtl 3 三 1 となるこ t(仇 (B) 一色(mt)) 三 Mst (3F.18) 
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と評価できる.したがって，被積分関数は t を十分大きくとれば一様に M6exp( -M4t1/3) 
で抑えられることになり ， D はコンパクトであったから t →∞においてん(t) → 0 と
なる . 以上のことから l(t) → 0 となるが，証明の中で用いた補題 3.1 と補題 3.2 は確
率 1 でなりたつから.この収束は概収束である.口
とおく.そうすると補題 3.3 により
九e一叫 (m t)/ rt0 :; M1 (3G.9) 
3G 定理 3.4 の証明
とすることができる.ここで. M1 > 0 は適当な定数で，以後 M2' M3, . ..も適当な正
の定数とする.
条件 4 により
この定理を証明するためには ， t →∞のとき確率 1 で Ipo( 0) -po( mt) I 三 M2 10 -mtl (3G.I0) 
二 tん (0-mt)rtpo(O)e一地t(B)
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(3G.1) (3G.ll) 
と評価できる.右辺は，補題 3.3 の証明の中の 11 (t) の場合と同じ論法により ， t →∞ 
と共に正規分布の 2 次のモーメントに近づくことがわかるから，有界である.
次にん(t) を評価するために
ん(t) = t九 e- tφt(m t) { (0 -mt)pO(O) exp r -~(O -mt)T弘代mt) (O -mt) I JB
t
' " ， ~~ " .L L 2' -/ --,. -./,- .-L/J 
x {叫ーヤ(0) -Wt(mt) -~(O -mt)T川町)(0 -mt)] -1} dO 
(3G.12) 
が有界であることを示せばよい.補題 3.3 と同様に t →∞と共に一点 {OO} に収縮し
ていく閉球 Bt を
Bt = {O; /0 -mt / 三 t- 1 /3 }
で定義し ， l(t) を次のように分解する.
、
、，，
J
つん?qδ ，，
at
‘、
1 ( t)= 11 ( t)+ ん (t) + ん (t) + ん (t) (3G.3) 
ん(いれPt(mt)e -t?t (m t) ム (0-mt) はp [-~(O -mtf <ﾞt"(mt)(O -mt)] dO (3叫
ん(t)= tん叩t) ム (0 -mt)(内 (0) 一向(mt)) 叫[示。 -mt)T Wt"(mt) (0 ー mt )] dB 
(3G.5) 
と変形する.補題 3.2 の i) の評価を用い，さらに閉球 Bt では tIB -mt/3 :; 1 となるこ
とに注意すると
トxp [ーヤ(0) 一色(mt) -~(O -mtf<ﾞt"(mt)(O -mt))]-1 
さ M4tlO-mtl3 (3G.13) 
ん(t) = 山一掛かt)ム (0 -mt)po( 0) 
x { e-t(çþt(B)一日))ー叫 [-~(O -mt)Tq:>/'(mt) (O 一 mt )]} dO 
ん(t)=tLJ-mt)円(B)dO
(3G.6) とすることができるから，ん(t) は 12 (0) と同様にして
|ん (t)1 三 Ms九ot t210 -mt'14 exp 卜l(O-mt)Tφt" (mt)( fJ -mt)1 dfJ JBt  "I .L L 2' ._/ --'._'/'- .'-LIJ(3G.7) 
れO 二 td det(φぺ(0 ))(2π)d (3G.8) 
(3G.14) 
と評価できる.右辺は t →∞と共に正規分布の 4 次のモーメントに近づくから有界
である.
ん (t) は補題 3.3 の証明のん(t) の場合とまったく同様にして t →∞において O に
収束することが示される.以上のことから定理 3.4が証明された.口
まずん(t) の積分は被積分関数が 0- mt の奇関数であることから O になる-
12 (t) とん(t) を評価するために
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3H 定理 3.5 の証明 まず J1 (t) の積分は変数変換ご =Vt(B -mt) -(φtH(mt))-lu を行って変形すると
モーメント母関数の収束を用いてこの定理を証明する.任意の uε Rd に対して，
t →∞のとき確率 1 で
ん叫 [ViuT(B-mt)] pt(B)dB →切 [~UT(仰0))九] 司SA??
[ I det(4)べBO) ) r 1 ，..T~ Iff \ ,... 1 Tf ~ IIf ¥¥-1 1 J1 (t) ニ /lexp|--51φt"(mt)と + ~U:r (φt" (mt) ) -1 U I dt, JRd ~ (2π )d v ","-}' l 2 ":, rt \" 0 t) ":, T 2 U, ¥'1'  ¥"o u,J 
一切 [~UT(仰0)) 一 1U
となることが証明できれば，この定理が証明されたことになる.補題 3.3 と同様に t →∞
と共に一点 {BO} に収縮していく閉球 Bt を
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で定義し. (3H.l) 式の両辺の差を次のように分解する.
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= J1(t) + ん (t) + ん(t) + ん (t)
J1 (t)= 九0レxplduT(O-771t)-j(O-mt)T釘I( mt) (0 -mt)] dB 
一叫 [~UT仰0))一 1U]
(3H.3) 
となる.これは，補題 3.3 の証明の中の I1 (t) と同様の形をしており，そこでの証明と
同様にして t →∞のとき J1 (t) → 0 となることが示される.
次にん(t) を評価するために
ん(t) = rtOレxp[ViuT(O _ mt) _ ~(B -mt)町(mt)(O -mt)] 
x {exp [-t(ふ (0) 一色(mt)-;(0-mt)川町)() _ mt))] - 1 } d()
(3H.IO) 
(3H.4) 
ん(t) = 九Oht 叫 [vtuT () _ mt)] 
x { e- t (φ t(O)叫t)) _ e叶-j(O-m)T町(mt)(B _ mt)]} d() (3H.5) 
ん(t) = 九0ム叫[vt U T (0 _ mt)] {則的e-tcJi t(m t)九/九0_ l}げt(B)dB
と変形する.補題 3.2 の ii) により t を十分大きくとれば閉球 Bt で
Itφt( 0) ーゆt(mt) -~(O -mt)T 4>/,( mt)( 0 _ mt) I 三 Mt- 1 /5
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ん (t) = ムJxp[duT(O-mt)lpt(0)dO
(3H.6) 
(3H.7) 
とすることができる. したがってん(t) は
ここで，
II2 (t)1 三 [exp(M1 t- 1 /5 ) _ 1] 
×九。ム exp[Vt u T () _ mt) - 示。_ mt)Tφ川
れO 三味d叶-joTφIf(()叫 dO= td det(4)"()O) 
(2π)d 
、、，，ノnδ ????
と評価できる . t →∞のとき. exp(M1 t- 1 /5 )-1 → O であり，残りの積分は J1 (t) の積
分と同じであるから，叫[(1/2)代打(mt))叫叫束する したがって. J2 (t) • O 
となる.
とおいた.
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13(t) は補題 3.3 により . t →∞において O に収束する .
ん (t) は補題 3.3 の証明のん(t) の場合とまったく同様にして t →∞において O に
収束することが示される.以上のことから定理 3.5 が証明された.口
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第 4 章
パラメータが緩やかに変動する場合の適
応推定
4.1 まえカてき
前章では，未知パラメータが固定の場合の連続時間系の適応推定を非線形フィルタ
リングの問題として取り扱い，特異摂動法を用いて漸近最適な推定値の得られるアル
ゴリズムを構成した.本章では，このアルゴリズムの構成法を，未知パラメータが緩
やかに変動する場合へ拡張する.
従来からも，変動する未知パラメータを推定するための手法として，拡張 Kalman
フィルタを用いるもの [19] や忘却因子 Cforgetting factor) を用いるもの [52] があっ
た. しかしながらこのうち前者は，はじめから 3 次以上の条件っきモーメントを無視
するような非線形フィルタの近似法であるため，本章で示すように.適応推定の場合
には推定値にバイアスを生じるという欠陥をはらんでいる.また後者には，忘却因子
の大きさが ad hoc にしか決められないという問題があった.本章で示すアルゴリズム
の構成法でその問題は，最適性の観点からは解決することになる.
本章ではまず 4.2 節で，パラメータが緩やかに変動する場合の適応推定のモデルを
示し，それに対応する非線形フィルタの方程式を 2 種類の表現で導く.すなわち.逐
次型の表現である Kushner の方程式と，非逐次型の表現である Kallianpur-S triebel の
公式とである.次に 4.3 節で. Kallianpur-Striebel の公式を出発点としてパラメータ
の条件っき分布の漸近的性質を明らかにする.パラメータが変動する場合には，前章
の固定パラメータの場合と異なり，条件っき確率密度関数は陽には表現できない. し
かしながら，パラメータの変動が緩やかという仮定のもとで， 上記公式と大偏差理論
[15], [84], [74] , [25] を用いることにより条件っき分布の漸近的性質の解析が可能にな
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る. このようにして，前章と同様にパラメータの条件っき分布の漸近形を導き，条件
っきモーメン卜のオーダ評価を行う. 4.4節では，条件っきモーメントのオーダ評価の
結果を用いて適応推定アルゴリズムを導く. この導き方は前章の固定ノぞラメータの場
合と同様である. 4.5 節では.得られた適応推定アルゴリズムのシミュレーションによ
る検討を行い，パラメータ推定値の漸近最適性を明らかにする.
4.2 適応推定のモデルと非線形フィルタ
θtξ Rd を未知パラメータ， Xt モ Rn を状態変数， yt ε Rm を観測値とする.未
知パラメータの変動が緩やかであると仮定して，次式で表わされるような適応推定の
モデルを考える.
dθt= εb(θt)dt + εσ(θt)dUt (4.1 ) 
dXt = F(θt)Xtdt + G(θt)dυt ( 4.2) 
dyt ニ H(θt)Xtdt+ dω ( 4.3) 
ここで正は変動の緩やかさを表わす小さいパラメータであり， Ut , Vt ， ωt は互いに独
立な，適当な次元の標準ブラウン運動である.簡単のために仇はあるコンパクト集
合 D C Rd の中で変動するものとし，任意の 0εD に対して F(o) は指数安定で，
b(o) ， α (0) = σ(0)σT(o) ， F(o) , Q(o) = G(o)GT(o) ぅ H(o) は 0 について十分滑らかであ
るとする.滑らかさに関する仮定が必要なのは， あとでアルゴリズムを導く際に条件
っきモーメントの方程式系の右辺を展開するためであり， F(o) が指数安定という条件
が必要なのは. その方程式系を特異摂動系として扱うためである.
このモデルの (Xt )8t) •を拡大された状態変数と考えれば，非線形フィルタリング
の理論 [31] により，任意の十分に滑らかな関数 cp(X ， o) に対して， 叫ん?θt) の勾=
(又 ; 0 三 s 三 t} に関する条件っき期待値ふの発展を表わす方程式が
dGt=ZEtdt+(FEZt-GtEL)?dyt ( 4.4) 
dzノ t = dYt -HXtdt (4.5) 
のように導かれる ( 2.2.2 節参照 ) • ここで， ?t は T2 に関する条件っき期待値を表
わし，
乙二持ω)品;+平川￡
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+25hl(0)品f EFMO)議; (4.6) 
は (Xt， 8t ) の生成作用素である.
アルゴ、リズムの構成を考える場合には， (4.4 )式のような時間発展の方程式を出発
点とすればよいが，非線形フィルタそれ自体の挙動を解析する場合には，条件っき分
布の非逐次型の表現を用いる方が都合がよい.そのためには関数空間上での分布を考
える必要がある.
いま， T>O を任意に一つ固定し， ρ。?ρx ， f2y を [O ， T] からそれぞれ， D, R n , Rm 
への連続関数の空間とする.
{Xt; 0 三 t 三 T} と表わす.
。。ヲ ρz の元をそれぞれ， 。 = {ot; 0 三 t 三 T} ， ?= 
θ= {θt; 0 三 t 三 T} ， X = {Xt; 0 三 t 三さらに.
T} , Y= {巧 ;0 三 t 三 T} とおくと， これらはそれぞれ ρれ ρx ， f2y に値をとる確率変
数とみなせる.観測値によらずに， (4.1) , (4.2) 式だけで決まる (θ， X) の分布を Pθ ，x
とおく.このとき， (θヲ X) の Ytこ関する条件っき分布 Pθ，XIY は， Kallianpur-Striebel 
の公式 (2.2.4節参照)により
d ATdPe.x PθW 二ムム ÂT的 X (4.7) 
ﾂT = 仰{-~ {IH(8，山 + foT剛 ( 4.8) 
と表わせる. ここで|・|はユークリッドノルムを表わす. (4.7) 式を m で積分すると，
θ だけの条件っき分布
d J1Td~θ 
P
elY = んゐdん ( 4.9) 
んぎん AT向θ
=叶-iflHWtM2dtイ(H(ot川)叫 (4.10) 
が得られる. ここで， Pθ は (4.1)式だけから決まる θ の分布を表わし ゐ(8) は
θ(= 0) と η に関する Xt の条件っき期待値を表わす. (4.10) 式の導き方は付録に
示す.
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4.3 非線形フィルタの漸近的特性の解析 固定して ε → 0 とすると，つぎのような極限をもっ.
rT 
bF(0)= ん ゆ(()r ， ()~)dT (4.16) 4.3.1 パラメータの条件っき確率密度関数の漸近形
観測値 y={民 ;0 三 t :S; T} に関する θT の条件っき確率密度関数を PT(())とおく.
ε が十分小さく T が十分大きいときの PT(())の挙動を調べるために ， Pr( ())三 PT/t(())
の E → 0 における漸近形を求めることにする.
モデル (4.1)-( 4.2) 式の各変数について時間スケールの変更 t → T=ä を行って，
θ;=θrj( ， X~ = X rj(, r:t -Yrj( とし，それらの O :S; T :S; T での径路をそれぞれ，
θt ， Xt , yt とおく y( に関する θE の条件っき分布は(4.3) 式を (4.9) ， (4.10) 式に
代入して変形することにより
仰0) =ド {lll(())Xt(()) -1l (()0)九 (()O) 12[θt 三 ()O} , 
。。。 εD ( 4.17) 
ここで ， Xt(()) うまt (()O) はパラメータの値をそれぞれ θt = (), ()O とみなしたときの Xt
の条件っき期待値である.また ， ()~， 0 三ァ三 T は終端値()~を与えたときの θ: の
most probable path ，すなわち
tof=b(0?) (4.18) 
dP;.. ,v = 仰{-~仰)}dP?
| ム exp {ーケ(仲 (4.11 ) 
の解である.なお， (4.17) 式のゆ(()， ()O) は固定パラメータのモデル同士の距離を測る
Kullback の情報量にほかならない.
(4.14 )式と (4.16)式により. (4.11) 式の条件っき分布はと→ 0 においてつぎのよう
な漸近形をもっ.仰)=jflη~(8)12dT -yt foT (η~(8))T dWr 
TJ~(8) = H(Br)x~(8) -H(θ:)X; 
(4.12) 
(4.13) 叫y f'V叫与叫d8
S(8) 二 S(8) +ρ(Br， B~)dT 
(4.19) 
となる.ここでと(θ) =まrjt(8) ヲ W十=ぷωr/t とおいた.また . Pé は θE の分布で
ある.
条件っき分布 (4.11)式の ε → 0 における漸近形を，大偏差理論 [15]， [84], [25] を
用いて調べる.まず， Pé は Ventcel-Freidlin の定理 ([84] の Theorem 6.3) により，
E → 0 のとき漸近的に
( 4.20) 
これはパラメータの径路についての条件っき分布の漸近形であるが，これからその周
辺分布に相当する条件っき確率密度関数 Pr(())の漸近形が求まって.つぎのようにな
る [15].
九~吋-~S(8)} d8 (4.14) 、，EE、rEE・J、hzj??
、、
B1
・'
'
Z
伊
川、
~S
? ?
--一
E=一
T
f十LdJ???X
に』
??、、.，，，
，
、
、
2・''
'
???f'at
‘、
?
?
命，
.4
J'aE
也、
AWγ 
(4.21 ) 
S(8)=if(67-WT))九一1(ム )(8r - b(()T))dT (4.15 ) ( 4.22) 
と表わせる 1 ここで(・)は時間微分を表わし， 8ε ho が微分可能でないときには
S(8 ) ニ∞と定義する.
つぎに， (4.12) 式の φt (8) は， ァ =T におけるパラメータの真の値を θ子= ()~に
1(4 . 14) 式は関数空間 fl(J 上の分布の漸近公式であり，厳密な意味については文献 [15] の chapter 3 
を参照.
(4.22) 式のゆは変分問題の極値であるから， Hamilton-Jacobi の方程式
三ψ = ゆ(() , ()~) -~ (ωW川ゆV的')切
UT L, 5 
ゆ (0ヲ()) = 0 
( 4.23) 
の解のァ =T における値に等しい [49]. ここでプライム記号( , )は O による微分を表
わす.
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4.3.2 条件っきモーメントの漸近的評価
GE(u) = 1n州内州dfJ
[1 k [ 0 [1[ 2 [ 3 [4[...[偶数| 奇数 [.. .[ 
偶数 E E2 ε 2 . . ε (k+l)/2 . . 
奇数 ε ε 2 E2 E3 . . とk/2+1 ?k+l)/2 . . 
uε Rd として， θ子の条件っきモーメントの母関数を
(4.24 ) 
とおく.これを u で展開したときの係数が θ子の条件っきモーメントになる. (4.24) 
式に (4.21)式の漸近形を代入し ， u のかわりに u/ε とおけば
GE (;) rv ん exp { ~(uT fJ 一肌的)} dfJ (4.25 ) となる . It( fJ) を件のまわりで Taylor 展開して
QI( fJ子)+ Q~(件) (fJ 一件)+・・・ ， l :偶数
IE(fJ) rv ~ ISHQI-l(ゐ )(fJ -êy)
+Q~_l(fJ子) (fJ 一件)2J +・・・ぅ l :奇数
とする.ここで sý = (d/dfJ)ち (fJ )l o=ちとおき科~符(fJÝ) となることを用いた
( 4.32) 式を (4.30) 式に代入して，さきの θトの条件っきモーメントのオーダ評価の結
果を用いると，表 4.1 に示すような評価が得られる xý と θトがベクトルの場合も，
途中の計算は複雑になるが，同じ結果になる.
( 4.32) 
という形になる.この積分は Laplace の方法 [66] を用いて漸近評価することができて
GE (;) rv叶~q(u) } 
q( u) = s叩(uTfJ ーゆ(T，fJ) 
(4.26) 
( 4.27) 
となる. (4.26) 式から
、ltflJ
、
B，/??
〆'E1
、
?
l
一と
「
lJE--
、
? ????、、，，
I
?，，apE
、、
F・、?
( 4.28) 
を得る.この右辺を u で展開することにより， θ去の k 次の条件っきモーメントの大
きさは ， k が偶数のとき O(Ek/2) ， 奇数のとき O(ε(k+l) /2) となることが導かれる.
つぎに結合型の条件っきモーメントを評価する • X.チと θ子がともにスカラーの場
合を計算することにして
Mふ =μ(x 一件仰 (4.29) 
4.3.3 パラメータの最適推定値の誤差の漸近評価
推定すべき確率変数の条件っき確率密度関数が (4.21)式のような漸近形をもっ場合
には，条件っき共分散と最適推定値(条件っき期待値)の共分散とが漸近的に一致する
[59]. ここではこの関係を用いてパラメータの最適推定値の誤差の共分散を評価する.
パラメータの条件っき共分散は， (4.21) 式の漸近形と Laplace の方法 [66] を用い
て評価するととおく.ここで. 件?斗はそれぞれ， Xιθ去の条件っき期待値であり ， pý(x , fJ) は
(Xト θ争)の条件っき確率密度関数である . py(x , fJ) は ， Xt と θt の変動の時間ス
ケールが異なることから ， p?( x, fJ) rv p?( x IfJ)py ( fJ) と分解できる.ここで pý(x I fJ) は，
θ去三 O を固定したときの X去の条件っき確率密度関数であり，正規分布になる.その
平均値を王子(fJ)， 1 次のモーメントを QI(fJ) (1 が奇数なら o )とおくと(4.29) 式は
Mふ~ん It(fJ) (fJ ーち)kpT (fJ)dfJ 
It( fJ) 引い-持)lpT(xl fJ )dx
= L ICrQI-r(fJ)(斗 (fJ) 一王子r
咋ぎん(fJ ーち)( fJ ーち)TP~T( fJ)dfJ 
rvlnμ(伊0 一呼仰)(fJ伊0 一 0呼~)戸T 叫叶(ト一J十;妙(T，fJ) 
~ εE( ゆ呼;) 一→1 ( 4.33) 
(4.30) 
となる.ここで， ψ子= (θ2/δfJâfJT )ゆ(Tヲ fJ )lo=ヰとおいた. ゆf の従う方程式は(4.18) 
式と (4.23) 式から
(4.31 ) か)~エ J(fJ~)-?þ~α ( fJ~ )?þ~ -(b' (fJ~)川-削(fJ~) (4.34 ) 
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k =-α+ ゾα2+ψ および ko = ーα0+ Vaﾕ + qO/' は
0 および 00 に対応する定常 Kalman 利得である. (4 .43) 式を 2 回微分す
。= (α ， q)T であり，ここで，
J(OO) = 一竺ザ(0 ， 00 )I aoaoT T¥-' - '1向。
ここで J(OO) はとなる.
それぞれ，
( 4.35) 
ることにより Fisher の情報行列が求まって
(4.44 ) 
、、、
IBEgtF/
、、‘，，
F
、
、‘，，
J
???ハσnσ'''lE
、、，
fa
，、‘
、
内ynU3
1九ゐ、、，，，
，、
、
B，，，
，
????/I
‘、、
，fl
、、
αq 
F九
7'九
? ? ? ?
一一、、‘E
・E
・''
d
? ?ハσ，，aE
‘、
7,d 
で定義される Fisher の情報行列である.
パラメータの最適推定値の共分散を
( 4.45) 時(5α~+5αoko + 時)Jaα (00 ) = 2α。 (2α。 + ko)(α。 + ko)3 
( 4.36) 丹空 E[(? -O~)(与一 o~)Tleý= O~] 
( 4.6) 
3ko(3α0+ 2ko) Jα (00 ) ニー
'/¥ - I 8， (2αo + ko)(αo + kO)3 
これは咋と漸近的に等しくなるからとおく.
(4.4 7) 
ー一
一一向UAσ I吋
( 4.37) Pチ'" f_PT 
その先導項はという漸近形をもち，
ハυ一一
?
??
??
? ? ?
Riccati 方程式 (4.39) は定常状態では
2σo ，fIES
SE-k
、
?? ????7,d ?
となる.(4.38) PT = (叫)-1
( 4.8) (4.34) 式から民の方程式を求めると
か = -ÞrJ(O~)ÞT + a(O~) + b'(O~)ムは(b'( O~))T 
となることがわかる.
これを解くとと書ける .( 4.39) 
( 4.49) P ニ f 与
¥ P 
これは Riccati 方程式である.となる.
(4.50) ん =σ/jJaa(OO)
Paq = Pqq = 0 
つぎのような l 次系のモデルを考える.例として.
(4.51) 
( 4.40) 的= -AtXtdt + IQd叫
定常状態で-のパラメータ推定値の分散はが得られ，
(4.41 ) dYt_ = Xtdt キ Jrdw
( 4.52) E(?t -At)2 r'V ω/ J Jaa(OO) 
このうちんは未知パラメータは θt 二 (At ， Q)T とし，
( 4.53) E((ﾙ -Q)2 r'V 0 
( 4.2) dAt = _f_2γ (At 一 (A))dt + εσd叫
( 4 .42) 式の drift 項に従って，平均値 (A) のまわりを緩やかに変動するものとする.
非線形フ ィ ルタの近似によるアルゴ リズムの構成
となる.
4.4 
この解は定数
of 三 00 = (α0 ， qo) ヲ 0:::;7 三 T に等しい.
モデル (4.40) ， (4 .4 1) 式に対して Kullback の情報量(4.17) 式を計算すると次式を
には ε のオーダのものがないことから(4.18) 式は (d/dァ)O~ = 0 となり，
得る.
非線形フィルタの方程式(4.4)を用いると条件っきモーメントの方程式系が得られ
アルゴリズムを構成するためにはなんら
あらかじめどの次数で打切るここで示す方法は，
それらは有限次元では閉じなし 1から，
かの高次打切りが必要になる [76].
るが，
( 4.3) 
ゆ(0 ， 00 )
=ιk)(J;日い山一 α0) -2ao(k- ん川- ko)'} 自然なかということは決めないで，漸近的に無視できる項を落とすという手続きで，
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高次打切りを行うものである.これは前章の固定ノfラメータの場合に用いた方法であ
るが，パラメータが変動する場合にも，その変動が緩やかであるという仮定のもとで
適用することができる.なお，打切りの次数については， 4.5.2 節で簡単な例を用いて
考察する
前章の固定ノマラメータの場合と同様に ， Xt) 乱をそれぞれ Xt ) 8t の条件っき期待
値， VO。を θt の条件っき共分散， あ(B) を θ 三 O としたときの Xt の条件っき期待
値とし，
九8 二 E- 1VBO ( 4.54) 
St=JL叩)I 8BT -"' -11同 (4.55) 
とおくとまt ぅ Btうあう%。の方程式が次のように導かれる.
ここで，
あり，
dx t = [F ( B t)九+ O(ε)]dt + [!((札) + O(ε)]dVt (4.56) 
dBt = ε [b( (}t) + O(ε)]dt + ε[Lt + O(ε)]dVt (4.57) 
dSt 二 (C(Bt)St+ Dt)dt + dNt (4.58) 
dVo = ε [b' (ム)九+九。(b' (ふ ))T + α(め -Ztzf+0(ε)]dt + O(ε)dVt (4.59) 
めIt = dYt -[H(Bt)xt + O(ε)Jdt (4.60) 
!{(B) は (4.2) ぅ (4.3) 式において θt=B としたときの定常 Kalman 利得で
C ( B) = F ( B) -!{ ( B)H ( B) 
Dムt = #和(げF印(B)伊0め)ト一 K削印附刷伊似刷0仇削伽刷山t)川川)川削附H町印(伊0め州ベ))川陥川叫)戸陥ベ吋王丸Xtl ，
州 = 24干バ州K町印附(伊例0的伽)UびrA|。=主
Lt= 九B(H(ム)5t+ !t)T 
!t= ，q~TH(B)xtl 
UV|8Jt 
(4.61 ) 
(4.62) 
( 4.63) 
(4.64 ) 
(4.65 ) 
とおいてある. (4.56)--(4.60) 式のうち ， Xt) 札九。の各方程式は， (4.4)式から求まる
方程式の右辺を条件っきモーメントで展開し， 4.3.2 節の評価を加えたものである.残
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りのふの方程式は， ゐ(B) の方程式
dXt (B) = F( B)九(B)dt+ I<(B)(dYt -H(B)九(B)dt) (4.66) 
を 0 で微分して， 。二 Bt を代入したものである.
方程式系 (4.56)-- (4.60) は， O(ε) と書いた項を除けば閉じた形になっている.こ
れら O(ε) の項が ε → 0 のとき無視できる項であることをみるために， 4.3.3 節で得ら
れた評価(4.37) を用いて Bt のスケーリング
dムt - 去弁(ふιい一- 8t州θ夙剣け) μ 
を行い ， (4.56) -(4.60) 式を (4.1)--(4.3) 式と連立させてつぎのように書き直す.
dθt - Eb(θt)dt + εσ(θt)dUt 
dBt 二 E[b'(θt)()t+ Lふ+ O(ぷ)]dt
+ぷ {[Lt+ O(ε)]dωt 一 σ(θt)dut}
d九。 =φ'(乱)九B+ 九θ (b'( Ôt ))T + α(め -Zttf
+ O(ぷ )]dt+ YIEO(ぷ)向
dXt = F(θt)Xtdt 十 G(θt)dυt
dXt = [F( Bt)xt + O(ぷ)] dt + [!{ ( Bt)+ 0 (ε)]dωt 
仏 = [C(Bt) St 十 Dt+OM)ldH 4K(0)叫|8BT --,- r W" 1 B=8 
( 4.68) 
(4.69) 
ここで， çt 三 ε-1/2(H(θt)Xt -H(Bt)九)は 0(1) の変数である. (4.68) 式と(4.69) 式
は二つのモードからなる特異摂動系であり. θi? Bt) VB。が遅い変数に ， X t, x t, St が
速い変数になる.固定ノぞラメータの場合との違いは， θt が遅い変数として加わったこ
とである.
( 4.68) 式， (4.69) 式のような特異摂動系において，時間スケールの変更 t → T= Tt 
を行い， ε → 0 とすると，遅い変数の分布はある極限に収束する [17] が，そのとき，
式のなかで O(ε) あるし、は O(ぷ)と書し 1た項は極限の分布に影響を与えない.すなわ
ち，漸近的に無視できる項になる (2 .4 .1 節参照) .これらの項は (4.56)"_'(4.60) 式にお
いて O(ε) と書いた項に相当する.このようにしてつぎのアルゴリズムが得られる.な
お，あとの便利のために観測雑音は dWt のかわりに一般化して Rl/2dωt としてある.
dνt = dYt -H切らまt dt (4.70) 
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(4.80) 。)-;%。(::;)(いq ，t) . vo。か。 =E2(7(4.71 ) dまt= F(Bt)Xtdt + I{(Bt)dVt 
ここの変数のうち%。だけが (2 x 2) 行列で，あとはすべてスカラーである.パラメー
(4.72) dBt = εb( Bt)dt + Ltdlノt
タの値を(4.73) 
dSt ニ (C(Bt)5t + Dt)dt + dNt 
か。 =ε[b'州。 + Vo。附 Q = 1 (A) 二 1 ，E ニ 0.01 ，(4.74 ) 
σ=1 γ= 1, r = 0.01 , Lt = Voo(H(Bt)St+1t)T R- 1 とおいた . (4.70)--(4.74) 式において ε=0 としたここで，
初期値をとし，ものは，前章のパラメータが固定の場合のアルゴリズムと一致する.すなわち， (4.70) 
qo = 0.5 a。 =O ，XO = 1 うAo = 1 うXo = 1 ヲ--(4 .74) 式において ε あるいは d のかかる項が，パラメータが変動することにより必
これらの項は%。が O に減少するのを要になった項である.特に (4.74) 式において，
防ぐ役割を果たす. (4.72) 式から明かなように， Voolt=o = 単位行列5q ,0 = 0 ヲSα0 ニ 0 ，%。が O になれば観測値からパラメー
としたときのパラメータの推定結果を図 4.1 ， 4.2 に示す.太線がパラメータの真の値タ推定値を更新することができなくなるから，変動するパラメータを追尾するために
Q は固定のためにその推定値を，細線がその推定値を表わす.図から明かなように，%。が O に減少しないことが必要条件になる.従来からある忘却因子(forgetting は，
の精度は時間の経過とともに向上していくのに対し，変動パラメータムの場合には，を用いる方法 [52] はその条件を満たすものではあるが，最適な追尾を行うもfactor) 
これらに対過渡状態を除いて定常的な誤差の分散をもって追尾しているのがわかる.ここに示した方法では，パラメータに適当なダイナミクスを仮定すのではなかった .
も一方は減少し続け，応してパラメータの条件っき分散の値も，図 4.3 に示すように，それに応じて漸近的に最適なアルゴリズムが得られることになる.れば，
このモデルにおう 一方はある定常値のあたりにおちつく. 4.3.3 節の解析結果により，
v 
、ー・ともに(4.52) 式の漸近形をもつが，けるんの条件っき分散と最適推定値の分散は.
れに先の数値を代入してみると
シミュレーションによる検討4.5 
(4.81 ) E(?t -At)2 I"'V 1.44t 
パラメータ推定値の漸近最適性4.5.1 
このモデルに対して (4.70)--(4.74)モデルを 4.3 節の例の (4 .40)--(4 .42) 式にとる.
シミュレーションによっとなる.小さいパラメータの値をと= 0.002 I"'V 0.01 にとって，式のアルゴリズムは次のようになる.
て得られた 2 乗誤差 (ât -At)2 と条件っき分散にa との時間平均をプロットしたのが
過渡状態を除くため，全計算時間のうちはじめのここで・時間平均は，図 4.4である.(4.75 ) dVt = d Yt 一主tdt
理論的に予測される値この図から明らかなように，1/5 を除いて求めたものである.
((4.81) 式の右辺)と，
(4.76) dXt ニ -âtXtdt+ ktdlノt
(五t=-at+Ja?+a/T) シミュレーションによって得られた値とは比較的良く 一致して
いる.
(4.77) 
?，α 
\1BEE-F〆
??
???/fttttk
、
? ?
V吋
1i
一
γ
一一
、、
htE
』，
IJ
A向〈仇­/dtSEE-E1
・
,d 
3 次の条件っきモーメン卜の重要性4.5.2 
(4.78) 仏 t =-(仏，t + 九)dt-hut
Ct 1 次系のモデル (4 .40)--(4.42) 式に対して，非線形フィルタの条件っきモーメント
の式を 2 次まで書き下すとつぎのようになる.(4.79) dSq ,t = -êtSq ,tdt + 山内
zrCt 
(九三九 + kt) (4.82) 
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dVt = dYt -Xtdt 
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( 4.83) 仏二 -(âtXt + μ)dt+;にxdVt
t (X 103) 
時変ノマラメータ At の推定値図 4.1
( 4.84) 
( 4.85) 
(4.86) 
( 4.87) 
(4.88) 
(4.89 ) 
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2 次と 3 次の条件っきモーメンそれぞれ，九x) にα，一-と Txxx ) Txa) . . は，ここで，
(4.75) (4.70)---(4.74) 式におけるふは九oL971 と漸近的に等しく，
---(4.80) 式はつぎのアルゴリズムと等価である.
一方，トを表わす.
2.00 
1. 60 
1. 20 
‘()< 
0.80 
0.40 
(4.90 ) 4νt 二 d)ピ~ -Xtdt 
2.00 1. 60 1. 20 0.80 0.40 
0.00 
0.00 
(4.91) dXt = -âtまtdt+ ktdVt 
ν ? ?
?
V吋
l
一
T
一一〈仇
u
,d 
t(XI03) 
( 4.92) 
(4.93) ? ?ν 
ーα
????????
Vee I ?t:kt 
¥ 2r(?t + kt) 
d~もx = -[(?t + kt)Vex + 九 VBx]dt+ 
固定ノ fラメータ Q の推定値図 4.2
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図 4.5 3 次のモーメントをすべて無視したアルゴリズムによるんの推定結果
五Voo = 担ん+♂ (~2 ~) (4.94 ) 
(4.82)'"-(4.89) 式と (4.90)--(4.94) 式とを見比べてみるとわかるように， もし (4.82)-ｭ
( 4.89) 式において 3 次のモーメントをすべて無視してしまうのであれば， (4.93) 式の
実線で囲んだ部分 ( (4.88) 式の実線で囲んだ部分に対応)が落ちてしまうことになる.
この部分を落としてシミュレーションを行った結果を図 4.5 に示す.図から明かなよ
うにムにはバイアスが生じる.図には示していないが， qt はまったく更新されない
で初期推定値のままである.すなわち ， Q を推定するためには九ロの存在が不可欠
であって， 3 次の条件っきモーメントをすべて無視するような近似を用いれば，この機
能が損なわれてしまうことになる.
逆に， (4.90)--(4.94) 式をもとにして (4.82)--(4.89) 式のなかで無視できる項を選
んだのが，式のなかで破線で囲んだ部分である.これには TBxx 以外のすべての 3 次の
条件っきモーメントが含まれている.そのことと ， Toxx が 2 次以下の条件っきモーメ
ントで表現できるということが，非線形フィルタの方程式系を閉じさせることのでき
た理由である.
従来からも非線形フィルタの近似法として，拡張 Kalman フィルタ [31] をはじめ，
2 次確率モーメン卜・フィルタ ( truncated second-order 五lter ) [30]. 正規形 2 次確率
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モーメント・フィルタ (Gaussian second-order 臼ter) [14]，マルコフ等価線形化法 [75]
など数多くのものがあった [76J. しかしながら，これらの近似法は， 2 次まででモーメ
ントを打ち切るか，正規性を仮定して高次までの偶数次モーメントを考慮するかの違
いはあるものの， 3 次以上の奇数次モーメントをはじめから無視するという共通点をも
っ.したがって， 3 次の条件っきモーメントの一部が重要な役割を果たす適応推定の問
題には，これらの近似法は適当でない.
4.6 まとめ
連続時間の適応推定問題において，特異摂動法を用いるアルゴリズムの構成法は，
前章の未知パラメータが固定の場合と同様に，緩やかに変動する場合にも有効である
ことを示した.本章ではまず，未知パラメータが変動する場合の適応推定を.非線形
フィルタリングの問題として定式化し，パラメータの変動が緩やかであるという条件
のもとで.条件っき分布及びそのモーメントの漸近的な性質を評価した.この評価に
は Kallianpur-Striebel の公式と大偏差理論とを用いたが，これは前章の未知パラメー
タが固定の場合と異なり， Kushner の方程式の解が陽に表現できないためである.次
に，その評価の結果を用いて非線形フィルタのモーメント方程式系を特異摂動型の方
程式系に変形し，それらから漸近的に無視できる項を落とすという操作で有限次元の
方程式系が得られることを示した.この操作は前章の場合と同じであり，その意味で
本章の方法は前章の拡張になる.得られた有限次元の方程式系は適応推定アルゴリズ
ムとして用いることができるが，その導き方により.このアルゴリズムによる推定値
は非線形フィルタによる最適推定値と同じ漸近的性質をもっ.この漸近最適性は，例
題を用いてシミュレーションで確認した.また，このアルゴ、リズムは， 3 次の条件っき
モーメントが重要な役割を果たすため，従来のさまざまな非線形フィルタの近似法で
は得られないものであることをも明らかにした.
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付録 (4.10) 式の導出
θ を 0 に固定したとき ， Y に関する X の条件っき分布は， Kallianpur-Striebel の
公式 (2.2.4節参照〉により
と表わせる.すなわち
dPYIr.:J V - ---;ÂTdPX1θ XIθ Y-r 
I ÂTdPX1θ Jnx 
ÂTdPXIθ = ÂTdPxlθ ，Y 
である. 一方， (4.8) 式の ÂT をIto- calculas を用いて T で微分して
dﾂT = (H(Bt)Xt)T dÂTd吟
とし，この両辺の Pxlθ での期待値をとると
dﾃT = ム(H(BT)X山尚|θd
となる.この右辺に(4A.2) 式を代入すれば
dん = (H(BT)XT(O))T ÃTd竹
を得る.これを ÂT について解けば(4.10) 式が求まる.
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( 4A.1) 
( 4A.2) 
( 4A.3) 
(4A.4 ) 
(4A.5) 
Estimate Estimator Model 
(eZZte) 日Full-order Yt 第 5 章
estimator 
? ?
低次元化モデルに基づいた適応推定
まえがき5.1 Reduced-order 
(emte) 。Yt model 特異摂動法は確率システムの低次元化モデルを導くための有力な手法である.いま.
design 
時間スケールの異なる 2 種類の変数(速い変数と遅い変数と呼ぶ〉からなる確率システ
そのうち興味のあるのは遅い変数のふるまいだけであるとする.確ムが与えられて，
(esitzteL oz-o 
9 率システムにおいては，各変数の速さはその帯域幅で表わされるから，時間スケール
~ Actual 
estimate Problem: 
の違いは帯域幅の違いといってもよく，遅い変数とは狭い帯域をもっ変数である.摂
二つの時間スケールの比 μ を選ぶ.そのとき μ → 0，すなわ動ノ fラメータとして，
特異摂動系の適応推定問題図 5.1
ち，速い変数を無限に速くしていった極限において，遅い変数はある Markov 過程に
一般の非線形確率システムの場合には分布としての収収束する [68]. 収束の仕方は，
この章では，特異摂動型の適応推定問題を取いつでも成立するというわけではない.
束 [68]，線形の場合にはサンプルご、との収束 [21]である (2.4.2 節， 2 .4 .3 節参照) . 
一つの反例を示す.すなわち.低次元化モデルに基づいて適応推定器を設計り上げ，
もとのフルオーダのシステムの遅い変数のふるま
その Markov 過程をしたがって，μ → 0 の極限の Markov 過程で近似できる.
ずれにしても μ が十分小さければ，
し、は，
それから得られるパラメータ推定値には μ → 0 の極限においても一定のパ
イアスが残る場合があることを示す.そのあとで，パラメータ推定値にバイアスの残
したとき，
低次元化モデルとして用いることができる.
らないための条件を明らかにする.
従来からも確定系の適応システムに対しては，低次元化モデルを用いた場合のパラ
その手法しかし，メータ推定値の挙動についての研究が行われている [28]， [81 ], [82]. 
では，推定問題の場合に，特異摂動型の状態方程式が与えられたとき.低次元化モ
デルに基づいて設計した低次元化推定器はフルオーダの推定器のよい近似になってい
るであろうか.これがここで設定した問題である.このことが問題になるのは， 図 5.1
に示すように，低次元化推定器が実際に適用されるのは低次元化モデルからの観測値
というのは，確率系の場合に
また，あとで
明らかにするように，低次元化適応推定器でパラメータ推定値にバイアスが生じる原
や結果をただちに確率系へ拡張するわけにはし 1かない.
は，速い変数よりもさらに速い白色雑音が含まれているからである [21].
この問題
は，線形推定の場合には肯定的に解決されている [21].すなわち，低次元化 Kalman
フルオーダモデルからの観測値に対してだからである.に対してではなく，
ここでは，
第 3 章，第 4 章で行ったような，連続時間での非線形フィルタリングによるアプローチ
これは確率系固有のものだからである.因は，確率積分の問題に帰着され.
フィルタによる推定値とフルオーダ Kalman フィルタによる推定値とは μ → 0 の極限
このことは一般の特異摂動型の推定問題について.しかしながら，において一致する.
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を用いる.これの利点は個々のアルゴリズムによらない最適なパラメータ推定値の性
質が調べられることである.
本章ではまず 5.2 節で，特異摂動型の適応推定モデル(フルオーダモデル〉とその
低次元化モデルを示す.次に 5.3 節で，第 3 章で述べた解析法を用いて，フルオーダ
モデルと低次元化モデルの双方についてパラメータの条件っき確率密度関数の漸近形
を導き，それらが μ → O の極限において一致しないことを示す. 5.4 節では， この不
致が低次元化モデルで適応推定を行ったときにパラメータ推定値にバイアスを与え
ることを示し，されにその原因が確率積分の問題に帰着されることを示す. 5.5 節では
低次元化モデルを用いることにより生じるパラメータ推定値のバイアスを除去するた
めの方法を 2 通り示す. 5.6 節では，簡単な例題を用いてシミュレーションを行い，低
次元化モデルによりパラメータ推定値にバイアスが生じることと， 5.5 節の方法でバイ
アスが除去されることを検証する. 5.7 節では，適応推定のモデルに立ち戻って，パラ
メータ推定値にバイアスが生じないための条件について考察する.
5.2 適応推定のモデル
Xt ε Rn を遅い変数， Zt ε Rnr を速い変数として，特異摂動型の状態方程式と観
測値 Yt ε Rm がつぎのように与えられるものとする.
dXt = (F1Xt + F12zt)dt + G1 dυt 
μdZt ニ(九lX t + 九Zt)dt+ G2dVt 
dYt = (H1Xt + H的)dt+ Rl/2dωt 
(5.1 ) 
(5.2) 
(5.3) 
ここで μ>0 は小さいパラメータ， υtεRηυ と ωtξRηu は互いに独立な標準ブラ
ウン運動とする.さらに，係数行列 Fl ， F121 G11 F21' Hl には未知パラメータが含ま
れるものとして，それらをまとめて θ と表わす. θ は Rd に値をとる確率変数で，
υt ， 山t ， O::;t く∞とは独立であると仮定する.また ， F1 と F2 は θ を固定するごと
にともに安定な行列になることを仮定する.
(5.1)--(5.3) 式において， θ を固定して μ → O とすると ， Xt とめはそれぞれ次
式の解ふとめに概収束する [21]. 
dXt = FXtdt + GdVt 
dYt = HXtdt + DdVt + Rl/2dwt 
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(5.4) 
(5.5) 
ここで
とおいた.
F ニ Fl -F12 F，よ 1F21 
G = G1 - F12F2-1G2 
H ニ Hl -H2F;1 F21 
D = -H2 F.よlG2
(5.6) 
(5.7) 
(5.8) 
(5.9) 
(5.6)--(5.8) 式の右辺の各行列には未知パラメータが含まれるから ， F， G ， H にも
未知パラメータが含まれることになる. (5 .4), (5.5) 式において . F， G ぅ H が未知パラ
メータを含むことをあらわに書いて
dXt = F(θ)Xtdt + G(θ)dVt 
df?= H(θ)Xtdt + Dd叫 + Rl/2dωt 
とし，これを低次元化適応推定のモデルとする.
5.3 パラメータの条件っき確率密度関数
(5.10) 
(5.11) 
ここでは，アルゴリズムに依らないパラメータ推定値の性質を調べるために，パ
ラメータの最適推定値，すなわち，観測値に関するパラメータの条件っき期待値をパ
ラメータ推定値と考えることにする.これは，パラメータの条件っき確率密度関数を
Pt (B) とおけば
しんdB Pt( B ) dB ( 5.12 ) 
で定義される. したがって，パラメータ推定値の性質を調べるためには，条件っき確
率密度関数 Pt (B) の性質を調べればよいことになる.
第 3 章で述べたように，未知パラメータが固定の場合の適応推定問題では，非線形
フィルタにおける Kushner の方程式を解いて，パラメータの条件っき確率密度関数を
陽に求めることができる. (5.10) ぅ (5.11) 式の低次元化モデルの場合には.この条件っ
き確率密度関数日(B) はつぎのようになる.
pt(B) = po(B)exp {lt(B)} (5.13) 
ん(0)=iA157mtfsW)ds+fzf(0)R51dos (5.14) 
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ここで，
dit 二 d一言t-H まtdt 
ごt(B) = H(B)丸 (B) -HXt 
Ro=R+DDT 
(5.15) 
(5.16) 
( 5.17) 
HXt は H(θ)Xt の条件っき期待値であり ， Xt (B) は (5.10) ぅ (5.11) 式におい
て θ =B としたときの Kalman フィルタの解である . Xt(B) は，定常状態においては
1((B) を定常 Kalman 利得として
dXt( B) = F( B)乙 (B)dt+ 1(B)(dilt -H(B)九(B)dt) (5.18) 
に従う.なお (5.14) 式のん(B) はパラメータの対数尤度になる.
パラメータの真の値が BO， すなわち ， F = F(BO) , G = G(BO), H = H(OO) で，
(5 .4), (5.5) 式が真の状態と観測値を表わすものとすると， (5.13) 式は t → 0 において
つぎのような漸近形をもっ.
pt(B) ^"' exp {-ゆl(B)}
州 = ~E {[1]t(B)f Rr;l1]t(B)} + const 
1]t(B) = H(B)丸(B) -HXt 
(5.19) 
(5.20) 
(5.21 ) 
ここで， (5.20) 式の右辺の const は φl(B) の O に関する最小値が O になるように決め
る. (5.21) 式はさらに
et( B) = 九 (B) -Xt 
L1H(B) = H(B) -H 
とおくと
ηt(B) = H(B)et(B) + L1H(B)xt 
(5.22) 
(5.23) 
(5.24 ) 
と変形でき， (5.20) 式の φl(B) は et(B) と九の定常状態での相関関数を用いてつぎの
ように表わされる.
州 = i己トトtr凶t凶悶&
(5.25 ) 
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ここで相関関数は
Re(B) = E {et(B)ザ(B)}
Re ( B)= Re ( B)-Re ( BO) 
Rex ( B)= E { et ( B)可)
Rex(B) = RぷB) -R口(BO )
Rx = E{王d)
え = Rx -Re(BO) 
と定義した. (5.22) 式の et(B) は， (5.18) ヲ (5 .4)ぅ (5.5) 式により
det(B) = (C(B)向 (B)+ L1C(B)ふ)dt+ (I((B)D -G)dVt + 1<(B)Rl/2dωt 
lこ 1tÉ う. ここで
C(B) = F(B) -1<(B)H(O) 
L1C(B) = L1F(B) -1<(B)L1H(B) 
L1F(B) = F(B) -F 
(5.26) 
(5.27) 
(5.28) 
(5.29) 
(5.30) 
(5.31 ) 
(5.32) 
(5.33) 
(5.34) 
(5.35) 
とおいた. (5.32) 式と (5.4)式から ， Re(B)ぅ氏以B) = R~e(B) ぅ Rx の従う方程式を求め
るとつぎのようになる.
ここで・
o = C(B)Re(B) + Re(B)CT(B) + L1C(B)丘町 (B)+ Rex( B)L1CT (B) 
十 L11((B)RoL1KT (B) 
O ニ F丘町 (B) + 丘町(B)CT(B)+ 1(RoL11(T(B) + えL1CT(B) 
0= F九十九FT+ 1(Ro1(T 
1< = 1<(BO) = (Re(BO)HT + GDT)Rr;l 
は推定問題 (5 .4 )う (5.5) 式における定常 Kalman 利得で，
L11< ( B)= 1( ( B)-1( 
とおいた.
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(5.36) 
(5.37) 
(5.38) 
(5.39) 
(5.40) 
ここまでは，低次元化モデル (5.10) ， (5.11) 式に基づく適応推定器を， (5.5) 式の低
次元化モデルからの観測値めへ適用するものとして解析を進めてきた.ところが，実
際に低次元化適応推定器が適用されるのは， (5.3) 式のフルオーダモデルからの観測値
めである.そこで， (5.15) 式の右辺の品をめで置き換えて，前と同様に，パラメー
タの条件っき確率密度関数の t →∞における漸近形を求めるとつぎのようになる.
E {ei( 8)xf} = Rex( 8) + O(μ) 
E {xtxf} = Rx + O(μ) 
μE {(f((f)T} = R, + O(μ) 
( 5.52) 
(5.53) 
(5.54) 
pi( 8) '" exp { -tφμ(8)} 
州) = ~E {[イ (8)]T符切れめ一山小 const
(5.41) 
となることを利用した.
(5.47) 式を (5 .4 1) 式に代入すると，低次元化適応推定器をフルオーダモデ、ルへ適用
した場合のパラメータの条件っき確率密度関数の漸近形はつぎのようになる.
(5.42) 
pi ( 8)rv exp { -t [φ1(8) +φ2(8) + O(μ) + const]} (5.55) 
ここで， const は前と同様， φμ(8) の O に関する最小値が O になるように決める.また
(f = Zt + F，よ 1F21Xt 
(5.43) 
(5.44 ) 
(5.19) 式と (5.55) 式を比べてみるとわかるように， μ → O において pt(8) は pt(8) と
一致しなし\ηr(8) = H(8)xt(8) -HXt 
5.4 パラメータ推定値のバイアス
とおいてある. 7]f(8)，討(8) は，それぞれ (5.21) ヲ (5.18) 式の ηt(8) ， Xt(8) に対応する
ものであるが， Yt がめに置き換わったことにより μ に依存するから，肩字 (μ) を
付けて表わしてある. ηf(8) は (5.22) 式と同様に
低次元化適応推定器をフルオータ守モデルへ適用して得られるパラメータ推定値は，
( 5.12) 式の右辺の Pt( 8) を (5.41)式の pi(8) で置き換えた
et(8) = xt(8) -Xt (5.45) at=jJ州d8 ( 5.56) 
と定義すると である.この推定値の t →∞， μ → O における漸近値を
ηf( 8) = H( 8)ei( 8) + t1H( 8)xt 
と変形でき， φμ(8) はつぎのように表わされる.
(5.46) μt ? ?M一? ?1liμ 一一〈ハ。 ( 5.57) 
￠μ(8) =φI(B) + φ2(8) + O(μ) + const 
φ2(8) = trac 
(5.4 7) 
(5.48) 
とおく.この値は (5.55) 式を(5 . 56) 式に代入して Laplace の方法 [66] を用いれば得ら
れてつぎのようになる.
?= {(φ1 (8) +φ2( 8)) の最小点} (5.58) 
ここで ， R， は
R，= 同μE{(f((r)T} (5.49 ) したがって， 8 がノマラメータの真値 80 と一致するためには φ1(B) + φ2(8) の 80 における微係数が O になる必要がある.このことを調べる .
まず， (5.26)-(5.31) 式の定義からただちに Re(80 ) = 0 ヲ Rぷ80 ) = 0 となる. (5.36) 
式を 8i で微分して O 二 ()O とすると
c笠e~(B)I + ð~e^(8) I 一一一':_!_I CT = 0 
?i I 向。 8()i 18=80 
(5.59) 
で定義される行列で
o =F2R, + R,F[ + G2Gr (5.50) 
に従う.なお， (5 .48) 式の導出には
E {et(俳 (5.51 ) 
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となるが， c は安定だから
θRe( 0) 1 (¥ 
薜i I日0w
(5.60) 
となる.これらから， (5.25) 式の φ1 (0) は
δφ1(0) 1 (¥ 
δo 18二OOV (5.61 ) 
を満足することがわかる. しかしながら， (5 .48) 式のふ(0) は恒等的に O でなし、かぎ
り 一般に
δφ2(0)1 /(¥ 
0918=80JV 
(5.62) 
であるから，この φ2(0) が存在することにより 00 は φ1 (0) 十島 (0) の最小点にはなら
ない.すなわち，パラメータ推定値には μ → 0 としてもバイアスが残る.パラメータ
推定値のバイアスの大きさを見積もるためには， φ1 (0) ， φ2(0) を 00 のまわりで Taylor
展開して
1 (Il 1l0\T θ2φ1(00 ) φ 1(0) = φ1 (00) + 一(O-0)T(O-00)+2δ0δOT 
δφ2(00 ) ム (0) = φ2( (0) + 一一~ } (0-(0) + . 
?1 
とし，それぞれ， 2 次と 1 次で打ち切ったものを
0= 三(φ1(0) + φ2 (0) I δO'-~'-' ' -":"-"1 
に代入して解けばよい.こうして
を得る.
澈 10 rδ2φ1(00 ) 1- 1 θφ 2(00 ) (j _ 0 '" _ I v _:r 1_¥ v_ ) I 一一一一
|θ0δ01' Iδ0 
(5.63) 
(5.64) 
(5.65) 
(5.66) 
このように，一般に μ を 0 にもっていった極限においても，パラメータ推定値に
バイアスが残る原因は，実は (5.14) 式の右辺第 2 項の確率積分の中にある.この確率
積分は本来Itô の積分として定義されたものであり，観測値が真に低次元化モデルか
らの (5.5) 式で与えられるものであれば， (5.15) 式に (5.5) 式を代入した
dVt = -(HXt -HXt)dt + Dd叫 + R1/ 2 dωt (5.67) 
のうち， DdtJt の部分との積
fot ç;(O)R川Vs (5.68) 
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も I七O の積分として計算されるべきものである.ところが，観測値がフルオーダモデ
ルからの (5.3) 式で与えられるときには(5.68) 式に対応するものは
lt[ç~(O)f R戸削s (5.69) 
となる.ここで， çr(O) は (5.16) 式のふ(0) に対応して
輅(O) = H(O)忘れ0)-Hxr (5.70) 
で定義されるもので
liEIU(0)= ふ (0) (5.71) 
となる.また， (i は (5 .44)式で定義されたもので， μ → O のとき白色 Gauss 過程に
近づく.すなわち，その時間積分はブラウン運動に近づく.具体的には
J!ziH2fcfds ニ Dυt (5.72) 
となる. したがって (5.69) 式の各要素は(5.68) 式の各要素に近づく. しかしながら ，
(5.69) 式の積分自体は Wong-Zakai [91] が指摘したように， μ → 0 のときItô の積
分(5.68) 式には近づかない.それは ， çi(O) が (i とは独立でない確率過程だからで
ある. (5.69) 式の μ → 0 の真の極限は ， (t が 1 次元，もしくは過去と未来につい
て対称な過程の場合には (5.68) 式に Wong-Zakai の補正項を付加したもの，すなわち
( 5.68) 式を単に Stratonovich 積分と解釈し直したものになる.一般の場合の極限は，
Papanicolaou-Stroock-Varadhan の極限定理 [68] (2 .4 .2 節参照)を用いて計算すると
つぎのようになる.
同lat [ç~( O)f R?1 H2μ ニ lat (;(O)R仰υt -t<ﾞ2( 0) (5.73) 
すなわち，ここからふ(0) が生じる.
5.5 バイアス除去の方法
低次元の適応推定モデルを用いることにより生じるパラメータ推定値のバイアスを
除去するのに 2 通りの方法が考えられる.
まず，第一の方法はアルゴリズムから Wong-Zakai の補正項に相当するものを差し
引くことである. (5.10) , (5.11) 式のモデルを真のシステムとみなした場合の漸近最適
91 
なアルゴリズムは，第 3 章で導いたように，次式で与えられる. Xk = まk-1+ F(fh-1)Xk-l L1t 十 K(8kー I) L1l1k
Vo = -LtRoL'{ 
(5.74) 
(5.75) 
(5.76) 
(5.77) 
(5.78) 
8k = 8k-1 + Lk-lL1l1k 
(5.86) 
(5.87) 
(5.88) 
(5.89) 
dlt = dYt -H(8t)Xtdt 
dXt = F(8t)Xtdt + ]<(8t)dlt 
d8t = Ltdνt 
Sk = Sk-l + (C(8k-1)Sk-l + Mk-1)L1t + L1Nk 
VOO ，k 二 VOO ，k-l -Lk-lRoLr_1 
dSt ニ (C(8t )St+ Mt)dt + dNt のようになるが，広帯域雑音に駆動される差分方程式の極限定理 [44] により，差分の
刻み L1t が (f の相関時間 (---μ) に比べて十分大きいときには， (5.85)-(5.89) 式は
(5.74 )-( 5.78) 式をItô 型で近似するものになる. したがって， (5.87) 式は，そのまま
で， (5.76) 式を近似するようなものになっている.ここで
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5.6 シミュレーション結果
(5.80) 例として遅い変数と速い変数がともに 2 次系のつぎのようなモデルをとりあげる.
(5.81 ) dXt = F1Xtdt + G1dυ1 ， t (5.90) 
(5.91) 
(5.92) 
(5.82) 
μd(t = F2(tdt + G2dυ2 ， t 
dYt ニ (CIX1 ， t+ C2(叫dt+ yfrdωt 
とおいた.パラメータ推定値の更新の (5.76) 式を平均化法を用いて調べると
dot ~-1G611(針。)+φ2(8))1 dt 。。 lo=8t
ここで-
(5.83) t=[:;!?Ct 二 [::i (5.93) 
という形になる.すなわち， 乱が φ1(8) +φ2(8) の最小点に収束するような構造になっ
ている. したがって， φ1(8) +φ2(8) のかわりにそこに φ1(8) だけがあらわれるような
構造にすることができればバイアスは除去できる.そのためには， (5.76) 式を補正して
であり， υ1 ，t ， V2 ， t ， ωt は互いに独立な標準ブラウン運動とする.このモデルにおいてパ
ラメータの値を 可
EBEEEEE
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AUA
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1iηL nUA
せ
??????
一一九 (5.94 ) 
dﾔt = L向+均三島(8) 1 dt 。。|。=あ
としてやればよい.ただし，補正項を決めるためには速い変数のダイナミクスがわかっ
( 5.84) 
G, = G2 = [ ~ 1 (5.95) 
( 5.96) C1 = 1, C2 = 0.2ヲア= 0.01 
ている必要がある.
バイアスを除去するもう 一つの方法は，アルゴリズム (5.74)-( 5.78) 式を近似する
のに刻みの組い前進差分公式を用いることである. (5.74)-(5.78) 式を前進差分で近似
すると
とすると， (5.90)-(5.92) 式に対応する低次元化モデルは
dYt = CI X1,tdt + ゾ可dωt
(5.97) 
(5.98) 
dXt = F1Xtdt + G1dvl.t 
4内ニ Yk -Yk-l -H(8k-1)Xk-lL1t (5.85) (ro = r + (c2/4? = 0.0125) 
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となり，低次元化モデルでの Kalman 利得の値は
f{= ド:|=12Nk~ I I 2.394 (5.99 ) 
となる.未知パラメータをこの Kalman 利得の
θ = (k1 ， ん )T (5.100) 
にとり， μ= 0.05 として低次元化モデルで適応推定を行った場合のんの推定値を図
5.2 に示す.図から明らかなように推定値はバイアスをもっ. μ の値を様々にかえて
t = 5 ， 000 におけるんの推定値をプロットしたのが図 5.3 である .μ を 0 に近づけて
も推定値の真の値には近づかないで，一定のバイアスが残ることがわかる.予想され
るバイアスの大きさは (5.66) 式を用いて見積もると
五1 - k~ '"土佐) 2 (k~ + 2)
(5.101 ) 
の程度であり，得られた推定値のバイアスとほぼ一致している.図 5.3 にはあわせて，
5.5 節で示したバイアス除去の方法を用いたシミュレーションの結果もプロットしであ
るが，アルゴリズムに補正項を加えるか， もしくは μ に比べて Llt を大きく選べばバ
イアスが除去されることがわかる.
5.7 考察
本章では特異摂動系を (5.1)--(5.3) 式のように仮定した.これは，文献 [21 ]， [22], [78], 
[40] で標準型の特異摂動系として用いられているものである.このモデルは， μ → 0 
において速い変数の共分散と帯域幅とがともに μ-1 のオーダで増大するという特徴を
もっ. したがって， μ → 0 において白色雑音に近つe くような有色雑音を表わすために
は適切なモデルであり，その場合のパラメ〆ータ推定には，本章で述べたような注意が必
要である. しかしながら，速い変数の共分散が μ → 0 においても有限にとどまる，あ
るいは μ一 l よりも小さいオーダで無限大になるというような場合には，特異摂動系の
別の定式化が必要になる.たとえば.遅いモードと速いモードとの違いが単に|時間ス
ケールの違いだけで，速い変数はミクロな時間 7 ニ t/μ では，遅い変数の方程式 (5.1) 
と同じような
dZ-r = (F12X -r 十九Z-r )dT+ G2 dυT (5.102) 
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図 5.3 シミュレーション結果と理論値との比較
バイアスをもっ推定値の理論値 ((5.101) 式)
口 : Llt= μ/10 としたときのんの推定値
。補正項をもっアルゴリズムによるんの推定値
ム : Llt を 0.005 に固定したときのんの推定値
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で記述されるとする.これを t の時間スケールに直せば
μdZt = (F12Xt + 九Zt)dt + ゾ戸G2dVt (5.103) 
となる.すなわち. (5.2) 式の速い変数の方程式の雑音の項の係数は G2 からゾ戸G2 ，こか
わる.このとき. (5.50) 式から R， は μ のオーダになり，さらに (5 .48) 式から φ2((}) も
μ のオーダになる. したがって. (5.66) 式からパラメータ推定値のバイアスは μ のオー
ダになり， μ → 0 において推定値のバイアスは消える.これを逆にたどれば， μ → 0 
において推定値のバイアスが消えるための条件が得られる.すなわち. (5.66) , (5 .4 8) ぅ
(5.54) 式から . H2 (i の共分散が μ → O において μ-1 よりも小さいオーダであれば推
定値のバイアスは消えることになる. したがって. (5.1) ぅ (5.2) 式はそのままで， (5.3) 
式の勾の係数 H2 だけが μ とともに O に近づくような構造であってもバイアスは消
える.
このように，低次元化モデルに基づいて設計された低次元化適応推定器が， μ → 0 
で理想的なものに近つd くかどうかは，はじめの特異摂動系の定式化しだし 1であり，あ
らくいって，観測値に含まれる速い変数の共分散が μ → 0 において有限にとどまるか，
ゆっくりと無限大になるような構造になっていれば，そのことが保証される.
5.8 まとめ
特異摂動系における低次元化モデルでの適応推定問題を考察し，低次元化モデル
に基づくパラメータ推定値は，速い変数を無限に速くしていったときの極限において
必ずしもフルオーダでの推定値と一致しないことを示した.これは特異撲動型の線形
推定問題の場合には生じなかった現象であり，その原因は，非線形フィルタの方程式
の中に現われるItô 型の確率積分の一部が.低次元化モデルで推定を行う場合には，
Stratonovich 型と類似の積分で実行されてしまうためであることを明らかにした.さ
らに，低次元化モデルでのそのような不一致，すなわちノマラメータ推定値のバイアス
が生じるのは，はじめの特異摂動系の構造に依存することを示し，バイアスを生じさ
せないための条件を明らかにした.
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第 6 章
マルコフジャンプ過程の状態推定
6.1 まえカてき
状態やノfラメータが時折，突然大きく変化するような現象は，マヌーパを行う目標
の追尾 [8] ， [67] や故障診断 [89] ， [57] などの問題に現われる.このようなジャンプを伴
う過程の推定は，非線形問題のなかでも特に非線形性が強く，線形化による近似や，分
布の正規性を仮定した近似では良いアルゴリズムが得られない.これに対処する最も
有力な方法とされているのは，各時間でのジャンプの有無を仮説として取扱い.仮説
の事後確率を用いる方法である [8]. しかしながら.この方法で最適推定値を得ょうと
すれば時間の経過とともに仮説の組合せの数が指数関数的に増加し，またその増加を
抑えて良い推定値を得ょうとすればアルゴリズムが複雑になるという難点がある.
また，非線形フィルタリングによるアプローチとしては，状態空間を離散化して連
続時間の非線形フィルタの閉じた方程式系を導くという方法もある [92] が，これは並
列計算に適した形ではないため，離散化した状態の数が多くなると計算が容易ではな
くなるという難点がある.
本章ではこれらの難点を克服するために.ジャンプを伴う過程の推定を離散時間の
非線形フィルタリングの問題として定式化し，その問題をニューラルネットを用いて
解く方法を示す.ここで用いるニューラルネットは， Hop五eld ネットワーク [7] ， [27] 
に類似のものである. Hopfield ネットワークは，それぞれは単純な機能をもっ多数の
素子 (ニューロン ) 聞の相互作用とフィード、パックにより，全体として，エネルギ一関
数と呼ばれる評価関数の極値探索を行う.それゆえ，この型のネットワークは，組合
せ最適化問題の準最適解を高速で求めるのに適している.そして，ジャンプを伴う過
程を推定する問題はまさにそのような場合である.
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本章ではまず 6.2 節で，ジャンプを伴う過程のモデルとしてマルコフジャンプ過程
を導入し，状態推定問題としての定式化を行う.次に 6.3 節で，マルコフジャンプ過程
の状態推定問題は，あるエネルギ一関数の極値探索問題に帰着させられることを示す.
6.4節では，このエネルギ一関数の極値探索を相互結合型のニューラルネットによる並
列計算で実行する方法を示す.さらに，計算例を用いて，実際にこのニューラルネット
で得られるマルコフジャンプ過程の状態推定値が，高い精度をもち，かっジャンプの
タイミングまで正しく検出するようなものであることを検証する. 6.4節で・の二.ューラ
ルネットによる状態推定はノくッチフィルタに相当するものであるが， 6.5 節では"逐次
型フィルタに相当するニューラルネットが移動窓を用いて構成可能であることを示す.
ここでも計算例を用いて，パッチフィルタの場合と同様に高精度での状態推定値が得
られることを検証する. 6.6 節では，それまでのマルコフジャンプ過程に対する状態推
定法を拡張して，速度がジャンプするような過程の状態推定へ適用する.
6.2 状態推定のモデル
見通しを良くするために，推定モデルには.ジャンプを伴う過程としては最も単純
な 1 次元のマルコフジャンプ過程 [13] を選ぶ.これは，ジャンプとジャンプの間では.
一定値を取るようなマルコフ過程である.さらに簡単のために，始めから離散時間で
扱うことにする.
X k , k = 0 ぅ 1?... を有界閉区間 5=[0 ， 1] に値をとるマルコフジャンプ過程とする.
ジャンプの頻度 γ 三 Pr{Xk =1Xk- 1 } は k によらず一定で，初期分布とジャンプした
場合の行き先の分布はともに S 上で一様であるとする.すなわち Xo の確率密度関数
と Xk- 1 から Xk への遷移確率密度はそれぞれ
Po(Xo) = 1 
P(Xk I Xk-l) = γ〆+ (1 -?8(Xk -Xk-l) 
と表わされる.ただし 8(-) はディラックの 6 関数である.観測値は
九 = Xk + yrWk , k ニ 0 ， 1 ， • 
(6.1 ) 
(6.2) 
(6.3) 
で与えられるものとする.ここで， Wk, k = 0 , 1, . . .は平均 0，分散 1 の白色ガウス雑
音である.さらに， γ~ 1, r ~ 1 を仮定する. γ~1 は，ジャンプがまれにしか生
じないことを意味し. r ~ 1 は，観測雑音が小さいこと，いい換えれば観測雑音に比
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べて状態の変動が大きいことを意味する.図 6.1 に.マルコフジャンプ過程とその観
測値との例を示す. この例では， γ= 0.05 , r 二 0.052 としてある.
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図 6.1 マルコフジャンプ過程とその観測値の例
便宜上，過去から現在までの状態と観測値をベクトルで，それぞれ X = (Xo,X ll 
・ '， Xη )T ぅ y=(九ヲ Yl ，' ・ 1 九)T と表わす.ここで取り扱う問題は ， yが与えられたと
きに， X の準最適な推定値を計算する並列処理型のアルゴ、リズムを導くことである.
6.3 状態推定の評価関数
Hop五eld ネットワークのようなエネルギー最小化型のニューラルネットで状態推定
値を求めるには，その推定値が何らかの評価関数の極値を与えるものになっている必
要がある.そのような評価関数としてもっとも簡単なものは条件っき確率すなわち事
後確率であり，そのときの推定値が最大事後確率 CMAP ) 推定値であるが， 一般の非
線形推定の場合には 2.2 節で述べたように， MAP 推定値は必ずしも適切な推定値と
はならない.いまの問題の場合，観測値 Yが与えられたときの X の条件っき確率密
度関数は， (6.1)---(6.3) 式から
p(?I y)= C1 叫 1-土 IIY- æ 11 2 1 白 b+ (1- 併(Xk -Xk-l)] (6.4) L 2r 1 " J t=.~ 
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と表わせる . ここで， ". 11 はユークリ ッ ドノルムを表わす.また C1 は適当な正の定
数であり ， 以後 C2 ， C3 ， ' " も適当な正の定数とする . ( 6 .4) 式の条件っき確率密度関数
は 6 関数を含むために最大値を求めるということが意味をもたず，また 6 関数を通常
の関数で近似した場合には.近似の仕方で最大となる a の値が大きく変わってくる .
したがって，これ以外の評価関数が必要になる.ここではジャンプに関する仮説を導
入して ， 2 種類の MAP 推定値を組合わせて状態推定値を決める . すなわち，事後確
率最大となる仮説を選ぴ，その仮説に基づく状態変数の事後確率が最大となるように
推定値を決める.そして，それら 2 種類の MAP 推定が同時に行えるような評価関数
を導く .
後確率 (条件っき確率) は ， Lλ 上で z の尤度
f(x ) 三 p( YIx) 
= C2叫[去IIY- 州2] (6.9) 
に比例する. f(x) は Gauss 型であるからムはほぼ MAP 推定値に等 しい.すなわち
f(ム)宇見ゲ(x) (6.10) 
である.なお，これが等号にならないのは S が有界領域であるためであるが， T が小
さければ良い近似になる.
6.3.1 ジャンプに関する仮説のもとでの条件っき期待値 6.3.2 ジャンプに関する仮説の事後確率
時間 k におけるジャンプの有無を表現するために ， Ak という確率変数を導入す
る . Ak はジャンプが生じていれば 1 ，生じていなければ 0 という値をとるものとす
る . これらを集めて η 次元確率ベクトル A を
ジャンプに関する仮説入の事後確率
g(入)三 p(川町 、、I，ノ噌Ei唱EA? ?，，i‘、
A 二 (A)， A2 ' ・ " ， A九)T (6.5) 
は Bayes の定理により
(入 )p(YI 入)g(入)= p(的
=αp(入 )fsn+l p(YI x )p(x 1 入 )dx
=αp(入)レ(x)dx
= C3P(入 )I(λ f(æ入)
と定義する.状態変数はジャンプしなければ一定値にとどまると仮定したことにより，
X が決まれば A は一意的に決まる.この関係を
A= ゆ(X) (6.6) 
と表わす.要素ごとに書けば
Ak = 仇昨(;:
(6.12) 
Xk -; Xk-1 
Xk = Xk-1 
(6.7) と変形できる.ここで
L入 = {x ; ゆ(x) = 入} (6.8) 
ム = rf~ ¥ f f(x)dx (6.13) f(æλ ) JL入
と置いた. (6.12) 式のうち A の事前分布 p(入)はジャンプの頻度が γ であるという仮
定から
である.逆に ， A を入 ε {O ， l} n に固定したとき， X がとりうる値の集合を L入と表
わす.すなわち
であり ， Lλ は sn+l の線形部分空間になる.
観測値 Yが与えられて ， A = 入と仮定したとき ( これは，ジャンプに関する仮説
として入を採用することを意味する ) の X の条件っき期待値を￡入 と置く.そのとき
の X の事前確率は (6.1) ， (6 . 2) 式の仮定により ， L入 上では一様となるから， )j~の事
p(入) =γい1(1 -γtー | 入| (6.14) 
となる.ここで|入1= 入1 +・・・十九である.また入の要素のうち 1 になるものを
入kl ，入k2 イ・ 1 入k l入|とおいて (6.13) 式の積分を計算すると
Kλ 宇 lE1(kj 1)1/2 (6.15) 
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となる.ここで， ko = 0, k lλ 1+1 =η+1 と置いた. (6.15) 式の K入は， ジャンプの間
隔わ -kj _ 1 ， j=l ，"'， 1 入 1 +1 に依存する形になっているが，あとで X の推定のため
の評価関数を単純な形に導くためには，ジャンプの個数|入|だけに依存する形にした
ほうが都合が良い.そこで，ジャンプの間隔をその平均値で置き換えて
とすればよい. l(x) が実際に x ム・で最大となることは，簡単に
j(x) ~， l(x) く max max--g(入)zε5n+ 1 一沌{o ， l}n zεLλ j(xλ) 
手ll)._a>s . 9 ( 入) = g(ﾀ*) 
λε {O ， l}n 
(6.23) 
kj -kj-1 =~， j = 1 ぅ・・・， 1 入 1+ 1 
γ 
(6.16) l(xν) = g(ﾀ*) (6.24 ) 
とし， 1{入は
K).. 宇 (2π門)呼と (6.17) 
により確かめられる.なお， (6.24) 式を導くのに， ゆ(xλ) ニ入という性質を用いた.
(6.9) , (6.18) 式を (6.22) 式に代入すると
と近似したものを用いることにする.このような近似を用いたことにより，ジャンプ
が引き続いて生じる場合には 1{).. を過小に評価することになるから，そのような場合
にもジャンプを正しく検出できるか否かは，シミュレーションで確認することにする.
(6.14) , (6.17) 式を (6.12) 式に代入すると
g(入)宇 C3ì l刈 (1 -ì)ト|入1(2πTγ)時Lf(ム)
l(x) 宇 Cs仰ほIIY-xl12 -av(x)] (6.25) 
を得る.ここで
ν(x) = 1 ゆ (x)1 (6.26) 
= C4 exp(-α|入 I)j(x λ) (6.18) 
と置いた.なお， V(x) は z に含まれるジャンプの個数にほかならない.
評価関数 l(x) を最大にすることは，
を得る.ここで
α=loglLL 
ìV乙1rrγ
1(6.19) 
ε(x) 二 01 IIY -xl12 +αν(x) 
Lr 
(6.27) 
と置いた. を最小にすることとほぼ等価である.さらに ν(x) は関数 p を
6.3.3 評価関数の導出
? ?r'atJEal
、
一一、、，，
J
'
?r'at
‘、
ρ' u=o 
u ヂ 0 (6.28) 
観測値に関する条件っき分散を最小にするとし寸意味で‘最適な状態推定値は条件っ
き期待値である.X の条件っき期待値は
と定義すれば
ν(忽)ニ LP(Xk 一九一1) (6.29) 
x= 乞ムg(入) (6.20) と表わせるから ， [(x) は
と表わせる • A の事後確率 g(入)は， γ~l ヲ r ~ 1 という仮定により，少数の入の
集合の上に分布が集中していることが予想される.そこで g(入)を最大にする入を入ぺ
すなわち
ε(x) = ま IIY-xl12 +αEP(ZK-zk-1) (6.30) 
と表わせる.ここでは (6.30) 式の ε(ε) をニューラルネットのエネルギー関数に選ぶ.
g(Y)=maxn g(入) (6.21) 
λε{O ， l} 
として， (6.20) 式を￡キム.と近似し，この右辺を状態推定値と考えることにする.
求めたい評価関数は x = x)..* で最大となるような関数である.それには
j(x) 1¥1 l(x) = 一一~g(入 )1j(x 入).:1 \"/1λ=φ(z)
6.4 ニューロコンビューティングによる状態推定
6.4.1 エネルギ一関数の変形
(6.22) 
ニューラルネットを用いた並列処理で計算したいのは (6.30) 式のエネルギ一関数
ε(x) を最小にする z である.そのためには，並列処理による極値探索に適した手法で
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正竺プ一一一一一一一一一一←一 一一一一一一一ーで三=二.-
ある最急勾配法を用いるのが有望に思われる.ところが， ε(æ) は (6.30) 式の右辺の
p( ・)のために微分可能ではなく，そのうえ T 個もの局所最小点をもっ (付録 6A 参
照 ) • したがってこのままでは最急勾配法を用いることができない.そこで. p(u) を
州) = 1 ーイ-~:) (6.31 ) 
と近似し，エネルギー関数は p(u) を p{(u) で置き換えた
制=まIIY- æ Il 2 +αト(Xk 一九一1) (6.32) 
で近似することにする.このとき ι(æ) は滑らかな関数となるから，その局所最小点
の一つは￡を新たな時間 s の関数として運動方程式
7d 〈 δε'((x)
一:-æ =一一一一一一­ds δ￡ 
E(x) 
(6.33) 
の定常解として求めることができる.ここで. T > 0 は適当な定数である.
(6.31 )式において ε を十分大きくとれば. lul:; 1 で
E 
q
,a-rc u
一つ“?、、l
，J
?r'at
、、
ρ' (6.34) 
Er_(x) 
となるから (6.32) 式の乙(æ) は z の 2 次式で近似できて，大域的な最小点以外には局所
最小点はもたないことになる.また E → 0 とすれば各 zεS九+1 ごとに ε'((æ) → ε(æ)
となる.以上のことから，方程式 (6.33) 式において，十分大きなとから出発して. (6.33) 
式の時定数に比べてゆっくりと E を 0 に近づければ，その解は ε(æ) の最小点に到達
することが期待される.このことを模式的に描いたのが図 6.2 である.
。
6.4.2 ニューラルネットの織成
運動方程式の (6.33) を要素ごとに書くと
図 6.2 エネルギー関数 ε(æ) の変形
d ~ 
U一o ・ T-,-XO 
ds 
d 
Uk : アー-:;-Xk 
ds 
= -;(まo 一九)+叫(X1 一九)
=-;(丸一九)+α[p~(れ+1 一九)一川一九一1]， (6.35) 
k=1 ,"', n-1 
Un : 
d ~ 
T27n= 一;仇一九)-叫仇一九一1)
P:( u) = 竺(l-p{(u))
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この例ではパラメータの値は γ= 0.05，ア=6.4にシミュレーション結果の一例を示す.隣り合う要素とのみ結合これは各要素の方程式が観測値を入力として含み，となる.
図するような構造になっていて，並列処理に適した形である . 方程式系 (6.35) の解は，
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隠れ層の 3 層からなるフィードバック型のニューラ出力層，6.3 に示すような入力層，
ルネットで計算できる.
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ニューラルネットワークを用いたマルコフジャンプ過程の推定値
ε はつぎのような減少関数とした.0.05 2 , n = 200 とし，
図 6 .4
(6.36) ε。= 0.1 ε=εo exp( -8) , 
ジャンプのタイミ
これはジャ
図から明らかなように，
理想的な状態推定が行われている.
また状態推定値の初期値は æ=Y とした.
ングはすべて正しく推定されており，
マルコフジャンプ過程の推定のためのニューラルネットワーク図 6.3
k = 107 と 111および，ンプが短時間のうちに引き続いて生じている k = 38 と 41 , 
ジャンプのタイ図には示していないが他の例においても，のところでもそうである.
(6.17) 式の近似は結果ミングはそれらの間隔にはよらないで正しく検出されており，計算例6.4.3 
に悪影響を及ぼさないことが確認された.
8 = 10 の付近でこのシミュレーションでは差分の刻みをLl8 = 0.05 としてあり，(6.35) 式の解の挙動を調べるたすなわち，図 6.3 に示すニューラルネットの動作，
このように
各 ε ごとに十分に定常値に近づくようにゆっくりと ε を 0
およそ 200 回の反復計算で解が得られたことになる.
多数の反復が必要なのは，
収束しているから，めに，逐次型計算機でシミュレーションを行った.入力データには (6.1)---(6.3) 式のモ
図(6.35) 式は差分方程式で近似して解を求めた.デルから得られるサンプルを用い，
107 106 
しかしながら， (6.35) 式は完全に並列化が可能であるから，並
列処理により，計算時間は l/(n+ 1) にまで短縮することができる.
に近づけるためである.
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1. 25 前節で示したニューラルネットは，全データを一挙に処理するパッチフィルタに相
当するものである.短い時系列データをオフラインで処理する場合にはこれで十分で
O. 75 
ネットワークあるいはオンラインで処理する場合には，データが長い場合，あるが， ω@UF
剖WE
吋相
ω凶
さらにデータが得られるごとの逐次処理の方式でフィルタをの長さを適当に縮めて，
それがここで示す移動窓型フィルタである.構成するのが好ましい.
0.25 移動窓の幅を L とする.移動窓型フィルタのネットワークと運動方程式は基本的
には前節のものと同じで，異なるのはつぎの点である.
-0.25 
0 200 160 120 
k 
80 40 隣のユニットへ出力層の各ユニットの状態量は，新たな観測値が入る都度，a) 入.
。
それらを初期値として運動方程式の計算を行う.移り.
「・ーー・ 1
・.. 
x x x 凶C.. x 
ヤ/んで
側、
~jtt''
b) 隠れユニット l に対応する小さいパラメータを EI として εo > E1 >・・・〉とL とな
1. 25 
O. 75 
これらは前節のパッチフィルタにおける ε とは異なりユニットご
とに固定された値とする.
るように選ぶ.
ωωυvmwE
吋#ω
凶
観測値九が入力したときの運動方程式はつぎのようになる.
-;(まk 一九)一仰;。 (2k 一九一1)d TZZK 
0.25 
-;(￡k-l 一九-1) +α[P:I -1 (丸一1+1 一九1) -ペ(九一1- 九一1-1) ]，d ~ 7τ-Xk-I as 
Uo : 
U1: 
200 160 120 
k 
80 40 
-0.25 
0 1=1 ,"',L-1 
-;仇ーL - Yk-L) + α[P:L- 1 (Xk-L+1 一九一L) - P:L仇L 一九-Lー1)]
( 6.37) 
一
d~ 
ナーァXk-L
αs 
UL: 
移動窓型フィルタを用いたマルコフジャンプ過程の推定値図 6.5ここで丸一L-1 はすでに窓の外に出た推定値であり値は変化しない. (6.37) 式を解くこ
この計算はつぎの観測データが与えられるまでとにより推定値れ-L が確定するが，
九が与えなお，観測データの時間間隔を L1t とすれば，に終えてなければならない.
られてからまk を得るまでの時間遅れは (L+1)L1t となる.
前と同じ観測データのサンプルを用いて行った，移動窓型フィルタのシ
L = 20 , EO = 0.1 ， ε1= εo X 10-41 /L とした.この例では，ミュレーションの例を示す.
図 6.5 に，
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図から明らかなように，状態推定値の精度は若干劣化するが， ジャンプのタイミング
は正しく推定されている.なお， (6.37) 式は前と同様に差分方程式で近似し，新たな
観測データを取得したときの反復の回数は 10 回とした. したがって，観測データを取
得してから状態推定値が確定するまでの反復回数は 210 回で，バッチ処理の場合と同
じであるが，観測データを取得するごとの反復回数は少なくてすむ.さらにこの計算
を並列処理で行う場合には，計算時間は l/(L+ 1) になる.
(6 .40) , (6.4 1) 式の関数の形自体は， (6.30) 式の場合と同様きわめて簡単であるが，
そこに含まれるパラメータ偽の計算はいささか面倒である.この計算の概略は付録
6B に示すことにして結果だけを記すと
v = log ]:_ (竺~11/2
o ?¥ 6π門3 ) ( 6.42) 
これまでは位置がジャンプするような場合を考えてきたが，同じ手法を速度がジャ
ンプするような過程の推定へ拡張する.まず，前と同様にスカラーの場合から考える
ことにすると，この場合のモデルは
となる.
状態推定は前と同じく評価関数の変形 ε(æ) → εε(æ) を行って運動方程式
7d 〈 δE((æ)
一-æ =一一一一一一一ds θ￡ (6.43) 
6.6 速度がジャンプする過程への拡張
をニューラルネットで解けばよい.この式を要素ごとに書けば
Xk = Xk-1 + Vk-1.1t (6.38) 
T21土 =-1(れ一九)
αs 
-~ {(九一1 一山)exp [士(Vk-l ー山)2] 
-2( Vk -Vk- t)叫[士(Vk ーい)2] 
+(山一九)叫[七九+1 一九)2] }う
(6.44) 
状態のダイナミックス
速度九は閉区間 s = [一υmax ， υmax] に値をとるマルコフジャンプ過程.初
期分布と遷移確率密度は S 上で一様と仮定する.
観測値
九 =Xk + 、/rWk (6.39) 
となる . ここで， 6-2=6-1=60? 丸一1 -九=丸+1 とする.また， ε は s の減少関
数である.
速度がジャンプする場合の状態推定の例を図 6.6 に示す.この例では γ= 0.01 , r 二
25 ぅ n = 200 ， ε0=1000 ， t = εo exp( -s) とした.位置がジャンプする場合と同様に良
好な推定結果が得られることがわかる.ただし， (6 .4 3) 式を差分方程式で近似する際
に，差分の刻み幅は位置がジャンプする場合に比べはるかに小さな値 ..1s = 0.001 と
しなければ，良い推定値が得られなかった.これは逐次型計算ではかなりの負担にな
るが，前と同様，並列処理を用いることにより計算時間は 1/(η+ 1) にまでは短縮で
きる .
次に， 2 次元の速度がジャンプするような状態推定の問題をとりあげる.この場合，
推定すべき対象は，平面上を直線的に運動し，時折，速度がステップ状に変化するこ
とによりその向きを変えて，また直線的な運動を続けるものとする.また，観測値は
2 次元の位置の変数に 2 次元の白色ガウス雑音が加わったものとする.この場合もエ
と表わされる.求める状態推定値は前と同じく，ジャンプに関する仮説のうち事後確
率最大となるものを採用したときの MAP 推定値とする.このときエネルギ一関数は.
前と同様の導き方で
E(? = まjjY_ 詼j2 +川)
??υ ? ??ρ' 
一一、
r一一一
nz
‘
4
・k
?α ???
l
一公一一 (6.40) 
Vk = Xk+1 - Xk (6.41) 
という形に求まる.ここで ν(v) は匂 = (voグ1 ，・・.， Vn_l)T に含まれるジャンプの個数，
すなわち ， Vk =/:υk-l となるような k(1 :S k 三 η- 1) の個数を表わす.
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ネルギ一関数は前と同様
ε(æ) = 会IIY-æll 2 + 印刷
よ~r
υ ?? ?
? ?
α ??????
nヤ白日
?
??
-
-
一94一一 (6.45) 
Vk = Xk十1 - Xk (6.46) 
るこ .00 50.00 
とすればよい.ただし . Yk ぅ Xk ， Vk は 2 次元の変数とし. 1. I は 2 次元のユークリッ
ドノルムを表わすものとする.ニューラルネットワークで解くべき運動方程式は前と
同じく
司
E 
d ~ δE((x) 
-_-? = 一ーで一 (6.47) 。2
である.ただし， æ は今度は 2(n + 1) 次元のベクトルであり，この式を要素ごとに書
けば
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図 6.6 速度にジャンプを含む過程の推定値
となる.
2 次元の速度がジャンプする場合の状態推定の例を図 6.7 に示す.この例では γ=
0.01 , r = 25 ヲ η= 200 , EO ニ 1000 ， ε=εoexp(-s) とした.
速度にジャンプを含む過程の場合にも，前のマルコフジャンプ過程の場合と同じく，
移動窓型フィルタを用いてのリアルタイム処理が可能であり，ニューラルネットワー
クの運動方程式は(6 .48) 式に対応して次のようになる.
ァ全土二L=-l(ね-1 - 'Yi,k-I) 
αs r 
-Ealla
」
qιH 
? ?? ?
? ?
噌』-­? ?
??
1一%.?????? ???、、l，ノ今必ι九? ?噌i???，，aE‘、
l
一向
rt
』く
tt
、
α 
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E I一一 一一一一一一一一一竺竺竺竺三三
一三~(Vi ，k-I -Vi,k-I-1) exp I 一士L16k-l 一 Vk_I_ 112 1
I L， と 1 - 1 I 
+と(Vi ，k-I+1 -Vi ， k-l)叫[一かい 一 九一tI']} , 
i ニ 1 ， 2 ， [=0 ， 1γ ・ .， L (6.49) 
s=2.0 
15 15 
x :observation data 
ー : true value 
ここで九-1 -九二九+1 であり， εI は εo > <:1 >・・・〉 εL となるように選ぶ.
-6 
移動窓型フィルタを用いて， 2 次元の速度がジャンプする場合の状態推定を行った
例を図 6.8 に示す.
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図 6.8 2 次元の速度にジャンプを含む過程の移動窓型フィルタによる推定値
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図 6.7 2 次元の速度にジャンプを含む過程の推定値
マルコフジャンプ過程の状態推定を，離散時間の非線形フィルタリングの問題とし
て考察し，この状態推定が，ある評価関数の極値探索問題に帰着させられることを明
らかにした.さらに，この評価関数をエネルギ一関数とみて相互結合型のニューラル
ネットを用いることにより，ジャンプのタイミングまで含めて高い精度で状態推定値
が得られることを明らかにした.またこの方法は，エネルギ一関数を適当に設定する
ことにより速度にジャンプを含む過程の状態推定へも拡張可能であり，高精度の状態
推定が行い得ることを示した.
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なお本章では，ジャンプを伴う過程の簡単なモデルとして 1 次元のマルコフジャン
プ過程や， 1 次元及び 2 次元の速度にジャンプを含む過程を選んだが，ここで示した方
法は，多次元の場合や，ジャンプとともに拡散を含む過程の状態推定の場合へも適用
可能である. しかしながら，その場合のエネルギー関数は，本章の場合と同じく構造
は簡単ながら，その中に現われるパラメータの値を理論的に求めるのは困難になるこ
とが予想される. したがって，そのパラメータの値を学習によって求める方法が重要
になるが， このことについては次章で詳しく述べることにする.
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付録 補遺
6A E(æ) の局所最小点の個数
(6.25) 式の ε(x) を二つの部分にわけで
ε(æ) = El(? + ε2(æ) 
ι (æ) = 去IIY- 詬12 
E2(? = αν(æ) 
(6A.l) 
(6A.2) 
(6A.3) 
と書く.まず， æ を ε(æ) の局所最小点のーっと仮定して入=ゆ(æ) (ゅは (6.6) 式で
定義)とおく æ はジャンプに関する仮説入を満足する.仮説入を満足する z の集
合は L入= {æ; ゆ(æ) = 入} と表わされるが￡は L入においても ε(æ) の局所最小点に
なる.さらに， ん(æ) は L入上の&のある近傍でん(æ) = α| 入 1= 定数となり， æ は
L入において ε'1 (æ) の局所最小点となる.ところが， Lλ において乙(æ) は下に凸だか
ら， æ は L入において ε1 (æ) の唯一の局所最小点になる. したがって， ε(æ) の局所
最小点の個数は L入の個数(=異なる入の個数) 2n を越えない.
逆に仮説入を任意に一つ固定し， ムを L入における ε1 (æ) の最小点とする.その
とき，ほとんど確実に(ムが L入のある真部分集合 L~ に含まれるような確率 O の
事象を除いて)， sn+l における￡λ のある近傍が存在して，その中でん(æ) とん(æ 入
が成立する.すなわち， æλ は Sη+1 において ε(æ) の局所最小点となる.したがって.
E(æ) の局所最小点の個数はほとんど確実にムの個数( =異なる入の個数) 2n 以上
である.前のこととあわせると，局所最小点がほとんど確実に?個存在することがわ
かる.
6B 速度がジャンプする場合のエネルギ一関数
速度のジャンプに関する仮説を入= (入1f-jn-1)T と表わす. んは時間 kムt での
速度のジャンプの有無にしたがって，それぞれ 1 ， 0 という値をとるものとする.仮説
入を任意に一つ固定する.このとき，速度 v= (1仏 víγ ・" Vn_ 1 )T がとりうる値の集合
は (6.7) 式と同様， Lλ = {v; ゆ(v) = 入}と表わせる.ただし関数ゆ= (ゆll' . . ， ~n_l)T 
は (6.6b) 式で定義したものである.さらに， X がとりうる値の集合は
M入三 D(R x Lλムt)
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={z;z ニ D( ニt ) ,Xo E R, v E L入) (6B.1) 入の要素のうち 1 になるものを入k1 ， ).k2 γ ・ 1 入 klλ| とおくと . '1ιε RxL入ム1 は zεRI入1+2
を用いて
と表わせる.ここで
1 1 ・・・ 1 
とおいた.x の事前確率は M).. の外では O. M).. の上ではほぼ一様とみなせる. した
がって.x の事後確率は M).. 上で尤度
f(æ) 三 p(YI? = C6 exp ~一土IIY-詬l2 ~ (6B.3) l 2ァ j
に比例し.仮説入のもとでの X の条件っき期待値ムは . f(æ) の Mλ 上での最大点
で近似できる.
一方，仮説入の事後確率は. (6.11) , (6.12) 式の場合と同様にして
u = rz 
。
。
1 k1 
ん +1
r= 
k2 
1 I k l 入 1 + 1 
(6B.10) 
1 1 
。
D= ..(n+1) x (n+1) (6B.2) 
、、? ?
,J 
司li? ??ρhU ，，a・‘、
。
l n 
と表現できる. したがって
g(入)三 p(入 I Y)
= C7P(入 )I{入f(æ入)
K入 = r/~ ¥ f f(?d?f(æ入)んεMλ
(6B.4) K入宇ム|λ1+2 ぽp { -217' IDrzl2 } dz 
(6B.5) 
(6B.12) 
と表わせる.
事後確率が最大となる仮説を Y とおき.求めるべき推定値をム・とする æ入・で
最大となる評価関数は (6.21) 式と同様に
となる. さらに， K1? ん - k1 = ・・・= klλ1- kl入|ー 1 ニ n -k l入|三 1/γ ::â> 1 という近似を
用いると
f(? 1¥1 IW)=--g(入)I f(æ 入 r\"/I 入=φ(ψ)
で与えられ，これに (6B.3) ， (6B.4)式を代入すると
恥) = C8仰 {_ ()1_1I Y _ ?12 } p(入)ム|
~ ~J ) 入=φ(V)
となる.右辺のうち仮説の事前確率は (6.13) 式と同様に
(6B.6) 
det((Dr)T Dr 
l(1)|入1+1 2 
。
一 3，¥ 3,3 =-I det 
。 2 
1 
(6B.7) 
p(入 )=γ|入 1 (1- ，)ηー 1 一|入| (6B.8) 宇去(会y入|+1(2+d)|λ1+1
と表わされる.面倒なのは Kλ の計算である. (6B.5) 式に (6B.3) 式を代入する.
Kλ=ム叶 二ら(ザ) (6B.13) 
したがって
宇んλ~t叶ーかIDu Il 2} du (6B.9) Kλ 宇 α(出y入1/2 (6B.14) 
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これと (6B.8) 式を (6B.7) 式に代入して
I(x) 宇 ωxpH||Y-Z||2 一川)] (6B.15) 
α= log ~ (江三1 1/2
0 , ¥ 6πr，3 ) (6B.16) 
を得る . I(x) を最大にする ことと
収) =まIIY-xl12 +川) (6B.17) 
を最小にすることと は等価だか ら，こ の E(x ) をニュ ーラルネ ッ トのエネルギー関数と
して用いることができ る .
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第 7 章
ジャンプを伴うマルコフ過程の学習と
推定
7.1 まえカてき
状態遷移にジャンプを伴うような確率過程の推定は， 非線形推定問題の中でも特に
非線形性が強く，線形近似や分布に正規性を仮定する近似では良い推定値が得 られな
い.この問題に対処するために ， 第 6 章では，時間を離散化してニューロコンビュー
ティングによるアプローチをとり，エネルギーを最小化するような相互結合型のニュー
ラルネットが，ジャンプを含む過程の推定に有効であることを示した.本章では，こ
のニューラルネットによる推定法の一般化のために，そこで用いるエネルギ一関数を
学習で決める方法について示す.
第 6 章で用いたエネルギ一関数は. Bayes 推定の立場から理論的に導いたものであ
る.すなわち，ジャンプの頻度を事前情報として与え， 事前情報と観測データに関す
る条件っき期待値 (正確にはその近似値) を望ましい推定値として定め，そこで最小
値をとるような関数を構成してそれをエネルギ一関数としたものである.得られたエ
ネルギ一関数は極めて単純な形をしており，ニューラルネットでの計算に適した形に
なっている. しかしながら，このようにエネルギ一関数を最初に決定しておいてから
ニューロコンピューティングを行うことには次の様な問題がある.
1) エネルギ一関数を導くのに.単純なモデルの場合ですら煩雑な近似計算が必要で
あり ， 一般化が容易ではない.
2) エネルギー関数を最小化するニューラルネットを構成し，それを非線形フィルタ
として実現する際に，さらにいくつかの近似を必要としその過程で当初のエネ
ルギ一関数が必ずしも適切なものではなくなっている可能性がある .
121 
このような問題を解決するために本章では，ニューラルネットのエネルギ一関数を
学習によって求めるというアプローチをとる.すなわち，想定したモデルからエネル
ギ一関数を完全に決定するのではなく，一部自由度を残しておいて，それをデータの
サンプルから決めるという方法である.このアプローチにより，エネルギ一関数を求
めることが簡略化されて，ジャンプを含むより 一般的な確率過程の推定へのニューラ
ルネットの適用が可能になる.
本章ではまず 7.2 節で，マルコフジャンプ過程の状態推定にニューラルネットを用
いる方法について概説する.次に 7.3 節で，この状態推定法で用いられるニューラル
ネットのエネルギ一関数について考察し.新たな自由度を付加するための妥当な形を
AIC(Akaike's information criteria) [3], [4] との比較から明らかにする.またその自由
度に対応するパラメータを動かしたとき，推定性能がどのように変化するかを調べる.
7.4節では，エネルギ一関数の学習について考察し，確率近似法を用いることにより
データのサンプルから適切なエネルギ一関数が決定できることを明らかにする.
ネルギ一関数
ε釘ω(何zかまわIIY一 g叫1 2 +何叩叫αω州ν川巾(何z判) σ 
を最小にするような æ = (x勾O?...?JZnJ)yT を求めてそれを推定値とすれば良い.ここで，
11 ・ 11 は (n+1)-次元 Euclid ノルムである.また ν(æ) は z に含まれるジャンプの個数
であり
nHU--
ム
f
・lJ
、
lt
、
一一、、BE
，F
?? ? ?? X=o 
z ヂ 0 (7.3) 
という関数を用いれば
ν(æ) = 乞 P(Xk - Xk-t) (7.4) 
k=l 
と表わせる. (7.2) 式のエネルギ一関数は，求めるべき状態推定値として.ジャンプに
関する仮説のうち事後確率最大となるものを採用したときの最適状態推定値を選び.そ
こで最小値をとるように構成したものである.これは事前情報を利用する Bayes 推定
に基づいており， (7.2) 式の右辺の α はジャンプの頻度 γ と観測雑音の大きさァを用
いて
7.2 状態推定のモデル α=log14L 
γy 1. π T' ì 
(7.5) 
7.2.1 モデルとエネルギー関数 と表わされる.
見通しを良くするために，推定モデルには，ジャンプを伴う過程としては最も単純
な l 次元のマルコフジャンプ過程 [13] を選ぶ.これはジャンプとジャンプの間では一
定値をとるようなマルコフ過程である.さらに簡単のために，始めから離散時間で扱
うことにする.
X k , k = 0 ， 1 ，・・・を有界閉区間 5 = {x; 0 三 z 三 1} に値をとるマルコフジャンプ
過程とする.ジャンプの頻度 γ 三 Pr{Xk -1Xk-d は k に依らず一定で，初期分布と
ジャンプした場合の行き先の分布とは共に S 上で一様であるとする.また観測値は
7.2.2 ニューロコンビューティング
ニューラルネットワークで計算したいのは (7.2) 式のエネルギ一関数 ε(討を最小に
する z であるが， ε(æ) は z について微分可能ではなし 1から，そのかわりに少し変形
を加えた関数
仰)=去 IIY-詬12 +αEA(ZK 一 Xk- I)
Pt:( x) = 1 -exp( _x2 /2ε) 
(7.6) 
(7.7) 
Yk = Xk + ýrwk , k = 0,1, . 、ll'市EA門i'''l‘、 を用いる. εt: (æ) は滑らかな関数だから . x を新たな時間 s の関数として運動方程式
7d 《 θEt: (æ)
一:-æ =一一一一一­ds δ￡ (7.8) 
で与えられるものとする.ここで Wk ， k = 0 ぅ 1 ， ..・は平均 0，分散 1 の白色雑音とする.
便宜上.過去から現在までの状態と観測値をベクトルで，それぞれ x= (Xo，' ・ 1Xn)T?
Y=(九γ" ， Yn)T と表わす.x と Y との例は前章の図 6.1 に示した.
ここで取り扱う問題は . Yが与えられたときに.x の準最適な推定値を並列処理
型のアルゴリズムで計算することである.第 6 章で示したように，そのためには，エ
を解けば，この定常解が εε(æ) の一つの局所最小値になる. ε't: (æ) は ε を十分大きく
とれば z の 2 次式で近似できるから，局所最小値は唯一つでそれが大域的な最小値に
なる.また， ε → 0 とすれば εt: (æ) は ε(x) に収束する. したがって，方程式 (7.8) に
おいて E も s の関数にして ， s →∞のとき ε → 0 と なるようにすれば，その解は
E(x) の最小点に到達することが期待される.
運動方程式 (7.8) を要素ごとに書けば
斗ε。 =-l(20 一 Yo) + αP:(ま1 一五0)
αS ?
4れ =-1(EK 一九)
αS ?
+α[p~(玉川一九) -P~(Xk -Xk-l)] 
ギ一関数も 1 つのパラメータの値を除けば形が一致していることである.すなわち，エ
ネルギ一関数は推定値と観測データとの誤差の自乗和の項と.推定値に含まれるジャ
ンプの個数を表わす項との重み付き和になっている.ここでは AIC による導き方を示
したあとで，エネルギ一関数の中に含まれるパラメータの値に推定性能がどのように
依存しているかをシミュレーションで調べる.
(7.9) 7.3.1 AIC によるエネルギ一関数の導出
一一<Z
d
一ゐア
k=1 ,"',n-1 
-j(2n 一九)一叫(丸一九一1)
AIC はモデルの良さを評価するための評価基準として提案され [3]， [4]，モデルの次
数を決定するのにその効果を発揮してきた.同じ考え方でジャンプ過程の推定のため
のエネルギ一関数を導くことができる.
AIC は Kullback 情報量の不偏推定値であり， 1くullback 情報量は想定したモデルか
ら得られる観測値の分布と，真の観測値の分布との距離を測る尺度である.いまの問
題の場合，モデルと状態量を同一視して状態量を z であると想定すると，それに応じ
て観測値の分布が
となる.これは各要素の方程式が観測値を入力として含み.隣り合う要素とのみ結合す
るような構造になっていてニューラルネットによる並列処理に適した形になっている.
以上のことは全データを一挙に処理するバッチフィルタに相当するものであるが，
移動窓を用いれば，データが入ってくるごとの逐次処理の方式での実現が可能である.
この場合， ε は s の関数にはしないで，移動窓の中の各ユニ ットごとに固定の値とし，
移動窓の入口から出口の方向に向かつて次第に小さくなるようにしておけば良い.い
ま，移動窓の幅を L とすると，観測値九が入力したときの移動窓の内部での処理は
次の運動方程式で表わされる.
f(仰) = c叫 l土 11ν_ x1l2] 
と定まる.真の状態が x= Xo であるとすると，観測値の真の分布は
、
、‘，，，
F
? ?11
ム
ウ
i
?
??
d~ 
7τ-Xk 
αs 
d ~ 
T ds Xk-I 一
=-;(丸一九) -叫仇 - Xkー1)
-;仇-1 一九一1)
p(ν) = f(ν1 xo) (7.12) 
に等しい.このとき Kullback の情報量は
、
hf
ノ
ハυ咽Ei円，I??
+α[P~I-l (まト1+1 ー Xk-I) -P~I (丸一 i 一 Xk-I- I)]
1 = 1 ， 2γ ・ '， L
r ~~{ _~\l_ p(ν) ](p, f(-I x)) 三 Ir.n+l p(ν)ln 一一一J Rn+ 1 L ¥ J ;---f (y1 x) 
= -E ln f(YI x) + const 
ここで EI は EO > E1 >・・・ > EL となるように選ぶ.
移動窓型フィルタを用いて行ったマルコフジャンプ過程の状態推定のシミュレーショ
ン結果の例は前章の図 6.5 に示した. I 
=か IIY-xl2 + const (7.13) 
となる.この右辺は x = XO のとき最小値をとるから
7.3 状態推定の評価関数と推定性能 ]((x) 三 E [21? IIY一叫2] (7.14) 
前節のニューロコンピューティングで用いたエネルギー関数は Bayes 推定の立場か
ら導いたものである.すなわち，事前情報としてジャンプの頻度が γ であることを仮
定している. 一方，この事前情報を用いないでもエネルギー関数を導く方法はあり，そ
れがここで示す AIC による導き方である.注目すべきことは，いずれの場合のエネル
を最小にするような z を求めれば真の状態が得られる. しかし， ]((x) は観測データ
から直接得られる量ではなし 1から，観測データだけから (7.14) 式の最小値
](0 三叫n]{(x) = ]{(XO) (7.15 ) 
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(7.16) 
を推定するために
比三吋nr ",1 1 Y -?121 ==去 IIY- x I1 2
;,r; I L.T J L.,r 
この (7 ， 16) 式の K は (7 ， 15)式の KO の推定値としては￡に含まれるパラ 1. 25 を用いる.
￡が m 回ジャンプするような過程を表しているメータの個数分だけ下に偏っている.
明 O. 75 
由
+' 
E . 
令d
~ 0.25 
ンャ￡に含まれる独立なパラメータの個数はジャンプの位置の m 個と，とすれば，
したがってンプとジャンプの間の状態量の m+1 個をあわせた 2m+ 1 個である.
K' 三 "，1 IY -xl12 + 2v(x) + 1 
L.T 200 
r ----、
ー唱・P
: ~ M.-t .. 
j て....."':
向
・司h
:、
160 
α== 6.5191 
120 
k 
80 40 
-<l.25 
0 200 160 120 
α==0 
ω 40 
-{).25 
0 
(7.17) 
æO を推定するためには
ε(æ) = 去 IIY- x I1 2 +2ν(x)
このことから，が ](O の不偏推定値になる.
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(7.18) 
(7.18) 式は (7.2) 式のエネルギー関数と全く同を最小にするような z を選べばよい.
肺 O. 75 
即
令d
E 
..‘ 
+' 
~ 0_ 25 
この
α 
じ形をしている.すなわち， (7.2) 式で α=2 とおいたものが (7.18) 式になる.
ことから， (7.2) 式の α をノfラメータとみなしてエネルギー関数に自由度を付加し
-<l. 25 
0 
の値は推定性能を見て決めるということが考えられる.
200 160 120 
α== 50 
k 
回40 200 160 120 
α=1 
k 
回40 推定性能の α への依存性7.3.2 
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(7.2) 式のエネルギー関数の中の α の値を変えるとニューラルネットによるフィル
1.25 
200 
???マ，
n，‘
??肺@#句
E吋#帥凶
1. 25 ここでは α の値を様々に変えたときのシミュレーション結ターの推定性能が変わる.
α の値図 7.1 は α 以外のパラメータの値は前章の図 6.5 と同じにして，果を示す.
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だけを変えて (7.10) 式の移動窓型フィルタで推定した結果をプロットしたものである.
それはこのときまず α=0 のときには観測値と推定値は同じものになる(図 7.1a).
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α の
また α の値
æ=Yが (7.2) 式のエネルギー関数の最小値を与えることからも明らかである.
値が過小で・あるときには余分なジャンプを検出するようになる(図 7.1b) ・
が過大であるときにはジャンプのうち検出しそこなうものも出てくる(図 7.1d). α== 200 α== 2.5 さら
エネルギ一関数の中のパラメータ α の値を様々に変えたときの状態推定値図 7.1
フィルターは全くジャンプを検出しなくな
この値α ニ 2.5 の程度である(図 7.1c).α の適切な値はこの例の場合，
α の値を極端に大きくしたときには，
る(図 7.1e).
AIC から得られた α=2Bayes 推定の立場から得られた (7.5) 式の α= 6.52 とも，は，
(7.5) 式を導く際の単純化とも異なっている. (7.5) 式の α の値と異なっているのは，
AIC から得られたまた，で無視された様々の要因が影響しているものと考えられる.
AIC ではジャンプの頻度を用いていないためで、あると考えものと異なっているのは，
られる.
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7.4 評価関数の学習
ニューラルネットによるマルコフジャンプ過程の推定性能は，そこで用いるエネル
ギ一関数に依存する.推定精度を上げるために適切なエネルギ一関数を用いることは
重要なことであるが，それは観測雑音の大きさやジャンプの頻度と共に，想定するモ
デルの構造にも依存しており，理論的に求めるには煩雑な計算が必要である.また，移
動窓型フィルタとして実現したときには，適切なエネルギ一関数は移動窓の幅 L や
1:0γ ・・?とL の決め方にも依存してくる. したがって，エネルギ一関数はデータのサンプ
ルから学習によって得られるのが望ましい.ここでは， α を自由に設定できるパラメー
タとしてエネルギー関数を (7.2) の形に仮定し， α の適切な値を確率近似法を用いた
学習により求めることにする.
7.4.1 学習の評価関数
パラメータ α の学習の評価関数として，状態とその推定値との 2 乗平均誤差
J(α) = EIXk 一九(α )1 2 (7.19) 
を用いる.推定値としては (7.10) 式の移動窓型フィルタで得られるものを用いる.
J(α) を (1/N) L~=1 IXk 一九(α )1 2 と近似して， α の値を変えながら J(α) の値を
計算したものを図 7.2 に示す.ここで N = 2000 とした.図 7.2 において J(α) の最小
値は α= 2.5 の付近にあり，図 7.1 のサンプルごとに見た推定性能の結果とも一致し
ている.
7.4.2 確率近似法による学習
J(α) を α で微分すると
1δJ(α} h(α) ニ 5ヲτ =E仇(α)(れ(α) _ Xk) (7.20) 
となる.ここで， 仇(α) 三 θ九(α)/θα は. (7.10) 式を α で微分した
d . 1 7ァψk= 一一仇
αs r 
-αpL(2k 一五kー1)(仇 -ψk-1)
-p;。 (2k-2k-1) (7.21 ) 
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+pL-1(2k-l+1-EK-l)-dl(EK-i 一九-1-1)
1 = 1,2,"', L 
で計算できる.
20.0 
(7.22) 
求めたい α は J(α) の最小点であり，これは h(α) の zero 点に等しい.これを求め
るために，確率近似法の Rob bins-Monro アルゴリズム [58] を用いる.このアルゴリズ
ムは
δk+1 = δk _ gkψk(δk)(Xk(δk) _ Xk) (7.23) 
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その中に含まれるパラメータの値をデータのサ関数の構造は仮定しておいて，習を，ここで，利得 gk は次の条件を満たす必要がある.と書ける.
マルコフジャンプ過程のような単純な過ンプルから決定することとして定式化した.
(7.24 ) 工 g~ く∞エ gk 二∞?lim.Qk = 0, 
k • 0- 近似エネルギ一関数はその中に含まれるパラメータの値まで含めて.程の場合には，
しかしながら，本章でシミュレーション的にではあるが理論的に導くことができる.例えば
理論的に得られたノ fラメータの最適値と，実際に良い推の例を用いて示したように，(7.25) 
これは，近似の際に無視した様々定値を与えるものとではかなりな隔たりが出てくる.とすれば満たされる.
な要因によるものと考えられる. ジャンプを含む過程の一般のモデルの場合さらに，図から明(7.15 )式のアルゴリズムを用いて α の推定を行なった例を図 7.3 に示す.
したがって，状態パラメータの最適値を理論的に導くこと自体が困難になる.には，δ は J(α) の最小点である α= 2.5 のあたりに収束しているのがわらかなように，
推定に用いるエネルギ一関数は，実際に用いるニューラルネットとデータのサンプルかる.
この学習のためを用いて学習によって決定することが重要なことになる.本章では，
またデータのサンプルには真の状態量と観測デー
エネルギ一関数に含まれるパラメータの値が決定できる
のアルゴリズムには確率近似法を，
タとを用いることによって，
ことを明らかにした.
第 6 章で述べたジャンプを含む過程のニューロコンビューティングによる推定法は，
この章で示した学習法と併用することにより，今後，様々な拡張が可能になると考え
られる.
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パラメータ α の推定値図 7.3
まとめ7.5 
ジャンプを含む過程の状態推定にニューロコンピューテイングを用いる本章では，
131 
ここではエネルギ一関数の学エネルギ一関数の学習の問題について考察した.
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第 8 章
結論
本論文では， 宇宙・航空の分野における非線形推定問題として特に問題となる適応
推定，ジャンプ過程の推定に対して有効な推定アルゴリズムを導くことを目的として，
非線形フィルタリングの応用に関する基礎的な考察を行った.
非線形フィルタリングの基本原理は.対象のダイナミックスを事前情報としての
Bayes の法則の適用である.連続時間の場合にはさらに. Kushner の方程式という非
線形フィルタリングの基礎方程式が知られている.このように原理は単純であるが，こ
れから直ちに推定アルゴリズムやその推定性能の評価が得られるわけではない.とい
うのは. Kushner の方程式がそうであるように，非線形フィルタリングの理論から直
接得られるのは条件っき分布の時間的発展であって，これから最適推定値(=条件っ
き期待値)を求めようとすると無限次元の万程式系を解かなければならなくなるから
である. したがって，非線形フィルタリングの理論と実際的応用との聞には相当の隔
たりがあって，従来の非線形推定問題へのアプローチは必ずしも非線形フィルタリン
グの基本原理に基づくものではなかった.これに対して本論文では，非線形フィルタ
リングの基本原理から出発して，特異摂動法に基づく近似理論やニューロコンピュー
テイングといった新たな理論や計算法を用いて推定方式を導くというアプローチ告とっ
た.そしてこのアプローチを，宇宙・航空における非線形推定問題の例である適応推
定とジャンプ過程の推定へ応用した.本論文の第 3---5 章では，特異摂動法に基づく近
似理論を適応推定問題へ適用し，推定性能の原理的な限界を求めるとともに，その限
界へ漸近的に近づ、 くような推定アルゴリズムを導いた.また，第 6 ， 7 章では，ニュー
ロコンビューティングをジャンプ過程の推定へ適用し，高度な推定性能を与える推定
法とその推定性能をさらに改善するための学習法を導いた.
本論文で明らかになったことは次の通りである.
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第 3 章
(1) パラメータが固定の場合の適応推定の問題に対する Kushner の方程式の解は，時
間無限大の極限においてある種の漸近形をもっ.特に，パラメータの条件っき確
率密度関数は
pt(8) ~ exp(-tφ(8) ) 
という形になる (定理 3.1 ) .ここで， φ(8) 三 0 はパラメータの真の値 80 で 0 と
なるような関数である.このことから，パラメータの最適推定値 (=条件っき期
待値) は確率 l で 80 に収束すること(定理 3.2 ) .パラメータの 2 次の条件っき
モーメントは t- 1 のオーダになり . 3 次以上の条件っきモーメントは t-2 のオー
ダになる (定理 3.6 ) ことなどが導かれる.
(2) 適応問題に対する非線形フィルタのモーメント方程式系は本来無限次元であるが，
上記の条件っきモーメントのオーダ評価の結果を用いてスケーリングを行うと，
特異摂動型の方程式系に変形することができ，さらにこの特異摂動型の方程式系
から漸近的に無視できる項を落とせば，有限次元で閉じた方程式系が得られる.
(3) この有限次元の方程式系を適応推定アルゴリズムとして用いることができる.こ
のアルゴリズムによる推定値はその導き方により最適推定値と同じ漸近的性質を
もっ.なお，ここで得られたアルゴリズムは Ljung が拡張 Kalman フィルタと
勾配法とを組合わせて，発見論的に導き出したアルゴリズムを，連続時間に焼き
直したものと一致する.
第 4 章
(1) ノマラメータが変動する場合の適応推定の問題も，その変動が緩やかであるという
条件のもとで，第 3 章と類似の漸近的な方法を用いて，条件っき分布の漸近的な
挙動の解析やアルゴリズムの構成を行うことができる.
(2) この場合，パラメータの条件っき確率密度関数は
仰)~叫(ード(7， 8)}
という漸近形をもっ.ここで . t はパラメータ変動の緩やかさを表わす小さな
パラメータ，ア =ti はスケール変更を行った時間である.また， ψ(7， 8) はある
Hamilton-Jacobi の方程式を解くことで得られる関数である.
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(3) パラメータが変動する場合な条件っきモーメントのオーダ評価，それを用し、た
非線形フィルタのモーメント方程式の特異摂動システムへの変形，漸近的に無視
できる項を落とすことによる有限次元化などは，パラメータが固定の場合と全く
同様に行うことができる.
(4) 従来からも，変動する未知ノfラメータを推定するための手法として，拡張 Kalman
フィルタを用いるものや，忘却因子を用いるものがあった. しかしながらこのう
ち前者は，始めから 3 次以上の条件っきモーメントを無視するような非線形フィ
ルタの近似法であるため，この章のシミュレーション結果(図 4.5) でも示したよ
うに，パラメータ推定値にバイアスを生じるという欠陥をはらんでいる.また後
者は，忘却因子の大きさが ad hoc にしか決められないという問題があった.こ
の章で示した推定アルゴリズムの構成法でその問題は，最適性の観点からは解決
することになる.
第 5 章
(1 )変数が遅い変数と速い変数とに分類できるような特異摂動型の確率システムでは，
速い変数を無限に速くしていった極限において，遅い変数はあるマルコフ過程に
近づく.遅い変数のふるまいにだけ興味がある場合には，このマルコフ過程を低
次元化モデルとして用いることができる. しかしながら推定問題の場合には，こ
の低次元化モデルに基づいて設計された低次元化推定器が，フルオーダの推定器
のよい近似になっているかどうかは，必ずしも明白なことではない.この章では，
係数に未知パラメータを含むような特異摂動系の適応推定問題をとりあげ，ひと
つの反例を示した.すなわち，低次元化モデルに基づいて低次元化適応推定器を
設計したとき.それから得られるパラメータ推定値には，速い変数を無限に速く
していった極限においてもバイアスが残る場合がある.
(2) これは特異摂動系の線形推定問題の場合には生じなかった現象であり，その原因
は，非線形フィルタの方程式の中に現われるItô 型の確率積分が，低次元化モデ
ルで推定を行う場合には， Stratonovich 型と類似の積分で実行されてしまうため
である.
(3) このようなノ〈イアスが生じるか否かは，はじめの特異摂動系の構造に依存してい
る.あらくいって，速い変数を無限に速くしていったとき，観測値に含まれる速
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い変数の共分散が有限にとどまるか，ゆっくりと無限大になるような構造になっ
ていれば，バイアスの生じないことが保証される.
第 6 章
(1) 状態遷移にジャンプを伴うような確率過程の推定は，非線形推定問題の中でも特
に非線形性が強く，線形近似や分布に正規性を仮定する近似では良い推定値が得
られない.この章では，この問題に対してニューロコンビューティングによるアプ
ローチをおこない，エネルギーを最小化するような相互結合型のニューラルネッ
トが.ジャンプを含む過程の過程の推定問題に有効であることを示した.この章
ではまず，マルコフジャンプ過程の状態量を雑音で汚された観測値から推定する
問題を取り扱った.この問題に対する従来からのアプローチのうち最も有力なも
のは仮説検定に基づくものであるが，時間の経過とともにジャンプに関する仮説
が指数関数的に増大して，計算を困難にするという難点がある.この難点を克服
するためにここでは，求めるべき状態推定値として，ジャンプに関する仮説のう
ち事後確率最大となるものを採用したときの最適状態推定値を選び，その状態推
定値のところで最小値をとるようにエネルギ一関数を構成した.このエネルギー
関数は微分可能ではなく，またきわめて多くの局所最小点をもつが，連続的に変
形させることにより，ニューラルネットでその最小点へ到達できる.
(2) ここで用いたニューラルネットは，時間軸を離散化して，それらの離散化された
時間にニューロンを割り当てるものであり，それゆえ，パッチ処理が基本になる
が，移動窓型フィルタを用いることにより逐次処理も可能であり，観測値が得ら
れる都度，状態推定値を更新していくようなニューラルネットを構成することが
できる.
(3) さらに，このニューラルネットを用いる推定法は位置がジャンプするような過程
のみならず，速度がジャンプするような過程の推定へも拡張できる.
第 7 章
(1) ジャンプを含む過程の推定のために第 6 章のニューロコンピューテイングで用い
たエネルギー関数は，単純なモデルについては，近似的にではあるが，理論的に
導くこともできる. しかしながら，近似の際に無視した様々な要因のために，エ
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ネルギ一関数に含まれるパラメータの適切な値は，理論的に導かれたものと，実
際に良い推定値を与えるものとでは，かなりな隔たりが出てくる.また，これよ
りも複雑なモデルに対しては，エネルギー関数の中に含まれるパラメータの適切
な値を理論的に導くこと自体が困難になる.
(2) この章ではこのような問題を解決するために，エネルギー関数を学習によって定
めるというアプローチをとった.すなわち，エネルギ一関数の形は仮定しておい
て.そこに含まれるパラメータの値を，データのサンプルを与えながら決めてい
くという方法をとった.この学習のためのアルゴリズムには確率近似法を，デー
タのサンプルとしては真の状態量と観測データを用いる.この方法により，エネ
ルギ一関数に含まれるパラメータが時間と共に適切な値に落ちついていくことを
シミュレーションで示した.
以上のように本論文では，非線形フィルタリングの基本原理を出発点として，非線
形推定問題に対する高度な推定アルゴリズムを構成するための近似法や計算法につい
ての基本的な検討を行った.今後，宇宙・航空の分野では，宇宙開発の進展や，機器
の高性能化・複雑化に伴い，推定問題に対する要求性能はますます高度化する事が予
想されるが，本論文の結果はこうした高精度の推定性能を与える推定アルゴリズムの
設計に役立つものと考えられる.
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