A heuristic approach to query generalisation in semantic databases by McGeachie, Craig I.
A heuristic approach to query generalisation 
semantic databases 
1 Introduction 
Craig I. McGeachie 
November 3, 1995 
. 
Ill 
Imprecise querying is a technique where any database query that has no 
answer can be generalised into a form that does have an answer. This gener-
alisation is done by carefully relaxing the restrictions specified in the query. 
Imprecise querying can be performed in a variety of database system types, 
but the majority of work has been in the relational model. 
Semantic databases are an extension of frame-based description languages, 
and have been the subject of extensive study [2, 3, 14]. Most systems oper-
ate on the basis of automatic subsumption where the user specifies concept 
descriptions, and the database management system then determines there-
lationship of concepts to each other. The process of subsumption is highly 
important in the query process as well. If subsumption is intractable, then so 
is querying. CLASSIC, a system where subsumption is tractable, has been 
presented in [3]. 
It has been proposed that a semantic database model is more suited to the 
area of imprecise querying [1], but this research has paid no attention to the 
question of computing needs for potentially very large databases. This paper 
attempts to deal with this by applying ideas of imprecision to CLASSIC. 
The addition of imprecision to a query system can produce an intractable 
computational problem, so that any advantages in using CLASSIC are lost. 
A solution to this, using heuristics, is offered. 
In this paper, the following typographic conventions are used. Typewriter 
font is used to distinguish elements that are part of, or could be part of, the 
CLASSIC language. Case is used to differentiate between different types 
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of language components. Uppercase is used for CONSTRUCTORS. Lower case 
indicates attribute names. Concept names are in mixed case. 
The remainder of this paper is organised as follows. Section 2 discusses 
the reasons for adopting an imprecise querying system. Section 3 presents 
an overview of related work that has been done with relational databases. 
Section 4 introduces the idea of semantic databases and query processing 
in them, using CLASSIC and CANDIDE as examples. Section 5 discusses 
query generalisation in semantic databases. It presents the application of 
generalisation rules to CLASSIC. Section 6 presents a technique that can be 
used to manage computational complexity introduced by imprecise query-
ing. Finally directions for further research are presented in Section 7, and 
conclusions are reached in the last section. 
2 Motivations for imprecise querying 
In any situation where lear:ping is done by trial and error, some information 
as to the trials effectiveness is necessary, and the more the better. If only 
yes/no information about a trials result is forthcoming, then each trial is 
essentially random because informed modification is impossible. Random 
trials are inefficient. As an example, if someone is instructed to guess a 
number from 1 to n, and is told whether he is too high, too low, or correct 
then it will take at most flog 2 n l attempts to find the answer. Random 
guessing requires ~ attempts on average. If there was no information about 
a trial result at all, then we could try all possible numbers, and know that 
we had the right answer at some stage, but not know when. 
We face a similar problem when submitting a database query. The knowl-
edge that we have about the database's structure and contents may be in-
sufficient to construct a query that returns useful information. The worst 
case is the null result: an answer stating that what we have asked for does 
not exist. This is equivalent to the yes/no answer in the guessing game. In 
some cases this may be desirable. In banking applications, one of the possible 
transactions is account debiting. If the specified account does not exist, then 
we do not wish to debit the next best possibility. This paper is concerned 
only with cases where imprecision is allowed. 
Imprecise querying is where, if there are no answers that exactly fit the 
query given, the closest approximation is given. When the database manage-
ment system (DBMS) responds that it can't fill a query, the user can make 
2 
the query less restrictive in an effort to retrieve something. The process of 
relaxing a query's restrictions is referred to as generalisation. 
The advantage of imprecise querying is that users do not need to maintain 
a complete mental schema, or knowledge about the context of the database 
they are working with. They can work with incomplete or inaccurate knowl-
edge, and any query formed will return an answer that provides them with 
more information concerning the structure of the database. This is a process 
that can be performed manually by users, by reforming their query in more 
general terms every time that a null answer is returned. This is, however, 
very difficult to do properly, and can be very time consuming as many gen-
eralisations may have to be made. It would benefit greatly from automation. 
The DBMS can progressively relax the restrictions of a query until such point 
that an answer is found. The relaxations required could also form part of 
the final answer. 
As well as all the potential advantages of imprecise querying, there are 
disadvantages in the form of the extra computational resources needed in 
terms of both . time and spaGe. Generating a generalisation of a query takes 
additional processing time, and when many generalisations are needed, then 
the additional time needed may become prohibitive. Each new query gener-
ated will require extra space and, like time, this may not be available. This 
paper will address these issues, and offer solutiohs. 
3 Imprecise querying in relational databases 
Amongst modern database systems, the relational model is perhaps the most 
common. It is therefore reasonable that most research has been with the 
relational model [10]. Not all the results have been strictly relational. The 
FRDB system [15] is a good example. It uses the concept of a fuzzy set, 
which is an extension of fuzzy logic. A fuzzy set A is a set of elements 
with an associated set membership function uA(). The membership function 
assigns values in the range 0 to 1, to each element of the set. Each query in 
the FRDB system is a sequence of statements that perform fuzzy retrieval 
operations on the database. An optional argument of each statement is a 
threshold value between 0 and 1, which is used to filter the tuples of the result 
by selecting only those values exceed that of the threshold. The problem with 
this approach is that it associates scalar values with more abstract values, 
and that this association is always highly subjective. 
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An alternative approach to imprecise querying is to formulate a query 
solely on nume~·ical measures of similarity. Distances are defined among el-
ements of a domain, and by dividing each distance by the diameter of the 
domain, a value from 0 to 1 is found that measures dissimilarity. This tech-
nique is used by ARES [5) and VAGUE [9]. The problem with this approach 
is again that of assigning quantitative values to qualitative or symbolic data. 
Again, these associations are highly subjective. 
SEAVE [8] is a system that provides an imprecise querying facility for 
standard (precise) relational database systems. A component of SEAVE is 
a supposition generaliser that generalises queries by weakening mathemati-
cal conditions or removing non-mathematical ones altogether. It is assumed 
that three values are associated with each numeric attribute. These values 
are its upper bound, lower bound, and an arbitrary step value to specify 
the minimal weakening of a mathematical condition. For example, the at-
tribute SALARY may have minimum 10000, maximum 50000, and step 
1000. Therefore a constraint such as SALARY < 40000 is generalised to 
SALARY < 41000. an attribute is non-numeric, it is generalised by 
dropping the constraint. Imprecise querying is achieved by continually gen-
eralising the constraints in the query until a match is found. 
The examples above have highlighted a problem with imprecise querying 
in the relational database schema. Non-numeric values are dealt with badly. 
At best they are dealt with in an arbitrary and subjective manner. At worst, 
they are ignored totally. Even the choice of step size that is required by 
SEAVE for numerical attributes, is arbitrary. The relational format does 
not provide an explicit representation of the semantics of the data in the 
database. There are no explicit notational devices that make the task of 
generalisation, which is concerned with the semantics of the data, easier. 
4 Semantic databases 
Semantic databases databases consists of two types of objeds: instances, 
and classes. Information about a class includes information about its par-
ent(s ), or most specific predecessor(s ). Also included is information about 
attributes, and their restrictions. These provide necessary, and possibly suffi-
cient conditions, for an instance to be a member of this class. An instance has 
attributes, which may have values specified for them. Many such databases 
are based on the KL-ONE system, and form the KL-ONE family [14]. Two 
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systems that are of especial interest in this paper are CANDIDE [2] and 
CLASSIC [3]. 
Semantic databases can be related to more traditional relational types. A 
concept can be thought of as a table, and contains roles instead of attributes. 
Instances are used in place of tuples. This provides a rough analogy to help 
understand why semantic models are better for query generalisation. The 
key difference is in the way that tables or concepts are related to each other. 
In a relational database, a table has an attribute that contains a foreign key, 
such as an employee ID for a supervisor in a record about a department of an 
organisation. The semantic model also allows this in the form of an instance 
of the concept of employee to fill the supervisor role of an instance from the 
department concept. 
The semantic model allows concepts to be related in another way; a con-
cept can be a descendant of another concept and inherit structure from it. As 
an example, the concept of person could be defined as in Figure 1. This can 
be read as saying " a person has a name, an age, and a height," that these 
are the defining characteristics of this concept PERSON. This definition says 
nothing about what to actually do with the roles of name, age, and height, 
but it can be safely assumed that they correspond to a text string and two 
numbers. 
Person: 
name 
age 
height 
Figure 1: Definition of PERSON 
Now suppose we have a need for the concept of a student. This can be 
defined as in Figure 2. The difference is in the first line, where the definition 
of Student references that of Person. This can be read as "a student looks 
just like person, which we defined elsewhere, but has the additional attributes 
of a major, and a grade point average." 
What we have done is to create the concept of Person, and then we 
identified the concept of Student as being a subconcept. This means that 
every instance of a student is automatically an instance of a person. This is 
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Student: Person 
major 
grade-point-average 
Figure 2: Definition of STUDENT 
information that cannot easily be captured in a relational format; there is no 
way to say that every student is automatically a person. 
Semantic data models can therefore use generalisation techniques that can 
be applied to relational databases. There are additional techniques available 
that relate to the hierarchical structure, so semantic databases have a greater 
choice of generalisations that can be applied to a query, and the advantages 
of this will be explained in Section 5. The purpose of the following sections is 
to introduce the idea of semantic databases, using CANDIDE and CLASSIC 
as examples. 
4.1 Query by subsumption 
When information is extracted from a semantic database, the process of 
subsumption is used. A class :F subsumes class Q if and only if every instance 
of Q is also an instance of F. 
Vg E Q: g E :F 
=:;,<F r:> Q 
which is read as :F subsumes Q. An instance g is an instance of Q if its 
attributes all satisfy the restrictions specified for Q. We can allow a small 
misuse of language, and say that Q subsumes g. The subsumption relation-
ships of every instance and class in a database forms an acyclic directed graph 
called the database taxonomy. 
The process of constructing a taxonomy can be automated. The user 
need not explicitly specify which class subsumes which, but the DBMS can 
deduce these relationships from class and instance definitions. As a result 
the taxonomy no longer needs to be under the direct control of the user, and 
can maintained in the background. New classes may be defined and inserted 
on the fly. 
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To understand why this is useful in the area of query generalisation, we 
now examine how a query is performed in a semantic database of the KL-
ONE family [14]. The answer required for a database query is any instance, 
or tuple, that fits the restrictions specified by the query. The query is treated 
as a concept1, and fitted into the concept taxonomy. For example, Figure 3 
shows how we can specify that we want the DBMS to show all the instances 
that are students over the age of 65. 
? : STUDENT 
Age (> 65) 
Figure 3: A query to find students older than 65 
Because the DBMS can automatically insert this anonymous class into 
the taxonomy, it can then trace the subsumption relationships to discover 
what instances are members of this class. These instances are the answers 
to the query. 
4.2 CANDIDE and CLASSIC 
To further explore the concept of the semantic database, it will be helpful to 
look at two concrete examples, CLASSIC and CANDIDE. These two systems 
have been chosen because the issue of imprecise querying has been explored 
in CANDIDE [1], and CLASSIC has been written with a the need for a 
tractable subsumption process in mind (3]. These two issues will be dealt 
with later. 
A BNF describing the syntax of CANDIDE is presented in [2], but a brief 
overview will be presented here. 
Figure 4 presents an example of a class definition in CANDIDE. The 
example presents only a limited number of features of the grammar. The 
definition shown describes the necessary and sufficient conditions to be an 
engineering graduate student. Engineering graduates are a subclass of the 
1 In some systems, the data definition language and the data manipulation language 
are the same. This means that queries really do look like concepts, but even if the two 
languages are different, this is no reason for concern 
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ENG-GRAD CLASS 
SUPERCLASS: GRAD 
ATTRIBUTE RESTRICTIONS 
COURSE-LOAD: SOME 3 
DOMAIN CLASS 'ENGINEERING-COURSE' 
ADVISOR: SOME 1 
DOMAIN CLASS 'PROFESSOR' 
Figure 4: An example of a class definition in CANDIDE 
class of graduate students, must be enrolled in least 3 engineering courses, 
and have at least 1 professor advising them. The superclass field provides 
for explicit definition of the taxonomy, as would the subclass field. Both 
of these fields are optionaL The superclass field can be used to determine 
exactly which attributes must be inherited. The attribute restrictions fields, 
which are also optional, can be used to determine superclass and subclass 
relationships. Thus CANDIDE provides for redundancy based on a class' 
inheritance and its structure. 
It should be noted that attribute restrictions all have a quantifier, such 
as SOME, AT-MOST or ALL, that place a cardinality constraint on the values 
that an attribute can have. For example, an engineering graduate must be 
doing at least 3 courses. The other restriction placed by every attribute 
constraint is on the value set. A domain is given, from which every value for 
an attribute must be drawn. For example, all engineering graduates must 
have some engineering courses. 
We now turn to a short introduction to CLASSIC, which is fully described 
in [3]. 
Figure 5 presents an equivalent definition to that presented in Figure 4, 
but defined using the grammar of CLASSIC. The first thing of note is the 
separation of the data manipulation and data definition languages. This has 
little or no relevance to the problem of query generalisation. Generalisation is 
concerned with modifications of a concept described using the data definition 
language. It does not matter if there is a separate language that is defines 
data manipulation, as in the case of CLASSIC. The CLASSIC syntax for 
describing concepts is heavily influenced by LISP, and, as one might imagine, 
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define-concept[ENG-GRAD, 
(AND 
GRAD 
(AT-LEAST 3 course-load) 
(ALL course-lfrad ENGINEERING-COURSE) 
(AT-LEAST 1 advisor) 
(ALL advisor PROFESSOR))]; 
Figure 5: An example of a class definition in CLASSIC 
allows for good use of recursion. One obvious difference to CANDIDE is 
the presence of an explicit conjunctive. The conjunctive for CANDIDE's 
attribute restrictions is implicit. No provision is made for explicit definition 
of superclasses or subclasses. Instead, the inclusion of the named concept 
GRAD means that for an instance to fulfil the requirements of membership 
in this class, it must also fulfil all the requirements for the class GRAD. The 
DBMS can then conclude that the new class inherits all the structure of the 
superclass, and is a direct subclass of that superclass. 
So far it would seem that CLASSIC has, at least, the expressive power 
of CANDIDE. This is not the case. In CANDIDE, any quantifier could have 
a domain associated with it. In CLASSIC, attribute restrictions are sepa-
rated with respect to cardinality and value set constraints. The AT-LEAST 
constructor can only specify a quantity, not a value set, and the opposite is 
true of the ALL constructor. This means it is impossible to define a concept 
Frui tbowl which is required to have at least three apples and two bananas, 
as well as any other form of fruit that may be there. The best that can be 
done is that all the fruit be apples or bananas, and there be five pieces. This 
will limit the ability to generalise a CLASSIC query, compared to CANDIDE, 
but there are other options that remain open. 
A feature that CLASSIC has, that isn't found in CANDIDE, is the ONE-OF 
constructor. It allows the definition of a concept that is simply a grouping 
of instances. An example is shown in Figure 6. 
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define-concept[CAR, 
(ONE-OF Ford Volvo Toyota)] 
Figure 6: An example of a class definition using ONE-OF 
4.3 Issues of tractability 
For a database to be of practical use, it needs to be able to process a rea-
sonable quantity of data in a reasonable time. Thus the issue of tractability 
arises, with respect to semantic databases. In systems like CLASSIC and 
CANDIDE, subsumption is the major operation. There has been extensive 
exploration of the computational behaviour of such systems [4, 6, 12], with 
the conclusions are that the complexity of algorithms for subsumption and 
query processing are very sensitive to choice of concept constructors. 
CANDIDE is essentially' an extension ofthe :F£-, KANDOR, and BACK 
frame-based knowledge representation languages. It has been shown that 
KANDOR, and consequently CANDIDE, has a trap where complexity gets 
out of hand [11]. CLASSIC was written with the issue of complexity in mind. 
This is why it doesn't include expensive features such as OR and NOT, and 
lacks some of the expressiveness of CANDIDE. 
It should be noted that the complexity of subsumption is measured with 
respect to the size of the concept descriptions, rather than the size of the 
database. The database size is not an issue in systems such as CLASSIC, 
which perform a great deal of preprocessing, and maintain the subsumption 
hierarchy, so that once a concept is fitted into the taxonomy, it is already 
linked to all the instances and classes that it subsumes. 
Because of the complexity problem with subsumption in CANDIDE, it 
isn't suitable for large, complicated situations, while at the moment it would 
seem that CLASSIC is. It would also seem desirable to merge the ideas of 
tractable query subsumption and imprecise querying, so the next step is to 
explore the potential for query generalisation in CLASSIC. 
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5 Generalisation of semantic databases 
Generalisation is the process of modifying the intension of a concept, so that 
the new concepts extension is potentially larger than than th~ original, and 
completely includes everything specified by the original concept. When a 
database query is generalised, care must be taken to avoid over generalisa-
tion which leads to the problem of the family resemblance effect [13]. As 
a class becomes more inclusive, its instances will have less in common with 
each other, and there will be less knowledge about the database that can be 
inferred from them. If the original query produces a null answer, then it is 
preferable to return some small portion that is close rather than the entire 
database. In other words, the best alternative to the null answer is the one 
yielded by smallest degree of generalisation, and this should provide the user 
with the best insight into the databases structure. Consequently the larger 
the variety of generalisations available at any given stage, the better. The 
more ways of producing alternative descriptions, the greater the likelihood 
that one of them will produGe an answer, so fewer levels of generalisation will 
be needed. 
A good description of rules for generalisation may be found in [7]. Many 
ideas on concept generalisation from Section 5.2 of this paper will be re-
peated here in Sections 5.1.1 to 5.1.5 where their applications in CLASSIC 
are presented. As well as referring to the more general generalisation rules, 
comparisons will be drawn with CANDIDE, wherever valid. 
5.1 Generalisation in CLASSIC 
This section will describe the practical application of generalisation rules to 
CLASSIC queries. The form of CLASSIC lends itself to some generalisation 
rules, but not others. For example, the lack of an DR constructor makes it 
impossible to directly transform a conjunction into a disjunction. The use 
of a ONE-OF constructor makes it possible to apply the extending reference 
rule, which can't be done with CANDIDE. 
CLASSIC does not have an EXACTLY constructor which is a quantity re-
striction that requires a field to have exactly a specified number of values. 
This lack can be dealt with by using a combination of AND, AT-LEAST, and 
AT-MOST. When the quantification domain of either AT-LEAST or AT-MOST 
is extended, or either the AT-LEAST or AT-MOST condition is dropped, then 
the effect is that of the artificially created exactly operator being generalised 
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with the extension of quantification domain rule. This is called an emergent 
generalisation. 
Before a description of the more specific generalisation rules, a discussion 
of their application in light of the recursive nature of the definition of CLAS-
SIC is appropriate. The AND, ALL, PRIMITIVE, and DISJOINT-PRIMITIVE 
constructors all take arbitrary concept expressions, which may consist of fur-
ther recursive constructs. As mentioned earlier, overgeneralisation is to be 
avoided, therefore these constructors must be generalised at the lowest pos-
sible level. If a concept expression to be generalised contains some other 
concept expression, then the outer expression is generalised by generalising 
the inner expression. Consider the following: 
(AND (AND 
(AT-LEAST 2 courses)) II< (AT-LEAST 1 courses)) 
where II< denotes a generalisation. The AND constructor contains a concept 
expression, that can itself be generalised as discussed in Section 5.1.1. The 
AT-LEAST term cannot now be generalised further, so generalisation of the 
entire expression proceeds at the outer level by dropping conditions as dis-
cussed in Section 5.1.3. This idea is easily extended to more levels of nesting. 
5.1.1 Extending the quantification domain 
A cardinality constraint is generalised by applying the 'extension of quantifi-
cation domain' rule discussed in [7]. Michaliski introduced the concept of a 
numerical quantifier, expressed in the form 
3(I)v, S[v] 
where I, the index set, denotes a set of integers and S[v] is an expression 
having v as a free variable. The previous expression evaluates to true if the 
number of values of v for which the expression S[v] is true is an element of 
the set I. Consequently (AT-LEAST 3 courses) can be rewritten as 
3(2: 3)v, { vlattr-value( courses, v)} 
which is read as there exist 3 or more values for v such that v is an attribute 
value of courses. 
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Using the concept of the numerical quantifier, the extension of the quan-
tification domain rule can be expressed as 
3(/l)v, S[v] II< 3(/z)v, S[v], !1 ~ lz 
We can now define how the two types of cardinality constraints in CLASSIC 
are generalised. 
• (AT-LEAST n (role-expr)) II< (AT-LEAST (n 1) (role-expr) ), n > 1 
We can generalise the requirement that we have n or more attribute 
values for a role to the requirement that we haven 1 or more values. 
This is also expressed as 
3(~ n )v, S[v} II< 3(~ (n 1) )v, S[v] 
It should be noted that n must be greater than 1. If n is equal to 1, 
then this expression cannot be generalised further, and generalisation 
must continue with the next outermost nesting level. 
• (AT-MO$T n (role-expr)) II< (AT-MOST (n + 1) (role-expr)) 
This is identical to the case for AT-LEAST except that the upper-most 
end of a range of integers is being extended. 
3(~ n )v, S[vJII< (n + 1))v, S[v] 
Note that, unlike the case for AT-LEAST, there is no specified limit to 
the extension of integer sets because of the open world assumption in 
CLASSIC. This will cause a problem, in that there is no point at which 
this term can no longer be generalised, and thus no point at which gen-
eralisation of higher level concept expressions can take place. In fact, it 
is possible to construct a query for a database which can never be sat-
isfied, no matter how far it is generalised, and generalisation will never 
stop. This problem can be solved by allowing a special case, where 
both the quantification domain for AT-MOST is extended, and appropri-
ate generalisation rules are applied to the next outermost nesting level 
under the assumption that this AT-MOST concept expression cannot be 
generalised further. 
In comparison to CANDIDE, the ALL concept constructor cannot be gen-
eralised by extending the quantification domain. In CANDIDE, attribute 
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constraints are built from a value constraint and a quantity constraint, the 
combination of which is considered atomic. This allows the specification of 
the existential quantifier by writing SOME 1 ( v), where v is some value con-
straint. It is read to mean that an attribute has at least 1 value of type v, 
and may have other values. There is no such construct in CLASSIC. 
5.1.2 Climbing the generalisation tree 
A concept expression can be as simple as a named concept. Any named con-
cept will already have been processed and placed into the database taxonomy 
by the CLASSIC classifier. As such, its parent concepts are known. If :F sub-
sumes Q then all instances that are subsumed by Q are also subsumed by :F. 
A concept consisting of a named concept can be generalised by replacing it 
with the name of the parent concept. We can write this as 
(concept) II< parent( (concept)) 
As an example, if Car is subsumed by Vehicle then 
Car II< Vehicle 
is a valid generalisation. If we also use the rules concerning the nesting of 
concept expressions, then we can also perform the generalisation 
(ALL thing-driven Car) II< (ALL thing-driven Vehicle) 
In CANDIDE, climbing the generalisation tree is used to relax the value 
set constraints of attribute restrictions. A query class also specifies a super-
class. This superclass specification can also be generalised by climbing the 
generalisation tree. 
5.1.3 Dropping condition rule 
CLASSIC provides the AND constructor for composition, which will accept 
one or more concept expressions as arguments. For any instance to satisfy a 
concept constructed with AND, it must satisfy all the sub-concepts. Any such 
concept can be generalised by simply dropping one of the sub-concepts, which 
have been conjunctively linked. 
(AND (concept)n (concept)) II< (AND (concept)n),n 2::1 
14 
It is not explicitly stated in [1] that the dropping condition rule is used 
in CANDIDE, but when an attribute restriction cannot be generalised any 
further, then the attribute restriction is dropped altogether. 
5.1.4 Extending reference rule 
CLASSIC does not provide an OR constructor. This means that external 
disjunction is impossible. Internal disjunctions are possible however. The 
ONE-OF constructor takes a number of instances as arguments, and defines a 
class that is a time invariant set of the objects specified. 
A concept, that has been defined by using ONE-OF, fits into the taxonomy 
at some point. The concept can be extended, or generalised, by adding a 
new instance to the ONE-OF construction. The general extension of reference 
rule is expressed as 
where CTX stands for some' arbitrary concept expression, L is a term, and 
R1 and R2 (references) are internal disjunctions of values of L. References R1 
and R2 can be interpreted as sets of values that descriptor L can take in order 
to satisfy the concept description. The rule states that a concept description 
can be generalised by enlarging the reference of a descriptor (R2 ~ R1 ). The 
elements added to R2 must, however, be from the domain of L. 
From this definition, we can see that the generalisation 
(ONE-OF I) II< (ONE-OF I i), :F [> I, :F [> i, i ~ I 
where I is the original set of instances, :F is the most specific named concept 
that subsumes all the instances in I, and i is some instance that P subsumes 
and is not included in I, can be applied in CLASSIC. If there are no more 
values i that satisfy the stated restrictions, then ONE-OF cannot be generalised 
any further. 
CANDIDE has no constructor that equates to ONE-OF, so no comparisons 
can be drawn. 
5.1.5 Turning conjunction into disjunction rule 
Because of the lack of an OR constructor in CLASSIC, this form of general-
isation is not directly possible, but the effects can be achieved. In general, 
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this rule can be stated as 
where F1 and F2 are arbitrary descriptions. 
A query generalisation can produce several new queries. When the drop-
ping condition rule is applied, any conjunctive term can be dropped. If two 
new queries are produced by dropping different terms, then their extensional 
answers can be combined into one answer. This answer is the same that 
would be produced by turn the conjunction into a disjunction. 
The choice of which term to drop is arbitrary, and if the query 
eralisation system simply returns the first answer produced by dropping a 
term without checking the results of dropping other terms, then any answer 
produced by dropping other terms will not be returned. These alternative 
answers may be desired, so it is possible that there may be occasions when a 
disjunctive answer combining two or more answers produced by the dropping 
of terms is preferable to an)ndividual answer set. 
As stated, CLASSIC does not provide an OR constructer. Although it is 
possible to work around this as described, this is contrary to the design of 
CLASSIC. Any answer produced by using a disjunction cannot be described 
as a concept expression in CLASSIC notation, so this rule should only be 
used in exceptional circumstances. 
5.2 Issues of tractability 
In Section 4.3 it was explained that in order for a database management 
system to useful, it needed to be able to process queries in a reasonable 
amount of time. It also needs to be able to do this with large amounts of data. 
This is the reason cited for choosing CLASSIC over CANDIDE as a base 
DBMS. The advantages of CLASSIC are wasted if introducing the technique 
of query generalisation is going to make query processing intractable again. 
Unfortunately this may happen. Consider the following informal argument. 
It has been shown that when a query is processed in an ordinary fashion, 
that is, no generalisation is performed, that the main factor affecting process-
ing complexity is the subsumption process. When queries are generalised, 
then any null answer results in one or more new queries being produced, 
which are then subjected to the process of subsumption. If these new queries 
all produce null answers, then the cycle repeats until such time as a non-null 
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answer is produced. If k new queries are produced, on average, from each 
query that yields a null answer, then after the first round of generalisations, 
there will be k new queries to be processed. Assuming these all produce 
null results, then the next round, there will be k2 new queries. If queries 
have to be subjected to n levels of generalisation, on average, then there will 
be kn queries that must be fitted into the database; query generalisation is 
subject to exponential growth. At this point it seems reasonable to assume 
that as queries become more complex, the number of levels of generalisation 
required, on average, will increase. To put this another way, n is propor-
tional to the complexity of concept expressions, measured with respect to 
the number of terms. 
6 Heuristics for choosing generalisations 
The combinatorial explosion problem renders the straight forwru:d approach 
to generalisation presented in [7] impractical for a general use database. In 
order to render query generalisation a useful technique, its complexity must 
be managed in some way. This section presents heuristics and an algorithm 
to achieve this. 
The first step is to assign an order of preference to each possible type of 
generalisation rule that may be applied to a query. The choice of this ordering 
is somewhat ru:bitrary, and may differ depending on individual requirements. 
Presented here is an ordering chosen on the basis of subjective opinion as to 
which yields the least relaxation. 
1. Extend the quantification domain of an AT-LEAST constructor. 
2. Extend the reference of a ONE-OF constructor. 
3. Replace a named concept with the name of its parent. 
4. Drop a condition. 
5. Extend the quantification domain of an AT-MOST constructor. 
Extending the quantification domain of the AT-LEAST constructor is the most 
preferable, compared to extending the quantification domain of the AT-MOST 
constructor, which is least preferable. This is because there is no upper 
bound for the extension to AT-MOST, and the solution is to both extend the 
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quantification domain, and generalise the concept expression at the next 
outermost nesting level. This can potentially achieve a much greater degree 
of relaxation than any other rule. The rule of turning a conjunction into a 
disjunction is not included here, as it is impossible to express a disjunctive 
concept in CLASSIC, and thus it is impossible to produce a query that can 
be generalised further. This does not preclude the returning of a disjunctive 
answer in certain situations as outlined in Section 5.1.5. Any of these rules 
may be applied to a query in more than one way. When this is the case, then 
the choice between them is arbitrary, as it is assumed that the generaliser 
knows nothing about the relative importance of different attributes. 
For any query, there is a maximum number of new queries, that can be 
produced by generalisation, that is directly proportional the the complexity 
of the original query. As a query is repeatedly generalised, its complexity is 
non-increasing. Let q be some query. Let q be the set of queries that can be 
produced by applying the rules described in Section 5 to q. The rules used to 
produce q have a precedence ordering as described above. If all the queries 
in q have null answers, then we can use this ordering to select one member 
from q, and label it q'. The set of generalisation rules can now be applied 
to q' to yield q'. This process can be repeated until a query with a non-null 
answer is produced. Limiting the number of new queries generated at each 
step by choosing one query to generalise, means that the number of queries 
generated is bounded by a constant based on the complexity of the original 
query. 
It is worth noting an interesting effect related to the idea of family re-
semblance that will be used as a justification for heuristics. At each level of 
generalisation, the number of queries grows exponentially, but consider the 
following two CLASSIC concept expressions, 
(AT-LEAST 2 Thing) 
(AT-LEAST 1 Course) 
If the taxonomy specifies that Thing is the direct superclass of Course, then 
both of these concept expressions will generalise to 
(AT-LEAST 1 Thing) 
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Thus, although the query generalisation tree grows in width exponentially 
with respect to its depth, eventually many of the new queries are identical 
to each other, and if only unique queries are included at each level, then 
the tree becomes a lattice that initially expands as it grows downward, an 
then begins to contract. In fact, eventually every concept expression will 
eventually generalise to 
Thing 
or its semantic equivalent, so that the query generalisation graph narrows to 
single points at the top and bottom. 
Because the generalisation tree eventually converges despite the initial di-
vergence, it would seem reasonable to allow heuristics involving the selection 
of only one generalisation at each leveL A caveat to be observed is that the 
convergence may not provide beneficial effects for computational tractabil-
ity. Even though two queries produced by generalisation may be the same, 
recognising that they are identical requires effort, which may require more 
computing power than simply generalising from both points and ignoring any 
possibility of redundancy. This paper proceeds as though no computational 
benefit is gained. 
We can now present an algorithm that uses this idea of choosing one 
query to generalise at a time. First we introduce some variables:-
NEW The set of queries that have produced by a generalisation, and are to 
be processed using subsumption to find their extension. 
SPARE The set of queries that produced null extensions, but have yet to 
be generalised. 
CURRENT The next query to apply generalisation rules to. 
Figure 7 shows the basic algorithm. The key point is that each time round, 
when new queries are produced by generalisation in step 5, only one query 
from the previous round is generalised to produce more queries that are 
tested to see if they yield an answer. If any do, then it is left to the individual 
application as to whether one or all non-null answers are presented. Note that 
as presented, the algorithm allows for a query to be selected for generalisation, 
even it was passed over at an earlier stage. 
19 
1. Initially we have no queries that have been tested for answers, so 
SPARE is empty. We only have one query, the original one, that needs 
to be tested for an answer. 
2. Subject all queries in NE'W to the process of subsumption to see if 
there is any non-null answer indicating that we can stop. 
3. Since no queries in NEW produced answers, we will add them to 
SPARE so that they may possibly be selected later for generalisation. 
4. Select a query SPARE to be CURRENT 
5. Produce NEW by applying all possible generalisations to CURRENT. 
Even if we are only going to select one query to be generalised from the 
new set, we still need all queries to see if an answer can be produced 
this round 
It is possible to extend this algorithm. The first option is to allow 
teraction with the user. Instead of just giving the final answer, the user 
is allowed the option of rejecting it, whereupon the algorithm will discard 
NEW, and move to step 4. At this stage, CURRENT may be selected from 
any generalisation produced so far. It may be preferable to use some more 
limited form of backtracking, where SPARE is treated as a stack of sets, and 
step 3 pushes the set NEW onto SPARE, and step 4 is an incremental pop 
process, where CURRENT is chosen and removed from the set on the top of 
the stack, and once top set becomes empty, it is implicitly popped. 
7 Future work 
This section is essentially a wish list of things that it would be good to work 
on, but there simply wasn't the time. There are many further directions 
that the work in this report can be extended. The first and most obvious is 
modifying the CLASSIC system to perform query generalisation. This would 
provide a platform with which to experiment with the ideas presented this 
report. 
The heuristic techniques described should be regarded as merely a starting 
point for a more developed system. As mentioned, the choice of preference 
ordering is highly subjective. If backtracking is used with this algorithm, 
then the user is providing is providing feedback on his or her preferences 
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1. Let SPARE initially be empty 
Let NEW initially be a singleton set 
consisting of the orginal query. 
M 2. Can non null answer be produced 
from any element of NEW? r-
No 
3. Let SPARE be the union of SPARE 
and NEW 
4. Use the preference rules to choose and 
remove some query from SPARE, and 
call it CURRENT 
5. Produce NEW by applying all possible 1--
_generalisation rules to CURRENT. 
Stop 
Figure 7: Algorithm to limit the complexity of generalisation by one query 
at a time to generalise. 
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regarding a good answer. At the very least, this can provide a way to reorder 
the generalisation preferences, but a more sophisticated approach would be 
to use higher-order forms where generalisation rankings are based on what 
generalisations have been performed previously. 
Another direction to· consider is choosing generalisations to make based 
not only the type of rule being applied, but on which attributes the rule is 
being applied to. Using Figure 5 as an example, relaxing the restrictions on 
advisor in preference to those on course load. Obviously, it is impossible to 
produce some universal ordering, as attributes vary between databases, but 
it should be possible to incorporate this idea into the concept of using user 
responses to build an ordering for an individual database. 
This paper has presented only an informal discussion of query general-
isation complexity, concentrating on upper bounds. A more general and 
rigorous analysis would be worthwhile. 
This paper has only applied generalisations to concept expressions. In 
CLASSIC, queries can be made about individuals as well as concepts. Some-
thing to consider is the extension of generalisation to individual expressions, 
and perhaps even to the data manipulation language itself. 
8 Conclusions 
An underlying theme in this paper has been that any real world system 
will have the potential to be very large, and that complexity must be kept 
under control. The idea of imprecise querying has been applied to CLASSIC 
in order to provide a DBMS that can generalise queries, but still remain 
computationally feasible. 
It has been pointed out the any imprecise query system is going to be 
potentially intractable unless some simplifying measures are taken. A col-
lection of heuristics has been presented that achieves this. They are simple 
but can be improved by having modifications made on the fly based on user 
response. No consideration has been made regarding space complexity which 
may be a problem. 
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