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Abstract 
This research uses Markov random fields to model stochastic interactions among classes 
over space and time, which allows a global Bayesian optimization of the classification result. A 
maximum likelihood supervised classification method is used to derive initial classification 
result purely based on the spectral information. Both the spatial and temporal contextual 
information are derived and represented from modeling the image pixel class labels in predefined 
spatial and temporal neighborhoods. In this study, we improve the spatial context by introducing 
the concept of distance decay and dealing with missing data by making the spatial context locally 
adaptive. For modeling the temporal context, we explore and evaluate a new method called 
“cubic spatio-temporal neighbor” besides commonly adopted transition probability matrices 
(TPMs) by considering the temporal correlation length and phonological pattern. The 
optimization of MRF model parameters (weights) for combining spectral, spatial and temporal 
information in the classification is an important problem. The possible occurrence of strongly 
undesirable negative parameters which are neglected in the literature is dealt with in this paper 
by using the scaled difference in coefficient estimates (DFBETAS) which is normally used in the 
field of Statistics. We have implemented the method using C# programming language and 
successfully applied it to the urban land cover classification with Landsat image time series over 
a decade and to the snow surface melting detection in Antarctic ice sheet with daily satellite 
observations. Our application examples demonstrate that the proposed algorithms are effective 
and efficient in modeling contextual information and optimizing parameters, and the 
incorporation of spatio-temporal information with our MRFs method results in significant 
improvement as large as 8.9% in classification in comparison with the use of spectral 
information alone. 
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Chapter 1 
 
Introduction 
 
 
1.1  Background 
 The conventional per-pixel based image classification largely relies on the spectral information 
contained in each pixel’s feature vector, which is comprised of the DN values of all image bands. 
It is often inadequate to achieve an accurate classification, especially when dealing with 
heterogeneous geographical features with similar spectral properties. In order to improve the 
classification reliability and accuracy, additional information clues need to be incorporated in the 
classification process. The spatial context among classes in a neighborhood has been exploited in 
different ways in the past decades [1], [2]. In recent decades, the frequent observations from 
various satellite sensors have also created image time series for almost every part of the earth’s 
surface. It has been shown in the literature that Markov random field (MRF) models provide an 
effective and well-established analytical framework for integrating contextual information 
associated with the image in the classification process [3]. Generally, the global model of context 
for all pixels in an image is an infeasible task. With the help of MRF approach, however, we can 
solve this issue as MRF allows expressing the global model of dependency with local interactions 
among neighboring pixels [4]. Specifically, based on the Hammersley-Clifford theorem [5] which 
states the equivalence of Gibbs random field (GRF) and MRF, the global contextual model of the 
image can be simplified to an equivalent local one, thus reducing the difficulty and complexity of 
the related model. Besides, combining the “maximum a posteriori” (MAP) criteria with the MRF 
model and taking the energy format of probabilities, the classification task turns to minimize a 
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total energy function which is a linear combination of weighted energy functions from different 
information sources [5].  
 Several widely used methods to address the minimization problem includes the simulated 
annealing (SA) algorithm, the maximization of posterior marginals (MPM) algorithm, and the 
iterated conditional modes (ICM) algorithm [4]. SA converges to a global minimum of the total 
energy function [3] but it is of heavy computation loads [4], [6]. MPM maximizes the marginal 
posterior probability of the class for each pixel [4], [7] and it is often used in the image 
segmentation [7], [8]. ICM, though converges to a local minimum [9], it typically requires much 
less execution time and results in similar classification results for task of similar size, compared to 
SA [4].  
 
1.2 Limitations of previous research 
 The representation and modeling of contexts over space and time have been a major task for 
the MRF model. Concerning the spatial contextual information, the usual adopted approach is that 
the eight nearest surrounding pixels of any given pixel are taken into consideration and the spatial 
energy for any class is modeled as the negative ratio of the number of neighboring pixels labeled 
as this class to the total number of neighbors [10], [11]. Though the simplicity of this method 
makes it popular, it does not consider the effect of distance decay since all eight neighbors are 
treated equally. Furthermore, the fixed spatial neighborhood is not capable of handling the 
possible occurrences of data gaps. 
 In terms of modeling the temporal context, a common practice adopted in previous studies is 
the use of transition probability matrices (TPMs) [10-15]. TPMs record the transition probability 
from one land cover type at one date to another type at a different date. Different methods to 
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estimate TPMs are also proposed. The simplest one is to directly evaluate TPMs from experts’ 
experience by allowed and forbidden transitions [10]. A supervised nonparametric technique 
based on the “compound classification rule” to detect land cover transitions between two remote 
sensing images was proposed by Bruzzone and Serpico [15]. In addition, a specific formulated 
expectation-maximization (EM) algorithm [14] for multitemporal and multisource image 
classification was brought up and the joint probabilities which symbolize the TPMs are 
automatically estimated in the meanwhile. Also local transition probability models are used in the 
Markov random field for forest change detection [12] and for multitemporal images classification 
[13]. In fact, for phenomena (for example, land cover and land use) under investigation that have 
a relatively long temporal correlation length, (e.g. years) and classes do change with some 
patterns or rules, TPMs are very suitable to model these transition rules or the temporal contextual 
information. On the contrary, if the interested phenomena like snow cover or snowmelt have a 
relatively short temporal correlation length, (e.g. days or weeks) TPMs are no longer powerful in 
modeling the temporal contextual information. 
 Another issue in the MRF approach is that it requires a preliminary procedure for the 
optimization of inherent parameters which represents the weight or contribution of each 
information source before applying the classification scheme. Several algorithms to estimate MRF 
parameters have been proposed in the context of MRF models for unsupervised classification [16], 
[17]. However, these algorithms are limited in the application to specific typologies of MRFs [18], 
[19] and also they require other approaches like Monte Carlo simulations [20] or stochastic 
gradient approaches [17] which often lead to considerable computation. In the context of 
supervised classification, there is a very limited literature about MRF parameter setting. In most 
cases, the brute-force trial-and-error approach is used to find out a set of appropriate parameters 
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[4], [6]. Though this method is very simple, it is manual and time consuming. Two major 
automatic approaches, one based on maximum likelihood estimation [20] and the other based on 
genetic algorithms [21], are too demanding with respect to computation. A heuristic algorithm 
developed by Melgani and Serpico [10] automatically optimizes the parameters for joint 
supervised classification of two temporal images. Serpico and Moser [22] proposed a fast 
parameter optimization method by the Ho-Kashyap (HK) algorithm. This algorithm utilizes the 
training points to formulate a set of linear inequalities by exploiting the linear dependence of the 
energy function on the unknown parameters. Then the set of parameters is identified for the 
purpose of maximizing the classification accuracy by solving the system of linear inequalities, 
which is extended to the HK algorithm. It is worth noting that none of the mentioned parameter 
optimization methods can ensure all optimal parameters to remain positive. In fact, negative 
values for parameters are not theoretically forbidden in the MRF model. However, based on their 
role as a weight or contribution to each energy source, they are strongly undesirable in the study 
[22]. 
 
1.3 Improvements in this paper 
 In this paper, each single-time MRF model integrates three source of information: spectral, 
spatial, and temporal. We make use of  maximum likelihood classification (MLC) method to 
extract spectral information and generate initial classification results.  
 To overcome the limitations of previous spatial models, in our research, the influence of each 
spatial neighborhood is weighted by its inverse distance to the pixel of interest and this weighted 
energy for each class is further normalized by the summation of weighted energies for all classes. 
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To deal with missing data, we make the spatial neighborhood locally adaptive rather than restrict 
it to the fixed order.  
 For modeling the temporal context, we explore and evaluate a new method called “cubic 
spatio-temporal neighbor” besides commonly adopted transition probability matrices (TPMs) by 
considering the temporal correlation length and phonological pattern..  
 To solve the problem of negative paramters, an empirical method which takes advantage of the 
scaled difference in coefficient estimates (DFBETAS) [23] in the field of statistics is proposed. 
DFBETAS is a measure of how much an observation has affected the estimate of a regression 
coefficient or the parameter in the context of our study. It is straightforward that for any 
unexpected negative parameter, the observation with strongest influence is to blame and we can 
remove this observation to obtain an updated set of parameters. It should be noted that we 
combine the HK algorithm with the DFBETAS measure (DFHK) to address the issue and we also 
record each deleted observation to track and monitor the whole process.  
 
1.4 The structure of paper 
Experimental results on multitemporal datasets of two study cases consisting of phenomena 
with different temporal correlation lengths are reported and discussed. The paper is organized into 
four sections. Section Ⅱdiscusses in detail the problem definition, energy functions specification, 
classification procedure by ICM algorithm, and the method for parameters determination. 
Experimental results for the MRF approach are described in Section Ⅲ. Finally, a conclusion is 
provided in Section Ⅳ. 
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Chapter 2 
 
Methodology 
 
2.1 Problem Definition 
The Markov random field approach can be applied to multitemporal images. Here we focus on 
an example of only two temporal images for the sake of simplicity. Let us consider I1and I2 as 
two registered images acquired at time 𝑡1and 𝑡2 respectively. Define set S1 and set S2 containing 
all p pixels of I1and I2, respectively. Let L1 = {𝛼1 , 𝛼2 , … , 𝛼𝑀} be the set of possible classes for 
I1 and C1 be the classification of all pixels in I1. Let L2 = {𝛽1 , 𝛽2, … , 𝛽𝑁} be the set of possible 
classes for I2 and C2 be the classification of all pixels in  I2. Given the images acquired at 𝑡1, 𝑡2 
and the classification of I1, the optimal classification C2
∗ of I2, based on the Bayesian rule and 
MAP criteria, is to solve the maximization problem:  
 
 P(C2
∗
| I1, I2, C1) = MaxC2{P(C2|I1, I2, C1)} 

This problem is computationally infeasible because the optimization is based on a global 
model of the image. Suppose that our aim is to update the class of current pixel in the light of all 
available information, we can apply this to each pixel in turn. This procedure defines a single 
cycle of an iterative algorithm for estimating C2
∗
. Adopting the ICM algorithm [9], our problem 
is that for every pixel 𝑗 in I2, label it to 𝛽𝑘 which satisfies: 
 
 P(βk | I1, I2, C2
−, C1) = Maxβi∈L2 {P(βi |I1, I2, C2
−, C1)} (2) 

where 𝑖and C2
− is the classification of all pixels in I2 except the current one. Equation 
(2) means that given the spectral vectors of all pixels in I1, I2, the classification of all pixels in I1, 
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together with classification of all pixels except the current one in I2, label pixel 𝑗 to class 𝛽𝑘  
which maximize the posterior probability. However, for each pixel in  I2 , it is still very 
complicated to calculate (2) due to the fact that it involves the global model of context. By 
adopting the MRF approach, we can largely reduce the model complexity by simplifying the 
global model to a model of local image properties. This combination of MAF method and MRF 
(MRF-MAP) approach thus simplify the classification problem shown as follows: 
 
 P(βi | I1, I2, C2
−, C1) = P(β2 |v2, Nsp, Ntp)  (3) 

where  v2 is the spectral vector of current pixel in  I2  , Nsp is the predefined spatial 
neighborhood and Ntp stands for the temporal neighborhood.  
   We then apply the algorithm for a fixed number of iterations or stop the algorithm at 
convergence. At each iteration the current estimates of  C1 and C2
−
, obtained at the previous 
iteration are used to generate new estimates of such label sets. The ICM algorithm [4], though 
converges to a local maximum [9], is rapid and often results in good final estimates [4]. 
According to the MRF and GRF equivalence, we can take the energy format of probabilities and 
the maximization of the probability in (3) can be turned into the minimization of total energy 
function 𝑈T( 𝛽𝑖 , v2, Nsp, Ntp):
 
 P(βi |v2, Nsp, Ntp) =
1
Z
e−[UT( βi , v2,Nsp,Ntp)]  (4) 

where Z is constant. Assuming that N𝑠𝑝 and N𝑡𝑝 are conditionally independent,𝑈T is expressed in 
the following relation: 
 
 UT( βi ,  v2, Nsp, Ntp) = λsUs(βi , v2)+λspUsp(βi , Nsp) + λtpUtp(βi , Ntp)  (5) 
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where  λs, λsp and λtp are the spectral, spatial and temporal parameters or weight of each energy 
source. These parameters need to be predefined before classification procedure.  
 
2.2 Energy Functions 
Energy functions may have different forms but they must be consistent with the meaning of 
their corresponding probabilities. In particular, we normalize the energy functions so that they all 
range from -1 to 0. 
 
2.2.1 Spectral Energy Function 
 Spectral energy function is defined as follows: 
 
 Us(βi , v2) = - [P(v2| βi )]  (6) 

 Maximum likelihood classification (MLC) method by default assumes equal prior probabilities 
for all classes, so it can be used to estimate the conditional probability P(v2| 𝛽𝑖 ). Trained by 
sample points for all possible classes MLC provides the conditional probabilities for each 
individual image and also allows us to obtain the initial classification results solely based on their 
own spectral information. Other methods, besides MLC, to estimate the conditional probabilities 
can be used as well. 
 
2.2.2 Spatial Energy Function 
The spatial contextual information is associated with the predefined spatial neighborhood 
Nsp of the current pixel. Nsp is defined as the neighboring pixels that are within certain Euclidean  
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distance (order) from the pixel of interest [24]. As an illustration, the second order spatial 
neighborhood is shown in Fig. 1. In this research, we introduce the concept of distance decay 
which means that the influence of each neighboring pixel on the pixel of interest is weighted by 
their inverse Euclidean distance. Previous fixed spatial neighborhood is incapable of dealing 
with missing data or data gaps. To handle this problem, our spatial context is not fixed to second-
order. Instead, we improve the spatial neighborhood so that it is locally adaptive. That is, if all 
spatial neighboring pixels have no data, we increase the spatial order by one till there is at least 
one neighboring pixel that is not missing value.  
The spatial energy function is then defined as 
 
 Usp(βi , Nsp)
∑pixel n∈Nsp & type n=βi 1/dist(m,n)
∑n∈Nsp1/dist(m,n)
 (7)
 
where 𝑑𝑖𝑠𝑡(𝑚, 𝑛) is the Euclidean distance between pixel n in the neighboring and interested 
pixel m.  
 
 
Fig. 1 Spatial and temporal context: for pixel 𝑖 in I1, S1comprises the spatial neighborhoods of 
I1 and for pixel 𝑖 in I2, S2 is the spatial neighborhoods of I2. Pixel 𝑖 in both images are temporal 
neighborhoods of each other. 
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2.2.3 Temporal Energy Function 
 
Phenomena with long temporal correlation length  
 
   Phenomena like land cover and land use changes happen in years or decades and the transition 
rules between classes can be generalized or predicted. In such situation, TPMs [10, 14, 15] are 
suitable to model the temporal contextual information. Temporal energy function is defined as 
 
  Utp(βi , Ntp)∑αj ∈NtpP(βi |αj ) (8)
 
P(𝛽𝑖 |𝛼j ) represents the transition probability from class 𝛼j at time 𝑡1 to class 𝛽𝑖 at time 𝑡2 and it 
is the (𝑗 , 𝑖) element of the 𝑀*𝑁 dimension TPM. The TPMs can be automatically computed by 
utilizing the supervised nonparametric technique [15] based on the “compound classification rule” 
or a specific formulated expectation-maximization (EM) algorithm [14]. As a simple alternative, 
we directly calculate the TPMs based on the initial classification 
 
 P(βi |αj )
P(βi ,αj )
P(αj )
 (9)
 
It is the ratio of number of pixel couples labeled as 𝛽𝑖 in image of interest (I2) and αj in the 
temporal image (I1) to the total number of pixels labeled as αj in the temporal image (I1). TPM for 
I1 is computed in the similar manner. 
 
Phenomena with relatively short temporal correlation length 
 
 Phenomena like snow cover or snowmelt change more rapidly (e.g. daily or monthly) and 
there are no simply generalized transition rules between different classes. Therefore, TPMs are no 
longer appropriate in modeling temporal information in under such circumstances. To deal with 
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this issue, we combine the spatial context and the temporal context to make a cubic spatio-
temporal neighbor (Fig. 2). The cubic neighborhood energy function is then defined as 
 UT(βi , Nsp, Ntp)(Usp(βi , Nsp) + ∑αj ∈NtpUsp(αj , Nsp)) (10) 
 
2.3 Classification procedure by ICM algorithm 
So far, we have defined two MRF models of I1and I2 and in the following the ICM algorithm 
which uses MRF-MAP approach at each iteration will be discussed. In this paper, temporal 
information allows bi-directionally exchanges so that we can better exploits this source of 
information. Specifically, in our case of two temporal images, noncontextual classified (classified 
solely based on spectral information)  I1 is utilized as temporal information for I2 so that I2 can 
take advantage of temporal information in addition to spectral and spatial information. Once I2 is 
iteratively processed, it serves as the temporal information for I1 and I1 can consequently be 
iteratively updated and improved. Melgani and Serpico [10] proposed a “ mutual” or “parallel” 
approach according to which at each iterationI1and I2 are simultaneously classified based on the 
MRF-MAP criteria using Nsp and Ntp from previous iteration to get the new estimate of I1and I2. 
Experimental results on temporal images of our study area have shown that the two approaches 
are quite similar in terms of classification results but our method requires same or less iteration 
times for each image. Moreover, at each iteration two contextual information sources are to be 
updated for each image in the scheme proposed by Melgani and Serpico [10] while only one is 
required to be updated in our approach, which means our approach is more computationally 
efficient. The classification process by ICM is described as follows. 
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Fig. 2 Cubic spatio-temporal neighbor: for pixel 𝑖 in I𝑡, spatial neighborhood of same positioned 
pixel 𝑖 in I𝑡−1and spatial neighborhood of same positioned pixel 𝑖 in I𝑡+1comprises its temporal 
context. Combining the spatial and temporal context, we can get the cubic neighbor. 
 
Two images initialize respectively using Maximum Likelihood classification (MLC) or other 
alternative methods based on their own spectral information so that we get the initial classification 
results of  I1 and I2 , notated as C1
0 and  C2
0  in respective. Suppose that we have obtained the 
parameters λs, λsp, and λtp by a proper determination procedure. Two images go through an ICM 
algorithm of their own. Starting with I2, C1
0 is unchanged as temporal information for I2 and C2 is 
iteratively updated based on the classification from previous iteration and the criteria of 
minimizing total energy function till convergence. Then the obtained optimized classification of 
I2 (C2  ̂ ) is used as stable temporal information for I1 and new C1 is generated at each iteration, on 
the basis of last iterated image and the total energy minimization rule till convergence. Therefore, 
we get the optimized classification of I1 (C1  ̂ ). The convergence criteria is that the number of 
different pixels between two consecutive classified images lies within a certain threshold, for 
example, 0.1% of total pixel numbers, or the iteration times arrives the specified largest iteration 
times. The classification procedure is illustrated as Fig. 3. 
 
13 
 
 
Fig.3 Classification procedure by ICM algorithm  
 
2.4  Parameter optimization 
 Parameters associated with each source of energy can be regarded as the weight or contribution 
of each information source to the total energy function. The identification of a set of appropriate 
parameters is an important component in the classification process. However, this problem is 
typically addressed by the old fashioned “trial-and-error” interactive process [4] which is manual 
and time consuming. In the context of supervised classification, there are very limited researches 
about MRF parameters setting although these methodologies are known to be able to generate 
very accurate classification results. Weight parameter optimization by the HK algorithm [22] is 
known as a fast algorithm to automatically optimize the MRFs parameters. Based on the concept 
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that “total parameterized energy of true class should be less than the total energy of other classes”, 
this algorithm employs the training samples to formulate a set of linear inequalities. Then the set 
of parameters is identified for the purpose of maximizing the classification accuracy by iterating 
the HK algorithm (HK-ICM) to solve the set of inequalities. In brief, the main idea of HK 
algorithm is to solve the following equation: 
 
 XλY (11) 
 
where 𝑿 is the known 𝑚 ∗ 𝑛 matrix derived from training samples, Y is initially set as a 𝑚 ∗ 1 
matrix with unitary values in each row, andλis the unknown which represents the parameter 
vector (λ𝑠, λ𝑠𝑝, λ𝑡𝑝)
𝑇 . Note that 𝑚 is equal to the number of sample points multiplied by the 
subtraction of total number of classe by one, and 𝑛 is the number of energy sources incorporated 
in the classification scheme. Equation (11) can be solved by linear regression based on the 
mimimum squared error (MSE) step. The HK approach is used to jointly optimize bothλ and Y 
by iteratively updating Y based on a gradient-like descent step and then updating λ by the MSE 
step [22]. It is worth noting that the HK procedure removes records containing only negative 
entries from the input matrix trying to avoid negative optimized parameters. This is because 
negative values are barely interpretable considering that parameters act as weights or 
contributions of energy sources [22]. However this simple preprocess in the HK procedure cannot 
ensure all optimized parameters to stay positive. To overcome this issue, we propose an new 
empirical method in this paper based on the scaled difference in coefficient estimates (DFBETAS) 
which is often used in the field of Statistics to find out and exclude exceptional observations or 
outliers. 
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 DFBETAS is a measure that indicates whether an observation causes an increase or decrease in 
the estimate of a regression coefficient or the parameter in the context of our study [23]. The 
DFBETAS is defined as follows 
 
 𝐷𝐹𝐵𝐸𝑇𝐴𝑆𝑖𝑗
𝜆𝑗−𝜆𝑗(𝑖)
√𝑀𝑆𝐸𝑖∗(1−𝐻𝑖𝑖)
 (12) 
 
 𝐻X(𝑋𝑇𝑋)−1𝑋𝑇 (13) 
 
where 𝜆𝑗  is the 𝑗th parameter in the vectorλ , 𝜆𝑗(𝑖)  is the estimate for the 𝑗th parameter by 
removing 𝑖th observation in the matrix X, 𝑀𝑆𝐸𝑖 is the mean squared error of the regression fit by 
removing observation 𝑖, and 𝐻𝑖𝑖 is (𝑖, 𝑖) element in matrix 𝐻.  
 So the (𝑖, 𝑗) element of DFBETAS corresponds to the scaled difference for the 𝑗th parameter 
obtained after removing the 𝑖th observation. Since we are concerned with negative parameter 
(negative 𝜆𝑗) and we expect positive updated parameter (positive 𝜆𝑗(𝑖)), the smallest 𝐷𝐹𝐵𝐸𝑇𝐴𝑆𝑖𝑗 
is what we are looking for. First identifying the smallest negative parameter based on HK-ICM 
method, we can iteratively alternate the DFBETAS step to update the observation and the HK 
algorithm to update the parameters (DFHK-ICM) till there is no negative parameters. Our DFHK-
ICM method performs the following processing steps at kth iteration: 
1. Given current 𝑿𝑡 and 𝒀𝑡, use HK-ICM to obtain a set of optimized parameters 𝛌𝑡; 
2. Find out the smallest negative value among this set of parameters and compute the 
DFBETAS for all rows in 𝐗𝑡 on this parameter. 
3. Remove the row with smallest DFBETAS to get 𝑿𝑡+1 and also delete the same row in 
matrix 𝒀𝑡 to generate 𝒀𝑡+1. 
4. Repeat above three steps till all the parameters are positive. 
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The procedure is shown in Fig. 4. We have recorded each deleted observation in order to track 
and monitor the whole process because removing too many records would not work well for real 
world applications.  
This method can be further applied to other general MRF models which involves more than 
three sources of information, and to estimate multiple parameters in the supervised classification 
setting. Note that this part should be done in the initialization state of ICM process and the 
obtained set of parameters remain unchanged in the iteration of ICM algorithm.  
 
 
Fig. 4 DFHK-ICM algorithm 
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Chapter 3 
 
Experimental results 
 
3.1 Land cover and land use change 
 
Located in Zhujiang Delta of China, our first study area is a typical urbanizing area shown in 
three registered temporal images acquired by Landsat 5 in January 2004 and in December 2009, 
and by Landsat 8 in October 2014, respectively (Fig. 5).  
Because of the moderate spatial resolution of Landsat images, the land cover and land use 
types for three images were generalized into five classes: deep water (Class 1: reservoir, river), 
vegetation (Class 2: forest, cropland), shallow water (Class 3: ponds), bare land (Class 4), and 
impervious surface (Class 5: residential, urban, etc.). We notate each image as I1(year 2004), I2 
(year 2009), and I3 (year 2014) for simplicity. For each image, MLC is utilized to produce the 
initial classification map, in addition to the conditional probabilities required by the MRF based 
contextual classifier. Four TPMs are estimated on the basis of information from initial 
classification results (Table І). Two mutually exclusive sets of training samples are used: One set 
is used to optimize the parameters or weights of energy sources, and the other set is utilized to 
assess the classification accuracy of different classifiers. Appropriate sets of MRF parameters for 
three temporal images are obtained by the DFHK-ICM and they are shown in TableⅡ.  
Examining the Landsat image sequence and the estimated TPMs, we can see that land cover 
and land use change patterns between time period Year 2004-Year 2009 and time period Year 
2009-Year 2014 are very similar.  
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                     (a)                                                  (b)                                                   (c) 
Fig. 5 Multitemporal images in false color: acquired over a part of Foshan city, China in January 
2004 (a) and December 2009 (b) by Landsat 5, and in October 2014 (c) by Landsat 8.  
 
TableⅠ: Transition probability matrices: (a) From Year 2004 to Year 2009. (b) From Year 2009 
to Year 2004. (c) From Year 2009 to Year 2014. (d) From Year 2014 to Year 2009. 
 
Year 2009 
 
Class 
Deep 
Water 
Vegetation 
Shallow 
water 
Bare 
land 
Impervious 
Year 2004 
Deep Water 0.85 0.01 0.14 0 0 
Vegetation 0 0.72 0.04 0.03 0.21 
Shallow water 0 0.19 0.59 0.01 0.21 
Bare land 0 0.18 0.02 0.04 0.76 
Impervious 0 0.02 0.03 0.01 0.94 
(a) 
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  Year 2004 
  
Class 
Deep 
Water 
Vegetation 
Shallow 
water 
Bare 
land 
Impervious 
Year 2009 
Deep Water 0.97 0 0.03 0 0 
Vegetation 0 0.7 0.18 0.02 0.1 
Shallow water 0.02 0.06 0.9 0 0.02 
Bare land 0 0.63 0.19 0.08 0.1 
Impervious 0 0.24 0.22 0.1 0.44 
(b) 
 
 
Year 2014 
  Class 
Deep 
Water 
Vegetation 
Shallow 
water 
Bare 
land 
Impervious 
Year 2009 
Deep Water 0.98 0 0.02 0 0 
Vegetation 0 0.66 0.07 0.01 0.26 
Shallow water 0.01 0.11 0.76 0.01 0.11 
Bare land 0 0.11 0 0.07 0.82 
Impervious 0 0.04 0.02 0 0.94 
(c) 
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Year 2009 
  Class 
Deep 
Water 
Vegetation 
Shallow 
water 
Bare 
land 
Impervious 
Year 2014 
Deep Water 0.86 0.02 0.12 0 0 
Vegetation 0 0.85 0.09 0.01 0.05 
Shallow water 0 0.14 0.84 0 0.02 
Bare land 0 0.42 0.12 0.43 0.03 
Impervious 0 0.22 0.06 0.04 0.68 
(d) 
 
Table Ⅱ ：Three sets of MRF parameters for I1, I2 and I3. 
 
Weights 
Year Spectral Spatial Temporal 
2004 5.27 1.83 0.33 
2009 6.66 0.51 1.16 
2014 1.58 0.7 0.95 
 
 
 Taking image pair I1 and I2 as an example, we can find that deep water and shallow water 
are quite stable without significant changes. This is implied by the high transition probability of 
0.98 from deep water to deep water and of 0.76 from shallow water to shallow water in TableⅠ
(c). Besides, referring to TableⅠ(c), we can also see that vegetation gradually transforms to 
impervious surface by a probability of 0.26, and 82% of bare lands have changed to impervious 
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surface. Furthermore, impervious surface is stable and the growing bare and impervious surfaces 
almost come from vegetation, which is reflected by the moderate transition values of bare land 
changing from vegetation and of impervious surface changing from vegetation (TableⅠ(d)). The 
transition probabilities cannot perfectly reveal the real temporal correlation between temporal 
images, therefore each source of information need to be weighted in the classification process.  
Three sets of optimal positive parameters are automatically acquired by the DFHK-ICM 
method. In this study case, all observations are kept which means we get the optimal set of 
parameters at first iteration of DFHK-ICM algorithm for the three temporal images. It can be 
seen that spectral weights always have the highest values which indicates the importance of 
spectral information in the land cover and land use classification process. Also, I1 has the least 
temporal weight among the three images. This is consistent with the observation that there are 
more dramatic changes from I1  to  I2  because more changes means less temporal correlation, 
namely less temporal weight. 
In our first study case, MRF based classification of three temporal images rather than usual 
two temporal images are demonstrated and reported. Table Ⅲ (a), (b), and (c) provides the 
accuracy of classification using only spectral information (MLC), of classification using spectral 
and spatial contextual information (SSC), of classification utilizing spectral and weighted spatial 
contextual information (SSwC), and of classification incorporating spectral, weighted spatial and 
temporal contextual information (SSwTC) for the three temporal images.  Taking  I1 as an 
example, the classification results by MLC, SSC, SSwC, and SSwTC are shown in Fig. 6. 
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Table Ⅲ: Overall accuracy and single-class accuracy (in percent) obtained by the noncontextual 
classifier (MLC) and contextual classifiers (SSC, SSwC, and SSwTC) for I2004 (a), I2009(b), and 
I2014(c).  
Accuracy for year 2004 
Method  
Deep 
Water 
Vegetation 
Shallow 
water 
Bare 
land 
Impervious Overall 
MLC 82.2 71.9 80.0 77.6 72.8 76.2 
SSC 86.3 76.4 84.3 77.6 77.6 80.0 
SSwC 87.7 76.4 84.3 80.6 79.2 81.1 
SSwTC 90.4 79.8 88.6 82.1 85.6 85.1 
(a) 
 
Accuracy for year 2009 
Method 
Deep 
Water 
Vegetation 
Shallow 
water 
Bare 
land 
Impervious Overall 
MLC 74.0 80.9 82.9 82.1 82.4 80.7 
SSC 76.7 84.3 88.6 85.1 82.4 83.3 
SSwC 76.7 83.1 88.6 86.6 84.0 83.7 
SSwTC 87.7 85.4 88.6 88.1 90.4 88.2 
(b) 
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Accuracy for year 2014 
Method  
Deep 
Water 
Vegetation 
Shallow 
water 
Bare 
land 
Impervious Overall 
MLC 76.7 84.3 80.0 86.6 80.1 81.4 
SSC 79.5 88.8 88.6 86.6 79.2 85.1 
SSwC 79.5 89.9 88.6 86.6 80.8 84.7 
SSwTC 89.0 89.9 90.0 86.6 90.4 89.4 
(c) 
 
 
(a)                                             (b)                                          (c)                                         (d) 
Fig. 6 Classification results of  I1by MLC (a), SSC (b), SSwC (c), and SSwTC (d). 
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The converge criteria is that the percent of number of different pixels between two 
consecutive iterated images are less than 0.001. Iteration times for three images I1, I2,  I3 are two, 
three, and three in respective while the “mutual” approach in [10] lead to three rounds of iteration 
for all temporal images. Moreover, at each iteration two contextual information are to be updated 
for each image in the scheme proposed by Melgani and Serpico [10] while only one is required to 
be updated in our ICM approach. Since the classification results are very similar by both method, 
our approach tend to be more computationally efficient. 
According to Table Ⅲ , the results obtained without any contextual information are 
acceptable but not satisfactory in terms of overall accuracy which are 76.2% for I1, 80.7% for 
I2009, and 81.4% for I2014. The moderate accuracy are often caused by the mixing nature of 
different land cover and land use types. For example, bare land and impervious surface or water 
and vegetation are sometimes mixed in classification because of similar spectral curves at some 
portion of the spectrum. This is reflected by the obvious “salt and pepper” noise in Fig.6 (a). 
After incorporating the spatial information, the overall accuracy is largely increased by 3.8% for 
I1, 2.6% for I2, and 3.6% for I3. The SSC shows increase in accuracy for the class deep water, 
vegetation, and shallow water.  This may be explained by the fact that isolated mixing pixels are 
removed by the smoothing effect of spatial contextual information. It can be seen that Fig.6 (b) 
and (c) have smoothed results compared to Fig.6 (a). In addition, the results are further improved 
by around 1% after introducing the concept of distance decay to weigh the spatial context by its 
inverse distance. Taking a closer look, SSwC is better than SSC in accuracy for the class 
“impervious surface” and this is due to the fact that SSwC is more reasonable in representing 
spatial relationships between different features and it is a little better in preserving linear features 
like roads (impervious surface) than SSC. This is revealed by the area covered by the rectangle 
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in Fig.6 (b) and (c) that a little more linear roads in the rectangle are preserved in Fig.6 (c) 
compared to Fig.6 (b) although a large portion of the roads in both images are smoothed out. The 
incorporation of spatio-temporal contextual information demonstrates its benefits in the dramatic 
improvement of overall accuracy by 4.0%-4.7% compared to SSwC, and by 7.5%-8.9% 
compared to MLC. Almost all classes are improved in accuracy using SSwTC in which deep 
water, shallow water and impervious surface has sharp increases. This can be explained by the 
fact that water and impervious surface have very apparent and stable transition rules and the 
derived TPMs provide very helpful temporal information for the classification of these two 
classes. It can be seen that most of the roads in the rectangle are preserved in Fig.6 (d) compared 
to Fig.6 (b) and Fig.6 (c). Based on high-resolution temporal images on Google Earth, red spots 
within the circle in Fig. 6 (a) are misclassified as impervious surface while they were in fact 
ponds (shallow water) with stuff on the surface that mislead the classification. Fig. 6 (b) and (c) 
that incorporate spatial information in the classification are improved by removing a large part of 
the red spots but after incorporating the temporal information, red spots within the area are 
almost removed shown in Fig. 6 (d). All missing data shown as black in the initial classification 
results are reclassified and this demonstrates the effectiveness of our locally adaptive spatial 
window in dealing with data gaps.  
 
3.2 Snowmelt in Antarctic 
 
   The second scenario focuses on the snowmelt detection on the Antarctic ice sheet. The satellite 
data used are the 19 Horizontal polarized (19H) and 37 Vertical polarized (37V) SSM/I (Special 
Sensor Microwave Imager) data provide by the National Snow and Ice Data Center (NSIDC) in 
Level 3 EASE-Grid format. The spatial resolution of these two channels is 25 km, and a grid of 
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182*222 pixels covers the entire Antarctic continent. Antarctic ice sheet was extracted by the 
coastline mask [25] and only pixels lying entirely on the ice sheet are taken into consideration in 
order to eliminate ocean contamination [26]. Here we consider only two types of features on the 
Antarctic ice sheet which are wet snow and dry snow due to the coarse spatial resolution. 
Temporal resolution of our data is one day and the temporal coverage is from July 1
st
 2001 to 
June 30
th
 2002.   
    Initialization is carried out to all temporal images using the cross-polarized gradient ratio 
(XPGR) method proposed by Abdalati and Steffen [27]. This method takes advantage of the fact 
that wet pixels have distinct difference in response to 19H and 37V channel while dry pixels 
have similar responses. As a consequence, we can detect the wet pixel with relatively larger 
cross-polarized gradient ratio. To find out the appropriate threshold to distinguish between dry 
pixel and wet pixel, we refer to the modified XPGR method proposed in [28].The method 
samples XPGR values in both summer and other seasons from 1978 to 2010 at the Wilkins Ice 
Shelf area which experienced melting every year. It then fits the bimodal histogram of XPGR 
values by two general Gaussian models based on which a melt signal adaptation method was 
used to obtain the optimal threshold. The optimal threshold calculated for separating wet pixels 
from dry pixels is -0.0293 which is adopted in our case. To derive the spectral information, we 
examine the statistics of two sampled dataset which respectively covers dry pixels and wet pixels. 
Mean for wet and dry pixels are 0.002 and -0.103 in respective and standard deviation (std.) for 
wet and dry pixels are respectively 0.006 and 0.023. Given the XPGR value of any pixel, we can 
then calculate the probability it belongs to wet. Pixels with XPGR larger than 0.014 
(meanwet+2*std.wet)) are highly possible to be wet (probability=1) and pixels with XPGR less 
than -0.149 (meandry-2*std.dry)) are very unlikely to be wet (probability=0). For pixel with other 
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XPGR, the probability that it belongs to wet can be linearly transformed based on its XPGR. The 
wet probability is defined below. 
 
 P(wet|XPGR) = {
1, 𝑖𝑓 𝑋𝑃𝐺𝑅 > 0.014
𝑋𝑃𝐺𝑅+0.149
0.163
, 𝑖𝑓 𝑋𝑃𝐺𝑅
0, 𝑖𝑓 𝑋𝑃𝐺𝑅 < −0.149
∈ [−0.149, 0.014]  (14) 
 
Similarly, we can define the dry probability for every pixel based on its XPGR. 
 
 P(dry|XPGR) = {
0, 𝑖𝑓 𝑋𝑃𝐺𝑅 > 0.014
1 −
𝑋𝑃𝐺𝑅+0.149
0.163
, 𝑖𝑓 𝑋𝑃𝐺𝑅
1, 𝑖𝑓 𝑋𝑃𝐺𝑅 < −0.149
∈ [−0.149, 0.014]  (15) 
 
Correspondingly, spectral energy function can be calculated by Eq. (6) based on Eq. (14) and Eq. 
(15). Cubic spatio-temporal neighbor is used to model the spatial and temporal contextual 
information. We get parameters using HK-ICM and DFHK-ICM algorithms for images on 15
th
 
of November, December, January, February, and March. The results are shown in Table Ⅳ.  
 
   According to the table, HK algorithm results in negative parameters for all the images except 
the one in November. The negative values make it very difficult to interpret the contribution of 
the corresponding energy sources. On the other hand, DFHK-ICM generates positive values for 
all images by respectively removing two, five, three, and three records for images on December, 
January, February, and March. Results displayed in Table Ⅳdemonstrate the effectiveness of DFHK-
ICM algorithm in generating positive sets of parameters. 
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Table Ⅳ: Parameters by HK-ICM and DFHKICM. 
Image Method Spectral Cubic Neighbor Total removed 
Nov 15
th
  HK-ICM 0.2013 0.3503 
 
 
DFHK-ICM 0.2013 0.3503 0 
Dec 15
th
 HK-ICM -0.6539 -0.0898 
 
 
DFHK-ICM 0.9721 0.3720 2 
Jan 15
th
 HK-ICM -1.3290 0.1111 
 
 
DFHK-ICM 0.6113 0.7000 5 
Feb 15
th
 HK-ICM -2.1629 0.3472 
 
 
DFHK-ICM 1.5112 1.0569 3 
Mar 15
th
 HK-ICM -0.9728 -0.2238 
 
 
DFHK-ICM 2.2720 1.1258 3 
 
 
   Fig. 7 shows ice-sheet snowmelt distribution drawn from the threshold method and the MRF 
method on 28th December 2001. The white indicates melt area, grey indicates the non-melt area, 
and black represents area without data. Results of the two methods are different and we use in 
situ data for validation of the results. Snow melting is corresponding to the spatial distribution of 
surface air temperature. Consequently, we use surface air temperature data acquired from 
automatic weather stations (AWSs) in Antarctic ice sheet to validate our results. Time scale for 
the surface air temperature data are three hours so we aggregate and then average the data to 
obtain daily temperature for each corresponding image. 
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       (a)                                                           (b) 
Fig. 7 Threshold image on Dec 28th, 2001 (a) and the MRF map (b). 
 
 
   It is worth noting that daily mean surface air temperature above 0 ℃ is regarded as signal for 
snowmelt. Due to the limited available temperature data and strong fluctuations in snowmelt on 
the Ross Ice Shelf and Marie Byrd Land, AWSs in those regions are not selected [28]. Since one 
pixel in our image represents an area of 625 km
2
 (25km*25km), an AWS cannot reflect 
temperature for such large area due to topography effect. To reduce the topographical influence, 
only AWSs with relatively simple spatial gradients are chosen [28]. The selected AWSs are 
Larsen Ice Shelf, Bonaparte Point, Butler Island, and Uranus.     
   For validation, we process the air temperature data from the summer months (November–
March) in Antarctica [28]. The single-class accuracy and overall accuracy for each AWS and for 
all the four AWSs are provided in table Ⅴ. 
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Table Ⅴ: The single-class accuracy and overall accuracy for each AWS and for the four AWSs 
by XPGR and MRF method. 
 
                                                   Accuracy 
Automatic weather station Snow detection method Dry snow Wet snow Overall 
Larsen Ice Shelf XPGR 80.19 55.56 72.85 
 
MRF 83.02 60.00 76.16 
Bonaparte Point XPGR 79.17 73.79 75.50 
 
MRF 79.17 73.79 75.50 
Butler Island XPGR 89.86 15.38 82.12 
 
MRF 89.13 15.38 81.46 
Uranus XPGR 46.15 87.50 48.34 
 
MRF 49.65 87.50 51.66 
All four AWSs XPGR 78.78 61.11 74.57 
 
MRF 80.00 63.89 76.16 
 
 
   According to the table, there is a sharp improvement of 4.4% in accuracy for wet snow at 
Larsen Ice Shelf AWS whose wet snow accuracy changes from 55.56% by XPGR method to 
60.00% by MRF method. Comparable improvement of 2.8% is also found for dry snow at same 
area after using MRF method. The overall accuracy at Larsen Ice Shelf increased greatly by 
3.3%. Concerning Bonaparte Point AWS as well as Butler Island AWS, results acquired by 
XPGR and MRF method are quite similar in terms of accuracy for each class and overall 
accuracy.  
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  At Uranus AWS, accuracy resulted from MRF method for dry snow is largely improved by 3.5% 
in comparison to that of XPGR method and the overall accuracy also increases largely by 3.3%.  
Examining the four AWSs together, accuracy for dry snow using XPGR method and MRF 
method are respectively 78.78% and 80.00%, meaning that there is 1.2% improvement in dry 
snow identification. Similarly, accuracy for wet snow is 61.11% by XPGR method and 63.89% 
by MRF method so we can improve the accuracy for wet snow detection by 2.8% using MRF 
method. Note that both methods have accuracy as low as 15.38% for wet snow at the Butler 
Island AWS. This founding is consistent with the discussion in [28] which explains that since 
Butler Island AWS is very close to the seaside, it cannot correctly reflect the average temperature 
of a large adjacent inland area. 
   Daily average surface air temperature data validate the snowmelt detection results of the MRF 
method and it shows that MRF method which incorporates spectral, spatial, and temporal 
information has relatively higher precision than the spectral based XPGR detection method. The 
results also reflect the usefulness of cubic spatial-temporal neighbor in modeling spatial and 
temporal contextual information. 
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Chapter 4 
 
Conclusions and Discussions 
 
4.1 Conclusions 
 
Our Markov Random Field (MRF) approach has been successfully applied to the urban land 
cover and land use classification with Landsat image time series over a decade and to the snow 
surface melting detection in Antarctic ice sheet with daily satellite observations. Our application 
examples demonstrate that the proposed methods of weighted spatial context and cubic spatial-
temporal neighbor are effective and efficient in modeling spatial and temporal contextual 
information. The generated positive sets of parameters and the high accurate classification results 
demonstrate the usefulness of DFHK-ICM algorithm in optimizing parameters for integrating 
spectral, spatial and temporal information components. The incorporation of spatio-temporal 
information in our MRFs method results in significant improvement as large as 8.9% in 
classification in comparison with the use of spectral information alone. The flexibility of Markov 
random field analytical framework allows one to include other ancillary data [11] in the 
classification scheme, besides the spatial and temporal contextual information.  
In our study cases, we adopt the spatial neighborhood with flexible order and also weigh the 
influence of each neighboring pixel on the interested pixel by its inverse distance. The land cover 
classification results demonstrate the advantages of our methods in the one percent improvement 
in the overall accuracy by SSwC when compared to SSC and in the reclassification of all missing 
data. 
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For modeling the temporal contextual information of phenomena with long temporal 
correlation length, the appropriate estimation of TPMs is important. The specific formulated 
expectation-maximization (EM) algorithm [14] and the supervised nonparametric technique [15] 
might be alternative choices. However, in this paper, we have shown that the TPMs directly 
calculated from initial classification are also feasible and permits one to improve classification 
results. In terms of phenomena with short temporal correlation like daily snowmelt and snow 
cover, TPMs are no longer useful because the temporal change dynamics cannot be generalizable 
by the TPMs. Our experimental results for snowmelt detection in Antarctic ice sheet show that 
the cubic spatio-temporal neighbor is suitable for modeling spatial and temporal context together 
under such circumstances.  
Each temporal image requires a preliminary procedure for the optimization of inherent MRF 
parameters before the classification procedure. In most cases, the brute-force try-and-error is 
used [4], while this method turns to be manual and time consuming. Also the negative 
parameters, though not theoretically forbidden in the MRF model, are strongly undesirable in the 
study according to their meaning as weights or contributions of energy functions. The proposed 
DFHK-ICM thus provides a reasonable and good solution to this problem in a fast and automatic 
manner, which is confirmed by the generated positive sets of parameters and the high accuracy 
of classification results.  
 
4.2 Discussions 
However, there are also some limitations that must be clarified. First of all, the sensitivity of 
the spatial window is not examined in the research. Besides, there is barely ground truth for the 
second study case so we use the daily mean surface temperature data as a substitute for 
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validation. Hence, there are several inherited concerns. Firstly, using AWS temperature to 
represent the temperature of the pixel where the AWS is located is to some degree not very 
accurate because the AWS temperature may not 100% reflect the temperature of the surrounding 
area which is as large as 25km*25km. Secondly, only four AWS in each image can be used for 
validation which may make the results biased. Finally, daily mean surface air temperature above 
0 ℃ is regarded as signal for snowmelt and maybe there are better thresholds that need to be 
explored. 
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