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ABsTRACT

The process of protvtyping is part of every scientific inquiry, product design, and learning
activity. The new economic realities require the rapid prototyping of manufactured artifacts

and rapid solutions to problems with numerous interrelated elements. This, in turn, requires
the fast, accurate simulation of physical processes and design optimization using knowledge
and computational models from mdtipIedisciplines (mnlti-phyria andmulti-smlemakls) in science
and engineering. ThlL'i, the realization of rapid multidisciplinary prototyping is the new
gnrnd chJlleng:. In this application scenario the narurnl computational resource is a
"computational grid" that connects the needed distributed hardware and software resources
used to simulate the elements of the artifact. Our research goal is to address this application
scenario in the context of parallel computing, cluster computing (LAN based computational
grids), and Intranet/Internet computational grids. In this document, we describe the initial
design of a generic MPSE framework based on a network of computational agents assuming
a net-<:entric ron-time support environment. Moreover, we present the realization of this
framework for designing a prototype MPSE (GasTurbnLab) for supporting simulations
needed for the design of efficient gdS turbine engines.
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SECTION 1: INTRODUCTION

It is predicted that in the next cennuy, the available computational power will enable any one with
access to a computer to find an answer to any question that has a known or effectively computable
answer. The recently proposed concept of problem solving environments (PSEs) [20][23] promises
to contribute toward the realization of this prediction for physical modeling and to provide students,
scientists, and engineers with environments that allow them to spend more time doing science and
engineering rather than computing.
The predicted growth of computational power and network bandwidth suggests that computational
modeling and experimentation will be one of the main tools in big and small science. In this scenario,
computational modeling will shift from the current single physical component design to the design of
a whole physical system with a large number of components that have different shapes, obey
different physical laws and manufacturing constraints, and interact with each other through
geometric and physical intedaces. For example, the analysis of an engine involves the domains of
thermodynamics (gives the behavior of the gases in the piston-cylinder assemblies), mechanics (gives
the kinematics and dynamic behaviors of pistons, links, cranks, etc.), structures (gives the stresses and
strains on the parts) and geometry (gives the shape of the components and the structural constraints).
The design of the engine requires that these different domain-specific analyses interact in order to
find the final solution. The different domains share conunon parameters and interfaces but each has
its own parameters and constraints. We refer to these multi-eomponent based physical systems as
multi-physics applications (MPAs). The realization of the above scenario, which is expected to have
significant impact in industry, education, and training, will require the devdopment of new
algorithmic strategies and software for managing the complexity and harvesting the power of the
expected HPCC resources; it will require PSE technology to support programming-in-the-Iarge and
reduce the overhead of HPCC computing. The main research thrust in this area should be to identify
the framework for the numerical simulation of multi-physics applications and to develop the enabling
theories and technologies needed to support and realize this framework in specific applications. The
MPSE is the software implementation of this framework It is assumed that its elements are
discipline-specific problem solving environments. The MPSE design objective is to allow the natural
specification of multi-physics applications and their simulation with interacting PSEs through
mathematical and software interfaces across networks of computational resources. In this document,
we describe a software architecture for MPSEs and its implementation for an MPA related to the
simulation of gas turbine engines.

TIlls document is organized as follows Section 2 defines the concepts of PSE and MPSE and reviews
the associated research issues. Section 3 presents the gas turbine engine MPA Section 4 discusses an
MPSE, referred throughout as GasTurbnLab, for the simulation of gas turbine engines. In section 5,
we describe the application software infrastructure in the GasTurbnLab prototype. In section 6, we
describe the architectural components for a generic MPSE framework, along with issues pertaining
to the GasTurbnLab instantiation of this MPSE framework. We conclude our discussion in Section
7, with an analysis of the overall MPSE framework architecture and the major challenges in validating
this architecture and its principle objectives through the implementation of the GasTurbnLab
prototype.

SECTION 2: MPSEs - DEFINITIONS AND RESEARCH ISSUES

In the following we define the PSE and .:MPSE concepts, and review the associated research issues.
SECTION 2.1: PSEs AND MPSEs

Domain Specific PSEs: Even in the early 1960s, scientists had begun to envision problem-solving
computing environments not only powerful enough to solve complex problems, but also able to
interact with users on human terms. The rationale of our research is that the dream of the 1960s will
be the reality of the 21st: High pedonnance computers combined with better algorithms and better
understanding of computational science have put PSEs well within our reach.

W1.ut 1m! PSEs? A PSE is a computer system that provides all the computational facilities needed to
solve a target class of problems. These facilities include advanced solution methods, automatic
selection of appropriate methods, use of the application domain's language, use of powerful graphics,
symbolic and geomeuy based code generation for parallel machines, and programming-in-the-Iarge.
The scope of a PSE is the extent of the problem set it addresses. This scope can be very narrow,
making the PSE construction very simple. Nevenheless, even what appears to be a modest scope can
be a serious scientific challenge. For example, we have created a PSE for bioseparation analysis
[11127]. This has a narrow scope, but is still a complex challenge as we incorporate both a
computational model and an experimental process supponed by physical laboratory instruments. We
are also creating a PSE called PDELab for partial differential eqillltions (PDEs) [60]. This is a far
more difficult area than bioseparation and the resulting PSE will be less powerful Qess able to solve
all the problems posed to it}, less reliable Qess able to guarantee the correctness of results), but more
generic (more able to parse the specifications of many PDE models). Nevenheless, PDELab will
provide a quanmrn jump in the PDE solving power delivered into the hands of the working scientist
and engineer.

W1.ut are tb:! PSE reIata:l7r!:Sf!LrTrh issues to k addres.sai? A substantive research effort is needed to lay the
foundations for building PSEs. This effort should be directed towards i) a PSE kernel for building
scientific PSEs [62], it) a knowledge based framework to address computational intelligence issues for
PDE based PSEs [28][35], iii) infrastruetille for solvIDg PDEs [29][30][31][59][61],and iv) pmillel
PDE methodologies [13][38][40163][64165] and vinwl compuracio",'] envirorunents [17][34][68].
MPSEs for prototyping ofphysical systems: I/PSEs are so JXlfJ£rfid, 'UiJat then is anMPSE? In simple
terms, an :MPSE is a framework and software kernel for combining PSEs for tailored, flexible
multidisciplinary applications. A physical system in the real world normally consists of a large number
of components that have different shapes, obey different physical laws and manufacturing!design
constraints, and interaet through geometric and physical interfaces. Mathematically, the physical
behavior of each component is modeled bya PDE or ODE system with various fonnulations for me
geometry, PDE, ODE, interface/boundary/linkage and constraint conditions in many different
geometric regions. It is difficult to imagine creating a monolithic software system to accurately model
such a real problem with complicated artifacts such as the turbo engine, which has liternlly hundreds
of odd shaped parts and a dozen physical phenomena. Therefore, one needs an :MPSE
mathematicaVsoftware framework which, first, is applicable to a wide variety of practical problems,
second, allows for sohware reuse in order to achieve lower costs and high quality, and, finally, is
suitable for some reasonably fast numerical methods. Most physical systems and manufactured
artifacts can be modeled as a mathematical network whose nodes represent the physical components
in a system or artifact. Each node has a mathematical model of the physics of the component it

represents and a solver agent for its analysis. Individual components are chosen so that each node
corresponds to a simple PDE or ODE problem defined on a regular geomeoy.
SECTION 2.2: THE RESEARCH ISSUES

W1.m are the 171I1th.matiml nelWYrk mel1:o:Iolutfes r8JUimi? Wh:tt are the reseP1th issues? There exist many
standard, reliable PDE/ODE solvers that can be applied to these local node problems. In addition,
there are nodes that correspond to interfaces (e.g. ODEs, objective functions, relations, common
parameters and their constraints) that model the collaborating parts in the global model. Moreover,
the analysis of an artifact changes through time, thus some of the interfaces appear and disappear
during the analysis session. To solve the global problem, we let these local solvers collaborate with
each other to relax (i.e., resolve) the interface conditions. An interface controller or mediator agent
collects bOlUldary values, dynamic/shape coordinates, and parameters/constraints from neighboring
subdomains and adjusts boundary values and dynamic!shape coordinates to better satisfy the
interface conditions. Therefore, the network abstraction of a physical system or artifact allows us to
build a software system that is a netwOrk of collaborating well-defined numerical objects through a
set of interfaces. Some of the theoretical issues of this methodology have been addressed in [44], [46]
and [47] for the case of collaborating PDE models. The results obtained so far verify the feasibility
and potential of network-based prototyping.

W1.ut "'" /he sofiume mel1:o:Iolutfes f'" imp/qnmting /he matlxnu<tical-..wk! W1.ut "'" /he meanh i.ssue>! A
successful architecture for PSEs requires heavy reuse of existing software within a modular, object
oriented framework consisting of layers of objects. The kernel layer integrates those components
common to most PSEs or :MPSEs for physical systems. We observe that this architecture can be
combined with an agent-oriented paradigm and collaborating solvers [16] to create MPSE as a
powerful prototyping tool. :MPSEs must exploit and build on the new technologies of computing. By
the time 11PSEs are operational, the advances in computing power and the communication
infrastructure will allow ubiquitouo> high perfonnance computing, i.e., every where by every one. The
designs for WSE must be application and user driven. An MPSE must simultaneously minimize the
effort and maximize the solution power delivered to researchers, engineers and scientists, students,
and trainees. We should not restrict our design just to use the current technology of high
performance computers, powerful graphics, modular software engineering, and advanced algorithms.
We see MPSE as delivering problem solving services over the Net. This viewpoint leads naturally to
collaborating agent-based methodologies. 1b.is, in tum, leads to very substantial advantages in both
software development and quality of service as follows. We envision that a user ofMPSE will receive
at his location only the user interface. Thus, the :MPSE server will export to the uo>er's machine an
agent that provides an interactive user interface built on top of the standard services of the Net. The
bulk of the software and computing is done at the server's site using software tailored to a known
and contrOlled envirorunent. The server site can, in tum, request services from specialized resources
it knows, e.g., a commercial PDE solver, a proprietary optimization package, a 1000 node
supercomputer, an ad hoc collection of 122 workstations, a database of physical propeIties of
materials. Each of these resources is contacted by an agent from the MPSE with a specific request
for problem solving or information service. Again, all this collaboration is built on standard network
services. All of this can be managed without involving the user (tf s/he so desires), without moving
software to arbitrary platfonns, and. without revealing source codes.
W1.ut "'" /he desirP objrti= ofan MPSE fr phyird 'Y'''''' deirt'! W1.ut "'" /he n=nh i.ssue>! These
mathematical networks can be very big for major applications. For a realistic rurbine simulation, there
are perhaps 100 million variables and many different time scales. This problem has very complex
geomeoy and is very non-homogeneous. The answer (a data set that allows one to display an
accurate approximate solution at any point) is 20 gigabytes in size and requires about 10 teraflops to
compute. This data set is much smaller than the computed numerical solution. The network of PDE

solvers might have 10,000 subdomains and 35,000 interfaces. A software network of this type is a
natural mapping of a physical system and simulates how the real world evolves. This allows the use
of the software parts technology (object.oriented programming) that is the natural evolution of the
software library idea. It allows software reuse for easy software update and evolution, things that are
extremely important in practice. The real world is so complicated and diverse that we believe it is
impractical to build monolithic, universal salven> for such problems. Without software reuse, it is
impractical for anyone to create on his own a large software system for a reasonably complicated
application. Each new automobile normally results in a new software system. Recreating such a
system could easily take several months or years. In contrast, the execution time to perfonn the
required computation might only be a few days. Notice that such a physical change usually
corresponds to replacing, adding, or deleting a few nodes in the network with a corresponding
change in interface conditions. These are simple manipulations on a network, which do not affect the
rest of the system and can thus be easily done. In this application, each physical component can be
viewed both as a physical object and as a software object. In addition, this mathematical network
approach is natlmll1y suitable for parallel computing as it exploits the parallelism in physical systems.
One can handle issues like data partition, assignment, and load balancing on the physics level using
the structure of a given physical system. Synchronization and communication are controlled by the
mathematical network specifications and are restricted to interfaces of subdomains, which results in a
coarse-grained computational problem. This is especially suitable for today's most advanced parallel
supercomputer architectures. The netwOrk approach also allows high scalability. Realizing this 1.1PSE
technology requires research advances both in the general structure and implementation area and in
more specific areas from the target applications. For example, we must design and create the tools
that allow the 1.1PSE agents to collaborate over the Net. We must create a flexible and general
methodology for interfacing large and heterogeneous software systems. Following we propose a
software framework for 1.1PSEs supporting PDE based applications and realize it for a multi- phy:.1cs
application related to the simulation of gas turbine engines.

SECTION 3: THE GAS TURBINE ENGINE MULTIDISCIPLINARY APPLICATION

The gas turbine engine is an engineering triumph. It has more than 1,300 parts with rotational speeds
to 16,000 rpm for axial and 50,000 rpm for radial flow components. For aircraft applications, it
operates with maneuver loads of up to 109, with flow path pressures and temperatures to 40
atmospheres and 1400 F. The extreme complexity and high-performance requirements of aircraft
gas turbines are illustrated in Figure 1. The impOnaDt physical phenomena take place on scales from
10-1000 microns to meters. A complete and accurate simulation of an entire engine is enonnously
demanding; it is unlikely that me required computing power, simulation technology or software
systems will be available in the next decade. The primary goal of the GasTucbnLab research project is
to advance the state-of-the-an in very complex scientific simulations and their validation.
Specifically, we consider simulating the compressor-eombustor-turbine coupling in a gas turbine
engine [21]. For this we plan to design and implement a 1.1PSE, referred as GasTucbnlab, to study
complex: physical phenomena such as stall, surge and turbine blade fatigue. Figure 2 presents an
abstraction of a MPA and the corresponding software infrastructure required. The hardware
infrastructure assumed for these simulations and the implementation of 1.1PSE consists of a
computational grid involving a SP-2, 32 PC cluster running Solaris, and SGI Origin 2000 with 32
CPDs. In this study we will utilize the agent system GrassJx;pper that is MASIF (NIobile Agent System
Interoperability Facilities Specification) standard compliant and runs on the top of CORBA [69].
Details of this implementation follow.
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SECTION 4: GASTURBNLAB: A PROTOTYPE MPSE FRAMEWORK FOR GAS TURBINE

ENGINE SIMULATIONS

In this section we describe the design of a MPSE framework that can be used to simulate complex
multi-physics phenomena governed by PDE network models in general and the requirements of the
GasTurbnLab MPSE in particular [20]. A network of distributed machines is assumed as the
hardware infrastructure. The PDE simulations are often defined on geometric domains. Thus, the
narural geometric boundaries or artificial geometric boundaries can be used to split the problem and
the underlying simulation into many smaller sub-problems. Each sub-problem would then be solved
independently, with mediator interactions along the boundaries for interface relaxation. Thus, the
MPSE framework for PDE simulations must support domain decomposition with geometric objects,
usage of a network of PDE solver agents, and interface relaxation. Our design goal in GasTurbnLab
MPSE is to identify existing software solvers that can support this paradigm assuming that the
application computational resources consist primarily of "legacy" code.
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SECTION 4.1; FUNCTIONAL SPECIFICATIONS OF GASTURBNLAB

In the case of PDE simulations, the 1vfPSE framework uscr interface is driven by the underlying
geometric modularity of the problem. The geometry is assumed to have a root node for the target
object and the user is allowed to subdivide it in multiple ways, .resulting in a hierarchy of geometrical
objects. The interface would allow user-access to relevant data associated with the geometric objects
at every level.

lbis geometric domain decomposition of the target simulation object defines a network of PDE
problems. On each subdomain, a PDE problem models the physics on that geometric object
(domain). Each subdomain has some neighbors and possibly, some fixed boundaries. If each
neighborhood connection is represented by an arrow, we get an abstraction of a network of PDE
p.roblems. Since the PDEs on each domain are usually not the same, these represent a composite
PDE problem. The lvIPSE frnmework maps the network of PDE problems resulting from a userspecified partitioning, onto a set of computational agents on a pre-specified collection of machines.
lbis resource allocation will be done in an opcirnal manner to minimize the communication
overheard betwecn computational agcnts of neighboring subdomams. However, the IvlPSE
framework interface would allow the user to manipulate this mapping to achieve a custom resource
allocation.
Under the asswnption that any single PDE problem of the composite problem can be solved e,;:actly,
the interface .relaxation mathematical technique will be used to solvc the composite PDE problem.
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The interface relaxation methodology is based on the iteration shown in Figure 3. An
implementation of this methodology is listcd in Appendi."i: B for the gas turbine engine simulation
MPSE..
In the GasTurbnLab :MPSE, the initial target object would be the entire gas turbine engine. Thus, a
simulation in the ~sTurbnLab MPSE consists of a user-specified set of geometrical objects that
partition the engine and a corresponding network of PDE solver agents that collaborate to find a
solution for the composite PDE problem. The geometrical objects that partition the engine may be
hierarchical. resulting in a corresponding set of hierarchical cOmplll::l.tions in an asynchronous
simulation process.

Guess the solutioo values, dcriv:nivcs, Ctc., on all the imerfuces

Solve C3ch PDE cxactlv with boundary conditions selected from thc l'1leSSe~

Compare: the solution values across L"ach imerCace =d improve them using
a rrlaxation {of111111a to hetler satisfy all the imerfuee conditions.

No

Figure 3: Interfare relaxation iJeraJirJn.

SECTION 4.2: ENABLING TECHNOLOGIES & SOFTWARE INFRASTRUCTURE

Utilizing existing technology and legacy software is an important goal in the design of this :MPSE
framework and its prototype implementation, GasTurbnLab. The MPSE framework is built across
thrce main architectural components - Ihe user inlerjace l'!Jer, the fJliddlcwan, and Ihe conJjmtatiolla! software
injmslmctuT'e hLyer. The IRIS Explorer application builder and visualization system [70] will be used for
the :MPSE framework user interface and the middleware component will be based on the
Grasshopper mobile agent phLtfocm [69]. The computational infrastructure is dependent upon the
MPSE's target class of simulation problems. This computational application software infrastrucUIre is
discussed in section S. Figure 4 depicts these architecturallaycrs and their major constituents for the
GasTurbnLab PSE.
SECTION 4.3: GRAPHICAL USER INTERFACE

The IRIS Ex-plorer system is a toolkit foe data visualization and uses a dataflow paradigm. An
interface is built by creating requisite modules and wiring them together via Explorer's map edirar.
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The rcsulting "map" may be saved for reuse or edited on the fly using modules listed in the Module
lib.rarian. The Module librarian contains modules and maps orgwized into categories.
The connections in an Explorer map depict the flow of darn between modules and act as module
triggers. Modules have input ports and output ports, interactively controllable parameters and the
ability to executc on different machines on a network. A module is activated when all its input pons
are triggered. IRIS Explorer allows modules writtcn in C/C++ to issue scripting commands through
a scripting API. The SKM language with Lisp-like syntax is used to create these scripts for the
Explorer command interface.
Molding the proposed MPSE frnmework design into IRIS Explorer's dataflow steering paradigm
along with its visual programming interface will be a significant implemenrntion challenge. Selfcontained, compact modules with the requisite, well-defined data flow interfaces will have to be
implemented to achieve a seamless PSE interface.

Figure 4: Mojor romponentr of the GasT"rbllub MPSE.

The IRIS explorer interface will provide access to all the MPSE framework components that are
potentially user-steerable, including problem specification and solution visualization. The
GasTurbnLab prototype implementation will utilize the TrueGrid software tool [71] for problem
specification and IRIS Explorer's data visualization system for post-simulation solution analysis. The
TrueGrid domain specification tool will be incorporated into the framework as a self-contained
E'lt.-plorer module. The IRIS E'lt.-plorcr user interface will launch the compurntional module, which
interacts with the underlying Grasshopper agent platform. Grasshopper's graphical monitoring tool
will be used within the computational module to view and monitor the underlying agent interactions
in the simulation process for possible compurntional steering. Once the compurntional module
completes its simulation task, control will be returned to the Explorer interface for the solution
visualization and analysis phases. The IRIS Explorer based user interface for the PSE framework is
described in detail in Section 6.
SECTION 4.4: MIDDLEWARE

The MPSE framework will use the G.rasshopper Distributed Agent Environment (DAE) as
middleware to facilitate the agent-based computational simulation paradigm. The Grasshopper
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mobile agent platfonn is MASIF compliant (the first mobile agent standard of OMG), and is built on
top of a distributed processing envirorunent. It is implemented in Java to achieve platfonn
interoperability and offers a range of communication protocols for remote interaction (lIOP, RMI or
plain socket connections). The DAE is composed of ngWns,p1ares, afP7Cies and different types of ag81lS
that may be either stationary or mobile. Agencies are the actual runtime environments for the agents
and hence at least one agency should be running on each host machine. A place provides a functional
grouping within an agency. Regions facilitate the management of the distributed components with a
region registry used to maintain information about all components in a specific region.
During their lifecyde, Grasshopper agents may be in one of the following states: actiz:e, suspend«i or

dPtJrt7mtu!. Grasshopper agents may be either mobile or stationary. Unlike traditional mobile code that

usually features remote execution (where the program is sent b{r»r! execution), mobile agents can
migrate during execution. Integrating mobile agent technology and client/server or peer-to-peer
communication technology yields many possible agent interaction scenarios:
•
•
•
•
•

Remote communication
Oient agent migration to a traditional server
Server agent migration to a traditional client
Dual peer agent migration to an intermediate location plus local communication
Single peer agent migration to a convenient intermediate location plus remote
communication

Due to the importance of legacy code usage and the problems inherent to legacy code migration, the
:MPSE framework will utilize a combination of these interactions.
The Grasshopper communication seIVice provides the m::ans for location transparent, inter-agent
communication with multi-protocol facilities such as lIOP, RMI and TCP/IP sockets. However, it
does not specify the '<m)IS of communication with a specific agent language. RMI and socket
connections can be made secure with SSL (Secure Socket Layer) protection. Additionally,
Grasshopper makes uses X.509 certificates to ensure confidentiality, integrity and proper
authentication. For access control, Grasshopper uses the jDK 1.2 security mechanisms. Grasshopper
provides a persistence mechanism for agents and offers a standard array of communication modes synchronous, asynchronous, dynamic and multicast.
The :MPSE framework will initially use R1vfI and plain sockets for its agent interactions. A proprietary
language based on either XlvfL or an existing agent communication language will be used for agent
communication. Security issues in the MPSE framework will be addressed at all levels and the
realization of the MPSE security framework will include the mechanisms available in Grasshopper.

SECTION 5: GASTURBNLAB APPLICATION SOFTWARE

The computational infrastructure in the :MPSE determines its target class of problems. The proposed
:MPSE framework provides the architecture and model infrastructure for an agent-based simulation
MPSE and facilitates a straightforward incorporation of computational code to GasTurbnLab. The
:MPSE framework design takes into consideration the possibility of legacy code in the computational
component, as in the case of GasTurbnLab. The introduction of legacy code infuses a certain level of
intractability into the computational agent design since we cannot asswne that legacy software can be
inserted within a mobile agent.
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The computational software infrastructure in GasTurbnLab will consist of Ale3D. Kiva-3V, and
PEILPACK code modules and interface .relaxation code implemented in eithcr C/C++ or Java.
ALE3D is an advanced CFD software module targeted to gas ro.rbine simulation. It is large, with
about 200,000 lines of code. KIVA-3V is an advanced combustion-simulation package with about
500,000 lines of code. PELLPACK is a versatile PSE for PDE problems, encapsulating many PDE
solvers and graphical support tools. It has more than a million lines of code.
ALE3D, KIVA-3V and most ofPEILPACK's PDE solvers are implemented in Fortran. There are
two approaches to incorpornte this legacy Fortran code into the PSE framework's Java-based agent
structure.
1. Inserting the Fortran-based code within Java wrappers as stationary agents. TIlls can be achieved
with JNI Qava Native Interface). Figure 5 illustrates the encapsulation technique within a
stationary agent.
2. Inserting the Fo.rtrarI-based code within C/C++ wrappers as servers. They can then be accessed
as local servers by client agents. Figure 6 illustrates the legacy code embedded server and the
client agent interaction.

An implementation of a Java wrapper around a legacy linear solvcr is listed in Appendix C.

JNI

C w'rapper
Legacy Fortran Code

Figure 5: Allatomy of a Itgary

(0&

tmbtdded JtotiOllOfy agent.

The advantage of the first app.roach is that it fits clegancly into the proposed computational scenario.
However, the legacy code's inherent interface requirements may complicate the use ofJNI and result
in a very .restricted wrapper. Furthermore, if the wrapper becomes very large and involves
complicated p.rogrnmrning with many Fortran, C and Java code interactions, this would not be in the
best the best app.roach. The second option would then be easier to implement, albeit introducing
additional necessities such as a communication p.rotocol between the legacy-code-wrapped servers
and client agents. Hence, choosing a specific app.roach should be done on a case-by-case basis,
depending on the legacy software. Both approaches should optimize memory and bandwidth usage
with attention to pcrformance and robustness. The MPSE framework design to allow legacy code
incorporntion based on either of these two approaches.
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Legacy Fortran Code

Figurt 6.. Tbe Climt/Sef7/er oppraofh far legary fade UlfapJfllation.

SECTION 6: ARCHITECTURAL OVERVIEW OF THE PROPOSED MPSE FRAMEWORK

In this section, we present an overview of the agents and other components contained in the MPSE
framework. We discuss the overall generic architecture (Figure 7) and include details in the case of a
specific MPSE (GasTurbnLab) implemented using this framework.

The graphical user interface of the PSE framework mainly comprises the problem specification,
dispatcher and compute modules. These will be implemented as IRIS Explorer modules. The
dispatcher and computc modules interact with spccific agents in the underlying Grasshopper
platfonn. These agents enable the actual simulation computations in the PSE.

Problem Specification Module
Graphical

U""
Interface

Dispatcher Module
Compute Module

Computational
Layer

Enabling
Services
Laycr

Figf/rt 7: The MPSE framework arfhilulJlre.
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Enabling Seruices Layer: The Grasshopper distributed agent envirorunent runs on all the hosts of
the networked computational grid. Each host agency has an active DataBase Agent (DBA) and an
active Rest:J«ra! Agent (RA). They are implemented as stationary Grasshopper agents. The DBA agent
will control the local database on the host. It will have sole responsibility of authenticating data entry,
update and retriev:ti requests. In addition, this agent may have the capability to respond to properly
authenticated HITP protocol requests, enabling Web-based data retrieval and visualization. The data
in these databases will be stored in an XML fonnat based on a proprietary DID (Document Type
Definition). Such a specification will only be applicable to meta-data. For instance, the linear system
elements would not be stored in X11L-format. Instead, a pointer (URI - Universal Resource
Identifier) to the linear system data will be specified in X11L·format. Thus, the PSE framework does
not impose any requirements on the linear system data itself, and it may be stored in any format
detennined by the underlying legacy computational software. A linear system stored in this fonnat is
listed in Appendix D. The RA agent will monitor execution perfonnance and gather local machine
load and network congestion information. It will maintain a local resource database along with other
requisite logs. The local RA will synchronize its resource information with resource agents on other
hosts. Thus, each RA will have access to dynamic network information such as load, congestion and
machine reachability. The local RA may be queried for the latest resource data or it may be instructed
to provide updates to specific remote agents. The update frequency can be periodic or triggered by
the occurrence of certain Rescun::e Okmu.teristicetl!J1J.s (R.c events), such as the local host processor load
reaching a particular level. The RA may maintain the resource database as part of the local database
in conjunction with the DBA agent. The relevant RC events are listed in Appendix E. lhis event
model for resource monitoring will facilitate the incorporation of various resource management tools
and techniques in the upper layers of the architecture. For instance, the compute layer may use the
resource characteristic events to implement a range of load balancing models.
User Interface Layer: As described in section 4, the Prolkn Specifration (PS) maInle with the
embedded TrueGrid tool will be used to specify the root domain and its decomposition. The
formatted output from this module will be directed to the dispattJ;er maInle. The dispatcher will
distribute the partitioned data to the local databases of selected hosts on the available computational
grid. It will have the capability (i.e., a set of allocation algoritluns) to select the physical host locations
for each rubdomain computational agent and the mediators based on information provided by the
local resource agent. This allocation will attempt to optimize nework connectivity and host load. The
dispatcher will have a graphical interface to display its actions, allowing the user to ovenide its
decisions or modify the allocation algoridun parameters. Upon successful completion of the data
distribution, the dispatcher module will generate a host alloatJiaz table as its output. The dispatcher
module may also be wired in an Explorer map for other data distribution tasks. For instance, it could
be utilized for a distributed, collaborative solution analysis session. The output from the dispatcher
module will usually be dUeected [0 the u:mpu1E =Me (eM). The CM will control the laWlch and
execution of the computational agents. It will monitor the simulation process until the user-specified
stopping condition is reached. The output of the Qv1 would be the simulation problem solution.
Figure 8 illustrates this module and the other main Iris Explorer modules of the PSE framework in a
wired map.
Computational Layer: The prima<y "workers" witllln the CM are the Conpute Agm<s (CA) and
Mediator .Agents (MA). The CA, when activated, reside on each target host with a single agent per
domain partition. It is feasible, although not desirable, for a host agency to have more than one
active compute agent during a simulation process (implying more than one domain partition having
been assigned to the host). The compute agents are implemented as mobile Grasshopper agents. The
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FigJlre 8: In! Explorer modI/Ie mapjor the PSE framework. in/eifacu

mediator agents, when activated, may reside on a target host with a domain part1t1on or on an
intermediate host in close proximity to two target hosts with neighboring domain pattitions. The
mediator agents are also implemented as mobile Grasshopper agents. After describing the CM in
detail, we will discuss the architectural technique that makes the compute and mediator agent
mobility possible, even when the simulation computation has to be performed by legacy code.
The compute module realizes its task by launching a SimJflation Con/roller ~g"llJt (SCA). '.This agent
controls the entire computational simulation process by monitoring the distributed compute agents
and mediator agents on each host. The simulation contIoller interacts closely with the resource
agents on the target hosts to ensure the dynamic integrity of the selected computational grid. This
interaction may be either via periodic updates or via RC event occurrences. For instance, if a
particu1ac host connection deteriorates, the simulation controller agent may instruct the
corresponding compute agent to continue its computation after migra.ting to another host. If
necessary, the simulation contIoller will inform the other relevant compute agents and mediator
agents of the migration. However, since the Grasshopper environment supports location transparent
communication for its mobile agents, depending on the agent communication implementation, such
notification may not be required. Furthennore, for highly compute intensive simulations, the
simulation controller may employ load-balancing techniques to redistribute the ongoing
computations amongst the processors on the computational grid. The compute and mediator agent
mobility makes this operation possible without disrupting or restarting the simulation computations.
We propose a two-tiered agent/wrapper architecture to facilitate compute and mediator agent
mobility within the PSE framework. The actual legacy codes (if any) for the compute agent will be
encapsulated within a Lega£Y Code Agent (LCA). The actua1legacy codes (if any) for the mediator agent
will be encapsulated within an IlIleifate Code Agm/ (lCA). This second tier of wrappers will exist
transparently within the PSE framework. Thus, all other agents in the framework will interact solely
with the compute and mediator agents and not the LC and IC agents. The LC and IC agents will
communicate only with their corresponding compute and mediator agents. The possible agent
interactions within the PSE framework are schematically depicted in Figure 9. Although we refer to
these second tier components as agents, their actual implementation may be in the form of legacy
code embedded servers (as described in above). For clarity, we will conrinue to refer to them as
agents, irrespective of their possible implementation technique.
A compute agent may be required to migrate to another host for load balancing purposes. In this
event, the simulation controller directs it to use a different LC agent. Since only the compute agent
can physically migrate, it requests the LC agent to stop computation of the current iteration. It then
migrates with the wI rompleled iteration data to its next location. The compute agent then starts the
next itcra.tion computation with the new LC agent with its saved" last completed iteration" data. To
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make such mobility possible, the compute agent is required to always save the hst completed
iteration data. The mediator agent migration is also achieved in a similiu: manner.
A compute agent may be required to migrate to anomer host for load balancing purposes. In this
event, the simulation controller directs it to use a different LC agent Since only the compute agent
can physically migrate, it requests the LC agent to stop computation of the current iteration. It then
migrates with the Io.rl romp/eled iteratfoll data to its next location. The compute agent then starts the
next iteration computation with the new LC agent with its saved" last completed iteration" data. To
make such mobility possible, the compute agent is required to always save the hst completed
iteration data. The mediator agent migration is also achieved in a similar manner.
The LC and IC agent availability on the computational grid hosts will be tecorded as part of the
resource information in the PSE framework. Thus, the LC and IC agent locations will be considered
by the allocation algorithms of the dispatcher module when assigning the partitioned domains to the
computational grid hosts. This information will also be available to the load balancing algorithms in
the simulation controller agent. The LC and IC agents ffil'ly not be available on all the hosts of the
computational grid. In such a situation, if a compute agent migration were triggered by load
bahmcing requicemcnts or network congestion, the agent would be moved to a location with an
available LC agent in close proximity.

DBA =Database Agent
R.A = Resource Agent
SCA = Simulation Controller
Agent
CA = Compute Agent
MA = Mediator Agent
LCA = Legacy Code Agent
lCA = Interface Code Agent

Figltf·~ 9:

PSEjramework agmt ;lIteraltiOllS.
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SECTION 7: CONCLUSION

In summary, we describe an agent-based framework to build multidisciplinary problem solving
environments for large scale multi-physics applications. This framework design is based on the
geometric modularity approach for the NIPA simulation computations.
The MPSE framework uses the nus Explorer system as its front-end and the Grasshopper Agent
Platfonn as its middleware infrastructure. We have proposed a layered architecture for the
framework. This design incorponttes the extensibility features of the Explorer system and the mobile
agent features of the Grasshopper platform. The rvtPSE framework may be extended at the user
interface level by wiring additional modules based on the Explorer model. Furthermore, the
framework may be extended at the enabling services and computational levels by inserting new
mobile or stationary agents to perform additional services or computations.
To facilitate legacy code incorporation, we propose a two-tiered agent/wrapper architecture for the
computational agents in the PSE framework. This design allows the use of mobile agents with legacy
computational code, promoting robustness and better performance for this class of simulation

problems.
Optimum resource usage and management is an important goal for a distributed PSE. We facilitate
these tasks with the Resource Characteristic event model in the enabling services layer. This design
feature enables the implementation of load balancing techniques and optimization algorithms for
memory and bandwidth usage.
The rvtPSE framework design does not specify the underlying database technology. Thus, the
implementation may include an off-the-shell database system or a custom.designed database. In
either case, the database system needs to have an API that allows interaction with the :MPSE
framework's database agents.
The GasTurbnLab MPSE is a realization of the agent based MPSE framework for the simulation of
gas turbines. The large body of legacy code needed for this simulation can be easily incorporated
within the NIPSE framework using the two techniques outlined in Section 5. A suitable load
balancing algorithm can be implemented within the simulation controller agent for better distributed
performance of the highly compute intensive simulations. The graphical user interface can be tailored
appropriately with suitable problem specification modules that include tools such as TrueGrid and
MeshTV. The GasTurbnLab MPSE implementation may contain a library of Explorer modules for
such problem specification tools, including additional modules for different solution visualization
tools. This would enable the scientist to customize the GasTurbnLab user interface with appropriate
pre- and post-processing modules for each target gas turbine simulation problem.
The proposed :MPSE framework architecture is scalable, enabling it to be used to build very large
scale, distributed multidisciplinary problem solving envirorunents for scientific simulations. It is also
versatile and simple enough to be used to rapidly build prototype rvtPSEs to analyze and validate
mathemaocal techniques for interface relaxation. Thus, it would be a useful environment towards
advancing the state-of-the-art in simulating complex physical phenomena.
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APPENDIX A

SOFTWARE AVAILABILITY

Software availability on the hardware platforms under consideration imposes certain restrictions on
the design.
SOIARISxa6

SGI

wwn

KIVA·3V

X

X

X

ALEJD

X

X

PEllPACK

X

X

SOFIWARE

IRIS Explorer

01HER

SWlOS5

X

X

Lin~

TrueGrid

X

X

X

SWlOS5

Gnsshopper

X

X

X

SunOS5, Linux

Hence the user interrace for the GasTurbnLab PSE will run on Wm32 platforms and the
computational grid will initially consist of SGls and a Solaris x86 machine cluster.
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APPENDIX B

INTERFACE RELAXATION AND INTERPOLATION IMPLEMENTATION
FUNCTIONAL DESCRIPTION

Function Name

Purpose

Input

ReadInterfacePoints

Reads interface points from a file for both
solvers Qeft and right).

file format :: x y z

ReadInterpolationPoints

Reads interpolation points from a file for
each interface point.

file format :: x y z

ReadInterfaceValues

Reads the values of a function ""d

Its

file format :: u ux uy uz

ReadInterpolationValues

Reads the values of a function and its
derivatives for each interpolation point.

file format :: u ux uy uz

Interpolate

Calls the deBoor interpolation functions to
create and evaluate the polynomials for each
interlace point using the interpolation points
and the values of the appropriate functions.

ApplyRe1axation

Implementation of the relaxation method in
the draft of "Initial Interface Relaxation Trial

derivatives for each interface point.

forALE3D".

INTERPOLATION IMPLEMENTATION NOTES

When eight points are used to construct the interpolant, the MVP library gives polynomials with
degree up to seven for all three variables (x, y and z). However, most of the coefficients of the
monomials are almost zero (e-14) and only the coefficients of x, y, z and the constant term are large
enough. Although this is dependent on the data used for the tests, the munber of points to be used
for the interpolation need to be decided.

If u, ux, uy and uz are provided from the solvers, it is not dear if the mediator should find
inrerpolants for the above functions or if it will differentiate the interpolant of u to find the
rnterpolants of ux, uy and lIZ.
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INTERFACE RELAXATION CODE

voidApp1yRelaxation(interf)
Interface **interf;
InterfacePointPtr ipcurrent;
double u, ux, uy, uz;
j'

* update the values of the left solver points
'j

ipcurrent = (*interf)->ipl;
while (ipcurrent != NULL) {
ipcurrent->u = (ipcurrent->u + ipcurrent->v} 12. +
(*interf)->relaxparam[Ol *
(ipcurrent->ux+ipcurrent->nx - ipcurrent->vx*ipcurrent->nx +
ipcurrent->uy*ipcurrent->ny - ipcurrent->vy*ipcurrent->ny +
ipcurrent->uz*ipcurrent->nz - ipcurrent->vz*ipcurrent->nz);
fprintf (stderr, "new value at point ( %If Hf 'Hf ) = %1f\n",
ipcurrent->x, ipcurrent->y, ipcurrent->z,ipcurrent->u};
ipcurrent ~ ipcurrent->next;
J
(*interf)->iplcurrent = ipcurrent;
j'

• update the values of the right solver points
'j

ipcurrent = (*interf)->ipr;
while (ipcurrent != NULL) {
ipcurrent->u = (ipcurrent->u + ipcurrent->v) 12. +
(*interf)->re1axparam[Ol *
(ipcurrent->ux*ipcurrent->nx - ipcurrent->vx*ipcurrent->nx +
ipcurrent->uy*ipcurrent->ny - ipcurrent->vy*ipcurrent->ny +
ipcurrent->uz*ipcurrent->nz
ipcurrent->vz*ipcurrent->nz);
fprintf(stderr, "new value at point ( %If %If %If ) = %If\n'',
ipcurrent->x, ipcurrent->y, ipcurrent->z,ipcurrent->u);
ipcurrent = ipcurrent->next;

J

(*interf}->iprcurrent

=

ipcurrent;
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INTERPOlATION CODE

void Interpolate (interf, sol)
Interface **interf;
SolverType sol;
InterfacePointPtr ipcurrent;
FILE *fp;
double ·xyz, *bounds;
double *x;
MVPOLY *poly;
long int ier, incx;
if (sol == LEFT) {
ipcurrent
(*interf}->ipl;
else {
ipcurrent
{*interf)->ipr;
if ({fp = fopen("POLYNOMIALSn,"a n }) == NULL} {
fprintf (stderr, II interface: can't open POLYNOMIALS file \nn);
return ;
x

(double *) calloc{3, sizeof(double}};

/'

* for each interface point compute the interpolant function and its
* value using its interpolation points
'/
while ( ipcurrent 1= NULL)
xyz = ipcurrent->xyz;
bounds = ipcurrent->bounds;
/'
* create the polynomial for the current point
'/
ier = mvpint{3, 1, ipcurrent->nip, xyz, 4 , 1, ?ounds, &poly};
if tier != 0 ) {
fprintf(stderr, "Error:: creation of multivariant polynomial didn't
end properly. \nn);
return;
}

/'
* print the polynomial in a file to check the coefficients
'/
ier = mvpwrt(fp, poly);
if {ier !- 0 } (
fprintf(stderr, nError:: printing of multivariant polynomial didn't
end properly. \nn);
return;
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/'
• evaluate the polynomial on the interface point

'/
x[O]
ipcurrent->x;
x[l]
ipcurrent->y;
x[2]
ipcurrent->z;
ier = mvpval(x, 1, poly, &(ipcurrent->v»;
if (ier != 0 ) {
fprintf(stderr, "Error:: evaluation of multivariant polynomial
didn't end properly.\n");
return;
)

fprintf(stderr,"Evaluation of poly at (%1f, %1f, %1f )
\n",x[OJ, x[IJ, x[2], ipcurrent->v);

%If

/,
* deallocate the space of the polynomial
'/
ier

=

mvfree(&poly);

if (ier != 0 ) [
fprintf(stderr, "Error:: deallocation of multivariant polynomial
didn't end properly.\n");
return;
/'
• move to the next point

'/
ipcurrent

ipcurrent->next;

/,
• some neccessary things

'/

x = NULL;
if (sol == LEFT) {
(*interf)->iplcurrent
else {
(*interf)->iprcurrent

ipcurrent;
ipcurrent;

fclose (fp);
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APPENDIX C

IMPLEMENTATION OF A JAVA WRAPPER AROUND A LEGACY LINEAR SOLVER
JAVA DRIVER CODE

fO

* Java driver for the itpack fortran library.

* Calls the native C method, ItpackWrapper, to access the fortran routines.
* All matrices are stored in column-major order in arrays.

of

public class ItpackDriver

/* Constants * /

I.

public static final int JCG
public static final int JSI
public static final int gOR
public
public
public
public
public
public
public
public
public
public
public
public
public

static
static
static
static
static
static
static
static
static
static
static
static
static

final
final
final
final
final
final
final
final
final
final
final
final
final

2;
3;

float ZETA
(float) 0.000005;
(float} 0.0;
float eME
(float) -1. 0;
float SME
(float) 0.75;
float FF
float OMEGA
(float} 1. 0;
float SPECR = (float} 0.0;
float BETAB
(float) 0.25;
int ITMAX = 100;
0,
int 'SYM
0,
int LITlME
1,
int lADAPT
int lCASE
0,
int IDGTS
~

~

~

~

~

~

~

~

~

"

/* Variable Members */
int module;
int iparm[);
float rparm[);
float rlunkn [] ;

/* Static code block to load the native libraries */
static (
System.loadLibrary {"ItpackWrapper"};
)
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/* Native methods *1
public native
int ItpackWrapper(int module, int ilneqn, int ilmneq,
int ilncoe, int[] ilidco, float[] rlcoef,
float[] rlbbbb, float[] rlunkn, int[] iparm,
float[] rparm, int ier);

1* Constructor *1
public ItpackDriver{LinearSystemParser parser, int itpackModule)
(

int ier = 0;
int ilneqn, ilmneq, ilncoe;
int ilidco [J i
float rlcoef[];
float rlbbbb [] ;

II parse XML format input file
ilneqn = parser.getNeqn();
Indexer ndKr = new IndeKer(ilneqn);
rlcoef
parser.getCoef();
ilidco
parser.getldcoef();
rlbbbb
parser.getRhs();
rlunkn
new float[ilneqn];
iparm = new int[12];
rparm = new float[l2];
ilmneq
ilneqn;
ilncoe
ilneqn;
module
itpackModule;
setParams(ITMAX, 5, -2, ISYM, IADAPT, leASE, IDGTS, LlTlME, ZETA,
CME, SME, FF, OMEGA, SPEeR, BETAB);

II call the itpack c wrapper (native) method
int ret = ItpackWrapper(module, ilneqn, ilmneq, ilncoe, ilidco,
rlcoef, rlbbbb, rlunkn, iparm, rparm, ier);
i f (ret == 0)
System.out.println("itpack c wrapper successfully executed");
else (
System.out.println("itpack c wrapper error = " + ret);
return;
}

System.out.println("ier = " + ier);
System.out.println{"iterations = " + iparm[O]);
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1* Set parameters *1
public void setParams(int itmax, int outputLevel, int nb, int isym,
int iadapt, int icase, int idgts, int lltime,
float zeta, float erne, float sme, float ff,
float omega, float speer, float betab)
iparrn[O]
iparm[l]
ipa.rm[2]
iparrn(3]
iparrn[4]
iparrn(5)
iparrn[6]
iparrn[7]
iparm[8]
iparm[9]
iparm(lO]
iparm(ll]
rparm[O)
rparm[l]
rparrn[2]
rparm[3]
rparm[4]
rparm[5]
rparm[6]
rparm[8]
rparm[9J
rparm[lO]
rparm[ll]

itmax;
outputLevel;
0,
7,
isym;
iadapt;
icase;
0,
nb;
0,
Iltirne;
idgts;
zeta;
cme;
sme;
if;
omega;
speer;
betab;
(float)
(float)
(float)
(float)

1* Accessor Methods *1
public float[] getSoln()

0.0;
0.0;
0.0;
0.0;

( return rlunkn; )

1* Main driver *1
pUblic static void main (String args[])
{

1/ check arguments
if (args.length == 0) {
System.err.println("Osage: java LinearSystemParser input_file");
System.exit(l) ;

/1 read in the linear system
LinearSystemParser parser = new LinearSystemParser{args[O]);
ItpackDriver driver = new ItpackDriver(parser, itpackModule);
II output solution vector
System. out .println ("solution vector ; ") ;
float[] soln = driver.getSoln();
for lint i = 0; i < parser.getNeqn(); ++i)
System.out.println(" "+ soln[i]);
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C WRAPPER CODE

/.

•
•
•
•
•
•

•
•
•
•
•

•
•
•

•

C wrapper for the itpack (pellpack version) modules
To solve: a*x = b
where matrix a is stored in the ellpack format.
module
i1neqn
ilmneq
ilncoe
ilidco
rlcoef
rlbbbb
rlunkn
iwksp
ilkwrk
r1work
iparm

itpaek module to be called [ l=jeg, 2=jsi, 3=sor, 4=ssoreg,
5=ssorsi, 6=rscg, 1=rssi )
no. of eqns
row dimension of rlcoe & ilidco in ellpack program
max no. of nonzeros per eqn
coef identity (column numbers) matrix (dim: ilmneq x ilneoe)
nonzero of coef matrix (dim: ilmneq x ilncoe)
rhs (dim: ilneqn)
solution array (dim: ilneqn)
integer workspace array (dim: ilneqnl
2 * ilmneq
real workspace array (dim: depends on the itpack module)
integer parameters (dim: 12) [ itmax/iter, level, ireset,
iloutp, isym, iadapt, iease, nwksp, nblack, iremov, itime,
idgts 1
real parameters (dim: 12) [zeta, erne, sme, ff, omega, speer,
betab, tal, timel, time2, digitI, digit2 ]
output error condition level

•
•
•
•
•
•
• rparm
•
• ier
•
•
• Return Codes:
• o successful C wrapper execution
• 1 unsuccessful for unspecified reason
• 2 itmax (iparm[Ol) set to zero
• 3 nblack (iparm[B]) is invalid for rscg/rssi

modules

./

#include "ItpackDriver.h"
#define

ind(i,j,n)

( (j*n)+il

JNIEXPORT j int JNlCALL
Java ItpackDriver ItpackWrapper(JNIEnv * jenv, jobject this, jint module,
j int- ilneqn, j int ilmneq, j int iincoe,
jintArray ilidcO_j, jfloatArray rlcoef_j,
jfloatArray rlbbbb_j, jfloatArray rlunkn_j,
jintArray iparm_j, jfloatArray rparrn_j,
jint ier)
int* iwksp;
float* rlworki
int i, j, ilkwrk, dim, itmax=lOO, nb, 1;
jint *ilidco, *iparm;
jfloat *rlcoef, *rlbbbb, *rlunkn, *rparm;
printf ("ItpackWrapper function\n");
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/. Handle Arrays ./
C*jenvl->GetlntArrayElements(jenv, ilidco_j, Ol;
rlcoef
(*jenvl->GetFloatArrayElements(jenv, rlcoef j, 0);
rlbbbb
(*jenv)->GetFloatArrayElements{jenv, rlbbbb=j, 0);
rlunkn
(·jenv)->GetFloatArrayElements(jenv, rlunkn_j, Ol;
iparm
C*jenvl->GetlntArrayElements(jenv, iparm_j, 0);
rparm = C*jenvl->GetFloatArrayElements(jenv, rparm_j, Ol;

ilidco

/* Allocate workspaces */
iwksp = (int *) calloc(ilneqn, sizeof(int);
ilkwrk = 2 * ilmneq;
itma~ = iparm[O] ;
if (!itmax) return 2;
1 = iparm[4] ? 4
2;
nb = iparm[B];
if {(module >= 6) && (nb < Oll return 3;
switch (modulel (
case 1: dim
5*ilneqn + l*itma~; break;
case 2: dim
3*ilneqn; break;
case 3: dim
2*ilneqn; break;
case 4: dim
7*i1neqn + l*itmax; break;
case 5: dim
6*ilneqn; break;
case 6: dim
2·ilneqn + 3*nb + l*itmax; break;
case 7: dim
2*ilneqn + nb; break;

)
iparm[7] = dim;
rlwork = (float *) ealloe(dim, sizeof(floatl);

/* Call the Itpaek module fortran routines */
switch (module) {
case 1: q5i2ml_(&ilneqn, &ilmneq, &i1ncoe, ilideo, rlcoef, rlbbbb,
rlunkn, iwksp, &ilkwrk, rlwork, iparm, rparm, &ier};
break;
case 2: q5i3ml_(&ilneqn, &ilmneq, &ilneoe, i1idco, rleoef, rlbbbb,
rlunkn, iwksp, &ilkwrk, r1work, iparm, rparm, &ier);
break;
case 3: q5ilml_(&ilneqn, &i1mneq, &ilncoe, ilidco, rleoef, r1bbbb,
rlunkn, iwksp, &ilkwrk, rlwork, iparm, rparm, &ier};
break;

/* Release memory allocated to the primitive arrays */
(*jenv)->ReleaselntArrayElements{jenv, iparm j, iparm, 0);
C*jenvl->ReleaseFloatArrayElements(jenv, rlbbbb j, rlbbbb, 0);
(*jenvl->ReleaseFloatArrayElements(jenv, r1unkn=j, rlunkn, 0);
(*jenv}->ReleaseFloatArrayElements(jenv, rparm~, rparm, OJ;
(*jenv)->ReleaselntArrayElements(jenv, ilideo j, ilideo, 0);
(*jenv)->ReleaseFloatArrayElements(jenv, rleoef_j, rleoef, Ol;
return (jint) 0;
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APPENDIX D

SAMPLE XML·FORMAT USED IN THE DATABASES

<?xml version="1.0"?>
<LinearSystem name="test05">
<neqn> 10 </neqn>
<sparseMatrix name="coef" rows="10" cols="6" type="float">
<file line="I">
file: Ilnuwan. cs.purdue.edu/DB/LinearSystems/05/mat.dat a

</file>
</sparseMatrix>
<sparseMatrix name="idcoef" rows="10" cols="6" type="int">
<file line="12">
file: Ilnuwan. cs.purdue.edu/DB/LinearSystems/05/mat.dat a
</file>
</sparseMatrix>
<array name="rhs" size="10" type="float">
<r> 0.526460266E+02 </r>
<r> O.467939034E+02 </r>
<r> O.751092S29E+02 </r>
<r> O.58288650SE+02 </r>
<r> 0.567966385E+02 </r>
<r> O.653487778E+02 </r>
<r> O.682942581E+02 </r>
<r> O.380436096E+02 </r>
<r> 0.418298378E+02 </r>
<r> O.470281410E+02 </r>
</array>
</LinearSystem>

32

APPENDIX E

RESOURCE CHARACTERISTIC EVENTS

HOST EVENTS TABLE

EventID

Event Description

221

HLl: Load average above 2.0

222

HI.2:: Load average above alen level

220

HLO: Load average returned to acceptable

231

HMl: MernoI}' usage above 95%

232

HM2: Mernory usage above alert level

230

HMO: MernoI}' usage returned to acceptable

241

::HPl: Nwnber of running processes above alert level

240

HPO: Nwnber of running processes returned to acceptable

251

HSl: Host shutdown alert

261

HNl: Special alert

260

HNO: Host performance level acceptable
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NETWORK PERFORMANCE E VENTS TABLE

EventID

Event Description

41001

NBOO1: Average hops to base server above alert level

41000

NBOOO: Average hops to base server at acceptable level

41201

NB201: Ping response time to base server above alert level

41200

NB200: Ping response time to base server at acceptable level

41301

NB301: Host disconnecting from network

41300

NB300: Host network connected

42001 - 42099

NUC01 - NU099: Neighbor host 1-99 unreachable

43001 - 43099

NRC01 - NR099: Neighbor host 1-99 reachable

44001 - 44099

NSool NS099: Response time to neighbor host 1-99 above alert level

45001 - 45099

NFool NF099: Response time to neighbor host 1-99 below alert level
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