We present the COCTAILL corpus, containing over 700.000 tokens of Swedish texts from 12 coursebooks aimed at second/foreign language (L2) learning. Each text in the corpus is labelled with a proficiency level according to the CEFR proficiency scale. Genres, topics, associated activities, vocabulary lists and other types of information are annotated in the coursebooks to facilitate Second Language Acquisition (SLA)-aware studies and experiments aimed at Intelligent Computer-Assisted Language Learning (ICALL). Linguistic annotation in the form of parts-of-speech (POS; e.g. nouns, verbs), base forms (lemmas) and syntactic relations (e.g. subject, object) has been also added to the corpus.
Background

Corpora in CALL and ICALL
Corpora have become a useful and often central component in Computer-Assisted Language Learning (CALL) applications and especially in Intelligent CALL, i.e. CALL based on Natural Language Processing and Speech Technologies. Primarily, corpora of two types are being employed in such applications: native speaker (NS) corpora (e.g. Vajjala & Meurers, 2013) and corpora consisting of L2 learner production, such as essays (e.g. Hancke & Meurers, 2013) . In both cases variation can be observed in the mode of language, i.e. written vs spoken language. NS corpora are primarily used for automatic selection and generation of learning materials (e.g. Volodina et al., 2014) , while L2 learner corpora are used for development of different types of grammar and writing support (e.g. Attali & Burstein, 2006) .
However, a number of tasks that need to be modelled for the automatic generation of L2 materials, such as text readability classification for the automatic selection of appropriate texts, depend on access to a special type of language which cannot be classified as typical NS or L2 learner language in the full sense of this word. NS corpora are unable to provide a reliable basis for modelling for instance text difficulty at the beginner or lower intermediate levels, since NS corpora exhibit a mixture of easy and complex linguistic phenomena, such as vocabulary, grammar, sentences, texts. L2 corpora, on the other hand, contain errors and hence cannot be used to model the language that L2 learners should be exposed to. However, reading and coursebook materials used for L2 courses can -hypothetically -be used as a subset of NS language that is appropriate for modelling L2 learner levels, for example for identifying texts understandable at each of the proficiency levels.
Corpora of coursebook (CB) texts is no novelty in itself, see Meunier & Gouverneur (2009) for an overview. A number of recent projects dealing with collection and annotation of coursebooks indicate a rise in interest in textbook analysis for various applied and theoretical studies (e.g. Gamson et al., 2013) . However, CB corpora research has dominated the area of Second Language Acquisition (mainly English as a Foreign Language, EFL) to a larger extent than ICALL-driven research. L2 researchers usually pursue a narrowly defined aim, e.g. teaching of grammar/vocabulary in EFL coursebooks (Anping, 2005) or teaching phraseology at advanced EFL levels (Meunier & Gouverneur, 2007) . To our knowledge, there are very few electronic CB corpora that have been compiled (e.g. Römer, 2006) , with numerous studies carried out using paper copies of CBs (e.g. Reda, 2003) . Systematic studies of textbooks from different angles (textual, pedagogic, didactic, linguistic) have so far been outside of research focus, which partly depends upon the lack of richly annotated electronic CB corpora.
CEFR and L2 coursebook corpora
The corpus described in this article is an electronic collection of textbooks used for teaching of L2 Swedish at CEFR-based courses. CEFR -Common European Framework of Reference for Languages (COE, 2001 ) -is an influential cross-national initiative that aims at providing language course syllabuses and assessment according to the same model of proficiency levels. CEFR contains 6 levels -A1, A2, B1, B2, C1, C2 -where A1 is the beginner level and C2 is the full proficiency level.
Our interest towards studying CEFR descriptors has resulted from the lack of systematic description of the CEFR levels for Swedish in concrete linguistic terms that could be useful for ICALL applications. The CEFR descriptors, that are intentionally very general to cover different languages, provide very vague guidelines on e.g. text complexity, vocabulary and grammar scope, as can be seen from Figure 1 . Subject to interpretation would be: how short should "short pieces of information" and "short written passages" be? What does "collate" mean? What is meant by "in a simple fashion"?
Can collate short pieces of information from several sources and summarise them for somebody else. Can paraphrase short written passages in a simple fashion, using the original text wording and ordering. FIGURE 1. CEFR descriptor for B1, for ability to process text. (COE, 2001:96) .
Our assumption is that the necessary basis for interpretation of (a part of) the CEFR descriptors can be obtained from texts used for practical teaching, e.g. coursebooks. A corpus of CB texts linked to the CEFR levels can, firstly, facilitate pedagogical text studies which would help (1) establish a relationship between how texts selected for reading influence productive writing skills, and thus facilitate SLA research; (2) break down CEFR descriptors into concrete linguistic constituents based on the evidence of the corpus of "input" (i.e. normative) texts -thus attempting at the standardization of CEFR descriptors. Secondly, from the ICALL perspective, CEFR-linked CB corpus can provide basis for comprehensive analysis of normative language that students at CEFR courses are being exposed to. This would, among other things, entail studies of vocabulary and grammar scopes per level; text and sentence readability experiments. Depending on the type of annotation, other studies might also be possible, for instance investigation of development in genre features and use of topics; change in type and format of exercises across levels; shifts in the focus on language skills across levels. Besides, experiments on topic modelling, automatic genre identification, analysis of text questions and text question generation, etc. could also become feasible.
However evident the value of such data for ICALL and SLA might seem, there are very few attempts undertaken to compile corpora of (CEFR-based) coursebooks. François (2011) describes the only known to us CB corpus of CEFR-based texts stretching over all levels of proficiency. The main aim with François' corpus is to use it for NLP-based CALL applications for L2 French. The corpus consists of 21 coursebooks distributed over the 6 proficiency levels, see (François, 2011) All CBs have been published after 2001, have an explicit link to the CEFR levels of proficiency and are aimed at general L2 French (as opposed to French for specific purposes). After scanning, only reading materials (i.e. texts properly) have been extracted, leaving aside exercises, lists, instructions, etc. found in the coursebooks. Texts have been labelled with the proficiency level of the (chapter of the) book where texts came from, and assigned a genre (e.g. dialogue, recipe, poem) and linguistic annotation (POS, lemmas). The corpus compiled by François has up to date been used for readability studies of L2 French texts and for extraction of a graded lexicon aimed at L2 learners of French (François, 2011; François et al., 2014) .
COCTAILL: collection and annotation
Work on COCTAILL (Corpus of CEFR-based Textbooks as Input for Learner Levels' modelling) was initiated in 2013 and has been funded partly by the Department of Swedish at the University of Gothenburg (UGOT), and partly by the Center for Language Technology, UGOT. The process of corpus compilation consisted of several stages, shortly presented in Figure 2 below: FIGURE 2. Overview of the CEFR-corpus creation
• Interviews with L2 teachers. To identify candidate coursebooks, we have carried out interviews with teachers engaged in CEFR-based courses as well as studied course plans for such courses. Altogether, 7 teachers at different levels, schools and institutions have agreed to have an interview. A number of CBs have been named as being used at more than one level. In such cases, to decide the border between levels, we organized a CB workshop where trained teachers discussed such coursebooks with each other and suggested division.
• Corpus structuring & purchase of coursebooks. Books that have been suggested by at least two teachers have been selected as core material. We have aimed at a balanced representation at each level with respect to the number of coursebooks per level. However, very few courses are offered at C1 and none at C2 levels that we know of, so the number of coursebooks at these levels differ from the others: 2 titles at C1 and none at C2, see section 2.1 for an overview of the corpus structure. Before books were purchased, we explored the possibility of getting electronic versions from the publishers, but only the publishing house Liber was willing to cooperate. However, the titles that Liber could provide have been named by only one teacher, and consequently have not been included into the final corpus.
• Optical scanning & extraction of raw text. Once the books were purchased, optical scanning was ordered from an outside contractor. PDF alongside XML files were delivered as resulting output data. Raw text extracted from the XML files was used as the input for the next stages.
• Implementation of a coursebook editor. At this stage we defined a taxonomy of textual and pedagogical features for annotation, as well as the format of the output data. Previously, no richly (pedagogically) annotated L2 coursebook corpora have been compiled. Therefore, there were no available editing tools to reuse. After experimenting with XML editors and DTD schemas, we have opted to develop our own editor as described in subsection 2.3.
• Annotation for pedagogical and textual features involved manual work. Altogether, four people have been involved in the content annotation. Initial annotation of the first two CBs was performed to test the editor and to establish an acceptable taxonomy of textual and pedagogical variables, see section 2.2. In the next round, one more annotator was trained, and as a result, a number of revisions were suggested to improve the taxonomy of pedagogical and textual features. The introduced changes led to a necessity to revise the two initially annotated coursebooks. By the end of this round, annotation guidelines have been produced. Finally, two more annotators have been trained. This stage was concluded by an inter-annotator agreement experiments, which entailed revisions to the annotation guidelines and highlighted the need of another round of revision of the already annotated books, as described in section 2.4.
• Linguistic annotation in the form of parts-of-speech, syntactic relations and lemmas has been automatically added using Korp web services (Borin et al., 2012) . Whereas annotation of text passages and activity instructions holds good quality, we would need to assess annotation quality of all other types of information. The reason for that is the fact that tasks, lists, and language examples have an unpredictable structure -often incomplete sentences, or lists of mixed linguistic units, which tends to get a very low-level accuracy when it comes to e.g. parts of speech and dependency annotation.
• Release of the corpus. Unfortunately, the corpus as a whole cannot be made freely available for download for copyright reasons, however, it is browsable for research purposes via Korp (Borin et al., 2012) with password protection. Besides, parts of the corpus in the form of a bag of sentences (as opposed to connected texts) for each proficiency level are released as downloadable data 1 .
Corpus overview
The COCTAILL consists of 12 coursebooks, 5 of which are used at more than one level. The corpus is balanced in the number of coursebooks per level (4 titles/level), except level C1 (2 titles/level). C2 level is not included in this corpus since it represents full language proficiency when learners "can understand with ease virtually everything heard or read" (COE, 2001:24) , hence, from the point of view of linguistic modelling it corresponds to regular NS language. The summary of the corpus is presented in Table 2 . The COCTAILL comprises a total of 708 589 tokens, about half of which belong to texts, the rest to activity instructions, tasks, lists and language examples. The columns "Nr. of sentences (texts)" and "Nr. of tokens (texts)" refer to sentences in texts only, other elements were excluded from these counts since they often contain smaller linguistic units than a full sentence. The amount of tasks in the corpus (a total of 1494) outnumbers the number of texts (1106). The largest amount of material in terms of texts and tasks is available for B1 and B2 levels.
The values in Table 2 are meant primarily to give an idea of the size of the corpus, rather than present data from which generalizations about the CEFR levels can be made, since authors' choice varied to a great extent as far as the division into lessons and the number of texts and tasks included per level are concerned.
Coursebook content annotation
An overview over the taxonomy of textual and pedagogical annotation is provided in Figure 3 . XML elements are shown on the left with their corresponding attributes on the right: FIGURE 3. Overview over the textual and pedagogical annotation:
XML elements and their attributes Structurally, each coursebook is divided into extras (contents, foreword, copyright note, etc) and lessons (chapters). The running text in each lesson has been manually split into texts aimed at reading comprehension and other types of information typical of coursebooks, such as activity instructions, tasks, lists and language examples, whereby reading comprehension materials have been annotated for textual features (section 2.2.1), and the rest of information for pedagogically relevant features (section 2.2.2).
Textual annotation
By textual annotation we understand mark-up of text passages for topics and genres.
We have listed 28 text topics (Table 3) which follow the CEFR guidelines (COE, 2001) in the first place, with modifications introduced as a result of our practical work on the first coursebooks (Volodina & Johansson Kokkinakis, 2013) .
In general, we followed the recommendation to opt for a broader topic, e.g. if a text is about a political crisis in some country, including military actions, Politics and power would probably be the best choice. In most cases, more than one topic has been applicable, in which case two or more topics have been assigned. In case there were no topics that corresponded to the text, we considered adding new ones, see Table 3 for the alphabetic list of the topics we have been using so far.
• It can be discussed whether some of the Other macrogenres can be moved to any of the other three genre families (e.g. Anecdotes to the Narration family). In a lot of cases, where there were no clear-cut genres, a combination of genres became an optimal solution, see 
Pedagogical annotation of coursebooks
Pedagogical annotation in this corpus is understood as mark-up assigned to all types of information found in coursebook lessons except texts used for reading comprehension. All books are structured by lessons (i.e. chapters in coursebooks), which are assigned a proficiency level, which then applies to all texts and activities in the lesson. 
Online coursebok editor
To simplify the process of inserting XML-annotation into the OCR-ed raw texts, an online coursebook editor has been developed early in the project (Volodina & Johansson Kokkinakis, 2013).
2 FIGURE 6. The online corpus editor.
2 http://spraakbanken.gu.se/larka/larka_cefr_editor.html
The annotation scheme for content annotation described in section 2.2 has been implemented in the form of user-friendly menus (Figure 6 , on the left). In the centre (Figure 6) Meta-information about each coursebook is collected once before the annotation of the rest of the book starts, and includes title, author, publication year, publisher, ISBN.
The editor is language independent, freely accessible over internet and can be easily reusable in other L2 coursebook annotation projects.
Text-level annotation: inter-annotator agreement
Inter-annotator agreement is the degree of agreement among annotators about assigning categories to the same objects (Artstein and Poesio, 2008) . Our intention with the inter-annotator agreement experiment was to estimate the quality of the text-level (textual) annotation on the one hand, and to detect categories causing large number of disagreements and inconsistencies, on the other.
We have investigated randomly chosen parts of the CEFR corpus, targeting at least one chapter (lesson) per level. The controlled subset of the corpus comprised 21630 tokens at the five proficiency levels, divided between 32 texts and a number of accompanying coursebook activities. Our focus has been on texts: text topics, genre families and macrogenres. Three annotators have been involved in this experiment with knowledge of linguistics, language teaching and computational linguistics. We report inter-annotator agreement in terms of Fleiss' multi-kappa (Davies and Fleiss, 1982) and Krippendorff's alpha (Krippendorff, 1980) being that the task involved multiple (i.e. three or more) annotators. Both measures take into account chance agreement (Artstein and Poesio, 2008) . Each annotator could assign more than one category to each text object, i.e. multiple topics out of 28 possible ones, multiple genre families out of 4 choices and multiple macrogenres out of 34 options, therefore, we used distance measures that would calculate the dissimilarity between sets of multiple values. We considered both Jaccard's distance metric (Jaccard, 1908) and MASI (Measuring Agreement on Set-valued Items; Passonneau, 2006) when calculating agreement with the previously mentioned measures. Both metrics are based on the union and the intersection between sets, MASI including also an additional term, M, which equals 1 if the sets are identical, 2/3 in case of subsumption, and 1/3 if there is at least one element in common between the two sets (Passonneau, 2006) . For both the distance 3 and the agreement 4 measures the NLTK Python module has been used (Bird, 2006) . Results are shown in Table 6 .
Fleiss' kappa within the range between 0.61-0.80 means substantial agreement, which given our type of annotation is a very encouraging result. However, the original results for Fleiss' kappa were lower than the ones reported in Table 6 (e.g. Fleiss' kappa for topics 0.52 with Jaccard distance and 0.37 with MASI). The reason for that proved to lie in the fact that some of the texts had substantial difference in the number of assigned values, with the intersection being a good common ground. This has led us to the conclusion that we should set a maximum number of values that may be assigned to each text object. To simulate that, we have calculated interannotator agreement based on the intersection of values (i.e. considering only values that were common between at least two of the three annotators, leaving out the ones that have been assigned only once, except when only one label was provided), as reported in the table above. The results have improved substantially. Following this experiment, in the near future, a revision of the corpus annotation is planned where we will consider reducing the number of assigned topics to a maximum of 3 and macrogenres -to a maximum of 2.
To exemplify cases with different interpretations, look at Figure 7 where a text with a horoscope is given in the original language and translated into English in Figure 8 . The first annotator assigned 4 topics: (1) culture and traditions, (2) daily life, (3) relations with other people, (4) religion; myth and legends. The second annotator assigned topic (4), whereas the third annotation assigned topics (2) and (3).
FIGURE 9. Annotation of the text for topics and genres
For the experiments we used triples of values (annotator-code, text-code, list of assigned values), in Table 7 shown with the original set-up in the first column, and with an intersection set-up in the second column.
Original experiment
Intersection-based experiment
Original versus "intersection"-based triples
As can be seen, the value "1" has been removed from the list of assigned values from annotator 1, since this value has not been used by any other annotator. We can see here that annotator 1 has agreed with both annotators 2 and 3, whereas there was no agreement between annotator 2 and 3.
Summarizing the results of the experiment on inter-annotator agreement, we can say that categories causing a lot of disagreement proved to be the difference in number of assigned values, rather that the values themselves, which is the reason for planned revisions in the annotation guidelines and in the annotated files. However, the experiment has also shown that the annotation is reliable and can be used for experiments as it is, in the sense that among the multiple values there has always been a central overlap between different annotators. Nonoverlapping topics and genres can be considered peripheral adding an extra value to text characteristics.
Initial quantitative explorations of the COCTAILL
We carried out an initial quantitative analysis of the corpus observing variables such as text genres, topics as well as skills and competences targeted by tasks at each CEFR level.
Texts showed a substantial variation both in genre and in topics across proficiency levels. About half of the texts were dialogues at A1 level, but this amount steadily decreased at each CEFR level, C1 level coursebooks containing barely any. Factual texts were presented at all levels, but at higher proficiency levels they were almost twice as common. The percentage of dialogues and factual texts at each level is presented in Figure 10 . The topics "culture and tradition" and "politics and power" are either not present or appear to a very limited extent at A1 level, but at higher proficiency levels their proportion increases substantially. The topic of "daily life", although appears at all CEFR levels, seems to be less common at C1 level. Interestingly, the percentage of texts focusing on "family and relatives" remains the same across all levels. Such topics would be particularly suitable for the analysis of how linguistic complexity changes at different proficiency levels within the same topic.
Further, we retrieved some quantitative data from a more pedagogical perspective aiming at tracing how the proportion of skills and competences targeted by tasks change at various levels. This information is presented in Figure 12 .
FIGURE 12. Target skills and competences per CEFR level At A1 and A2 levels, the focus is primarily on the productive skills of speaking and writing, each of which accounted for about one fourth of the exercises at this level. Tasks involving the receptive skills of reading and listening are about 10% less frequent at this initial stage. The corpus also shows a shift in focus from oral language use to the written one at B1 and B2 levels. More than half of the tasks are writing exercises at B1 level, and the highest percentage of reading tasks (35%) appears at B2 level. The proportion of grammar exercises increases until B1 level, then it keeps its rather dominant presence (about 40%) at all further stages. Vocabulary teaching is a primary target skill of tasks at A1 level, but less so at A2 level, whilst from intermediate (B1) level on, vocabulary exercises dominate the items proposed for students, which is especially obvious at C1, which supports Singleton's (1995) hypothesis that vocabulary doesn't have a critical period at which it should be taught or learnt.
Another interesting piece of statistics we have looked at is average sentence length per CEFR level ( Figure 13 ). Numbers have been calculated upon sentences retrieved from texts aimed at reading comprehension. The graph shows that sentence length grows steadily from lower levels to more advanced ones, the largest increase being observed between A2 and B1 with no difference between B1 and B2. The most feasible explanation for the less drastic increase in sentence length starting from B1 is that texts at the higher levels contain a broader mixture of sentence types -both typical of the level itself, and of all the lower levels, e.g. B2 texts hypothetically contain sentences typical of levels A1, A2, B1 and B2. The sentence length typical of the lower levels would in that case influence the calculations of the average length at B2. Another potential explanation might be connected to the number of texts of certain genres: to take one example, dialogues that tend to contain very short sentences, dominate at A1 and A2 levels and decrease in number from B1.
These numbers show some similarity in the tendency of increase to the reported average sentence length in the L2 French corpus (François, 2011) , as shown in ( François, 2011:359) There is a steady increase in the average sentence length over the levels in both languages. However, there is a larger increase between A1 and A2 in L2 French coursebooks, and more moderate growth between the rest of the levels. Differences in the average values between the two languages can be accounted for by linguistic characteristics of the two language, by differences in tokenization and segmentation tools, as well as by the variety of text genres present in the two corpora. In general, this piece of statistics raises interesting questions about linguistic complexity of each proficiency level and asks for deeper investigations of the problem.
Concluding remarks
We have presented our work on COCTAILL, a corpus of L2 coursebooks, richly annotated for textual, pedagogical and linguistic variables. The corpus is innovative in a number of ways: there are no other existing electronic corpora that have pedagogical annotation alongside proficiency level-labelling, textual annotation, and linguistic annotation covering all the spectrum of proficiency levels interesting for linguistic modelling of learner levels. We pioneered in the development of a taxonomy of pedagogical variables for L2 coursebook annotation, which up-todate remains the only one we are aware of. Besides, unlike a number of other coursebook projects, where only reading materials are selected or only a subset of CB language is analysed, we present a possibility to study coursebooks in their entirety with important implications for correlating proficiency levels, L2 input as well as various pedagogical and textual variables, such as target skills and competences. COCTAILL is available for browsing with password protection and is downloadable as a bag of sentences labelled with coursebook levels.
In the future, we plan several iterations on the improvement of COCTAILL content annotation. This will include the revision and a potential decrease in the number of assigned topics and macrogenres. Besides, the topic and genre taxonomy may need to be revised to contain fewer, but more general categories, i.e. going from a more detailed taxonomy to one with broader categories.
Certain parameters have yet been outside the inter-annotator agreement experiment. In future we plan to focus on (1) activity instructions and tasks, where we will calculate agreement in assigning target skills and exercise formats; and (2) lists and language examples, where the main focus will be on the annotation of target skills and linguistic units
We can foresee that results of the inter-annotator experiments will yield another round of annotation revision.
Availability of the corpus opens prospects to engage in numerous SLA-aware ICALL-relevant studies, such as CEFR profiling, vocabulary and grammar profiling, studies on sentence and text readability, question generation, automatic genre identification, automatic topic modelling -to name just a few potential directions of research.
The taxonomy of textual and pedagogical variables present in COCTAILL provides the key to various empirical studies of coursebooks, which can help critically assess and reflect on the relation between coursebook design and SLA research. Pedagogically annotated coursebook corpora such as COCTAILL, have a potential to become a crystallized form of what should be taught, at which level and in which format, which is crucial for various ICALL tasks, such as material generation. We expect that these insights, implemented into ICALL applications, will facilitate generation of pedagogically appropriate learning materials. To put it simply, you get what you annotate.
