ABSTRACT AP And is a well-detached F5 eclipsing binary star for which only a very limited amount of information was available before this publication. We have obtained very extensive measurements of the light curve (19,097 differential V magnitude observations) and a radial velocity curve (83 spectroscopic observations) which allow us to fit orbits and determine the absolute properties of the components very accurately: masses of 1.277 ± 0.004 and 1.251 ± 0.004 M , radii of 1.233 ± 0.006 and 1.1953 ± 0.005 R , and temperatures of 6565 ± 150 K and 6495 ± 150 K. The distance to the system is about 400 ± 30 pc. Comparison with the theoretical properties of the stellar evolutionary models of the Yonsei-Yale series of Yi et al. shows good agreement between the observations and the theory at an age of about 500 Myr and a slightly sub-solar metallicity.
INTRODUCTION
AP And (classified EA/DM, mag. 11.30-11.90, TYC 3639-0915-1, spectral type F5) was found to be an eclipsing binary star by Whitney (1957) . He determined the first accurate eclipse ephemeris based on his photographic data. Other than numerous times of minimum light, little else has been published on this star until now. We began photometric observations by using two robotic telescopes, the Undergraduate Research in Astronomy (URSA) and the NF/Observatory (NFO) Web Scopes in 2003 July, eventually accumulating 19,097 measurable images, from which accurate differential magnitudes could be determined. Spectroscopic observations began in 2004 with Center for Astrophysics (CfA) telescopes, which have now accumulated 42 spectra. These are supplemented by 41 spectra gathered by a robotic telescope at Fairborn Observatory. The eclipse ephemeris is discussed in Section 2, the spectroscopic observations and reductions in Section 3, the spectroscopic orbital solution in Section 4, and the photometric observations and orbit in Section 5. The combination of all the existing data have allowed us to determine very accurate absolute properties of the stars in this system (Section 6), and to compare our observations with the standard theory of stellar evolution, which we find agrees well with our observed results at an age of about 500 Myr.
ECLIPSE EPHEMERIS
We have gathered the existing accurate photoelectric and CCD dates of minima to find the current eclipse ephemeris (Table 1) , which we determine to be HJD Min I = 2, 454, 717.65759(2)+1.587291156(33) E, (1) where the uncertainty in the last digits of the period and epoch is shown in parentheses. All uncertainties quoted in this paper are standard errors unless otherwise mentioned. We have rescaled them here in order to produce a reduced chisquare value of unity in the Levenberg-Marquardt minimization procedure we used, separately for the type 1 and type 2 eclipses since those measurements have somewhat different precisions. This rebalances the corresponding weights and yields more accurate estimates for the orbital period and epoch and their corresponding uncertainties. The phase of secondary eclipse is found to be 0.50000 ± 0.00003, so no eccentricity is apparent in the orbit. The minima that were used in the fit and their residuals are shown in Table 1 . Less accurate photographic and visual dates in the literature were checked against this fitted ephemeris, but no trends in the older residuals were seen.
SPECTROSCOPIC OBSERVATIONS AND REDUCTIONS
AP And was monitored spectroscopically with three different instruments over more than 9 yr. Observations began at the Harvard-Smithsonian CfA with the 1.5 m telescope at the F. Additional observations were gathered on the same telescope using the bench-mounted Tillinghast Reflector Echelle Spectrograph (TRES; Furesz 2008) , from 2009 October to 2013 January. The resolving power of this instrument is R = 44,000, and the wavelength coverage is 3900-9100 Å in 51 orders. The signal-to-noise ratios of the 26 spectra we obtained range from 19 to 74 per resolution element of 6.8 km s −1 . A further 41 echelle spectrograms of AP And were collected from 2011 October to 2013 October using the Tennessee State University 2 m telescope and a fiber fed echelle spectrograph (Eaton & Williamson 2007) . The detector was a Fairchild 486 CCD with a 4096 × 4096 array of 15 μm pixels. The resulting echelle spectrograms have 48 orders and have a wavelength coverage of 3800-8260 Å. Because of the star's faintness, we used a fiber that produced a resolution of 0.4 Å, or a resolving (This table is also available in machine-readable and Virtual Observatory (VO) forms in the online journal.)
power of 15,000 at 6000 Å. The typical signal-to-noise ratio of these spectra is 45 at 6000 Å. Radial velocities for the CfA spectra (DS and TRES) were measured using the two-dimensional cross-correlation algorithm TODCOR (Zucker & Mazeh 1994) . In the case of TRES we used only order 23 (centered on the Mg i b triplet), which contains most of the velocity information. Templates were selected from a large library of synthetic spectra based on model atmospheres by R. L. Kurucz (Nordstrom et al. 1994; Latham et al. 2002) , available for a wide range of temperatures (T eff ), surface gravities (log g), metallicities ([Fe/H]), and rotational velocities (v rot sin i when seen in projection). The optimum template parameters were chosen by cross-correlating all observations against the entire library of synthetic spectra, seeking the highest peak in the cross-correlation function averaged over all exposures (see Torres et al. 2002) . This was done separately for the DS and TRES spectra. In each case we held log g fixed at the value 4.5, close to our final estimates in Section 5, and we assumed solar metallicity, since these two parameters have little effect on the velocities. From the DS observations we obtained v rot sin i values of 39 km s −1 and 38 km s −1 for the primary (hotter and more massive star) and secondary of AP And, with estimated uncertainties of 3 km s −1 . However, the lower signalto-noise ratios of these spectra, along with their shorter wavelength coverage and the considerable rotational line broadening, prevented us from determining the effective temperatures from this material. We therefore relied on the TRES spectra to select the templates. The TRES spectra yielded preliminary effective temperatures of 6580 ± 150 K and 6480 ± 150 K, and v rot sin i values of 41 and 42 km s −1 , respectively, with estimated errors of 2 km s −1 . TRES and DS radial velocities were obtained using template parameters in our library nearest to these values (T eff = 6500 K and v rot sin i = 40 km s −1 for both stars). For the DS spectra we applied corrections to the raw velocities following Torres et al. (1997) , to account for possible systematic effects due to residual line blending and to lines shifting in and out of the narrow spectral window as a function of orbital phase. These corrections can be as large as 3 km s −1 for AP And, and they increase the masses by about 6%. Finally, the zero point of our velocity system for the DS instrument was monitored by taking nightly exposures at dusk and dawn, and small run-to-run corrections were applied as described by Latham (1992) . For TRES we observed velocity standards every night. The final heliocentric radial velocities from both instruments with all corrections included are reported in Table 2 .
The DS and TRES spectra were also used to derive the light ratio between the stars as prescribed by Zucker & Mazeh (1994) . We obtained similar values of L B /L A = 0.95 ± 0.06 (DS) and L B /L A = 0.93 ± 0.02 (TRES) at the mean wavelength of the observations (5187 Å). Fekel et al. (2009) have provided a general description of the velocity measurement for our Fairborn Observatory echelle spectra. The solar-type star line list, consisting of mostly neutral lines, provided a better match to the spectra than our A-type star line list, which primarily consists of singly ionized lines. Thus, from the former line list we measured about 165 lines of each component for radial velocity, fitting those lines with rotational broadening functions (Lacy & Fekel 2011 ) that allowed both the width and depth of the line fits to vary. Our unpublished measurements of several IAU solar-type velocity standards show that the Fairborn Observatory velocities have a zero-point offset of −0.6 km s −1 when compared to the results of Scarfe (2010) . So, + 0.6 km s −1 has been added to each velocity. The final measurements are listed in Table 2 (below, and also in a machinereadable version with the electronic edition of this journal), and have estimated uncertainties of about 2.0 and 1.7 km s −1 for star A and star B, based on the scatter from spectroscopic orbital fit described below.
From the Fairborn Observatory spectra, the average projected rotational velocities of the two stars are 40 and 39 km s −1 for the star A and star B, respectively, with estimated uncertainties of 2 km s −1 . The spectroscopic light ratio of the two components is L B /L A = 0.90 ± 0.02 at an average wavelength of about 6000 Å.
SPECTROSCOPIC ORBITAL SOLUTION
Separate orbital fits were performed using the LevenbergMarquardt method with each of the three data sets to check for systematic differences, holding the period and reference epoch fixed at the values determined in Section 1 and assuming the orbit to be circular. The elements are presented in Table 3 , and are seen to be consistent with each other. The largest spread is in the semi-amplitude of the more massive star, K A , which is marginally lower for TRES. The DS velocities show a slight zero-point offset between the star A and star B velocities (star A -star B = ΔRV = + 1.56 ± 0.75 km s −1 ), which is significant at the 2σ level. We accounted for this offset in the corresponding fit. The final solution was obtained by merging the three data sets, and using TRES as the reference group. We allowed for offsets between TRES and the other two data sets in addition to the star A -star B offset for the DS set, ΔRV. The uncertainties for the individual observations, which determine their relative weights, were rescaled by iterations to achieve a reduced chi-square near unity, separately for each group of velocities and for each component. This yields more realistic values for the uncertainties of the fitted parameters. The results of this combined fit are reported in the last column of Table 3 . A graphical representation of the best fit together with the observations and residuals is shown in Figure 1 .
The residuals from the Fairborn observations display some trends as a function of orbital phase that are also present in a solution that uses only those velocities. These trends are not apparent in the other data sets, which, however, are smaller in size and have a narrower phase coverage. It is possible the pattern is related to the line list used for the Fairborn reductions combined with the significant line broadening of both stars and partial blending of some of the measured lines with satellite lines from the other component in a phase-dependent way. We find, though, that removing the velocities within 50 km s −1 of the systemic velocity, which would be the ones most affected by blending, does not improve the situation. In any case these effects appear not to have a significant impact on the results, as the velocity semi-amplitudes are not very different from those derived with TRES and the DS.
PHOTOMETRIC DATA AND ORBIT
Sets of V-band differential photometry were obtained from images taken by two independent robotic telescopes, the URSA WebScope at the University of Arkansas campus and the NFO WebScope near Silver City, NM, USA. The URSA WebScope is constructed from a 10 inch diameter f/6.3 Meade LX200 Schimdt-Cassegrain telescope with an SBIG ST8 CCD camera binned 2 × 2 to produce 765 × 510 pixel images with 2.3 arcsec square pixels, inside a Technical Innovations RoboDome, all controlled by a computer inside a room at the top of Kimpel Hall on the Fayetteville campus. The NFO WebScope is constructed from a Group 128 24 inch diameter classical Cassegrain telescope with a Kodak KAF 4300E CCD camera producing 2102 × 2092 pixel images with 0.78 arcsec pixels. Both telescopes used Bessel V filters consisting of 2.0 mm of GG495 and 3.0 mm of BG 39. Exposures were 120 s long, and the cadence was typically 150 s per image. The star was observed with URSA from 2003 July 11 to 2012 July 13 (7892 images) and with the NFO from 2004 December 17 to 2013 December 2 (11205 images). The images were dark-corrected and flat-fielded from twilight flats, and in the case of the NFO, were corrected with a photometric flat (see Grauer et al. Notes. a The orbital period and epoch have been fixed at the photometric values in Equation (1): HJD Min I = 2,454,717.65759(2) + 1.587291156(33) E. The projected semi-major axis and minimum masses rely on the solar radius and heliocentric gravitational constant adopted by Torres et al. (2010) . Star A is the more massive, larger, and more luminous star. Star B is the less massive, smaller, and less luminous star. ΔRV are radial velocity offsets due to differences in zero points. differential magnitude between the eclipsing binary (var) and the magnitude corresponding to the sum of the fluxes of the two comparison stars, var-comps (comp 1 = TYC 3639-0767-1, Tycho V T = 11.69 (A5:), comp 2 = TYC 3639-1492-1, Tycho V T = 12.27 (A0:)). A few clearly errant observations were eliminated before analysis, but these observations are included in the machine-readable versions of the tables for completeness. The original measurements are listed in Table 4 (URSA) and Table 5 (NFO). Because of imprecise centering from night to night and variations in responsivity across the field of view, small variations (about 0.01 mag) in the differential magnitude zero points are seen in the measurements (see Lacy et al. 2008 for a discussion of this effect). The URSA WebScope suffers very much less from this effect than does the NFO WebScope. We have measured these variations by doing a preliminary orbital fit to the URSA photometry, then correcting the data of each telescope for their nightly shifts. The number of these nightly corrections is shown in Table 6 . The photometric model used here is the Nelson-Davis-Etzel (NDE) model (Nelson & Davis 1972; Popper & Etzel 1981; Southworth et al. 2004 ) as implemented in the jktebop code of John Southworth. The jktebop code uses the Levenberg-Marquardt method to minimize the sum-of-squares of the residuals. A good description of details of the NDE model, upon which the jktebop code is based, is given by Etzel (1980) , and is available from that author. The data corrected for nightly shifts are shown in Figures 2-4 . The meaning of parameters of the NDE model listed in Table 6 are J B , the unitless central surface brightness of the cooler star (star B) relative to the central surface brightness of the hotter star (star A); r A + r B , the unitless sum-of-stellarradii relative to the semi-major axis of the orbit (the radii correspond to those of spheres with volumes equivalent to the bi-axial ellipsoids used in the model); k, the unitless ratio of radii, r B /r A ; u A and u B , the unitless linear limb-darkening coefficients; i, the orbital inclination in degrees; q, the unitless ratio of masses m B /m A (taken from the spectroscopic orbit and not adjusted); L A and L B , the unitless observed fluxes of the components relative to the sum of the observed stellar fluxes at the orbital first quadrature phase (these are passband-specific fluxes; for our data, V band); L 3 , the unitless third light flux relative to the sum of L A + L B ; σ , the standard error of the residuals from the orbital fit, in magnitudes; N, the number of observations that were fitted; and the number of corrections that were applied to compensate for the nightly shifts in the zero point of the magnitude scale. The auxilliary quantities β 1 , the unitless gravity-darkening exponents (which are normally taken from theory and not adjusted), we adopt from Claret (1998) as 0.28 for each star.
We have experimented with nonlinear limb-darkening laws, both the quadratic and the logarithmic (Claret 2000) , and find that they do not fit the data as well as the linear laws do. The reason for this is unknown, but could be that the nonlinear laws are not as appropriate for these stars as the linear laws are. There were some small differences in the fitted values obtained using the nonlinear laws. The fitted values of the radii r A and r B with Popper (1980) , and is unitless. b Relies on the absolute bolometric magnitude of the Sun from Torres (2010) , and for the distance also on bolometric corrections of BC V = + 0.01 mag for both stars from Flower (1996) , with a conservative error of 0.10 mag.
the best-fitting logarithmic law, which we found to be superior to the quadratic one, were smaller by 0.4% than the linear law values with the URSA data. With the NFO data the value of r A was 0.3% smaller with the logarithmic law, and the value of r B was the same value as with the linear law. Also, the fitted values of the inclination were smaller with the logarithmic law by about 0.2 degrees. This outcome is consistent with previous results such as those of Lacy et al. (2008) . Southworth et al. (2007) present an example where nonlinear limb-darkening was justified in the case of much more accurate observations. To be conservative, however, we have increased the uncertainty estimates of the adopted radii by 0.4% added in quadrature and the inclination uncertainty by 0.2 degrees added in quadrature. The parameters of the fitted orbits that result in the curves in Figures 2-4 are given in Table 6 . The increase in the apparent width of the observed points just before and after eclipses is simply due to the increased density of observations there, not to an increase in the standard error of the residuals. Tests were made to detect any orbital eccentricity or third light, but the values were insignificant, so were fixed at zero in the final fits. A test was done to see if the solution was sensitive to the value of the gravity-darkening exponent β 1 by changing it from 0.28 to 0.32, but the difference was insignificant due to the fact that this system is well-detached, so the components are very close to spherical. Comparison of fitted parameters from the two independent data sets (URSA and NFO) is excellent, but to be conservative, half of the difference between the parameter values from the two telescopes was added in quadrature to the adopted parameter errors.
ABSOLUTE DIMENSIONS
The combination of the spectroscopic and photometric elements leads to the accurate absolute properties for AP And listed in Table 7 . Relative errors in the masses and radii are 0.3% and 0.5%, respectively, which are among the best for any known eclipsing binary. The temperature difference is determined much more precisely from the difference in eclipse depths than is implied by the formal uncertainties in the absolute temperatures, (Kim et al. 2002) . Evolutionary tracks are shown with solid lines for the exact masses we measure. The shaded areas represent the uncertainty in the location of the tracks that comes from the observational errors in the masses. The best-fit 500 Myr isochrone is indicated with a dashed line, and other isochrones (1, 1.5, and 2 Gyr) are shown with dotted lines.
and is 70 ± 25 K. The more massive star is slightly hotter. We are not aware of any detailed study of the chemical composition of the components. Other derived properties for the stars are given also in Table 7 , including the distance, 400 ± 30 pc, which relies on the visual absolute flux calibration of Popper (1980) . A similar value is obtained when using bolometric corrections by Flower (1996) . For the distance calculations we used an average apparent V-band magnitude for AP And of 11.15 ± 0.05 (Henden et al. 2012; Droege et al. 2006; and Høg et al. 2000 converted to the Johnson system), along with an extinction correction A(V) = 3.1 E(B − V). Estimates of the color excess E(B − V) were made using the reddening maps of Burstein & Heiles (1982) , Schlegel et al. (1998) , Drimmel et al. (2003) , and Amores & Lepine (2005) , and are 0.063, 0.057, 0.052, and 0.059 mag, respectively. We adopted the straight average along with a conservative error, 0.058 ± 0.030 mag.
There is excellent agreement in our v rot sin i measurements for the components from three spectroscopic instruments. The weighted averages for each star, 40.2 ± 1.3 km s −1 and 40.0 ± 1.3 km s −1 , are consistent with the expected projected synchronous velocities listed in Table 7 . The V-band light ratio from our photometric fits is also consistent with the estimates we obtained at similar wavelengths from our spectra, which supports the accuracy of our independent light-curve solutions, and in particular of the radii.
COMPARISON WITH STELLAR EVOLUTION MODELS
The accurate absolute dimensions derived for AP And allow for a meaningful test of current stellar evolution models. Figure 5 shows our measurements against models from the Yonsei-Yale series of Yi et al. (2001) , for a best-fit metallicity of Z = 0.0150, corresponding to [Fe/H] = −0.09 in these models. The stars are seen to lie squarely on the zero-age main sequence, with a best-fit age of only 500 Myr. The agreement with the models is excellent. In particular, the measured temperature difference, which relies on the difference in the eclipse depths, is well reproduced by theory.
Among the eclipsing binaries with accurately measured properties in this mass range ) AP And is the least evolved. The system of V505 Per (Tomasella et al. 2008 ) is a near clone, with primary and secondary masses that are less than 0.4% different from those of AP And and temperatures nominally only 35-55 K cooler, but larger radii such that the age is a factor of three older. Unevolved systems such as AP And constitute excellent tests of models regarding the metallicity, though unfortunately a spectroscopic abundance analysis is lacking for AP And.
