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Mobile devices, such as smartphones and wearable devices, have become a popular platform to de-
liver recommendations and interact with users. To learn the decision rule of assigning recommen-
dations, i.e. policy, neither one homogeneous policy for all users nor completely heterogeneous
policy for each user is appropriate. Many attempts have been made to learn a policy for making
recommendations using observational mobile health (mHealth) data. The majority of them fo-
cuses on a homogeneous policy, that is a one-fit-to-all policy for all users. It is a fair starting point
for mHealth study, but it ignores the underlying user heterogeneity. Users with similar behavior
pattern may have unobservable underlying heterogeneity. To solve this problem, we develop a per-
sonalized learning framework that models both population and personalized effect simultaneously.
In the first part of this dissertation, we address the personalized policy learning problem using
longitudinal mHealth application usage data. Personalized policy represents a paradigm shift from
developing a single policy that may prescribe personalized decisions by tailoring. Specifically, we
aim to develop the best policy, one per user, based on estimating random effects under generalized
linear mixed model. With many random effects, we consider new estimation method and penal-
ized objective to circumvent high-dimensional integrals for marginal likelihood approximation.
We establish consistency and optimality of our method with endogenous app usage. We apply our
method to develop personalized push (“prompt”) schedules in 294 app users, with a goal to max-
imize the prompt response rate given past app usage and other contextual factors. We found the
best push schedule given the same covariates varied among the users, thus calling for personalized
policies. Using the estimated personalized policies would have achieved a mean prompt response
rate of 23% in these users at 16 weeks or later: this is a remarkable improvement on the observed
rate (11%), while the literature suggests 3%-15% user engagement at 3 months after download.
The proposed method compares favorably to existing estimation methods including using the R
function “glmer” in a simulation study.
In the second part of this dissertation, we aim to solve a practical problem in the mHealth area.
Low response rate has been a major issue that blocks researchers from collecting high quality
mHealth data. Therefore, developing a prompting system is important to keep user engagement
and increase response rate. We aim to learn personalized prompting time for users in order to
gain a high response rate. An extension of the personalized learning algorithm is applied on the
Intellicare data that incorporates penalties of the population effect parameters and personalized
effect parameters into learning the personalized decision rule of sending prompts. The number
of personalized policy parameters increases with sample size. Since there is a large number of
users in the Intellicare data, it is challenging to estimate such high dimensional parameters. To
solve the computational issue, we employ a bagging method that first bootstraps subsamples and
then ensembles parameters learned from each subsample. The analysis of Intellicare data shows
that sending prompts at a personalized hour helps achieve a higher response rate compared to a
one-fit-to-all prompting hour.
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The development of behavior intervention and self-care management platforms has grown rapidly
in the area of mobile health (mHealth). Mobile technologies, such as smartphones and wearable
devices, could continuously collect health-relevant data over an extended period of time and deliver
health guidelines in an adaptive manner [Riley et al., 2011]. The continuously collected mHealth
data is one type of the ecological momentary assessment (EMA) data, which is a repeated sampling
of user experience and behavior in real time under the nature environment [Shiffman et al., 2008].
EMA data collected from mobile devices can be used to personalize messages to patients [Piwek et
al., 2016] and support their self-care management of certain concerns, such as depression, anxiety,
diabetes asthma, fitness and other health problems [Heron and Smyth, 2010].
1
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Behavioral scientists and healthcare researchers have implemented mobile intervention plat-
forms to collect EMA data for supporting their health change and providing necessary interven-
tions [Mohr et al., 2013, Kennedy et al., 2012]. For example, by combining a fitness tracking
wearable device (such as those made by Fitbit) that records exercise patterns of a user with a
fitness tracking smartphone application that records the user’s caloric intake and health status,
the user can be provided with personalized coaching plans that suggest exercise or food based
on the his or her ongoing performance. Data collected from mobile devices can also be used to
personalize messages to patients [Piwek et al., 2016] and support their self-care management of
such concerns as obesity [Teixeira et al., 2015], chronic obstructive pulmonary disease [Chen et
al., 2011] and post-traumatic stress disorder [Lange et al., 2003]. Researchers have used mobile
devices to deliver behavioral interventions in the areas of substance use disorders [Litvin et al.,
2013], physical activities [King et al., 2013], mental health [Ben-Zeev et al., 2013], cardiovascular
disease management [Winter et al., 2016] and stress management [Christmann et al., 2017].
Many methods have been proposed to learn a policy, i.e., a decision rule of delivering inter-
ventions using traditional medical data or mHealth data. For example, there is a large amount of
statistical literature focusing on developing novel reinforcement learning algorithms to estimate
a population decision algorithm based on a nomothetic model [Murphy, 2003, Qian and Murphy,
2011, Zhang et al., 2012, Zhao et al., 2012, Zhao et al., 2015, Hu et al., 2017]. These approaches
assume that a population-level model that captures all between-subject heterogeneity, and esti-
mates the model parameters by pooling data across participants. The underlying assumption is
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often no unobserved confounders, but it may fail to address the unobserved heterogeneity issue.
On the other hand, another approach is to use each person’s own mobile health data to estimate
his/her own decision model via either traditional statistical methods (e.g. N-of-1 trial [Lillie et
al., 2011, Kravitz and Duan, 2014]) or novel machine learning techniques [Lei et al., 2014]. This
ideographic approach, although resolves the issue of achieving per-individual insights, replies on
the assumption that each subject is followed for a reasonably long time period. In the situation
of no enough information to develop individual models, borrowing strength from population in-
formation is a remedy. [Cho et al., 2017] proposed a method for learning personalized treatment
on longitudinal data with high heterogeneous treatment effects. However the treatment effect and
context information with potential time varying confounders are not modeled simultaneously. The
ability to use quantitative methods to learn suitable interventions based on longitudinal data from
mobile devices is still an active area of research. The advance of mobile technologies has brought
opportunities to deliver interventions adaptively. However, this also brings challenges since the
methodology of choosing suitable interventions using massive longitudinal mobile health data is
still under development.
This dissertation includes several projects with the goal to facilitate personalized decision mak-
ing in the mHealth area. The first part introduces a learning framework of personalized policy,
which is different from the traditional population level policy learning methods, and addresses the
issue of user heterogeneity. The learned personalized policy covers both population level effect
and personalized effect. The second part addresses a practical issue in the mHealth area, that is to
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learn a personalized prompting time to mobile application users to achieve a high response rate. In
this part we extend the personalized policy algorithm to account for the fused adjacent time effect
and use bagging to learning high dimensional policy parameters.
1.2 IntelliCare Mobile Applications
IntelliCare is a suite of applications with educational and interaction style to support users to ac-
quire a set of skills related to manage depression or anxiety [Mohr et al., 2017]. The examples
of skills are goal setting, cognitive restructuring, etc.. This is designed to follow the US Institute
of Medicine’s report outlining a framework that recommends evidence-based psychosocial inter-
ventions, so that the psychosocial intervention is based on user’s behaviors and preferences, rather
than the theoretical orientation.
IntelliCare applications consist of a suite of 13 applications and can be downloaded freely
on the Google Play Store from September 22, 2014. The application users were presented with
a user acknowledgment agreement upon the first application download. This agreement notified
the users that the application usage information would be stored and analyzed for quality assur-
ance purposes. The information were collected from the central application Hub and 12 other
IntelliCare applications, from users who downloaded their first IntelliCare application(s) during
the period between April 1, 2015 and August 31, 2016. The Hub application is used to organize
users’ experience as a central application. Hub contains a feed for notifications for all other 12
IntelliCare applications and provides links and recommendations for other applications within the
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IntelliCare suite. Therefore users do not need to find those applications separately. Those 12 ap-
plications would provide interactive support to users targeting for self-acquisition of skills to deal
with depression or anxiety.
The participants in the IntelliCare study were recruited through a health care system, if they
had elevated symptoms of depression or anxiety. All participants had access to the IntelliCare
applications from Google Play and received 8 weeks of coaching on the use of IntelliCare ap-
plications. The primary outcomes included both depression related outcome, the Patient Health
Questionnaire-4 (PHQ-4), and the anxiety related outcome, Generalized Anxiety Disorder-7 (GAD-
7). To assess the psychological condition of users, a prompt was sent on a weekly basis requesting
filling PHQ-4 or GAD-7 for assessing depression or anxiety respectively. In order to collect high
quality data, it is important that the users would respond to the prompts.
Application usage data in the IntelliCare study, including application launch and use logs were
collected. An application use session is defined as a sequence of user-initiated events which can be
separated by less than 5 minutes intermission. An application launch is defined as a new activity
after 5 minutes with no activity. The length of an application usage session is defined as the
duration between the first launch of an application to the last event in a session.
1.3 Introduction to Treatment Regimes
In cross-sectional data, individualized treatment rules (ITRs) is used to estimate individualized
interventions by employing a function that maps from subject information to a recommended in-
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tervention. An optimal ITR is a function that optimizes the expectation of the outcome of interest
when applied to the population. The individualized information comes from heterogeneous user
covariates. In sequential data, dynamic treatment regimes (DTRs) is used, which is a sequence of
decision rules that maps from time-evolving user information to a series of recommended inter-
ventions over time. There has been a recent surge of research on developing estimators for optimal
ITRs and DTRs. Among those methods there are mainly two categories: modeling a conditional
mean outcome and modeling a marginal mean outcome.
1.3.1 Conditional mean model
A conditional mean model estimates an optimal decision rule by modeling a conditional expected
outcome, conditioning on historical observations including past interventions and outcomes. One
challenge of estimating an optimal policy is to find the one having a long term beneficial out-
come. To address this, researchers proposed a dynamic programming based method using back-
ward induction [Murphy, 2003] and introduced a structural nested mean method and G estimation
to estimate the parameters of the optimal policy [Robins, 2004]. Based on the backward induction
idea, the most commonly used methods to estimate an optimal policy are Q(uality) learning and
A(dvantage) learning [Murphy, 2005, Moodie et al., 2007, Qian and Murphy, 2011, Schulte et al.,
2014,Cheung et al., 2015]. Q learning is a basic method in reinforcement learning to model the in-
teraction between the agent and environment. In the statistical field, researchers make linear model
assumptions of the Q function, then use regression techniques to estimate the optimal policy. A
CHAPTER 1. INTRODUCTION 7
learning is different from Q learning, as Q learning models the outcome while A learning models
the difference of the outcomes under different actions.
To illustrate the method of estimating a two-stage treatment regimes using Q learning, we
denote the observed data is {Oi1, Ai1, Oi2, Ai2, Yi}i=1,...,n. Let action Ai be the treatment assigned
to the subject i and the treatment is restricted be binary for each subject, i.e., Ai1, Ai2 ∈ {−1, 1}.
Let the observation Oi be the health outcome of interest for subject i. Let Yi be the final outcome
of interest for subject i which is also the primary outcome. Assuming the primary outcome is
beneficial, then the goal is to estimate the optimal policy that maximize the primary outcome. Let
Hi1 = Oi1 and Hi2 = (Oi1, Ai1, Oi2). The treatment policy is referred as a dynamic treatment
regime (DTR) πt : Ht → At. The optimal DTR is defined as π∗ = argmaxπ∈ΠEπY . It is
estimated by backward induction.
Eπ(Y ) = E[E[E[Y |H2, A2 = π2(H2)]|H1, A1 = π1(H1)]] (1.1)
Q function at the second stage is
Q2(h2, a2) = E(Y |H2 = h2, A2 = a2). (1.2)
Q function at the first stage is
Q1(h1, a1) = E(maxa2Q2(h2, a2)|H1 = h1, A1 = a1). (1.3)
Using backward induction, the second stage optimal regime is estimated first then the first stage
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optimal regime is estimated. The optimal DTR at the second stage and at the first stage are
π∗2(h2) = argmaxa2Q2(h2, a2), (1.4)
π∗1(h1) = argmaxa1Q1(h1, a1). (1.5)
Given a linear assumption for the Q functions, the model parameters can be estimated using
least square estimation. The forms of the Q function at the second stage and at the first stage are
Q2(H2, A2;α2,β2) = (1, H2)
Tα2 + ((1, H2)
Tβ2)A2, (1.6)
Q1(H1, A1;α1,β1) = (1, H1)
Tα1 + ((1, H1)
Tβ1)A1. (1.7)
The estimated parameters are
(α̂2, β̂2) = argminα2,β2Pn(Y − (1, H2)Tα2 − ((1, H2)Tβ2)A2)2, (1.8)
Ŷ = (1, H2)
T α̂2 + |(1, H2)T β̂2|,
(α̂1, β̂1) = argminα1,β1Pn(Ŷ − (1, H1)Tα1 − ((1, H1)Tβ1)A1)2. (1.9)
1.3.2 Marginal mean model
The marginal mean method models the mean outcome under different policies and finds the opti-
mal one by maximizing the beneficial mean outcome. To estimate the optimal policy in a marginal
mean model when the policy form is pre-specified, the inverse probability treatment weighting
(IPTW) method is commonly used to re-weight the outcome. The weight is specified as a ratio
of two probability measures, the numerator is an indicator of the action matches the observed one
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and the denominator is the propensity score [Chakraborty and , 2014]. If the data is collected
from a randomized trial, then the propensity score is known; if the data is collected from an ob-
servation study then the propensity score is unknown and needs to be estimated. IPTW method
is nonparametric and robust to model misspecification compared to the methods estimating the
marginal mean under a model assumption. However, in the case of a large number of stages, the
IPTW method is highly variable due to the non-smooth indicator function. Later, a doubly robust
IPTW is proposed and referred to as augmented inverse probability treatment weighting (AIPTW)
[Zhang et al., 2012, Zhang et al., 2013]. AIPTW is doubly robust since it is consistent for esti-
mating the mean outcome if either of the propensity score or the mean function is misspecified.
In addition, this estimator has good asymptotic efficiency. Besides IPTW and AIPTW, there are
outcome weighted learning (OWL) methods [Zhao et al., 2015], aiming at maximizing the mean
outcome under a policy directly. It recasts the policy estimation problem as a sequential classi-
fication problem. It is computationally inefficient to optimize the objective function due to the
indicator function contained in the objective function. This is solved by replacing the indication
function with a continuous and concave surrogate function.
In the following part, IPTW is reviewed in details using a two-stage study as an example. The
weight in IPTW is defined as a ratio of two probability measures,
w(O1, A1, O2, A2) =
fπ(O1, A1, O2, A2)
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The expected outcome following a policy π when the true optimal policy is p is defined as
EπY =
∫
Y fπ(O1, A1, O2, A2)d(O1, A1, O2, A2)
=
∫
Y w(O1, A1, O2, A2)fp(O1, A1, O2, A2, Y )d(O1, A1, O2, A2)
= Ep[Y w(O1, A1, O2, A2)]
= Ep[Y w(H2, A2)]. (1.11)






If the data is collected from a sequential multiple assignment randomized trial, then the ran-
domized probabilities p(Aj|Hj) for j ∈ {1, 2} is known; if the data is collected from an observa-
tion study then p(Aj|Hj) is unknown. We can estimate it using logistic regression.
The above methods estimate a population level policy and account for subject heterogeneity by
mapping subject specific covariates to personalized actions. However there may exist unobserv-
able covariates that cause heterogeneity. That means given observing the same covariates for the
subjects, the optimal action may still be different for these subjects. Therefore it is important to
take the underlying heterogeneity into consideration. Constructing a personalized policy is a way
to achieve that. One difference between a personalized policy and an ITR or a DTR is that an ITR
or a DTR employs the same policy for all subjects, while a personalized policy indicates one policy
per subject.
Chapter 2
Personalized Policy Learning using
Longitudinal Mobile Health Data
2.1 Introduction
Mobile technologies such as smartphones and wearables enable continuous monitoring of expo-
sure to environmental stressors and ecological assessment of health-relevant data over an extended
period of time, thereby facilitating the delivery of tailored intervention in an adaptive manner
[Riley et al., 2011]. Examples abound. The use of tailored interventions based on momentary
assessments is reviewed to support management of a variety of health behaviors and symptoms
such as smoking, diabetes, and weight loss [Heron and Smyth, 2010]. There exist studies about
the efficacy of personalized pushed engagement based on real-time data in mental illness patients
11
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[Depp et al., 2010] and also a continuous evaluation system of health applications based on evi-
dence generated by routinely collected data [Mohr et al., 2013]. To illustrate, we consider a suite
of smartphone applications (called IntelliCare) that serves users with anxiety or depression using
different psychological treatment strategies including cognitive behavioral therapy, positive psy-
chology, and physical activity-based interventions [Mohr et al., 2017]. The suite consists of a Hub
application that helps users navigate applications within the IntelliCare ecosystem and coordinate
their experience, with a specific function to provide links and recommendations for other Intelli-
Care applications so as to maximize user engagement based on a user’s application usage history
[Cheung et al., 2018]. In this article, we are motivated by a sub-study of the IntelliCare suite, in
which the Hub application would send pushed notifications to prompt a user to complete a short
four-item patient health questionnaire repeatedly on 7-day intervals at a random time during the
day. While the purpose of the prompts is to remind user to assess their depression and anxiety
symptoms, the response rate was expected to be modest and declining quickly over time based
user engagement reported in the literature [Christmann et al., 2009, Helander et al., 2014]. Since
time of day is a known factor of mobile application usage [Bohmer et al., 2011], the objective
of this study is to learn the best time period to push the prompt (policy) that maximizes response
given other contextual factors a user experiences as well as the user’s past engagement. In addition,
since there is often unobserved between-user heterogeneity due to a user’s own circumstances that
is difficult to capture or measure [Ohrnberger et al., 2017], the eventual goal is to develop poli-
cies, one for each user, that can provide personalized feedback through their interaction with the
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IntelliCare applications.
Numerous policy learning methods that support decision making using medical data and mobile
health data have been proposed. For example, there is a large statistical literature on reinforcement
learning algorithms that estimate optimal policies under a nomothetic model [Murphy, 2003, Qian
and Murphy, 2011,Zhang et al., 2012,Laber et al., 2014,Song et al., 2014,Zhao et al., 2012,Zhao et
al., 2015, Ertefaie and Strawderman, 2018, Luckett et al., 2019]. A nomothetic approach assumes
that a population model captures all between-subject heterogeneity and facilitates estimation by
pooling data across participants. While this approach may address user heterogeneity and allow
for the estimation of personalized policies by incorporating appropriate interactions with the ac-
tions, it often requires the untestable assumption of no unobserved confounders. Alternatively,
an ideographic approach achieves personalization using an “N-of-1” approach whereby a person’s
own decision model is estimated using the person’s own data only [Lillie et al., 2011, Kravitz and
Duan, 2014, Lei et al., 2014]. Although this approach in principle allows for insights about indi-
viduals without assumptions about any reference population, its practicality relies on how long a
user can be followed. In general, the efficiency of this approach may suffer, especially in situations
where an action exhibits similar effects on all individuals.
In this article, we consider estimating personalized policies under the generalized linear mixed
model (GLMM) framework with the outcome at each time point as the dependent variable and
time-varying covariates, action and their interactions as the predictors. For instance, in the In-
telliCare “Prompt” sub-study, the outcome of interest is a binary response and the action is the
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time period during a day when a prompt is pushed. The estimated policy aims to recommend
an action that maximizes the predicted outcome based on the contextual factors experienced by a
user and the user’s past engagement. In addition to tailoring, each user will have a personalized
policy through the estimation of the random effects, which capture individual departure from the
population model due to unobserved heterogeneity.
While GLMM is one of the most popular methods to handle longitudinal outcome data, GLMM-
based estimation methods are largely designed for settings where the covariates are exogenous with
respect to the outcome process. When the time-varying covariates are allowed to be endogenous,
that is, letting them depend on the outcome process, previous treatment assignments, and possibly
random effect parameters, estimation of the GLMM fixed effect coefficients—based on likelihood
or generalized estimating equations—may lead to bias, because it no longer corresponds to the
conditional interpretation of the parameters see [Pepe and Anderson, 1994] and [Diggle et al.,
2002] for example. In the case of linear mixed models, when the conditional interpretation of fixed
effects is consistent with the scientific interest in predicting person-specific effects, it is shown that
standard software can be used to obtain a valid estimate of the fixed effects if the time-varying
covariates are independent of the random effects parameters conditional on past history [Qian et
al., 2019]. In this article, we examine the conditions under which the proposed estimation method
work in the presence of endogeneity in GLMM. Furthermore, as it will be shown in Section 2.3,
our method does not require a full conditional distribution of outcome or random effects to be cor-
rectly specified, but relies on a much weaker assumption that the conditional mean outcome model
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is correctly specified.
We note some previous work on estimating personalized treatment using GLMM. For example,
GLMM is used to predict individual outcome under each treatment arm with a random slope on the
treatment indicator, and build a random forest model to predict random slope using patients base-
line covariates [Cho et al., 2017]. Personalized treatment can then be implemented by selecting the
treatment with the maximal estimated random effects. However, little if any of the previous work
includes random effects for treatment-by-covariate interactions in the model, thus having no pro-
vision for tailoring. Allowing for random effects for treatment-by-covariate interactions presents
a key computational challenge, as most methods rely on approximating of the marginal likelihood
of the outcomes by integrating out the random effects. When there are moderate or large number
of random effects terms, standard GLMM software fail to produce accurate approximation of the
integrals. To address the computational challenge, we propose a novel algorithm that estimates
the fixed effects and random effects jointly with a ridge-type penalty on the latter. In addition,
to avoid overfitting individual deviations from the population mean, we propose to apply a group
lasso penalty on the random effects [Yuan and Lin, 2006]. This penalized approach is critical in
circumventing the large number of random effects for treatment-by-covariate interactions.
This article is organized as follows. In Section 2.2, we set up the formulation of the person-
alized policy learning problem, and present new policy estimation methods. We then study the
theoretical properties of the proposed method in Section 2.3. Details of computational algorithms,
technical derivations, and proofs are provided in Section 2.4. The proposed method is compared
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with some existing approaches in Section 2.5. We will revisit the IntelliCare Prompt study in Sec-
tion 2.6 and apply the proposed method to develop personalized policies in the study. We end this
article with some concluding remarks in Section 2.7.
2.2 Personalized Policy Learning
2.2.1 Notations and problem formulation
Suppose mobile application user i is tracked longitudinally over mi time points. At time t, an
action Ait taking values in a pre-specified finite discrete action space A is randomized to the user,
with a vector of covariates Sit ∈ S observed prior to the action. Let Yit denote the outcome of
interest observed after each action, with the convention that large values of Yit are good. We note
that the covariates Sit may include endogenous variables that depend on previous outcomes and
actions, as well as other exogenous and contextual factors. In summary, the trajectory of each user
is denoted by the triplets {(Sit, Ait, Yit) : t = 1, . . . ,mi}. We further denote the entire history up
to t by Sit = (Si1, . . . , Sit) and Ait = (Ai1, . . . , Ait).
Our objective is to estimate for a given user i a personalized policy π0i, which when imple-
mented will result in the maximal conditional expected outcome, Eπ0i(Yit|Sit, Ai,t−1), where the
expectation is taken with respect to the conditional distribution of Yit given the history (Sit, Ai,t−1)
and action Ai,t is consistent with π0i. We further make the commonly used assumption that
the conditional distribution of Yit given Sit, Ait is Markovian, so that Eπ0i(Yit|Sit, Ai,t−1) =
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Eπ0i(Yit|Sit) = E{Yit|Sit, Ait = π0i(Sit)}. We note that Sit can include lagged variables at pre-
vious time points (e.g., Yi,t−2). Further let Q0i(s, a) = E(Yit|Sit = s, Ait = a) so as to make
explicit the conditional expectation is user-specific. Then π0i(s) ∈ arg maxa∈AQ0i(s, a). Once
π0i is estimated by π̂i (say), the estimated policy will be used to guide decision making for the user
in the future time points. While this formulation of the problem assumes a stationary policy in that
the function Q0i is time-invariant, the policy decisions can be time-dependent by including time
in the covariate state Sit. In our application, this assumption is aligned with the fact that mobile
application usage is habitual given other contextual factors.
We facilitate the learning problem under the GLMM framework, and postulate
Q0i(Sit, Ait) = g
−1 {h1(Sit, Ait)ᵀβ0 + h2(Sit, Ait)ᵀαᵀ0i·} := Q(Sit, Ait;β0,α0i·), (2.1)
for i = 1, . . . , n and t = 1, . . . ,mi, where g(·) is a known strictly monotone increasing link func-
tion. For example, the canonical forms of g(·) are respectively the identity function for continuous
outcome, logit for binary outcome, and logarithmic for counts. Here β0 is a p-dimensional vector
of unknown parameters, and h1(Sit, Ait) ∈ Rp is a pre-specified vector function of (Sit, Ait) so
that h1(Sit, Ait)ᵀβ0 is the fixed effects component; for example, h1(Sit, Ait)ᵀβ = β0 + β1Sit +
β2Ait + β3SitAit. The random effects are denoted by α0, an n × q (q ≤ p) matrix with the i-th
row, α0i·, denoting the random effects parameters for the i-th user, and h2(Sit, Ait) ∈ Rq is a sub-
vector of h1(Sit, Ait) chosen so that h2(Sit, Ait)ᵀα0i· models subject-specific deviations from the
mean model. Under model (2.18) and a monotone increasing g(·), the optimal policy π0i can be
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expressed as
π0i(Sit) ∈ arg max
a∈A
(h1(Sit, a)
ᵀβ0 + h2(Sit, a)
ᵀαᵀ0i·) . (2.2)
Note that α0i· play dual roles in our proposed method. On one hand, it defines the individual
deviation from the mean model of the i-th user, and can be viewed as a fixed parameter to be
estimated and to be acted upon. This role operationalizes the personalized policy decisions (2.2).
On the other hand, {α0i·} can be viewed as a random sample of the population. This viewpoint
motivates some degree of “smoothness” in the estimation of α0i·’s, which is described next.
2.2.2 Policy estimation
Let {`(Yit, Sit, Ait;β,αi·, φ) : β ∈ Rp,αᵀi· ∈ Rq} denote the working conditional log-likelihood
of Yit under a fully specified GLMM with the systematic component (2.18). For example, with
a continuous Yit, we may set `(·) to be the Gaussian log-likelihood with mean Q(Sit, Ait;β,αi·),
variance σ2, and an identity link. When Yit is binary, we may choose `(·) to be the Bernoulli log-
likelihood with probability Q(Sit, Ait;β,αi·) and an logit link. However, the theoretical results


















= 0 for i = 1, . . . , n, (2.3)
where αi· is the i-th row of α, φ is a nuisance parameter in the working log-likelihood, and ∇β`
and ∇αi·` denote the partial derivatives of ` with respect to β and αi·, respectively. It is easy to
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verify that the Gaussian and the Bernoulli log-likelihoods satisfy (2.19); and since they are often the
practical choices for continuous and binary outcomes, they may be used as pseudo-log-likelihood
















where D ∈ Rq×q is a symmetric positive semi-definite matrix, D− is the Moore-Penrose general-
ized inverse ofD, and λ ≥ 0 is a tuning parameter.
We propose to estimate β0 and α0 by maximizing (2.4). The maximum penalized-pseudo-
likelihood estimator is denoted by
(β̂, α̂) = arg max
β∈Rp,α∈Rn×q
Lppl(β.α), (2.5)
and the corresponding personalized policy for user i is estimated by








analogously to π0i in (2.2).
The second term on the right hand side of (2.4) puts a ridge-type penalty to shrink and stabilize
the estimation of the random effects α ∈ Rn×q. Under the viewpoint that {α} is a random sample
of a population, it is natural to chooseD to reflect the variance-covariance matrix ofαᵀ0i·, although
it is not required for the asymptotic properties to hold (see Section 2.3). The third term in (2.4) is
the group lasso penalty, where each group l contains the random effects parameter of the l-th term
in h2(Sit, Ait) for all n users. Under a similar viewpoint, it is intuitive to set the group-specific
weight wl ≥ 0 to be inverse proportional to the variance of αil.
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In practice, we propose to update D, φ and wl’s iteratively, in conjunction with the trust re-
gion newton (TRON) algorithm in the estimation of β and α. Briefly, the TRON algorithm com-
bines the trust region method [Steihaug, 1983] and the truncated newton method [Nash, 2000]
to solve an unconstrained convex optimization problem. At each iteration, TRON defines a trust
region and approximates the objective function using a quadratic model within the region. If a pre-
specified change of the objective function is achieved in the current iteration, the updated direction
is accepted and the region is expanded; the region will be shrunk otherwise. The approximation
sub-problem is solved via the conjugate gradient method. Since TRON solves the inverse of a po-
tentially large Hessian matrix by iteratively updating the parameters, convergence can be achieved
quickly with a large and dense Hessian. Overall, the computational cost per iteration is of the
order of the number of nonzero elements in the design matrix. In addition, we propose to choose
the tuning parameter λ for the group lasso penalty using an AIC-type criterion.
2.3 Theoretical Remarks
In this section, we study the asymptotic behavior of β̂ and α̂, and conditional and marginal perfor-
mance of estimated policies π̂i’s under the following assumptions. All proofs are given in Section
2.4.
(C1) There exists a positive constant c1, such that the treatment randomization probability P (Ait =
at|Sit = st, Ai,t−1 = at−1) ≥ c1 for all possible values of (st, at) at any time point t ≥ 1.
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(C2) The random vectors h1(Sit, Ait) and h2(Sit, Ait) and outcome Yit are square integrable under
the data generative distribution for t ≥ 1 and i = 1, . . . , n.
(C3) The latent random effectsα0i·, i = 1, . . . , n, are independent and identically distributed with
mean 0 and finite variance Σ.
(C4) There exists (β0,α0) such that (2.18) holds, and (β0,α0) is Pα0-almost surely an interior
point of a compact set Ω ∈ Rp+nq.
(C5) The pseudo-log-likelihood `(Yit, Sit, Ait;β,αi·, φ) is concave in (β,α), satisfies condition
(2.19), and its expected second order derivative is continuous in (β,α).




t=1 `(Yit, Sit, Ait;β,αi·, φ). We need the following regularity
conditions:
(i) As N :=
∑n











‖F = oP (1) Pα0-
almost surely, where ‖ · ‖F denotes the Frobenius norm;




is positive definite with all
eigenvalues greater than δ0 > 0.
(ii) supim
−1
i E {∇αi·`1(β0,α0)ᵀ∇αi·`1(β0,α0)} = O(1).





‖F = oP (1)
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Pα0-almost surely;




is positive definite with all
eigenvalues greater than δ0 > 0.
(C7) The weights satisfy max{l∈{1,...,q}:σ2l >0} |wl| = OP (1), where σ
2
l is the l-th diagonal element
of Σ, the variance-covariance matrix of α0i·.










Theorem 1 Suppose Assumptions (C1)-(C8) hold. As n,mini{mi} → ∞, (β̂, α̂) satisfies ||β̂λ −
β0|| = Op(N−1/2) and ||α̂λi −α0i·|| = OP (m−1/2i ), i = 1, . . . , n.
Remarks. Condition (C6) is similar to the regularity conditions required in maximum likelihood
estimation. In particular, when the covariates Sit’s are exogenous, it is easy to verify that (C6)
holds under the regularity conditions used in GLMM. Interestingly, Condition (C6) will hold under
many situations when Sit’s are endogenous; and importantly, these situations can be verified. For
illustration purposes, we verify this condition in two quite common scenarios: (i) when Yit is
binary and the distribution of Sit directly depends on the latent random effects α0i·; (ii) when Yit
follows Gaussian distribution and Sit = Yi,t−1.
We verify condition (C6) in two examples with endogenous covariates. In the first example,
Yit is binary , and the distribution of Sit directly depends on the random effects parameters α0i·. In
the second example, Yit is Gaussian, and Sit = Yi,t−1. For simplicity, we verify the condition with
n = 1 (since individuals are i.i.d.), and omit subscript i from the notations. In both examples, we
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consider a scalar mean zero random effects parameter α0 ∈ R, and the treatment At ∈ {−1, 1} is
randomly assigned with P (At = 1) = P (At = −1) = 1/2 for t ≥ 1.
Example 1. For binary outcome Yt ∈ {0, 1}, suppose
g(E(Yt|St, At)) = (β0 + α0)StAt,
where g(·) is the logit link. Conditioning on α, St, t = 1, . . . ,m, are i.i.d. N(α0, τ 2).




Then `1(β, α) =
∑m



















and ∇ᵀβ∇β`1(β, α) = ∇
ᵀ







It is easy to verify that
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{1+e(β+α)StAt}2 , t = 1, . . . ,m
}
are i.i.d., where α = α0 + u. By the









}∣∣∣∣∣ = oP (1).
Example 2. Suppose
Yt|St, At, β0, α0 ∼ N{(β0 + α0)StAt, σ2},
where St = Yt−1, and Y0 ≡ µ0 is a constant. We consider l(·) to be the log-likelihood of Gaussian
distribution. Below we show that condition (C6) holds when
Pα0(|β0 + α0| < 1) = 1. (2.6)
Note that condition (2.6) is a sufficient condition for an AR(1) process to be stationary.





{Yt − (β + α)Yt−1At}2 ,





{Yt − (β + α)Yt−1At}Yt−1At,
and ∇ᵀβ∇β`1(β, α) = ∇
ᵀ






We can verify that
E {∇β`1(β0, α0)} = E {∇α`1(β0, α0)} = 0.
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which is O(1) when (2.6) holds.
Since (m− t+ 1)E
{
(β0 + α0)
2(t−1)} = m when t = 1, we have



























































∣∣m−1∇ᵀβ∇β`1(β, α)− E {m−1∇ᵀβ∇β`1(β, α)|α0}∣∣ = oP (1).
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Theorem 1 characterizes the asymptotic behavior of every α̂i· under the condition that minimi →
∞. This condition, however, can be relaxed if we are only interested in the asymptotic behavior of
α̂i· on average. Specifically, we only require that the proportion of mi’s that do not go to infinity
goes to zero. Without loss of generality, suppose m1 ≤ m2 ≤ . . . ≤ mn. Let kn be the index so
that mkn is bounded, and mkn+1 →∞.
Corollary 1 Suppose (C6)(iii) holds for i = kn + 1, . . . , n, and the remaining assumptions in



















Next, we present the properties of the estimated personalized policies π̂i. Specifically we
consider both the conditional expected outcome under π̂i at each time point t given Sit = st, and
the marginal expected outcome assuming π̂i is used to make decision for user i from the beginning
to time point t. The results are stated in the theorem below.
Theorem 2 Assume all conditions in Corollary 1 hold. Suppose the inverse link function of the
corresponding exponential family distribution, g−1(·), is Hölder continuous. That is, for any η1, η2
in the domain, |g−1(η1)− g−1(η2)| ≤ L|η1 − η2|γ , where L is a positive constant and 0 < γ ≤ 1.
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Q(Si,t−1(π0i,t−2), a;β0,α0i·) is unique
∣∣α0i·) = 1}] = 1, (2.8)
where Si,t−1(π0i,t−2) is the potential outcome of Si,t−1 that would have been observed were π0i





|Eπ0i(Yit|α0i·)− Eπ̂i(Yit|α0i·)| = oP (1). (2.9)
Remarks.
1. The personalized policy π0i is optimal in the conditional sense, in that it yields the maxi-
mal expected outcome if treatment assignment Ait is consistent with π0i given Sit. As such,
Equation (2.7) describes the conditional optimality of estimated policies π̂i’s given the cur-
rent information. We note that π0i may not necessarily be optimal in a marginal sense after
integrating out Sit, because the distribution of Sit depends on previous treatment assignment.
Therefore, Equation (2.9) in the above theorem implies consistency rather than optimality.
2. Condition (2.8) implies that the optimal decision at time t− 1 is unique almost surely, given
that π0i were used to make decision at previous time points. This assumption is not needed
to show consistency when t = 1.
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2.4 Algorithm and Proofs
2.4.1 PPL algorithm
Our goal is to maximize the log-likelihood Lppl(β,α). Let γ = (βᵀ,α1·, . . . ,αn·)ᵀ. Then max-
imizing Lppl(γ) is equivalent to minimizing −Lppl(γ), denoted as f(γ). Below we describe the
algorithm used to estimate γ for a given tuning parameter λ. The outline is given in Algorithm 1.
Algorithm 1 Estimation algorithm of γ based on TRON for a given λ.
Input: Maximum number of iterationK, positive constants η0, η1, η2, σ1, σ2, σ3, tuning parameter
λ, weight
Initialize: γ(0), φ(0),D(0), region bound ∆(0), and weights w(0)l for l ∈ 1, . . . q. Set k = 1.
1: while k ≤ K do
2: If ∇f(γ(k−1)) = 0, stop.
3: Find an approximate solution ω(k) of the trust region sub-problem: minω q(ω,γ(k−1))
subject to ||ω|| ≤ ∆k, where q(ω,γ(k−1)) is defined in (2.10).
4: Compute ρk via (2.11).
5: Update γ(k−1) to γ(k) based on (2.12) and the group lasso condition (2.13).
6: Obtain ∆(k) according to (2.14).
7: Obtain φ(k) according to (2.15)
8: ObtainD(k) according to (2.16)
9: Update w(k)l ← 1/D
(k)
ll for l = 1 . . . q, whereD
(k)
ll is the l-th diagonal element ofD
(k).
10: end while
Initialization. We use the variance-covariance matrix of the random effects obtained from glmer
as the initial value of D(0). In the simulation, the initial value of the nuisance parameter φ for the
continuous outcome (i.e. variance parameter in the normal likelihood) is set to be 1.
At iteration k, the proposed method aims to find ω(k) in the region bound ∆k−1 to minimize
f(γk−1 +ω). Specifically, using Taylor expansion, the change f(γk−1 +ω)− f(γk−1) is approx-
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imated by a quadratic function
q(ω,γ(k−1)) = ∇f(γk−1)ᵀω + 1
2
ωᵀ∇f 2(γk−1)ω. (2.10)
And ω(k) is obtained by minimizing q(ω,γ(k−1)) subject to the constraint ||ω|| ≤ ∆k−1.
The parameter γ and the region parameter ∆ are updated by checking the ratio of the true
reduction in the objective function and the approximated reduction:
ρ(k) :=
f(γ(k−1) + ω(k))− f(γ(k−1))
q(ω(k),γ(k−1))
. (2.11)
We update γ if the ratio ρ(k) is larger than the threshold ρ0:
γ(k) =

γ(k−1) + ω(k) if ρ(k) > η0
γ(k−1) if ρ(k) ≤ η0
. (2.12)
To implement the group lasso penalty, we adopt the algorithm from meier2008group. In particular,









∥∥∥∥∥ ≤ λw(k−1)l . (2.13)
The trust region bound ∆(k) plays an important role for the algorithm to converge. The update
rule is specified below.
∆(k) ∈ [σ1 min{||ω||(k),∆(k−1)}, σ2∆(k−1)] if ρ(k) ≤ η1
∆(k) ∈ [σ1∆(k−1), σ3∆(k−1)] if ρ(k) ∈ (η1, η2)
∆(k) ∈ [∆(k−1), σ3∆(k−1)] if ρ(k) ≥ η2,
(2.14)
CHAPTER 2. PERSONALIZED POLICY LEARNING USING LONGITUDINAL MOBILE
HEALTH DATA 30
where η1 and η2 are positive constants such that η1 < η2 < 1. The update rate σ1, σ2 and σ3 are
positive constants such that σ1 < σ2 < 1 < σ3.


























In the exogenous setting, this is equivalent to choosingD to maximize the Laplace approximation
of the marginal log-likelihood demidenko2013mixed.
Tuning parameter selection. A candidate vector of λs ranging from 0 to λmax is considered,
where λ = 0 leads to the full model and λmax leads to the null model. λ is selected to minimize an
AIC-type information criterion:















where dim(α̂λ) is the number of estimated non-zero random effect parameter. The model com-
plexity is taken into account in dim(α̂λ) since it grows linearly with the sample size n. In the
standard GLMM framework (with exogenous covariates), it is proved that λ chosen by minimizing
(2.17) reveals the true model asymptotically under appropriate regularity conditions [Hui et al.,
2017].




(C1) There exists a positive constant c1, such that the treatment randomization probability P (Ait =
at|Sit = st, Ai,t−1 = at−1) ≥ c1 for all possible values of (st, at) at any time point t ≥ 1.
(C2) The random vectors h1(Sit, Ait) and h2(Sit, Ait) and outcome Yit are square integrable under
the data generative distribution for t ≥ 1 and i = 1, . . . , n.
(C3) The latent random effectsα0i·, i = 1, . . . , n, are independent and identically distributed with
mean 0 and finite variance Σ.
(C4) There exists (β0,α0) such that
Q0i(Sit, Ait) = g
−1 {h1(Sit, Ait)ᵀβ0 + h2(Sit, Ait)ᵀαᵀ0i·} := Q(Sit, Ait;β0,α0i·), (2.18)
and (β0,α0) is Pα0-almost surely an interior point of a compact set Ω ∈ Rp+nq.


















= 0 for i = 1, . . . , n, (2.19)
and its expected second order derivative is continuous in (β,α).




t=1 `(Yit, Sit, Ait;β,αi·, φ). We need the following regularity
conditions:
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(i) As N =
∑n











‖F = oP (1) Pα0-
almost surely, where ‖ · ‖F denotes the Frobenius norm;




is positive definite with all
eigenvalues greater than δ0 > 0.
(ii) supim
−1
i E {∇αi·`1(β0,α0)ᵀ∇αi·`1(β0,α0)} = O(1).





‖F = oP (1) Pα0-almost surely;




is positive definite with all
eigenvalues greater than δ0 > 0.
(C7) The weights satisfy max{l∈{1,...,q}:σ2l >0} |wl| = OP (1), where σ
2
l is the l-th diagonal element
of Σ, the variance-covariance matrix of α0i·.










Proof of Theorem 1. For a fixed large positive constant K, choose u0 ∈ Rp such that ‖u0‖ = K
and choose an n × q matrix u whose ith row ui· satisfies ‖ui·‖ = K, i = 1, . . . , n. Denote the





−1/2u) < Lppl(β0,α0), (2.20)
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which implies that, with probability tending to 1, the maximizer of Lppl(β,α) lies in the ball
B = {(β0 + N−1/2u0,α0 +m−1/2u) : ‖u0‖ ≤ K, ‖ui‖ ≤ K, i = 1, . . . , n}, which implies the
conclusion.

























||α0·l +m−1/2u·l|| − ||α0·l||
)
,T1 − T2 − T3.
Below we show that T1 is negative with probability approaching 1 and dominates T2 and T3 for
anyD and all mi →∞, n→∞.
Denote ū = (uᵀ0,u1·, . . . ,un·)














∇`1(β0,α0) = (∇β`1(β0,α0),∇α1·`1(β0,α0), . . . ,∇αn·`1(β0,α0)).
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which implies that ‖∇αi·`1(β0,α0)‖ = OP (m
1/2




‖e∇`1(β0,α0)‖ = OP ((p+ nq)1/2)
and
|ūᵀe∇`1(β0,α0)| ≤ ‖ū‖ · ‖e∇`1(β0,α0)‖ = ‖ū‖OP (n1/2).
Observe that
− e∇ᵀ∇`1(β̄, ᾱ)e =
N−1∇ᵀβ∇β`1(β̄, ᾱ) (Nm1)−1/2∇
ᵀ






1 ∇ᵀα1·∇α1·`1(β̄, ᾱ) · · · 0
...
... . . .
...
(Nmn)
−1/2∇ᵀβ∇αn·`1(β̄, ᾱ) 0 · · · m−1n ∇ᵀαn·∇αn·`1(β̄, ᾱ)

.
Since the ball B shrinks to (β0,α0) as N,min{mi} → ∞, by (C6) (i) and (iii) and the continuity
assumption in (C5), almost surely,
ūᵀ{−e∇ᵀ∇`1(β̄, ᾱ)e}ū ≥ ūᵀMū,





Mββ Mβα1· · · · Mβαn·
Mβα1· Mα1·α1· · · · 0
...
... . . .
...
Mβαn· 0 · · · Mαn·αn·

,





. By the fact that the smallest
eigenvalue of a positive semi-definite matrix is bounded below by its smallest diagonal entry and
together with conditions (C6) (i) and (iii), we conclude the smallest eigenvalue of M is bounded


















which is asymptotically negative for K large enough since the second term dominates the first.
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where the second last inequality is by condition (C7) and the last inequality by condition (C8).
Thus, T3 is dominated by T1 in probability, and inequality (2.20) holds with probability approach-
ing 1. This completes the proof.
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By condition (C6)(i),N−1E {∇β`1(β0,α0)ᵀ∇β`1(β0,α0)} = O(1), which implies by the Markov
inequality that N−1/2vᵀ0∇β`1(β0,α0) = OP (1). Thus, n−1N−1/2v
ᵀ
0∇β`1(β0,α0) = oP (1). By
Conditions (C6)(i) and (C5),
−N−1vᵀ0∇
ᵀ
β∇β`1(β̄0, ᾱ0)v0 ≥ v
ᵀ
0Mββv0 + oP (1) ≥ λ0v
ᵀ













































































































K2 + oP (1),
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where the second inequality is by (C6)(ii) and the concavity assumption in (C5), and the last
inequality is by (C6)(ii) and (iii). Therefore, T1/n is negative when K is large enough and the
conclusion of Theorem 1 remains true. That is, with probability approaching 1,












































Proof of Theorem 2. First we prove the conditional result. Fixed t. For any personalized policy
πi : Sit → Ait, i = 1, . . . , n, write
Q(st, πi;β,αi·) = g
−1{h1(st, πi(st))ᵀβ + h2(st, πi(st))ᵀαi·}
and Q0i(st, πi) , Eπi(Yit|Sit = st) = E(Yit|Sit = st, Ait = πi(st)),









where ∆Qπi(st,α0i·) , Q(st, π0i;β0,α0i·)−Q(st, πi;β0,α0i·).
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Q(st, a; β̂, α̂i·)
+Q(st, π̂i; β̂, α̂i·)−Q(st, π̂i;β0,α0i·)
≤ 2 max
a∈A
∣∣∣Q(st, a; β̂, α̂i·)−Q(st, a;β0,α0i·)∣∣∣
= 2 max
a∈A
∣∣∣g−1(h1(st, a)ᵀβ̂ + h2(st, a)ᵀα̂i·)








‖h1(st, a)‖‖β̂ − β0‖+ ‖h2(st, a)‖‖α̂i· −α0i·‖
]γ
.





















































where the first inequality follows from Jensen’s inequality, the second inequality is by the Cauchy
Schwarz inequality, and the third to last equality is by Corollary 1.
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Next we prove the marginal result. Consistency for t = 1 directly follows from the condi-
tional result with t = 1 since Eπ0i(Yi1|α0i·) − Eπ̂i(Yi1|α0i·) = E[∆Qπ̂i(Si1,α0i·)|α0i·], and the
distribution of Si1 is independent of any policies.
For any policy πi and t ≥ 1, denote πi,t = πi(Sit), and πi,t = (πi1, . . . , πit). Let Sit(πi,t−1) be
the potential outcome of Sit that would have been observed were πi,t−1 used to make decision up
to time point t− 1.
For t ≥ 2, we have
|Eπ0i(Yt|α0i·)− Eπ̂i(Yt|α0i·)|
=|Eπ0i [Q(Sit, Ait;β0,α0i·)|α0i·]− Eπ̂i [Q(Sit, Ait;β0,α0i·)|α0i·]|
=
∣∣E [Q(Sit(π0i,t−1), π0i,t;β0,α0i·)−Q(Sit(π̂i,t−1), π̂i,t;β0,α0i·)|α0i·]∣∣
≤
∣∣∣E[Q(Sit(π0i,t−1), π0i,t;β0,α0i·)−Q(Sit(π0i,t−1), π̂i,t; β̂, α̂i·)












∣∣Q(Sit(π0i,t−1), a;β0,α0i·)−Q(Sit(π̂i,t−1), a;β0,α0i·)∣∣∣∣∣α0i·] . (2.21)
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C1(α0i·)‖β̂ − β0‖+ C2(α0i·)‖α̂i· −α0i·‖
}γ
, (2.22)











)∣∣α0i·] are square integrable by Assumptions (C1)




∣∣Q(Sit(π0i,t−1), a;β0,α0i·)−Q(Sit(π̂i,t−1), a;β0,α0i·)∣∣ ∣∣∣α0i·]








By Assumption (C2) that Yit is square integrable, the conditional mean of Yit, and the function
Q(Sit, Ait;β0,α0i·), is also square integrable with respect to the data generating distribution. This,
together with Assumption (C1), implies that maxa |Q(Sit(πi,t−1), a;β0,α0i·)| is square integrable
for any policy πi. Thus (2.23) is bounded above by C3(α0i·)
[
P (π0i,t−1 6= π̂i,t−1
∣∣α0i·)]1/2, where
C3(α0i·) is square integrable.
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P (π0i,t−1 6= π̂i,t−1
∣∣α0i·)]1/2
=I + II.
By the weak law of large numbers and Assumptions (C1) -(C2), 1
n
∑n
i=1C1(α0i·) = OP (1), and by
Corollary 1, ‖β̂ − β0‖ = oP (1), we conclude that 1n
∑n
i=1 C1(α0i·)‖β̂ − β0‖ = oP (1). Similarly,



















= OP (1)oP (1) = oP (1).
Thus, I = oP (1).
We prove that for any i such that mi → ∞, and any t > 0, P (π0i,t−1 6= π̂i,t−1
∣∣α0i·) =
oP (1) by inducting on t. When t = 2, note that π0i,1(S1) = arg maxaQ(S1, a;β0,α0i·) and
π̂i,1(S1) = arg maxaQ(S1, a; β̂, α̂i·). By the uniqueness condition (7) in Theorem 2 and the
CHAPTER 2. PERSONALIZED POLICY LEARNING USING LONGITUDINAL MOBILE
HEALTH DATA 43
argmax continuous mapping theorem, we have P (π0i,1(S1) = π̂i,1(S1))
P→ 1 Pα-a.s. For t ≥ 3,
similarly, we can show that P (π0i,t−1 = π̂i,t−1) = P (π0i,t−1 = π̂i,t−1|π0i,t−2 = π̂i,t−2)P (π0i,t−2 =
π̂i,t−2)
P→ 1 Pα-a.s. Therefore, 1n
∑n
i=1 P (π0i,t−1 6= π̂i,t−1
∣∣α0i·) = oP (1) Pα-a.s. By Cauchy-













P (π0i,t−1 6= π̂i,t−1
∣∣α0i·)]1/2 = OP (1)oP (1) = oP (1).
This completes the proof.
2.5 Simulation Study
2.5.1 Setup
In this section, we examine the estimation properties of the maximum penalized-pseudo-likelihood
estimator (β̂, α̂) in (2.5) and the performance of the personalized policy π̂i using simulation.
In a simulated trial, each user would be followed for m = 10, 20, 30 time points for training
purposes, with 10 additional subsequent testing time points. At time point t, user i would receive
one of three possible actions with equal probability, that is, the actions were generated randomly
with probabilities (1/3, 1/3, 1/3); the actions Ait’s were then coded using two dummy variables
and were centered. The covariate process Sit = (Xit, t) included a binary endogenous variable
Xit ∈ {−1, 1}, which would depend on the previous outcome Yi,t−1, the previous action Ai,t−1
CHAPTER 2. PERSONALIZED POLICY LEARNING USING LONGITUDINAL MOBILE
HEALTH DATA 44
and the random effects α. Specifically, we set P (Xi1 = 1) = α0i0, and
P (Xit = 1|Ai,t−1, Si,t−1,α0i·) = expit((−3Yi,t−1+2Xi,t−1−Ai,t−1)/10+α0i4−α0i5+α0i6−α0i7),
for t ≥ 2, where expit(·) is the expit function, α0i0 ∼ U(0, 1), and α0ij is the j-th component ofα0i·
for j = 1, . . . , q. We considered both binary and continuous outcomes. The conditional mean of
the outcome was defined according to (2.18) where h1(Sit, Ait) = h2(Sit, Ait) = (1, Sit, Ait, Sit⊗
Ait) and ⊗ denotes the Kronecker product, with logit and identity links respectively for the binary
and continuous outcomes. The continuous outcomes were generated with an independent Gaussian
noise with standard deviation 1.5. The true fixed effects were specified by
β0 = (−1, 0.2,−1.5, 0.8, 0.7, 0.1, 0.2,−1.2,−1.4)ᵀ.
We considered two scenarios for the random effects α0, which were generated from mean zero
Gaussian: we set variance-covariance matrix to be diag(2, 0.1, 0.1, 3, 4, 4, 5, 10, 12) to represent a
scenario with non-sparse random effects, and diag(2, 0.1, 0.1, 3, 0, 0, 5, 10, 12) with sparse random
random effects. We generated 200 simulated trials, each having n = 50 users. Once the random
effects were sampled, they were treated as fixed parameters in the 50 users.
The estimation properties of the policy parameters based on the training data were evaluated
using mean squared error (MSE), defined as
∑n
i=1 ||β̂(π) + α̂
ᵀ
i·(π) − (β0(π) + α
ᵀ
0i·(π))||22/(n ×
dim(β0(π))), where β(π) is the sub-vector of β involved in policy π (i.e. coefficients of Ait and
Sit⊗Ait). The quality of decisions at the testing time points by the estimated policies was evaluated
in terms of the expected conditional outcome under π̂ = {π̂i} at each testing time point t:












Q(Sit = st, Ait = π̂i(st);β0,α0i·),
t = m + 1,m + 2, . . . ,m + 10. To facilitate comparison across scenarios, we standardized the
expected outcome against the optimal policy π0 = {π0i} and the worst policy πworst = {πworst,i}
and obtained the value ratio (VR) for the estimated policy π̂:
V Rπ̂(st) =
V π̂(st)− V πworst(st)
V π0(st)− V πworst(st)
.
2.5.2 Comparison methods
In the simulation, we considered some existing methods as alternatives to the proposed personal-
ized policy learning method, which shall be denoted as PPL in the followings.
Under the GLMM framework, instead of using the proposed algorithm described in Sec-
tion 2.2.2, we used the “glmer” function in the lme4 package in R [Bates et al., 2014]. This method
shall be denoted as glmer. The function “glmer” would involve approximating the marginal like-
lihood by integrating over the random effects. This could be problematic in situations with a large
number of random effects (thus having a high-dimensional integrals) and endogenous covariates.
In addition, we considered the regularized penalized quasi-likelihood (rPQL) approach devel-
oped by [Hui et al., 2017] for exogenous covariates as yet another alternative to estimating (β,α)
under the GLMM framework. While rPQL also imposed a group lasso penalty, our proposed al-
gorithm took a different computational approach: First, we adopted the novel trust region method
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to solve the optimization problem; second, we updated the weights wl’s iteratively whereas rPQL
would keep the weights at their initial values throughout the computation.
While the methods above would prescribe personalized policies, we also considered using gen-
eralized estimating equations (GEE) to estimate a population-level effect, and developed a non-
personalized policy by choosing actions maximizing the estimated population mean. We used an
independence working correlation structure, so as to avoid bias under linear models with endoge-
nous variables; see [Boruvka et al., 2018].
Finally, we examined the performance of an “N-of-1” approach whereby each user’s personal-
ized policy was estimated by fitting a generalized linear model to the user’s own data only. That
is, there was no borrowing information from across users in this method with multiple generalized
linear model (MGLM). We anticipated that MGLM would have difficulties when m was small,
especially with Bernoulli outcomes.
2.5.3 Simulation results
Table 2.1 compares the MSE of the policy parameters in the simulation scenario with non-sparse
random effects. Overall, the proposed PPL has the smallest MSE when m = 20, 30. Its superior
performance to the other two GLMM-based methods (glmer and rPQL) indicates the computa-
tional advantages of using the trust region algorithm with iterated weights. These three methods,
as expected, improve with large m, that is, having more data points.
The “N-of-1” MGLM performs poorly with binary outcome and when m = 10 with contin-
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uous outcome. Even with a moderate-to-large m = 30, the method remains inferior to the other
methods. This signifies the importance of borrowing information from across users, even though
our goal is to produce different policies for different users.
Interestingly, GEE has the smallest MSE when m = 10 and performs relatively well with the
larger m’s. While it is somewhat surprising at first glance, we note that by avoiding estimating the
random effects (α is estimated with 0), GEE will induce the least variability and hence the MSE.
It is illuminating that the method’s MSE does not improve as m increases, when bias becomes
dominating in the bias-variance tradeoff.
Table 2.1: Estimation properties under scenario with non-sparse random effects (Average MSE
(SD) over 200 simulation trials).
Binary Continuous
Method m=10 m=20 m=30 m=10 m=20 m=30
PPL 8.22(3.31) 5.41(0.61) 4.70(0.58) 8.99(3.67) 3.69(0.47) 2.37(0.22)
glmer 43.39(34.16) 9.65(2.72) 6.39(1.17) 13.94(4.79) 4.87(0.65) 3.03(0.38)
GEE 7.87(2.92) 6.08(0.57) 6.17(0.52) 8.38(2.83) 5.94(0.38) 5.74(0.21)
MGLM >1E10 >1E10 >1E10 272.35(93.00) 36.24(35.00) 8.10(4.33)
rPQL 8.71(3.90) 5.87(0.73) 5.23(0.65) 7.73(2.32) 5.31(0.30) 4.44(0.26)
Table 2.2 compares the methods under the scenario with sparse random effects. The relative
performance of the methods is similar to that in Table 2.1, although the bias induced by GEE
becomes more apparent as the variability in the data is smaller in this scenario. In particular, PPL
and glmer has substantially smaller MSE in this scenario than when random effects are not as
sparse.
To compare the decision quality of the five methods, Figures 2.1 and 2.2 plot the simulated
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Table 2.2: Estimation properties under scenario with sparse random effects. (Average MSE (SD)
over 200 simulation trials).
Binary Continuous
Method m=10 m=20 m=30 m=10 m=20 m=30
PPL 7.75(3.57) 4.41(0.80) 3.69(0.69) 7.17(3.09) 2.44(0.46) 1.33(0.20)
glmer 44.56(38.85) 8.80(2.50) 5.73(1.50) 11.75(4.08) 3.48(0.64) 1.86(0.33)
GEE 7.24(3.06) 5.04(0.71) 5.11(0.64) 7.15(2.98) 4.85(0.37) 4.67(0.23)
MGLM >1E10 >1E10 >1E10 274.92(105.00) 34.73(31.90) 7.19(1.78)
rPQL 8.04(3.86) 4.89(0.92) 4.22(0.82) 6.31(1.96) 4.42(0.40) 3.08(0.32)
mean value ratio at the testing time points following m = 10 training time points from each user,
respectively under non-sparse random effects and sparse random effects.
The proposed PPL has the largest value ratio for each possible state Xt for both binary and
continuous outcomes. That GEE producing the smallest MSE when m = 10 does not translate
into good decision quality, as the method has the smallest value ratio uniformly in our simulation,
when compared to all other personalized policy methods. This serves as an important illustration
how simply considering personalized policy, as opposed to personalized decisions (which GEE
also prescribes), could lead to potentially radical gain. It is interesting to note that methods that
induce large variability in estimation can be quite competitive; for example, MGLM and glmer
for continuous outcome when Xt = 1. It is due to the fact that the decision quality largely relies
on correctly estimating the sign of the random effects, not the magnitude. Therefore, one ought to
examine both the estimation properties and decision quality in the comparison of methods. Overall,
our simulation results indicate the proposed PPL win in these terms. The relative performance of
the methods is similar when m = 20, 30. Figures 2.3-2.6 plot the simulated mean value ratio at the
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testing time points following m = 20, 30 training time points from each user, respectively under
non-sparse random effects and sparse random effects.
Figure 2.1: Value ratio at each testing time point in the simulation with m = 10 under scenario
with non-sparse random effects by different Xt.
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Figure 2.2: Value ratio at each testing time point in the simulation with m = 10 under scenario
with sparse random effects by different Xt.
CHAPTER 2. PERSONALIZED POLICY LEARNING USING LONGITUDINAL MOBILE
HEALTH DATA 51
Figure 2.3: Value ratio at each testing time point in the simulation with m = 20 under scenario
with non-sparse random effects by different Xt.
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Figure 2.4: Value ratio at each testing time point in the simulation with m = 20 under scenario
with sparse random effects by different Xt.
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Figure 2.5: Value ratio at each testing time point in the simulation with m = 30 under scenario
with non-sparse random effects by different Xt.
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Figure 2.6: Value ratio at each testing time point in the simulation with m = 30 under scenario
with sparse random effects by different Xt.
2.6 Application
We apply the proposed PPL to estimate the best personalized push schedule in 294 users, who have
received at least 20 prompts to complete the patient-health questionnaire since they downloaded the
Hub app. Since the prompts were scheduled on 7-day intervals, this would represent a subsample
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of users with at least 20 weeks of application use. The distribution of the number of prompts in
these users is shown in Figure 2.7. In the data, we tracked the timestamp of when a prompt was
sent. For the purpose of this analysis, we grouped the time of prompt into four periods: Night
(a1): from midnight to 6:00am; Morning (a2): from 6:00am to noon; Afternoon (a3): from noon
to 6:00pm; Evening (a4): from 6:00pm to midnight. The observed proportions of the four periods
were respectively 0.10, 0.23, 0.35, and 0.32. Using a1 as the reference group, we used three dummy
variables, centered by the observed proportions, to code the actions a2, a3, and a4 in model fitting.
Figure 2.7: The distribution of the number of prompts in 294 IntelliCare users.
The state Sit at each time point consisted of three variables. First, the number of times the Hub
was launched (launches) in the week prior to the prompt was recorded. Second, the timestamp indi-
cated whether a prompt was sent on a weekday (weekday). Third, the time point t of the prompt was
included as a predictor in the covariate process Sit. With a binary response outcome, we estimated
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(β,α) under model (2.18) with a logit link, h1(S,A) = (1, launches, t, weekday,A, launches⊗
A,weekday⊗A, t⊗A) and h2(S,A) = (1, A, launches⊗A,weekday⊗A, t⊗A) using the first
80% of the time points of each user as training data. Since each user had at least 20 prompts, we
had mi ≥ 16 in the training data for all 294 users.
Table 2.3 summarizes the results of the model fit. The positive fixed effects for a2, a3, a4 sug-
gest prompts in the morning, afternoon, and evening tend to induce better response rate than those
sent during the night (midnight to 6:00am). The effects associated with these non-night periods
are even greater on weekdays, indicated by the positive (fixed) interaction between weekday and
these periods. While this result is not surprising, we also note substantial heterogeneity of the
period effects and the weekday:period interactions, whose SD(α̂)s have comparable magnitude to
β̂. This supports the needs for personalizing push schedule in our application.
In contrast, for the launches:period interactions and the t:period interactions, the fixed effects
(β̂) dominate the random effects; heterogeneity of the random effects coefficients are measured by
SD(α̂). Based on the fixed effects, the response rate decreases over time, by 0.20 in log-odds over
t = 5 time points. This is in line with findings in the literature; see [Helander et al., 2014] for
example. In addition, every five additional launches of the Hub in the prior week improves the log-
odds of response to a night prompt by 1.52. Based on the negative coefficients of launches:period
interactions, a large number of launches also seems to attenuate or even negate the effects of the
time of prompts. This suggests that for active users who engage the Hub often, their response
pattern is less sensitive to the time of the prompt.
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Table 2.3: Model fit using the training data: β̂ is the coefficients of the fixed effects, and SD(α̂) is




launches (per 5 times) 1.52 —
t (per 5 time points) -0.20 —
Morning (a2) 1.65 1.13
Afternoon (a3) 1.57 0.95
Evening (a4) 1.06 0.78
weekday : a2 0.73 0.34
weekday : a3 0.16 0.62
weekday : a4 0.66 0.52
launches : a2 -2.46 0.39
launches : a3 -1.40 0.21
launches : a4 -1.15 0.43
t : a2 - 1.25 0.66
t : a3 -0.96 0.47
t : a4 -0.93 0.44
The quality of these personalized policies in the testing data is evaluated by the mean response
rate under the policies estimated via inverse probability treatment weighted method averaged over
all test time points. The mean response rate according to PPL would have been 23%, which
compares favorably to other studies in light of the fact that all testing points are at least 16 weeks
from first download. It has been reported that user engagement is in the range of 3% to 15% in the
third month after download [Helander et al., 2014]. As a reference point, the observed response
rate in the testing data is 11%. In addition, we analyzed the prompt response data using the other
methods with the same 80%-20% split of training and testing data, and obtained the mean response
rate 14%, 17%, 14%, and 8% respectively for glmer, GEE, MGLM, and rPQL.
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2.7 Discussion
This article makes several contributions. First, we have shown personalized policies lead to higher
value than non-personalized policy (i.e., GEE) in our simulation study, and have clearly demon-
strated substantial heterogeneity of the action effects in the prompt response data. These results
imply a paradigm shift and call for the necessity of personalized policies, which fundamentally
differ from a single policy that may allow personalized decisions by tailoring. Second, we propose
a novel computational algorithm for the estimation of model parameters under GLMM and for
developing personalized policies. We have demonstrated, by simulation and in our data applica-
tion, that the algorithm leads to better estimation properties and decision quality when compared
to some existing methods, namely glmer and rPQL. Third, we have provided theoretical justifi-
cations of the proposed PPL by examining its asymptotic properties under a fairly general set of
assumptions. In particular, we have established consistency and optimality in the presence of en-
dogenous covariate process, where the covariates may depend on previous outcomes, actions, and
even the latent random effects. As endogeneity is ubiquitous in longitudinal mobile application
usage (how many times a user launched the Hub application would likely depend on how he/she
had interacted with the Hub in the past), these theoretical results have broadened the applicability
of PPL to many practical situations.
Chapter 3
Extension of PPL to Learn Optimal Prompt
Time of Mobile Applications
3.1 Introduction
IntelliCare is a suite of one central Hub application and 12 other applications for depression and
anxiety self-care management [Mohr et al., 2017]. Those applications were designed for behav-
ioral interventions and interactive training. The 12 applications would instantiate a variety of
psychological strategies by interacting with users to support their acquisition of skills related to
depression or anxiety. Users are free to choose among those applications by themselves or by
recommendation of the Hub application. In the IntelliCare study, to assess users’ in-time psycho-
logical condition, a questionnaire filling request is sent on a weekly basis. Figure 3.1 shows the
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distribution of number of prompts sent to the users over the study time period. Among the users
who receive those prompts, the average response rate is low and it decreases over time. This issue
blocks researchers from collecting high quality mHealth data. Figure 3.2 shows a decreasing trend
of response rate over the time among 228 IntelliCare users who received more than 24 but less than
100 prompts.
Figure 3.1: Distribution of number of prompts among 228 IntelliCare users.
Prompt time is an important factor that affects user response rate. How to design a prompt
system to send notifications during the well-suited time for individual users is of our research
interest. The desired prompt system needs to be integrated with behavior theory and user feedback
[Pielot et al., 2014a]. There are some recent attempts made building a prompt system [Pielot et al.,
2014b]. However there is a lack of personalized time guidance of sending prompt. Learning the
relationship between prompt time and response rate would guide the development of such prompt
systems and help improve user engagement with mHealth applications.
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Figure 3.2: Response rate changes over time among 228 IntelliCare users.
In the IntelliCare data, we observe a different response rate when sending prompts at different
hour of a day. Figure 3.3 shows how the response rate changes across different Hub application
usage and prompt hours. When there is more Hub application usage, the response rate tends to
be higher. Hub application usage is positively associated to average application engagement and
high Hub usage may lead to a high response rate. For a certain level of Hub usage, the response
rate also varies when sending prompts at different hours of a day. There is no clear pattern of
how prompt hour would affect the response rate. The blank blocks in Figure 3.3 indicate missing
combination of the corresponding Hub usage and prompt hour in the IntelliCare data. The low
response rate issue motivates our work to investigate the relationship between the prompt hour and
the response rate, thus in turn to be used to guide development of a prompt system for improving
user engagement. We apply a new learning method to estimate a personalized policy for sending
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prompts at an optimal hour of a day in order to maximize the immediate response rate.
Figure 3.3: Heatmap of response rate over Hub usage and prompt hours.
To design a mHealth prompt system, there exist challenges partly due to the behavior pattern
of mobile application users. People typically turn to their phones in spare moments and engage in
brief bursts of activities. Different users have different application usage pattern that depends on
both exogenous factors, such as day in the week and hour of the day, and endogenous factors, such
as whether replying to the prompt last time. Some of the endogenous factors are not observable
and may cause heterogeneity in user behavior. Thus a personalized policy is desired to count for
user heterogeneity. To tailor prompt time for personal needs, we apply a new learning method to
estimate a personalized policy to guide sending prompts to users at the ‘right’ time for improving
the response rate. We employ an extension of the personalized learning framework that models
both population and personalized effect simultaneously. The personalized policy is a function that
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maps from individuals’ covariates to a prompt hour. The learning method employs a generalized
linear mixed model framework with added penalties. Specifically, a fused ridge and a group lasso
penalty are added to the model to alleviate from the curse of dimension issue in the parametric
model. In addition, a bagging method is employed to further address the computational issue.
3.2 Problem Setup of Modeling Response Rate
Suppose we have collected data from n mobile application users. For each user i = 1, . . . , n,
the observed data can be represented as repeated measures of the same set of variables over time,
denoted by (Sit, Ait, Yit)mit=1, where mi is the number of observed time points for subject i. For
each time point t = 1, . . . ,mi, Sit ∈ S is a vector of covariates containing the current contextual
information at the t-th time point. For example, count of Hub application usage. Sit may contain
or be affected by previous measurements of the context, action and response. Ait is the decision
to be made from a pre-specified set A of a action space, that is a prompt hour out of a day. The
action space contains 24 discrete actions representing 24 hours. Yit is the scalar outcome of in-
terest observed after decision, with the convention that larger values of Yit are preferred. In this
paper, the outcome of interest is whether a user response to a prompt or not. We operationalize
the personalized decision problem via a personalized policy, πi, that takes the user’s contextual
information Sit as input, and output a decision Ait, aiming at maximizing the current outcome Yit,
at each time point.
Our goal is to find a policy πi that when implemented will result in maximal response rate,
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Eπi(Yit|Sit), where the expectation is taken with respect to Yit for user i assuming πi is used to
select intervention decision at each time point. The effect of the t-th action on Yit is conditioned
on Sit. The optimal policy satisfies π∗i (Sit) = arg maxa∈AE(Yit|Sit, Ait = a).
3.3 Modeling Methods
We approach the problem using generalized linear mixed models. Given α, the outcome Yit for
i = 1, . . . , n, t = 1, . . . ,mi, are assumed to be independent of each other with conditional density
from an exponential family,







where ηit is defined in (3.2), and φ is the dispersion parameter.
ηit , g(E(Yit|Sit, Ait;β,αi))
= h1(Sit, Ait)
ᵀβ + h2(Sit, Ait)
ᵀαᵀi . (3.2)

















For i = 1, . . . , n and t = 1, . . . ,mi, where g(·) is a monotone increasing link function that
relates the mean of Yit to the linear model. For example, g(·) could be an identity function for
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continuous outcomes, logit function for binary outcomes, and log function for count outcomes.
β is a p-dimensional vector of parameters, β = (β1, . . . , βp−24, β̇1, . . . , β̇24). h1(Sit, Ait) ∈
Rp is a pre-specified vector function of (Sit, Ait) so that h1(Sit, Ait)ᵀβ models the mean effect
(i.e., fixed effects part); The α is a n × q (q ≤ p) matrix of random effects with the i-th row,
αi· = (αi1, . . . , αi(q−24), α̇i1, . . . , α̇i24), denoting the random effect parameters for the i-th user,
and h2(Sit, Ait) ∈ Rq is a sub-vector of h1(Sit, Ait) chosen so that h2(Sit, Ait)ᵀαi models subject-
specific deviations from the mean model. Among the fixed and random parameters, the ones
represent fixed action effect is denoted as β̇ and the ones represent random action effect is denoted
as α̇. Since we are modeling the prompt hours of a day as actions, there are total 24 actions. Aitl
denotes that l-th dummy variable of the corresponding prompt hourAit for i-th user at t-th decision
time. The dummy variable is created without the reference group. To enhance the robustness of the
model, the actions are centered by subtracting the propensity score from the indicator of the action,
i.e. I(Ait = k) − p(Ait = k|Sit) where k ∈ {1, . . . , 24}. The centering step yields orthogonality
between the estimated parameter in the action effect and the conditional mean function.
Under model (3.2) and the monotone increasing property of g(·), the optimal decision algo-
rithm π∗i for subject i takes the form
π∗i (Sit) = arg max
a∈A
(h1(Sit, a)
ᵀβ + h2(Sit, a)
ᵀαᵀi·) . (3.5)
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3.3.1 Adjusted penalized quasi-likelihood
There has been a penalized quasi-likelihood (PQL) approach by maximizing the joint density of
the observations and random effects [Breslow and Clayton, 1993]. Specifically, the PQL method













whereD− denotes the Moore-Penrose generalized inverse ofD.
We propose to estimate β and α by maximizing an adjusted PQL with a fused ridge penalty
for β and a group lasso penalty for α. That is,










||β̇j − β̇j+1||22 + ||β̇1 − β̇24||22))
]
, (3.7)
where λ is a tuning parameter that controls the complexity of the model. Although the same λ is
used for both fixed and random effect penalties, there is an adaptive weight wl in the random effect
penalty that distinguishes between the two terms. wl is set to be the inverse of the (l, l)-th element
of matrix D. α·l ∈ Rn is the l-th column of α denoting the random effects coefficients of the l-th
term in h2(Sit, Ait), where || · || denotes a `2 norm.
To obtain the fixed and random parameter estimates, we adopt two penalty terms: a fused ridge
for the fixed parameters and a group lasso for the random parameters. The purpose of adding
penalties is to avoid the problem of unidentifiable parameters, as longitudinal studies are highly
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sensitive to the curse of dimensions. It is reasonable to assume that the effect of adjacent prompt
hours is similar. Therefore we pose a fused ridge penalty to penalize large discrepancy of effect
between adjacent prompt hours. While we are focusing on estimating the personalized policy, in
fact not all variables have personalized effect. For those variables only have population level effect,
it is important to penalize the group of random effect for all users to zero. A group lasso term is
used to achieve this with different weights for different groups.
As conventionally in mixed effects models, here we assumed D and φ are known. In practice,
we will estimate D and φ, together with β and α, using an iterative algorithm. And the adaptive
weights will be updated accordingly. λ is chosen by optimizing an information type criterion.
To estimate the policy parameters (β̂, α̂), trust region newton algorithm (TRON) is used to find
the solution to the equation (3.7). The objective function we aim to optimize is a concave function.
TRON is a truncated Newton method to deal with unconstrained convex optimization. At each
iteration the TRON algorithm has a trust region and uses a quadratic model to approximate the
original objective function within the region. If the current iteration achieves a satisfied change of
the original function to the approximated function, then the updated direction is accepted and the
region is expanded, otherwise shrunk. The approximation sub-problem is solved via the conjugate
gradient method.
A candidate vector of λs ranging from λmin to λmax is considered, where λmin is the largest
value leads to the full model and λmax is the smallest value leads to the null model. λ is selected
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to minimize the information criterion:
IC(λ) = − 2
N




where dim(α̂λ) is the number of estimated non-zero random effect parameter.
3.3.2 Improving computational efficiency: Bagging
The dimension of the personalized effect parameter α depends on the sample size. Although
the PPL algorithm is computational efficient to compute a large Hessian matrix and optimize the
adjusted quasi-likelihood, it is still challenging to estimate an overwhelming number of parameters
when the sample size is large. Therefore, we proposed a computational remedy to tackle this
problem.
Bagging is a commonly used ensemble method that has the benefit of reducing overfitting. In
this case of estimating a large number of parameters, we generate B = 100 bootstrap samples,
B1, . . . ,BB, each random sample with a sample size nb = 50 is drawn with replacement from the
original dataset. The policy parameter is estimated within each subsample first and aggregated to
compute the pooled parameter. In one drawn subsample, a user could be not sampled, sampled
once or sampled multiple times. Therefore, we modify the objective function to accommodate this
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where the individualized weight is specified as a ratio of the number user i drawn in the subsample















b=1 I(i ∈ Bb)
B∑
b=1
α̂ibI(i ∈ Bb). (3.12)












3.4 Simulation of Splitting Prompt Hours
We conduct simulation studies to evaluate the effect of fine-split prompt hours and coarse-split
hours. The proposed PPL method with 24 actions representing 24 prompt hours is compared with
reference methods estimating the effect of coarse-split hours. We chose two parametric reference
methods, one is Generalized Linear Mixed Models (GLMM) that models a personalized policy and
the other is Generalized Estimating Equations (GEE) that models a population policy. GLMM is
implemented in the glmer function in lme4 package [Bates et al., 2014] in R (RCore Team, 2017)
and GEE is implemented in geepack [Halekoh et al., 2006].
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To simulate data, for individual i at time point t, Sit = (Xit, t̃), where Xit ∈ {−1, 1}, t̃ is the
rescaled time point. P (Xit = 1|Ai(t−1), Yi(t−1), Xi(t−1),α) = expit(0.2 ∗ Yi(t−1) + 0.2 ∗Xi(t−1) +
0.3∗Ai(t−1) +αi4 +αi5 +αi6 +αi7). ThereforeXit is an endogenous variable and it depends on the
data through previous outcome, covariates, action, and the random effect parameter. As we found
in the IntelliCare study, time has a strong effect on the outcome, so it is essential to include time as
a covariate in the model. In the true generating model, there are 24 actions representing 24 hours.
However, due to the curse of dimensionality, there may not be enough data to estimate the effect
of 24 actions separately. In the reference parametric models, the 1st to the 24th hour are grouped
into 2,4,6 equally split time intervals. For example, in the two-group split hours, the first group
represents 00:00am to 11:59am, the second group represents 12:00pm to 23:59pm. The actions
are generated randomly with probability estimated from IntelliCare data, corresponding to each of
the 24 hours, the probability is: (0.02, 0.01, 0.01, 0.02, 0.01, 0.02, 0.02, 0.02, 0.03, 0.06, 0.07,
0.04, 0.05, 0.05, 0.05, 0.08, 0.07, 0.05, 0.08, 0.06, 0.04, 0.04, 0.05, 0.05). The generating model is
specified in the equation (3.1). We set h1(Sit, Ait) = h2(Sit, Ait) = (Sit, Ait), where Ait contains
24 dummy variables representing 24 actions with no reference group. The action is orthogonalized
by subtracting the estimated propensity score from the indicator. A summary of actions used in
PPL and reference methods is listed in Table 3.1. We consider two types of outcomes: Bernoulli
(logit link) and Gaussian (identity link). For each type of outcome, The fixed effect parameter
β = (1,−1.5, cos((1, 2, . . . , 24)/12 ∗ π)). The random effects parameters α are generated from
mean zero Gaussian distribution with a diagonal variance-covariance matrix, where the first two
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diagonal elements are (0.1, 0.8) and the rest are (0.1, 0.2, 0.3, . . . , 2.4). In the linear mixed model,
the noise is generated from a standard Gaussian distribution.
We consider n = 20, 50 individuals and the number of time points m = 50 to be the same
for all individuals. We replicate each scenario with 200 datasets randomly generated. The mean
squared error of estimated parameters and the conditional mean value ratio are used to evaluate the
performance of different methods. MSEβ = ||β̂ − β||22, MSEα = ||α̂−α||22. For a given set of
estimated policies π̂, the primary measure of performance is the expected conditional outcome of











Ei[Q0(Sit = sit, Ait = π̂i(sit),αi)]






where π0 is the optimal policy and πworst is the worst policy.
The performance of PPL is shown in Table 3.2, Figure 3.4, 3.5, 3.6 and 3.7. As shown in
Table 3.2, when the sample size increases, MSEβ decreases and MSEα stays around the same
in the binary outcome model; in the continuous outcome model MSEβ does not change much
and MSEα decreases. For both binary and continuous outcomes, PPL modeling 24 hours as
24 actions achieves higher value ratio compared to the reference models. The reference models
include GLMM/GEE with different action splitting strategies: splitting 24 hours into 2 actions;
or into 4 equally spaced time intervals as 4 actions; or into 6 equally spaced time intervals as
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6 actions. The action effect can be captured more accurately by modeling fine-split hours, for
example regarding each hour as one action. The good performance of PPL also indicates the
benefit of a personalized policy as opposed to a homogeneous policy for all users. In the continuous
outcome models, GLMM outperforms GEE given the same action space, indicating a personalized
policy is better compared to a homogeneous policy. However, in the binary outcome models, there
is no much difference between the GLMM and GEE model.
Table 3.1: Description of actions in PPL and reference methods.
Method Action in the model
PPL 24 actions, each hour in a day as an action.
GLMM2/GEE2 2 actions: [00:00,11:59],[12:00,23:59].
GLMM4/GEE4 4 actions: [00:00,5:59],[6:00, 11:59],[12:00, 17:59],[18:00,23:59].
GLMM6/GEE6 6 actions: [00:00,3:59],[4:00, 7:59],[8:00,11:59],
[12:00,15:59],[16:00,19:59],[20:00,23:59].
Table 3.2: MSE of estimated parameters from PPL for binary and continous outcomes.
Binary Continuous
(n,m) MSEβ MSEα MSEβ MSEα
(20,50) 1.22(1.25) 1.02(0.04) 1.01(1.76) 0.73(0.17)
(50,50) 0.83(0.96) 1.08(0.04) 1.08(1.96) 0.67(0.11)
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Figure 3.4: Binary outcome: value ratio with sample size n = 20.
Figure 3.5: Binary outcome: value ratio with sample size n = 50.
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Figure 3.6: Continuous outcome: value ratio with sample size n = 20.
Figure 3.7: Continuous outcome: value ratio with sample size n = 50.
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3.5 Analysis of Prompt Hours on IntelliCare Data
In the IntelliCare data there were 228 users who received more than 24 but less than 100 prompts.
The users received more than 100 prompts were considered as outliers (0.087%) and removed from
the analysis. Among these users the average number of prompts is 41.62, the median is 36. The
outcome of interest Y is the a binary variable indicating whether the user immediately responses
to a prompt or not. For each user, first 80% time points are used for training and the rest 20%
are used for testing. The working model follows the model specification in equation (3.1), with
h1(Sit, Ait) = (Sit, Ait) and h2(Sit, Ait) = Ait. Ait contains 24 dummy variables representing 24
action with no reference group. The dummy variables are orthogonalized. The context vector St
at each time point contains three variables: Hub application usage in the past week (denoted as
‘Launch’), that is the number of times of launching the Hub application scaled by a constant 5; the
number of decision time points scaled by a constant 20 (denoted as ‘t’), and an indicator of whether
the prompt day is a weekday (denoted as ‘Weekday’). The purpose of scaling by a constant is to
stabilize the estimation. Table 3.3 summarise the descriptive statistics for each variable.
Table 3.3: Description and statistics of variables.
Variable Description Statistics
Weekday Prompt day is a weekday: ‘1’, else: ‘0’. (‘1’:7043, ‘0’:2446)
Launch Scaled Hub application usage. (mean:0.39, min:0, max:16.6)
t Scaled prompt time points. (mean:9.4, min:0, max:31.85)
A Hour within the day of sending prompts. 1-24
Y Response:‘1’, else: ‘0’. (‘1’:1465, ‘0’:8024)
The process of policy estimation is computationally intensive, since the number of random ef-
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fect parameter depends on the sample size. In the model specified above, there are 228×24 random
parameters to be estimated. In order to control the computational memory occupied and speed up
the estimation, we employ the bagging method. The estimated fixed effect and diagonal elements
of random effect covariance from PPL is listed in Table 3.4. Both ‘Weekday’ and ‘Launch’ have a
positive population level effect on the response rate. Sending prompts at a weekday has a higher
response rate compared to sending prompts at a weekend overall. More Hub application usage in-
dicates a higher response rate on average. The response rate decreases over time. It is worth to note
that sending prompts at different hours has a different effect on response rate. For example, the
average effect of sending prompts at 10:00am-11:00am achieves higher response rate compared to
sending prompts at 11:00am-12:00pm. The effect of adjacent hours on the response rate is similar.
For example, sending prompts from 6:00am to 9:00am or from 12:00am to 5:00pm have similar
effect on the response rate. The variability across users is also different given sending prompts at
different hours. For example, there is a higher variability of response rate if sending prompts at
5:00am-6:00am compared to other hours. As a comparison, the estimated fixed effect from GEE
is also listed in Table 3.4. The estimated fixed effect from GEE is close to the one estimated from
PPL.
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Table 3.4: Estimated fixed effect and diagonal elements of random effect covariance from PPL.
Variables β̂PPL σ̂β̂PPL diag(D̂PPL) β̂GEE
Weekday 0.63 0.55 NA 0.18
Launch 1.21 0.34 NA 1.4
t -0.11 0.06 NA -0.06
a1 -2.61 1.67 5.17 -2.59
a2 -1.69 1.70 5.04 -1.54
a3 -2.99 2.06 6.32 -2.06
a4 -3.71 1.63 4.94 -1.84
a5 -1.88 2.05 11.66 -1.24
a6 -2.45 1.96 5.02 -1.46
a7 -2.52 1.45 4.15 -1.65
a8 -2.83 1.26 3.69 -2.12
a9 -2.17 0.77 2.52 -1.93
a10 -1.98 0.69 4.34 -2.05
a11 -2.8 0.82 2.74 -2.57
a12 -2.42 0.81 3.06 -2.3
a13 -2.25 0.69 3.52 -1.94
a14 -2.02 0.78 2.11 -1.96
a15 -2.38 1.11 2.97 -1.93
a16 -2.37 0.89 4.49 -2.26
a17 -2.24 0.82 2.9 -1.73
a18 -2.84 0.85 1.42 -2.71
a19 -2.64 0.83 4.07 -2.34
a20 -3.11 1.05 3.34 -2.64
a21 -2.25 1.12 2.35 -2.09
a22 -2.53 1.03 2.17 -2.2
a23 -2.44 0.80 2.54 -1.97
a24 -2.04 0.93 3.04 -1.59
Based on the distribution of estimated optimal prompt hour from PPL among 228 IntelliCare
users, the probability of being the optimal prompt hour is different across 24 hours: 2:00am-
3:00am has the highest probability, while 1:00am-2:00am, 4:00am-5:00am, 6:00pm-7:00pm have
the lowest probability. prompt at 10:00am-11:00am, 4:00pm-5:00pm, 00:00am-1:00am may also
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achieve high response rate.
3.6 Discussion
The IntelliCare application prompts users to complete a brief assessment of psychological symp-
tom severity, however the compliance with these was low. This motivates us to learn the optimal
prompt time to improve user engagement and compliance. This paper demonstrates (i) the benefit
of using fine-split prompt hours compared to coarse-split hours in parametric models even if there
is no enough data for fitting a high dimensional parametric model; (ii) an extension of personal-
ized learning algorithm for learning the optimal prompt hour for an individual user. It captures
heterogeneous and non-observable effect of prompt hours among users. We show a data analysis
result on IntelliCare data using the personalized learning algorithm. Based on the result, we note
that there exists user heterogeneity and users with different covariates may end up with the same
optimal prompt hours. This study provides some insights for guiding prompt system development
and other related research. It also suggests that developing such recommendation systems can be
an effective method of helping users to obtain efficient self-education suggestions based on his or
her immediate needs. The potential application of this method is to place intelligence behind a rec-
ommendation system, so that users can be get prompts at a suitable time for quickly and efficiently
using the applications that meet their needs and preferences.
Chapter 4
Conclusion and Discussion
4.1 Discussion on Heteroskedasticity Treatment Effect
Currently our modeling strategy ignores heterogeneous treatment effect. With the increasing preva-
lence of mHealth data, there has been much interest in using machine learning techniques to build
a prompt system and deliver evidence based interventions to users. In contrast to traditional clin-
ical trials, the observational mHealth data provides a more cost-effective way to gain insights of
the treatment effect. In mHealth, many interventions are designed to influence a user proximally
in time [Heron and Smyth, 2010]. For example, a mobile application sending prompts to users and
requesting immediate self-assessment. While some interventions may have delayed effects, for ex-
ample, interactive instructions that help manage depression or anxiety over a period of time. Both
proximal and lagged effects of interventions on the response variable have important applications
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in the mHealth domain.
The continuously collected mHealth data over time contains complex time-dependent treatment
effect. It is challenging to learn the complex time-dependent treatment effect due to the following
reasons: (i) in the observational data, a particular treatment is taken and the outcome follows that
treatment is observed. There is no access to the potential outcome given another treatment is taken;
(ii) the direct estimation of treatment effect is hampered by the presence of time-dependent con-
founding and underlying heterogeneity among users. The problem of estimating average treatment
effects from observational data has been studied extensively using approaches such as the G com-
putation formula [Robins, 1986], G-estimation of structural nested models [Robins, 2004], inverse
probability of intervention weighted (IPTW) estimation of marginal structure models [Robins et
al., 2000]. In this paper we are interested in estimating individual treatment effect (ITE), specifi-
cally heterogeneous ITE. ITE measures the difference between the outcome under two treatments
for a specific subject, thus it enables choosing the best of the two [van der Laan and Petersen,
2007]. One way to construct the ITE is to learn the counterfactual outcome via a counterfactual
mapping. When treatment effects are heteroskedasticity among identical individuals, constructing
the counterfactual mapping is considerably difficult. In practice, researchers adopt the instrumental
variable (IV) approach [Imbens and Rubin, 1997]. Later nonparametric identification conditions
of the heterogeneous ITE is established based on that [Vuong and Xu, 2017].
It is important to assess heterogeneous individual treatment effects from longitudinal data in
which intervention, response, and potential confounders are time-varying. We consider a treat-
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ment effect model in which ITE may be heterogeneous, specifically the error is allowed to be
heteroskedasticity, depends on both treatments and covariates. Thus the treatment generates both
mean and variance effects on the outcome. In causal inference literature’s, this kind of models
are referred to as nonseperable error models [Imbens and Rubin, 1997, Chesher, 2003, Imbens and
Newey, 2009]. We consider the heteroskedasticity is exogenous, that is the treatment effects are
homogeneous across individuals controlling the heterogeneous covariates and can be consistently
estimated.
We proposed a nonparametric model to learn the counterfactual mapping to estimate ITE while
allowing for heterogeneous treatment effect on both mean and variance of the outcome. The main
contributions are (i) flexibly model the longitudinal outcome over time, and (ii) characterize het-
erogeneity in treatment effects across individuals.
4.1.1 Background
4.1.1.1 Inseparable error model
To assess treatment effect, traditional causal modeling methods adopt inverse probability of treat-
ment weighting (IPTW) to re-construct a ‘pseudo-population’ to correct the bias of modeling with
regression model. However, this does not apply if the error variance also depends on treatments.
Heterogeneous treatment effects have been studied using inseparable error models in the triangular
system literature [Chesher, 2003, Imbens and Newey, 2009] and causal models [Rubin, 1974, Hol-
land, 1986]. In both frameworks, a key feature is that the treatment effects vary for individuals
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with identical covariates. An special case of a inseparable model is
Y = µ(X,A) + σ(X,A)× ε, (4.1)
where Y ∈ R is outcome of interest, X ∈ R is a vector of observed covariates and A ∈ {0, 1} is
a binary intervention. µ(X,A) and σ(X,A) represent a model mean and standard deviation. ε has
mean 0 and unit variance. In this model, the heteroskedasticity term depends both on covariates
and treatment. Therefore, although users have identical observed covariates, the optimal treatment
to be assigned could be different.
4.1.1.2 Counterfactual mapping
A counterfactual mapping relates each individual outcome to its counterfactual outcome under
certain assumptions. Assume that the outcome Yax = h(a, x, ε) and the counterfactual mapping is
denoted as φ, then we can find the counterfactual outcome Y1x from Y0x using Y1x = φ(Y0x) and
vice versa. φ is uniquely defined under the following assumptions: (i) φx(y) = h(1, x, h−1(0, x, y))
for each y0x ∈ δY 0|X = x. (ii) φ is continuous and strictly increasing from δY 0|X = x onto
δY 1|X = x. The ITE is then defined as
ITE = A× (Y − φ−1X (Y )) + (1− A)× (φX(Y )− Y ). (4.2)
For a special case of the inseparable error model h(A,X, ε) = µ(X,A) + σ(X,A) × ε, we can
derive that the mapping is constructed as Y0 = µ(0, X) + [Y − µ(1, X)]× σ(0,X)σ(1,X) .
ITE = µ(1, X)− µ(0, X) + [σ(1, X)− σ(0, X)]× ε. (4.3)
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4.1.1.3 Lagged treatment effect
In mHealth both proximally in-time effect and delayed effect have connections with the Structural
Nested Mean Model (SNMM) [Robins, 1994]. SNMM can be generalized to the lag k treatment
effect. A causal effect as defined by the SNMM framework is additive on the conditional mean of
the potential proximal response. In the SNMM, intermediate treatment effect functions, also called
“treatment blips” are parametric modeled. The intermediate treatment effects isolate the causal
effect of treatment at each time point, conditional on baseline, and time-varying covariate history
up to that time point. It is worth to note that the treatment effect at a given lag is constrained
by the effect at other lags. The conditional mean at different lags constrains one another and is
constrained by the treatment effect model. Therefore it is invalid to assume a stationary parametric
model for the conditional mean outcome over different lags.
The SNMM blips are related to the conditional mean of Yt+1(āt) given the historical informa-
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tion up to time t, Ht(at−1), via a telescope sum.
E[Yt+1(āt)|Ht(āt−1) = ht]
= E[Yt+1(āt)− Yt+1(āt−1, Aāt−1t )|Ht(āt−1) = ht]
+ E[Yt+1(āt−1, A
āt−1
t )|Ht(āt−1) = ht]− E[Yt+1(āt, At(āt−1))|Ht−1(āt−2) = ht−1]
+ E[Yt+1(āt−1, A
āt−1

















2 , . . . , A
a1
t )− Yt+1(Āt)|H1 = h1]










µu,t+1(hu, āu) = E[Yt+1(āu, A
(āu)
u+1, . . . , A
(āu)
t − Yt+1(āu, A
(āu−1)
u+1 , . . . , A
(āu−1)
t |H̄u(āu−1) = hu]
(4.5)
εu,t+1(hu, āu−1) = E[Yt+1(āu−1, A
(āu−1)
u , . . . , A
(āu−1)
t |H̄u(āu−1) = hu]
− E[Yt+1(āu−1, A(āu−1)u , . . . , A
(āu−1)
t |H̄u−1(āu−2) = hu−1] (4.6)
There exists research work that generalizes the SNMM to lag k intervention effect [Boruvka et
al., 2018]. The parametric form of SNMM is problematic, since the model form of the lag k con-
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ditional mean outcome will constrain the form of the intervention effect at lag k+ 1. Therefore the
parametric model has the problem of model misspecification. The paper provides an illustration of
how a model chosen for lag k treatment effect will constrain the model form at lag k + 1. Consid-
ering an example with a binary intervention randomized with probability 0.5, the conditional mean
outcome is modeled given history information Ht at time point t as E(Yt+1|Ht) = β10 + β11Xt +
β12At−1 andXt is binary and affected byAt−1, P (Xt = 1|Ht−1) = 1/(1+exp(Yt−1 +At−1)). The
lag 2 intervention effect is E(Yt+1|At−1 = 1, Ht−1) − E(Yt+1|At−1 = 0, Ht−1) = Ht−1γ2. These
two models are inconsistent and cannot be both correct.
E(Yt+1|At−1 = 1, Ht−1)− E(Yt+1|At−1 = 0, Ht−1)
= E(E(Yt+1|Ht)|At−1 = 1, Ht−1)− E(E(Yt+1|Ht)|At−1 = 0, Ht−1)
= β11(P (Xt = 1|At−1 = 1, Ht−1)− P (Xt = 1|At−1 = 0, Ht−1)) + β12
= β11(1/(1 + e
Yt−1+1)− 1/(1 + eYt−1)) + β12
This expression is nonlinear inHt−1. Therefore it is not possible to assume a stationary intervention
effect models over time given there exists endogenous non-continuous variable Xt. This paper
[Boruvka et al., 2018] employs a centered and weighted least-square method for estimating the
intervention effect. The centering produces orthogonality between estimation of parameters of the
intervention effect and the estimation of the mean function. That method can provide a consistent
estimator even when the mean function is misspecified.
There are alternative ways to model the lagged intervention effect that avoids the model mis-
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sepcification problem, for example by using a nonparametric model. Under the identification as-
sumptions, the lag k treatment effect can be expressed in terms of the observed data as
E[Yt+k(Āt−1, 1, A
at=1
t+1 , . . . , A
at=1
t+k−1)− Yt+k(Āt−1, 0, A
at=0
t+1 , . . . , A
at=0
t+k−1)|Ht(Āt−1)]




− 1(At = 0)Yt+k
1− pt(1|Ht)
|Ht],
where E[Yt+k|At, Ht] can be modeled via nonparametric models.
4.1.2 Problem setup
Suppose we have collected data from n mobile application users. For each user i = 1, . . . , n,
the observed data can be represented as repeated measures of the same set of variables over time,
denoted by (Xit, Ait, Yit)mit=1, where mi is the number of observed time points for subject i. For
each time point j = 1, . . . ,mi, Xit ∈ X is a vector of covariates containing the current contextual
information at the jth time point. Ait is the binary treatment that depends on covariates Xit and a
binary instrumental variable Zit. Yit is the scalar outcome of interest observed after decision. The
summary up to the decision time point t is represented by Hit = (Āi(t−1), Ȳi(t−1), X̄it), where the
bar over the variable denotes a sequence of random variables, for example, Āit = (Ai1, . . . , Ait).
We adopt the framework of potential outcome [Rubin, 1974, Robins, 1989], the data is
{Xi1, Ai1, Yi1(Ai1), Xi2, Ai2, . . . , XT , AiT , YiT (ĀiT )} (4.7)
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The lag k treatment effect can be expressed in terms of the observed data as
Yi(t+k)(Āi(t−1), 1, A
ait=1
i(t+k), . . . , A
ait=1
i(t+k−1))− Yi(t+1)(Āi(t−1), 0, A
ait=0
i(t+1), . . . , A
ait=0
i(t+k−1))|Hit
= Yi(t+k|(Ait = 1, Hit)− Yit+k|(Ait = 0, Hit) (4.8)
Here we consider a model that allows for heterogeneous treatment effect with actions affecting
both mean and variance,
Yt = µ(Xt, At) + σ(Xt, At)× εt. (4.9)
The nonparametric identification assumptions are (i) Consistency: the observed data is equal
to the potential outcome, i.e. for each subsequent t ≤ T , Yt = Yt(Ā(t−1)); (ii) Sequential ig-
norability: for each t ≤ T , the potential outcomes Yt(Āt), X(t+1), . . . , YT (ĀT ) are independent
of At conditional on Ht; (iii) Xt is exogenous; (iv) E(εt|Xt) = 0 and E(ε2t |Xt) = 1; (v)
for every xt ∈ (F )X ,FZ|X = {0, 1} and p(At = 1|Xt, Zt = 0) 6= p(At = 1|Xt, Zt = 1),
E(εt|Xt, Zt) = E(εt|Xt) and V ar(εt|Xt, Zt) = V ar(εt|Xt).
ITE under model (4.9) is defined as
Y 1xtt = Yt|(Xt = xt, At = 1) = µ(xt, 1) + σ(xt, 1)× εt,
Y 0xtt = Yt|(Xt = xt, At = 0) = µ(xt, 0) + σ(xt, 0)× εt,
Y 1xtt − Y 0xtt = µ(xt, 1)− µ(xt, 0) + (σ(xt, 1)− σ(xt, 0))× εt. (4.10)
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4.1.3 Constructing counterfactual outcome
We first construct the counterfactual outcome and then calculate the individual treatment effect.
The counterfactual outcome is identified by matching Y 1xtt and Y
0xt





φatxtt (Yt). The function φ
atxt
t is called counterfactual mapping. Note φ
atxt
t is uniquely defined
under the nonparametric identification assumptions.
Y 0xtt = µ(0, xt) + [Yt − µ(1, xt)]×
σ(0, xt)
σ(1, xt)




Y 1xtt = µ(1, xt) + [Yt − µ(0, xt)]×
σ(1, xt)
σ(0, xt)




δat(Xt) and Vat(Xt) can be estimated via
δat(Xt) =
E[Y I(At = at|Xt, Zt = 1)]− E[Y I(At = at|Xt, Zt = 0)]
P(At = at|Xt, Zt = 1)− P(At = at|Xt, Zt = 0)
=
Cov(Y I(At = at), Zt|Xt)
Cov(I(At = at), Zt|Xt)
, (4.13)
Vat(Xt) =
E[Y 2I(At = at|Xt, Zt = 1)]− E[Y 2I(At = at|Xt, Zt = 0)]
P(At = at|Xt, Zt = 1)− P(At = at|Xt, Zt = 0)
− δ2at(Xt)
=
Cov(Y 2I(At = at), Zt|Xt)
Cov(I(At = at), Zt|Xt)
− δ2at(Xt). (4.14)
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There are a number of other directions for future work. Currently we limit our attention to
a continuous response and binary treatment decisions in estimating heterogeneous ITE. However
in the framework of sending interventions to users, modeling multiple treatments is of interest
and has a wide applications in the area of mHealth. Current lagged effect is defined similar to
the proximal effect but with the number of lags greater than 1. It can also be defined to quantify
the accumulation of historical treatments instead of one treatment. Furthermore, we are able to
learn the treatment effect with both mean and variance effect, this can be extended to control error
variance and detect small treatment effect.
4.2 Conclusion
In this dissertation, we propose a personalized policy learning model for longitudinal data and
apply the model to a mobile health data collected from the IntelliCare applications. In Chapter
2, the personalized policy learning (PPL) algorithm is proposed and its theoretical properties are
studied. PPL incorporates both the population effect and individual effect into the learned pol-
icy. The parameter of the personalized policy is learned via the adjusted quasi-likelihood. The
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average difference between the true value and the value of the personalized policy is shown to be
asymptotically bounded and the bound goes to zero as the sample size and number of time points
go to infinity. Numerical experiments show the personalized policy gains a higher reward com-
pared to homogeneous policies when there exists user heterogeneity. We demonstrate that PPL
achieves lower policy parameter estimation error than the reference methods. In Chapter 3, we
studied the problem of developing a personalized push (‘prompt’) system is important to keep user
engagement and increase response rate. The PPL method is extended and applied to assign person-
alized prompt time for mobile health application users. The data analysis result shows that sending
prompts at a fine-grid time helps achieve a higher response rate.
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