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1. Bevezetés
1.1. Modellvezérelt fejlesztés a szolgáltatásbiztos rendszertervezésben
Napjainkban teljes vállalatok mu˝ködése függ az üzletmenet szempontjából kritikus szol-
gáltatásoktól, amelyek hibás mu˝ködése komoly pénzügyi veszteségeket okozhat. Mi több,
e szolgáltatásoknak adaptívnak és robosztusnak kell lenniük változó üzleti környezetben
is. Biztonságkritikus rendszerekben egy kritikus komponens hibája akár emberéletben
mért veszteséget is okozhat. E területen a tanúsítványozási szabványok által megkövetelt
módon, matematikailag precíz verifikációs és validációs módszerekkel kell demonstrál-
ni, hogy a rendszer mentes a tervezési és implementációs hibáktól. A szolgáltatásbiztos
rendszerek tervezése tehát jelenleg is a szoftvertervezés egyik legnagyobb kihívása.
A modellvezérelt fejlesztés [21, 39] napjainkban kulcstechnológia a szolgáltatásbiz-
tos rendszertervezés területén (1. ábra), amely különbözo˝ absztrakciós szintu˝ modellek
szisztematikus használatát írja elo˝ már a tervezési folyamat legkorábbi fázisaitól kezdve
egészen a már mu˝ködésben lévo˝ rendszer vezérléséig [36]. A rendszermodellek létre-
hozására célszeru˝ valamilyen magasszintu˝, szabványos grafikus tervezo˝nyelv használata
(például UML, SysML, AADL vagy BPMN). A rendszermodellbo˝l automatikus modell-
transzformációk segítségével (horizontális transzformációk) matematikai modelleket ge-
nerálhatunk, így elvégezheto˝ a rendszermodellek formális módszerekkel támogatott korai
analízise [3, 30]. A matematikai analízis eredményeinek visszavetítése után a rendszer-
mérnök a tervezési hibák, inkonzisztenciák listáját kapja kézhez, amelyet még a rendszer-
modell szintjén javíthat. A rendszermodell számos további optimalizálási lépés alapjául is
szolgálhat [17,24]. Végezetül az optimális és formálisan helyes rendszermodellekbo˝l au-
tomatikus kódgenerálással (vertikális transzformációk) származtathatjuk a szoftverrend-
szer forráskódját, a telepítési leírókat, teszteseteket stb.
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1.2. A modellvezérelt fejlesztés elo˝nyei
Nemrégiben készült felmérések alapján elmondható, hogy az automatikus kódgeneráto-
rok (mint a repülo˝gépiparban használt SCADE, vagy az üzleti folyamatok modellezésé-
re használt IBM Websphere Business Modeler) által támogatott modellvezérelt tervezés
szignifikánsan növeli a mérnökök produktivitását és a szoftverrendszer mino˝ségét. A re-
püléstechnikai szoftverek tervezésekor a fejlesztési költségek közel 50%-kal, a tesztelési
költségek pedig mintegy 30%-kal csökkenhetnek a biztonságos, tanúsítványozási szabvá-
nyokkal (pl. DO-178B Level A) kompatibilis forráskód automatikus szintézisével [25,30].
A kódolási hibák kiiktatása és a nyomonkövetheto˝ség szisztematikus biztosítása felére
csökkenti a tanúsítványozás összköltségét. Hasonló megtakarításokat jelentettek precízen
modellezett üzleti folyamatok és szolgáltatás-orientált rendszerek esetén is.
Az automatikus modelltranszformációk elso˝dleges célja, hogy hatékonyan ültesse át a
formális módszerek és automatikus kódgenerálás nyújtotta elméleti eredményeket a mo-
dern szoftver- és rendszertervezés gyakorlatába, automatizálva a mérnöki modellek és
matematikai modellek közötti átjárást [5, 34]. Az elmúlt években számos nemzetközi ku-
tatási projekt (úgy mint TOPCASED, DECOS, ASSERT vagy DIANA a biztonságkritikus
rendszerek területén, illetve DEGAS, DEPLOY vagy SENSORIA a szolgáltatás-orientált
rendszerek területén) vizsgálta az automatikus modelltranszformációk hasznosítását.
Koncepcionálisan a modelltranszformáció egy (automatikus vagy felhasználó által ve-
zérelt) fordítási lépésnek tekintheto˝, amely egy (vagy több) forrásmodellbo˝l egy (vagy
több) célmodellt állít elo˝. A hagyományos fordítóprogramok elméletéhez képest ugyan-
akkor itt nemcsak a szöveges nyelvekre jellemzo˝ fastruktúrák feletti, hanem grafikus mo-
dellezo˝ nyelvekre jellemzo˝ komplex gráfstruktúrák feletti leképezéseket is meg kell való-
sítanunk. Továbbá maguk a transzformációs lépések is gyakorta adatvezéreltek, szemben
a hagyományos fordítók vezérlés-orientált szemléletével.
Számos akadémiai és ipari alkalmazás során bebizonyosodott, hogy az automatikus
modelltranszformációk kiemelten jó mino˝sége elengedhetetlen a modellvezérelt tervezés
sikeres alkalmazásában, ezért precíz szoftvertervezési technikákra van szükség a modell-
transzformációk fejlesztésének teljes életciklusa folyamán, beleértve a specifikáció, ter-
vezés, végrehajtás és validálás fázisait is.
1.3. Modelltranszformációk fogalmi áttekintése
A modellezési nyelvek közötti transzformációk fo˝bb fogalmait a 2. ábra összegzi. Elso˝
lépésként a transzformációk forrás- és a célnyelvét kell definiálni a metamodelljeik által.
Tervezéskor a modelltranszformációt a transzformációs szabályok egy halmazával defi-
niálhatjuk. Végrehajtáskor, azaz egy modelltranszformációs futáskor egy modelltransz-
formációs futtatómotor értelmezi és végrehajtja a transzformációs szabályokat, hogy egy
bemeneti forrásmodellbo˝l (a forrásnyelv egy példányából) egy célmodellt (a célnyelv egy
példányát) generáljon. Mivel a forrás- és célmodellek legtöbbször valamilyen natív for-
mátumban adottak, e modellek belso˝ gráfreprezentációját importerek és exporterek segít-
ségével állítjuk elo˝. Alternatív megközelítésként modelltranszformációs programok (más
néven pluginek) generálhatók egy transzformációs szabályhalmazból [K2,K26] (3. tézis),
amelyek azután beágyazhatók egy harmadik fél által gyártott tervezo˝eszközbe.
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2. ábra. A modelltranszformáció alapfogalmai
2. Problémafelvetés és kutatási célok
2.1. Modelltranszformációk specifikációja
Noha számos modelltranszformációs eszköz áll rendelkezésre, a valós ipari gyakorlat-
ban a legtöbb modelltranszformációt még mindig ad hoc módon, kézzel írják, éppúgy
mint egy hagyományos szoftverprogramot. Ez részben annak köszönheto˝, hogy a rendel-
kezésre álló modelltranszformációs specifikációs nyelvek vagy matematikailag precízek,
de nem intuitívak (amely nehezíti a szélesköru˝ ipari alkalmazásukat), vagy intuitívak, de
nem precízek (amely gátolja az alkalmazásukat kritikus rendszerek tervezésekor). Sajnos
a népszeru˝ fejleszto˝környezetekkel ellentétben a modelltranszformációs keretrendszerek
ritkán tartalmaznak generikus, újrafelhasználható transzformációs komponenseket.
A modelltranszformációs nyelvek absztrakciós szintje fokozatos növekekszik. A dek-
laratív, szabályalapú nyelvek közé tartozik a QVT (Queries, Views and Transformations)
[28] szabványos modelltranszformációs nyelve, amely azonban — precíz formális alapok
híján — több, egymással inkompatibilis végrehajtási szemantikával is rendelkezik [14],
így ipari használatra alkalmatlan. Kutatásom elso˝ kihívása így fogalmazható meg:
1. kihívás (Modelltranszformációk specifikációja). A modelltranszformációk egy ma-
tematikailag precíz, ugyanakkor intuitív specifikációs nyelvet tesznek szükségessé, amely
támogatja a generikus, újrafelhasználható transzformációs komponensek létrehozását.
2.2. Modelltranszformációk tervezése
A modellezési nyelvek közötti automatikus modelltranszformációk tervezése a modell-
vezérelt fejlesztés központi problémájává vált. Számos nagy kifejezo˝ero˝vel rendelkezo˝
transzformációs nyelv fejlo˝dött ki az elmúlt években.
Ugyanakkor közös probléma, hogy e transzformációs nyelvek szignifikánsan külön-
böznek a transzformált forrás- és célmodellek nyelvéto˝l. Ennek következtében a transzfor-
mációk tervezo˝inek nemcsak a transzformációs problémát kell megérteniük (azaz hogyan
képezzük le a forrásmodelleket célmodellekre), hanem jelento˝s mélységben ismerniük
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kell magát a transzformációs nyelvet is, hogy megfogalmazhassák a megoldást. Sajnos a
legtöbb szakterületi szakérto˝ (akik a forrás- és célnyelv ismero˝i) ritkán sajátítja el ilyen
mélységben a modelltranszformációs technológiákat, így a kutatásom második kihívása
így fogalmazható meg:
2. kihívás (Modelltranszformációk tervezése). A modelltranszformációk tervezésére o-
lyan technikák szükségesek, amelyek leheto˝vé teszik a szakterületi szakérto˝k számára
a modelltranszformációk fejlesztését anélkül, hogy jártasak lennének a konkrét modell-
transzformációs nyelvekben.
2.3. Modelltranszformációk végrehajtása
Komplex ipari alkalmazások esetén a modelltranszformációknak hatalmas méretu˝ model-
lek felett kell lekérdezéseket és modellmanipulációkat végezni, amelyek több százezer
vagy akár millió modellelembo˝l állnak (mint például az AUTOSAR modellek az autóipar
területén vagy a SysML és AADL modellek a repülésiparban).
Sajnos a legtöbb modelltranszformációs eszköz képtelen hasonló méretu˝ modellek ke-
zelésére, amely jelento˝sen limitálja a felhasználási területüket. Többek között az iparban
népszeru˝ Eclipse M2M keretrendszer modelltranszformációs eszközeinek skálázhatósága
is problematikus 20-50 ezer modellelem fölött.
A futtatási teljesítmény problémáján túl a modelltranszformációs szabályok legtöbb-
ször egy komplex transzformációs keretrendszeren belül hajthatók csak végre, amely nem
teszi leheto˝vé, hogy egyes modelltranszformációkat egy harmadik fél fejleszto˝eszközébe
integráljunk. Például ha egy modelltranszformáció két adatbázisban tárolt (és adatbázis
séma által definiált) modell között hajt végre transzformációt, akkor célszeru˝ lenne magát
a transzformációt is az adatbázis technológiába ágyazni (pl. SQL szkriptek elo˝állításával
vagy natív Java programok formájában). A fentiek miatt a harmadik kihívás a következo˝-
képpen foglalható össze:
3. kihívás. A modelltranszformációk hatékony, nagyméretu˝ modelleket kezelni képes vég-
rehajtási technikákat tesznek szükségessé, amelyek jól integrálhatók nyílt vagy harmadik
fél által készített fejleszto˝eszközökbe.
2.4. Modelltranszformációk helyessége
Napjainkban számos nyelv és tervezo˝eszköz áll a szoftvermérnökök rendelkezésére a mo-
delltranszformációk automatikus végrehajtására (például QVT [28], ATL [18]). Sajnos
azonban az automatikus modelltranszformációk is lehetnek hibásak, egy hibás transzfor-
máció pedig érvénytelenítheti a precíz matematikai analízis eredményét [19, K25]. Ezért
garantálnunk kell, hogy maguk a transzformációk is mentesek a tervezési hibáktól, az-
az igazolnunk kell, hogy a célmodellben detektált tervezési hibákért semmi esetre sem a
modelltranszformáció a felelo˝s. Ellenkezo˝ esetben nem tudnánk különbséget tenni, hogy
egy célmodell hibája már a forrásmodellben is jelen volt, vagy csak a (hibás) transzfor-
máció folyamán került be a rendszerbe. A transzformációs hibák — a fordítóprogramok
hibáihoz hasonlóan — nehezen és költségesen detektálhatók, tanúsítványozott (azaz ga-
rantáltan helyes mu˝ködésu˝) modelltranszformációs gép pedig nem ismert.
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Sajnos a modelltranszformációk verifikációját és validációját célzó kutatások igen ko-
rai fázisban vannak. Egyrészt ad hoc problémákat céloznak meg, másrészt a kidolgozott
technikák skálázhatósága is kérdéses. Szintén problémát jelent, hogy a létezo˝ validáci-
ós technikák nem illeszkednek a kritikus rendszerek tervezése során használt szabványos
tanúsítványozási folyamatok által elo˝írt követelményekhez és folyamatokhoz. Ezért egy
transzformáció által generált célmodellt úgy kell kezelni, mintha azt a tervezo˝ saját maga
(kézzel) állította volna elo˝, és így igen költséges újravalidáció szükséges.
4. kihívás. A modelltranszformációk helyességének formális elleno˝rzésére matematikai
precizitású verifikációs és validációs technikák kidolgozása szükséges.
Helyességi kritériumok Számos helyességi kritérium definiálható a modelltranszfor-
mációk kontextusában [K25]. Egy minimális követelmény a szintaktikus helyesség bizto-
sítása, amely garantálja, hogy a generált célmodell a célnyelv szintaktikusan jólformált
példánya. A szintaktikus teljesség megköveteli, hogy a forrásnyelvet teljesen lefedjük
transzformációs szabályokkal, azaz a forrásnyelv minden egyes eleméhez létezzen egy
megfelelo˝ elem a célmodellben. Kiemelt mino˝ségu˝ modelltranszformációk esetén azon-
ban a következo˝ szemantikai követelményeket is vizsgálnunk kell.
– Terminálás: Egy alapveto˝ követelmény a modelltranszformációk terminálásának
vizsgálata. Ez a modelltranszformációk helyességének egy általános, nyelvfügget-
len szemantikus kritériuma, amely általános esetben eldönthetetlen [31].
– Determinisztikusság (Egyértelmu˝ség, konfluencia): Mivel a gráftranszformáció
alapú modelltranszformációs specifikációk természetes velejárója az egyes szabá-
lyok nemdeterminizmusa (például melyik illeszkedés mentén hajtsunk végre egy
szabályt), garantálnunk kell, hogy a transzformáció egésze determinisztikus legyen,
azaz minden forrásmodellre egyértelmu˝ végeredményt adjon. Ez szintén egy nyelv-
független helyességi kritérium.
– Szemantikus helyesség (tulajdonságmego˝rzés): Elméletben egy kézenfekvo˝ he-
lyességi kritériumnak tu˝nhet a forrás- és célmodellek ekvivalenciájának bizonyí-
tása. A modelltranszformációk azonban igen gyakran egy projekciót definiálnak
a forrásnyelvro˝l a célnyelvre (melynek során szándékoltan információt veszítünk);
ilyenkor a szemantikus ekvivalencia nem igazolható. Célszeru˝bb tehát olyan (transz-
formáció-specifikus) helyességi kritériumot felállítani, amelyek mego˝rzését megkö-
veteljük egy szemantikailag helyes transzformációtól.
A transzformációk szintaktikus és szemantikus helyességének kérdését vizsgálja töb-
bek között [1,23,B5,J12,J13,K22,K25]. A jelen disszertációban a modelltranszformációk
terminálásának kérdését tárgyalom.
2.5. Célkitu˝zés
Értekezésemben új módszereket dolgoztam ki a modelltranszformációk precíz spe-
cifikációjára, tervezésére, végrehajtására és formális analízisére. E technikák lehe-
to˝vé teszik a modelltranszformációk szisztematikus szintézisét a szolgáltatásbiztos
rendszerek modellvezérelt tervezése területén, automatizálva elso˝dlegesen a formá-
lis módszerekkel támogatott korai modellanalízis és a kódgenerálás lépéseit.
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3. Új tudományos eredmények
3.1. Modelltranszformációk specifikációs technikái
Kutatási módszer Szolgáltatásbiztos rendszerek tervezésekor számos szakterület-spe-
cifikus modellezo˝ nyelvet használnak, amelyek — formális szemantikájuknak köszön-
heto˝en — elo˝segítik a rendszerspecifikáció egyértelmu˝ségét. E rendszerek tervezésekor
hasonló formális precizitás szükséges a modelltranszformációk specifikációjára is.
Napjainkban a modelltranszformációk nagy többségét is szoftvermérnökök vagy szak-
területi szakérto˝k készítik, akik jártasak egy modelltranszformáció forrás- és a célnyelvé-
nek szemantikai részleteiben. Ugyanakkor, a programozási nyelvek túlnyomó részével el-
lentétben a modelltranszformációk tipikusan adatvezéreltek, melynek következtében leg-
inkább deklaratív, szabálybázisú transzformációs formalizmusok alakultak ki. A procedu-
rális vagy objektum-orientált programnyelvekkel összevetve azonban a szoftvermérnökök
nehezebben sajátítják el egy tisztán deklaratív transzformációs nyelv használatát. Ezért a
szolgáltatásbiztos rendszerek tervezése során használt modelltranszformációk specifiká-
ciójára olyan formalizmust célszeru˝ kifejleszteni, amely egyszerre matematikailag precíz
és mérnökileg intuitív.
Az újrafelhasználható, általános célú transzformációs komponensek létrehozása cél-
jából két fo˝ elképzelést vizsgáltam. Egyrészt a generikus modelltranszformációk (pél-
dául tranzitív lezárt számítása) függetlenek az alkalmazásterületto˝l (azaz a transzformá-
ció forrás és célnyelvéto˝l), így a transzformáció specifikációja során típusparamétereket
vagy típusváltozókat használhatunk. Ez hasonlatos az objektum-orientált programnyel-
vek (például Java vagy C++) makróihoz és generikus sablonjaihoz. Továbbá maguk egy
modelltranszformációk tárolható transzformációs modellként, amely így további modell-
transzformációk bemeneteként vagy kimeneteként szolgálhat.
Ezért a modelltranszformációs nyelveknek kello˝en általánosnak és nagy kifejezo˝ero˝-
vel rendelkezo˝nek kell lenniük, hogy segítségükkel újrafelhasználható és jól adaptálható
transzformációs komponenseket készíthessünk.
Megvizsgálva két népszeru˝, formális specifikációs módszert, nevezetesen a gráftransz-
formáció [9, 35] és az absztrakt állapotgépek [15] paradigmáját, azt találtam, hogy (1) a
gráftranszformációs szabályok egy intuitív és deklaratív módszert adnak az elemi transz-
formációs lépések leírására, ugyanakkor komplex transzformációkat körülményes megad-
ni kizárólag e tisztán deklaratív technika által. Ugyanakkor (2) az absztrakt állapotgépek
segítségével [15] értelmében bármilyen komplex algoritmus leírható (beleértve a model-
lezési nyelvek dinamikus szemantikáját [6]), és korlátozható a gráftranszformációs sza-
bályok nemdeterminizmusa is. Viszont a komplex gráf alapú modellstruktúrák algebrai
leírása bonyolult lehet e formalizmusban.
Új tudományos eredmények Az 1. tézisben a gráftranszformáció és absztrakt állapot-
gépek kombinációjára épülo˝ hibrid és generikus modelltranszformációs nyelvet dolgoz-
tam ki, amely ötvözi a deklaratív és a procedurális paradigma elo˝nyeit, továbbá támogatja
az újrafelhasználható modelltranszformációs komponensek létrehozását.
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1. tézis. Egy általános célú, formális specifikációs nyelvet javasoltam modellezési
nyelveken belüli és modellezési nyelvek közötti modelltranszformációk definiálásá-
ra [B3, B6, J5, J11, J14, K1, K6, K8, K10, K26, K28].
1/1 Gráfminta alapú lekérdezo˝nyelv. Modelltranszformációk körében lekérde-
zo˝ és kényszerleíró nyelvként bevezettem az általános rekurziót és tetszo˝leges
mélységu˝ negációt támogató gráfmintákat.
1/2 Hibrid modelltranszformációs nyelv. Az absztrakt állapotgépek és gráftransz-
formáció paradigmájának kombinálásával hibrid formális nyelvet javasoltam a
modelltranszformációk precíz specifikációjára.
1/3 Generikus transzformációk. Magasabbrendu˝, generikus transzformációkat
vezettem be különféle transzformációs problémák egységes leírására.
Az általam javasolt gráfminta alapú kényszerleíró- és lekérdezo˝nyelvre, valamint a
hibrid modelltranszformációs nyelvre építve Varró Gergely és Horváth Ákos a rekurzív
gráfminták egy hatékony mintaillesztési módszerét, Balogh András pedig a gráfminták
kompozícióját és kódgenerálási sablonnyelvét dolgozta ki, mely PhD kutatásokban téma-
vezeto˝ként vagy társkonzulensként mu˝ködtem közre. A generikus és meta-transzformáci-
ókat Pataricza András professzorral közösen dolgoztuk ki, ahol a személyes kontribúcióm
elso˝dlegesen a generikus transzformáció fogalma volt.
Gyakorlati jelento˝ség Az absztrakt állapotgépek és gráftranszformáció paradigmájá-
nak kombinálásával létrehozott hibrid formális nyelv egy precíz, ugyanakkor közértheto˝
formalizmust ad a modellezési nyelveken belüli és modellezési nyelvek közötti modell-
transzformációk támogatására. E nyelv a VIATRA2 modelltranszformációs keretrendszer
transzformációs nyelvévé vált, amelyet számos kutatási projektben (DECOS, DIANA,
SENSORIA, SecureChange vagy MOGENTES) sikerrel használtak a kutatócsoportun-
kon kívül számos akadémiai mu˝helyben és ipari körökben is.
3.2. Modelltranszformációk tervezési technikái
Kutatási módszer Hogy támogassam a szakterületi szakérto˝ket a modelltranszformá-
ciók tervezésében, új elképzeléseket vizsgáltam a szabályalapú tudásreprezentációk szin-
tézise területén. Érdekesnek találtam, hogy számos „példa alapú” módszert javasoltak a
szoftvertudomány különbözo˝ területein, melyek a szakérto˝kkel együttmu˝ködve prototipi-
kus példákat használnak elso˝dleges bemenetként a tudásszintézis céljára.
Fejlett XML transzformációs eszközökben az XSLT szabályok automatikusan gene-
rálhatók, miután összekötöttünk egyszeru˝ forrás és cél XML dokumentumokat (query-by-
example) [10, 22, 29, 40]. A lekérdezés-példák-alapján megközelítés [41] egy olyan nyel-
vet javasol relációs adatok lekérdezéseinek megkonstruálására, amelyben példa táblázato-
kat kell feltöltenünk sorokkal és kényszerekkel. A programozás-példák-alapján (program-
ming-by-example) megközelítésben [7,32] a programozó (gyakran a végfelhasználó) pél-
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daadatokon elvégzett mu˝veletekkel demonstrálja az elvégzendo˝ feladatot, amelyeket a
számítógép rögzít, és általánosítani próbál.
A modelltranszformációk kontextusában egy példa alapú megközelítés fo˝ célkitu˝zé-
se a modelltranszformációs szabályok automatikus generálása. Ugyanakkor, ahogy más
kutatási területeken javasolt példa-alapú megközelítések esetén is kitu˝nt, a teljes automa-
tizálás ritkán lehetséges, ezért iteratív interakció szükséges a transzformáció tervezo˝jével.
Mivel a modellek és transzformációik könnyen reprezentálhatók egy logikai progra-
mozási nyelven, a figyelmem a logikai programozás alapú tudásszintézis módszerei felé
fordult, különös tekintettel az induktív logikai programozás (ILP) [26] területére, amely
matematikailag megalapozott módon képes Prolog programok következtetési szabályait
származtatni egy pozitív és negatív példákból álló tudásbázisból kiindulva.
Új tudományos eredmények A 2. tézisben egy új, példa alapú megközelítést javasolok
a modelltranszformációs szabályok automatikus származtatására.
2. tézis. Definiáltam a modelltranszformáció-példák-alapján (model transformation
by example, MTBE) megközelítést [B2, J1, K23, K24], amely egy iteratív és fél-
automatikus módszer a modelltranszformációs szabályok generálására prototipikus,
összekötött forrás- és célmodellekbo˝l kiindulva, amelyek a modelltranszformációk
kritikus eseteit írják le deklaratív módon.
2/1 Iteratív MTBE folyamat. Egy félautomatikus, iteratív MTBE folyamatot ja-
vasoltam, amely a következo˝ lépésekbo˝l áll : (1) a tervezo˝ prototipikus, össze-
tartozó forrás- és célmodellpárokat hoz létre, (2) a transzformációs szabályokat
automatikusan generáljuk, (3) a tervezo˝ finomítja a generált szabályokat, (4) a
végso˝ szabályhalmazt automatikusan végrehajtjuk.
2/2 Új MTBE fogalmak: kontextus és összekötöttségi analízis. Definiáltam a
kontextus és összekötöttségi analízis fogalmát mind a forrás-, mind a célmodel-
leken, hogy meghatározható legyen azon modellelemek környezete, amelyek
nélkülözhetetlenek egy adott transzformációs szabály bal és jobb oldalának lét-
rehozásához.
2/3 Automatizálás induktív logikai programozás által. A modelltranszformációs
szabályok automatikus származtatására az induktív logikai programozás para-
digmájának felhasználását javasoltam.
Gyakorlati jelento˝ség Az MTBE megközelítés legfo˝bb elo˝nye, hogy a transzformáció
tervezo˝jének elég a forrás és cél modellezési nyelv fogalmait ismernie a modelltransz-
formációk specifikációja során, míg az implementáció, azaz a konkrét modelltranszfor-
mációs szabályok (fél-)automatikusan generálhatók. A transzformáció tervezo˝je elo˝ször
súgást ad a forrás- és célmodellek lehetséges összeköttetésére az összeköttetési metamo-
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dell formájában. Ezután a transzformációs szabályok tényleges kontextuális feltételeit a
prototipikus forrás- és célmodell párokból származtatjuk.
Az általam bevezetett „modelltranszformáció-példák-alapján” megközelítés igen ak-
tívan kutatott területté vált az elmúlt öt év során. Hét független kutatócsoport kezdett ku-
tatásokat olyan alternatív megoldásokat javasolva, mint [8, 11, 12, 20, 33, 37, 38], melyek
több mint 90 független hivatkozást adtak a kapcsolódó publikációinkra [J1, K23, K24].
3.3. Hatékony végrehajtási technikák modelltranszformációkhoz
Kutatási módszer A modelltranszformációk gyakorlati alkalmazásai során a forrás- és
célmodellek mérete akár az egymillió modellelemet is meghaladhatja. Ahhoz, hogy ek-
kora méreteket is kezelni tudjunk, hatékony és jól megalapozott technikákra van szükség
a modellek lekérdezésére és manipulálására.
A létezo˝ modelltranszformációs keretrendszerek (kutatásom kezdetén 2004-ben) (1)
kizárólag a batch végrehajtási módot támogatták, amikor a forrásmodellekbo˝l a célmo-
dellek elo˝állítása a felhasználó explicit kezdeményezésére történik. A batch módú transz-
formációk azonban nehezen alkalmazhatók számos ipari transzformációs feladatra (példá-
ul modellek inkrementális modellszinkronizációja tervezo˝eszközök integrációja, diszkrét,
eseményvezérelt rendszerek szabályalapú modellszimulációja, stb).
Ezért kidolgoztam az inkrementális modelltranszformációk egy módszerét. Az inkre-
mentális transzformációknál az egyik fo˝ probléma annak behatárolása, hogy a forrásmo-
dell változása esetén a transzformáció mely részeit kell újra végrehajtanunk. Mivel egy
modelltranszformációs szabály tipikusan (a modellek méretéhez képest) viszonylag kevés
forrásmodellelemre illeszkedik, a transzformációs szabályok illeszkedéseinek explicit tá-
rolása egy ígéretes megközelítésnek tu˝nt.
Meglepo˝ volt továbbá, hogy (2) a létezo˝ modelltranszformációs keretrendszerek a
transzformációs szabályok végrehajtásakor kizárólag metamodell szintu˝ tudást használtak
fel a modellek navigálására és lekérdezésére a mintaillesztési lépés során. Egy modell-
transzformációs szabály ugyanakkor többféle végrehajtási stratégia (ún. keresési tervek)
szerint is alkalmazható, és a transzformálandó modell struktúrája is jelento˝sen befolyá-
solhatja egy keresési terv hatékonyságát. Például egy keresési tervnek már az elso˝ lépés-
ben el kell döntenie, hogy honnan kezdo˝djön a keresés, kiszámítva az illeszkedésre jelölt
modellelemek egy kezdeti halmazát a típus vagy tartalmazási hierarchia figyelembe vé-
telével. Ezért kutatásaimban megvizsgáltam, hogy modellpéldány specifikus információk
hogyan használhatók fel a lokális keresést használó transzformációs szabályok végrehaj-
tása során.
Végezetül azt vettem észre, hogy (3) a modelltranszformációs eszközök egy zárt tech-
nológiát képeznek, így az egyes modelltranszformációk nehezen integrálhatók létezo˝ ter-
vezo˝i keretrendszerekbe. Ez különösen az egyes modelltranszformációk és transzformáci-
ós eszközök tanúsítványozása során jelent különös problémát. Ezért megvizsgáltam, hogy
a modelltranszformációs keretrendszerek architektúrája miként módosítható, hogy tisztán
kettéválaszthassuk a modelltranszformáció tervezési és végrehajtási fázisát.
Új tudományos eredmények A 3. tézisben egy új végrehajtási architektúrát és külön-
bözo˝ hatékony végrehajtási stratégiákat dolgoztam ki a modelltranszformációkhoz.
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3. tézis. Hatékony végrehajtási stratégiákat és architektúrát javasoltam gráfminták és
gráftranszformációs szabályok által specifikált modelltranszformációkhoz [J2–J4, J9,
J11, J15–J17, J17–J19, K2–K7, K19–K21, K26, K28].
3/1 Modell-specifikus keresési tervek. Bevezettem a modell-specifikus keresési
tervek elvét, amely modellpéldány szintu˝ statisztikák alapján a transzformálan-
dó modell aktuális struktúráját kihasználva növeli a gráftranszformációs szabá-
lyok lokális keresésen alapuló végrehajtásának hatékonyságát.
3/2 Inkrementális gráftranszformációk. Bevezettem a inkrementális gráftransz-
formáció módszerét, amely tárolja a gráftranszformációs szabályok illeszkedé-
seit, és inkrementálisan karbantartja azokat a gráfmodell változása esetén.
3/3 Lefordított modelltranszformációs pluginek. Lefordított modelltranszformá-
ciós programokra épülo˝ egységes architektúrát definiáltam, amely elo˝segíti mo-
delltranszformációs szabályok beágyazását natív célkörnyezetekbe.
E kutatásokat szoros együttmu˝ködésben végeztem több doktorandusz hallgatóval. Ráth
István, Horváth Ákos és Bergmann Gábor esetén témavezeto˝ként, Balogh András és Var-
ró Gergely esetén társkonzulensként mu˝ködtem közre. A saját kontribúcióm a hatékony
modelltranszformációk általános, magasszintu˝ stratégiáinak és elveinek kidolgozása volt,
amelyek részletekbe meno˝ kidolgozását a fenti doktoranduszok végezték.
Gyakorlati jelento˝ség Ezek az eredmények implementálásra kerültek a VIATRA2 mo-
delltranszformációs keretrendszerben és az EMF-IncQuery inkrementális modell-lekér-
dezéseket támogató rendszerben [K5, K6, K8]. Több benchmark vizsgálatot is elvégez-
tünk [J2, J11, K3, K6], amelyek egyértelmu˝en kimutatták, hogy a fenti elveken alapuló
modelltranszformációk jól skálázódnak több millió modellelembo˝l álló modellekre is.
Az inkrementális modelltranszformációk elvét általánosítva Bergmann Gáborral, Ráth
Istvánnal, és Varró Gergellyel közösen nemrégiben bevezettük a változásvezérelt transz-
formációk elvét [J4, K21], amelyek a tranzakciók során bekövetkezo˝ modellváltozásokat
perzisztáló változásmodelleket dolgozzák fel a modelltranszformációk forrás- és/vagy
célmodelljeként. Az inkrementális modelltranszformációk hatékonyan felhasználhatók
továbbá a tervezési tér felderítési probléma megoldására is [J7, J8, K13–K15].
3.4. Modelltranszformációk terminálásának analízise
Kutatási módszer A gráftranszformációs szabályokon alapuló modelltranszformációk
formális analízise egy komplex feladat, hiszen bonyolult modellek lekérdezésének és ma-
nipulációjának helyességét kell igazolnunk. Hatékony analízis módszerek kidolgozásához
elengedhetetlenek a különféle absztrakciós technikák.
A Petri háló — a közértheto˝ grafikus jelölésrendszerének és a rendelkezésre álló ana-
líziseszközök széles palettájának köszönheto˝en — gyakran használt formalizmus konku-
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rens rendszerek dinamikus viselkedésének modellezésére. Így célszeru˝nek látszott a Petri
hálók felhasználása a modelltranszformációs rendszerek terminálásának vizsgálatára.
Egy Petri hálós absztrakciónak természetesen helyesnek kell lennie abban az értelem-
ben, hogy a gráftranszformációs rendszer minden futásához hozzá kell tudjuk rendelni
a kapcsolódó Petri háló egy futását. Ugyanakkor a Petri háló egy futása az eredeti gráf-
transzformációs rendszer több futását is reprezentálhatja, így az absztrakciónk nem feltét-
lenül teljes. Ebben az esetben a Petri háló szimulálja a gráftranszformációs rendszert.
A célom az volt, hogy a Petri hálók elméletének ismert eredményeit és analízis techni-
káit (pl. invariánsok számítása) felhasználjam a modelltranszformációk formális helyes-
ségelleno˝rzésére. Az információvesztés (azaz a gráfstruktúra absztrakciója) és a terminá-
lás algoritmikus eldönthetetlensége miatt természetesen csak részleges döntési technika
kidolgozása lehetséges, azaz vagy sikerül bizonyítanunk az eredeti gráftranszformációs
rendszer egy helyességi tulajdonságát, vagy bizonytalan („nem tudom”) választ kapunk.
Új tudományos eredmények A 4. tézisben a modelltranszformációk terminálásának
formális igazolása céljából egy absztrakciós technikát javasoltam gráftranszformációs
szabályokat Petri hálókba vetítve.
4. tézis. Kidolgoztam egy formális analízis módszert a gráftranszformációs rendsze-
rekkel specifikált modelltranszformációk terminálásának vizsgálatára. A megközelí-
tés elo˝ször a gráftranszformációs rendszerek egy Petri hálós absztrakcióját származ-
tatja, majd algebrai módszerek segítségével elleno˝rzi a terminálás egy elégséges kri-
tériumát [J7, J8, J20, K9, K14, K15, K27].
4/1 Gráftranszformációs rendszerek Petri hálós absztrakciója. Kidolgoztam a
negatív alkalmazási feltételekkel rendelkezo˝ gráftranszformációs rendszerek
egy (számossági) Petri hálókat származtató absztrakcióját, amely elvonatkoz-
tat a konkrét gráfstruktúrától.
4/2 Szimulációs bizonyítás. Igazoltam, hogy a származtatott számossági Petri háló
szimulálja az eredeti gráftranszformációs rendszert, azaz, utóbbi minden futási
útjához hozzárendelheto˝ a számossági Petri háló egy futási útja.
4/3 Elégséges terminálási kritérium. A Petri hálós absztrakció algebrai analízisé-
re építve egy elégséges kritériumot definiáltam gráftranszformációs rendszerek
terminálására.
Gyakorlati jelento˝ség Noha e tézis elso˝dlegesen elméleti jelento˝ségu˝, a Petri hálós
absztrakciós technikát nemrégiben keresési stratégiaként is sikerrel használtuk fel a mo-
dellek fölött értelmezett tervezési tér felderítési (design space exploration) problémák
megoldására [J7, J8, K14, K15]. Ugyanezen absztrakciós technika került alkalmazásra a
gráftranszformációs rendszerek együttes optimalizációjára és verifikációjára [J20] továb-
bá futási utak visszavetítésére is [K12].
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4. A tudományos eredmények hasznosítása
Végezetül szeretnék egy rövid összegzést adni a téziseimben közölt új tudományos ered-
mények hasznosításáról, különös tekintettel a kiemelt mu˝szaki alkotásként is megjelölt
VIATRA2 modelltranszformációs keretrendszerre, amelyet számos esetben sikerrel alkal-
maztunk a szolgáltatás-orientált rendszerek és a kritikus beágyazott rendszerek területén.
4.1. A VIATRA2 modelltranszformációs keretrendszer
A VIATRA2 [4,J14] keretrendszer célja, hogy általános és magasszintu˝ támogatást adjon
a modellezési nyelveken belül és azok között definiált modelltranszformációk mérnöki
fejlesztésének teljes életciklusára, beleértve a transzformációk specifikációjának, terve-
zésének, végrehajtásának, validálásának és karbantartásának fázisait. A nyílt forráskódú
VIATRA2 keretrendszer hivatalosan is az Eclipse Generative Modeling Tools (GMT) al-
projekt részét képezi.
A VIATRA2 modelltranszformációs rendszer sajátosságai a következo˝k: (1) egy hi-
erarchikus modelltér nagy modellek és metamodellek egységes tárolására; (2) deklara-
tív és imperatív elemeket is tartalmazó hibrid transzformációs nyelv; (3) egy nagy tel-
jesítményu˝ futtatókörnyezet, amely támogatja az inkrementális és eseményvezérelt (élo˝)
modelltranszformációkat, ahol komplex modellváltozások automatikusan triggerelhetik a
transzformációk végrehajtását, akár egymillió elemet tartalmazó modellek felett.
A VIATRA2 keretrendszert, melynek alapítója és tudományos vezeto˝je vagyok, 2004
óta fejleszti fiatal kutatók, doktoranduszok és egyetemi hallgatók egy tehetséges és lelkes
csapata a BME Méréstechnika és Információs Rendszerek Tanszékén a Hibatu˝ro˝ Rend-
szerek Kutatócsoportban és az OptXware Kutatás-Fejlesztési Kft. munkatársaival való
együttmu˝ködésben. A kiemelt kontribútorok (névsorban) a következo˝k: Balogh András,
Balogh Zoltán, Bergmann Gábor, Hegedüs Ábel, Horváth Ákos, Ökrös András, Ráth Ist-
ván, Schmidt András, Ujhelyi Zoltán, Vágó Dávid és Varró Gergely.
Pataricza András professzor számtalan ötlete és javaslata szintén kiemelten hasznos-
nak bizonyult a fejlesztés folyamán. Nagyon hálás vagyok továbbá azoknak a kutatóknak
és hallgatóknak, akik a VIATRA2 keretrendszer aktív használói voltak, és értékes vissza-
jelzéseikkel segítették a fejleszto˝i csapatot.
Felhasználók A VIATRA2 keretrendszer több Európai Uniós kutatási projektben szol-
gált modelltranszformációs technológiaként, különösen a kritikus beágyazott rendszerek
(DECOS, DIANA, MOGENTES, SecureChange EU projektek) és a szolgáltatás-orientált
alkalmazások (SENSORIA FP6 projekt) területén. Így e projektek akadémiai és ipari
partnerei lettek a keretrendszer elso˝ (külso˝) felhasználói, egyúttal jelento˝s nemzetközi
láthatóságot is biztosítva a VIATRA2 keretrendszernek. A VIATRA2 rendszer rendszeres
használatáról tudunk az ARCS és TU Vienna (Ausztria), University of Leicester (Egysült
Királyság), LMU München és TU Kaiserslautern (Németország), University of Trento és
University of Pisa (Olaszország), University of Waterloo (Kanada) valamint a Georgia
University of Technology (USA) kutatási intézményeiben.
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4.2. Modelltranszformációk szolgáltatás-orientált rendszerekben
A SENSORIA EU kutatási projekt egy közértheto˝, modellvezérelt módszertant dolgo-
zott ki az üzleti szolgáltatások tervezésére, amely magában foglalt (1) egy új szolgáltatás
modellezési nyelvet, (2) kvantitatív és kvalitatív módszereket a szolgáltatások formális
analízisére, (3) automatikus megoldásokat a szolgáltatások telepítésére, és (4) transzfor-
mációkat a régi szolgáltatások újratervezésére. A modelltranszformációk központi tech-
nológiát adtak a szolgáltatások modellvezérelt fejlesztése során azáltal, hogy áthidalták
a különbözo˝ szolgáltatás-orientált nyelvek és fejleszto˝eszközök közötti szakadékokat. A
projekt számos eredménye épül közvetlenül a modelltranszformációk használatára:
– BPEL folyamatok automatikus és formális analízise. A szabványos BPEL jelö-
lésrendszerrel leírt üzleti folyamatok [27] konzisztenciájának formális elleno˝rzését
a SAL modellelleno˝rzo˝ eszköz [2] segítségével végeztük el, amely kimeríto˝ bejárást
végez egy dinamikus viselkedésmodell összes lehetséges futási útján, hogy eldönt-
se a kívánt tulajdonság (követelmény) teljesülését. A SAL modelleket VIATRA2
modelltranszformációk segítségével automatikusan származtattuk [J10, K17].
– A modellelleno˝rzés eredményeinek visszavetítése a BPEL folyamatokba. A SAL
modellelleno˝rzo˝ által visszaadott formális analízis eredményeinek visszavetítése a
BPEL modellekbe egy visszafelé irányuló modelltranszformáció segítségével tör-
tént [K12], amely a két formalizmus futási útjai között létesített leképezést válto-
zásvezérelt transzformációk [K21] felhasználásával.
– Modellvezérelt teljesíto˝képesség analízis. A teljesíto˝képesség egy rendszerszin-
tu˝ nemfunkcionális paraméter, amely a hibatu˝rési technikák teljesítményre vetí-
tett költségét méri fel. Egy modellvezérelt teljesíto˝képesség analízist dolgoztunk
ki [K11], amely UML alapú szolgáltatásmodellekbo˝l formális processz algebrai le-
írásokat származtat a PEPA [13] keretrendszer számára. A rendszerszintu˝ formális
teljesíto˝képesség modell az egyes komponensek teljesíto˝képességét leíró könyvtár
alapján került származtatásra az UML komponens diagramok által vezérelten.
– Szolgáltatások modellvezérelt telepítése. A szolgáltatások telepítése során szük-
séges konfigurációs leíró fájlok automatikus generálására generikus modelltransz-
formációk egész láncolatát használtuk. Ennek segítségével megközelítésünket szá-
mos szabványos szolgáltatás-platformra adaptáltuk [B4, J5, K18].
E kutatásokat Gönczy Lászlóval, Hegedüs Ábellel, Kovács Mátéval, Kövi Andrással,
Ráth Istvánnal, Bergmann Gáborral, Déri Zsolttal, Somodi Tiborral és Bende Tiborral
együtt végeztük az én szakmai irányításom alatt.
4.3. Modelltranszformációk kritikus beágyazott rendszerekben
A VIATRA2 modelltranszformációs rendszert rendszeresen használtuk a biztonságkriti-
kus beágyazott rendszerek tervezo˝ és verifikációs eszközeinek fejlesztésére a DECOS,
DIANA, MOGENTES, SENSORIA és SecureChange Európai Uniós kutatási projektek
keretében, továbbá az ipari partnerek által koordinált ARTEMIS platformhoz köto˝do˝ IN-
DEXYS projektben.
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– Modellvezérelt eszközintegráció: A modelltranszformációk központi szerepet ját-
szottak a különféle ipari tervezo˝eszközök közötti átjárások, hidak létesítésében több
eszközintegrációs probléma esetén, amelyeket egy formálisan definiált fejlesztési
folyamat vezérelt [16, B1, J6].
– Modellvezérelt tervezo˝eszközök: Az interaktív, felhasználó által vezérelt modell-
transzformációk adták az elméleti alapját a repülo˝gép- és autóipar számára készített
tervezo˝szoftvereknek, amelyek konfigurációs táblák és allokációs leíró állományok
modellvezérelt fejlesztését támogatják [B1, K16].
– Transzformációk ontológia alapú konzisztenciaelleno˝rzéshez: Szakterület-spe-
cifikus modellezo˝nyelvek és UML alapú tervezo˝i modellek konzisztenciaelleno˝rzé-
sét egy ontológia alapú megközelítéssel végeztük. Itt magasszintu˝ SysML és UML
modellekbo˝l kiindulva modelltranszformációk automatizálták az ontológiai leírá-
sok generálását (például OWL dokumentumok formájában).
E kutatások fo˝ stratégiáját Pataricza Andrással és Majzik Istvánnal együtt határoztuk
meg, további kontribútorok (névsorban) Balogh András, Gönczy László, Horváth Ákos,
Polgár Balázs, Ráth István és Varró-Gyapay Szilvia voltak.
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