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НОВЫЕ РАЗЛОЖЕНИЯ БУЛЕВЫХ ФУНКЦИЙ  
ПО ОПЕРАЦИИ ИСКЛЮЧАЮЩЕЕ ИЛИ  
В СИСТЕМАХ ЛОГИЧЕСКОГО ПРОЕКТИРОВАНИЯ
Разложения и формы представления булевых функций на базе операции исключающее или имеют ключе-
вое значение для проектирования, тестирования и диагностирования цифровых систем и компьютерных про-
грамм. К известным формам относятся полином Жегалкина, форма Рида-Маллера, функциональные диаграм-
мы двоичных решений и др. В статье предлагаются новые разложения и формы представления булевых функ-
ций, построенные средствами частичной логики с использованием операции минимизации частично 
определенной функции. Они обобщают положительное и отрицательное разложения Давио, учитывают усло-
вия ортогональности остаточных функций и обеспечивают построение новых графовых расширенных форм 
представления булевых функций. Полученные результаты ориентированы на использование в системах логи-
ческого проектирования.
The Boolean function expansions and representation forms which are based on exclusive or operation are a key 
facility for design, test and diagnosis of digital systems and computer programs. The Zhegalkin polynomials, Reed-
Muller expressions and functional binary decision diagrams are among them. In the paper, novel expansions and 
Boolean function representation forms that are constructed using the partial logic, minimization operation and 
exclusive or operation are proposed. They generalize the positive and negative Davio expansions, take into account the 
orthogonality conditions for the minimization operation products and provide the creation of new graph-based Boolean 
function representation forms.
1. Введение
Формы представления булевых функций, 
построенные по операции исключающее или, 
такие как полином Жегалкина, форма Рида-
Маллера произвольной полярности, функцио-
нальные двоичные диаграммы решений широ-
ко используются для проектирования, тести-
рования и диагностики цифровых аппаратных 
систем, а также для разработки и оптимизации 
программного обеспечения. Одна и та же буле-
ва функция может быть описана большим чис-
лом различных представлений, обладающих 
различными параметрами. Более того, каждое 
представление дает свой вариант аппаратно-
программной реализации, имеющий собствен-
ные физико-технические параметры. Разноо-
бразие форм расширяет пространство оптими-
зации цифровой системы. В настоящей работе 
вводятся новые разложения и формы пред-
ставления булевых функций на базе операции 
исключающее или и операции минимизации, 
повышающие эффективность разработки циф-
ровой аппаратуры и программ в системах ло-
гического проектирования.
Полностью определенные системы моде-
лируются посредством полностью определен-
ных логических (в частности, булевых) функ-
ций. Булева функция f(x) от векторного аргу-
мента x = (x1, ..., xn), есть отображение f: Bn→B, 
где множество B = {0, 1}. Эффективность ис-
пользования булевых функций для моделиро-
вания, оптимизации и логического проектиро-
вания систем зависит от форм их представле-
ния. Разложение Шеннона функции f(x) по пе-
ременной xi [1] явилось исторически первым и 
наиболее известным при построении широко 
используемых форм. Другой класс эффектив-
ных форм представления построен на базе 
операции исключающее или. Из этого класса 
наиболее известны положительное
 f(x) = fxi = 0⊕xi∧(fxi = 0⊕fxi = 1) (1)
и отрицательное 
 f(x) = fxi = 1⊕¬xi∧(fxi = 0⊕fxi = 1) (2)
разложения Давио, где ¬, ∧, ⊕ – булевы опера-
ции инверсии, конъюнкции и исключающего 
или соответственно, перечисленные в порядке 
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понижения приоритета; fxi = 1 и fxi = 0, – положи-
тельный и отрицательный кофакторы (оста-
точные подфункции) функции f(x) по аргумен-
ту xi. 
Статья имеет следующую структуру. В раз-
деле 2 вводятся основные понятия, относящи-
еся к частично определенным булевым функ-
циям. Раздел 3 обобщает разложения Давио за 
счет определения остаточных функций по-
средством операции минимизации. В разделе 4 
новые разложения конструируются за счет 
определения условий ортогональности оста-
точных функций. Раздел 5 вводит новый тип 
диаграмм решений по операции исключающее 
или. Выводы по работе даются в заключении.
2. Частично определенные логические 
функции
Частично определенные системы модели-
руются посредством частично определенных 
логических функций. Частично определенная 
булева функция ϕ(x) от векторного аргумента 
x = (x1, ..., xn), есть отображение ϕ: Bn→M, где 
множество M = {0, 1, dc}. Элемент dc называ-
ется не определенным или безразличным 
(don’t care) значением. Он может быть заменен 
произвольным образом на 0 или 1 на наборах 
значений аргументов из множества ϕdc, назы-
ваемого множеством конституент dc. В резуль-
тате функция ϕ доопределяется до булевой 
функции f. Всего существует 2
dcϕ  доопреде-
лений, составляющих допустимое множество 
(пространство поиска) при решении задач оп-
тимизации. Частичная функция F(y) от век-
торного аргумента y = (y1, ..., yn) есть отобра-
жение F: Mn→M. Здесь частичные перемен-
ные y1, ..., yn и функция F принимают три зна-
чения 0, 1, dc, что позволяет строить суперпо-
зиции частичных функций. Понятие частич-
ной функции обобщает понятие частично 
определенной функции. Целью данной работы 
является разработка новых разложений буле-
вых функций на частично определенные части 
по булевым операциям, включая операцию ис-
ключающее или и операцию минимизации. 
Разложения ориентированы, в первую очередь, 
на использование в системах логического про-
ектирования.
Формой «значение/область определенно-
сти» (Value-Care Representation – VCR) назо-
вем следующее кодирование частичной пере-
менной y парой булевых переменных v и d: 
y = 0, если v = 0 и d = 1; y = 1, если v = 1 и d = 1; 
y =  dc, если v∈{0,1} и d = 0. Булева перемен-
ная v называется переменной значения, булева 
переменная d называется переменной области 
определенности. При d = 1 частичная перемен-
ная y принимает такое же значение 0 или 1 как 
и булева переменная v. При d = 0 переменная y 
принимает неопределенное значение dc неза-
висимо от значения переменной v. Таким об-
разом, частичной переменной y ставится в со-
ответствие частично определенная функция, 
записываемая в дальнейшем посредством вер-
тикальной черты в форме y(v, d) =  (v|d).
Если переменные v и d заменить булевыми 
функциями v(x) и d(x), зависящими от вектор-
ного аргумента x =  (x1,..., xn), то функция y = (v|d) 
заменяется частично определенной функцией 
ϕ(x) = (v(x)|d(x)), зависящей от x. Изменив зна-
чение v(x) хотя бы на одном наборе значений 
переменных x1, ..., xn, на котором d(x) = 0, по-
лучим новую булеву функцию u(x) такую, что 
(v(x)|d(x)) = (u(x)|d(x)). Диапазон функций u(x), 
способных заменить функцию v(x), описыва-
ется соотношением (v˄d)on ⊆ uon ⊆ (v∨¬d)on, 
где uon - множество конституент 1 функции u. 
Далее будет использоваться эквивалентная за-
пись диапазона, в которой включение ⊆ заме-
няется неравенством ≤:
 v˄d ≤ u ≤ v∨¬d.  (3)
Свяжем с булевой функцией u(x) функцию 
стоимости c(u) и рассмотрим задачу дискрет-
ной оптимизации на допустимом множестве 
функций (3) в виде:
 
min ( )
v d u v d
u
∧ ≤ ≤ ∨¬
c . (4)
Интерпретация функции стоимости c мо-
жет быть самой разнообразной, от сложности 
представления функции u до физических па-
раметров ее реализации. Для решения задачи 
оптимизации (4) введем операцию минимиза-
ции min(v|d), возвращающую ту функцию u из 
диапазона (3), для которой c(u) = min. Не смо-
тря на то, что операция u =  min(v|d) обладает 
общими свойствами, она должна быть дета-
лизирована для каждой конкретизации зада-
чи (4). Так, для d = ¬xi значением операции 
минимизации становится отрицательный кофак-
тор min(v|¬xi) = vxi = 0, а для d = xi значением 
становится положительный кофактор min(v|xi) = 
vxi = 1.
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3. Обобщение разложений Давио
Рассмотрим теперь возможность построения 
разложений булевой функции f(x) по операции 
исключающее или, аналогичных разложениям 
Давио, но использующих вместо кофакторов 
операцию минимизации. Пусть c(x) – произ-
вольная характеристическая функция, завися-
щая от тех же переменных, что и функция f. Тог-
да первое разложение сформулируем в виде:
 f = min(f|¬c)⊕c∧(min(f|c)⊕min(f|¬c)). (5)
При c = xi разложение (5) конкретизирует-
ся до положительного разложения Давио (1). 
Второе разложение сформулируем в виде:
 f = min(f|c)⊕¬c∧(min(f|c)⊕min(f|¬c)), (6)
Аналогично, при c = xi разложение (6) кон-
кретизируется до отрицательного разложения 
Давио (2). Докажем справедливость разложе-
ния (5). 
В правую часть уравнения (5) булева функ-
ция s = min(f|¬c), получаемая в результате вы-
полнения операция минимизации, входит 
дважды. Согласно неравенству (3), функция 
принадлежит диапазону f˄¬c ≤ s ≤ f∨c, гранич-
ными точками которого являются булевы 
функции f˄¬c и f∨c. Следует отметить, что оба 
вхождения функции s являются идентичными. 
Булева функция t = min(f|c), также получаемая 
в результате выполнения операции минимиза-
ции, входит один раз в правую часть уравне-
ния (5). Согласно неравенству (3), функция 
принадлежит диапазону f˄c ≤ t ≤ f∨¬c, гранич-
ными точками которого являются булевы 
функции f˄c и f∨¬c. Поскольку диапазоны 
функций являются монотонными, справедли-
вость разложения (5) можно доказать методом 
граничных точек [2]. Вычислим функцию r = 
s⊕c∧(t⊕s) на четырех комбинациях граничных 
точек s и t:
1. Обе функции s и t представлены левыми 
(нижними) границами диапазонов: s = f∧¬c, 
t = f∧c. Тогда для функции r можем записать 
r = f∧¬c⊕c∧(f∧c⊕f∧¬c) = f.
2. Функция s представлена правой (верх-
ней) границей s = f∨c диапазона, а функция 
t представлена левой (нижней) границей t = f∧c 
диапазона. Тогда для функции r можем запи-
сать r = f∨c⊕c∧(f∧c⊕f∨c) = f.
3. Функция s представлена левой (нижней) 
границей s = f∧¬c диапазона, а функция t пред-
ставлена правой (верхней) границей t = f∨¬c 
диапазона. Тогда для функции r можем запи-
сать r = f∧¬c⊕c∧(f∨¬c⊕f∧¬c) = f.
4. Обе функции s и t представлены правы-
ми (верхними) границами диапазонов: s = f∨c, 
t = f∨¬c. Тогда для функции r можем записать 
r = f∨c⊕c∧(f∨¬c⊕f∨c) = f.
Таким образом, для всех комбинаций гра-
ничных точек функция r принадлежит диапа-
зону, включающему только одну функцию f. 
Равенство (5) доказано. Разложение (6) дока-
зывается аналогичным образом.
Пример 1. Исходная булева функция f, за-
висящая от четырех переменных x1, x2, x3, x4, 
представлена картой Карно на рис. 1. Алгебра-
ическое представление функции f в минималь-
ной дизъюнктивной нормальной форме 
(МДНФ), построенное по шести кубам карты 
Карно, имеет вид:
МДНФ(f) = ¬x1∧x2∧x4∨x2∧¬x3∧x4∨¬x1∧ 
¬x2∧¬x4∨¬x2∧¬x3∧¬x4∨x1∧x2∧x3∧¬x4∨x1∧ 
¬x2∧x3∧x4,
где ∨ – булева операция дизъюнкция. В каче-
стве функции стоимости c(f) выберем число 
положительных и отрицательных литералов 
в представлении функции f: c(МДНФ(f)) = 20.
Сначала применим разложение (5) к исход-
ной функции f, выбрав в качестве характери-
стической функции c = x2. Карта Карно этой 
функции показана на рис. 2 слева. Частично 
определенные функции (f|c) и (f|¬c) представ-
лены на рис. 2 в центре и справа. На наборах 
значений аргументов, на которых c = 0, частич-
но определенная функция (f|c) принимает зна-
чение dc, на остальных наборах значения этой 
функции равны значениям функции f. Значе-
ние функции (f|¬c) равно dc при c = 1 и равно f 
в противном случае. Булевы функции min(f|c) 
и min(f|¬c), полученные в результате выполне-
ния операции минимизации, представлены кар-
тами Карно на рис. 3 слева и в центре соответ-
ственно. Выполняя операцию исключающее 
Рис. 1. Исходная булева функция f, представленная кар-
той Карно; x1, x2, x3, x4 – булевы переменные
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или, получаем min(f|c)⊕min(f|¬c) = 1 (рис. 3 
справа). Тогда на основе разложения (5) (Р5) 
получаем следующее представление функции f:
Р5(f) = min(f|¬c)⊕c∧1 =  
(x1∧¬x4∨¬x3∧¬x4∨x1∧x3∧x4)⊕x2.
Функция стоимости c(Р5(f)) = 8 в числе ли-
тералов, что в 2.5 раза меньше по сравнения 
с c(МДНФ(f)). На основе разложения (6) (Р6) 
получаем следующее представление функции f:
Р6(f) = min(f|c)⊕¬c∧1 =  
(¬x1∧x4∨¬x3∧x4∨x1∧x3∧¬x4)⊕¬x2,
Как и для разложения Р5, функция стоимо-
сти c(Р6(f)) = 8. 
Пример 2. Он является продолжением при-
мера 1 и демонстрирует зависимость эффек-
тивности разложений (5) и (6) от используе-
мой характеристической функции c. Выберем 
с = x2⊕x4.
Функция c а также частично определенные 
функции (f|c) и (f|¬c) представлены картами 
Карно на рис. 4. Выполнение операций мини-
мизации min(f|c) и min(f|¬c) дает булевы функ-
ции, показанные на рис. 5 слева и в центре, 
а применение к ним операции исключающее 
или дает функцию константа 1 (рис. 5 справа). 
Тогда на основе разложения Р5 получаем сле-
дующее представление функции f:
Рис. 2. Частично определенные функции c = x2, ( f |c) и ( f |¬c); dc – безразличное значение
Рис. 3. Функции min( f |c) и min( f |¬c) при c = x2 и выполнение над ними операции ⊕
 
Рис. 4. Частично определенные функции с = x2⊕x4, ( f |c) и ( f |¬c)
 
Рис. 5. Функции min( f |c) и min( f |¬c) при с = x2⊕x4 и выполнение над ними операции ⊕
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Р5(f) = min(f|¬c)⊕c∧1 = (¬x1∨¬x3)⊕(x2⊕x4).
Функция стоимости c(Р5(f)) = 4 в числе 
в числе литералов, что в 2 раза меньше по 
сравнению с Р5(f) при c = x2. 
На основе разложения Р6 получаем следу-
ющее представление функции f:
Р6(f) = min(f|c)⊕¬c∧1 = (x1∧x3)⊕¬(x2⊕x4).
Снова функция стоимости c(Р6(f)) = 4 в чис-
ле литералов, что в 2 раза ниже по сравнению 
с Р6(f) при c = x2.
Разложения (5) и (6) булевой полностью 
определенной функции f обобщаются на ча-
стично определенную функцию (f|d) следую-
щим образом:
min(f|d) =  
 min(f|d˄¬c)⊕c∧min(f|d˄c)⊕min(f|d˄¬c), (7)
min(f|d) =  
 min(f|d˄c)⊕¬c∧min(f|d˄c)⊕min(f|d˄¬c). (8)
Степень определенности продуктов 
min(f|d˄c) и min(f|d˄¬c) разложений (7) и (8) 
определяется конъюнкцией двух характеристи-
ческих функций: исходной функции d и вновь 
введенной функции c.
4. Разложения по ортогональным оста-
точным функциям
Важнейшим механизмом оптимизации пред-
ставления функций на базе операции исключа-
ющее или является поиск условий построения 
ортогональных остаточных функций. Для за-
данной функции f и некоторой функции c оста-
точные функции min(f|c) и min(f|¬c) называют-
ся ортогональными, если min(f|c) = ¬min(f|¬c). 
Подставляя ¬min(f|¬c) вместо min(f|c) в разло-
жение (5), получаем: f = min(f|¬c)⊕c∧(¬min(f¬|c)
⊕min(f|¬c)) = c⊕min(f|¬c). Делая аналогичную 
подстановку функций в (6), снова получаем 
f = ¬min(f|¬c)⊕ ¬c∧(¬min(f¬|c)⊕min(f|¬c)) = 
c⊕ min(f|¬c). Таким образом, мы вывели еще 
одно очень важное разложение:
f = c⊕min(f|¬c) 
при c таком, что 
 min(f|c) = ¬min(f|¬c). (9)
Применяя операцию ⊕ к левой и правой 
частям уравнения (9) со вторым операндом c, 
получаем f⊕c = c⊕min(f|¬c)⊕c = min(f|¬c). Дру-
гими словами, остаточная функция min(f|¬c) 
в (9) вычисляется в виде f⊕c. Успешное при-
менение разложения (9) зависит от метода од-
новременного построения и совместной мини-
мизации двух булевых функций c и min(f|¬c). 
Пусть обе функции представлены в классе 
МДНФ. Возьмем предельный случай c = f. Тогда 
остаточные функции min(f|f) = 1 и min(f|¬f) = 0. 
Они ортогональны, однако выгоды от такой 
функции c нет. Для построения других функ-
ций c воспользуемся тактикой пошагового до-
бавления одних конституент 1 к множеству 
включения fon и исключения других конститу-
ент 1 из этого множества.
Обозначим u = min(f|c) и w = min(f|¬c). 
Пусть к множеству fon добавляется набор a∉fon. 
Тогда con = fon∪{a} и c(a) = 1. Как следствие 
u(a) = 0 и (f|¬a) = dc. Для ортогональности u и w 
на наборе a принимаем w(a) = 1. Функции u и w 
уже не являются константами 1 и 0 соответ-
ственно. Пусть теперь из множества fon удаляет-
ся набор a∈fon. Тогда con = fon\{a} и c(a) = 0. Как 
следствие (f|a) = dc и w(a) = 0. Для ортогональ-
ности u и w на наборе a принимаем u(a) = 1. По-
следовательная реконструкция функции c долж-
на быть направлена на формирование меньшего 
числа кубов булева пространства большего раз-
мера и с меньшим числом существенных пере-
менных в функциях c и min(f|¬c). Надо искать 
слегка незавершенные кубы и завершать их 
в процессе конструировании функции c.
Пример 3. Продемонстрируем эффектив-
ность разложения (9) на примере булевой 
функции f, представленной картой Карно на 
рис.6 слева и представленной следующей эк-
вивалентной МДНФ:
МДНФ(f) =  
x1∧x2∨x1∧x4∨x2∧¬x3∨x2∧¬x4∨¬x2∧x4∨¬x3∧x4.
Функция стоимости c(МДНФ(f)) = 12 в чис-
ле литералов. Анализируя карту Карно, видим, 
что из-за нуля на пересечении второй строки 
и третьего столбца незавершенными являются 
два куба на восьми клетках каждый. Для того, 
чтобы воспользоваться разложением (9), функ-
цию c строим по функции f изменением значе-
ния 0 на значение 1 в одной клетке, как показа-
но заливкой на рис. 6 справа. Остаточные орто-
гональные булевы функции min(f|c) и min(f|¬c) 
представлены картами Карно на рис. 7. Клетки 
с инвертированными значениями показаны за-
ливкой. В клетках без заливки значения оста-
точных функций совпадают со значениями 
функции f. Переходим от представления функ-
ций c и min(f|¬c) к их представлению в МДНФ:
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МДНФ(c) = x2∨x4,
МДНФ(min(f|¬c)) = ¬x1∧x2∧x3∧x4.
В результате получаем следующее разло-
жение (9) функции f:
Р9(f) = (x2∨x4)⊕(¬x1∧x2∧x3∧x4).
Функция стоимости c(Р9(f)) = 6 в числе ли-
тералов, что в два раза меньше стоимости 
представления этой же функции в МДНФ. 
5. Новые диаграммы решений на базе 
операции исключающее или
If диаграммой решений (IfДР) над множе-
ством булевых переменных X = {x1, ..., xn} 
и множеством значений-меток T = {0, 1} назы-
вается связанный, ориентированный, ацикли-
ческий граф G = (V, E) с одним корнем 
root(G)∈V и следующими свойствами:
1. вершина v∈V есть либо нетерминальная, 
либо терминальная вершина;
2. каждая нетерминальная вершина v име-
ет ровно три вершины-последователя, обозна-
чаемые if(v), high(v), low(v);
3. каждая терминальная вершина v метится 
меткой label(v), которой может быть перемен-
ная xi∈X, инверсия переменной ¬xi, значение 
t∈T; терминальная вершина не имеет вершин-
последователей.
На графическом изображении if диаграм-
мы примем, что левая дуга, исходящая из вер-
шины v, направлена в вершину if(v), средняя 
дуга направлена в вершину high(v), правая 
дуга направлена в вершину low(v). Размер диа-
граммы решений size(G) равен суммарному 
числу вершин в графе. Число нетерминальных 
вершин обозначим через sizen(G), число тер-
минальных вершин – через sizet(G). Глубина 
диаграммы depth(G) равна максимальной дли-
не пути в числе нетерминальных вершин из 
корня в терминальную вершину. 
Диаграмма решений IfДР, семантика каж-
дой нетерминальной вершины которой опре-
деляется разложением (5), называется положи-
тельной функциональной if диаграммой реше-
ний (пФIfДР). Вершине v пФIfДР соответству-
ет булева функция fv, определяемая следую-
щим образом:
1. если v есть терминальная вершина и
если label(v) = xi, то fv = xi,
если label(v) = ¬xi, то fv = ¬xi,
если label(v) = 0, то fv = 0,
если label(v) = 1, то fv = 1;
2. если v есть нетерминальная вершина, то
fv = fhigh (v) ⊕ fif(v) ∧ flow(v).
Базовый фрагмент пФIfДР показан на рис. 8 
слева. Каждая нетерминальная вершина пФIfДР 
метится меткой pf. По пФIfДР строится алге-
браическое многоуровневое выражение в виде 
суперпозиции функций ⊕ и ∧ с использовани-
ем дополнительных локальных булевых пере-
менных. Это выражение может быть транс-
формировано к форме Рида-Маллера. 
Пример 4. На рис. 8 справа изображена 
пФIfДР, представляющая булеву функцию f, 
Рис. 6. Булевы функции f и c
 
Рис.7. Ортогональные остаточные функции min( f |c) и min( f |¬c)
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описанную картой Карно на рис.1. Диаграмма 
включает три нетерминальные вершины и 
семь терминальных вершин. Она является ис-
точником построения следующего многоуров-
невого булева выражения:
u1 = x4⊕(x2∧1), u2 = 1⊕(x1∧x3), f = u2⊕u1∧1.
Подставляя выражения для u1 и u2 в выра-
жение для f, получаем форму Рида-Маллера 
положительной полярности пФРМ:
пФРМ(f) = 1⊕x1∧x3⊕x2⊕x4. 
If диаграмма решений, семантика каждой 
нетерминальной вершины которой определя-
ется разложением (6), называется отрицатель-
ной функциональной if диаграммой решений 
(оФIfДР). Нетерминальной вершине v оФIfДР 
соответствует булева функция fv, определяемая 
следующим образом: fv = fhigh(v) ⊕ ¬fif(v) ∧ flow(v). 
Функция, соответствующая терминальной вер-
шине, определяется также как и в пФIfДР. Ба-
зовый фрагмент оФIfДР показан на рис. 9 сле-
ва. Каждая нетерминальная вершина оФIfДР 
метится меткой nf. По оФIfДР строится алге-
браическое многоуровневое выражение в виде 
суперпозиции функций ⊕, ∧, ¬ с использова-
нием дополнительных локальных булевых пе-
ременных. Это выражение может быть транс-
формировано к форме Рида-Маллера. Частны-
ми случаями пФIfДР и оФIfДР являются поло-
жительные и отрицательные функциональные 
диаграммы двоичных решений.
Пример 5. На рис. 9 справа изображена 
оФIfДР, представляющая булеву функцию f из 
предыдущего примера. Диаграмма включает 
три нетерминальные вершины и семь терми-
нальных вершин. Она является источником 
построения следующего многоуровневого бу-
лева выражения:
u1 = ¬x4⊕¬x2∧1,  
u2 = (1⊕¬x3)⊕¬x1∧(1⊕¬x3), f = u2⊕¬u1∧1.
Подставляя выражения для u1 и u2 в выра-
жение для f, получаем форму Рида-Маллера 
отрицательной полярности оФРМ:
оФРМ(f) = ¬x1⊕¬x2⊕¬x3⊕¬x4⊕¬x1∧¬x3. 
Наряду с if диаграммами двоичных реше-
ний, предложенными в [3, 4], положительные 
и отрицательные функциональные if диаграм-
мы решений являются эффективным сред-
ством представления, манипулирования и реа-
лизации булевых функций. Совместное ис-
пользование этих трех типов диаграмм суще-
ственно улучшает параметры представлений 
и реализаций систем булевых функций.
6. Заключение
Предложенные в статье новые разложения 
булевой функции по операции исключающее 
или отличаются от известных тем, что вместо 
кофакторов они используют минимизацию 
функции по сокращенной области ее опреде- 
ленности. В результате предложенные разло-
жения обобщают известные разложения Давио 
и расширяют множество представлений и про-
странство поиска при решении задач оптими-
зацци цифровых систем и программ. Работа 
поддерживалась грантом академического фон-
да DAAD [5], Германия.
Рис. 8. Базовый фрагмент и пример пФIfДР
 
Рис. 9. Базовый фрагмент и пример оФIfДР
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