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Abstract
With the emergence of Cloud-RAN as one of the dominant architectural solutions for next-generation mobile networks, the
reliability and latency on the fronthaul (FH) segment become critical performance metrics for applications such as the Tactile
Internet. Ensuring FH performance is further complicated by the switch from point-to-point dedicated FH links to packet-based
multi-hop FH networks. This change is largely justified by the fact that packet-based fronthauling allows the deployment of FH
networks on the existing Ethernet infrastructure. This paper proposes to improve reliability and latency of packet-based fronthauling
by means of multi-path diversity and erasure coding of the MAC frames transported by the FH network. Under a probabilistic
model that assumes a single service, the average latency required to obtain reliable FH transport and the reliability-latency trade-
off are first investigated. The analytical results are then validated and complemented by a numerical study that accounts for
the coexistence of enhanced Mobile BroadBand (eMBB) and Ultra-Reliable Low-Latency (URLLC) services in 5G networks by
comparing orthogonal and non-orthogonal sharing of FH resources.
Index Terms
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I. INTRODUCTION
One of the major paradigm shifts in the mobile and wireless networking is the transition from a static network configuration
to a flexible and reconfigurable network set-up through softwarization, virtualization, and cloudification [1], [2], [3]. Among
the solutions that made their way into the architectural choices for the fifth generation (5G) of wireless networks, is the
cloudification of the Radio Access Network (RAN) through the Cloud-RAN architecture [4]. Cloud-RAN offers the flexibility
to move the baseband unit (BBU) functionalities to a central unit (CU) in support of multiple remote radio heads (RRHs)
or Radio Units (RUs). The RUs are connected to the CU via an interface called fronthaul (FH). While enabling centralized
processing and control, the introduction of the FH introduces an additional segment in the network, over which the main
Key Performance Indicators (KPIs) should be delivered [5]. In particular, one of the key challenges in 5G is achieving high
reliability and low latency KPIs at the same time in order to enable innovative applications and use cases, such as the Tactile
Internet [6], [7], industrial networking [8], or smart cities [9], [10].
The 3GPP standardisation body has provided guidelines for delivering Ultra-Reliable Low Latency Communications
(URLLC) [11], [12]. The new specification defines the New Radio interface, which introduces structural change in the physical
layer (PHY) in terms of numerology in order to meet stringent constraints on latency and reliability. However, there is limited
research on how FH technologies can support the levels of latency and reliability needed for 5G URLLC services. This paper
aims at addressing this knowledge gap.
The conventional FH topology consists of dedicated lines from the CU to each RU, i.e., of point-to-point links, that transports
baseband radio samples in a serial manner. A more economic solution has recently emerged, whereby dedicated lines are
replaced by a multi-path packet-based FH network that can leverage the wide deployment of the Ethernet infrastructure [13],
[14] (see Fig. 1). Multi-hop packet-based networks make it ever more challenging to ensure the high reliability and low-latency
KPIs expected by 5G systems.
Increasing reliability is typically accomplished through retransmissions based on feedback or through redundancy. Depending
on the split point between CU and RU, the latency requirements on the FH link differ [15], but the figures are in the range
between 55 µs and 1 ms [16]. Given this strict delay requirement, retransmission based on feedback is not a viable choice.
In contrast, redundancy through transmission over multiple FH links offers a feasible solution. In a multi-hop packet-based
network, this can be realized by transmitting over multiple paths, or routes, between the CU and an RU.
While different options of split point between CU and RU have been introduced in the 3GPP standard [4], our focus here
is on the split between MAC and PHY. Accordingly, the FH transports MAC frames. Two of the authors of this work have
previously studied feasibility of the Ethernet-based FH for this configuration in [17] by using a hardware-based experimentation.
In this context, as a first option to leverage multi-path transmission, one could replicate the same MAC data stream across
multiple FH paths, yielding Multi-Path Transport with Duplication (MPD). MPD ensures correct reception as long as any
path succeeds in delivering the FH data. This increases reliability, while also increasing FH network congestion and hence
potentially affecting the latency KPI. As a dual solution, one could split each FH MAC frame in disjoint blocks transmitted
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Fig. 2. Single-path FH transport for downlink communication.
on different paths. Since each FH path would need to carry less information, this approach would generally reduce congestion
and transport latency on each path, but reliable transport would rely on the correct reception on all paths.
As a means to bridge the gap between the two extreme solutions highlighted above, in this paper we propose to use coding
techniques on the MAC frames transported by the FH network. Coding can reduce the FH transport overhead as compared
to MPD, while still providing resilience to the potential unreliability on some of the FH paths. We specifically adopt erasure
coding methods, such as rateless or fountain, coding. Erasure coding is able to recover from a number of packet losses equal to
the amount of redundancy introduced by coding. Fountain codes are adopted by standards such as 3GPP Multimedia Broadcast
Multicast Service (MBMS) [18] for broadcast file delivery and streaming services, and by the IETF RFCs [19]. They have been
used in data storage applications [20], content distribution networks, collaborative downloading, and for exploiting multiple
interfaces such as Multipath Transmission Control Protocol (MTCP) [21]. We refer to the considered approach as Multi Path
Transport with Coding (MPC).
To elaborate, in this work, we consider a Cloud-RAN model with multiple packet-based FH paths between the CU and the
RUs as illustrated in Fig. 1. We analyze the performance of baseline single-path (SP) transmission (Fig. 2), MPD (Fig. 3) and
MPC (Fig. 4) for downlink communication by first considering a standard set-up with a single service. Based on the insights
from the analysis, we then present extensive experimental results concerning the performance of Cloud-RAN with multi-path
FH under MPD and MPC in the presence of both enhanced Mobile BroadBand (eMBB) and URLLC services as described by
the 3GPP standard. The study compares orthogonal and non-orthogonal sharing of FH resources. The closest research works to
this paper are a study presented in [22], where a combination of diversity and network coding is used for improving throughput
on the FH link; and reference [23], which discusses how coded FH transmission together with caching can reduce latency.
The remainder of this paper is organized as follows. Section II provides an overview of different transport technologies
and related work on Cloud-RAN split solutions. Section III elaborates on the different FH solutions, namely SP, MPD, and
MPC. Section IV describes analysis of the single-service case in terms of average latency and reliability. Numerical results
are detailed in Section V by considering the coexistence of eMBB and URLLC traffic types. Finally, conclusive remarks are
discussed in Section VI.
II. BACKGROUND
Cloud-RAN is one of the key elements of the 5G architecture, owing to its capability to enhance spectral efficiency and
cell-edge performance, as well as to facilitate operation in the presence of mobility, due to the coordination among adjacent
cells. However, Cloud-RAN relies on the availability of a FH infrastructure to connect RUs to the CU. Therefore, supporting
URLLC services in a C-RAN architecture imposes stringent requirement on both latency and reliability on the FH. In this
section, we overview different FH technologies and discuss some of their advantages and disadvantages as enablers of URLLC
services on C-RAN architectures.
A. FH Technologies
The following communication technologies and protocols are possible solutions for the deployment of FH links (see, e.g.,
[5]).
3• Dedicated fibre links: Dedicated fibre optics FH links for all RUs are attractive for their low latency and high capacity,
as they can support up to 40 Gbps per channel. However, the deployment cost generally makes it prohibitive to connect
many RUs to a CU using this technology.
• Dedicated microwave links: Microwave FH links can offer rates from 10 − 100 Mbps up to 1 Gbps, depending on the
range and weather conditions. The range limitation and sensitivity to weather events limit the scalability of the technology
and its capability to sustain the traffic growth of LTE/LTE-A beyond 2017-2018 [24].
• Shared Coarse Wavelength Division Multiplexing (CWDM): When fibre resources are limited, it is possible to multiplex
FH channel on a link using CWDM, which can provide an overall throughput as high as 100 Gbps and a latency as low
as 5 µs.
• Passive Optical Networks (PON): PON is currently used as a low-cost solution to deploy a fibre optics-based FH multi-
hop network. Among all forms of PONs, Time Division Multiplexing PON is seen as a cost-effective candidate as it is
able to share optical fibres and transmission equipments across multiple FH connections [25]. Specific examples include
Gigabit-PON, which provides 2.5 Gbps downstream and 1.25 Gbps upstream, and Gigabit Ethernet PON (G-EPON),
which is being upgraded to 10G-EPON by IEEE 802.3a, offering data rate in the order of 10 Gbps downstream and
upstream. However, it does not satisfy the latency requirement of 5G, especially on the upstream.
• Ethernet multi-hop FH: Ethernet FH multi-hop networks can help reduce cost and simplify network deployment and
management by sharing the network infrastructure among multiple RUs and Cloud-RAN systems through its packet-
switched operation. Another major benefit of Ethernet is its capability of flexibly scaling with the dynamic nature of data
traffic. However, its use for fronthauling imposes many challenges, such as lack of synchronization, high latency and high
jitter.
B. Functional Split in Cloud-RAN
In standard deployments of Cloud-RAN systems, the Common Public Radio Interface (CPRI) protocol is used to transport
baseband samples between BBU and RUs. CPRI requires an end-to-end latency of around 250 µs and the support of a high
rate. As an example, four antennas covering three sectors require a 14.7 Gbps throughput for 20 MHz bandwidth channels. To
this end, CPRI compression is commonly used in order to reduce FH data rate [26], [27]. Nevertheless, given the significant
increase in users’ data rate and in the number of antenna in 5G, CPRI data rate can have prohibitively large values for 5G
deployments.
To overcome the high data rate requirement of CPRI, alternative CU-RU functional splits have been introduced, whereby
more functions are shifted into RU [4]. One of the key advantages of these alternative splits with less stringent FH latency
constraints is that they enable the use of packet-based FH networks. Most notably, Cloud-RAN with Ethernet-based FH has
received tremendous attention given that Ethernet is a widely deployed technology, it is cost-effective, and it relies on off-the-
shelf standard equipment [14]. It also allows network monitoring and orchestration by means of virtualization and Software
Defined Network; it enables sharing and convergence with Ethernet-based fixed networks; and it benefits from statistical
multiplexing as a means to efficiently utilize the network capacity. On the flip side, Ethernet-based FH requires packetized
communication, which imposes challenges in delivering synchronization, and meeting desired latency and jitter requirements.
Accurate phase and frequency synchronization can be attained by means of the Precision Time Protocol or via a master-
slave mechanism [28]. Furthermore, delay and jitter can potentially be reduced by using low-latency switches and applying
management of path set-up.
The performance of different functional splits in the presence of Ethernet-based FH is studied in number of experimental and
simulation studies [29], [30]. For functional splits within the PHY, the experiments in [31] addressed the split between wireless
channel coding and wireless modulation within the PHY. For layer-2 functional split, i.e., split between PHY and MAC layers,
some of the authors of this work demonstrated its feasibility for different classes of 5G traffic in [17], [16]. The authors in
[32] presented a flexible selection of most relevant splits, where the objective is to minimize the intercell interference and the
FH utilization. Finally, recent advances on CPRI specification for 5G delivered enhanced CPRI, which is designed to support
different functional split options [33].
III. SYSTEM MODEL AND FH SOLUTIONS
In this section, we first introduce the system model for the Cloud-RAN system under study and then detail the SP, MPD,
and MPC FH transport strategies.
A. System Model
As illustrated in Fig. 1, we consider the downlink of a Cloud-RAN system with a single CU and a number of RUs, which
are connected by a multi-path FH network with n pre-defined and distinct paths. Each path ends at a switch that can deliver
a MAC frame to any of the RUs with negligible delay (see also Fig. 3 and Fig. 4). To simplify the discussion, we henceforth
consider the case of two RUs, but the treatment applies more generally. Each path is modelled by a queue with a single server
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Fig. 3. Multi-path FH with Duplication (MPD) for downlink communication.
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Fig. 4. Multi-path FH with erasure Coding (MPC) for downlink communication.
and an exponential service time with rate c bits per second. More specifically, in order to transfer a MAC frame of B bits,
each queue takes an amount of time that is exponentially distributed with mean 1/µ = B/c seconds. Note that the queuing
model abstracts the details of the multi-hop paths. Downlink traffic arrives at the CU with arrival rates and frame sizes that
depend on the service type, as it will be further discussed in the next sections. As indicated in its metadata, each frame needs
to be delivered to either of the RUs.
B. FH Solutions
As discussed, in order to improve reliability of FH transfer, one can in principle apply retransmission methods based
on feedback, multi-path transmission with duplication, or MPD, and multi-path transmission with coding, or MPC. The
improvement in reliability generally comes at the expense of latency. In the case of retransmissions, the need for feedback
and for additional protocol control messages can increase the transmission time in a highly nonlinear manner [34], making
it a non-viable solution for fronthauling. Not requiring any form of feedback, MPD can offer better latency performance, but
the congestion caused by the transmission of duplicated packets over multiple interfaces can still entail unacceptable latency
levels [35]. More generally, MPC can add controlled redundancy in order to obtain a desired trade-off between reliability and
diversity. In the context of packet-based FH, the most relevant coding schemes are erasure codes, which enable the recovery of
a data stream, despite missing packets, as long as a sufficiently large number of encoded packets are received. We now detail
the SP, MPD, and MPC FH solutions.
1) Single Path (SP): As illustrated in Fig. 2, with SP, the CU uses a single path to communicate to both RU1 and RU2,
with the two data streams sharing the same path.
2) Multi Path with Duplication (MPD): With MPD, as shown in Fig. 3, the CU replicates each received MAC frame,
intended for either RU, on each of the n FH paths. At each RU, the duplicate detection block detects the first successfully
received frame and drops the rest.
3) Multi Path with Coding (MPC): With MPC, an (n, k) erasure code is used at the CU, with k ≤ n. To this end, the CU
carries out the following steps for each MAC frame, which may be intended for either RU:
1) Fragment each MAC frame into k ≤ n blocks;
2) Encode the k blocks into n encoded blocks of the same size using an erasure code;
3) Send each block into one of the n paths.
By the properties of optimal, or Maximum Distance Separable (MDS), erasure codes, at each RU, the original MAC frame can
be retrieved if any k out of n encoded blocks are received successfully. Note that, with k = 1, we obtain MPD as a special
case. Furthermore, setting k = n yields a strategy where frames are split into disjoint segments, each sent on a different path.
Overall, increasing k from 1 to n gives strategies that range from MPD to frame splitting, with the former having the largest
block size and the latter the smallest block size.
5IV. ANALYSIS WITH SINGLE SERVICE
In this section, we analyze the performance of the C-RAN system at hand assuming a single service with random arrivals
of MAC frames of size B bits with exponential inter-arrival periods with average 1/λ s. We consider that each frame may be
tagged independently and with equal probability as being destined to either RU. We first study the average latency required to
obtain reliable FH transport and then the reliability-latency trade-off.
A. Average Latency for Reliable FH Transport
The analysis of the average latency is presented separately for SP, MPD, and MPC. We emphasize that the latency is defined
as the time elapsed from the time packet is transmitted over the FH until the packet is successfully received.
1) SP: Under the given assumptions, the average latency T SP for SP can be expressed by using the standard average delay
formula for M/M/1 queues, namely
T SP =
1
µSP − λ
(1)
where µSP = c/B is the average departure rate in frames per second.
2) MPD: To analyze the performance of MPD we make the simplified assumption that, as soon as a frame is correctly
received by the intended RU, all other n−1 copies of the same frame are deleted from the other paths. Note that this is not the
case in the actual system given that it is practically difficult to remove all copies of a frame along all other paths. Therefore,
the expression here provides a lower bound on the average latency. The bound is expected to be tight if the load of each path
is sufficiently small. We provide some numerical evidence in the next section.
Under the given assumption, the end-to-end system can be studied as an M/G/1 queue in which the service time is the
first-order statistic of n exponential variables, each with mean 1/µMPD = B/c. Therefore, the average latency TMPD in the
original set-up can be lower bounded by using the Pollaczek-Khinchin formula [20]
TMPD = E[S] +
λE[S2]
2(1− λE[S]) (2)
where the mean and variance of the effective service times are given as
E[S] =
1
µMPD
(Hn −Hn−1) (3)
V [S] =
(Hn2 −H(n−1)2)
µ2MPD
(4)
respectively, with Hn being the generalized harmonic number defined as
Hn =
n∑
j=1
1
j
and Hn2 =
n∑
j=1
1
j2
(5)
3) MPC: With MPC, each frame is correctly detected as soon as the first k encoded blocks are received. In a manner similar
to MPD and following [20], we obtain a lower bound on the average delay by considering a system in which, as soon as k
encoded packets are received, the rest are dropped from the remaining queues.
As a result, the end-to-end system can be studied as an M/G/1 queue, in which the service time is a random variable S,
distributed according to the kth order statistic of the exponential distribution with mean 1/µMPC = B/(kc). Note that the
service time for each queue has mean 1/µMPC that decreases with k due to the smaller encoded blocks. The average latency
can be again lower bounded by using the Pollaczek-Khinchin formula (2) with
E[S] =
1
µMPC
k∑
i=1
1
n− k + i =
1
µMPC
(Hn −Hn−k) (6)
and
V [S] =
(Hn2 −H(n−k)2)
µ2MPC
(7)
B. Reliability-Latency Trade-Off
In this section, we provide an approximate analysis of the reliability-latency trade-off by studying the probability that correct
FH transport occurs by a given deadline t. The approximate analysis assumes the transmission of a single isolated frame, hence
ignoring queuing delays. Accordingly, for each path, we define the probability of transporting a data packet of B bytes within
a latency deadline t on each path as
F (t, B) = 1− exp(−(c/B − λ)t) (8)
This is the probability that the service time on each queue does not exceed t when the transported block is of size B. We can
now carry out the analysis of the reliability-latency trade-off in a manner similar to [36], as detailed next.
61) SP: For SP, the reliability-latency curve is directly given as
F SP(t) = F (t, B) (9)
2) MPD: For MPD, a frame is correctly decoded as long as one path is successful in delivering it, which yields the
reliability-latency function
FMPD(t) = 1− (1− F (t, B))n (10)
3) MPC: With MPC, delivery is correct when any k of the n paths deliver an encoded packet correctly, which gives the
reliability-latency function
FMPC(t) =
n∑
r=k
(
n
r
)
F
(
t,
B
k
)r (
1− F
(
t,
B
k
))n−r
(11)
V. EXPERIMENTS WITH EMBB-URLLC SERVICES
In this section, we develop a simulation model to validate the analysis and to account for the more realistic scenario in
the context of 5G, in which both eMBB and URLLC traffics coexist on the same Cloud-RAN system. It is noted that, while
Tactile Internet applications are generally considered within the class of URLLC, it is expected that a combination of different
traffic classes may be needed for the delivery of a particular Tactile Internet use case. Take remote medical intervention as
an example. The application may require the transmission of a high definition realtime video stream, multiple sensors’ data,
as well as kinaesthesia data using a haptic device [37]. The video stream requiring high data rate can be classified as eMBB;
sensors’ data as massive machine-type communications; and kinaesthesia data that requires an end-to-end latency of 1 ms
as URLLC traffic [38]. Here, we focus on the coexistence of eMBB and URLLC services. The traffic models are based on
reference [39], where URLLC and eMBB are modelled with full buffer bursty traffic FTP model 3 [40] and IP packet size of
500 and 1500 bytes, respectively.
To elaborate, we assume that eMBB and URLLC traffics are independent and characterized by arrival rates and packet sizes
as shown in Table I. For each traffic, frames are tagged independently and with equal probability as intended for either RU.
We have n = 10 paths, with each path having a capacity of c = 100 Mbps.
We compare three different coexistence strategies for the eMBB and URLLC services:
• FH Bandwidth Orthogonal Allocation: Each service is exclusively given a fraction of the capacity of each path;
• FH Path Orthogonal Allocation: Each path is allocated exclusively to either one or the other service;
• Shared FH: Both traffic types share all FH paths.
For all coexistence strategies, we implemented SP, MPD, or MPC in order to control the reliability-latency trade-off.
Furthermore, for the orthogonal schemes based only bandwidth or path splitting, the analysis presented in the previous section
applies separately to both services, whereas shared FH requires a more complex analysis that is considered to be outside the
scope of this contribution.
TABLE I
SYSTEM MODEL PARAMETERS FOR 5G SERVICES
Type of traffic eMBB URLLC
Packet Size (Bytes) 1500 500
λ (packet/ms) 8 24
A. Average Latency for Reliable FH Transport
In this section, we study the average latency required for the successful delivery on the FH of a MAC frame as investigated
in Sec. IV-A.
First, in Fig. 5, we show the average latency as a function of the frame splitting factor k under MPC for both eMBB
and URLLC services using shared FH transmission. We also plot the performance of SP for the reference. Note that MPD
corresponds to MPC with k = 1. It is observed that MPC and MPD can drastically decrease the average latency as compared
to SP for both eMBB and URLLC services. It is also seen that, under shared FH, the delay of both services is quite close,
given that the overall latency tends to be limited by queuing delays, i.e., by the time needed to traverse each shared path.
Furthermore, for MPC there is an optimal value of k, which is around k = 2 for eMBB and k = 3 for URLLC. The lower
optimal value of k generally depends on both arrival rate and packet size of both services. This plot provides insight on how
to choose k. For example, if the average latency for URLLC should not exceed 0.01 ms, then the choice k ≤ 5 would satisfy
the requirement.
We now consider orthogonal FH transmission schemes that can allocate a different amount of resources to eMBB and
URLLC. We set k = 2 and adopt MPC. In Fig. 6, we plot the average latency for eMBB and URLLC using orthogonal
7Fig. 5. Average latency as a function of the frame splitting factor k for SP and MPC for both eMBB and URLLC using shared FH transmission. Note that
MPD corresponds to MPC with k = 1.
Fig. 6. Average latency as a function of the eMBB bandwidth fraction for MPC with k = 2 for both eMBB and URLLC using FH bandwidth orthogonal
allocation.
bandwidth allocation on the FH as a function of the fraction of the available path capacity, c, that is allocated to eMBB. We
observe from the plot that, as compared to shared FH transport, orthogonal bandwidth allocation allows one to obtain a lower
average latency for URLLC. Note that this is not necessarily the case for eMBB service, which is characterized by larger MAC
frames. The figure also compares simulation and analysis, showing that the lower bounds derived in the previous section are
tight when the load is not too high for each service.
To complement these results, Fig. 7 shows the average latency under FH path orthogonal allocation as a function of the
number of paths, ne from total n = 10, that are allocated to eMBB; the remainder nu=n − ne are allocated to URLLC.
The qualitative trend is the same as for bandwidth allocation. In particular, the average latency of URLLC can be reduced as
compared to the shared FH case by means of orthogonal allocation. Furthermore, comparing path and bandwidth allocation
schemes, it can be seen that bandwidth allocation can generally yield a more desirable trade-off between eMBB and URLLC
performance.
B. Reliability-Latency Trade-Off
We now consider the trade-off between latency and reliability by plotting curves of reliability versus latency as defined in
the previous section. In order to focus on the main regimes of interest, we plot the error probability function, which is defined
as the complement of the reliability, i.e., 1 − FSP(t) for SP and similarly for MPD and MPC. We note that the maximum
8Fig. 7. Average latency as a function of the number of eMBB paths for MPC with k = 2 for both eMBB and URLLC using FH path orthogonal allocation.
(a) eMBB. (b) URLLC.
Fig. 8. Probability of error vs latency functions for SP, MPD, and MPC under shared FH transport: (a) eMBB; (b) URLLC.
requirement for error in the Tactile Internet applications is considered to correspond to the value of 10−5 as probability of
error [41].
As for the average latency case, we start by studying shared FH transport. In Fig. 8, we compare the reliability-latency
of SP, MPD (or MPC with k = 1), and MPC with k = 2, k = 5, and k = 8 for eMBB and URLLC traffics using shared
FH transmission. First, as for the average latency, we note the dramatic gains obtained by means of multi-path transport as
compared to SP. Moreover, for both eMBB and URLLC, it is observed that MPC is instrumental in achieving high levels of
reliability at moderate latency levels. For example in eMBB, in order to achieve a probability of error of 10−5 MPC with
k = 5 requires 0.074 ms, while MPD entails a latency of 0.157 ms. Furthermore, thanks to the smaller packet sizes, URLLC
traffic generally attains the same level of reliability at a lower latency in the presence of shared FH.
We now consider the performance under orthogonal resource allocation. Fig. 9 shows the probability of error as a function
of the latency under bandwidth allocation with one fifth of the bandwidth allocated to eMBB. MPC with k = 2 can achieve a
latency reduction of 0.3 ms and 0.0075 ms in eMBB and URLLC, respectively, with respect to MPD at the error probability
of 10−5. Furthermore, a larger bandwidth allocation to URLLC can significantly enhance the reliability of URLLC traffic at
the cost of a larger latency for the eMBB service.
Finally, Fig. 10 considers orthogonal path allocation with one fifth of the paths allocated to eMBB, i.e. ne = 2 and nu = 8.
For URLLC, we can see that MPC can reduce latency by 0.023 ms as compared to MPD at the error probability of 10−5.
Moreover, the probability of error obtained with path split is improved by approximately 60% as compared to that obtained
by non-orthogonal sharing of FH resources. Nevertheless, bandwidth allocation is seen to provide a better trade-off between
URLLC and eMBB performance.
9(a) eMBB. (b) URLLC.
Fig. 9. Probability of error vs latency functions for SP, MPD, and MPC under orthogonal FH bandwidth split with eMBB bandwidth fraction 1/5: (a) eMBB;
(b) URLLC.
(a) eMBB. (b) URLLC.
Fig. 10. Probability of error vs latency functions for SP, MPD, and MPC under orthogonal FH bandwidth split with eMBB path fraction 1/5 (ne = 2 and
nu = 8): (a) eMBB; (b) URLLC.
VI. CONCLUDING REMARKS
In this paper, we have studied the problem of ensuring low-latency and high-reliability in a Cloud-RAN system with multi-
path Ethernet-based FH network. The proposed solution is based on erasure coding and multi-path transmission on the FH
network. With this approach, the CU splits the original MAC frame into smaller blocks, encodes them into a larger number
of encoded blocks, and then transmits them over the multiple paths. The solution is analyzed and compared with conventional
single-path FH transport and multi-path methods based on duplication. The performance is evaluated in terms of average
latency for reliable delivery and of the reliability-latency trade-off. The results consider the coexistence of URLLC and eMBB
traffic on the FH under both orthogonal and non-orthogonal FH resource allocation modes. As a general conclusion, MPC can
achieve a low error probability of 10−5 at lower latency than MPD by means of orthogonal as well as non-orthogonal shared
FH. Furthermore, in the presence of eMBB-URLLC coexistence, we showed that, by adequately managing the FH resources
via orthogonal allocation transmission, the average latency and the error probability can be affectively reduced as compared
to shared FH transport. These results can serve as a valuable guidance on how to effectively deploy multi-path FH resources
for the implementation of Tactile Internet Applications.
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