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DIAC
El objetivo principal del presente proyecto es proporcionar al ingeniero de telecomunicaciones una visión
general de las técnicas que se utilizan en el modelado del sistema auditivo. El modelado del sistema
auditivo se realiza con los siguientes objetivos: a) Interpretar medidas directas, b) unificar el entendimiento
de diferentes fenómenos, c) guiar estrategias de amplificación para suplir pérdidas auditivas y d) tener
predicciones experimentalmente comprobables de comportamientos, con diferentes niveles de
complejidad. En este trabajo se tratarán y explicarán brevemente las diferentes técnicas utilizadas para
modelar las partes del sistema auditivo, desde las analogías electroacústicas, modelos biofísicos,
binaurales, hasta la implementación de filtros auditivos mediante procesado de señal. Podemos concluir
que el modelado mediante analogías electroacústicas permite una rápida implementación y entendimiento,
pero tiene ciertas limitaciones. Las simulaciones mediante análisis numéricos son precisas y de gran
utilidad tanto para del oído medio como para el interno. El procesado de señal es el procedimiento más
completo y utilizado ya que permite modelar oído externo y medio además de permitir la implementación
de filtros cocleares muy precisos y coherentes con la realidad incluyéndolos en modelos perceptivos.

 Resumen 
El objetivo principal del presente proyecto es proporcionar al ingeniero de 
telecomunicaciones una visión general de las técnicas que se utilizan en el 
modelado del sistema auditivo. El modelado del sistema auditivo se realiza 
con los siguientes objetivos: a) Interpretar medidas directas, b)unificar el 
entendimiento de diferentes fenómenos, c) guiar estrategias de amplificación 
para suplir pérdidas auditivas y d) tener predicciones experimentalmente 
comprobables de comportamientos, con diferentes niveles de complejidad. En 
este trabajo se tratarán y explicarán brevemente las diferentes técnicas 
utilizadas para modelar las partes del sistema auditivo, desde las analogías 
electroacústicas, modelos biofísicos, binaurales, hasta la implementación de 
filtros auditivos mediante procesado de señal. Podemos concluir que el 
modelado mediante analogías electroacústicas permite una rápida 
implementación y entendimiento, pero tiene ciertas limitaciones. Las 
simulaciones mediante análisis numéricos son precisas y de gran utilidad 
tanto para del oído medio como para el interno. El procesado de señal es el 
procedimiento más completo y utilizado ya que permite modelar oído externo y 
medio además de permitir la implementación de filtros cocleares muy precisos 
y coherentes con la realidad incluyéndolos en modelos perceptivos. 
 
Abstract 
The main aim of the Project is to provide the Telecommunications Engineer an 
overview about the approaches for modelling the auditory system. The auditory 
system modelling is done for the next objectives: a) Interpret direct measures, 
b) Understand different phenomena c) get strategies of amplification for 
hearing impaired people and d) Obtain testable predictions experimentally 
about some behaviors with different complexity levels. Inside this document, 
several approaches about modeling of the auditory system parts will be 
explained: analog circuits, biophysics models, binaural models, and auditory 
filters made through signal processing. In conclusion, analog circuits are made 
quickly and they are easier to understand but they have many limitations. 
Simulations through numerical analysis are accurate and useful in middle 
and inner ear models. Signal processing is the more versatile approach 
because it lets to make a model of external and middle ear and then it allows 
to make complex auditory filters. Perceptive models can be made entirely 
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El objetivo principal del presente proyecto es proporcionar al ingeniero 
de telecomunicaciones una visión general de las técnicas que se utilizan 
en el modelado del sistema auditivo. Son numerosos los grupos de 
investigación que se dedican a este campo en diversas partes del 
mundo, pero para el estudiante o investigador que quiere comenzar con 
el estudio de estas técnicas, no es fácil encontrar una guía que exponga 
las diferentes perspectivas y las ventajas e inconvenientes de cada 
forma de modelado. Este trabajo pretende servir de acercamiento a este 
campo por parte, sobretodo, del ingeniero de telecomunicaciones que 
persiga aplicar sus conocimientos al estudio del sistema auditivo. 
Se entiende como modelo la descripción esquemática de un objeto, un 
sistema, una teoría o un fenómeno, que se utiliza para ahondar en el 
estudio de sus propiedades y características. En ingeniería se utilizan 
diferentes modelos, que servirán como herramientas de diseño, o para 
un mejor entendimiento del global.  
Estos modelos se han utilizado a lo largo de la carrera de Ingeniería 
Técnica de Telecomunicaciones desde el primer curso, podemos poner 
de ejemplo la forma en que modelamos la característica de 
transferencia de un diodo, que por debajo de 0,7 V se comportará como 
un circuito abierto, y como una fuente continua por encima de este 
valor siempre que esté debidamente polarizado. Otro tipo de modelado 
utilizado en los estudios de acústica son las analogías electroacústicas 
mediante las cuales podemos obtener un circuito eléctrico análogo al 
comportamiento acústico de una serie de cavidades.  
En definitiva, el hecho de realizar modelos nos permite simplificar y 
entender mejor el sistema. Si aplicamos la idea de modelado en el 
sistema auditivo podemos encontrar que puede modelarse desde 
diferentes puntos de vista mediante técnicas conocidas por el ingeniero 
de telecomunicaciones. Esto se debe a que el oído tiene partes acústicas, 
2 Introducción 
 
tiene procesos mecánicos y además en sí mismo se comporta como un 
procesador de señal compuesto de diferentes etapas cada una con su 
respuesta característica. Sin embargo el oído además de ser complejo 
fisiológicamente, lo es a nivel perceptivo. Existen estudios sobre 
numerosos fenómenos, llamados psicoacústicos, que se refieren a la 
manera en que el ser humano percibe los diferentes tipos de sonidos y 
sus características.  
El modelado del sistema auditivo se realiza para: 
 Interpretar medidas directas 
 Unificar el entendimiento de diferentes fenómenos. 
 Guiar estrategias de amplificación para suplir pérdidas 
auditivas. 
 Tener predicciones experimentalmente comprobables de 
comportamientos, con diferentes niveles de complejidad. 
Este trabajo se ha divido según las técnicas utilizadas para realizar 
modelos del oído. En el capítulo 1 se hablará de las partes que 
componen el sistema auditivo así como de su fisiología. En el capítulo 
2 se comenzará a realizar modelos mediante analogías electroacústicas, 
y se expondrán varios modelos sobretodo del oído medio, basados en 
circuitos análogos. A continuación los capítulos 3 y 4 se desarrollan 
desde un punto de vista biofísico y matemático en el que priman los 
modelos que tienen que ver con la mecánica, tanto de la cóclea como del 
oído medio. También se hablará de la utilidad del análisis numérico 
para proporcionar simulaciones. La última parte en lo  que se refiere a 
técnicas de modelado se verá en el capítulo 5 en el que se utiliza la 
teoría de la señal. Este tipo de modelado es el más cercano al ingeniero 
de telecomunicaciones y lo que se busca es la función de transferencia 
más precisa de cada parte del oído, que caracterice su funcionamiento. 
Mediante este método se han realizado varios modelos perceptivos que 
tratan de explicar diferentes fenómenos psicoacústicos, así como los 
procesos que tienen lugar en el oído que están relacionados con la 
percepción de la palabra. 
Por otra parte el capítulo 6 se da una breve información sobre otros 
tipos de modelado, que generalmente se utilizan más en aplicaciones 
prácticas, que tienen que ver con el sistema auditivo. Finalmente en el 
capítulo 7 se presentan diversos recursos y herramientas de 
modelado, que en su mayoría utilizan procesado de señal. De esta 
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manera se exponen los diversos estudios, software e iniciativas que se 
han realizado a lo largo del tiempo y han ido evolucionando hacia 
nuestros días 





 1 El sistema auditivo 
El sistema auditivo está compuesto de 3 partes fundamentales, oído 
externo (que recoge el sonido a través del pabellón y el conducto 
auditivo), el oído medio (que transmite la vibración del aire a la cóclea) 
y oído interno (donde se produce la transducción de las vibraciones en 
sensación sonora y se transmite al cerebro). En la bibliografía (Møller, 
2000) (Moore, 1995), se pueden encontrar referencias a la anatomía y 
fisiología del sentido de la audición desde un plano más clínico. Sin 
embargo, en el presente trabajo solamente se hablará brevemente de la 
anatomía y  expondremos el funcionamiento del oído como un conjunto 
de transductores y amplificadores de la señal acústica. De esta manera 
se podrá comprobar más fácilmente la coherencia de su funcionamiento 
con los modelos expuestos. 
 
Figura 1-1:  Ilustración del sistema auditivo y su anatomía  (Roberts, 2002). 
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 1.1 El oído: Transductores Acústicos, Mecánicos y 
Eléctricos. 
1.1.1 El oído externo y el tímpano (Transductor acústico-
mecánico). 
El tímpano se encarga de convertir las variaciones de presión sonora en 
vibraciones mecánicas. Antes de llegar al tímpano, en la etapa de 
entrada tenemos el pabellón y el conducto auditivo. Ambos funcionan 
como un filtro acústico paso-banda que enfatiza las frecuencias donde 
se encuentran la mayoría de los fonemas consonánticos (2 kHz-4 kHz). 
Esto se debe a que el conducto auditivo se comporta como un tubo 
cerrado por un extremo y su frecuencia de resonancia se encuentra en 
torno a la banda antes comentada (Salesa, Perelló, & Bonavida, 2005). 
En cuanto a su anatomía el pabellón tiene una serie de pliegues que 
hacen que la onda acústica incidente sea dirigida hacia la entrada del 
conducto auditivo externo (CAE). De estos pliegues podría destacarse la 
concha como elemento más grande y que hace la función de embudo. En 
posteriores capítulos veremos que la forma del pabellón es uno de los 
elementos que nos permiten localizar la procedencia de los diferentes 
sonidos.  
En cuanto al CAE, es una cavidad de unos 2,5 cm de longitud y 0,6 cm 
de diámetro, la cual tiene forma de tubo y cuenta con dos curvas 
características. Las paredes de la mitad interna (pasada la segunda 
curva) son de hueso recubierto de epitelio, mientras la primera mitad 
es cartílago. Como vimos anteriormente, desde el punto de vista 
acústico, puede ser entendido como un tubo cerrado por uno de sus 
extremos. 
El tímpano es una membrana de epitelio bicóncava hacia dentro, en la 
cual está incrustado el mango del martillo (uno de los osículos o 
huesecillos que componen el oído medio). No es totalmente redondo y 
sus dimensiones aproximadas son de      . Su ligereza y rigidez 
propician la transformación de la onda acústica en vibraciones (Møller, 
2000).  




Figura 1-2: Esquema de la transducción acústico-mecánica en el oído. 
1.1.2 Oído medio, adaptador de impedancias. 
El oído medio no produce ninguna transducción, sino una amplificación 
del movimiento. Podría decirse que lo que hace es adaptar la 
impedancia para transmitir la vibración del tímpano (medio aire) al 
oído interno (medio acuoso). El movimiento se transmite a través de los 
huesecillos, actuando el último (el estribo) como un pistón que 
presionará la ventana oval. Esta ventana es la membrana que 
permitirá la trasmisión de la vibración al medio acuoso (Gelfand, 2001). 
Esta amplificación se produce por dos fenómenos físicos: 
- El efecto de palanca de los huesecillos, el cual aumenta la 
vibración 
- La diferencia de superficies entre el tímpano y la ventana oval  
Los huesecillos se llaman martillo, yunque y estribo, en latín; malleus, 
incus, stapes. Muchas veces se utiliza su nombre en latín por ejemplo, 
para citar estructuras como la junta incudo-maleolar para referirse a la 
articulación de los huesos martillo y yunque, o el reflejo estapedial para 
referirse a la acción del músculo que hace disminuir el movimiento del 
estribo cuando existe un ruido continuo de alta intensidad. El efecto de 
palanca antes citado es debido a la relación entre las longitudes del 












Figura 1-3: Dibujo y esquema del oído medio. Extraído de (Roberts, 2002) 
Estos huesecillos se encuentran en una cavidad hueca llamada cavidad 
timpánica, la cual está comunicada con las celdillas mastoideas que son 
unas cavidades huecas que se encuentran en el interior de la 
mastoides1 y por otro lado con la parte posterior de la garganta a través 
de la trompa de Eustaquio. Esta trompa tendrá la función de igualar 
las presiones del aire entre ambos lados del tímpano. Cuando estas 
presiones no son iguales el tímpano no es capaz de moverse con 
normalidad pues encuentra una resistencia aeróbica, al bostezar o 
tragar, abrimos la trompa de Eustaquio y conseguimos igualar las 
presiones evitando esa sensación de taponamiento típica en viajes de 
avión y subidas a puertos de montaña. 
 
Figura 1-4: Imagen de la cavidad timpánica y los osículos, extraída de: (Sepúlveda, 2012) 
Finalmente la vibración transmitida por los huesecillos impacta en la 
ventana oval, la cual se encuentra en el laberinto óseo. Como se expresó 
anteriormente la diferencia de dimensiones entre el tímpano y la 
ventana oval producen una amplificación natural de la vibración de 
aproximadamente 17 veces. 
                                            
1 Parte del hueso temporal que se encuentra justo detrás de la oreja 
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El efecto de ambos mecanismos de adaptación o amplificación de las 
vibraciones es de unos     , ya que el factor de adaptación sería igual 
a: 
       
       ⁄              
( 1.3 ) 
Por otra parte no puede dejar de comentarse en este apartado el 
mecanismo llamado reflejo estapedial o estato-acústico. Existen dos 
músculos que se encuentran anclados a la cadena osícular, el músculo 
timpánico y el músculo estapedial. Este reflejo se refiere a una 
contracción de estos músculos cuando la intensidad del ruido es 
superior a los 85dB. Este mecanismo ofrece una protección a la 
membrana timpánica aumentando la rigidez del sistema y modificando 
su respuesta en frecuencia (Salesa et al., 2005) a altas presiones 
sonoras. 
1.1.3 Fisiología del Oído Interno. 
La cóclea está formada por dos laberintos, el esqueleto externo de 
formación ósea, y el laberinto interno que es membranoso. Cada 
esqueleto se encuentra lleno de un líquido, cada uno de una 
composición iónica diferente.  
En la cóclea encontramos dos escalas por las que se desarrollará la 
onda viajera producida por el movimiento de la ventana oval, y entre 
ellas, la escala media (laberinto membranoso) como se muestra en la 
figura. 




Figura 1-5: a) Corte transversal de la cóclea b) Detalle donde se aprecian la escala vestibilar 
(flecha ROJA) y la escala timpánica (flecha AZUL). c) Detalle de la diferente composición de los 
líquidos en el interior de la cóclea (Pujol, 2007) 
Existe otra ventana membranosa llamada redonda que tiene la función 
es disipar la energía de las ondas generadas en el interior de la cóclea 
ya que la perilinfa es un líquido no compresible. 
1.1.4 Hidromecánica coclear. Tonotopía 
La escala timpánica cuenta con una membrana que la separa de la 
escala media sobre la que se encuentra el órgano de Corti (órgano 
receptor de la audición).  La membrana basilar es más rígida y corta en 
la base y delgada y larga en el ápice. Al igual que en un piano, cada 
zona de la membrana está preparada para resonar a una frecuencia 
concreta como se muestra en la figura. La resonancia de esta 
membrana ante la onda viajera (Von Békésy & Wever, 1960) es la que 
va a producir  un máximo de desplazamiento en una zona concreta de 
la cóclea y por lo tanto la activación de  neuronal en el órgano de Corti. 
La onda viajera que se propaga dentro de la cóclea tiene una velocidad 
de   m⁄s, esta onda porta la información de intensidad, frecuencia y 
tiempo que tiene el sonido percibido. En mediciones de alta precisión se 
ha descrito que el desplazamiento de la membrana es de unos 
             , próximo a las dimensiones de dos átomos de hidrógeno. 




Figura 1-6: Esquema que explica la tonotopía coclear (Pujol, 2007) 
1.1.5 Transducción mecánico-eléctrica 
La transducción del movimiento mecánico a la estimulación neuronal 
(eléctrica)  se va a producir en el órgano de Corti. En el existen dos 
tipos de células ciliadas.  
Las células ciliadas externas (CCE) tienen una función activa ya que se 
encargan de la selectividad frecuencial fina, y de la modulación de la 
intensidad del sonido. A esta función activa se la conoce también como 
amplificador coclear y aumenta el movimiento de la membrana basilar 
unas 100 veces (40dBs). Existen unas 12000 CCE en el ser humano y se 
distribuyen de tres en tres en forma de triángulo como muestra la 
Figura 1-7. Las células ciliadas internas (CCI),  al entrar en contacto 
con la membrana tectoria, se produce la torsión de los estereocilios 
provocan la despolarización de la célula. De esta manera se activan las 
neuronas que tienen en su base liberando un neurotransmisor llamado 
glutamato. El ser humano tiene unas 3500 CCI. 




Figura 1-7: Órgano de Corti: 1-Células ciliadas internas; 2-Células ciliadas externas; 3-Túnel de 
Corti; 4-Membrana basilar; 5-Habénula perforada ; 6-Neuronas; 7-Células de soporte; 8-Espacio 
de Nuel; 9-Células de Henssen; 10-Espira interna (Pujol & Association, 2010). 
Para entender sencillamente este fenómeno, lo ideal es pensar en un 
piano pero a la inversa. En vez de pulsar una tecla y hacer vibrar una 
cuerda produciendo un sonido, aquí el sonido produce un movimiento 
(membrana basilar) que acaba pulsando una tecla (CCI). 
 
Figura 1-8: Mecanismo de transmisión. 
 1.2   Nervio auditivo 
El nervio auditivo es el encargado de enviar la información a las áreas 
del cerebro dedicadas a la percepción, procesamiento de la información 
y de la integración del mensaje. Durante todo el camino que realiza el 
estímulo a través del nervio se producen una serie de procesamientos e 
intercambios de información binaural encaminados por ejemplo a: 
- Localización espacial 













Figura 1-9: Vista del nervio auditivo (VIII Para craneal) (Pujol & Association, 2010). 
El nervio auditivo humano cuenta con unas 30000 fibras y como puede 
verse en la Figura 1-9 pasa por diferentes zonas del cerebro en su 
camino hacia la corteza cerebral. Además de la vía aferente (o 
ascendente) hay una vía eferente que sirve como mecanismo de control 
de cada una de las partes de la vía. Este camino tiene varias  
estructuras neuronales las cuales han de ser conocidas: 
- Núcleos cocleares: se encuentra en la salida del VII par craneal 
hacia el cerebro, se compone de neuronas de tipo I y II. 
- Complejo olivar superior: se encuentra en el tronco cerebral, es la 
estructura encargada sobretodo de la comparación de los 
estímulos binaurales y detectar las diferencias interaurales. 
- Colículo  inferior: el colículo superior y el inferior se encuentran 
a medio camino hacia la corteza cerebral y su labor es canalizar 
la información que viene tanto del oído contralateral como del 
ipsilateral. Su función tiene que ver con las diferencias de 
intensidad de ambos oídos. 
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- Núcleo medial geniculado: se encuentra en la superficie del 
tálamo y se encarga de extraer las características relevantes de 
los sonidos. 
- Corteza cerebral: En la corteza cerebral existen dos áreas, el 
área primaria (A1) y se sitúa en el lóbulo temporal en lo que se 
llama el área 41 de Brodman y el área secundaria (A2), área 42 
de Brodman. El A1 según la bibligrafía está directamente 
relacionada con el análisis frecuencial del mesaje auditivo, sus 
neuronas se distribuyen de forma tonotópica al igual que vimos 
en la cóclea. Sin embargo el A2 parece tener más importancia en 
el análisis del lenguaje en el ser humano y de las vocalizaciones 
de otros animales. 
Como ya se comentó en la introducción, este trabajo tiene como objetivo 
aportar una visión general del modelado del sistema auditivo mediante 
técnicas conocidas por el Ingeniero de Telecomunicaciones. Los procesos 
que se llevan a cabo en el nervio auditivo exceden estos conocimientos 
ya que utilizan redes neuronales y procesos avanzados de las ciencias 
computacionales, sin embargo en el libro (Meddis, 2010) puede 
encontrarse amplia información  de cómo se modelan estas estructuras. 
Como resumen de esta parte puede verse en la siguiente figura un 
esquema que puede encontrarse en varias de las referencias de este 
trabajo y que expresa muy bien las relaciones entre las diferentes 
partes del sistema. 
 
Figura 1-10: Esquema general del sistema auditivo, basado en diferentes autores. 
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 2 Modelos 
electroacústicos 
Para entender mejor el sistema auditivo, éste puede verse como un 
conjunto de transductores acústico-mecánicos y mecánico-eléctricos. Al 
igual que se hace en el estudio y diseño de transductores (micrófonos y 
altavoces), se puede recurrir a las analogías electroacústicas (Leach, 
2003) para poder estudiar cómo se comportan las estructuras del oído. 
Como vista general se pude prever que el circuito análogo resultante de 
todo el oído será de la siguiente forma: 
 
Figura 2-1: Ejemplo de modelo electroacústico completo del sistema auditivo extraído de 
(Zimatore, Cavagnaro, Giuliani, & Colosimo, 2008) 
Consecuentemente en este apartado se presentarán diferentes modelos 
del sistema auditivo, en su mayoría del oído medio. En el Anexo A 
canal auditivo oído medio cóclea 
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puede encontrarse una breve introducción a estas analogías las cuales 
se utilizarán a lo largo del capítulo. 
 
Figura 2-2: Modelo simple del oído externo y medio, extraído de (Talmadge, Tubis, Long, & 
Piskorski, 1998). 
 2.1 Modelos electroacústicos del oído externo 
Como hemos podido observar en el capítulo 0, el oído externo consta de 
la oreja (pinna) y el CAE (Conducto Auditivo Externo). El sonido que se 
propaga por el aire tiene que pasar por estas cavidades para llegar al 
tímpano. 
Para realizar un modelo electroacústico tenemos que conocer las 
dimensiones de las cavidades. 
 
Figura 2-3: Basado en el modelo de (Giguère & Woodland, 1994), se representa la incidencia del 
sonido desde el pabellón auditivo hasta el tímpano. 
Partiendo del modelo de (Giguère & Woodland, 1994) podemos 
encontrar dos etapas diferentes en la propagación del sonido, la 
primera la del pabellón auditivo, y después el recorrido de la onda 
sonora a través del CAE. 




Figura 2-4: Circuito análogo correspondiente al modelo de (Giguère & Woodland, 1994). 
En este modelo se asume el efecto de la cabeza y el torso como un 
obstáculo, modelado como una esfera de radio    en cuya superficie se 
encuentra un pequeño orificio. Este orificio será equivalente a la 
superficie efectiva de la concha. En esta primera etapa pueden verse 
dos fuentes de tensión (        que modelan la presión incidente en 
campo libre2, y en serie con cada uno la impedancia debida a la cabeza 
y el torso que se obtiene de: 
    
    
     
          
  
    
 ( 2.1 ) 
Siendo   la densidad del aire y   la velocidad del sonido. 
Cómo hemos dicho estas fuentes se encuentran en serie con   y   . 
Estos elementos colocados en paralelo forman la impedancia acústica 
de la oreja, como un hipotético pistón rígido, es por esto que dichos 
elementos atienden a estas otras expresiones dependientes del radio de 
la concha (    . 
    
    
      
          
  
    
  ( 2.2 ) 
Las dos etapas siguientes tienen una configuración similar, son la de la 
concha y la del canal auditivo. En ambos casos se encuentra divido en 
un número   de segmentos compuestos cada uno de una línea de 
transmisión tipo   
                                            
2 Esta forma de tratar la presión incidente como dos fuentes en paralelo, se recoge en 
(B. B. Bauer, 1967), el cual propone los circuitos análogos correspondientes a ondas 
planas incidiendo en micrófonos. Concretamente en este caso toma la analogía de un 
pistón colocado al final de un tubo. 




Figura 2-5: Detalle del circuito análogo del oído externo 
En la Figura 2-5 se puede ver esta configuración en el caso concreto de 
la concha ya que se encuentran todos los elementos con el subíndice    
sin embargo las ecuaciones en el canal seguirán esta misma 
configuración pero con diferentes subíndices      y sus variables harán 
referencia a las dimensiones del CAE. 
     √
   
   
              ( 2.3 ) 
     
  
    
 
  
             
    
 
    
          
    
   
  ( 2.4 ) 
     √
   
   
              ( 2.5 ) 
     
  
    
 
  
             
    
 
    
          
    
   
  ( 2.6 ) 
La diferencia de potencial         que se muestra al final del circuito 
en la Figura 2-4 será  análoga a la presión incidente a nivel de tímpano. 
En (Thejane, Nelwamondo, Smit, & Marwala, 2012), se estudia la 
relación entre la cantidad de segmentos y los valores de radio utilizados 
y la respuesta en frecuencia del circuito. De esta publicación se deduce 
que el utilizar un mayor número de segmentos afectará a la primera 
frecuencia de resonancia mientras que un número menor afectará a la 
distribución de las sucesivas frecuencias naturales. 
Además de este modelo en etapas puede verse el canal auditivo 
directamente como una línea de transmisión (B. B. Bauer, Rosenheck, 
& Abbagnaro, 1967). 
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En aplicaciones electroacústicas se utilizan simuladores de oído de 
diferentes tipos y con distintos objetivos, sin embargo estos simuladores 
están normalizados atendiendo a impedancias específicas derivadas de 
modelos del oído externo como es el caso de:  
 IEC 60318: Electroacústica: simuladores de cabeza y oído 
humanos.  
 IEC 60711: Simulador de oído cerrado, para la medida de los 
auriculares acoplados al oído por medio de elementos 
introducidos en el mismo.  
 
Figura 2-6: Modelo de parámetros extraído de las hojas técnicas del Ear Simulator RA0039 de 
G.R.A.S.S. Sound & Vibrations 
En (Voss, Rosowski, Merchant, & Peake, 2000) se utiliza este tipo de 
modelado para comprobar como las diferencias en el oído externo y 
medio pueden afectar a la presión generada por diferentes auriculares 
de medida en pruebas auditivas. 
 2.2 Modelos electroacústicos del oído medio  
Continuando con el modelado mediante circuitos análogos veremos que 
el oído medio es la parte del sistema más interesante debido al a la 
mecánica de sus partes y a la función de adaptador de impedancias 
entre el medio aire y medio líquido que ya se comentó en el apartado 
1.1.2. 
Basándose en analogías electroacústicas, (Zwislocki, 1962) propuso un 
completo modelo del oído medio. Los parámetros de cada parte se 
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fijaron en base a datos de las dimensiones de las cavidades, masa de 
huesecillos y teniendo en cuenta también datos experimentales. 
Además incorporó modelos de oídos patológicos como por ejemplo uno 
con fijación del estribo debida a una otoesclerosis3.  
 
Figura 2-7: Circuito eléctrico análogo de un oído normal 
En el circuito análogo pueden distinguirse distintas partes, la primera 
etapa en la que aparecen tres ramas con elementos en paralelo está 
modelando las cavidades del oído medio. En la primera rama 
encontramos una  inducción    y una resistencia    que modelan la 
impedancia debida al estrecho conducto que comunica la cavidad 
timpánica con el resto de cavidades, y la compliancia    modela el aire 
contenido en las celdillas mastoideas. En la segunda rama tenemos una 
resistencia    que modela la absorción de las paredes de la cavidad 
timpánica y finalmente en la tercera rama    modela la compliancia de 
todas las cavidades del oído medio  
La compliancia de estas cavidades puede deducirse de las siguientes 
fórmulas. 
       ⁄  
( 2.7 ) 
       
  
    ⁄             
   ( 2.8 ) 
                                            
3 Patología del oído medio que describe una condición de rigidez de la cadena de 
huesecillos del oído medio que lleva a una fijación e inmovilidad de uno de ellos, el 
estribo, el cual debería moverse sin restricciones para realizar la transmisión 
adecuada de los sonidos percibidos hacia el oído interno. 
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La siguiente etapa está compuesta por 2 partes en paralelo, una 
impedancia formada por   ,    y    modelan el efecto del martillo y el 
conjunto de ligamentos y músculos que hacen que el tímpano esté 
tenso, y por otra parte una impedancia compuesta de varios elementos 
capacitivos que trata de modelar la membrana timpánica. Esta forma 
de modelar el tímpano sugiere que el tímpano a baja frecuencia se 
comportará favoreciendo la línea de transmisión entre las dos etapas, 
pero a alta frecuencia se hará efectiva su masa.  
La siguiente parte del circuito se compone de dos ramas en paralelo al 
resto del circuito, una de ellas modela la conjunción incudo-maleolar, y 
la otra el efecto del estapedio y de la impedancia de la ventana oval a 
su entrada a la cóclea. La ausencia de la rama en la que se encuentran 
      y    fue propuesta por como modelo de un oído con otosclerosis, ya 
que de esta manera quedaría como un circuito abierto y no habría 
transmisión a la cóclea. Además propuso también la ausencia de ambas 
ramas como modelo de un oído con pérdida o dislocación de los 
huesecillos. 
Más tarde (Kringlebotn, 1988) propuso su propio modelo: 
 
Figura 2-8: Circuito análogo de (Kringlebotn, 1988), los valores de los parámetros se encuentran 
en unidades cgs.  
En la  Figura 2-8 Los subíndices corresponden a: 
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 t: cavidad timpánica  
 a: antro y celdas mastoideas  
 s: suspensión del tímpano 
 d: membrana   
 r: tímpano  
 
 o: huesecillos  
  m:articulación incudo-
maleolar 
 i: articulación incudo-
estapedial   
  c: complejo coclear 
incluyendo estapedio y 
ventanas 
 
Como puede apreciarse en la figura, el modelo posee prácticamente las 
mismas etapas que en el modelo de (Zwislocki, 1962), a excepción de la 
inclusión de la suspensión del tímpano como parte relevante del 
modelo. 
En el documento (Le Henaff, Elliott, & Maury, 2003) se profundiza en 
este modelo con el objetivo de incluirlo en un modelo sobre la onda 
viajera a lo largo de la cóclea, describiendo y simplificando el modelo 
 
Figura 2-9: Simplificación del circuito análogo del de Kringlebotn 
 
   
    
     
    
    
     
 ( 2.9 ) 
       ;         ;        ( 2.10 ) 
En el diagrama de bloques las velocidades volumétricas    y    
corresponden a las velocidades volumétricas del tímpano y del 
estapedio, al igual que las presiones     y     corresponden a la presión 
a nivel de tímpano y a la presión en la ventana oval. 
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Si transformamos el circuito análogo en un cuadripolo tenemos la 
expresión: 
[
   
   
]  [
              
              
] [
   
   
] ( 2.11 ) 
En la que cada uno de sus componentes corresponde a: 
        [       
        




] ( 2.12 ) 
        [
              
  
]     ( 2.13 ) 
        [
        
     
]     ( 2.14 ) 
        [
     
  
] ( 2.15 ) 
Una vez hecho esto puede comprobarse si se cumple la propiedad de 
reciprocidad entre los tres modelos (el de oído externo, el medio y el 
interno), como puede verse en el documento (Le Henaff et al., 2003) 
antes citado. 
A lo largo del tiempo  han aparecido cierta cantidad de trabajos 
modelando el sistema auditivo utilizando analogías electroacústicas 
como el de (Giguère & Woodland, 1994) que modelan el oído externo, 
medio e interno o (Goode, Killion, Nakamura, & Nishihara, 1994) que 
utiliza un modelo que llaman SKEAR que mejoran en base a nuevos 
hallazgos científicos. Por otra parte (Pascal, Bourgeade, Lagier, & 
Legros, 1998), utilizando una modificación del modelo de (Zwislocki, 
1962), estudian la analogía del efecto del reflejo estapedial y su 
respuesta no lineal en la transmisión del sonido a través del oído 
medio. Más reciente es la aportación de (O’Connor & Puria, 2008). 




Figura 2-10: Circuito análogo del oído medio propuesto por (O’Connor & Puria, 2008). 
En este artículo se realiza un modelo previamente realizado para el 
oído del gato. Es interesante para el presente trabajo ya que en la 
Figura 2-10 se muestra de forma muy entendible todo el sistema 
acústico mecánico describiendo cada una de sus partes. Por otra parte, 
en Figura 2-11 vemos el circuito equivalente tipo impedancia resultado 
de eliminar los transformadores. 
 
Figura 2-11: Circuito equivalente tipo impedancia después de quitar los  
En las ecuaciones puede verse cómo los elementos del circuito son 
modificados para crear un circuito tipo impedancia sin 
Vista General del Modelado del Sistema Auditivo 27 
 
 
transformadores, éste tipo de transformación es muy común en el 
estudio de transductores acústicos. 
 2.3 Modelos electroacústicos del oído interno 
El modelado del oído interno es altamente complejo, está compuesto de 
diferentes estructuras y parte de su respuesta tiene una componente 
lineal y otra no lineal. La parte mecánica de la cóclea será vista con 
detalle en el capítulo 0, explicando las ecuaciones de onda que 
gobiernan la macromecánica y micromecánica cocleares.  Debido a esto 
su modelado mediante analogías electroacústicas se ve limitado. 
Algunos modelos basados en analogías finalmente han de ser resueltos 
mediante métodos numéricos con lo que serán vistos en el apartado 4.3 
de modelos biofísicos con más detenimiento, no obstante se reseñarán 
algunos ejemplos para entender mejor el funcionamiento de esta parte 
del sistema auditivo usando éste tipo de modelos. 
Del antes citado (Giguère & Woodland, 1994) podemos extraer un 
circuito análogo de la membrana basilar en el cual ésta se encuentra 
discretizada en   porciones 
 
Figura 2-12: Circuito análogo de la cóclea extraído de (Giguère & Woodland, 1994). 
Este modelo en una dimensión (1-D) de la línea de transmisión a lo 
largo de la cóclea está modelado con una serie de elementos en paralelo. 
  
       son fuentes de voltaje relativas a la respuesta de las células 
ciliadas externas, mientas que       es análoga a la presión entre la 
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escala vestibular y la escala timpánica e       se refiere a la velocidad 
transversal. En relación a la frecuencia el incremento de   se define 
como: 
 
   
 
     
     (
         
         
)
   
 
(2.16 ) 
Aquí    se refiere a la frecuencia característica de resonancia de la 
membrana basilar y    a la frecuencia fundamental. 
Sobre los elementos de cada rama tenemos que     representa la masa 
acústica de los fluidos en las escalas timpánica y vestibular. 
     
     
       
 ( 2.17 ) 
El resto de elementos representan la impedancia en un punto concreto 
de la membrana basilar, utilizando variables y constantes espaciales 
para poder definirlos, siendo    la masa acústica de la porción 
transversal de la membrana basila,       la anchura y   
   el factor de 
calidad del circuito resonante. 
    
  
         
            
 
        




  ( 2.18 ) 
En la zona más apical de la cóclea, se encuentra el helicotrema, el cuál 
es modelado mediante: 
    ∫
   
     
 
       
   ( 2.19 ) 
Una vez hemos modelado la membrana basilar (MB) existen otras dos 
estructuras que hemos de modelar por su importancia en la respuesta 
del oído. Como hemos visto en el capítulo sobre el oído parece ser que 
las células ciliadas externas (CCE) son capaces de modular la amplitud 
de la membrana basilar haciendo que su respuesta sea no lineal (Cohen 
& Furst, 2004; Strelioff, Flock, & Minser, 1985). 
A grandes rasgos las CCE en el modelo de (Giguère & Woodland, 1994) 
en el que estamos profundizando se modelan con la fuente de voltaje: 
Vista General del Modelado del Sistema Auditivo 29 
 
 
   
          (
    
     |     |
)       ( 2.20 ) 
Donde   es un factor de ganancia entre 0 y 1, y      es el 
desplazamiento a nivel de partícula de la MB. Por otra parte      es 
una constante que se identifica con el desplazamiento de media 
saturación en el punto de no-linealidad. 
Las diferentes combinaciones de    y   
       dan lugar a una 
resistencia que es variable en el tiempo en función del desplazamiento 
de la MB,   
      . 
En cuanto a las células ciliadas internas (CCI) estás transducen el 
movimiento de la membrana basilar en una excitación neuronal. 
 
Figura 2-13: Modelo de células ciliadas internas (CCI) basado en (Meddis, 1988).  
En la Figura 2-13 puede verse el modelo de CCI basado en (Meddis, 
1988) en él se distinguen tres partes las cuales tienen que ver con el 
proceso de despolarización de la célula en el órgano de Corti. La célula 
pasa por tres estadios, la liberación del neurotransmisor, la 
despolarización, y el re-almacenamiento del transmisor. Esta es quizá 
la parte que precisa de mayor abstracción dentro del modelo. 




Figura 2-14: Esquema del órgano de Corti en (Le Henaff et al., 2003). 
En la Figura 2-14 podemos ver de forma esquemática la parte mecánica 
del órgano de Corti en el que están representadas tanto la membrana 
basilar como la membrana tectoria. Este tipo de modelos serán vistos 
en el apartado 3.2 Mecánica coclear II: Micromecánica con más 
detenimiento. 
Una reciente aportación propone un modelo mediante el método de 
analogías incluyendo únicamente las células ciliadas internas (CCI), el 
cual en la Figura 2-15 muestra claramente cada parte del modelo. 
 
Figura 2-15: Modelo análogo de las CCI (Lopez-Poveda & Eustaquio-Martín, 2006). 
Las partes del circuito análogo representan: 
    =Potencial endococlear;  
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    y    = Resistencia del epitelio  
    y    = Capacidades de lal porciones apicales y basales de la 
membrana de la célula respectivamente. 
    = Conductancia de la porción apical de la membrane de la 
célula.  
     y     = Conducción rápida y lenta de K+ basolateral. 
     y     = potencial inverso de la conducción rápida y lenta de 
K+ basolateral. 
   = Stereocilia displacement.  
   = potencial intracelular de la CCI. 
     = Extracellular potential.  
    = potencial de la membrana; definido como la dpp entre   
      . 
En todo caso en los modelos biofísicos del próximo capítulo se podrá 
observar con más detalle como el oído interno puede ser modelado 
matemáticamente y simulado por medio de métodos numéricos. 
 2.4 Simulación en LTSPICE   
LTSPice es un software de simulación de circuitos electrónicos 
desarrollado por la empresa Linear Technologies Corporation y 
disponible para su descarga en: 
 http://www.linear.com/designtools/software/ . 
Este software es muy sencillo y útil para la realización de simulaciones 
de los circuitos antes citados. Para el presente trabajo hemos realizado 
como ejemplo el circuito de (Kringlebotn, 1988) de oído medio. 
 
Figura 2-16: Circuito realizado en LTSpice del modelo de (Kringlebotn, 1988). 
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El software es muy intuitivo, y siguiendo los siguientes pasos se puede 
obtener un resultado rápidamente: 
1. Se dibuja el circuito con los componentes que hay en la barra de 
herramientas, generalmente LCR y alguna fuente de corriente o 
de voltaje. 
2. Se interconectan los componentes y se coloca una masa (tierra). 
3. Se da valores y nombres a todos los componentes, es importante 
poner correctamente todas las unidades. 
4. Se simula la respuesta del circuito en el menú “Simulate” y el 
comando RUN. 
5. Si algún componente presenta algún fallo, éste aparecerá en una 
lista para corregirse. 
6. Se elige el tipo de simulación que se quiere realizar, ya sea en 
dominio de tiempo o frecuencia y se sitúa el cursor en el nodo a 
medir. 
2.4.1 Resultados de las simulaciones 
Como parte del presente trabajo se realizan los circuitos análogos de 
(Kringlebotn, 1988) y de  (Pascal, Bourgeade, Lagier, & Legros, 1998) 
ambos del oído medio. Del primero (Kringlebotn, 1988), se implementa 
el modelo exactamente con los parámetros que se establecen en el 
artículo. 




Figura 2-17: a) Simulación mediante LTSpice de la respuesta del modelo de O.Medio de 
(Kringlebotn, 1988). b) Resultados extraídos de (Kringlebotn, 1988). 
Como puede verse en la Figura 2-17 los resultados mediante LTSpice 
son prácticamente idénticos a los que se exponen en el artículo tanto en 
magnitud como en fase.  
 
Figura 2-18: circuito análogo del O. medio basado en (Pascal, Bourgeade, Lagier, & Legros, 
1998). 
Del modelo de (Pascal, Bourgeade, Lagier, & Legros, 1998) se realiza 
también el modelo eliminando la parte que se refiere al reflejo 
estapedial. 




Figura 2-19: Simulación mediante LTSpice de la respuesta del modelo de O.Medio de (Pascal, 
Bourgeade, Lagier, & Legros, 1998) (Pascal, Bourgeade, Lagier, & Legros, 1998). 
Al igual que en el anterior modelo los resultados son idénticos. 
Para un mejor aprovechamiento de esta herramienta hemos realizado 
la modificación propuesta por Zwislocki para la respuesta de un oído 
con otosclerosis pero con el modelo de (Pascal, Bourgeade, Lagier, & 
Legros, 1998) 
 
Figura 2-20: a) Respuesta del Circuito simulando otosclerosis b) Circuito de oído con 
otoesclerosis (Zwislocki, 1962) y (Pascal, Bourgeade, Lagier, & Legros, 1998). 
Aunque no se tienen datos experimentales de esta modificación, 
sabemos que la otosclerosis produce una disminución de la respuesta en 
baja frecuencia debido al aumento de la reactancia. 




Figura 2-21: Función de transferencia que simula  la velocidad del estribo en un oído normal y 
en un oído con otosclerosis utilizando circuito análogo. 
En la Figura 2-21 puede verse la respuesta de la velocidad del estribo 
en ambos casos, en el caso del circuito completo, y en la modificación 
basada en el circuito de Zwislocki, dejando en circuito abierto la 
impedancia debida al estapedio y a la entrada de la cóclea. El resultado 
vuelve a ser coherente con los efectos de la patología. 
 
Referencias  
Bauer, B. B., Rosenheck, A. J., & Abbagnaro, L. A. (1967). External‐Ear replica for 
acoustical testing. The Journal of the Acoustical Society of America, 42(1), 204-
207.  
Bauer, B. B. (1967). On the equivalent circuit of a plane wave confronting an 
acoustical device. The Journal of the Acoustical Society of America, 42(5), 1095-
1097.  
Cohen, A., & Furst, M. (2004). Integration of outer hair cell activity in a one-
dimensional cochlear model. The Journal of the Acoustical Society of America, 
115, 2185.  
Giguère, C., & Woodland, P. C. (1994). A computational model of the auditory 
periphery for speech and hearing research. I. ascending path. The Journal of 
the Acoustical Society of America, 95, 331.  
Goode, R. L., Killion, M., Nakamura, K., & Nishihara, S. (1994). New knowledge 
about the function of the human middle ear: Development of an improved 
analog model. AMERICAN JOURNAL OF OTOLOGY-NEW YORK-, 15, 145-
145.  
Kringlebotn, M. (1988). Network model for the human middle ear. Scandinavian 
Audiology, 17(2), 75-85.  
36 Modelos electroacústicos 
 
 
Le Henaff, B., Elliott, S. J., & Maury, C. (2003). Modelling wave propagation in the 
cochlea (ISVR Technical Memorandum Nº 925 ed.) University of Southampton, 
Institute of Sound and Vibration Research.  
Leach, W. M. (2003). Introduction to electroacoustics and audio amplifier design 
Kendall/Hunt.  
Lopez-Poveda, E. A., & Eustaquio-Martín, A. (2006). A biophysical model of the inner 
hair cell: The contribution of potassium currents to peripheral auditory 
compression. JARO-Journal of the Association for Research in Otolaryngology, 
7(3), 218-235.  
Meddis, R. (1988). Simulation of auditory–neural transduction: Further studies. The 
Journal of the Acoustical Society of America, 83, 1056.  
O’Connor, K. N., & Puria, S. (2008). Middle-ear circuit model parameters based on a 
population of human ears The Journal of the Acoustical Society of America, 
123(1), 197.  
Pascal, J., Bourgeade, A., Lagier, M., & Legros, C. (1998). Linear and nonlinear model 
of the human middle ear. The Journal of the Acoustical Society of America, 104, 
1509.  
Strelioff, D., Flock, Å., & Minser, K. E. (1985). Role of inner and outer hair cells in 
mechanical frequency selectivity of the cochlea Hearing Research, 18(2), 169-
175.  
Talmadge, C. L., Tubis, A., Long, G. R., & Piskorski, P. (1998). Modeling otoacoustic 
emission and hearing threshold fine structures. The Journal of the Acoustical 
Society of America, 104, 1517.  
Thejane, T., Nelwamondo, F., Smit, J. E., & Marwala, T. (2012). Influence of the 
auditory canal number of segments and radius variation on the outer ear 
frequency response. Biomedical and Health Informatics (BHI), 2012 IEEE-
EMBS International Conference on, pp. 384-387.  
Voss, S. E., Rosowski, J. J., Merchant, S. N., & Peake, W. T. (2000). Acoustic 
responses of the human middle ear Hearing Research, 150(1-2), 43-69.  
Zimatore, G., Cavagnaro, M., Giuliani, A., & Colosimo, A. (2008). Human acoustic 
fingerprints. Biophysics and Bioengineering Letters, 1(2)  
Zwislocki, J. (1962). Analysis of the middle-ear function. part I: Input impedance The 
Journal of the Acoustical Society of America, 34(9B), 1514.  
 




 3 Modelado 
mecánico de la 
cóclea 
El oído interno es la parte del oído más compleja en cuanto a su 
modelado mecánico.  
Para obtener datos de cómo se comporta esta estructura se han de 
utilizar métodos en su mayoría invasivos: 
 Estroboscopia (Richter & Dallos, 2003; Von Békésy & Wever, 
1960) 
 Velocímetro de Mossbauer (Johnstone & Boyle, 1967; Ruggero & 
Rich, 1991; Sellick, Patuzzi, & Johnstone, 1982) 
 Interferómetro Laser (Khanna & Leonard, 1986; Nuttall, Dolan, 
& Avinash, 1991; Ruggero, Rich, Recio, Narayan, & Robles, 
1997) 
 Tomografía de coherencia óptica (analizador mecánico de 
espectro)(Wong et al., 2004). 
Para analizar la cóclea además se han de imponer las siguientes 
premisas: 
1. La cóclea se analiza desenrollada, su curvatura no es 
importante. 
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2. El efecto dinámico de la membrana de Reissner es 
despreciable. 
3. El área total de los laberintos membranoso y óseo, sobre y 
bajo la membrana basilar (MB), es el mismo a lo largo de la 
cóclea. 
Sobre la mecánica coclear existe entre la bibliografía una referencia 
reseñable (Boer, 1996) para entender cómo se modela la mecánica 
coclear. De hecho en esta publicación hace referencia a muchos modelos 
anteriores como los de (Allen, 1977),(Mammano & Nobili, 1993; S. T. 
Neely, 1985; Nobili & Mammano, 1996) y (Geisler, 1986) entre otros. 
No obstante, muy recientemente puede encontrarse el libro (Duifhuis, 
2012) el cual habla en profundidad sobre este tema, desde los primeros 
modelos de los años 50 hasta la actualidad. 
 3.1 Mecánica coclear I: Macromecánica 
(aproximación lineal) 
Para modelar el comportamiento lineal de la cóclea vamos a tener en 
cuenta: 
 El movimiento entre las cavidades y la distribución de la 
presión y velocidad en todos los puntos. 
 La respuesta dinámica de la cóclea. 
Hemos de tener en cuenta que el interior de la rampa timpánica y la 
rampa vestibular (laberinto óseo)  se encuentra relleno de un fluido, la 
perilinfa, el cual tiene una densidad     de          y su módulo de 
compresibilidad4     es de           , con lo que la velocidad de 
propagación: 
       √
 
 
          ( 3.1 ) 
 
                                            
4 El módulo de compresibilidad, también llamado módulo de Bulk (B o K) de un 
material mide su resistencia a la compresión uniforme y, por tanto, indica el aumento 
de presión requerido para causar una disminución unitaria de volumen dada. 
Vista General del Modelado del Sistema Auditivo 39 
 
 
Por otra parte sabemos que sobre la MB se encuentra el órgano de 
Corti, el cual se va a considerar en este primer acercamiento como una 
entidad. En multitud de publicaciones es llamado CP (cochlear 
partition), y de ahora en adelante utilizaremos estas siglas en inglés 
para referirnos a cada partición de la MB incluido el efecto del órgano 
de Corti. 
 
Figura 3-1: Esquema de la cóclea con vista detalle de partición coclear (CP) extraído de (Le 
Henaff, Elliott, & Maury, 2003). 
Como se ha comentado anteriormente en el interior de la cóclea aparece 
una onda viajera, ésta se debe a que la presión se divide en dos 
componentes, la simétrica      y la antisimétrica     , la suma de 
ambas dará la presión total: 
         ( 3.2 ) 
                           ( 3.3 ) 
De la ecuación ( 3.3) deducimos que la presión en el eje   (perpendicular 
a MB) es igual en ambas componentes. A partir de ahora trataremos 
solamente la componente     pues es la verdadera onda ya que es 
asimétrica entre los dos canales (rampa timpánica y rampa vestibular), 
y será llamada solamente  . 
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Como vamos a considerar el modelo como una estructura mecánica 
lineal ésta puede ser caracterizada por una impedancia acústica: 
                √     




     ( 3.4 ) 
La impedancia          está constituida por: 
 Masa     : es la masa del órgano de Corti por unidad de área, se 
toma como una constante independiente de   y proporcional a  . 
 Rigidez: Debido a que la rigidez es máxima a nivel de la 
membrana oval y que decrece con la distancia  , se modela como 
   
    siendo equivalente a una reactancia negativa. Es 
inversamente proporcional a  . 
 Resistencia: es la parte real de la impedancia, relacionada con la 
energía que se disipa en la cóclea. Se considera que no existe 
viscosidad y varía con la distancia a razón de  
   
   
 
Figura 3-2: Patrón del movimiento instantáneo de la onda viajera a) Patrón del movimiento de 
la onda viajera,  b) onda viajera en la membrana basilar (OpenLearn, 2013). 
Como todo sistema resonante existe una frecuencia a la que las 
reactancias debidas a la masa y a la rigidez son iguales y de sentido 
contrario esto es: 




   
  ( 3.5 ) 




Figura 3-3: Vista esquematizada de las cavidades de la cóclea desenrollada en 3-D. 
Para el desarrollo de las ecuaciones que gobiernan el movimiento en el 
interior de la cóclea se ha de contar con que todas las variables son 
funciones complejas dependientes de     y  . La velocidad transversal 
del fluido por la ley de conservación de masa-fluido será el vector  ⃗ con 
componentes            en las tres dimensiones. Ya que el fluido es 
incompresible su divergencia es 0. 
     ⃗  
   
  
 
   
  
 
   
  
   (3.6) 
Siguiendo la segunda ley de Newton tenemos que: 
      ⃗        ⃗ (3.7) 
Donde   es el vector de la presión cuyo laplaciano es igual a 0; 
   ⃗  
    
   
 
    
   
 
    
   
   (3.8) 
Una vez tenemos estas expresiones podemos resolver el laplaciano con 








Como se trata de un fluido incompresible, un cambio de volumen debe 
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Donde   es el tamaño de la sección transversal y   la anchura de la 
MB.  
La impedancia de la MB también puede expresarse en función del 
movimiento de sabiendo que      será la masa,  (x) será la rigidez y 
     será la resistencia por unidad de longitud. (Sondhi, 1981). 
     
   
   
     
  
  
           (3.11) 
Existen dos simplificaciones particulares sobre la hidromecánica 
coclear y que veremos a continuación. Éstas son la simplificación a dos 
dimensiones (  y  ) también llamadas short-waves (Siebert, 1974) y en 
una dimensión, también llamadas long-waves (Zwislocki-Moscicki, 
1948). 
3.1.1 Long-Waves modelado en 1-D 
Para realizar la simplificación ignoramos la influencia de la dimensión 
  asumiendo que la componente vertical de la velocidad          decrece 
teniendo su valor máximo en     y mínimo en las paredes. Por otra 
parte despreciamos también la dimensión   asumiendo que la velocidad 
de la membrana basilar        es constante en toda su anchura, y su 
altura   también puede considerarse constante. Esto implica que 
   
   
⁄  también será constante. Con lo que las expresiones se reducen 
a: 
               
     
 
                 (3.12) 
Condición de frontera es: 
     
   
   
           (3.13) 
La ecuación presión obtenida de las ecuaciones anteriores es: 
 
   
   
 
    
 
                    
(3.14) 
 
   
   
 
    
    
                      (3.15) 
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Sin olvidar que     es en realidad          ya que depende de la 
frecuencia y la dimensión  . 
Para analizar las frecuencias propias del sistema asumimos una 
presión de la forma         
     donde    es una constante y   es el 
número de onda y asumimos que donde      varía con el espacio        
lo hará de la misma manera, obteniendo: 
 
  
    
 
   
   
 (3.16) 
Esta expresión se referiría a la impedancia particular del fluido en cada 
canal. 
De esta manera refiriéndonos a una presión de la forma antes 
comentada y para el caso de una sola dimensión, el número de onda y 
por tanto las frecuencias propias se obtendrán de las soluciones 
positivas de: 
    
     
    
 (3.17) 
Para el estudio de short-waves en dos dimensiones es interesante 
destacar la variable que de Boer llama      la cual es dependiente del 
número de onda. 
      
 
   
 (3.18) 
Esta variable la compararemos en los tres modelos dimensionales más 
adelante. 




Figura 3-4: Respuesta de la velocidad de la membrana basilar a diferentes frecuencias. Figura 
realizada usando MATLAB con la función de ejemplo del modelo de (Geisler, 1986) como banco 
de filtros. 
 
3.1.2 Short-waves modelado en 2-D y 3-D 
Continuando con lo expuesto en (Boer, 1996), después de conocer cómo 
se desarrolla el modelo en longwaves podemos ahora obtener cómo se 
desarrolla la presión en la coordenada  . La llamaremos   . 
 
       
   
         
(3.19) 
De esta ecuación obtenemos dos soluciones de  ,        y       . La 
combinación lineal de ambas ha de complacer la condición de que la 
componente vertical de la velocidad debe ser cero, con lo que: 
       
          
      
                 (3.20) 
Y la presión        se obtiene de la integral en   usando      
∫          
 
  
   como una serie truncada de Fourier de coeficientes 
desconocidos de     .  
        ∫     
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A esta ecuación se le atribuyó el nombre de ecuación de Siebert debido a 
que su desarrollo está recogido en el trabajo (Siebert, 1974) de dicho 
autor. 
Al igual que en el caso de longwaves podemos separar el factor      
      
 
         
 (3.23) 
Ahora la podemos aplicar en la ecuación de Siebert: 
                ∫
    
    




Esta ecuación será la misma que se utilizará en el caso de tres 
dimensiones. Por otra parte la relación 
    
    
      será la transformada 
inversa de Fourier de la velocidad de la MB       . Para el caso de 
shortwaves no es posible resolver analíticamente la ecuación con lo que 
se recurre a los métodos numéricos que se verán en el próximo capítulo. 
El modelado en 3-D resulta más complicado que el de dos dimensiones, 
pero se realiza recurriendo a la ecuación (3.24) pero utilizando un      
diferente: 
       
 
      
 (3.25) 
Donde      es el efecto de la altura del canal o visto de otra forma, al 
área de la sección transversal del canal entre la anchura de la MB. 
Si comparamos los resultados que se obtienen en los resultados de 
longwaves y shortwaves, puede verse en la figura  
3.1.3 Impedancia de la membrana basilar       
El principal elemento que diferencia un modelo de otro es la 
impedancia de la partición coclear. La forma en que se modela el 
órgano de Corti y la impedancia resultante de la interacción mecánica 
de sus elementos hace que el movimiento de la onda viajera tenga 
46 Modelado mecánico de la cóclea 
 
 
ligeras diferencias. Podríamos decir que la impedancia de la membrana 
basilar nos resume el comportamiento a grandes rasgos de la 
micromecánica coclear, para poder entender mejor la macromecánica de 
la cóclea. 
Además de esto la impedancia de la membrana basilar es la 
responsable del efecto del mecanismo activo de la cóclea sobre la 
velocidad de la MB. Como podemos ver por ejemplo en (Kanis & de 
Boer, 1993): 
                               ( 3.26 ) 
Aquí la impedancia de la MB de la cóclea activa es resultado de las 
impedancias de la propia MB (pasiva) y de la impedancia resultante de 
la acción del órgano de Corti y concretamente de las células ciliadas 
externas. 
A través de la web: http://www.co.it.pt/~fp/func.html pueden obtenerse 
varios de los más conocidos modelos realizados en MATLAB. Cada 
modelo dispone de un ejemplo que muestra la velocidad de la MB como 
si fuera un banco de filtros, pudiendo comparar unos con otros. 
 
Figura 3-5: Modelos de la      a) Allen 1980,  b) Neely & Kim 1983,  c) Geisler 1986,  d) Neely & 
Kim 1986,  e) Kolston 1988,  f)  Mammano & Nobili 1993.  
En la Figura 3-5 puede verse de forma muy esquemática la diferencia 
entre los modelos, en el apartado 3.2 se explicará más a fondo las 
diferencias entre cada uno de ellos cuando se hable de la 
micromecánica coclear. 
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3.1.4 Velocidad de la MB 
Como hemos visto anteriormente la velocidad de la membrana basilar 
    depende de la impedancia de la membrana basilar y describe la 
envolvente de la onda viajera. Pero es sumamente difícil hacerse una 
idea de cómo se desarrolla esta velocidad, solamente viendo las 
ecuaciones que gobiernan el movimiento, o con resultados analíticos. 
La aproximación median WKB5 nos permite resolver las ecuaciones con 
facilidad y poder comparar resultados de una forma visual y junto con 
el análisis numérico nos permiten obtener aproximaciones muy 
precisas del comportamiento del sistema. 
Se puede observar ahora que la impedancia        es dominada por la 
rigidez en las proximidades de la ventana. Gradualmente la rigidez se 
vuelve más pequeña y     , el número de onda, aumenta, lo cual es 
coherente con la teoría de tonotopía coclear expuesta en el capítulo 1. 
En la base de la cóclea la MB es más rígida y corta y es la zona que se 
encarga de las altas frecuencias, mientras que en la zona apical la MB 
es más larga y menos rígida y se encarga de la baja frecuencia. 
Por otra parte aprovechando este análisis visual que en la referencia 
citada (Boer, 1996) lo llama “Panoramic View” se puede también 
observar como para el caso de shortwaves: 
 
Figura 3-6: Comparación de modelos mecánicos de la macromecánica coclear mediante 
aproximación WKB. a) Longwaves (1-D),   b) Shortwaves (2-D). 
                                            
5 La teoría WKB (Wentzel–Kramers–Brillouin) es un método para aproximar la 
solución de una ecuación diferencial multiplicando por un pequeño parámetro ε. El 
método asume una solución de la forma de una expansión de serie asintótica. 
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 La respuesta de pico de la velocidad de la MB es menos 
pronunciada que en el caso de una dimensión. 
 Dicha respuesta se encuentra más alejada el pico de la respuesta 
de la admitancia. 
 La respuesta tiene una variación de fase mucho mayor. 
Sin embargo más importante que la comparación entre los modelos en 
longwaves y shortwaves, es conocer mejor la componente activa de la 
cóclea y cómo se traduce este mecanismo en la velocidad. 
 
Figura 3-7: Resultados de impedancia (arriba) y velocidad de la MB (abajo) del modelo 
longwaves de (Kanis & de Boer, 1993). Líneas sólidas relativas al modelo pasivo y líneas 
discontinuas al activo. 
En la Figura 3-7: puede verse cómo varía la impedancia y la velocidad 
de la membrana basilar con respecto a la posición cuando se excita a 
una frecuencia determinada. En la parte superior puede verse como 
varía la resistencia (líneas gruesas) y la reactancia (líneas finas) en el 
modelo pasivo y activo. En cuanto a la velocidad se puede ver 
claramente como el mecanismo activo supone un incremento de      
en la respuesta respecto del pasivo y cómo el filtro coclear6 es mucho 
más selectivo en frecuencia. 
                                            
6 Ver capítulo 5.2.1.  
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 3.2 Mecánica coclear II: Micromecánica 
La micromecánica coclear se refiere al movimiento que se produce en el 
interior del órgano de Corti. Ya se ha hablado de cómo éste determina 
la impedancia de la MB pero no se ha entrado en el detalle de cuáles 
son sus partes y cómo es el movimiento en su interior.  
El órgano de Corti está formado por varias estructuras celulares entre 
las que destacan las  células ciliadas externas (CCE), las células 
ciliadas internas (CCI), los estereocilios7 de ambas, la membrana 
tectoria (MT) y el túnel de Corti. 
El objetivo de éste apartado es entender cómo funciona el órgano de 
Corti cuando la membrana basilar vibra moviendo la estructura. 
 
Figura 3-8: Esquema de los elementos mecánicos del órgano de Corti. 
Existen dos puntos de vista sobre cómo modelar la micromecánica 
coclear, uno de ellos propone que la membrana tectoria se comporta 
como un segundo resonante (Allen, 1980) y los que proponen que el 
segundo resonante tiene que ver con las CCE (S. T. Neely & Kim, 
1983). Dentro de este segundo grupo existen diferentes teorías como la 
                                            
7 Los estereocilios son especializaciones apicales de la membrana plasmática. Se trata 
de microvellosidades que a diferencia de los cilios, no tienen movimiento. Se 
encuentran en diferentes células de órganos sensoriales además del órgano de Corti, 
como la retina, las neuronas olfativas y el epidídimo. 
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de la movilidad de las CCE (S. T. Neely, 1986),(Mammano & Nobili, 
1993), debido a fuerzas de la CCE sin contemplar un segundo resonante 
(Geisler, 1986) o la diferencia de rigidez de las CCE (Kolston, 1988).  
 
Figura 3-9: Explicación visual de los componentes del modelo del ógano de Corti pasivo (a la 
izquierda), activo (centro) y la respuesta de ambos modelos (a la derecha). 
En publicaciones recientes se estudia más a fondo el órgano de Corti 
prestando atención al papel que juegan los estereocilios y realizando un 
modelo coherente con datos experimentales con cobayas. Mediante el 
modelo estudian la sensibilidad del Transductor mecánico-eléctrico 
(Ramamoorthy, Deo, & Grosh, 2007). 
Cabe destacar el trabajo de (Bell, 2010) el cual enuncia una hipótesis 
totalmente transgresora sobre el tema. En su tesis defiende la 
posibilidad de que la parte activa de la cóclea se deba a resonancias de 
las filas de CCE, las cuales están dispuestas con una distribución que 
daría como resultado resonancias y reverberaciones que explicarían las 
otoemisiones acústicas. De esta manera pone en duda la hipótesis de 
onda viajera enunciada por (Von Békésy & Wever, 1960). El modelo 
parte de un resonador de onda acústica de superficie (SAW) utilizado 
en electrónica de estado sólido. 




Figura 3-10: Geometría que esquematiza la teoría expuesta en (Bell, 2010) sobre la resonancia 
de las CCE debido a su disposición espacial. 
 3.3 No-linealidad de la cóclea  
La respuesta de la cóclea ante estímulos sinusoidales refiere una 
componente no lineal, la cual se describe usando curvas de entrada-
salida. Estas observaciones han dado lugar a modelos más complejos 
para estudiar este comportamiento de la membrana basilar. 
Los fenómenos que dan lugar a esta teoría son la supresión del segundo 
tono y los productos de distorsión que se explicarán en el apartado 5.2 
sobre filtros cocleares. Sin embargo, podemos decir que la no-linealidad 
de la cóclea se traduce en una selectividad frecuencial distinta en 
función de la intensidad del estímulo de entrada. 
 
Figura 3-11: Respuesta de la envolvente de la membrana basilar en función de la frecuencia de 
excitación. Los números se refieren a la intensidad de la entrada.  (Nobili & Mammano, 1996) 
En la Figura 3-11 Se muestra cómo varía la localización del movimiento 
de la membrana basilar en función de la frecuencia. Sin embargo en la 
Figura 3-12 podemos ver como las funciones de entrada/salida entre la 
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amplitud del estímulo y la velocidad de la MB nos muestran que 
además la velocidad no se comporta de forma lineal.  
 
Figura 3-12: Función de entrada/salida de la velocidad de la MB utilizando diferentes 
coeficientes de amplificador coclear. (Nobili & Mammano, 1996). 
El parámetro   corresponde al coeficiente del amplificador coclear.  
El modelado matemático de este comportamiento altamente complicado 
por lo que simplemente se expondrá una ecuación la cual sirve de 
resumen del modelado realizado por (Nobili & Mammano, 1996). 
             
    
    
            (3.27) 
Donde      se refiere al papel de la  viscosidad del fluido coclear en el 
amplificador coclear,      lo llama del factor de pendiente dinámica, 
      es una expresión canónica y la función          es la transformada 
inversa de Fourier del comportamiento visto en la Figura 3-11. De esto 
deducimos que el comportamiento no lineal depende de la acción 
eferente y del mecanismo activo de la cóclea llamado también 
amplificador cóclea. 
En el apartado sobre modelado con procesamiento de la señal veremos 
como esta no linealidad es más fácilmente implementada, y más 
entendible mediante el uso de estos modelos. 
 3.4 Investigación usando modelos 
Una vez se han sentado las bases del modelado de la cóclea de sus 
partes y su comportamiento, numerosos equipos de investigación han 
profundizado en el conocimiento e intentando dar solución a algunos 
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problemas no resueltos como la generación de las otoemisiones 
acústicas espontáneas.  
Una de las formas más habituales es trabajar con datos 
experimentales, en el trabajo de (de Boer & Nuttall, 2000) se describe 
un caso concreto en el que ponen a prueba dos modelos en tres 
dimensiones con diferentes grados de precisión, comparándolos con 
datos experimentales obtenidos de la cóclea de una cobaya.  
Por otra parte existen trabajos en los que se busca lo que llaman el 
“espacio estable” (Elliott, Ku, & Lineton, 2007). En la literatura existen 
dos tipos de estabilidad, la de cada partición coclear, y la que se refiere 
a toda la cóclea en conjunto. Este trabajo ofrece una profunda visión 
sobre estabilidad realizando simulaciones en dominio del tiempo y la 
frecuencia partiendo del modelo de (S. T. Neely, 1986).  
También en (Epp, Verhey, & Mauermann, 2010) se utiliza un modelo 
activo y no-lineal de la mecánica coclear, en contraposición con los 
basados en filtros (ver capítulo más adelante) y se evalúan diferentes 
fenómenos psicoacústicos, otoemisiones y la estructura fina 
comparándolo con datos experimentales.  
Sobre los avances en el modelado, en los últimos años en la tesis 
defendida en (Prikkel, 2009) se desarrolla un nuevo modelo desde cero. 
En dicho modelo se realiza una estructura geométricamente sencilla 
basada en puntos de rotación y elementos rígidos que los unen, 
posteriormente se realiza un análisis estacionario y no estacionario y se 
implementa una resolución mediante métodos numéricos.  
 
Figura 3-13: Esquema del modelo realizado por (Prikkel, 2009). 
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 4 Modelos Biofísicos,  
Métodos Numéricos 
y Simulaciones 
El modelado biofísico trata de ser un puente entre el estudio del 
sistema biológico y la descripción de su fisiología por medio de leyes 
físicas y matemáticas. Este campo de estudio multidisciplinar se haya 
muy ligado a la ciencia biomédica y entre los sistemas sensitivos 
estudiados se encuentra el sentido de la audición. 
Como hemos podido ver en el anterior capítulo gran parte de la 
fisiología del sistema auditivo se basa en la mecánica de éste, de hecho 
existe una reunión trienal (www.mechanicsofhearing.com/) en la que 
se dan cita los principales investigadores en este campo, y que en 2011 
celebró su 11º edición.  
Los principales campos de estudio del sistema auditivo tratan de 
observar el comportamiento de las vibraciones de la membrana basilar 
y de los osículos. Hay también amplias referencias sobre las llamadas 
HRTF (HeadRealated Transfer Function) o funciones de transferencia 
de la cabeza, utilizadas en ocasiones para estudiar cómo se comporta el 
sonido debido a la forma de torso, cabeza y pliegues de la oreja. 
Uno de los objetivos del modelado de diferentes sistemas es poder 
realizar simulaciones que puedan aportar información del 
comportamiento del sistema. En ingeniería civil están muy extendidos 
los métodos numéricos basados en elementos o diferencias finitas. Estos 
métodos dividen una geometría en elementos más pequeños a los cuales 
pueden aplicársele condiciones de contorno y resolver las ecuaciones 
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que lo describen por medio del álgebra, nos referimos entre otros al 
FEM (método de elementos finitos) y al BEM (método de elementos de 
contorno) de los cuales puede encontrarse una breve explicación en el 
Anexo B. Dichos métodos son muy útiles para obtener aproximaciones 
sobre el comportamiento físico de un sistema pero tienen un gran gasto 
computacional, sin embargo existen en la bibliografía modelos de 
incluso tres dimensiones y un alto nivel de detalle (Givelberg & Bunn, 
2003). El objetivo de este capítulo no es tanto describir cómo realizar 
estos modelos sino exponer diferentes trabajos realizados para que el 
lector pueda completar información consultando las referencias. 
 4.1 Modelado del oído externo y HRTF 
4.1.1 Modelos del oído externo 
El oído externo está compuesto del pabellón y conducto auditivo. El 
conducto es una cavidad cerrada en uno de sus extremos, el cual tiene 
un efecto de resonancia acústica entre los 2 y los 5 kHz. En (Wiener & 
Ross, 1946) y (Shaw, 1966) se puede observar cómo, de forma 
experimental, se estudió la distribución de la presión sonora en el CAE, 
este tipo de experimentos se han ido repitiendo con diferentes fines 
(Hammershøi & Møller, 1996), (Møller, Sørensen, Hammershøi, & Jensen, 1995).  
 
Figura 4-1: Imagen extraída de (Shaw, 1966) donde se recrea el experimento realizado 
introduciendo una sonda microfónica suspendida del techo e inmovilizando la cabeza del 
sujeto. 
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Con estos datos (Teranishi & Shaw, 1968) empezaron a realizar 
modelos geométricos simples del oído externo comparando las 
respuestas espectrales y modos normales de vibración obtenidos.  
Más tarde en (Stinson & Lawton, 1989) se estudió la geometría de los 
conductos auditivos de 15 cadáveres humanos para poder predecir los 
valores de presión acústica a nivel de tímpano por medio de un 
algoritmo. También se obtuvieron medidas directas de presión y 
velocidad volumétrica (Hudde, 1983; Hudde & Engel, 1998). En la 
bibliografía reciente se propone un procedimiento rápido y no invasivo 
de obtener las funciones del área del canal auditivo (Rasetshwane & 
Neely, 2011).  
Partiendo de estos estudios se puede ahora plantear el uso de los 
métodos numéricos en el análisis y simulación del conducto auditivo 
externo, utilizando el método de elementos finitos (FEM) (Koike, Wada, 
& Kobayashi, 2002; Vallejo et al., 2006) o bien el método de elementos 
de contorno (BEM) (Walsh, Demkowicz, & Charles, 2004). 
 
Figura 4-2: Geometría del canal auditivo con un mallado con elementos triangulares extraído de 
(Vallejo et al., 2006). 
Independientemente del método utilizado el objetivo es obtener las  
frecuencias propias de vibración del conducto y la distribución de la 
presión en su interior. Las ventajas de estas simulaciones es la 
exactitud que obtienen en un amplio rango de frecuencias, el cual 
depende de las dimensiones de los elementos utilizados. En el  apartado 
4.1.2 se comprobará su eficiencia en la obtención de las HRTF. 
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4.1.1.1 Primeros simuladores del oído externo 
En la práctica, para simular el efecto del canal auditivo empezaron a 
usarse los Adecs (Adjustable ear canal simulator) como el Brüel&Kjær 
Type 4157 simulator el cual constaba de un micrófono, y un pistón 
alojados en el interior de un tubo ajustable en sus dimensiones. El 
diámetro del tubo rígido era de 8,5mm y la longitud de 49mm. El pistón 
se fabricaba con material plástico y podía ajustarse la distancia entre 0 
y 39mm. La respuesta de este tipo de simulador produce una 
resonancia a la frecuencia: 






 ( 4.1 ) 
Siendo   el área efectiva del tubo,   el volumen de la cavidad y   la 
longitud del tubo. Más tarde se utilizaron los llamados Madecs (Multi-
adjustable ear canal simulator) en los que fue sustituido el pistón por 
un pistón de aluminio tratando de mejorar la fidelidad del simulador. 
Sin embargo no se consiguió simular correctamente el oído externo 
completo hasta que no se utilizaron conjuntamente los Madecs con las 
orejas artificiales. 
 
Figura 4-3: Adec con oreja artificial. (Hiipakka, 2008) 
El último paso para recrear y simular la respuesta del oído externo de 
manera más realista era simular el efecto de la cabeza, con lo que se 
idearon los Dadecs (Dummy head with adjustable ear canal). En los 
años 70 basándose en los estudios de (Zwislocki, 1971) se construyó el 
primer KEMAR (Knowles Electronic Manikin for Acoustic Research) el 
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cual hoy en día se utiliza en numerosas medidas en el campo de la 
audiología y de la telefonía y además es tomado como referencia en la 
medida de HRTF. 
4.1.1.2 Modelado del CAE mediante métodos 
numéricos 
Para realizar un correcto modelado del CAE mediante métodos 
numéricos habría que tener en cuenta tres premisas: 
 La geometría del CAE. Cuanto más precisa sea la geometría más 
cercana a la realidad será la simulación. Sabemos que el CAE es 
como un tubo que une la membrana timpánica con el orificio de 
entrada de sonido. Sin embargo obtener correctamente estos 
datos es difícil de forma no invasiva y se ha demostrado en la 
bibliografía la gran variabilidad que existe entre un sujeto y otro 
(Stinson & Lawton, 1989). 
 Las condiciones de contorno, o lo que es lo mismo la impedancia 
de la membrana timpánica, la que ejercen las paredes del CAE y 
la impedancia acústica de entrada al conducto 
 El método utilizado y las dimensiones de los elementos 
utilizados. En el modelado numérico la precisión de los 
resultados de la simulación y del error cometido depende de la 
forma y dimensiones de los elementos. 
En (R. Z. Gan, Sun, Dyer Jr, Chang, & Dormer, 2002; R. Z. Gan, Feng, 
& Sun, 2004) se realiza un modelado mediante elementos finitos (FEM) 
del canal auditivo. Se describe al detalle la geometría de todas las 
partes del oído externo y medio, siendo en este momento reseñable los 
datos solamente del conducto auditivo exteno.  




   
   








Figura 4-4: Modelo  FEM del conducto auditivo externo y cadena osicular utilizando mallado de 
elementos triangulares. 
Por otra parte en (Walsh et al., 2004) se utiliza el método de elementos 
de contorno (BEM) el cual se utiliza ampliamente para el estudio de la 
radiación acústica y que evita la necesidad de tener una rejilla que 
contenga el volumen. Dentro de BEM, utiliza el procedimiento Galerkin 
el cual ofrece diferentes ventajas como la integración por partes. De 
esta manera se puede utilizar la formulación de Burton–Miller8 
Ya que analíticamente el CAE puede verse como un tubo vamos a 
enunciar las ecuaciones que se utilizarán en el modelado: 
El objetivo es encontrar la dispersión de la presión sonora que satisfaga 
la ecuación diferencial de Helmholtz: 
                   ̂       ( 4.3 ) 
Donde   es el número de onda,   es la presión y   es el contorno 
Para ello se utiliza la condición de radiación de Sommerfeld: 
                                            
8 Para la resolución de problemas relacionados con condiciones fronteras, en (Burton 
& Miller, 1971) se propone la formulación por medio de una combinación compleja de 
la ecuación de Helmholtz combinada con una ecuación integral súper-singular. De 
esta manera quedan la ecuación diferencial, la condición de radiación y la condición 
de frontera definidas. 
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)           →   ( 4.4 ) 
Y el contorno rígido     : 
 
 (       )
  
            ( 4.5 ) 
 
Figura 4-5: Sección transversal de los elementos de contorno antes de su unión. 
En este sentido el CAE será la estructura más fácil de modelar 
mediante métodos numéricos teniendo su principal dificultad en 
modelar correctamente la geometría obtener las condiciones frontera 
más precisas. 
4.1.2 Head-Related Transfer Function 
A principios del siglo XX se definieron las ITD (Interaural Time 
Differences) y las ILD (Interaural Level Differences) como las 
responsables de la localización espacial (Lord Rayleigh, 1907), y 
empezaron a estudiarse los fenómenos psicoacústicos relacionados 
(Blauert, 1997) como el efecto de precedencia (Wallach, Newman, & 
Rosenzweig, 1949) entre otros. Se comprobó además de esto los efectos 
de elevación y localización en el plano medial tenían que ver con la 
respuesta en frecuencia del sonido que llegaba al oído. La respuesta de 
la cabeza, el torso, el pabellón y el CAE cuando un campo sonoro 
inciden, y cómo éste se modifica hasta llegar a la membrana timpánica 
es lo que se conoce como HRTF (Head Related Transfer Functions). 
Dentro del modelado y simulación del comportamiento del oído externo, 
es interesante tratar por separado las funciones de transferencia de la 
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cabeza  y pabellón auditivo, por su importancia en el estudio de la 
localización espacial (Blauert, 1997; C. I. Cheng & Wakefield, 2001) y 
su uso en la holofonía y auralización (Gardner, 1998),(Savioja, 
Huopaniemi, Lokki, & Vaananen, 1999) (Kleiner, Dalenback, & 
Svensson, 2012). A lo largo del tiempo se han realizado medidas 
experimentales de estas funciones de transferencia (HRTF) y 
respuestas al impulso (HRIR). Estas medidas se han confeccionado en 
diferentes bases de datos como la LISTEN, CIPIC, FIU y la más famosa 
y utilizada KEMAR-MIT. Además existe actualmente el HRIR 
Repository del Music and Audio Research Laboratory de la Universidad 
de Nueva York el cual recoge todas estas bases de datos en un formato 
optimizado para trabajar con MATLAB (Andreopoulou & Roginska, 
2011). 
 
Figura 4-6: Ejemplo de medidas de HRIR y HRTF en ambos oídos 
 
El uso de análisis numérico supone un método de simulación de estas 
respuestas de gran precisión. Mediante la utilización de diferentes 
geometrías puede modelarse la cabeza y pabellón auditivo con el nivel 
de realismo que se requiera, y utilizando las herramientas matemáticas 
disponibles, obtener la distribución de la presión, las frecuencias 
naturales o las funciones de transferencia que se desea.  
En la tesis expuesta por (Kahana, 2000) se describe ampliamente el uso 
de las HRTF y su modelado por medio de métodos numéricos. En dicha 
tesis se modelan diferentes tipos de cabeza y pabellón, desde 
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geometrías simples a modelos muy precisos. Además se utiliza DBEM 
(Direct BEM), IBEM (Indirect BEM) e IFEM (Infinite-Finite Element 
Method) y sus respuestas en el dominio de la frecuencia y el tiempo. 
En artículos como el de (Walsh et al., 2004) se estudia la distribución de 
la presión sonora y se comparan los datos experimentales de (Shaw, 
1974) con los de su modelo mediante BEM. En las conclusiones hacen 
alusión a la aplicación de estas simulaciones en materia de dispositivos 
auditivos. También en (Katz, 2001) se realizaron medidas con sujetos 
reales concluyendo que el cabello es un absorbente a alta frecuencia 
que hace variar las HRTF. 
 
Figura 4-7: Comparación de datos experimentales extraídos de (Shaw, 1974) y los obtenidos con 
el modelo numérico de (Walsh et al., 2004) referidos la diferencia de nivel según el ángulo de 
incidencia. 
Por otra parte en comunicaciones recientes también se habla de la 
obtención rápida de HRTF mediante BEM, (Otani, Iwaya, Suzuki, & 
Itoh, ; Seoane, ), pero es común utilizar diferentes métodos para 
realizar las aproximaciones y las simulaciones pertinentes, por ejemplo 
(Huttunen, SeppALA, Kirkeby, KARkkAInen, & KARkkAInen, 2007) 
utiliza FEM, (Xiao & Liu, 2003) utiliza FDTD (Finite Differences Time 
Domain Method ), también hp-adaptative BEM en (WALSH & 
DEMKOWICZ, 2003) o el antes citado (Kahana, Nelson, Petyt, & Choi, 
1999) que utiliza IFEM (infinite/finite Element Method).  





Figura 4-8: Mallado utilizado para el cálculo computacional de las HRTF con 76335 nodos y 
152666 elementos triangulares (Gumerov, O’Donovan, Duraiswami, & Zotkin, 2010). 
Como conclusión de este apartado vemos que aunque las HRTF sean 
conocidas y hayan sido obtenidas de forma experimental creando 
grandes bases de datos, y utilizándolas para diversas aplicaciones, el 
método de realizar simulaciones mediante análisis numérico está 
tomando importancia en los últimos años siendo una aproximación muy 
coherente con los datos reales. 
 4.2 Modelado del oído medio mediante métodos 
numéricos 
El oído medio tiene una función de adaptador de impedancias de gran 
importancia en la audición, la mecánica de movimiento de los 
huesecillos y su interacción con las cavidades y otros elementos la 
hemos podido ver en detalle en el capítulo sobre analogías 
electroacústicas. Desde el punto de vista estructural, es posible obtener 
simulaciones detalladas utilizando los métodos numéricos para modelar 
las diferentes partes. Algunos de los trabajos desde esta perspectiva 
serán expuestos a continuación.  
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Hemos de recordar primero que el oído medio es una estructura 
fundamentalmente mecánica en la que es de vital importancia el 
movimiento que realizan los huesecillos. En este tipo de modelo lo más 
reseñable es cómo son esos huesecillos y como se unen a los ligamentos 
que los sostienen. 
Dentro del trabajo de (Sun, Gan, Chang, & Dormer, 2002) , se hace un 
repaso de diferentes modelos realizados con FEM desde mediados de los 
años noventa como el de (Wada, Metoki, & Kobayashi, 1992) el cual 
sólo incluía la cadena osícular y que en 1996 fué completado con los 
ligamentos, las cavidades y un modelo del oído externo. También en 
(Koike et al., 2002) se puede ver el modelo completo derivado de este 
último. 
 
Figura 4-9: Modelo FEM del oído medio. A) Vista en perspectiva donde 1. Tímpano, 2. Martillo, 
3. Yunque, 4. Estribo, 5. Ligamento anterior del martillo, 6. Ligamento posterior del yunque, 7. 
Músculo timpánico, 8. Músculo estapedial, 9. Ligamento anular del estribo, 10. Articulación 
incudo-estapedial.  
B) Distribución del espesor del del modelo de membrana timpánica 
Otros conocidos modelos son el de (Ladak & Funnell, 1996; Ladak, 
Funnell, Decraemer, & Dirckx, 2006) que utilizando oídos de gatos, 
(Williams & Lesser, 1990) realizando los modelos de similar manera 
que Ladak y Wada pero extrayendo la geometría de datos de resonancia 
magnética. También (Beer et al., 1999) que fueron los primeros en 
utilizar el láser de escaneo microscópico y (Prendergast, Ferris, Rice, & 
Blayney, 1999) que centra su aportación en las frecuencias naturales 
del sistema. 
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Al parecer el trabajo en este campo siempre ha seguido los mismos 
pasos, primero se modela la membrana timpánica, que ya vimos que 
actúa como transductor acústico-mecánico. Más tarde se realizan los 
modelos de oído medio y del canal auditivo por separado utilizando en 
cada uno la membrana timpánica anteriormente modelada, y después 
se ensamblan ambos modelos (Gil-Carcedo, Pérez López, Vallejo Valdezate, 
Gil-Carcedo, & Montoya, 2002). 
Las aplicaciones prácticas de estas simulaciones son de gran utilidad y 
pueden aplicarse a diferentes campos, en (Liu, Li, & Sun, 2009) se 
realiza un modelo del oído externo y medio en el que se trata de 
predecir los efectos de distintos problemas en la cadena osícular como 
pueden ser problemas en el mango del martillo, hipoplasia9 del yunque 
o fijación del estribo. En esta misma línea (R. Z. Gan, Cheng, Dai, 
Yang, & Wood, 2009)  modelan perforaciones timpánicas comprobando 
sus efectos. También (Homma, Du, Shimizu, & Puria, 2009), trata de 
comparar datos experimentales con datos simulados, buscando la 
diferencia entre la resonancia del oído medio por vía aérea y por vía 
ósea.  
 
Figura 4-10: A) Martillo normal. B) Hipoplasia del Martillo.  Modelo realizado con FEM (Liu, Li, & 
Sun, 2009). 
Otras simulaciones interesantes son las de implantes auditivos de oído 
medio, ya sean implantes pasivos de titanio (Bornitz, Hardtke, & 
Zahnert, 2010) , (Zenner et al., 2004) , (Ferris & Prendergast, 2000), o 
los nuevos dispositivos activos de oído medio (Wang, Hu, Wang, & Shi, 
2011) que llevan desarrollándose un par de décadas. 
                                            
9 Hipoplasia: Disminución de la fisiología o desarrollo de un órgano o tejido, 
generalmente de origen congénito. 




Figura 4-11: Detalle de modelo FEM del oído medio con Dispositivo activo de oído medio 
anclado al yunque (Wang, Hu, Wang, & Shi, 2011). 
Al ser  el oído medio una estructura fundamentalmente mecánica el 
método más utilizado en la bibliografía es el FEM debido a que 
mediante este método se modela el contorno. Es predecible que después 
de los trabajos realizados en la última década por los diferentes equipos 
de investigación referenciados, puedan aparecer cada vez más más 
aplicaciones de estos modelos en materia de estudio de patologías, 
malformaciones, o los implantes que poco a poco están más en auge. 
 4.3 Modelado biofísico del oído interno 
En el capítulo anterior se desgranaba el modelado mecánico de la cóclea 
y se establecían las ecuaciones pertinentes que gobiernan el 
comportamiento de la onda viajera en su interior. Es sumamente difícil 
resolver estas ecuaciones de forma analítica y generalmente se recurre 
a los métodos numéricos como el FEM aplicado a la dinámica de fluidos 
para obtener simulaciones y datos concretos sobre esta mecánica 
coclear. 
En (S. T. Neely, 1981) aparece uno de los primeros trabajos en los que 
se utiliza el FDM (método de diferencias finitas) para resolver un 
modelo de la mecánica coclear en dos dimensiones. En él se hace 
referencia a algunos trabajos anteriores utilizando FEM y otro tipo de 
aproximaciones como WKB. Finalmente hace hincapié en que en alta 
frecuencia es necesario el uso de una rejilla con muchos más puntos que 
hace que el gasto computacional sea muy alto. Años después (Kolston & 
Ashmore, 1996) introduce un modelo sencillo en 3-D realizado con 
elementos rectangulares. Como ya vimos en el capítulo sobre mecánica 
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coclear (Kolston, 1988) sostenía que las CCE generaban una fuerza y 
esto producía el fenómeno de amplificador coclear con lo que incluye 
esto en el modelo.  Los resultados demuestran también que las 
propiedades mecánicas de la membrana tectoria afectan al amplificador 
coclear. 
El trabajo de (Parthasarathi, Grosh, & Nuttall, 2000) en el que se 
utiliza FEM en tres dimensiones es realmente interesante. En éste 
utilizan un hibrido modal de FEM llamándolo 2,5D, el cual es 
fácilmente ajustable en cuanto a geometría y a condiciones de contorno. 
Por otra parte implementan un modelo utilizando BEM y comparan los 
resultados como puede verse en la Figura 4-12: 
 
Figura 4-12: A) Velocidad de la MB con respecto a la distancia, comparación de métodos  finitos 
con aproximaciones WKB. B) Fase respecto a la distancia, la geometría de la cóclea es la 
utilizada en . Frecuencia de excitación         . La línea de puntos es la localización de la 
resonancia de la MB. Se comprueba que las soluciones FEM y BEM son indistinguibles. 
Otro modelo en 3-D es el de (L. Cheng, White, & Grosh, 2008) el cual 
comprueba que está de acuerdo con el trabajo de (Beltman, Van der 
Hoogt, Spiering, & Tijdeman, 1998) sobre problemas elasto-acústicos. 
También se compara con el modelo de (Parthasarathi et al., 2000) 
concluyendo que el modelo 3-D tiene un alto gasto computacional y que 
el modelo 2,5-D puede ser usado como una buena aproximación.   
De entre toda la literatura reciente consultada, también existe una 
referencia que utiliza el modelado y la simulación mediante FEM para 
evaluar un modelo físico realizado con micro membranas de silicio con 
dimensiones similares a las reales. (White & Grosh, 2005)  
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El  trabajo realizado en los últimos años en la University of 
Southampton es muy completo y en sus reportes se puede ver paso a 
paso como el uso de los métodos numéricos en el estudio de la mecánica 
coclear muestra resultados muy prometedores. De esta manera en el 
reporte (Elliott, Lineton, & Ni, 2010) se describe la realización de un 
modelo discreto de la cóclea para el estudio de la macro-mecánica 
coclear. Por debajo de los 5kHz se obtiene una buena coherencia entre 
la resolución analítica y la desarrollada con FEM pero en torno a los 
11kHz se estima una complicada distribución de la presión debido a la 
resonancia. Tratando también de la macro-mecánica coclear en (Le 
Henaff, Elliott, & Maury, 2003) se pone a prueba la estabilidad en el 
dominio de la frecuencia del modelo localmente activo de (S. T. Neely, 
1986). Estudiando tres modelos en una dimensión (uno pasivo y dos 
activos), se trata con detalle el desarrollo estudiando su reciprocidad y 
convergencia y se estima que el sistema de control multicanal de la 
retroalimentación puede mejorarse en trabajos futuros. No obstante en 
el memorando de (Pierzycki & Elliott, 2004) se comparan dos modelos 
localmente activos. 
 
Figura 4-13: Modelo FEM del órgano de Corti extraído de la web del WadaLab. 
En el WadaLab de la Universidad de Tohoku en Japón, realizaron un 
modelo del órgano de corti en dos dimensiones (Andoh, Nakajima, & 
Wada, 2005) con un alto nivel de detalle. Este laboratorio de 
investigación es el responsable de algunos modelos del oído medio 
vistos en 4.2 . 
Al igual que vimos con el oído medio, este método nos permite realizar 
simulaciones del comportamiento del oído interno en casos de 
patologías (Arnold, Häusler, & Karger, 2007), pero es aún más interesante 
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su aplicación con implantes cocleares (Kiefer, Böhnke, Adunka, & Arnold, 
2006), ya que existe un tipo de implante híbrido también llamado 
electro-acústico. En este tipo de implantes, se halla la guía de 
electrodos alojada en la cóclea sólo en las porciones basales en las que 
se procesan los sonidos de alta frecuencia. La zona apical trabaja de 
forma normal con lo que es importante conocer cómo se mueve la 
membrana basilar  y como se desarrolla la onda viajera en presencia de 
este nuevo elemento en el interior de las cavidades.  
 
Figura 4-14: Modelo mediante Elementos finitos de una cóclea enrollada con ventana oval 
(Kiefer et al., 2006). 
También se han escrito artículos investigando sobre la conducción ósea 
(Taschke & Hudde, 2006). Recordemos que la cóclea tiene un esqueleto 
óseo alojado en el hueso temporal. Es común en audiología y algunas 
otras aplicaciones, estimular el oído haciendo vibrar el cráneo, 
generalmente la mastoides, mediante un vibrador y así crear la 
vibración de la membrana basilar. De entre los estudios consultados el 
más interesante quizá sea el que modela cómo interactúan 
mecánicamente la onda viajera generada por la estimulación por vía 
aérea y por vía ósea (Böhnke & Arnold, 2006).  
A diferencia del oído medio, modelar el movimiento en el interior de la 
cóclea es más complicado. Se debe tener en cuenta la mecánica de 
fluidos, la complejidad del órgano de Corti y el mecanismo activo de la 
membrana basilar. Los últimos esfuerzos en modelado tratan de 
modelar las no linealidades de la cóclea e investigar fenómenos como 
las otoemisiones acústicas y los productos de distorsión utilizando el 
análisis numérico.  
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 4.4 Herramientas de modelado 
El modelado con métodos numéricos se realiza mediante entornos 
dedicados para tal fin, lo que se llama Ingeniería asistida por 
ordenador. Estas herramientas informáticas permiten modelar la 
geometría y las condiciones de contorno y las ecuaciones a aplicar. Los 
más conocidos son: 
 Comsol Multiphysics  
 MSC Nastran/Patran 
 ANSYS CivilFEM 
 LMS SYSNOISE 
Existen también herramientas open source, como Elmer o la realizada 
por la University of Southern Denmark, OpenBEM (Cutanda 
Henriquez & Juhl, 2010). 
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 5 Métodos basados 
en procesado de la 
señal 
Los modelos basados en procesamiento de la señal tratan de reproducir 
el comportamiento del sistema sin necesidad de desarrollo de 
ecuaciones ni variables físicas, sino que utiliza algoritmos, pudiendo 
explicar aspectos antes imposibles por modelos físicos o matemáticos 
(A. Lopez-Najera, 2005). Desde los primeros modelos analógicos se ha 
ido creando la tendencia de tratar de simular procesos fisiológicos 
individuales con la mayor precisión posible. De esta manera los 
desarrolladores de modelos, guiados por la amplia información 
existente en anatomía y fisiología, intentan reproducir punto a punto 
las medidas observadas experimentalmente. Esto quiere decir que el 
modelo final consistirá en una serie de etapas en cascada y cada una se 
encargará de reproducir un fenómeno fisiológico transformando la señal 
de entrada. 
Sin embargo al igual que en el caso de los modelos usando FEM o BEM, 
el elemento más estudiado siguiendo éste procedimiento es la 
membrana basilar. La complejidad de esta estructura ha llevado a los 
grupos de investigación de numerosas universidades a enunciar 
hipótesis y comprobar la eficacia de sus modelos (M. L. Jepsen, Ewert, 
& Dau, 2008). Sin embargo en muchos casos existen modelos no 
completos utilizados únicamente para estudiar fenómenos 
psicoacústicos concretos (B. C. J. Moore, Glasberg, & Baer, 1997). Una 
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de las aportaciones más importantes de este tipo de modelado es el 
estudio de los filtros auditivos. 
 
Figura 5-1: Esquema y señales de un modelo del sistema auditivo. 
 5.1 Funciones de transferencia del oído medio 
Como vimos en el capítulo sobre modelos electro-acústicos, la función de 
transferencia del oído medio es próxima a un filtro pasa banda, en la 
bibliografía se hace referencia a tres tipos de filtros: 
Filtro IIR (respuesta al impulso infinita) utilizado en (Robert & 
Eriksson, 1999), (Tan & Carney, 2003), (E. Lopez-Poveda, 1996) 
generalmente el tipo Butterworth de primer orden con frecuencias de 
corte en 1,4 kHz y 20 kHz, pero también pudiendo usarse varios filtros 
en cascada para mayor precisión (Holmes, Sumner, O’Mard, & Meddis, 
2004). 
Filtro FIR (respuesta al impulso finita) con coeficientes derivados de la 
respuesta en frecuencia. Aplicándole la transformada rápida de Fourier 
inversa (IFFT) a datos obtenidos experimentalmente se obtienen los 
coeficientes del filtro deseado. Aunque la respuesta de este filtro es 
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muy exacta, no conserva la característica de fase (Glasberg & Moore, 
2012). 
Filtro FIR con coeficientes derivados de la respuesta impulsiva. De la 
misma manera que antes se obtienen los coeficientes de datos 
experimentales, en este caso la respuesta impulsiva. De esta manera sí 
que es posible conservar la mayoría de las características de la señal 
(A. Lopez-Najera, Meddis, & Lopez-Poveda, 2005). 
 5.2 Filtros auditivos y membrana basilar 
A lo largo de varios capítulos hemos visto la importancia de las 
particiones cocleares y de la respuesta de la membrana basilar. En este 
punto se va a ver la cóclea como un banco de filtros digitales 
(Oppenheim, Schafer, & Buck, 1989), que ha sido modelado por 
diversos autores utilizando filtros lineales y no lineales para obtener el 
resultado más coherente con los datos experimentales. 
Antes de esto, debemos saber que existen dos importantes fenómenos 
sobre la no linealidad de la cóclea que de forma recurrente aparecen en 
la bibliografía referente al modelado auditivo, son la supresión del 
segundo tono y los productos de distorsión. 
La supresión sucede cuando la respuesta de la membrana basilar a un 
estímulo llamado suprimido, decrece en presencia de otro llamado 
supresor (Cooper, 1996). 
Los productos de distorsión aparecen cuando la membrana basilar es 
excitada por dos tonos         ), apareciendo estos productos a las 
frecuencias:       ,             y             (Robles, Ruggero, & 
Rich, 1991). 
Todos los filtros que se exponen a continuación tratarán de reproducir 
estos fenómenos  para demostrar su fidelidad. 
5.2.1 Primeros Filtros auditivos 
Los primeros filtros de este tipo datan de los años 70 y consistían en 
dos filtros pasa-banda lineales con una no-linealidad situada entre 
ambos. Gracias a esta configuración se conseguían reproducir el patrón 
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de descargas del nervio auditivo producido por la supresión del segundo 
tono (Pfeiffer, 1970).  
Más adelante (Goldstein, 1990; Goldstein, 1995b) propuso el MBPLN 
(Multiple Band-Pass Non-Linear) que consistía en dos etapas en 
paralelo de la forma anterior. Con este modelo se conseguía reproducir 
los fenómenos de supresión, distorsión y compresión en una porción 
coclear, sin embargo nunca se han encontrado datos de su 
implementación como banco de filtros y no reproduce la dependencia de 
la fase con la intensidad (A. Lopez-Najera, 2005). No obstante sí que 
existe una patente del mismo autor (Goldstein, 1995a) sobre su 
implementación electrónica. 
 
Figura 5-2: Esquema y partes del algoritmo MBPLN (Goldstein, 1995b). 
Otro tipo de filtros también utilizado en los primeros modelos es el roex 
(Rounded Exponential) el cual se basa en una forma triangular con el 
pico redondeado en el que pueden fijarse los parámetros de la 
pendiente de caída del filtro (R. F. Lyon, Katsiamis, & Drakakis, 2010). 
5.2.2 Filtro Gammatone 
Fue diseñado para simular la respuesta al impulso de las neuronas del 
nervio auditivo, mediante funciones de correlación inversa (De Boer & 
De Jongh, 1978), (Aertsen, Johannesma, & Hermes, 1980). La 
respuesta al impulso del filtro gammatone (R. Patterson, Nimmo-
Smith, Holdsworth, & Rice, 1988), (R. D. Patterson et al., 1992) 
consiste en dos componentes, un tono portador a la frecuencia 
denominada best frequency (frecuencia que corresponde con la partición 
coclear) y una distribución estadística de función de distribución 
gamma que establece la envolvente de la respuesta al impulso. Como 
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ventajas de este tipo de filtro está su sencilla implementación y 
eficiencia computacional (Slaney, 1993) ya que se trata de un filtro 
digital en el dominio del tiempo. También es sencilla su 
implementación como banco de filtros. 
Sin embargo este tipo de filtros es lineal y dependiente del nivel y 
además es simétrico y no resulta eficiente para el modelado de 
respuestas en frecuencia asimétricas de la membrana basilar. 
Existen diferentes variaciones y mejoras del filtro Gammatone como el 
APGF (filtro Gammatone todo polos) (R. Lyon, 1997) y el OZGF (filtro 
Gammatone con un cero) (Pflueger, Hoeldrich, & Riedler, 1998). 
5.2.3 Filtro GammaChirp 
Se puede decir que Gammachirp es una mejora del APGF que además 
permite el diseño de asimetrías en la respuesta en frecuencia. Esto se 
consigue gracias a una modulación en frecuencia, lo que provoca un 
chirrido (chirp) en la respuesta al impulso, ese es el motivo de esta 
denominación. 
 
        
                      (            )   
      
( 5.1 ) 
La parte encuadrada es la que diferencia el filtro Gammatone del filtro 
Gammachirp. Donde   es el parámetro que permite la fijación de las 
asimetrías (T. Irino & Patterson, 1997; T. Irino & Patterson, 2001). La 
forma de entender este filtro será mediante tres elementos en cascada, 
un filtro gammatone seguido de un filtro pasa-bajo y un filtro pasa-alto. 
Una de las características del filtro auditivo es que el ancho de banda 
varía con el nivel (T. Irino & Patterson, 1997).  
Este filtro ha sido revisado en multiples artículos de los mismos 
autores. En (T. Irino & Patterson, 2001) se comprueba la asimetría del 
filtro a diferentes niveles, por otra parte en (T. Irino & Patterson, 2006) 
se ponen a prueba las características dinámicas del filtro incluyendo no 
linealidad e implementándolo en un banco de filtros. 




Figura 5-3: Esquema del filtro Gammachirp con parte activa no-lineal (T. Irino & Patterson, 
2006). 
Sin embargo algunos han sugerido que no reproduce la supresión 
correctamente ya que es un filtro casi lineal (Plack, Oxenham, & Drga, 
2002), (Tan & Carney, 2003). 
5.2.4 Modelo “Signal Path” 
Siguiendo el mismo razonamiento que Irino y Patterson, se intenta 
mejorar el modelo de (Carney, 1993) y reproducir la dependencia de 
nivel del ancho de banda al igual que se hizo con el gammachirp. 
 
Figura 5-4: Esquema y partes del filtro propuesto por (Zhang, Heinz, Bruce, & Carney, 2001). 
El modelo parte de un modelo de la respuesta del nervio auditivo 
(Heinz, Colburn, & Carney, 2001) incluyendo propiedades de no 
linealidad. En la implementación se incluyen; compresión, ancho de 
banda y propiedades de la respuesta en fase. El filtro Gammatone es 
dependiente del nivel en cuanto a ganancia y ancho de banda, y 
depende de la constante  . El valor de esta constante de tiempo variará 
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dinámicamente dependiendo de la amplitud de la señal de salida. La 
rama inferior de la Figura 5-4 modela el sistema de control del filtro 
tratando de reproducir el proceso activo de la respuesta de la MB. Esta 
rama consiste en una serie de filtros de banda estrecha seguidos de una 
componente no lineal. 
En (Tan & Carney, 2003) se mejora el modelo y resuelve algunos 
problemas observados en las respuesta al impulso de los sonidos tipo 
click10, para que el chirp obtenido sea el adecuado. 
5.2.5 Filtro DRNL 
Este nuevo tipo de filtro presentado en (R. Meddis, O’Mard, & Lopez-
Poveda, 2001), se llama Dual-Resonance NonLinear y al igual que sus 
antecesores, simula la respuesta de la membrana basilar. Este filtro ha 
conseguido por si sólo reproducir un gran número de fenómenos 
psicoacústicos y ha demostrado que reproduce adecuadamente la 
respuesta en frecuencia y la dependencia de nivel de la respuesta de la 
membrana basilar. Además ha sido confeccionado un banco de filtros 
(E. A. Lopez-Poveda & Meddis, 2001) como simulador del oído humano. 
 
Figura 5-5: Esquema del filtro DRNL. 
El filtro cuenta con dos etapas asimétricas en paralelo; la primera de 
ellas lineal y de un ancho de banda mayor, y la segunda no lineal y de 
banda estrecha. Las tres funciones GT consisten en una serie de filtros 
                                            
10 Clik: sonidos de tipo impulso de corta duración utilizados en pruebas fisiológicas, 
tratan de reproducir una delta de dirac, siendo sonidos extremadamente cortos y se 
presentan como si se trataran de un tren de deltas. 
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GT en cascada con ganancia unidad a la frecuencia central. Las 
funciones de LP consisten en la cascada de filtros Butterworth de paso 
bajo de segundo orden que presentan una caída de 3 dB a la frecuencia 
de corte dada (A. Lopez-Najera, 2005). Este algoritmo es el resultado de 
la combinación de los primeros filtros como el MBPLN, y el uso de 
filtros gammatone.  
El modelo DRNL reproduce la supresión ya que la rama no lineal es en 
realidad una serie de filtros gammatone en cascada seguidos de la 
compresión no lineal y seguido de otro conjunto de filtros gammatone. 
Esto hace que si a la entrada encontramos el tono de prueba y el tono 
supresor, ambos pasen juntos por la compresión no-lineal y a la salida 
el tono suprimido tenga un nivel inferior al supresor (R. Meddis & 
Lopez-Poveda , 2010). 
5.2.6 Filtro TRNL 
El objetivo de este filtro es mejorar el DRNL ya que el filtro TRNL 
(Triple-Resonance NonLinear) se basa en añadir una tercera rama al 
DRNL (A. Lopez-Najera et al., 2005). Esta tercera rama, consiste en un 
filtro paso-todo. Este nuevo método provee una mejor respuesta a alta 
frecuencia y a altas intensidades. 
 
Figura 5-6: Esquema del filtro TRNL divido en tres etapas. 
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 5.3 Modelo de las CCI 
La función de las células ciliadas internas es la de la transducción 
mecánico-eléctrica del sistema. Es conocido que su respuesta es similar 
a la de un rectificador de media onda, que convierte la vibración en un 
potencial de acción una vez se ha despolarizado la célula. Recordemos 
que las CCI podríamos verlas como un interruptor que se activa al ser 
tocado por la membrana tectoria, que se mueve cuando vibra la 
membrana basilar. No obstante se ha estudiado a fondo sus 
características de entrada salida (Cheatham & Dallos, 2001; Dallos & 
Cheatham, 1976), concluyendo que se han de tener en cuenta dos 
componentes: 
 Microfónico coclear (MC): el cual se entiende como un potencial 
de corriente alterna que es resultado del movimiento instantáneo 
en un punto de la membrana basilar. 
 Potencial sumatorio (PS): se entiende como una corriente 
continua y tiene que ver con la envolvente de la onda viajera que 
se propaga en el interior de la cóclea. 
 
 
Figura 5-7: Potencial de acción en cuanto al MC y el SP con respecto al nivel de presión sonora. 
Como se puede ver en la Figura 5-7 las componentes del potencial se 
incrementan con el nivel de sonido y lo hacen a frecuencias una octava 
o más por debajo de la frecuencia fundamental. 
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El modelado de las CCI en términos de procesado de señal se ha 
realizado mediante una serie de rectificadores no lineales y asimétricos 
en cascada, que modelan la activación de la transducción, seguidos de 
un filtro paso bajo el cual modela el filtrado de la membrana de la 
célula (Palmer & Russell, 1986).  
 
Figura 5-8: Detalle del modelo de las CCI dentro de (Zhang et al., 2001). 
Muchos son los modelos del sistema auditivo que han incluido esta 
forma de modelado como el de (T. Dau, Püschel, & Kohlrausch, 1996), 
(M. L. Jepsen et al., 2008), (Zhang et al., 2001) o (Kates, 1991). 
5.3.1 Transducción: Modelo de Sinápsis CCI-NA 
Al aparecer el potencial de acción en la CCI se libera un 
neurotransmisor llamado glutamato. El ratio de liberación del 
neurotransmisor se regula por dos factores, el potencial recibido de la 
CCI y la disponibilidad del transmisor en la zona pre-sináptica. 
El modelado de esta etapa ha sido realizado desde los años 70 
(Schroeder & Hall, 1974) pero el modelo más utilizado y relevante ha 
sido el propuesto por (R. Meddis, 1986; R. Meddis, 1988; R. Meddis, 
Hewitt, & Shackleton, 1990) 




Figura 5-9: Esquema de la sinápsis CCI-NA del modelo descrito en (R. Meddis et al., 1990) 
Modelos posteriores han fijado su atención en la adaptación como 
fenómeno derivado de esta sinapsis y que afecta a la percepción. 
Desde otro punto de vista hemos visto esto mismo en la Figura 2-13: 
Modelo de células ciliadas internas (CCI) basado en (Meddis, 1988). 
Aquí se realizaba un circuito eléctrico que modelaba el mismo proceso. 
Este es un ejemplo de cómo las técnicas de modelado no son 
excluyentes sino que cada una ofrece ventajas dependiendo del objetivo 
del modelo. 
5.3.2 Adaptación 
La adaptación modula la dinámica de la percepción del estímulo y se 
traduce en la reducción del ratio de activación después de la 
estimulación. Ésta depende de la intensidad del estímulo, duración de 
estimulaciones precedentes y del ratio espontáneo. Es un fenómeno de 
alta complejidad y de él depende un correcto modelado de la dinámica 
de la sinapsis (R. Meddis & Lopez-Poveda , 2010; 2010), (Zilany, Bruce, 
Nelson, & Carney, 2009). 
En (M. L. Jepsen, 2010) el efecto de la adaptación se realiza como una 
cadena de cinco circuitos no lineales como lazos de retroalimentación, 
cada uno con diferentes constantes de tiempo. Cada circuito consiste en 
un filtro pasa-bajo  y un operador de división. También en (Siebert, 
1974) se puede ver la adaptación como un efecto de compresión 
logarítmica de la señal de salida. 
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Recientemente (Zilany et al., 2009) proponen un modelo con dos etapas 
en paralelo, una para adaptación a largo plazo y otra para corto plazo. 
 
Figura 5-10: Modelo de transducción CCI de (Zilany et al., 2009). 
 5.4 Modelado de la respuesta del nervio auditivo 
Aunque en el Capítulo 1 ya hablamos de la complejidad del modelado la 
vía auditiva, vamos a tomar contacto con el modelado del nervio 
auditivo. El objetivo sobre todo es entender las formas de 
representación que se utilizan en los modelos computacionales y tener 
una idea de conceptos como el ratio de activación (spike-rate), la 
adaptación, o la retroalimentación del sistema eferente11, conceptos que 
en el resto de modelados no hemos llegado a necesitar. 
Podríamos decir que existen dos perspectivas diferentes sobre este 
tema. Una es la de modelos perceptivos, que se realizan con el objetivo 
de obtener respuestas fisiológicas que puedan predecir el 
comportamiento humano, modelos de este tipo son los de (T. Dau et al., 
1996; Derleth, Dau, & Kollmeier, 2001; Ernst, Rennies, Kollmeier, & 
Verhey, 2010; M. L. Jepsen et al., 2008), sin embargo no hacen hincapié 
en estructuras concretas sino que ponen atención en el estudio 
psicoacústico y fisiológico. Por otra parte están los modelos 
computacionales del nervio auditivo, los cuales ofrecen una precisión 
mayor en el estudio de la fisiología de la vía auditiva (Heinz et al., 
2001; Heinz, Zhang, Bruce, & Carney, 2001; Zhang et al., 2001). 
                                            
11 Se hablará de él dentro del  apartado 7.6 Model of the Auditory Periphery (MAP) 
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5.4.1 Modelado nervio auditivo computacional 
Uno de los ejemplos del modelado de esta parte del sistema auditivo, se 
llama procesamiento de amplitud-modulación (T. Dau, 2009). Este 
modelado trata de convertir las señales análogas vistas en el modelado 
del oído medio e interno, en un ratio de activación relativo a la 
actividad neuronal. Esto se debe a la idea de que las neuronas están 
sintonizadas con diferentes valores de modulación y puede verse el 
tronco cerebral como un banco de filtros de modulación (Joris, 
Schreiner, & Rees, 2004), (Langner, 1992). Estos modelos hacen 
hincapié en cada estructura investigando sobre la sincronización la 
respuesta temporal y el ratio de activación neuronal. 
La función relativa al umbral de la modulación en frecuencia es 
conocida como tMTF (función de transferencia de modulación 
temporal). En (T. Dau et al., 1996; T. Dau, Kollmeier, & Kohlrausch, 
1997a; T. Dau, Kollmeier, & Kohlrausch, 1997b) vemos como el modelo 
transforma las  señales en una representación variante en tiempo 
multidimensional. Cada salida de la etapa  de adaptación, se analiza 
por un banco de filtros de modulación. El ancho de banda de los filtros 
es de     por debajo de       y sobre los      tienen una Q de factor 
constante 2. En la salida de cada filtro se fija una componente de ruido 
interno que simula la limitación de resolución en las variaciones de 
amplitud.  
Existen numerosos trabajos que utilizan esta teoría por ejemplo 
(Lorenzi, Soares, & Vonner, 2001) tratan de mejorar los resultados a 
diferentes frecuencias. En el campo de la psicoacústica, por ejemplo el 
de (B. C. Moore & Glasberg, 2001) que obtiene datos experimentales en 
normoyentes y personas con pérdida auditiva que expone que los 
hipoacúsicos tienen menos sensibilidad a la modulación en alta 
frecuencia.  
Sin embargo  (Hewitt & Meddis, 1994)  proponen el ratio de activación 
neuronal como una mejor manera de representar la periodicidad 
temporal ya que en las células del núcleo ventral, no se observa el 
mismo comportamiento en todas las fibras, lo que suscita la 
diferenciación entre fibras de bajo ratio de activación espontánea 
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(LSRF) y las de alto ratio (HSRF) dependiendo de la BMF (Best 
Modulation Frecuency), frecuencia central del banco de filtros de 
modulación. 
 
Figura 5-11: Modelo propuesto por (Hewitt & Meddis, 1994) del procesamiento del nervio 
auditivo. 
Otro punto de vista en el modelado de esta etapa es el que aportan 
(Nelson & Carney, 2004) en el cual las respuestas del nervio auditivo se 
representarán mediante rMTF (rate Modulation Transfer Function) 
divididas en frecuencia, en banda estrecha, y utilizando valores de 
excitación e inhibición de la sinapsis de las neuronas creando un 
modelo más realista, el cual es evaluado posteriormente en (Dicke, 
Ewert, Dau, & Kollmeier, 2007) y (Guérin, Jeannès, Bès, Faucon, & 
Lorenzi, 2006). 
5.4.2 Modelado Perceptivo 
Para explicar los fenómenos de percepción auditiva y su correlación con 
la fisiología se han creado este tipo de modelos perceptivos. El objetivo 
es predecir la psico-fisiología de las fibras nerviosas en relación a estos 
fenómenos psicoacústicos. Para ellos se utiliza lo que se conoce como 
Teoría de la detección estadística o teoría de la detección de señal la 
cual sirve para evaluar el funcionamiento de diferentes mecanismos 
auditivos. 
Para entender mejor lo que se conoce como SDT (Signal Detection 
Theory), vamos a tomar el modelo de procesamiento espectro-temporal 
y percepción de la modulación de (M. L. Jepsen et al., 2008). 




Figura 5-12: Modelo completo del sistema auditivo de (M. L. Jepsen et al., 2008). 
Como se puede ver en la figura, existen partes ya conocidas de las 
estructuras del sistema auditivo, que además siguen las partes que 
hemos recorrido en este capítulo, primero la función de transferencia 
del oído medio, seguido del filtro auditivo DNRL que reproduce la 
función de transferencia de la membrana basilar. Más abajo está la 
transducción de las CCI (en inglés IHC, inner hair cell), adaptación y 
expansión, y el banco de filtros de modulación que imitan el 
comportamiento de las limitaciones del nervio auditivo. El último 
elemento es el detector óptimo. Este elemento es un dispositivo de 
decisión y funciona de manera que el sujeto puede crear un perfil con 
las características de la señal detectada.  De esta manera se puede 
utilizar el modelo en modo de prueba con un paciente real y simular su 
perfil concreto basándose en sus respuestas. 
Se puede echar un vistazo a las últimas publicaciones de los más 
importantes grupos de investigación, y a las tesis doctorales en curso 
para hacerse una idea de los trabajos que se están realizando con este 
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tipo de modelos. Es mucha la bibliografía encontrada en este apartado 
por lo que únicamente se citarán algunas referencias que dan idea de 
hacia donde se encaminan los esfuerzos de la investigación. 
Por ejemplo en DTU (DTU, 2013), desde que se creó el centro de 
investigación dedicado a la audición CAHR, se han escrito más de once 
tesis doctorales y se han escrito numerosos artículos. Algunos de ellos 
hablan de modelos ya implementados evaluando alguna mejora (T. 
Dau, Piechowiak, & Ewert, 2013) otros de aplicaciones prácticas para el 
estudio del entendimiento del habla en normoyentes y personas con 
pérdida de audición, (M. L. Jepsen, 2010) y también para predecir el 
índice de transmisión del habla (STI) (Christiansen, Pedersen, & Dau, 
2010). 
Por ejemplo se han buscado correlaciones poniendo a prueba los 
modelos con pruebas fisiológicas como potenciales evocados (Rønne, 
Dau, Harte, & Elberling, 2012) u otoemisiones (Verhulst, Dau, & 
Shera, 2012).  
Se siguen utilizando los modelos para explicar fenómenos 
psicoacústicos (Alves-Pinto & Lopez-Poveda, 2005; E. A. Lopez-Poveda 
& Alves-Pinto, 2008), también la estructura fina (Santurette & Dau, 
2011), fenómeno que está en estudio actualmente y que consiste en 
investigar la información de la audición que tiene la estructura fina del 
movimiento de la membrana coclear (B. C. Moore, 2008). 
También el equipo de Ray Meddis (Essex HRL, 2013) trabaja en el 
modelado de la supresión eferente (Brown, Ferry, & Meddis, 2010), la 
investigación del tinnitus12, y lo que han llamado “la ayuda auditiva 
inspirada en la biología”, que es un algoritmo de programación de 
audífonos basado en los modelos antes vistos. Siguiendo con el tema de 
dispositivos para la audición también pueden usarse estos modelos 
para estudiar la inteligibilidad en pacientes con implantes cocleares 
(Fredelake & Hohmann, 2012). 
Podríamos resumir que los principales campos de investigación 
utilizando modelos perceptivos son: 
                                            
12 Los tinnitus o acúfenos son un fenómeno perceptivo que consiste en notar sonidos 
en el oído, que no proceden de ninguna fuente externa. 
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 Modelos de sonoridad y tono. 
 Modelos de resolución temporal. 
 Modelos de percepción del habla. 
 Aplicación de los modelos a pruebas diagnósticas. 
 Aplicación de los modelos a dispositivos auditivos. 
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 6 Otros tipos de 
modelado en 
ingeniería de la 
audición 
Una buena parte de los esfuerzos realizados a lo largo del tiempo en 
modelar el sistema auditivo han ido dirigidos a entender su 
comportamiento. Es por esto que se ha investigado profundamente la 
membrana basilar y se ha estudiado la no linealidad de la cóclea tanto 
en el terreno biofísico como mediante la implementación de filtros 
auditivos. Sin embargo existe una nueva vertiente más práctica que 
trata la percepción de los sonidos y como el ser humano es capaz de 
entender, identificar y clasificar los diferentes sonidos que llegan a su 
oído. Por otra parte la escucha binaural ha supuesto mucho interés 
desde principios del siglo XX, no sólo por su implicación en la 
localización espacial (J. Blauert, 1997) sino también por su implicación 
en la inteligibilidad en ambientes ruidosos (Deleforge & Horaud, 2012).  
No puede olvidarse que el ampliamente conocido MP3 (Bosi et al., 2012) 
y otros tantos formatos de codificación de audio que utilizan modelos 
psicoacústicos para comprimir la información. Por otra parte existen 
implementaciones de modelos sobre DSP y aplicaciones en robótica en 
reconocimiento de voz y también aplicaciones en audiología. Un famoso 
modelo de cóclea electrónica es el de (R. F. Lyon & Mead, 1988) que en 
posteriores avances en esta dirección (Watts, Kerns, Lyon, & Mead, 
1992) se llega a implementar con tecnología VLSI (Sarpeshkar, Lyon, & 
Mead, 1998) y muy recientemente realizando estructuras más 
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avanzadas (R. F. Lyon, 2011). Este tipo de modelos es el que se ha 
llamado “Silicon cochlea”.  
 6.1 Auditory Scene Analysis 
A principios de los 90 (Bregman, 1990) sienta las bases de lo que es 
conocido como el “análisis de escenas auditivo”. Esta teoría trata de 
reproducir los procesos que realiza el cerebro humano para separar las 
distintas fuentes sonoras del ambiente sonoro complejo. Para ello se 
pueden distinguir diferentes etapas dentro del Auditory Scene Analysis 
(ASA): 
 
Figura 6-1: Esquema de las partes que component el modelado mediante la teoría de Auditory 
Scene Analisys. 
1. Front End: es la parte que corresponde al procesado de sonido 
que realiza el oído, a los filtros cocleares y el pre-procesado que 
se realiza al llegar al nervio auditivo. 
2. Segmentación: Se identifican las señales recogidas dándoles una 
serie de características mediante las cuales es posible 
segmentarlas. Estas características son entre otras su 
intensidad, frecuencia y duración. 
3. Algoritmo de Agrupamiento: A cada elemento segmentado ha de 
asignársele un patrón. El agrupamiento se realiza en dos etapas, 
el agrupamiento secuencial, y el agrupamiento simultáneo. El 
agrupamiento secuencial, trata de obtener una organización 
perceptual separando los flujos de sonidos y asignando una 
“distancia” en cuanto a timbre, dirección espacial y frecuencia 
fundamental. El agrupamiento simultáneo tiene que ver con el 
reconocimiento de cada sonido, si es periódico o no periódico, la 
sincronía entre los flujos de tonos diferentes, la misma 
localización espacial y la misma fluctuación en amplitud. 
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4. Salida: Se compone de determinado número de grupos las cuales 
son representaciones de las distintas fuentes sonoras. 
Rápidamente esta teoría se probó utilizando la computación lo que 
ayudó a desarrollarla y avanzar en ella (Brown, 1992), con lo que 
comenzó a llamarse también Computational Auditory Scene Analysis 
(CASA). 
6.1.1 Modelos fisiológicos y Auditory Scene Analysis 
Del trabajo de (Ellis, 1996) extraemos diferentes ejemplos de modelos 
fisiológicos. 
El poder obtener la voz de una escena auditiva de forma independiente 
ha sido uno de los principales objetivos de esta técnica. En (Wang & 
Brown, 1999) utilizando la separación ciega de fuentes13 y CASA 
describen un procedimiento que a día de hoy es considerado el más 
modelo fisiológico más completo realizado de ASA. 
 
Figura 6-2: Esquema de modelo fisiológico utilizando ASA. En la parte superior se muestran las 
diferentes partes del sistema que separará las señales de habla y ruido. En la parte inferior se 
esquematiza cómo funciona el correlograma y el sistema de ocilador neuronal. 
                                            
13 Utilizado en el procesado de señales biomédicas, la separación ciega de fuentes 
consiste en la recuperación de un conjunto de señales que no han podido ser 
observadas directamente, que llamaremos “fuentes”, a partir de otro conjunto de 
señales obtenidas como mezclas de las fuentes, que llamaremos observaciones (Rieta 
Ibáñez, 2007). 
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En él se utiliza una de red de oscilador de dos capas el cual separa el 
flujo de señales en función de la correlación oscilatoria. En (van Der 
Kouwe, Wang, & Brown, 2001) ponen a prueba diferentes formas de 
realizar la separación ciega de fuentes concluyendo que la combinación 
de varias técnicas con el modelo CASA antes citado ofrece buenos 
resultados en tiempo real. 
La aplicación más interesante y de utilidad en el campo de las ayudas 
auditivas es la de conseguir separar la palabra del ruido. Estas 
posibilidades de enfatización del habla se pueden ver en (Büchler, 
Allegro, Launer, & Dillier, 2005).   
 
Figura 6-3: Modelo de atención (Wrigley & Brown, 2004) 
A parte de estas aplicaciones se utiliza cada vez más en robótica, y 
como veremos en el siguiente apartado, para la localización espacial. 
También como puede verse en la Figura 6-3 se utiliza para reproducir 
procesos como la atención en diferentes sonidos. 
 6.2 Modelos Binaurales 
Los modelos auditivos Binaurales se realizan con la motivación de 
entender y poder reproducir los procesos binaurales que hacen posible 
la localización espacial, pero también a focalizar la atención y a recibir 
mejor el mensaje en ambientes reverberantes. Hay diferentes 
aplicaciones de estos modelos actualmente (Blauert, 2012), incluyendo 
el análisis computacional de escena auditiva (CASA) con el objetivo de 
utilizarlo en robótica (Deleforge & Horaud, 2012), o en la simulación de 
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salas (M. Bodden, 1993) o bien en dispositivos auditivos (M. Bodden, 
1994)(Kates, 2008). No obstante es muy extendido su uso también en 
reconocimiento automático del habla (ASR) en general (R. M. Stern, 
2002).  
Los dos parámetros más importantes cuando hablamos de escucha 
binaural y de localización espacial son: 
 Interaural Time Differences (ITD’s): diferencia de tiempo entre la 
llegada de la onda sonora a un oído con respecto al otro. En 
ocasiones se puede hablar también de Interaural Phase 
Differences (IPD’s) sobretodo en el caso de tonos puros. 
 Interaural Intensity Differences (IID’s): diferencia de intensidad 
entre la llegada de la onda sonora a un oído con respecto al otro. 
Con la misma idea existen también las Interaural Level 
Differences (ILD’s) que se refieren a la diferencia de nivel. 
De los experimentos de diferentes autores recogidos en (J. Blauert, 
1997) y descritos en profundidad en (Moore, 2003) se pueden obtener 
las mínimas diferencias de tiempo e intensidad obtenidas de forma 
experimental. Estas diferencias son llamadas Just-Noticeable 
Difference (JND).  
En cuanto al modelado de la escucha binaural, se encuentra la primera 
aportación en (Jeffress, 1948)  quien sugiere que la localización espacial 
depende de mecanismos neuronales que detectan la diferencia de nivel, 
y en el mismo año se describe la diferencia de nivel de  
enmascaramiento binaural (Hirsh, 1948; Licklider, 1948).  
6.2.1 Modelos basados en correlación cruzada 
6.2.1.1 Modelo binaural de Colburn 
Sin embargo la aportación de (Colburn & Durlach, 1978) es la que se ha 
tomado como modelo genérico el cual incluye una serie de 
procesamientos basado en filtros pasa-banda, rectificación, 
representación neuronal con procesos estocásticos y además: 
1. Comparación de tiempo interaural con un rango de posibles 
tiempos de retardo utilizando correlación o mecanismos de 
coincidencia  
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2. Mecanismos de decisión que consideran las diferencias de nivel 
de los procesadores monoaurales. 
A partir de este modelo el trabajo derivado ha prestado especial 
atención a los mecanismos de correlación cruzada para la extracción de 
la información de diferencias de tiempo (R. M. Stern & Trahiotis, 1995). 
 
Figura 6-4: Esquema del modelo de procesado binaural de Colburn. 
La correlación cruzada se formula en relación a las señales de ambos 
oídos de la forma: 
        ∫                          
 
  
 ( 6.1 ) 
Donde    y    son las señales de ambos oídos,      representa la 
ventana temporal donde se realiza la correlación y      es normalmente 
de la forma    | | y sirve para enfatizar la contribución de los retardos 
internos. 
Para el efecto de las IID se añade la constante de proporción de 
intensidad  ̂ que se halla utilizando los valores de intensidad de ambos 
oídos (       ) en los intervalos de tiempo definidos por      (Sayers & 
Cherry, 1957). 
  ̂  
     
     
 ( 6.2 ) 
Para estimar el ángulo del evento sonoro, necesitamos alimentar un 
procesador de reconocimiento de patrones con la información de IACC 
(Interaural Cross-correlation), el cuál decide que patrón concuerda con 
la señal de entrada (Blanco Martín, 2009). 
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Por otra parte dentro de los modelos neuronales tendríamos la etapa de 
toma de decisiones que en la bibliografía suele ser llamado “contador de 
coincidencias”. Esta parte se basa en el comportamiento del nervio 
auditivo sistema auditivo central y en el tiempo de disparo de las fibras 
nerviosas. La actividad de las fibras del  sistema nervioso se 
caracteriza por      que es su ratio de activación, el cual es función 
variante en tiempo que depende de una frecuencia característica (CF).  
El contador de coincidencias se realiza en este caso como un proceso de 
Poisson14 no homogéneo. 
             ∫                          
 
  
 ( 6.3 ) 
Aquí          será el número de coincidencias por cada ventana de 
tiempo a la CF evaluada. 
Existen dos principales vertientes que han desarrollado su trabajo en 
base a este modelo que se citarán a continuación: 
 Determinar la forma en que la posición lateral de un estímulo 
binaural puede ser relacionada con la actividad del contador de 
coincidencias. Examinar también cómo la discriminación 
interaural y la detección binaural se corresponden con cambios 
en la posición lateral (R. M. Stern, Zeiberg, & Trahiotis, 1988; R. 
M. Stern & Shear, 1996).  
 Comprender cómo procesa el sistema binaural los sonidos 
complejos en entornos reales (J. Blauert, 1997; Blauert, Bodden, 
& Lehnert, 1992; Gaik, 1993). Esta línea de investigación ha 
motivado la creación de procesadores Cocktail-party15 (Grabke & 
Blauert, 1998). 
                                            
14 En estadística y simulación, el proceso de Poisson es un proceso estocástico de 
tiempo continuo que consiste en "contar" eventos raros (también se le llama "ley de los 
eventos raros") que ocurren a lo largo del tiempo. 
15 El efecto Cock-tail party, también puede ser llamado de atención selectiva. Es el 
fenómeno que ocurre cuando se ha de prestar atención a un estímulo en un ambiente 
ruidoso rodeado de estímulos similares, como ocurre cuando se intenta seguir una 
conversación en un ambiente ruidoso. 
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6.2.1.2 Modelo inhibitorio de Lindemann 
En (Lindemann, 1986) se describe un modelo que parte de la 
anteriormente explicada correlación cruzada, pero que propone algunas 
diferencias: 
 Incluye un mecanismo de inhibición a la salida del contador de 
coincidencias. 
 Incluye mecanismos de procesamiento monoaural que ayuda a 
obtener información de coincidencias aun cuando la intensidad 
en uno o ambos oídos es extremadamente baja. 
 
Figura 6-5: Comparación entre modelos binaural con correlación cruzada. A) Modelo de 
Colburn. B) Modelo inhibitorio de Lindemann. 
Una de las propiedades interesantes del modelo de Lindemann es que 
la interacción de la inhibición con el procesamiento monoaural, produce 
picos pronunciados en la salida del contador de coincidencias (mayor 
número de coincidencias a lo largo del eje de retardos internos) lo que 
produce cambios en las ILD en alta frecuencia. No obstante el principal 
fenómeno que se pretendía estudiar mediante este modelo era el efecto 
de precedencia, el cual se reproduce con fiabilidad debido a la inclusión 
de la inhibición en el proceso. 
Como continuación de este trabajo, este modelo fue probado por (Gaik, 
1993) con datos experimentales de sujetos reales y además propone 
mejorar la diferencia de sensibilidad del modelo en las ILD a alta 
frecuencia. La idea de la inhibición binaural se ha seguido utilizando en 
modelos posteriores de manera recurrente, (Breebaart, Van De Par, & 
Kohlrausch, 2001) realizan un modelo llamado EI (excitación-
inhibición) el cual es un modelo de detección de la señal binaural.  
Para la localización del evento sonoro existe también un modelo basado 
en correlación cruzada el cual sólo va a tener en cuenta las ITD e ILD 
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que claramente muestren la posición de la fuente (Blanco Martín, 
2009). Este modelo utiliza lo que los autores (Faller & Merimaa, 2004) 
llaman coherencia interaural (IC), y su principal diferencia es la 
manera en que la potencia de la señal afecta a la localización, mientras 
otros modelos utilizan los valores de la señal a lo largo del tiempo o su 
integración en una ventana temporal, el modelo IC solamente trata la 
potencia de la señal en el instante concreto en que se evalúa. 
6.2.2 Modelo Stereoausis 
El nombre de este modelo descrito por (Shamma, Shen, & 
Gopalaswamy, 1989)  viene de una analogía de lo que es la estereopsis16 
en la visión pero aplicado a la audición. Este trabajo sigue utilizando el 
método de correlación pero la filosofía de este modelo de redes 
neuronales es muy diferente. En primer lugar la hipótesis enunciada 
toma en cuenta los datos fisiológicos que dicen que el procesamiento 
binaural se realiza sobre todo en la vía auditiva concretamente en el 
complejo olivar superior, (MSO y LSO). Por otra parte no utiliza la 
información temporal para caracterizar la señal de salida de la cóclea 
sino la información espacial.  
El principal proceso que se realiza a en este modelo es confeccionar una 
matriz  de primer orden donde se detallan las respuestas de ambas 
cócleas. De esta matriz se mide la función de correlación entre la 
actividad instantánea del mismo punto coincidente en ambas cócleas. 
El propósito principal trata de obtener la información de ITD de la 
diferencia entre el movimiento de ambas cócleas ya que ambas tienen 
la misma velocidad de propagación pero en cada porción coclear pueden 
coincidir movimientos diferentes en las cócleas.  
                                            
16 Estereopsis: percepción visual binocular del espacio tridimensional. 




Figura 6-6: Comparación entre modelos de procesamiento binaural. A) Modelo de Jeffress de 
correlación cruzada temporal. B) Modelo Stereausis de correlación espacial. 
Finalmente los patrones de salida del nervio auditivo se realizan 
mediante procesos de inhibición lateral espacial e interacción de la 
excitación, lo que provoca efectos no lineales en los resultados. 
Comparando este modelo con el modelo clásico (Jeffress, 1948), 
podemos decir que el Stereausis utiliza correlación espacial mientras 
que el modelo de correlación cruzada  lo hace comparando las 
informaciones con una serie de retardos neuronales para después elegir 
la opción más acertada. 
6.2.3 Modelos de Detección 
En los últimos años los modelos recogidos tienen como objetivo el 
reconocimiento de voz viendo el modelo binaural como un enfatizador 
de la voz en entornos ruidosos. Se evalúa en estos casos la relación 
señal ruido que ofrece el modelo cuando se produce el fenómeno 
conocido como Cocktail party. No obstante también se ha avanzado en 
la localización del sonido. En este campo podemos hablar de los modelos 
que detectan la dirección de la fuente sonora, que llamaremos Detection 
of arrival (DOA). 
6.2.3.1 Direction of Arrival 
En el trabajo (Dietz, Ewert, & Hohmann, 2011) se describe un modelo 
binaural que no utiliza correlación cruzada para ello utiliza una 
combinación del modelo descrito por (Dau, Püschel, & Kohlrausch, 
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1996) del procesamiento auditivo, con el de excitación-inhibición de 
(Breebaart et al., 2001). El modelo trata de considerar 4 aspectos: la 
resolución temporal, limitada información de la estructura fina a altas 
frecuencias, disparidades en la envolvente temporal, un limitado rango 
de ITD. Para ello utiliza funciones de transferencia interaurales (ITF). 
 
                    ̅̅ ̅̅ ̅̅ ̅̅ ̅ 
                      
                  
( 6.4 ) 
Donde        es la señal del oído izquiero y       ̅̅ ̅̅ ̅̅ ̅̅ ̅ es la compleja 
conjugada de la señal del oído derecho. Después usa la        en un 
vector de fuerza binaural (IVC) de la forma: 
        




∫ |        |     ⁄   
 
 
 ( 6.5 ) 
 
Figura 6-7: Pre-procesado (Dietz et al., 2011) 
En la figura Figura 6-7 pueden verse los procesos que se realizan en 
este modelo de DOA, obteniendo las ILD y las IPD de modulación y de 
la estructura fina. 
6.2.3.2 Dominio tiempo / frecuencia 
Siguiendo con la idea de la detección, en (Nakashima, Chisaki, 
Usagawa, & Ebata, 2003) se evalúan  modelos de detección 
implementados en el dominio del tiempo y de la frecuencia, y 
110 Otros tipos de modelado en ingeniería de la audición 
 
 
comparándolos con la base de datos de HRTFs. En (Chisaki, Matsuo, 
Hagiwara, Nakashima, & Usagawa, 2007) se utiliza también 
comprobando la exactitud en la localización del sonido en tiempo real,  
e implementándolo en un dispositivo auditivo. 
 
Figura 6-8: Comparación entre los modelos de detección. A) modelo en el dominio del tiempo. 
B) modelo en el dominio de la frecuencia. 
6.2.4 Conclusión 
Para cerrar este apartado vamos a enumerar diferentes fenómenos 
psicoacústicos que pueden ser descritos mediante modelos de 
correlación cruzada antes mencionados, para ampliar esta información 
puede consultarse (R. M. Stern & Trahiotis, 1995). 
TABLA 6-I: Fenómenos psicoacústicos de la escucha binaural. 
Fenómenos binaurales estudiados mediante modelado 
Posición lateral subjetiva. 
 Lateralización de tonos 
puros. 
 Lateralización de ruido 
filtrado en baja 
frecuencia. 
 Lateralización de tonos 
modulados de baja 
frecuencia. 
 Lateralización de tonos 
modulados de alta 




 Diferencias de nivel 
de enmascaramiento 
binaural 
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 7 Recursos y 
herramientas de 
modelado 
Después de repasar las diferentes técnicas que existen para modelar el 
sistema auditivo, el presente capítulo tratará de ofrecer colección de 
recursos disponibles a día de hoy, para la realización de modelos. La 
mayoría de ellos lo hacen siguiendo las pautas del Capítulo 5: Métodos 
basados en procesado de la señal ya que son los más extendidos y 
pueden desarrollarse sin necesidad de un software dedicado. En los 
últimos años la potencia y facilidad de uso que ofrece MATLAB ha hecho 
que la comunidad científica no sólo realice modelos o software 
completos sino que los comparta, creando comunidades al estilo 
Opensource que dedican sus esfuerzos a reproducir experimentos 
implementando mejoras de forma más ágil que hace algunos años. 
Algunos de estos recursos son de hace unos años y han sido superados o 
incluso desechados, pero merece la pena conocerlos en orden casi 
cronológico entendiendo qué dirección ha seguido la evolución de estas 
herramientas. 
 7.1 Auditory Toolbox 
Este ‘toolbox’ fue inicialmente desarrollado para Apple Compute Inc. 
por Malcom Slaney y finalizado en Interval Research Corporation.  
A día de hoy  está disponible en:   
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https://engineering.purdue.edu/~malcolm/interval/1998-010/  tanto el 
programa como la documentación. 
El objetivo de esta herramienta fue programar una serie de modelos del 
sistema auditivo en el entorno MATLAB y proporcionar diferentes 
formas de representar los sonidos en base a estos modelos. Existen 6 
formas de representación en este programa, 3 de ellas son las 
habituales utilizadas en representación y reconocimiento de voz y las 
otras 3 están basadas en modelos computacionales del sistema auditivo 
de diversos autores: 
1) Mediante spectrogram puede verse el análisis FFT del estímulo a 
lo largo del tiempo. 
2) Otra de las habituales formas de representación de la señal vocal 
es mediante el análisis de predicción lineal, el cual puede 
utilizarse mediante las funciones prolpc y su inversa synlpc. 
3) El Mel-Frecuency Cepstral Coefficients (MFCC) es otra 
herramienta utilizada para el reconocimiento de voz y se 
considera una representación bastante similar a cómo responde 
el sistema auditivo.  Combina filtros auditivos con transformada 
del coseno. Además, incorpora la técnica conocida como rasta 
(RelAtive SpecTrAl) que simula la respuesta del oído al 
enmascaramiento. 
4) Implementando el modelo de Richard F. Lyon (LyonPassiveEar 
en el programa) se obtiene una representación de la probabilidad 
de actividad neuronal. El modelo de Lyon consta de una línea de 
transmisión a través de la membrana basilar seguida de una 
serie de etapas de adaptación. Aquí puede verse un ejemplo de la 
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respuesta del modelo ante un estímulo de una señal sinusoidal. 
 
Figura 7-1:Ejemplo de visualización de una onda sinusoidal en Auditory Toolbox. 
5) Mediante tres comandos (MakeERBFilters, ERBFilterBank, y 
MeddisHairCell) podemos obtener la respuesta a un modelo 
basado en bandas críticas compuesto por un banco de filtros 
Gammatone(Patterson, Mike, & Giguere, 1995) y al modelo sobre 
la dinámica de las CCI de (R. Meddis, Hewitt, & Shackleton, 
1990) 
 
Figura 7-2: Banco de filtros Gammatone extraído de un ejemplo con Auditory Toolbox. 























































Figura 7-3: Respuesta de las CCI extraído de un ejemplo con Auditory Toolbox. 
 
6) El modelo de cóclea de (Seneff, 1986) también combina un banco 
de filtros de bandas críticas con un detector de control 
automático de ganancia (AGC). Las etapas I y II  son utilizadas 
en la función SeneffEar del programa. 
 
Figura 7-4: Esquema del modelo de (Seneff, 1986) incluido en el Auditory Toolbox. 




































Figura 7-5:Cocleograma utilizando el modelo de Sneff dentro del Auditory Toolbox. 
Dentro de la documentación se encuentra una descripción de cada una 
de las funciones con ejemplos para un mejor entendimiento. 
 7.2 Hut-EAR 
Este paquete de funciones realizado por Aki Härmä del laboratorio de 
acústica y procesado de la señal de audio de la Helsinki University of 
Technology utiliza funciones de diferentes ‘toolboxes’ como el Auditory 
Toolbox, el Auditory Image Model de la Cambridge University, del 
LutEar (de la Essex University ahora llamado MAP) y funciones del 
trabajo de Toshio Irino.  
El software completo desarrollado en MATLAB está actualmente 
disponible en: http://www.acoustics.hut.fi/software/HUTear  
A diferencia del Auditory Toolbox, este paquete contiene una estructura 
común para todos los modelos, y cada modelo unos parámetros que son 
fijados mediante perfiles. Para ello se utiliza la función 
A=AudMod(sig,profile), la cual utiliza una señal de entrada y un 
modelo concreto que se encuentra en el perfil. 
La estructura y los perfiles se encuentran detallados en las siguientes 
tablas: 
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TABLA 7-I: Etapas y funciones de HUT-EAR. 
Etapa de la 
estructura 
Funciones Opciones 
Pre-procesado:  Pascalize Escalado del nivel 
de la señal  






















Adaptación neural model.neural.function 













Detection devices  
 
Como puede verse en la TABLA 7-I las etapas de HUT-EAR 
corresponden con cada parte del sistema auditivo distinguiendo el oído 
externo y medio, la cóclea, las CCI, la adaptación neuronal y el post-
procesado. Estas etapas tienen su correlación directa con los apartados 
en que se divide el Capítulo 5. 
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TABLA 7-II: Descripción de los modelos completos (perfiles) realizados con HUT-EAR 
Archivo MATLAB Banco de Filtros Modelo CCI Referencia 
Profile_Plack98.m Gammatone 
 
Rectificador media onda 
Compresión no lineal 
integrador temporal 
(Plack & Oxenham, 1998) 
Profile__Dau96.m Gammatone Rectificador media onda 
Filtro pasa bajo 
Adaptacion Dau 
(Dau, Püschel, & 
Kohlrausch, 1996) 
Profile_Karjalainen96.m Gammatone Rectificador media onda 
Filtro pasa bajo 
Adaptacion  Karajalainen 
(Karajalainen, 1996) 
Profile_Meddis91.m Gammatone Modelo CCI Meddis (R. Meddis & Hewitt, 1991) 
 
En la TABLA 7-II se muestran los perfiles de HUT-EAR indicando el 
tipo de algoritmo que utilizan en las etapas de filtros cocleares y modelo 
de CCI. Los perfiles disponibles son el de Plack98, el de Dau96, el de 
Karjalainen96 y el de Meddis91.  
 7.3 LUTEar Core Routines Library (CRL) 
Su primera versión data de 1993 y estaba compuesta por los módulos 
utilizados en el Speech and Hearing Laboratory, de la Loughborough 
University of Technology (LUT). Sin embargo el copyright pertenece a 
la Essex University.  
Esta herramienta escrita en ANSI-C de la cual puede conocerse más en 
el sitio: http://www.physiology.wisc.edu/phys735/lutear/manual.html 
está compuesta por una serie de módulos y rutinas que para ser 
utilizados en el modelado computacional del sistema auditivo. La 
última versión de 1997 LUTEar 2.0.9 estaba compuesto de los 
siguientes módulos: 
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TABLA 7-III: Módulos generales de LUTEar 2.0.9 
LUTEar Contiene la declaración de las constantes básicas, 
macros y subrutinas  
SignalData Se define la estructura de las señales de entrada. 
Contiene también rutinas necesarias para manejar la 
estructura.  
EarObject Se define la estructura del modelo. Las rutinas 
específicas de procesos, las rutinas para manejar los 
procesos de entrada y salida y la conexión entre ellas.  
ModuleMgr Contiene el módulo de gestión del sistema e incluye las 
extensiones de programación genéricas.  
 
 7.4 The Development System for Auditory 
Modelling (DSAM) 
DSAM es un recurso escrito en ANSI-C desarrollado originalmente por 
el Centre for the Neural Basis of Hearing (CNBH) por Lowel P. O'Mard 
el cual sigue dando soporte hoy en día. Este software está diseñado 
específicamente para obtener simulaciones del sistema auditivo siendo 
muy parecido a su antecesor LUTEar pero a diferencia de éste, se 
distribuye con código abierto: http://dsam.sourceforge.net/, lo que hace 
de él un sistema más flexible para el uso de cualquier investigador en el 
campo. 
Uno de los principales atractivos de este potente simulador es la 
posibilidad de utilizarlo en diferentes entornos dependiendo de la 
intención de la simulación. De esta manera el programa cuenta con un 
kit de desarrollo de software (SDK) para poder programar en ANSI-C 
las diferentes simulaciones de los modelos. Sin embargo a raíz de la 
expansión del entorno MATLAB cuenta también con  la herramienta 
RunDSAMSim en la que es posible realizar las simulaciones de DSAM 
ya sea en MATLAB, Octave o Java. Además de esto existe una versión de 
simple simulación para no programadores llamada AMS (Auditory 
Modelling System) en la cual hay diferentes tutoriales en los que poder 
simular diferentes experimentos.  
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Actualmente el Hearing Laboratory de la Essex University utiliza un 
programa escrito completamente en entorno MATLAB que será visto en 
el punto 7.6 Model of the Auditory Periphery (MAP). No obstante los 
tutoriales constan de diferentes experimentos artículos en los que fue 
utilizado DSAM (O’Mard, 2005) por ejemplo sobre el modelado de la 
frecuencia fundamental en el núcleo coclear, la integración temporal o 
el enmascaramiento no simultáneo. 
 
Figura 7-6: Captura de pantalla de un modelo de oído humano en varios canales 
Las características de DSAM son: 
 Estructura modular 
 Escrito en ANSI-C y disponible en todos los sistemas operativos 
 Los datos multicanal son manejados invisiblemente 
 Permite procesado binaural 
 Amplia colección de modelos del sistema auditivo realizados por 
diferentes investigadores 
 Extensa colección de módulos de análisis incluidas 
 Algoritmos con eficiencia probada 
 Rutinas para el manejo y detección de errores 
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 Programación disponible en más de un nivel 
 Soporta escritura y lectura de datos de audio 
 Procesamiento segmentado para secuencias largas o señales 
continuas 
 Herramienta para crear módulos nuevos e incluirlos en DSAM 
 
 7.5 Auditory Image Model (AIM-MAT) 
También desarrollado por el Centre for the Neural Basis of Hearing 
(CNBH) pero orignalmente escrito en 1992 por John Holdsworth, Paul 
Mason and Mike Allerhand del MRC APU y descrito en (Patterson et 
al., 1995).  
Ha pasado por diferentes versiones la de 1992 (en C) es la que llaman 
“original AIM” la de 2003 mejorada por Stefan Bleeck, Tim Ives and 
Roy D. Patterson y reescrita en MATLAB fue llamada “AIM-MAT”. 
Actualmente está siendo soportado por la Universidad de Southampton 
a través de la web: http://www.southampton.ac.uk/aim/  
Las principales funciones que puede reproducir y similar AIM son: 
1) Pre-procesamiento coclear (PCP): procesamiento del sonido antes 
de llegar a la ventana oval 
2) Basilar membrane motion (BMM): movimiento de la membrana 
basilar en el interior de la cóclea.  
3) The neural activity pattern (NAP): patrón de la actividad 
neuronal observado en el nervio auditivo y el núcleo coclear.  
4) Strobe points (SP): La identificación es máxima si se repiten los 
patrones neuronales, ésto se puede utilizar para crear imágenes 
auditivas. 
5)  Stabilized auditory images (SAI):  la base de la percepción 
auditiva está en el reconocimiento de las antes llamadas 
imágenes auditivas. 
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6) Mellin Magnitude Image (MMI): Un tamaño invariante relative 
a la percepción de una sílaba es lo que se conoce como magnitud 
Mellin. Esta última función ha sido incluida en la versión actual. 
 
Figura 7-7: Interfaz de usuario de AIM2006. 
Uno de los puntos fuertes de esta herramienta es que es sencilla de 
utilizar a través de su interfaz gráfico ya que desde él se realiza todo el 
trabajo, llamando a las funciones necesarias en cada momento. 
 7.6 Model of the Auditory Periphery (MAP) 
Realizado en la Universidad de Essex, como continuación del trabajo 
realizado en el DSAM escrito en C, pero en esta ocasión diseñado por 
Ray Meddis y escrito en MATLAB incluyendo diversas mejoras. Model of 
the Auditory Periphery (MAP) es un programa que simula todas las 
etapas del sistema auditivo hasta llegar al tronco cerebral. MAP es un 
modelo basado en el conocimiento de la anatomía y fisiología del 
sistema auditivo y sus parámetros han sido elegidos de registros 
experimentales con pequeños mamíferos. Están disponibles un gran 
número de programas de test que simulan este tipo de experimentos. 
 
Figura 7-8: esquema del sistema auditivo modelado por MAP. Cada círculo representa una 
etapa de procesamiento de señal 
Los objetivos perseguidos por el programa son. 
126 Recursos y herramientas de modelado 
 
 
1) Poder generar representaciones multicanal de diferentes partes 
del sistema auditivo, incluyendo membrana timpánica, 
movimiento del estribo, membrana basilar (MB), desplazamiento 
de las células ciliadas internas (CCI), receptor de potencial y 
nervio auditivo. 
2) Ilustrar experimentos básicos del sistema auditivo. 
3) Generar características auditivas de reconocimiento del habla 
4) Demostrar un rango limitado de fenómenos psico-fisiológicos en 
colaboración con el software Multithreshold que veremos en 
7.9.3.  
Dentro del programa existen dos arquitecturas diferentes, la de modelo 
de probabilidad y la de modelo de excitación (spiking model). El modelo 
de excitación es más preciso pero también tiene mayor coste 
computacional y es más lento. 
Modelo Probabilidad Modelo de Excitación 
 
 
Después de la etapa CCI se separa 
en dos ramas una para fibras de 
Alta ratio de excitación 
espontánea (HSR) y otra para bajo 
ratio. El modelo acaba en el nervio 
auditivo. 
La Salida del nervio auditivo (AN) 
tiene dos etapas, primero la etapa 
que simula el núcleo coclear (CN) 
y después la etapa que simula el 
complejo olivar medial superior.  
 La retroalimentación del sistema, también llamado efecto eferente, 
tiene dos etapas, el reflejo estato-acústico (AR) y el efecto del complejo 
olivar (MOC) en la membrana basilar, como se puede ver en las 
arquitecturas, el AR precisa de fibras LSR ya que éstas tienen mayores 
umbrales. 
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Para mejor entendimiento de los modelos puede consultarse la 
documentación del programa en (R. Meddis, 2012), no obstante 
repasaremos las diferentes vistas que puede generar el programa para 
analizar los datos. 
 7.7 Auditory Modelling Toolbox (AMTool) 
Este proyecto tuvo como origen el Computational auditory signal 
processing and perception (CASP), un modelo desarrollado en la Dansk 
Teknisk Universitet, por Morten L. Jepsen durante su estancia como 
estudiante de doctorado en el Centre of Applied Hearing Research 
(CAHR). Basándose en el modelo de (Dau et al., 1996) y (Jepsen, Ewert, 
& Dau, 2008) se realizaron las rutinas básicas para dar origen al 
Auditory Modelling Toolbox. En el modelo CASP se utilizaban las 
principales premisas en cuanto a formato que se buscan en Auditory 
Modelling Toolbox. 
Esta nueva herramienta escrita en MATLAB está siendo desarrollada 
por diferentes grupos de investigación, la mayoría ubicados en el norte 
de Europa, y soportada entre otros por Peter L. Søndergaard y 
disponible en http://amtoolbox.sourceforge.net/. Se encuentra bajo 
licencia GNU General Public License (GPLv3) y durante el desarrollo 
de este proyecto ha pasado en 7 meses de la versión 0.3 a la 0.9  
Lo más característico de este proyecto es su filosofía de “investigación 
reproducible”, es decir, todos los modelos y trabajos desarrollados se 
realizan siguiendo unas pautas para que puedan ser todos igualmente 
entendibles, utilizados, comparados. Citando al propio Søndergaard: 
“A menudo una nueva idea para un modelo auditivo puede mejorar uno 
ya existente. Así, el modelado comienza con un proceso de comprensión 
y reproducción previa a la publicación del modelo. Imaginemos a un 
director de tesis, que quiere integrar una nueva característica Y dentro 
de un modelo X. Al estudiante le lleva meses implementar X, probarlo y 
publicar los resultados, antes de poder integrar la característica Y. 
Mientras la re-implementación de modelos siga siendo como reinventar 
la rueda, no es posible validar nuevas re-implementaciones”. 
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Esto provoca la pérdida de reproducibilidad del modelo antiguo que ha 
sido re-implementado completamente y no se puede comparar sus 
resultados con los del modelo original. 
Resumiendo esto anterior, los principales objetivos del proyecto 
AMToolbox es simplificar el desarrollo de nuevos modelos auditivos y 
hacer más fácil el comenzar a trabajar en este campo. Se siguen estas 
tres premisas: 
Accesibilidad: AMToolbox debe conseguirse bajo licencia gratuita y 
poder ser descargado por cualquier persona. 
Consistencia: Todas las funciones están escritas con el mismo estilo 
de programación y los mismos conceptos y convenios de conversión de 
unidades son usados por todos los desarrolladores. 
Reproducibilidad: AMToolbox contiene funciones de prueba y de 
reproducción de resultados (figuras y tablas) de los artículos 
seleccionados. Esto permite una validación de los modelos existentes y 
facilita el desarrollo de nuevos modelos. 
 7.8 EarLab 
EarLab se encuentra en el  Hearing Research Center in Biomedical 
Engineering en la Universidad de Boston. EarLab es un laboratorio 
virtual que fue creado en 2004 como soporte a la investigación en 
audición formando un compendio de datos experimentales y teóricos 
sobre el sentido de la audición. Además este software permite a 
investigadores de diferentes disciplinas, realizar una gran cantidad de 
experimentos realizados con modelos computacionales de la vía 
auditiva de los mamíferos. Las simulaciones realizadas con Earlab 
están basadas en módulos intercambiables, cada uno de los cuales de 
una parte del sistema auditivo o fuente de sonido. Los módulos pueden 
además utilizarse en una sola CPU o utilizarse en red. En la última 
versión hasta la fecha es posible utilizar parámetros de varias especies, 
e incluye módulos que representan la fuente de sonido, la propagación 
de la onda sonora hasta el tímpano y la respuesta de la vía auditiva a 
los estímulos. El programa fue llevado a cabo por el equipo formado por 
el doctor David C. Mountain como principal investigador y David J. 
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Anderson, Glenn Bresnahan y Viktor Vajda encargados de la 
arquitectura y desarrollo del software. La última version 
La website de EarLab (http://earlab.bu.edu/) contiene una completa 
base de datos online y de libre acceso sobre modelos, análisis de datos, 
datos experimentales, etc. Está también disponible una herramienta 
online de modelado y permite la migración de los datos a otras 
plataformas y poder crear un entorno personalizado Distributed 
Modeling Environment para el manejo y análisis de datos.  
El software cuenta con dos subprogramas fundamentalmente, uno de 
ellos es el Desktop Earlab que incluye el ExperimentManager en el que 
se encuentran diferentes experimentos preconfigurados. El simulador 
permite no obstante fijar los parámetros, elegir los modelos y las 
fuentes de sonido para realizar experimentos. El otro subprograma es 
el EarLab DataViewer el cual permite visualizar los resultados de los 
experimentos. 
 
Figura 7-9: Captura extraída del programa Earlab Dataview del archivo de salida AN del 
experimento AN 500 Hz Level Series 
Los archivos de salida de cada simulación son los datos exclusivos de 
una parte del sistema auditivo, algún ejemplo pueden ser por ejemplo 
archivos del tipo IHC.metadata que se refiere a la respuesta de las CCI, 
AN.metadata se refiere a la respuesta del nervio auditivo, etc. En 
cuanto a las opciones de visualización muestra una vista del tipo 
espectrograma con el tiempo en el eje X y la frecuencia en el eje Y. 
Cuando se hace click en cualquier punto de la imagen se ofrece en las 
otras dos ventanas la forma de onde en función de la frecuencia (a la 
izquierda) o del tiempo (en la parte superior) concretamente en las 
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líneas que se dibujan. Esto quiere decir que la vista en función del 
tiempo se refiere solamente al análisis en esa frecuencia (eje X). 
Además permite la opción de realizar un análisis del rango de 
frecuencia y tiempo que se desee, como puede ser un análisis de 
Fourier, correlación e histograma. 
 
 7.9  Herramientas para medidas psicoacústicas 
Al margen de las herramientas de modelado, existen también cada vez 
más recursos para realizar experimentos, los cuales solo necesitan de 
sonido procesado y la colaboración del sujeto explorado. De esta manera 
no es difícil encontrar herramientas para el estudio psicoacústico 
realizadas en MATLAB de lo más interesante como por ejemplo Oreja. 
7.9.1 Oreja 
Oreja 1.0 es un software para el diseño de experimentos psicoacústicos 
realizado por Elvira Perez & Raul Rodriguez-Esteban en el LABROSA 
de la Universidad de Columbia. El software está disponible en: 
http://labrosa.ee.columbia.edu/ actualmente. 
El objetivo de este software es el estudio de la percepción de la voz, y 
para ello dispone de herramientas dentro del programa que permiten 
descomponer, filtrar, analizar y manipular la señal del habla. 
 
Figura 7-10: Captura de pantalla del programa Oreja. 
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Como se ha dicho anteriormente esta herramienta no permite realizar 
experimentos psicoacústicos  conocidos, sino que es un recurso para 
poder diseñar experimentos de inteligibilidad del habla en ruido, 
selectividad frecuencia, etc. Sus principales aplicaciones son en el 
campo de la psicología y de la audiología. 
7.9.2 PsicoAcoustLab 
Este software es obra de Ricardo Sanz Lorenzo el cual fue realizado 
como Proyecto Fin de Carrera de la EUIT Telecomunicaciones de la 
UPM. Toda la documentación respecto a él puede ser consultada en el 
aula de proyectos de la Biblioteca Campus Sur de la UPM.  
El programa permite realizar diferentes pruebas psicoacústicas: 
 Umbral de sonoridad 
 Localización suma 
 Efecto de enmascaramiento 
 Umbral de eco 
 Experimento libre 
Para poder realizar todos estos experimentos cuenta con una 
reproductor de sonidos muy completo que permite modificar los 
sonidos, ruidos y procesarlos, y además dispone de herramientas de 
calibración que permite realizar las pruebas sin necesidad de un 
interface externo. 




Figura 7-11: Pantalla en modo de test de diferencia de retardo binaural en PsicoAcoustLab. 
7.9.3 MultiThreshold 
Dentro del Model of the Auditory Periphery (MAP) que hemos visto en 
7.6 se encuentra esta herramienta escrita en MATLAB para la 
realización de experimentos psicoacúscticos. Permite entre otras cosas 
la obtención de los umbrales absolutos de sonoridad siguiendo el mismo 
método que el PsicoAcoustLab que acabamos de revisar en 7.9.2. 
Además de esto cuenta medidas avanzadas del enmascaramiento no 
simultáneo, pudiendo variar la frecuencia objetivo o el ruido 
enmascarador, y obtener las curvas de lo que se conoce como Iso 
Forward-masking Contours (IFMC). 




Figura 7-12: Captura de pantalla del interfaz de usuario de MultiThreshold: paradigma de 
“training_IFMC”. 
Puede además realizarse el umbral de molestia, el TEN(HL) test, 
además de poder realizar experimentos personalizados (paradigmas). 
7.9.4 Cambridge Applications 
El Auditory Perception Group de la Universidad de Cambridge también 
ha desarrollado algunos recursos como fruto de su investigación, es 
reseñable su herramienta para la medida de las curvas psico-
fisiológicas (PTC) y de la estructura temporal fina (TFS). El equipo de 
Brian C. J. Moore ha orientado su investigación, durante los últimos 10 
años, en parte a la detección de las zonas cocleares muertas mediante 
el TEN(HL) test y han prestado atención a estos dos parámetros 
psicoacústicas. En la web del citado grupo es posible descargar una 
aplicación para la detección rápida de las PTCs así como obtener un CD 
con el TEN(HL) test y un algoritmo para el ajuste de audífonos llamado 
CAM2. 
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A lo largo del presente proyecto hemos podido comprobar como el 
sistema auditivo es suficientemente complejo como para tener que 
tratar en muchas ocasiones cada etapa por separado, y pudiendo 
hacerlo desde diferentes puntos de vista.  
A la vista de los trabajos derivados del estudio de cada técnica de 
modelado podemos intuir los propósitos que llevan a cada investigador 
a focalizar sus esfuerzos en el uso de una u otra técnica. 
Es importante también destacar qué datos se manejan para la 
realización de cada tipo de modelo. Se puede tratar de datos 
experimentales in vivo o in vitro, datos físicos o datos perceptivos, y 
también será importante conocer la especie estudiada y el objetivo de la 
investigación. Se puede decir también que el modelado no es un estudio 
en sí mismo, sino una parte importante que ayuda a entender la 
fisiología y el comportamiento y percepción del sistema auditivo, que 
complementa al estudio médico, físico, psicológico e incluso 
rehabilitativo del sistema auditivo. 
Después de esta vista general presentada en el proyecto podemos 
extraer las siguientes conclusiones: 
 El modelado mediante analogías electroacústicas proporciona un 
modelo de rápida creación y entendimiento que puede ser muy 
didáctico, pero tiene ciertas limitaciones. En cuanto al modelado 
de la cóclea o procesos como el reflejo estapedial, es necesario 
incluir no linealidades que serán más fácilmente implementadas 
mediante teoría de la señal. 
 Las simulaciones mediante análisis numéricos son de gran 
utilidad tanto en el caso del oído medio como en el interno. Sus 
aplicaciones se prevé que serán cada vez más numerosas 





  El procesado de señal es el procedimiento más completo y 
utilizado ya que permite modelar tanto las HRTF, como las 
funciones de transferencia del oído medio, además de permitir la 
implementación de filtros cocleares muy precisos y coherentes 
con la realidad. La variedad de herramientas escritas en MATLAB 
en los últimos 20 años hacen pensar que esta herramienta ha 
ayudado a difundir los conocimientos sobre modelos. Sin 
embargo hay que destacar también que la iniciativa del Auditory 
Modelling Toolbox (ver 7.7), puede ser un avance para que el 
modelado se realice siguiendo las mismas pautas en todos los 
estudios.  
 El conocimiento, cada vez más profundo, del sistema auditivo 
humano, hace posible que las aplicaciones de los modelos puedan 
exceder los límites de la medicina o la parte académica, 
utilizándose en campos como la robótica, la transmisión de 
sonido, la compresión de audio, etc. Recientemente se ha 
presentado una ayuda auditiva para personas con pérdida de 
audición inspirada en estos modelos, es el caso del trabajo de 
Meddis (Universidad de Essex) y el software “hearing dummies”. 
La implementación de modelos mediante una u otra técnica depende 
completamente de la aplicación y el tipo de estudio a realizar. En 
ocasiones el objetivo es comprobar la precisión de la técnica, aunque ya 
exista mucha bibliografía sobre ella, pero aplicando alguna mejora en el 
método. Durante la recopilación de referencias se han encontrado 
algunos artículos y conferencias que no aportaban un avance y tampoco 
citaban trabajos relacionados, es por esto que veo interesante destacar 
que la información sobre este tema es muy amplia y no se debe centrar 
solamente en un tipo de publicación  en un único estudio previo. 
Por otra parte resulta también importante señalar en las conclusiones 
las reflexiones que se han encontrado sobre la gestión de conocimiento 
y la investigación al margen del tema concreto del proyecto: 
 Es indispensable utilizar un buen gestor de bibliografía y 
tratarlo con organización y no dejando de comentar detalles 
importantes en cuanto a los artículos ya consultados. 
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 Las referencias más citadas son generalmente las más 
relevantes del autor, pero pueden existir trabajos posteriores que 
critiquen el trabajo inicial o que lo amplíen. 
 Para adquirir un conocimiento lo más didáctico posible es 
preferible buscar referencias de artículos antiguos que sirvan de 
base de lo que otros han estudiado después. Consultando las 
introducciones de artículos actuales se puede ver una revisión 
del tema en cuestión en unas pocas palabras, que nos sitúen 
rápidamente en el objetivo del estudio y en los trabajos 
anteriores relevantes que en ocasiones se dan por sobradamente 
conocidos. Sin embargo los libros especializados son más 
didácticos que la mayoría de los artículos y pueden ayudarnos 
mejor a comprender un tema desconocido completamente para 
nosotros. 
 Las herramientas Google Scholar y RefWorks fueron utilizadas 
con aprovechamiento a lo largo de todo el proyecto. Es fácil 
perderse en una maraña de nuevas referencias y nuevos puntos 
sobre los que hablar a lo largo de un proyecto de este tipo con lo 
que es importante nunca perder el objetivo principal. 
Como conclusión final podríamos decir que el proyecto cumple su 
función de ofrecer un primer acercamiento sobre el modelado del 
sistema auditivo. No obstante el nivel de complejidad de cada técnica 
supone quizá la necesidad de tratar cada una de ellas por separado 
para entender completamente el tema, y poder quizá implementar un 
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 ANEXO A: ANALOGÍAS ELECTROACÚSTICAS 
Las analogías electroacústicas constituyen una forma de estudio por 
medio de circuitos eléctricos de sistemas en los que intervienen 
elementos eléctricos, mecánicos y acústicos. La utilización de circuitos 
eléctricos análogos para representar sistemas, se debe a que éstos 
verifican las mismas ecuaciones diferenciales que los circuitos eléctricos 
sencillos, de esta manera se pueden representar sistemas mecánicos y 
acústicos. 
Un circuito análogo debe tener las siguientes características: 
 Ha de ser de rápida construcción por simple inspección del 
sistema. 
 En el mismo circuito se han de representar elementos eléctricos, 
mecánicos y acústicos. 
 Aunque los elementos sean representados como LRC (bobinas, 
condensadores y resistencias) nunca deben perder la naturaleza 
del elemento que representan, masa, compliancia, etc. 
 Se pueden utilizar elementos concentrados y serán válidos sólo 
cuando la longitud de onda sea mayor que las dimensiones 
típicas del transductor 
Los circuitos se pueden representar mediante dos tipos de analogías, la 
analogía tipo Impedancia y la analogía tipo movilidad. Es común 
representar los circuitos análogos acústicos mediante la tipo 
impedancia y los mecánicos mediante la tipo movilidad, pero pueden 
ser utilizadas indistintamente (Bote & Fernández, 2000). 
 A.1 Variables básicas 
Las variables son los parámetros dependientes del tiempo y serán 
representadas en los circuitos eléctricos como: 
 Caídas de tensión 




Las variables acústicas y mecánicas están relacionadas mediante las 
expresiones: 
            
         
            
 
( A.1 ) 
                                                
( A.2 ) 
En la Figura A-7 se hace un resumen de cómo se relacionan dichas 
variables y los elementos que se verán a continuación. 
 A.2 Elementos acústicos 
Los elementos acústicos tienen que ver con la impedancia acústica que 
se define como la relación entre la presión y la velocidad volumétrica 
del sistema (Leach, 2003). 
    
 
 
       ( A.3 ) 
Los siguientes elementos serán relacionados con su  
 Resistencia: pérdidas debidas a la viscosidad del flujo del aire. 
Solamente puede obtenerse mediante experimentos. Se trata de 
la parte real de la  
             
( A.4 ) 




   
   
)                          ( A.5 ) 
 
Figura A-1: Resistencia acústica. A) Esquema. B) Resistencia acústica en circuito análogo tipo 
impedancia. 
 Compliancia: Asociada con el volumen de aire que puede 
comprimirse. En sistemas acústicos representa a las cavidades. 
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Figura A-2: Compliancia acústica. A) Esquema. B) Compliancia acústica tipo impedancia 
modelada como un condensador, 
 Masa: Volumen de aire que es acelerado sin ser comprimido. 
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( A.9 ) 
 
Figura A-3: Masa acústica. A) Esquema. B) Masa acústica en tipo impedancia modelada como un 
inductor. 
 A.2.1 Elementos mecánicos 
Al igual que en el caso de los elementos acústicos los elementos 
mecánicos serán parte de la impedancia mecánica, la cual se define 
como la relación entre la fuerza aplicada y la velocidad a la que se 
mueve el sistema.  
    
 
 
     





 Resistencia mecánica: Es el rozamiento, o fuerza contraria al 
movimiento originada por un elemento mecánico que se mueve 
con rozamiento y velocidad. 
             
( A.11 ) 
 
Figura A-4: Resistencia mecánica. A) Esquema. B) Resistencia tipo movilidad (admitancia). C) 
Resistencia en tipo impedancia. 
 Compliancia: También llamada suspensión, capacidad de un 
resorte de almacenar energía elástica. Cuando a un resorte se le 
aplica una fuerza, éste responde con otra de sentido contrario 
proporcional al desplazamiento ocasionado en el extremo del 
resorte. Este elemento cumple con la ley de Hooke. 
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  ( A.12 ) 




( A.13 ) 
 
Figura A-5: Compliancia mecánica. A) Esquema. B) Compliancia tipo movilidad. C) Compliancia 
tipo impedancia. 
 
 Masa mecánica: la mása mecánica de un cuerpo es 
simplemente la masa de ese cuerpo. Respresenta la capacidad de 
almacenar energía en forma de inercia. Se rige por la segunda 
ley de Newon. 
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( A.14 ) 
 
Figura A-6: Masa mecánica. A) esquema. B) Masa tipo movilidad. C) Masa tipo impedancia. 
Como resumen de utilidad en el desarrollo de este trabajo tenemos la 
siguiente tabla en la que se ven representadas todas las variables y 
elementos eléctricos mecánicos y acústicos. 
 
Figura A-7: Cuadro resumen de las analogías electroacústicas. 
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 ANEXO B: FINITE ELEMENT METHOD y BOUNDARY 
ELEMENT METHOD 
Existen diferentes métodos numéricos utilizados en la ingeniería, este 
apéndice pretende dar una breve explicación de qué son y cómo se 
desarrollan los principales métodos numéricos para un mejor 
entendimiento del proyecto en general. Para obtener una información 
más detallada véanse las referencias. 
 B.1 FEM: Método de Elementos Finitos 
El método de elementos finitos (FEM) es una herramienta numérica 
para resolver ecuaciones diferenciales y condiciones de contorno en el 
campo de la ingeniería. En el mundo físico existen múltiples problemas 
difíciles de resolver analíticamente cuando se estudia una estructura; 
tensiones, transferencia de calor, variaciones de presión, etc. Sin 
embargo, es posible obtener una aproximación numérica de dicha 
solución (Dechaumphai, 2010) (Lizarza, 2000).  
 
Figura B-1: Ejemplo de usos del FEM. A) Uso en circuito eléctrico. B) Uso en problema de 
transferencia de calor. 
El análisis mediante elementos finitos data de los años 60 cuando las 
industrias aeroespacial y de energía nuclear recurrieron a esta técnica 
para realizar aproximaciones a problemas con diferentes variables 
complejas. En las últimas dos décadas se usó más comúnmente el 




diferenciales en un grupo de ecuaciones algebraicas. Las soluciones se 
obtienen a través de la computación, la geometría explorada se divide 
en pequeños elementos cuadrangulares (el mallado), los cuales se 
desarrollan independientemente uniéndose más tarde y dando un 
resultado global. 
La mejora que aporta el FEM es que el mallado puede modificarse 
utilizando diferentes formas geométricas para reproducir con precisión 
geometrías más complejas y curvaturas. La discretización de esta 
geometría en un número finito de elementos es la razón por la que se le 
llama FEM. 
 
Figura B-2: Ejemplo de FEM en dos dimensiones con elementos rectangulares en un problema 
de distribución de presión acústica. Cada imagen representa la distribución de la presión a 
diferentes frecuencias naturales (Pardo Latre & Sánchez, 2011). 
Los dos aspectos más importantes de la hipótesis de discretización son: 
 La función solución del problema es aproximada de forma 
independiente en cada elemento. Para una estructura 
discretizada en varios elementos, pueden utilizarse funciones de 
interpolación distintas para cada uno de ellos, a juicio del 
analista, aunque deben cumplirse ciertas condiciones de 
compatibilidad en las fronteras entre los elementos. 
 La función solución es aproximada dentro de cada elemento, 
apoyándose en un número finito (y pequeño) de parámetros, que 
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son los valores de dicha función en los nudos que configuran el 
elemento y a veces sus derivadas. 
 B.1.1 Método de elementos finitos en acústica 
El FEM puede utilizarse para resolver ecuaciones diferenciales 
parciales tales como la ecuación de Helmholtz 
           
( B.1 ) 
Utilizando el método Galerkin se supone: 
              
( B.2 ) 
     = ̿ ̿̿       ̿    
( B.3 ) 
Donde      es el residuo de la ecuación diferencial,   es la matriz de 
rigidez y   la matriz de masas. Desarrollando estas ecuaciones 
mediante el método y siguiendo un ejemplo en una dimensión se han de 
obtener estas matrices elemento a elemento. 
 ∫  ̅      
  
  
   ( B.4 ) 
 ∫  ̅      
  
  
 ∫  ̅(
    ̅   
   
     ̅   )  
  
  
   ( B.5 ) 
Aquí   es la matriz de interpolación y se va a utilizar para obtener las 
matrices locales elemento a elemento, más tarde se ensamblarán dichas 
matrices en unas matrices globales y se incluirán las condiciones de 
contorno. 
Al ser una ecuación algebraica Puede resolverse ahora mediante el 
método de autovalores 
   ̿̿ ̿̿̿      ̿    
( B.6 ) 
Los autovalores serán los valores de k y los autovectores los valores de 




Se utiliza FEM en aplicaciones acústicas para control de ruido debido a 
su alta precisión en la simulación de distribuciones de presión en baja 
frecuencia.  
 B.2 BEM: Método de elementos de contorno 
El método de elementos de contorno, al igual que el FEM, es un método 
numérico utilizado para resolver ecuaciones diferenciales. Se basa en la 
discretización de una ecuación integral que es matemáticamente 
equivalente a una ecuación diferencial parcial (Brebbia, Telles, & 
Wrobel, 1984).  
Frente al FEM su principal ventaja es que resulta computacionalmente 
más eficiente ya que trabaja sólo sobre el contorno S del dominio  de 
cálculo. Debido a que el BEM requiere únicamente la discretización del 
contorno, trae consigo además una reducción de la dimensionalidad. 
Cabe destacar también que se obtiene el mismo grado de precisión en 
las dos variables duales del problema (desplazamientos y tensiones, 
potenciales y flujos, etc). 
      ∫                 
 
 
( B.7 ) 
Donde P es el punto en el que se evalúa u, Q es un punto genérico del 
dominio de integración, F es la función de “carga" del problema y G es 
la función de influencia o función de Green del problema.  
La función de Green G(P,Q) se interpreta como la respuesta en el punto 
P debida a la “carga" unidad situada en el punto Q. 
La funcion G(Q,P) se denomina “solución fundamental" del problema. 
Está asociada al operador de la ecuación diferencial de dominio, 
 B.2.1 Método de elementos de Contorno en acústica 
Puede extraerse una información detallada tanto en la tesis de (Juhl, 
1993) como en el libro (Kirkup, 1998) sobre BEM aplicado a la acústica, 
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sin embargo estas serían las principales ecuaciones a tener en cuenta 
en el  desarrollo del BEM. 
La ecuación de Helmholtz 
 ∫           
 
   
( B.8 ) 
 








  ∫             
 
 
( B.9 ) 
               ⃗    ⃗⃗⃗⃗   
( B.10 ) 
 
          ∫     
  
  
                
 
 
( B.11 ) 
 
Figura B-3: Ejemplo del cálculo mediante BEM en el que S es el contorno. 
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 ANEXO C: FENOMENOS PSICOACÚSTICOS 
Psicoacústica17: disciplina que es frontera entre la acústica y la 
fisiología auditiva, se ocupa fundamentalmente de la relación entre las 
características del sonido y la sensación auditiva que provoca. Se 
denomina sonoridad a la componente de la percepción auditiva 
relacionada con la intensidad acústica. Esta sensación, debida sobre 
todo a la presión acústica, permite diferenciar un sonido fuerte de un 
débil. 
 C.1 Características de la sonoridad 
 C.1.1 Umbral absoluto 
Se denomina umbral absoluto de audición a la mínima presión acústica 
eficaz que produce una sensación auditiva en un entorno en silencio. 
Este umbral varía para cada oyente y para cada frecuencia. 
Umbral de disconfort 
Para cada oyente y cada frecuencia, este umbral corresponde al mínimo 
nivel de presión acústica eficaz que produce una sensación auditiva de 
malestar. 
Umbrales normales 
El umbral normal (absoluto y de disconfort) corresponde al valor medio 
de los umbrales (absoluto y de disconfort) de un gran número de sujetos 
normooyentes. 
Campo auditivo 
En las frecuencias audibles, el área delimitada por el umbral de 
audición y el umbral de disconfort define el campo auditivo, zona de 
                                            
17 Este Anexo ha sido extraído por completo de la web: http://www.cochlea.org (Pujol 




sensación auditiva o área de audición. La dinámica del campo auditivo 
es la diferencia entre los dos umbrales. 
 
Figura C-1: Campo auditivo humano. En verde umbral liminar, en rojo umbral del dolor. El 
circulo amarillo representa los sonidos de la palabra. 
El campo auditivo humano está comprendido entre una presión 
acústica de 0,02 mPa (0 dB SPL) a 20 Pa (120 dB SPL). Esto sólo es 
cierto que para las frecuencias comprendidas entre 0,5 y 8 kHz, donde 
la sensibilidad del oído es mejor. Para las frecuencias inferiores o 
superiores, se pone de manifiesto que se requiere una presión acústica 
mucho mayor para alcanzar el umbral de audición. 
En los extremos del campo auditivo la dinámica es más débil. 
Por antropomorfismo llamamos infrasonido a cualquier frecuencia 
inferior a 20 Hz, aunque el oído de algunos animales (como el topo) 
pueda captar un "sonido" de unos pocos hertzios: su rango de 
percepción se extiende por una o dos octavas hacia los graves. Del 
mismo modo, se denominan ultrasonidos a los que están por encima de 
los 20 kHz, aunque un perro oiga sonidos de hasta 40 kHz y un 
murciélago de hasta 160 kHz, lo que significa de una a tres octavas por 
encima que el ser humano, para los agudos. 
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 C.1.2 Curvas de intensidades sonoras iguales o curvas 
isofónicas 
Una línea isofónica representa el conjunto de los sonidos puros que 
producen la misma sensación de intensidad, la misma sonoridad, en 
función de la frecuencia (normas ISO 206 y 2003). 
 
Figura C-2: Curvas isofónicas (Fletcher & Munson, 1933). Los números representan la escala de 
fonios. 
Este gráfico representa las curvas isofónicas medias de 50 sujetos 
jóvenes normoyentes, obtenidas en una cámara anecoica, en audición 
binaural y en campo libre. La unidad utilizada para describir una curva 
isofónica es el Fonio o Fon. Corresponde con el nivel de sonido 
expresado en dB SPL a 1000 Hz. Por ejemplo, un tono puro de 
frecuencia de 1000 Hz emitido a 20 dB SPL salida será de 20 fonios 
como un tono puro de una frecuencia de 100 Hz puro emitido a 43dB 
SPL. El fon o fonio es igual al dB SPL pero únicamente para un sonido 
de frecuencia de 1000Hz. 
El sonio o son 
El fonio no es un índice de sensación, para las sensaciones iguales 
sensaciones se creó una segunda unidad: el sonio o son. En 
intensidades superiores a 40 fonios y frecuencias medias, el sonio está 
relacionado con el fonio por la relación siguiente: 
                    . Así a       , un sonio de 40 fonios equivaldrá a: 





Figura C-3: Evolución de la escala de sonios en función de la presión sonora, los diferentes 
colores representan cada frecuencia estudiada. 
El sonio evoluciona de manera diferente en función de la frecuencia. 
Por comparación con los sonidos de   y     , la sonoridad de un sonido 
de        aumentará mucho más deprisa. Esto refleja, en particular, la 
idea de que la dinámica auditiva a esta frecuencia es a la dinámica 
auditiva para un sonido de      o de       (ver Figura C-3). 
Umbral diferencial absoluto de intensidad 
Esta es la más pequeña variación de intensidad física que puede 
provocar una variación de sonoridad. Depende a la vez del nivel de 
intensidad y de la frecuencia. A las intensidades mayores el oído es 
capaz de diferenciar intensidades variando sólo 0,4 dB. Se ha sugerido 
que el número de escalones de sonoridad sería de 150. 
 C.1.3 Sonoridad y bandas críticas para el oído 
Si se escucha en el mismo oído un sonido complejo compuesto de dos 
tonos puros de diferentes frecuencias pero próximas, la sonoridad 
permanece idéntica mientras que la diferencia entre ambas sea inferior 
a la amplitud de la banda crítica; en cuanto la diferencia supera la 
amplitud de la banda crítica la sonoridad aumenta. 
Las bandas críticas pueden ser comparadas con una batería de filtros 
pasa-banda yuxtapuestos cuyas frecuencias de corte no están fijados a 
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lo largo de la cóclea pero que dependen de la composición de frecuencial 
del sonido presentado. 
El número de bandas críticas en el ser humano se ha fijado en 24, y se 
les ha dado el nombre de barks. Cada bark representa un filtro-pasa 
banda de los antes citados. La relación entre barks y Herzios es: 
                                  ((
 
    ⁄ )
 
) ( C.1 ) 
Por simplificar su explicación, (Fletcher, 1940) aproximó la forma de los 
filtros a un rectángulo con una anchura igual a la banda crítica. De 
esta forma, todos los componentes espectrales de la máscara que pasan 
a través del filtro lo hacen con igual energía, mientras que los que no 
pasan son totalmente cancelados. Por supuesto, esto no es cierto; los 
filtros no son rectangulares; es sólo una aproximación. Sin embargo, 
resulta útil. 
                   
( C.2 ) 
Así surgen los filtros denominados ERB (equivalente rectangular 
bandwidth; o de ancho de banda rectangular equivalente). Son filtros 
rectangulares, cuyo ancho de banda es igual a la banda crítica y cuya 
amplitud pico es igual a la del filtro auditivo. En otras palabras, un 
filtro auditivo y su ERB correspondiente poseen un área de igual 
tamaño (Moore, 2003). 
 C.1.4 Efecto de enmascaramiento 
La percepción de los diversos componentes de un sonido complejo no se 
efectúa de manera independiente. En efecto, por razones fisiológicas, la 
percepción de ciertas frecuencias evita la percepción de otros 





Figura C-4: Umbrales auditivos obtenidos sin enmascarar (en verde) y, después, con un 
enmascaramiento por una banda de ruido [1100-1300 Hz] a diferentes niveles de intensidad. 
En la Figura C-4 la línea roja muestra la modificación de los umbrales 
auditivos obtenidos con un ruido de intensidad de 60 dB SPL. Por 
ejemplo, un tono puro de 1000 Hz no será percibido más que a una 
intensidad de 45 dB SPL en lugar de 3 dB, en ausencia de ruido. 
Este gráfico también muestra que el efecto de enmascaramiento del 
ruido aumenta con la intensidad, y su alcance es más pronunciada en 
las frecuencias altas. Expresado de otra forma, las bajas frecuencias 
enmascararán más fácilmente a las frecuencias altas que a la inversa. 
También existe un enmascaramiento central, es decir una modificación 
de la percepción de intensidad de un sonido evaluado, a nivel central y 
no periférico. Por ejemplo, cuando se envía un tono puro a un oído y al 
otro se envía un ruido, la influencia del enmascaramiento del ruido 
sobre los centros auditivos modificará la sonoridad del tono puro. Por lo 
tanto, se crea un enmascaramiento sin actuar directamente sobre el 
oído en estudio. 
 C.1.5 Otros factores que influyen en la sonoridad 
El efecto de la duración 
Sonoridad aumenta hasta un valor crítico comprendido entre 50 y 
400ms y a continuación disminuye ligeramente 
La previsibilidad de la señal 
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Cuando el oyente espera la emisión de un sonido fuerte, la sonoridad 
que este provoca es menor que si no se lo espera. 
Reflejo acústico o estapedial 
Este reflejo actúa sobre todo sobre sonidos breves de frecuencias 
medias e intensidades superiores a 80 dB. Su función consiste en hacer 
rígida la cadena tímpano-osicular lo que supone la disminución de la 
vibración sonora y, por lo tanto, una disminución de la sonoridad. Sin 
embargo, este reflejo tiene fatiga. 
Fatiga auditiva 
Después de la exposición del oído a un sonido muy intenso, se aprecia la 
elevación del umbral de audición debida a la fatiga de las fibras 
nerviosas. Podemos ser conscientes de este fenómeno cuando se sale de 
una discoteca o cuando se quitan los cascos de un reproductor de 
música (MP3, etc.). 
 C.2 TONO 
La sensación de altura tonal o tono es el componente de la sensación 
que nos permite cualificar un sonido como grave o agudo. Este aspecto 
de la sensación auditiva está relacionado principalmente con la 
frecuencia. El timbre es un concepto más complejo que puede 
diferenciar dos fuentes que emiten la misma señal sonora. Por su parte, 
el timbre está vinculado a la composición espectral del sonido. 
 C.2.1 Discriminación de frecuencias 
Se trata de la propiedad del oído que permite percibir entre dos tonos 
puros del mismo nivel sonoro pero de frecuencias diferentes que sean 
presentados uno tras el otro. 
Zwicker  (Hugo Fastl & Zwicker, 1990) y otros investigadores 
demostraron que, para intensidades comprendidas entre    y     , un 
oído sano es sensible a un mínima variación tonal de       , con 




frecuencias comprendidas entre     y       . En efecto, en los 
extremos la sensibilidad a las variaciones de altura tonal es menor. 
Del umbral relativo, es fácil obtener la variación mínima de altura 
tonal que el oído humano puede percibir, multiplicándolo por la 
frecuencia de referencia. Por ejemplo a 1000 Hz, la variación mínima es 
de 0,0035 x 1000  = 3,5 Hz, y a 5000 Hz 0,0035 x 5000, entorno a 18Hz. 
 C.2.2 Selectividad frecuencial 
Es la capacidad de distinguir dos sonidos emitidos simultáneamente. 
Para resaltar este fenómeno, es posible utilizar las técnicas 
electrofisiológicas pero también se pueden usar protocolos 
psicoacústicos. 
 
Figura C-5: Curva de sintonía psicoacústica que representa la intensidad mínima requerida para 
que un sonido pueda enmascarar una frecuencia dada. 
En esta curva de sintonía psicoacústica, cada punto negro caracteriza 
la intensidad mínima requerida para que un sonido (cuya frecuencia se 
aprecia en el eje de ordenadas) pueda enmascarar una frecuencia dada. 
Por ejemplo, se requiere emitir un sonido de frecuencia de 750 Hz a 35 
dB para poder enmascarar un sonido de 1000 Hz a 10 dB. 
Un oído podrá considerarse como más selectivo en discriminación de 
frecuencias cuanto más estrecho sea el pico de la curva de sintonía. 
Para establecer un límite de normalidad se utiliza el cálculo de Q10. 
Este corresponde a la relación entre la frecuencia que se está 
estudiando y la separación frecuencial entre dos frecuencias, emitidas 
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10 dB por encima de la frecuencia en estudio, que son capaces de 
enmascararla. 
En este ejemplo, las frecuencias situadas 10 dB por encima del sonido 
en estudio que enmarcaran dicho sonido son: 900 y 1050 Hz. El Q10 es 
igual a: 1000 / (1050-900) ≈ 7. 
El Q10 se considera normal cuando es mayor que 4,3. 
Por último, se observa que la curva es más pronunciada pero más apuntada en los 
agudos que en los graves. En otras palabras, las frecuencias graves enmascararán 
más fácilmente que las agudas. 
 C.2.3 Escala tonal 
Como para la sonoridad, existe una escala que refleja la percepción 
relativa de dos sonidos de alturas diferentes, es la escala tonal cuya 
unidad es el   . 
 
Figura C-6: Escala de mels en función de la frecuencia. 
Por debajo de 500 Hz, el tono aumenta de forma lineal con la 
frecuencia, es decir, la escala en hertzios es igual a la de mels. 
Por encima de 500Hz, el tono varía logarítmicamente con la frecuencia 
la cual aumenta más deprisa que la sensación de altura. Se estima que 
existen 620 niveles de tono, y cada uno representa alrededor de       
que, si se repartiesen a lo largo de la membrana basilar, serían      




 C.2.4 Factores que influyen en el tono 
El nivel de intensidad 
 
Figura C-7: El tono medio de las frecuencias se mantiene sin cambios. Por el contrario, los 
graves tienden a ser más graves y los agudos más agudos cuando se incrementa el nivel de 
intensidad. 
La duración 
Cuando un sonido es corto pierde su pureza espectral. Así, cuanto más 
breve es un sonido más disminuye su tono.  
La diploacusia 
A tono puro dado no tiene, por lo general, la misma altura tonal cuando 
se le escucha por el oído izquierdo o por el oído derecho: es la 
diploacusia binaural. Este fenómeno es más pronunciado en pacientes 
con hipacusia. De todas formas se da también, en diferente grado, en 
todos los normooyentes. Se considera una diferencia de altura tonal en 
un 3%. 
Enmascaramiento (Masking) 
Cuando ciertos componentes de un sonido están enmascaradas por un 
ruido, el tono puede verse alterado. 
El timbre 
El timbre es el componente de la sensación auditiva que permite 
distinguir dos sonidos con la misma sonoridad y el mismo tono. El 
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timbre de un sonido se encuentra, principalmente, ligado a su 
composición espectral, pero también a su evolución en el tiempo (por la 
forma de la envolvente espectral, el inicio de los sonidos, etc.). 
Así, permite el reconocimiento del origen o la pertenencia a un 
determinado grupo de sonidos. El ejemplo más conocido es la distinción 
de los instrumentos musicales. Solo el timbre permite diferenciar dos 
instrumentos que estén tocando la misma nota. 
 C.3 Localización espacial 
La audición binaural es un requisito previo indispensable para 
localizar con precisión la fuente de un sonido. Permite 
identificar mejor la distancia de una fuente de sonido y 
también centrarse sobre un sonido "útil" en un ambiente 
ruidoso. 
Audición binaural y monoaural 
La audición binaural es la que concierne a los dos oídos y se diferencia 
de la monoaural que se obtiene oyendo por un solo oído. 
Función Binaural 
En la audición binaural, se denomina escucha diótica cuando se 
realiza una estimulación igual o se percibe una sensación idéntica en 
cada oído y se llama escucha dicótica cuando la estimulación sobre 
cada oído es distinta o la sensación percibida por cada uno es 
diferentes. 
En el ambiente, sólo se produce la escucha dicótica lo que permite que 
se pueda llevar a cabo la función binaural. Si ambos oídos reciben la 
misma información sería imposible seguir las conversaciones en 
ambientes ruidosos, localizar las fuentes de sonido o definir con 
precisión nuestro entorno sonoro. 




La localización se lleva a cabo sobre todo con fuentes primarias cuya 
intensidad supere el ruido ambiente. Se hace mucho más difícil 
(confusa) cuando varias fuentes se superponen o cuando la reflexión 
hace que se produzcan ruidos secundarios. 
Generalmente, el oído humano utiliza distintos indicadores para 
localizar una fuente sonora en el espacio: en el plano horizontal se 
utilizan las diferencias de las señales que llegan a ambos oídos (señales 
binaural). En el plano vertical, los indicadores principales que se 
emplean las señales monoaurales, que proceden de la modificación del 
sonido por el torso, la cabeza y el oído exterior de la persona que lo 
percibe. 
 C.3.2 Localización en un plano horizontal 
Diferencia interaural de tiempo entre oídos (ITD) 
La diferencia de tiempo de llegada de una onda sonora a cada oído es 
un índice importante para la estimación de la posición de una fuente de 
sonido en el plano horizontal. 
 
Figura C-8: Ejemplo de estímulo de una fuente sonora F en ambos. 
Una señal sonora emitida desde una fuente (F) situada, en un plano 
horizontal, por un ángulo α y una distancia r del centro de la cabeza de 
un individuo tendrá un camino diferente a recorrer para alcanzar el 
oído derecho (D) y oído izquierdo (I). 
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En este ejemplo, la distancia    es mayor que    por lo que  el sonido 
llegará antes al oído derecho. 
La llegada diferenciada de la onda sonora a cada oído se llama 
diferencia interaural de tiempo (ITD). Cuando la fuente se encuentra 
en los azimuts 0° o 180°, la ITD será 0. Por el contrario, la ITD será 
máxima cuando la fuente se encuentra situada en los azimuts  90°, 
alrededor de 0,7 ms (para una cabeza humana de talla media). 
El ITD es un índice fundamental para localizar una fuente emisora de 
ondas cuya frecuencia es inferior a 1500 Hz. Por encima de 1500 Hz, el 
ITD se vuelve ambigua. Sin embargo, en el caso de los sonidos 
complejos, se percibiría la ITD del conjunto (=contorno de ondas) 
(modulación lenta) de las altas frecuencias (diferencia interaural del 
contorno de ondas: IED). 
Diferencia de intensidad interaural (IID) 
La cabeza tiende a oponerse al paso de la onda de sonido; se trata de 
una característica conocida como efecto de sombra de la cabeza. Así 
pues, se presenta una diferencia de interaural de intensidad (IID), que 
refleja la diferencia en la intensidad de la onda llega a cada oído. Sin 
embargo, este índice tiene una dependencia importante de la frecuencia 
del sonido emitido. Para tonos por debajo de 1500 Hz la IID 
prácticamente no existe. Sin embargo, para las frecuencias superiores a 
1.500 Hz el IID se vuelve un índice eficaz. 
Así, la combinación de la IID e ITD permite una localización 
relativamente precisa en el plano horizontal. Sin embargo, se produce 
una zona de confusión es los azimuts 0° y 180°, porque en ellos la IID y 
la ITD son casi idénticas. Esta zona, delante y detrás, se suele 
denominar como zona de confusión. 
 C.3.3 Localización en el plano vertical 
La capacidad para localizar una fuente de sonido en un plano vertical 
se atribuye a menudo al análisis de la composición espectral de la señal 




estructuras, como los hombros o el pabellón auricular, interfiriendo con 
las ondas que entran en el conducto auditivo externo. Estas 
interferencias conllevan cambios espectrales, refuerzos (picos 
espectrales) o degradaciones (agujeros espectrales) de algunas áreas 
frecuenciales, que permiten localizar una fuente en el plano vertical. 
El hombre recuerda a lo largo de su vida una gran variedad de 
funciones de transferencia correspondientes a las diferentes direcciones 
de las distintas fuentes de sonido. Los filtrados memorizados sirven 
para ponderar el espectro de la fuente y permiten, sobre todo, eliminar 
la ambigüedad de localización de la fuente entre la parte delantera y la 
trasera, y entre la superior y la inferior. 
 C.3.4 Identificación de la distancia a la fuente de sonido 
Las variaciones en el nivel de intensidad y la relación entre la energía 
del campo directo y del campo reverberante son los índices principales 
que permiten aproximar la distancia a la que se encuentra el 
observador de una fuente de sonido. 
Variación de nivel de intensidad 
Cuando la fuente se encuentra en movimiento la intensidad varía. Si se 
aproxima, la intensidad aumenta, por el contrario, disminuye a medida 
que se aleja. Este índice solo puede aplicarse en un entorno no 
reverberante (campo libre, cámara anecoica). Por el contrario, en un 
entorno reverberante, la distribución de las ondas y, por tanto, sus 
niveles de intensidad respectivos, es dependiente de las características 
de reverberación de la habitación en la que se encuentre el observador 
Relación entre el campo directo y el campo reverberante 
Cuando el individuo se encuentra a corta distancia de la fuente, el 
campo directo es dominante. Por el contrario, cuanto más lejos se aleja 
el individuo más predomina el campo reverberante, cuyo origen es el 
reflejo directo de las olas en las paredes de una habitación. De esta 
forma, la evolución de la relación entre el campo directo  y el 
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 ANEXO D: FILTROS 
El presente anexo trata de explicar la arquitectura que tiene cada una 
de las partes de un filtro DNRL y por tanto entender mejor lo expuesto 
en el capítulo 5.2. El anexo está extraído del trabajo de (Lopez-Najera, 
2005), prácticamente en su totalidad. 
 D.1 Filtro de paso de banda “Gammatone. 
El filtro de paso de banda del tipo “gammatone” (GT) diseñado por 
Patterson (Patterson & Holdsworth, 1991) tiene una RI: 
         
                                        
( D.1 ) 
                                                                              
( D.2 ) 
Donde n es el orden del filtro, BW es el ancho de banda, fc es su 
frecuencia central y A la ganancia. 
Esta función caracteriza la RI del filtro. 
La función de transferencia correspondiente, o respuesta en frecuencia, 
de un filtro GT deorden 1, se obtiene al tomar la transformada de 
Fourier de la función anterior obteniendo: 
        (
  
          
 
  
          
) ( D.3 ) 
Donde   √     ’  es la mitad del ancho de banda a 3 dB (en Hz) del 
filtro GT de primer orden (Hartmann, 1998) y C es una constante que 
hace que       tenga una ganancia unidad a   : 
   (
 
|           |





Esta función de transferencia puede expresarse en forma polar de 
manera que: 
              
           
( D.5 ) 
Donde la ganancia del filtro    es       =|     | y su fase     
          . La Figura D- muestra la respuesta en frecuencia de un 
filtro GT de orden 1 con una frecuencia central de        y un ancho de 
banda de     . 
La campana del filtro en frecuencia está centrada alrededor de    y su 
anchura viene dada por   . Un mayor número de filtros en cascada 
hace más pronunciada la caída de la ganancia a frecuencias alejadas a 
la     sin modificar de manera significativa la forma del filtro. 
Asimismo, el cambio máximo de fase se ve modificado por el número de 
filtros en cascada, aumentando al aumentar el número de filtros. 
 
Figura D-1: Respuesta en frecuencia de un filtro GT de orden 1 cuya frecuencia central es de 
      y ancho de banda de     . El filtro permite el paso de toda la energía disponible a la 
 
 
  del filtro, atenuando las frecuencias cercanas como muestra la figura. El filtro produce un 
cambio en la fase de la señal de entrada que depende de la frecuencia, de manera que las 
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 D.2 Filtro de paso bajo “Butterworth 
Las etapas de filtros de paso bajo consisten en una cascada de filtros de 
paso bajo (LP) de segundo orden. También tienen una ganancia unidad 
a bajas frecuencias y una caída de     a la frecuencia de corte que se 
fija en cada caso. En la presentación original del filtro DRNL (Meddis, 
O’Mard, & Lopez-Poveda, 2001) se tomaba esta frecuencia igual a la 
frecuencia central de los filtros GT que hubiera en esa rama. 
No obstante, en este análisis se ha tomado esta frecuencia de corte 
como un parámetro más, con el finde conseguir un mejor ajuste a 
frecuencias superiores a la mejor frecuencia (BF) del lugar sobre la MB 
que se simula en cada caso. 
La función de transferencia del filtro de paso bajo Butterworth puede 
expresarse utilizando notación compleja polar: 
              
          
( D.6 ) 
Donde: 
        [
 
     
      
 ]
   
 
( D.7 ) 
              (
 √   
     
  
) 
( D.8 ) 
Son las expresiones para la ganancia y la fase, siendo      
 
   
⁄ y     la 
frecuencia de corte a    . 
La Figura D-2 muestra la respuesta de un filtro de paso bajo (LP) de 





Figura D-2: Respuesta en frecuencia de un filtro LP de orden 2 cuya frecuencia de corte es de 
10kHz. La fase de la señal de salida depende de la frecuencia, de manera que las frecuencias 
mayores a la frecuencia de corte sufren un retardo mayor que las frecuencias menores. 
 D.3 La función no lineal Broken-Stick 
La diferencia fundamental en cuanto a los componentes de cada rama 
del filtro DRNL es la etapa  broken-stick que caracteriza la etapa no 
lineal. Y es esta ganancia la que determina que la señal de salida 
dependa de la intensidad de la señal de entrada. 
Hasta ahora los elementos presentados se comportan de manera lineal 
frente a estímulos de diferente intensidad, es decir, la respuesta del 
sistema no depende de la intensidad/amplitud de la señal de entrada. 
Esta ganancia no lineal (Meddis et al., 2001) se define en el dominio 
temporal como: 
                      |    |  |    |   
( D.9 ) 
Donde a y b controlan el comportamiento no lineal y v es un parámetro 
interno del modelo. La ganancia no lineal se comporta de manera lineal 
a bajas intensidades. En ese caso la señal de salida      es la señal de 
entrada      multiplicada por una ganancia lineal, a. Para señales de 
intensidades superiores, la respuesta del proceso es no lineal y se 
caracteriza por dos parámetros del modelo: una ganancia, b y el 
exponente v. El proceso actúa de manera que selecciona el menor valor 
proporcionado por la función no lineal para cada nivel/amplitud de 
entrada presentado (Figura D-3). 
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La función de transferencia aproximada de este proceso no lineal 
precedido de un filtro GT (60) puede expresarse de la siguiente manera: 
            {            
            } ( D.10 ) 
 
Donde         es la ganancia del filtro GT que precede a esta etapa,   
su orden y   la amplitud pico de la señal de entrada. Los parámetros   
y   controlan la ganancia del proceso no lineal, de manera que el 
umbral de compresión se produce cuando: 
  | |   | |  
( D.11 ) 
En el desarrollo inicial del filtro DRNL se tomó el exponente   como un 
parámetro fijo, con el fin de reducir el número de grados de libertad del 
modelo y por tanto el número de parámetros para cada conjunto de 
datos a simular. Se hicieron diferentes pruebas tomando v como un 
parámetro más del sistema pero las mejoras en los ajustes no justifican 
la introducción de un parámetro más. 
 
Figura D-3: La función de compresión se puede entender como dos procesos: uno lineal (y=a·x) 
y otro no lineal y=b·xv). La respuesta de la función no lineal es el mínimo de ambas funciones, 
de manera que el resultado será la línea negra gruesa, la cual presenta también la contribución 
del proceso de la rama lineal (y=g·x). 
La Figura D-3 muestra la ganancia observada tras este proceso no 




por un filtro GT. Para ello se han tomado los siguientes valores de los 
parámetros de la no linealidad:  
                                    y               
Este proceso “separa”  la respuesta en frecuencia de las señales de 
diferente amplitud. Como hemos visto anteriormente, la respuesta 
cuando la señal de entrada es amplitud pequeña el sistema devuelve 
una respuesta lineal     . Al aumentar la amplitud y tras sobrepasar 
el umbral de compresión, la respuesta del sistema es no lineal      . 
El mínimo que se observa en la figura se debe a que la señal ha sido 
filtrada previamente por el filtro GT. De lo contrario observaríamos 
líneas paralelas juntas para intensidades bajas y separadas para 
intensidades altas. 
 
Figura D-4: Respuesta en frecuencia de la no linealidad. El proceso no lineal se comporta de 
manera lineal a bajas intensidades y de manera no lineal cuando la intensidad hace que se 
supere el umbral de compresión. 
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 ANEXO E: COMUNICACION ORAL AEDA 2013 
Como parte del proyecto se presentó el trabajo titulado “TÉCNICAS 
DE MODELADO DEL SISTEMA AUDITIVO “ en el X Congreso de 
la Asociación Española De Audiología que tuvo lugar en Sevilla los 
días 3 y 4 de Mayo de 2013 
 
El trabajo obtuvo el premio a la mejor comunicación oral de dicho 
Congreso. 
Técnicas de modelado del Sistema 
Auditivo 
Sánchez López, Raúl H. 
Universidad Politécnica de Madrid 
Resumen: El modelado del sistema auditivo se realiza con los siguientes objetivos: a) 
Interpretar medidas directas, b)unificar el entendimiento de diferentes fenómenos, c) 
guiar estrategias de amplificación para suplir pérdidas auditivas y d) tener 
predicciones experimentalmente comprobables de comportamientos, con diferentes 
niveles de complejidad..  
En este trabajo se tratarán y explicarán brevemente las diferentes técnicas utilizadas 
para modelar las diferentes partes del sistema auditivo, desde las analogías 
electroacústicas hasta la implementación de filtros auditivos mediante proceso de 
señal. Finalmente se comentarán aplicaciones de estos modelos de cara al campo de 
la audiología protésica. 
 
Introducción 
El objetivo principal del presente trabajo 
es proporcionar una visión general de las 
técnicas que se utilizan en el modelado 
del sistema auditivo. El modelado del 
sistema auditivo se realiza con los 
siguientes objetivos:  
a) Interpretar medidas directas,  
b) Unificar el entendimiento de 
diferentes fenómenos,  
c) Guiar estrategias de amplificación 
para suplir pérdidas auditivas  
d) Tener predicciones experimentalmente 
comprobables de comportamientos, 
con diferentes niveles de complejidad. 
El modelado se utiliza como herramienta 
para el estudio y sirve de unión entre los 
datos experimentales, y las hipótesis 




audiología, la neuropsicología, y la 
fisiología. 
Circuitos análogos 
Para entender mejor el sistema auditivo, 
éste puede verse como un conjunto de 
transductores acústico-mecánicos y 
mecánico-eléctricos. Al igual que se hace 
en el estudio y diseño de transductores 
(micrófonos y altavoces), se puede 
recurrir a las analogías electroacústicas 
(Leach, 2003) para poder estudiar cómo 
se comportan las estructuras del oído. 
 
Figura 1: Ejemplo de modelo electroacústico 
completo del sistema auditivo extraído de 
(Zimatore, Cavagnaro, Giuliani, & Colosimo, 
2008) 
Sobre el oído medio encontramos las 
principales referencias de esta técnica de 
modelado; (Zwislocki, 1962) propuso un 
completo modelo del oído medio. Los 
parámetros de cada parte se fijaron en 
base a datos de las dimensiones de las 
cavidades, masa de huesecillos y 
teniendo en cuenta también datos 
experimentales. Además incorporó 
modelos de oídos patológicos como por 
ejemplo uno con fijación del estribo 
debida a una otoesclerosis. 
 
Figura 2: Circuito realizado en LTSpice del 
modelo de (Kringlebotn, 1988). 
Más tarde (Kringlebotn, 1988) propuso su 
propio modelo, el modelo posee 
prácticamente las mismas etapas que en 
el modelo de (Zwislocki, 1962), a 
excepción de la inclusión de la 
suspensión del tímpano como parte 
relevante del modelo. 
 
Figura 3: a) Simulación mediante LTSpice de la 
respuesta del modelo de O.Medio de 
(Kringlebotn, 1988). b) Resultados extraídos de 
(Kringlebotn, 1988). 
Estos circuitos pueden realizarse 
mediante herramientas de diseño de 
circuitos como LTSPICE y poder ver la 
función de transferencia del sistema 
además de comprobar cómo esta varía si 
modificamos parámetros como la masa o 
las dimensiones de los elementos 
Modelado Biofísico 
Estamos acostumbrados a ver 
animaciones de cómo se desarrolla la 
onda viajera en el interior de la cóclea 
pero quizá no conocemos las ecuaciones 
que gobiernan ese movimiento. 
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Podemos decir que existen dos tipos de 
mecánica dentro de la cóclea, el 
movimiento de la membrana basilar 
producido por la onda viajera, y el 
movimiento en el interior del órgano de 
Corti. 
 
Figura 4: Esquema de la cóclea con vista detalle 
de partición coclear (CP) extraído de (Le Henaff, 
Elliott, & Maury, 2003). 
Macromecánica coclear 
El desarrollo de la onda viajera se 
caracteriza por la propagación de la onda 
en un fluido no compresible, en el cual 
una de las paredes que lo contienen (la 
membrana basilar MB) tiene una 
impedancia diferente a lo largo del 
recorrido. 
La impedancia de la MB puede 
expresarse en función del movimiento de 
sabiendo que     será la masa,  (x) será 
la rigidez y      será la resistencia por 




    
   
   
     
  
  
      
     
(1) 
Existen dos simplificaciones particulares 
sobre la hidromecánica coclear y que 
veremos a continuación. Éstas son la 
simplificación a dos dimensiones (  y  ) 
también llamadas short-waves (Siebert, 
1974) y en una dimensión, también 
llamadas long-waves (Zwislocki-Moscicki, 
1948) 
 
Figura 5: Respuesta de la velocidad de la 
membrana basilar a diferentes frecuencias. 
Figura realizada usando MATLAB con la función de 
ejemplo del modelo de (Geisler, 1986) como 
banco de filtros. 
La velocidad de la membrana basilar     
depende de la impedancia de esta y 
describe la envolvente de la onda viajera. 
Micromecánica coclear 
La micromecánica coclear se refiere al 
movimiento que se produce en el interior 
del órgano de Corti. Ya se ha hablado de 
cómo éste determina la impedancia de la 
MB pero no se ha entrado en el detalle de 
cuáles son sus partes y cómo es el 
movimiento en su interior.  
Existen dos puntos de vista sobre cómo 
modelar la micromecánica coclear, uno de 
ellos propone que la membrana tectoria 
se comporta como un segundo resonante 
(Allen, 1980) y los que proponen que el 
segundo resonante tiene que ver con las 
CCE (Neely & Kim, 1983). 
 
Figura 6: Explicación visual de los componentes 
del modelo del ógano de Corti pasivo (a la 
izquierda), activo (centro) y la respuesta de 
ambos modelos (a la derecha). 
En la figura puede verse la diferencia 
entre un modelo pasivo de cóclea (sin 














acción de las CCE) y un modelo activo y 
cómo varía la respuesta de la velocidad. 
Métodos numéricos 
Uno de los objetivos del modelado de 
diferentes sistemas es poder realizar 
simulaciones que puedan aportar 
información del comportamiento del 
sistema. En ingeniería civil están muy 
extendidos los métodos numéricos 
basados en elementos o diferencias 
finitas. Estos métodos dividen una 
geometría en elementos más pequeños a 
los cuales pueden aplicársele condiciones 
de contorno y resolver las ecuaciones que 
lo describen por medio del álgebra, nos 
referimos entre otros al FEM (método de 
elementos finitos) y al BEM (método de 
elementos de contorno) 
 
Figura 7: Modelo  FEM del conducto auditivo 
externo y cadena osicular utilizando mallado de 
elementos triangulares. 
Modelado por procesado 
de la señal 
Los modelos basados en procesamiento 
de la señal tratan de reproducir el 
comportamiento del sistema sin 
necesidad de desarrollo de ecuaciones ni 
variables físicas, sino que utiliza 
algoritmos, pudiendo explicar aspectos 
antes imposibles por modelos físicos o 
matemáticos (Lopez-Najera, 2005). Desde 
los primeros modelos analógicos se ha 
ido creando la tendencia de tratar de 
simular procesos fisiológicos individuales 
con la mayor precisión posible. De esta 
manera los desarrolladores de modelos, 
guiados por la amplia información 
existente en anatomía y fisiología, 
intentan reproducir punto a punto las 
medidas observadas experimentalmente. 
Esto quiere decir que el modelo final 
consistirá en una serie de etapas en 
cascada y cada una se encargará de 
reproducir un fenómeno fisiológico 
transformando la señal de entrada. 
La parte de la que nuevamente 
encontramos el mayor número de 
estudios es la cóclea, intentando 
reproducir  la no linealidad de ésta y 
dando explicación a los fenómenos de 
supresión y de los productos de 
distorsión. 
Del MPNL al DRNL 
Los primeros filtros de este tipo datan de 
los años 70 y consistían en dos filtros 
pasa-banda lineales con una no-linealidad 
situada entre ambos. Gracias a esta 
configuración se conseguían reproducir el 
patrón de descargas del nervio auditivo 
producido por la supresión del segundo 
tono (Pfeiffer, 1970).  
Más adelante (Goldstein, 1990; Goldstein, 
1995) propuso el MBPLN (Multiple Band-
Pass Non-Linear) que consistía en dos 
etapas en paralelo de la forma anterior. 
 
Figura 8: Esquema y partes del algoritmo MBPLN 
(Goldstein, 1995). 
Años después el filtro Gammatone 
(Patterson et al., 1992) fue diseñado para 
simular la respuesta al impulso de las 
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neuronas del nervio auditivo, mediante 
funciones de correlación inversa (De Boer 
& De Jongh, 1978). Posteriormente se 
realizó Gammachirp (Irino & Patterson, 
1997)  que es una mejora Gammatone que 
además permite el diseño de asimetrías 
en la respuesta en frecuencia. Esto se 
consigue gracias a una modulación en 
frecuencia, lo que provoca un chirrido 
(chirp) en la respuesta al impulso, ese es el 
motivo de esta denominación. 
Actualmente hay dos corrientes bien 
definidas: 
Signal Path: Siguiendo el mismo 
razonamiento que Irino y Patterson, se 
intenta mejorar el modelo de (Carney, 
1993) y reproducir la dependencia de 
nivel del ancho de banda al igual que se 
hizo con el gammachirp. En la 
implementación se incluyen; compresión, 
ancho de banda y propiedades de la 
respuesta en fase. 
 
 
Figura 9:  Esquema y partes del filtro propuesto 
por (Zhang, Heinz, Bruce, & Carney, 2001). 
La rama inferior modela el sistema de 
control del filtro tratando de reproducir el 
proceso activo de la respuesta de la MB. 
Esta rama consiste en una serie de filtros 
de banda estrecha seguidos de una 
componente no lineal. 
DNRL (Dual-Resonance NonLinear): 
Este nuevo tipo de filtro presentado en 
(Meddis, O’Mard, & Lopez-Poveda, 2001) 
reproduce la supresión ya que la rama no 
lineal es en realidad una serie de filtros 
gammatone en cascada seguidos de la 
compresión no lineal y seguido de otro 
conjunto de filtros gammatone. 
 
Figura 10: Esquema del filtro DRNL. 
El filtro cuenta con dos etapas asimétricas 
en paralelo; la primera de ellas lineal y de 
un ancho de banda mayor, y la segunda 
no lineal y de banda estrecha. Este 
algoritmo es el resultado de la 
combinación de los primeros filtros como 
el MBPLN, y el uso de filtros gammatone.  
Modelos perceptivos 
Para explicar los fenómenos de 
percepción auditiva y su correlación con 
la fisiología se han creado este tipo de 
modelos perceptivos. El objetivo es 
predecir la psico-fisiología de las fibras 
nerviosas en relación a estos fenómenos 
psicoacústicos. Para ellos se utiliza lo que 
se conoce como Teoría de la detección 
estadística o teoría de la detección de 
señal la cual sirve para evaluar el 






Figura 11: Modelo completo del sistema auditivo 
de (Jepsen, Ewert, & Dau, 2008). 
Como se puede ver en la figura, existen 
partes ya conocidas de las estructuras del 
sistema auditivo, que además siguen las 
partes que hemos recorrido en este 
capítulo, primero la función de 
transferencia del oído medio, seguido del 
filtro auditivo DNRL que reproduce la 
función de transferencia de la membrana 
basilar. Más abajo está la transducción de 
las CCI (en inglés IHC, inner hair cell), 
adaptación y expansión, y el banco de 
filtros de modulación que imitan el 
comportamiento de las limitaciones del 
nervio auditivo. El último elemento es el 
detector óptimo. Este elemento es un 
dispositivo de decisión y funciona de 
manera que el sujeto puede crear un 
perfil con las características de la señal 
detectada.  De esta manera se puede 
utilizar el modelo en modo de prueba con 
un paciente real y simular su perfil 
concreto basándose en sus respuestas. 
Aplicaciones 
Las principales aplicaciones son en el 
campo de la audiología, la medicina y la 
neuropsicología, no obstante merece la 
pena citar algunas 
Simulaciones 
Las simulaciones son de mucha 
importancia en la actualidad, antes de 
realizar un costoso proyecto o aplicar un 
proceso que conlleva cierto riesgo, es 
preferible predecir cuál es la opción más 
óptima. 
 
Figura 12: Detalle de modelo FEM del oído medio 
con Dispositivo activo de oído medio anclado al 
yunque (Wang, Hu, Wang, & Shi, 2011). 
Mediante el análisis numérico se obtienen 
simulaciones muy acertadas, no sólo 
vibro-acústicas sino también de 
propagación de campos electro-
magnéticos por ejemplo. En la figura 
podemos ver un modelo de implante 
activo de oído medio, pero este tipo de 
modelado es también efectivo en 
implantes pasivos, en implantes cocleares 
y en el estudio de malformaciones. 
Auditory Scene Analysis 
A principios de los 90 (Bregman, 1990) 
sienta las bases de lo que es conocido 
como el “análisis de escenas auditivo”. 
Esta teoría trata de reproducir los 
procesos que realiza el cerebro humano 
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para separar las distintas fuentes sonoras 
del ambiente sonoro complejo. Para ello 
se pueden distinguir diferentes etapas 
dentro del Auditory Scene Analysis (ASA) 
 
Figura 13: Esquema de las partes que component 
el modelado mediante la teoría de Auditory 
Scene Analisys. 
La aplicación más interesante y de 
utilidad en el campo de las ayudas 
auditivas es la de conseguir separar la 
palabra del ruido, esto posibilita la 
enfatización del habla. A parte de estas 
aplicaciones se utiliza cada vez más en 
robótica, y como veremos en el siguiente 
apartado, para la localización espacial 
junto con los modelos binaurales que no 
han sido desarrollados en este trabajo. 
Biological inspired hearing aid 
Recientemente se ha presentado una 
ayuda auditiva para personas con 
pérdida de audición inspirada en estos 
modelos, es el caso del trabajo de Meddis 
(Universidad de Essex) y el software 
“hearing dummies”.  
 
Figura 14: Esquema del “hearing dummies” 
Este software permitiría el ajuste de los 
audífonos en relación directa con los 
datos del modelo del sistema auditivo del 
paciente. 
Conclusiones 
 Después de esta vista general 
presentada en el proyecto podemos 
extraer las siguientes conclusiones: 
 El modelado mediante analogías 
electroacústicas proporciona un 
modelo de rápida creación y 
entendimiento que puede ser muy 
didáctico, pero tiene ciertas 
limitaciones. En cuanto al modelado 
de la cóclea o procesos como el reflejo 
estapedial, es necesario incluir no 
linealidades que serán más fácilmente 
implementadas mediante teoría de la 
señal. 
 Las simulaciones mediante análisis 
numéricos son de gran utilidad tanto 
en el caso del oído medio como en el 
interno. Sus aplicaciones de prevé que 
serán cada vez más numerosas 
sobretodo en el caso de implantes y 
para el estudio de la mecánica coclear. 
  El procesado de señal es el 
procedimiento más completo y 
utilizado ya que permite modelar 
tanto las HRTF, como las funciones de 
transferencia del oído medio además 
de permitir la implementación de 
filtros cocleares muy preciosos y 
coherentes con la realidad.  
El conocimiento, cada vez más profundo, 
del sistema auditivo humano, hace 
posible que las aplicaciones de los 
modelos puedan exceder los límites de la 
medicina o la parte académica, 
utilizándose en campos como la robótica, 
la transmisión de sonido, la compresión 
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