We propose a retinal-projection-based near-eye display that is able to merge with the vision correction for myopia. Our solution is highlighted by a corrective lens coated with an array of tiled organic light-emitting diodes and a transmissive spatial light modulator. Its design rules are set forth in detail, followed by the results and discussion regarding the field of view, modulation transfer function, contrast ratio, distortion, and simulated imaging. (Springer, 2013). 35. J. Cao, J.-W. Xie, X. Wei, J. Zhou, C.-P. Chen, Z.-X. Wang, and C. Jhun, "Bright hybrid white light-emitting quantum dot device with direct charge injection into quantum dot," Chin.
Introduction
It has been almost three decades since the term "augmented reality (AR)" was coined at Boeing in 1990 by Thomas Caudell [1] . Today, AR is undergoing a season that might be called "game of thrones" [2] as there are a host of AR players or technologies being active and seemingly promising but none of them is predominant. Among other things, the solution for a see-through near-eye display (NED) that would perfectly live up to the AR standards is still an open question. As far as the cost of fabrication is concerned, combiner-based NEDs, which rely on either beam splitters [3] [4] [5] or semi-reflective mirrors [6] [7] [8] , are preferred. However, due to the size of beam splitters and semi-reflective mirrors, such NEDs-if designed with a large field of view (FOV)-are often bulky and heavy. As far as the form factor is concerned, waveguide-based NEDs, including both planar [9] [10] [11] and freeform [12] [13] [14] waveguides, are favorable as the optical path can be compressed into the waveguide. However, once the light enters into a waveguide, the maximum angle, at which it could leave, will be bound by the total internal reflection and the ways of out-coupling. For this reason, FOVs of such NEDs are usually below 50° [15] . As far as FOV is concerned, retinalprojection-based NEDs [16] [17] [18] are unparalleled by the former two. For example, pinlight display [17] , co-developed by University of North Carolina at Chapel Hill and Nvidia, achieved 110° FOV on a very simple structure that merely comprises a plastic substrate etched with V-shaped notches and a transmissive spatial light modulator (SLM).
For wearable NEDs, optics aside, ergonomics needs to be taken into account as well. One of the ergonomic pain points to solve is to save the visually impaired users from the trouble of wearing extra eyeglasses or contact lens. As earlier attempts, we introduced both combinerbased [19] [20] [21] and waveguide-based [22] [23] [24] NEDs, which are merged with the prescription or corrective lenses for vision correction. In this paper, a retinal-projection-based NED-we shall refer to it as retinal projection display (RPD) hereafter-that enables vision correction is proposed. In what follows, its structure, design rules and simulation results are to be elaborated. Figure 1 is the schematic drawing of the proposed RPD, which involves four major components, i.e. a corrective lens, an array of organic light-emitting diodes (OLEDs) [25] , a transmissive SLM, and an eye. The corrective lens is used for compensating the refractive anomalies of the eye, say myopia. Preferably, its outer surface is concave, while its inner surface is flat, upon which OLEDs can be easily fabricated or laminated. OLEDs serve as the light source to illuminate the virtual image. Since the size of an individual OLED is way smaller than that of SLM, each OLED can be regarded as a point light source. The SLM is used for generating virtual images. d s is the distance between the SLM and eye. d c is the distance between the corrective lens and eye. D is the center spacing between two adjacent OLEDs. L is the dimension of SLM. 
Design principle

Proposed structure
Eye
Prior to explaining the design rules of our RPD, it is essential to understand the mechanism of eye. Human eye is an adjustable lens system, mainly consisting of two focusing elements-i.e. cornea and lens-and a light receptor-i.e. retina [26] . For the sake of easy calculation and yet considerable precision, a simplified eye, as shown in Fig. 2 , which is composed of the cornea (anterior and posterior), anterior and posterior chambers filled with aqueous humor, pupil, lens (anterior and posterior), vitreous chamber filled with vitreous humor, and retina, is adopted. The cornea accounts for approximately two thirds of the eye's total diopter [27] . The lens, on the other hand, is responsible for fine-tuning the diopter of eye in response to the object distance. Similar to a double lens system, the diopter of eye P e can be written as [28] c l c l e P P P tPP = + −
where P c and P l are the diopters of cornea and lens, respectively, and t is the distance between cornea and lens. If P c = 39 m −1 , P l could vary from 2 to 18 m −1 , and t = 6 mm, the range of accommodation or diopter of eye can be plotted, as shown in Fig. 3 . It can be seen that the range of accommodation starts at 40.5 m −1 and ends at 52.8 m −1 . As an approximation, object distance s, image distance s′ and diopter of eye P e could be correlated via the thin-lens equation [ 
In fact, image distance s′ shall be fixed to be equal to the length of eye ball, which is about 24-25 mm for an adult. Say s′ = 24.5 mm, object distance s can be calculated as a function of the diopter of eye P e , as shown in Fig. 4 . If the target value of object distance s is set as 3 m, P e shall be 41.15 m −1 . For the maximum P e = 52.8 m −1 , the near point-also known as the minimum object distance where sharp focusing is possible-is 8.35 cm. 
Design rules
The design of the proposed RPD deals with two optical paths, one for imaging the real objects and the other for imaging the virtual objects. The optical path diagrams for the real and virtual images are illustrated in Fig. 5 and Fig. 6 , respectively. For the real image, as shown in Fig. 5 , where both SLM and OLEDs are supposed to be transparent, light rays emitting from the real object will be first diverged by the corrective lens, and then converged by the eye. Through the accommodation of eye and the compensation of corrective lens, a clear image will be maintained on the retina as long as the real object is within the range of accommodation. The diopter or optical power P of the corrective lens is related to the visual acuity and it can be obtained directly from the eyeglass prescription. The design of the corrective lens shall follow from the lensmaker's equation [29] , as given by Eq. (1)
where n is the refractive index of the corrective lens, R 1 and R 2 are the radii of curvature of first and second surfaces of the corrective lens, respectively, and d is the center thickness of the corrective lens. For the virtual image, as shown in Fig. 6 , let us first consider a scenario when merely a single OLED is turned on. Light rays emitting from the OLED will first encounter the SLM and illuminate its pixels, which in turn form a real object A that is composed of the actual rays (solid lines). In order for the real object A not to be directly perceived by the eye, it is required that SLM be placed out of the range of accommodation. In other words, SLM is too close to the eye that the eye is not powerful enough-the diopter of eye usually maximizes at 53 m −1 [28]-to converge the rays of A on the retina. Therefore, instead of seeing the real object A, eye will trace back along the extended virtual rays (dashed lines) to see a virtual object S being formed at a distance s that is given by
which implies that the object distance s could be adjusted by the eye. This phenomenon would be very helpful for the image registration [30]-the alignment between the virtual and real objects-even without resorting to any zoom lens. By invoking the theorem of similar triangles, the size O of the virtual object can be easily deduced as
where a s is the size of unseen real object A. Similarly, we could also have
where a p is the pupil size, a brightness-sensitive variable. Normally, the pupil size of an adult varies from 2 to 4 mm in diameter in the bright ambience, whereas from 4 to 8 mm in the dark ambience [31] . To compromise between the bright and dark, pupil size of 4 mm is assumed hereafter. By substituting Eqs. (4) and (6) into Eq. (5), we have
from which it can be said that the size of virtual object largely hinges on the pupil size and diopter of eye. FOV of a single OLED, θ-defined as the angular extent of the virtual object-can be calculated as Given s = 3 m, P e = 43.15 m
, s′ = 24.5 mm, a p = 4 mm, d c = 20 mm and, θ is only 11.3°. For θ = 100°, d c shall be decreased to 1.68 mm, which is apparently impractical. Hence, a tilted configuration with a multiple of OLEDs is required to achieve large FOV. Now consider a scenario when two adjacent OLEDs are simultaneously turned on, as illustrated in Fig. 7 . There will be two virtual objects being imaged at the distance s. In order for these two virtual objects to be seamlessly tiled, the centers of two adjacent OLEDs should be spaced at an optimal distance D that is given by [17] 
In addition, for the above condition to be strictly met, the distance d s between the SLM and eye should be adjusted as As can be inferred from Eq. (9), the optimal distance D will be subject to change as both pupil and diopter of eye may vary from time to time. When pupil expands or shrinks, shifting the pupil size away from the predetermined value, there will be an overlapping or gap between the neighboring virtual objects. To handle the change in pupil size, the array of tiled OLEDs shall be addressed in a way that it is able to dynamically tune the distance D to match with the current pupil size [17] . Since the distance d c is usually way smaller than the object distance s, the change in diopter of eye, on the other hand, barely affects the distance D unless the object distance s becomes very close.
Field of view
FOV is a key indicator for evaluating the performance of RPD. Referring to Fig. 8 , FOV of the real image, FOV r -defined as the angular extent of the corrective lens-can be calculated as
where W and H represent the horizontal and vertical dimensions of the corrective lens, respectively. It can be seen that FOV r is limited by the size of corrective lens and it would become larger as the eye gets closer to the corrective lens. On the other hand, FOV of the virtual image, FOV v , is defined as the angular extent of the SLM-if SLM is fully illuminated and smaller than the corrective lens-which be estimated by
where L is the dimension of SLM, measured in a given direction. Fig. 8 . Illustration of FOVs for both real and virtual images. FOV r is defined as the angular extent of the corrective lens, whereas FOV v is defined as the angular extent of the SLM.
Corrective lens
Consider a case that a user has only 2 diopters of myopia, disregarding the astigmatism and other types of refractive anomalies. The material of corrective lens is chosen as the polycarbonate, which is predominantly used for eyeglasses. The outer surface of corrective lens is concave, while the inner surface is flat, upon which OLEDs can be easily fabricated or laminated. Following the above design rules, a corrective lens can be designed using the parameters as given in Table 1 . 
Spatial light modulator
The function of spatial light modulator is to modulate the intensity of light emitted from the OLEDs. Plus, it is desirable to be highly transparent. As a viable option, a backlight-free, monochrome liquid crystal display (LCD)-e.g. L3D13U-55G00 (Epson)-can be used for this purpose. Its parameters are listed in Table 2 , where the contrast ratio (CR) is 500 and transmittance or transparency is 24%. For a better transparency, a higher aperture ratio is needed [32] . If not to shrink the size of opaque thin-film transistors and electrodes, then the resolution has to be reduced, meaning that there is a tradeoff between the transparency and resolution. Further, in order to realize full-color RPD, the above number will be tripled in one dimension by incorporating R/G/B OLEDs. As each OLED will illuminate more than one pixel of SLM, a sequential color scheme [36] , in which each color of OLEDs is activated in sequence, is indispensable.
Results and discussion
Simulation settings
Our simulation is implemented with the optical design software Code V (Synopsys), which is based on the ray tracing [37] and capable of analyzing the imaging properties, including modulation transfer function (MTF), distortion, and imaging simulation. Our design wavelength is 550 nm. Although a configuration with tiled OLEDs is proposed, our simulation is limited to the case of a single OLED. This is because it is technically impossible to set up more than one object in Code V. As the sharpest or best vision occurs at the center of retina [38] , where the fovea is located, a configuration with a single OLED being centeraligned with retina is adopted for the simulation. To avoid duplicate simulations, other cases are omitted. The numbering of surfaces is labelled as in Fig. 9 . The object represents either the real or virtual object that is 3 m away from the eye. Surfaces 1 to 2 (S1 to S2) make up the corrective lens. Surfaces 3 to 7 (S3 to S7) make up the eye, of which, S3 is anterior cornea, S4 is posterior cornea, S5 is anterior lens with pupil, S6 is posterior lens, and S7 is retina. In calculating the real image, all surfaces are active. In calculating the virtual image, surfaces 2 to 7 are active, while S1 is inactive. To treat the OLED, which is situated on S2, as a point light source, the aperture of S2 is decreased to 0.1 mm. Fig. 9 . The numbering of surfaces. The object represents either the real or virtual object that is 2 m away from the eye. Surfaces 1 to 2 (S1 to S2) make up the corrective lens. Surfaces 3 to 7 (S3 to S7) make up the eye, of which, S3 is anterior cornea, S4 is posterior cornea, S5 is anterior lens with pupil, S6 is posterior lens, and S7 is retina. In calculating the real image, all surfaces are active. In calculating the virtual image, only S1 is inactive.
According to the said design rules, we could create an initial structure by presetting the parameters for each element. Then, an optimization, whose error function type is set as transverse ray aberration [37] , is carried out by constraining the effective focal length of the eye to be 24.5 mm-i.e. length of eye ball. The parameters obtained after the optimization are summarized in Table 3 . Besides, more detailed parameters for defining aspherical surfaces are disclosed in Table 4 . 
Field of view
Modulation transfer function
MTF is the most comprehensive performance criterion for NEDs. By computing the autocorrelation of the pupil function [39], MTFs of both real and virtual images are calculated, as shown in Fig. 10 , where black dotted lines the MTFs inclusive of diffraction, while other lines the MTFs exclusive of diffraction. Since the tiniest aperture in our RPD-i.e. the pixel of SLM-is 15 μm across, which is almost two orders of magnitude larger than the wavelength, the diffraction is negligible. Moreover, owing to the rotational symmetry, the marginal angle is set as 5. 
Contrast ratio
Contrast ratio (CR) is defined as the ratio of maximum intensity to minimum intensity, and it can be derived as [37]
where M denotes the modulation in object, i.e.
where CR o is the CR of object. For the real object, CR o can be significantly large so that M is considered as 1. For the virtual object, CR o is the CR of SLM. From Eqs. (14) and (15), for the spatial frequency of 33.33 cycles/mm-which corresponds to a pixel size of 15 μm-at the central angle, CRs of real and virtual images are calculated as 666 and 31, respectively.
Distortion
Distortion of real and virtual images, defined as the displacement of image height or ray location, are plotted in Figs. 11(a) and 11(b), respectively, where distortion of the real images is less than 0.04%, and distortion of the virtual images is less than 0.73%. 
(b) Fig. 11 . Calculated distortion of (a) real and (b) virtual images. For the real image, the distortion is less than 0.04%. For the virtual image, the distortion is less than 0.73%.
Simulated imaging
For a qualitative analysis of imaging quality, both real and virtual images are visualized from the imaging simulation that takes into account the effects of distortion, aberration blurring, diffraction blurring, and relative illumination, as shown in Fig. 12 . By comparing the original and simulated images, it can be seen that the real image is identical to the original one despite some chromatic aberration, while the virtual image turns out to be kind of blurred. It has to be mentioned that those simulated images are what exactly appear on the retina. By comparing the original and simulated images, it can be seen that the real image is identical to the original one despite some chromatic aberration, while the virtual image turns out to be kind of blurred.
Conclusions
A retinal-projection-based NED, also termed RPD, which enables vision correction is proposed. Its structure is highlighted by a corrective lens, an array of tiled OLEDs, and a transmissive SLM. Based on the simulation, its key performance including FOV, MTF, and distortion has been studied. For the real image, FOV is 114° (diagonal), MTF is above 0.4 at 280 cycles/mm, CR is 666, and distortion is less than 0.04%. For the virtual image, FOV is 117° (diagonal), MTF is above 0.4 at 120 cycles/mm, CR is 31, and distortion is less than 0.73%. As opposed to the combiner and waveguide based NEDs, RPD exhibits several unique features. First, instead of using an eyepiece or ocular lens, RPD relies on the eye itself in imaging the virtual objects. Second, a more compact form factor is expected as no folding optics are needed for RPD. Third, the distance and size of virtual objects hinge on the status of eye, including its diopter and pupil. Fourth, hopefully, its ultra-large FOV could be a trump card in playing the game of thrones of NEDs. 
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