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Abstract 
A widespread view is that most of texture segregation can be accounted for by differ-
ences in the spatial frequency content of texture regions. Evidence from both psychophys-
ical and physiological studies indicate, however, that beyond these early f-iltering stages, 
there are stages of 3-D boundary segmentation and surface representation that are used to 
segregate textures. Chromatic segregation of element-arrangement patterns as studied 
by Beck and colleagues ··· cannot be completely explained by the f-iltering mechanisms pre-
viously employed to account for a.chmmatic segregation. An element arrangement pattern 
is composed of two types of elements that are arranged differently in different image regions 
(e.g., vertically on top and diagonally on bottom). FACADE theory mechanisms that have 
previously been used to explain data about 3-D vision and f-igure-ground separation are 
here usee! to simulate chromatic texture segregation data, in eluding data with equiluminant 
elements on dark or light homogenous backgrounds, or backgrounds composed of vertieal 
and horizontal dark or light stripes, or horizontal notched stripes. These data include the 
fact that :;egrep;ation of patterns composed of red and blue squares decreases with inereas-
ing luminance of the interspaces. Asymmetric: segregation properties under 3-D viewing 
conditions with the cquiluminant element;; dose or far arc abo simulated. Two key model 
properties arc a spatial impenetrability property that inhibits boundary grouping across 
regions with nonc:olinear texture elements, and a bounclary-surfac:e consistency property 
that uses feedback between boundary and surface representations to eliminate spurious 
boundary groupings and separate figures from their backgrounds. 
Keywords: ii.gure-ground, perception, texture segregation, 3-D vision, grouping, boundary, 
surface, color vision, neural networks, f-illing-in 
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1 Introduction 
A widespread view is that most of texture segregation can be accounted for by differ-
ences in the spatial frequency content of texture regions, and several research groups have 
proposed theoretical models of this kind to account for experimental results (Bergen and 
Landy, 1991; Daugman, 1988; Graham, Beck and Sutter, 1992; Malik and Perona, 1990; 
Sutter, Beek, and Graham, 1989). This hypothesis is often cast in terms of oriented spati-
al frequency seleetive operators thought to resemble mechanisms existing at relatively low 
levels in the visual system; e.g., cortical simple cells. Despite the relative suceess of the 
spatial frequency hypothesis, it is inadequate as a general account of image segmentation. 
Evidence from both psychophysical and neurophysiological studies indicate that, beyond 
this early multiple-seale filtering stage, there are stages of context-sensitive grouping (Beek 
et al., 1983; Gregory and Heard, 1979; Kanizsa, 1979; Kawabata, 1984; Petry and Meyer, 
1987; von cler Heydt et rd., 1984) and 3-D surface representation (Gibson, 1950; He and 
Nakayama, 1994; Kanizsa, 1979; Nakayama and Shimojo, 1990). The present artidc de-
seribes a model that ineorporates multiple-seale filters, context-sensitive grouping, and 3-D 
surface representation, ancl uses it to simulate texture percepts that ea.nnot be explained 
by filtering alone. 
Grossberg and Mingolla. (1985a., 1985b, 1987) introdueecl a. monocular version of this 
model and used it to explain data about form and color pereeption, inelucling texture 
segregation. This model includes both multiple-seale filters and eontext-sensitive grouping, 
or segmentation, mcehanisms. Varia.nto; of this multiple-scale filter were usee! to simulate 
texture segregation in the above eitecl articles; e.g., Sutter ei al. (1989). The Grossberg-
Mingolla model was later extended to study 3-D vision and figure-ground perception, 
induding 3-D surface representation (Grossberg, 1987a, 1994, 1995). This extended model 
has been eallecl FACADE theory, since it attempts to explain how the brain generates 
representations of Form-And-Color-And DEpth. 
Within FACADE theory, early filtering rncchanisms aetivate the fornmtion of :3-D 
boundary groupings, which, in turn, organize the seleetivc filling-in of 3-D surface rep-
resentations. These boundaries and surfaces arc formed according to different, indeed, 
complementary, computational rules (Grossberg, 1987a.; Grossberg, Mingolla, and Todor-
ovi(:, 1989). They arrive at a mutually consistent representation through reciprocal interae-
tions. These interactions have been interpreted iu terms of pathways joining the inter blob 
and blob eortieal streamo; between eortica1 areas V1 to V 4 (Grossberg, 1994a). They are 
here used to explain texture segregation data for which early filtering mechanisms are 
insuffi.eient. 
Our analysis foeuses upon a challenging family of texture images that. Beek and eol-
lcagues have ealled element-arrangement patterns (Deek et rd., 1991; Dcek et al., 1987; 
Graham et l!l., 1992; Sutter et rd., 1989). These patterns were designed to probe key 
properties of texture segregation in a parametrically eontrollable fashion. An clement-
arrangement pattern is composed of two types of elements that differ in the ways in which 
they are arranged in different regions of the pattern. Figure 1A illustrates an element-
arrangernent pattern in whieh the elements are filled and unfilled squares arranged in a 
striped pattern in the top region and in a checkerboard pattern in the bottom region. Beck 
et nl. (1987) suggested that the pereeivcd segregation of achromatic element-arrangement 
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Figure 1: (A) An illustration of an element..c\,rrangcment pattern composed of filled and 
unfilled squares. Arrows indieate the surround (the spaee surrounding a pattern) a.ncl the 
interspace (the spaees between the squares) regions. (B) An illustration of how responses 
of eclls with oriented reecptive fields may aeeount for element-arrangement segregation. 
Top: Excitatory and inhibitory lobes of an even symmetric: operator. Bottom. Left: Large 
vertical rcecptive fields respond strongly to the vertieal columns of squares in the striped 
region. Right: Large oblique receptive fields respond strongly to the diagonal columns of 
squares in the chcc:kerboa.rcl region. 
pat.terus was qualitatively consistent with the hypothesis tha.t differences in the outputs 
of spatial frequeney channels were sufficient to explain the pereeived segregation; higher-
order proeesses of grouping and surfaec representation were not essential. They propoi:ied 
that the cliffcrcntial responses of oriented sirnplc cell-like mechanisms to the striped and 
eheckecl regions of an clernent-arrangcment pattern i:; the basis for the perceived :;egre-
gation (Figure 1B). Sutter ei nl. (1989) provided further support for this hypothesis by 
showing that the perceived segregation of patterm eomposed of large and small squares 
was minimal when the area x contrast of the squares wa:; equal. The area x contrast 
of the large and small squares is the same when the greater area of the large square is 
eompcnsated for by the higher contrast of the omall square. Squares that have the ;oame 
area x contrast produce the same output at the fundamental frcqucney of the pattern; 
that is, the frequency which, when the exeitatory region of a reeeptivc field falls on one 
eolumn of squares, the inhibitory region of the receptive f-ield fa.llo on the adjacent column 
of squares (see Figure 1B). 
Beck (1994) ancl Pessoa, Beck, andlVIingolla (1996) have reeently investigated element-
arrangement segregation with chromatic patterns. Beck ei rd. (1987) originally showed 
that ehroma.tie differences alone support pcrecivccl segregation by obtaining strong seg-
regation in elcment-arrangerncnt patterns composed of equal luminance squares on an 
equal-luminance background (see also Pessoa et rd., 1996). Beck (1994) showed, in addi-
tion, that the strength of segregation of patterns composed of reel and blue patterns, rather 
than achromatic: patterns such as in Figure 1B, is inversely proportional to the luminance 
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of the intcrspaees, such that the greater the luminance the weaker the segregation. 
The present paper describes how FACADE theory can explain the findings on chromat-
ie segregation of element-arrangement patterns. In partieular, it will be shown how the 
results arise from circuits previously employed to account for 3-D vision and figure-ground 
separation using, as a front end, fi.ltering and segmentation mechanisms that have previ-
ously been used to simulate data on grouping processes in texture segregation (Grossberg, 
1987a; Grossberg and Mingolla, 1985a, 1985b, 1987). 
1.1 Asymmetries in Chromatic Texture Segregation 
In order to describe how FACADE theory can explain chromatic element-arrangement 
segregation, we will concentrate on a few key experimental findings that pose the greatest 
theoretical challenge, since they reveal a.symmetries in texture segregation. At the same 
time, they serve to illustrate the main FACADE mechanisms of fignre-ground separation 
needed to account for the results, while highlighting the insufficiency of filtering schemes 
alone. The cases we discuss are illustrated in Figure 2. 
First, segregation is strong on a black background and weak on a white background 
(Figure 2A [top row]). Pessoa ct a.l. (1996) showed that the ratio of interspace to square lu-
minance determines segregation -not absolute luminance----but that direction of contrast, 
or polarity, is important. Mechanisms involving full-wave rectifying or squaring nonlin· 
earities reoponcl as in Sutter et nl. (1989) to amount of contrast but are insensitive to 
direction of contrast. 
Second, Beck (1994) showed that horizontal interspaces interfere with t>egrcga.tion more 
than vertical interspaccs; see Figure 2A (row 2) for examples. In other words, the i~eomet­
rical arrangement of the interspaces had a significant ef!'ect on perceived segregation. Beck 
(1994) interpreted his results in terms of grouping mechanisms that arc more severely af-
fected by horizontal interspaccs because they are orthogonal to the vertical arrangement of 
the squares on the top region of the eli splays. Although more sophisticated filtering schemes 
ma.y be able to aceount. for this a.syrmnetry, simple schemes cannot readily account fm it. 
Beck (1994) also showed that. segregation is inversely proportional to interspace lumi-
nance. As the luminance of the entire background, or the luminance of the vertieal or 
horizontal interspaces, is inen~ased, segregation strength decreases. Moreover, perceived 
segregation decreases more and in a ;;irnilar manner when either the lurninanec of the entire 
interspace or the luminance of the horizontal intcrspaees is increased than when the lumi-
nance of the vertical intcrspaccs i;; increased (sec Figure 6, left) accordingly, segregation 
for vertical interspaces is stronger than for horizontal interspaces. 
Third, the introduction of depth (through binocular disparity) does not improve per· 
ecivccl segregation when the squares arc seen in front, but improves segregation when 
horizontal interspaces arc seen in front; see Figure 2B (top two rows). Why does the intro-
duction of depth change the information used for texture segregation in one ease, but not 
in the other? The figure-ground mechanisms of FACADE theory darify how depth reorga-
nizes the percept when horizontal intcrspaces a.re seen in front., thereby produc:ing amodal 
completion of the squares "behind" the lines and strong segregation. vVhen the squares are 
seen in front., no reorganization takes place on the depth plane "behind", and segregation 
is largely unaltered. Filtering medmnisms alone cannot account for the improvement in 
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Figure 2: Chromatic: element--arrangement patterns. All displays are composed of red and 
blue squares and achromatic: intcrspaecs. Squares arc organized vertically in the top of 
the display and diagonally in the bottom. Displays arc intcnclccl for illustration of main 
properties only. (A) Top left: Pcreeivecl segregation is strong when baekgrouncl is black. 
Top right: Segregation is weak when background is white. Middle left: Vertical interspaccs 
arc white. Middle right.: Horizontal intcrspaccs arc white. Perceived segregation is stronger 
when the vertical interspa.ecs arc~ white than when the horizontal intcrspaees arc white. 
Bottom left: Vertical segments are white. Bottom right: Horizontal segments arc white. 
Perceived segregation is stronger when the vertical segments arc white than when the 
horizontal segments are white. 
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Figure 2: (D) Top: vVhen the left and right stcreoimagcs arc fused (by "uncrossing") the 
horizontal interspaces are seen in front of the reel and blue squares. Pcrc:eivccl segregation 
is greatly improved. Note that the vertically aligned squares in the top half of the display 
amodally complete in the back Midcllc: vVhcn the left and right stereoimages arc fused 
(by "uncrossing") the red and blue squares arc seen in front of the white background. 
Perceived segregation is poor. Note that in order to stably perceive the white background 
in back, a collection of zero diopari ty gray squares is used so that the background as a 
whole is "captured" at zero disparity. In actual experiments, smaller low luminance green 
dots were used (see Pessoa et al. (1996) for details). Bottom left: Horizontal interopaccs 
arc white. The pop-out of the horizontal white lines is facilitated by having thinner lines 
relative to the reel and blue squares. Under sueh conditions, pereeived segregation is 
improved. Bottom right: Small vertieal segments arc adclecl to horizontal white lines. 
Pereeivccl segregation is poorer than with horizontal white lines alone since pop-out is not 
favored by the loea1 geometry produeecl by the introduetion of the small vertical segments. 
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segregation with the introduetion of depth for horizontal interspaces, let alone why in one 
case perceived segregation improves and in the other it does not. 
Next we provide a review of the main mechanisms of FACADE theory that will be 
invoked below. For a comprehensive exposition, see Grossberg (1994). Readers with some 
knowledge of model concepts can skip directly to the data analysis in Section 3. 
2 Review of FACADE Theory 
FACADE theory postulates that two complementary systems and their interactions are 
responsible for producing a unified 3-D percept: the Boundary Contour System (BCS) 
ancl the Feature Contour System (FCS). The BCS is responsible for boundary formation, 
regularization, and cornplction and provides rnechanisms for the grouping and segregation 
of image regions. The BCS creates an emergent 3·· D boundary segmentation that combines 
seenic information from edges, texture, shading, and stereo information at multiple spatial 
sealcs (Grossberg, 1987b, 1994; Grossberg and Marc;hall, 1989; Grossberg and McLoughlin, 
1997; Grossberg and Mingolla, 1985a, 1985b, 1987; Grosc;berg et nl., 1995, 1997; Grossberg 
and vVyse, 1991; McLoughlin and Grossberg, 1997). The FCS is responsible for 3-D surface 
representation. It cornpcnsates for variable illumination conditions and fills-in surface 
properties of brightness, eo lor, depth, and form among nrultiple spatial scales (Arrington, 
1994; Cohen and Grossberg, 1984; Gro:;sbcrg, 1987a, 1987b; Grossberg and Mingolla, 
1985a; Grossberg and Todorovic, 1988; Grossberg ct nl., 1995; Paradiso and Nakayama, 
1991; Pcssoa ct nl., 1995; Neumann, 1996). 
The review of F'ACADE theory will be given in two stages. First the monocular mech-
anisrm of the BCS and FCS will he described to darify the basic boundary and surface 
operations. Then the binocular extension of FACADE theory will be reviewed in order to 
introduce the proecssing stages that will be needed to explain the types of perc:epts sur-
veyed above. The binocular FACADE theory clarifies how ;,ignal:; from multiple receptive 
fidel iiizcs are combined in order to generate 3-D percept;, of the world. The:;c summaries 
will be given in heuristic terms in order to bring out the main ideas. Tiea.der;, who desire 
ma.thcmat.ica1 deseriptions with supportive computer sirnula.tions of other data can find 
thent in a number of recent artic:les (Francis and Grossberg, 1996a., 199Gb; Franei:; ct rd., 
1994; Cove ct al., 1995: Grossberg and J'vlr:Loughlin, 1997; Grossberg et rd., 1995; Waxman 
et nl., 1995). These :;imulations collectively demont>trate that the FACADE theory mech-
anisrns discussed herein work as <ks<:rihcd below. The model t.ha.t is simulated herein has 
been sirnplificd both to focus on the most relevant proecsscs and to a.ehieve c:omputa.tiona.l 
t.raetabilit.y. 
2.1 A Monocular BCS Model of Cortical Boundary 
Segmentation 
The BCS consists of multiple fields of cells, or copies, each with cells whose receptive f-ields 
are sensitive to a different range of image sizes. Each BCS copy consists of a filter followed 
by a. grouping, or boundary completion, network. The BCS models the cortical processing 
stream that begins in the lateral geniculate nucleus (LG N) and ends in extrastria.te cortical 
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Figure :3: Sirnplc cells compute local oriented contrast. They arc sensitive~ to contrast 
polarity. Their activities arc half~wave rcetif1ecl to generate output oignals. Oppositely 
polarized simple cell outputs aetivatc complex cello. Complex eclls activate spatial and 
orientational eompctition among cnclstoppecl eomplex (or hypereomplex) cells. Hyper·· 
complex cells exeitc bipolc cells with similar orientational preference and inhibit bipole 
eells with (nearly) perpendicular orienta.tiona1 preference. Coactivation of both branches 
of a bipolc cell receptive field generates feedback that initiates the long~rangc grouping 
proecss. 
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area V 4 (DeYoe and van Essen, 1988) after passing through the interblobs of cortieal area 
V1 and the interstripes of cortical area V2, 
The model LGN ON and OFF cells receive input from retinal ON and OFF cells, ON 
cells are turned on by inerements in image contrasts, whereas OFF cells are turned of[ 
(See Sehiller, 1992 for a review,) Because these ON and OFF cells have antagonistic our-
rounds and obey membrane, or shunting, equations, they help to discount the illuminant, 
normalize image activities, and extract ratio contrasts from an image (Grossberg, 1983). 
The LGN eel! outputo activate the first stage of cortical BCS processing, the sirnple 
cell:,;; see Figure 3. Simple cells are oriented local eontra:,;t detectors that respond to 
a preseribed eontrast polarity, or direction-of-contrast. Spatially displaced LGN ON ancl 
OFF eells input to pairs of like-oriented simple cells that are sensitive to oppo:,;ite directions-
of-contrast. These simple cell pairs compete with each other before generating output 
signals; ef., Ohzawa et a.l. (1990), Ferster (1988), and Liu et a.l. (1992) for relevant data. 
Pairs of :,;implc cells sensitive to like position and orientation but. opposite direetion-of-
c.ontrast generate half-wave rec.tifiecl output signals that :,;ummatc at the next processing 
stage to aetiva.te c.omplex cells (Figure 3). The target c:omplex eells are thus sensitive to 
the same position and orientation as the simple eells, hut pool together oppo:,;ite eontrast 
polarities. The net effect is to perform an oriented full-wave reetifieation of the image. 
The reetificd output from a eomplex cell activates a. oeconcl filter whid1 ea.rries out spatial 
and orienta.tiona.l competition that converts c.omplex cells into end:,;topped eomplex cells, 
also ea.llecl hypereomplex cells (Figure 3). Spatial competition realizes an endstopping 
operation by exciting like-oriented hypercomplex cells at the sa.rnc position ancl orientation 
while inhibiting nearby hyperc:omplex eclls that code similar orientation:,;. Oricntational 
eompetition oecurs in a push-pull fashion between hypercomplcx edls at the :,;ante position. 
'Vlaximum inhibition occurs between mutually perpendic:ular orientations. 
Gra.harn et nl. (1.992) !rave pre:;entecl a. texture segregation model similar to the double-
filter model in Figure 3 to explain the :;egrq~a.tion of elernent-arrangement patterns contain-
ing balanced clements with no energy at tire fundamental frcquenc:y. Two key differences 
(which will he expanded below) play a role in our explanation:,;: Each BCS sirnple cell f-ilters 
only one contrast polarity before its total activation is t.hrcsholclccl, half-wave rcetifi.ed, and 
pooled ac:ro:,;s polarity at cornplex cells. In Graham ci al. (1992), both polarities arc simul-
taneously pooled at c:ornplcx eclls. The models can thus respond differently to direction-of 
eontrast in a textured scene. In aclclit.ion, the BCS doc:,; not merely pool fi.lter output:,;. 
Rather, it contains c.ooperative bi pole cells (see Figure 3) that can group hyper complex 
cell :,;igna.ls in a c:ontext··ocnsitive fashion over a variety of positions and orientations. 
Hyperc:omplex cells interact with bipole c:ells as part of a. grouping network, c:alled the 
coopcrativc--c:ornpetitive ( CC) loop, which inc:ludes feedback between bipole eel!;; and hy-
pcrc:ornplcx cells; see Figure 3. Individual bipolc cells c:an fire back towards like-oriented 
hypereomplex cells if both lobes of the bipole cell rec:eptive fi.eld are sufficiently activated. 
Suc:h activation mu:,;t fall within a band of orientations that arc sirnilar to the receptive 
f-ields axis of the bipole cell. Bipole c:ells hereby behave like statistic:a.l AND gate:,; that 
fire when they deteet :,;uitably oriented boundary induc:ers in both lobes of their receptive 
field. The existence of bipole cell:,; was predicted (Cohen and Grossberg, 1984; Grossberg, 
1.984; Grossberg and Mingolla, 1985a, 1985b) :,;hortly before von der Heydt and colleagues 
reported analogous eells properties in monkey visual area V2 (von der Heydt, Peter hans, 
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and Baumgartner, 1984). Feedback between the longer-range cooperative bipolc cells and 
shorter-range competitive hypercornplex cells help to :;elect the statistically most favored 
boundaries while suppressing weaker grouping possibilities. Another relevant point is that 
(say) a hori~ontal bipole cell is inhibited by activation of vertical hypcrcomplex cells (Fig-
ure 3) as well as being excited by horizontal hypercomplex cells. This spatial impenetra-
bility operation (Grossberg, 1987a; Grossberg and Mingolla, 1987) interferes with colinear 
grouping across regions wherein non-colinear orientations a.re present. 
2.2 Filling-In of Monocular Surface Representations within the 
FCS 
The FCS models the cortical processing stream frorn the LG N to cortical area. V 4 that pass-
es through the blobs of cortical area Vl and the thin stripes of cortic:al area V2 (DeYoe and 
van Essen, 1988). In the monocular BCS model, each BCS boundary segmentation gen-
erates topographic: output signals to ON and OFF Filling-In DOmains, or FIDOs. These 
FIDOs also reeeive input;, from the ON and OFF LGN cells, respectively. The LGN inputs 
activate their target cells, which allow activation to diffuse rapidly to neighboring FIDO 
cells. This diffusive filling-in process is restricted to cornpartmcnts that arc formed by 
BCS boundaries, which create filling-in barriers to by decreasing the permeability of their 
target gap junetions. The filled-in OFF aet.ivit.ico arc subtraeted from the ON ac:t.ivities 
at double-opponent eellr;. In computer simulations of monocular single-seale versions of 
the BCS /FCS model, double-opponent activities represent the surface brightness of each 
percept.; e.g., Gove ct nl. (1995) and Grossberg ct rLl. (1995). 
2.3 Binocular Boundary Segmentation by the BCS 
The binocular FACADE theory incorporates the monocular BCS rncchanisms into a more 
comprehensive architcc.ture that helps to explain sueh phenomena as how observers can 
perceive objectii in a scene at difFerent depths; how a partially oc:duded object can be 
a.rnodally completed when the oc:elucling object io opaque and modally completed when 
the occluding object is transparent; and how 2--D picturco c:an give rise to 3-D pereepts 
of oecluding and occluded objcc:ts. FACADE theory incorporater; the operations of the 
monocular BCS and FCS into a setting wherein rnultiple fields of cells, or copies, of tlw 
BCS and FCS exist.. These copies represent boundaries and surfaces at diffm·cnt relative 
depths from an observer (Figure 4A). In particular, eaeh BCS copy eompletes boundaries 
within its depth range. The rnultiple FCS c.c1pier; represent surface representations that 
can fill-in at the depths of a corresponding BCS copy. Neural principles from which these 
systerns rnay be derived ancl their mechanistic realizations were provided in Grossberg 
(1994). They were mathematieally defined ancl computationally simulated in Grossberg 
and iVIcLoughlin (1997). Herein a functional description is given of the role that each 
proccsoing stage plays in generating a final percept. Ther;e processing stages are then used 
to provide a unified explanation of the targeted data. 
Figure 5 depicts a macroeireuit of the FACADE theory proeessing stages. BCS stages 
are depicted as boxes with vertical lines which designate oriented respon:;es. FCS stages 
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Fignre 4: (A) Each BCS copy generates boundaries within a narrow range of relative 
depths from the observer. These boundaries ad to capture and contain the filling-in 
of snrfaee brightness and color signals at the corresponding FCS copy. Eaeh FCS eopy 
eontains three pairs of opponent Filling-In Domains, or FIDOs. A FIDO is explained 
in the text. There arc both monocular and binocular FIDOs within the model. (B) 
Within the binocular FIDOs, but not the monocular FIDOs, boundaric:; corresponding to 
nearer objcets arc added to boundaries corresponding to farther objects to prevent farther 
surfaces from filling-in behind occluding objects. In more tcdmieal terms, each FCS copy 
receives inhibitory boundary-gating signals from one or more boundary contour system 
(BCS) copies. These signals, called BF intereopics, arc partially ordered from nearer to 
farther BCS copies. 
.June 6, 1997 11 
~ 
9 10 9 
7 7 
_[Q 
• 
~--
.. Jo ln. 
00 00 
8 00 00 8 
00 00 
6 6 
5 4 5 
~~~~ IJl!ll • 
- lrn 3 3 [[~] 1----
11mm llilllii ffi[]ill 11111m llllllll ffi[]ill 
2 1 1 2 
MPL MPR 
FC\ BCSL BCS FCS R R 
Figure 5: i\!laeroc:ircuit of monocular and binocular interactions of the boundary contour 
system (BCS) and the feature c:ontour system (FCS). Left eye and right eye monocular 
preprocessing stages (MP r and lv!P n) send parallel pathways to the BCS (boxes with 
vertical line:-;, designating oriented responses) and the FCS (boxes with three pairs of 
circles, designating opponent colors). Sec text for details. 
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are depicted as boxes with three pairs of circ:les which designate opponent colors. Monoe-
ular preprocessing of left eye (MPL) and right eye (MPn) signals discounts the illuminant 
before generating parallel inputs to the BCS and FCS via pathways 1 and 2, respective-
ly. Pathways 1 are used to activate BCS simple cells with rnultiple receptive field sizes. 
Pathways 2 activate FCS cells that are organized into opponent colors: (reel, green), (blue, 
yellow), (black, white). Pathways 3 carry rectified simple cell inputs to complex cells, as 
in Figure 3. 
BCS interactions are more complieated in the binocular BCS than in its monocular 
predecessor. For example, simple-to-complex cell interactions define a binoeular filter that 
converts the responses of simple cells with multiple receptive field sizes, or spatial scales, 
into responses by populations of complex cells to different ranges of binocular disparity 
in the viewed scene. The complex cells that are activated by larger simple eel! scales 
are capable of fusing a broader range of binocular disparities than are the complex cells 
whieh are activated by smaller cell scales. Thio property is often called the si"'e-disparity 
eorrclat.ion (Jules"' and Schumer, 1981; Kulikowski, 1978; Richards and Kaye, 1974; Sc:hor 
and Tylc~r, 1981; Sehor and Wood, 1983; Schor et a.l., 1984; Tyler, 1975; 1983). As a result 
of the si"'cH!isparity correlation, a single complex cell c:an respond to a range of binocular 
disparities, not just a single disparity. Competition across disparity at each position and 
:;c:ale eonverts this range of possible responses into more oharply tuned ac:tual responses at 
c:omplc~x cells. 
Output signals frorn cornplex c:dls activate hypereomplex cells., as in Figure 3 .. via spatial 
and orientational competition, all within a given sc:ale. These interaction:; also oc:eur at the 
proeessing stage between pathways :3 and 4 in Figure 5. The outcorrw of these interactions 
is a set of disparity-tuned, enclstoppecl, a.ncl orientationally sdec:tccl hypcrc:omplex c:ell 
responses across multiple opatial sc:alm and positions. 
The next operations combine eel! c:omputations across multiple sc;1lcs into cell respon:;-
es that are tuned to different depths. By this transfonnation, multiple-sc:ak rcspor1se:; that 
obey a size-cli:;pa.rity correlation arc combined into responses that selectively code different 
relative depths of objects from the observer. This scale--into-depth transfonnation is ac·· 
cornplishcd by pathways 4 in Fignrc 5. Here, the outputs from hypcrcomplcx eclls across 
all scales that arc tuned to the same depth range converge on shared bipolc cells which 
in turn feed back to the same set of hypereornplcx eclls. This happens for all the depth 
nmgcs, thereby defining .umltiplc CC Loops that arc scn:;itivc to different, but possibly 
overlapping, depth ranges. 
2.4 3-D Surface Formation within the FCS 
As in the monoeular FCS model, illuminant-discountcd FCS :;ignals generate a :mrface 
representation by initiating filling-in within compartments that are dcf1necl by BCS signals. 
In the monocular model, BCS signals function only as barriers, or obstructions, to the 
diffusion proc:ess which carries out the {1lling-in. In the full FACADE model, BCS signals 
to the FCS also carry out a. seleetivc funetion. They arc filling-in gcncratms a.s well as 
filling-in barriers. By this means, monocular FCS signals that start out with no depth-
selectivity are captured by surface representations that eode a prescribed range of relative 
depths from the observer. The same filling-in process that recovers surface brightness and 
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color hereby generates a representation of surface depth and form that is imbued with 
these perceptual qualities. 
This surface c.apture process is modeled as follows. Ao; noted above, there are multiple 
BCS copies, each corresponding to a. range of relative depths from the observer. Each BCS 
copy generates topographical output signals to a corresponding FCS copy, or small subset 
of copies, via pathways 6 in Figure GA. Each FCS copy contains three pairs of monocular 
Filling-In DOmains, or FIDOs, that correspond to the three pairs of opponent colors. Each 
FIDO responds to FCS inputs by diffusing them within its BCS boundaries (Figure GA). 
The cliscounteclmonocular FCS signals are topographically input to all the FCS copies by 
pathways 5 in Figure 5. This one-to-many input process sets the stage for surface capture. 
Monocular FCS inputs are c.apturecl by a particular monocular FIDO if they are spa-
tially coineident and oricntationa.lly aligned with the BCS inputs to that. FIDO. Double-
opponent. cells can carry out the capture property. These double-opponent cells receive 
their inputs from a pair of FIDOs that represent opponent colors in the manner described 
below. Captured FCS inputs trigger filling-in of dcpthful surface representations at the 
corresponding FIDO. Only surfaces that arc surrounded by a. connected BCS boundary, or 
fine web of bomHlaries, can contain the filling-in process. FCS inputs diffuse out. of gaps 
in boundaries until they arc contained by a larger connected boundary or dissipate due to 
their spatial spread. 
BCS FCS 
A 
BCS FCS 
B 
BCS FCS 
C NearCDJ~ @Far 
+ Near 
Figure 6: FCS __, BCS feedhaek interactions: (A) BCS boundaries arc used to regulate 
filling-in of surface color in the FCS. (B) A spatial contrast mechanism determines the 
boundaries of the connected f1lling-in FCS components. (C) The contrast-based FCS out-
puts excite BCS cells at. the same disparity and position and inhibit. BCS cells at smaller 
clispari tics at the same position ("boundary pruning"). 
The total circuit wherein BCS signals input to opponent FIDOs, and the outputs of 
the FIDOs are filtered by double opponent cells, is ea.llccl a FACADE filter, because it 
selects the combinations of Fonn-And-Color-Ancl-DEpth signals that will fill-in the final 
surface representation. This surface representation is formed at the binocular FIDOs (top 
box in Figure 6), where the output signalo; from the monocular FIDOs are binocularly 
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matehecl before triggering surfaee filling-in. In surnmary, the FACADE filters generate 
outputs from their monocular FIDOs only if their monoeular FCS inputs are compatible 
with their binocular BCS boundaries. All other FCS inputs are suppressed. 
A brief surnmary of how FACADE filters selectively capture their surface properties 
will now be given. Each FIDO consists of a pair of opponent filling-in networks, ealled 
syncytia, that activate a double-opponent output network (see Figure 7). Sueh a double-
opponent network consists of four parts: (a) an on-eenter off-surround network that obeys 
membrane, or shunting, equations is topographically fed inputs by one syneytium, (b) 
another on-eentcr off-surround network is topographically feel inputs by the opponent 
syncytium, ( c:) boundary signals gate the diffusive flow of filling-in signals across both 
syncytia, and (d) subtraetive opponent interactions occur at each position. between the 
outputs of the two opponent networks. The output networks are double-opponent networks 
because the spatial opponcncy of the on-center off-surround networks is followed by the 
eolor-opponency of the eross-syneytial eompetition. 
The on-center ofF-surround networks generate outputs only at. positions where a spatial 
discontinuity, or sufficiently large gradient, oeeurs in the level of filled-in activity. This ca.n 
happen only at positions for which a boundary signal acts as a barrier to the filling-in of 
activity. Thus, if a clcpth-sclect.ive boundary docs not capture a brightness or color signal 
within its monocular FIDO, then that brightness or color signa.! cannot generate a.n output 
from this monocular FIDO to the corresponding binocular FIDO. This is the fi.rst property 
that helps to sdeetivdy ea.ptnre snrfacc properties at sorne depths, but not. other0. Capture 
can oecur only at. those depths for whieh boundaries exist that are spatially coincident with 
monocular brightnec;s or color signalo. 
\ilfhy arc double" opponent intera.ctiono needed? They prevent ineorrcct.ly matched two-
dimensional boundarico and brightness or color signals from generating visible percepts 
in situationo where the c;ingle opponent proceosing of the on-center off-smTomHlnctworks 
is not snffi.cienL notably during binocular rivalry. (See Groc;slwrg, 1994, Sections 45-48 
for further discussion of this point). A striking conclusion of thi:; a.naly:;is i:; that. the 
double-opponent cells in the rnonocular FIDOs function as part of a form-and-color-and-
depth Hltcr, and cany no vioible brightncsc; or color signal. Hathcr, they arc prcclietecl 
to generate arnodal surface percepts that are used to recogni~c the snrfaec properties of 
ocelucled parts of surfaceo, una.eeompaniccl by a conscious visible perecpt .. (Sec Grossberg, 
1997, Seetion 23, for a fnrtlrer lliiieussion of t.lrio point .. ) 
2.5 The Asymmetry Between Near and Far 
Before the outputs frorn the monoeular FIDOs can generate a final pcrecpt, feedback 
interactiono oceur from FCS to BCS, and between BCS and FCS copies that represent 
different. depths. Sueh interaetions reali~e "the asymmetry between near and far" that is 
evident in many perceptual data., including data concerning how occluding surfaces gain 
ownership of boundaries that they share with occ:luded surfaces, and how occluded surfaces 
are amodally eornpleted behind modally completed oeduding surfaces; see Grossberg (1994, 
1997) for examples. This is achieved in the model as follows. 
vVithin a monoeular FIDO, only activated regions that arc surrounded by a conncet.ecl 
boundary or web of boundaries can contain their diffusing aetivities. Beeause the output 
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Figure 7: A Filling-In-DOmain, or FIDO: The filled-in aetivity patterns of the on-
:;yncytium and the off-syncytium are filtered by eontra.Ht-sensitive on-center off-ourrouncl 
ohunting networks. In addition, the output signals from the shunting nets compete at each 
position to compute the ON and OFF outputs from their respective FIDOs. 
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signals of the FACADE filter are contrast-sensitive, they generate output signals at FIDO 
positions that correspond to connected BCS boundaries. These outputs are c.arried along 
two different pathways. 
First, they generate FCS _, BCS feedback signals along pathways 7 in Figure 5; also 
see Figure 6B. These signals enhance the BCS boundaries that define the sucees;;fully 
filled-in FCS regions; these boundaries represent the same depths as the corresponding 
FCS region. The other FCS -> BCS feedback signals inhibit boundaries at their positions 
which eorresponcl to more distant surfaees (Figure 6C). This near-to-far inhibition prunco 
extra boundaries that were formed due to the size-disparity correlation. ·when the extra 
boundaries of oecluders are pruned, the boundaries of occluded objects can be completed 
behind those of oceluding objects. The reorganized boundaries then restructure the filling-
in within the corresponding FCS surfaces via BCS-to-FCS feedback. This BCS <-+ FCS 
feedba.ek process rea1i~e;; a property of boundary-smfacc consistency. 
Binocular 
~ • FIDOs 9 
Increasing 8 Depth 
Monocular 
• FIDOs 
• 
5 
Figure 8: Sueccs;;fully filled-in surfaces at the rnonoeular FIDOs use pathways 9 to inhibit 
those binocular FIDOs whose surfaces represent greater cli;;tances than their own. This 
inhibition prevents the same brightneo;;es and eolors from filling-in redundantly at multiple 
depths. 
Seeond, they generate FCS _, FCS signalo along pathways 9 in Figures 5 ancl 8. These 
:;ignals interact with those a1ong pathways 8, which carry out a one-to-many mapping of 
FCS signals for binocular matching and surface capture at the binocular FIDOs. Path-
ways 9 carry out a surfa.ee pruning operation that eliminates redundant FCS signals frorn 
pathways 8. They hereby prevent ocduding objects from filling-in their color a.t multiple 
depths. 
The boundaries that control clepthful filling at the binocular FIDOs also prevent FCS 
signals outside a.n ocelucled region from diffusing behind its oc:eluder. This is ac:c:omplishecl 
by a. boundary enrichment proc:e:;:; that adds near boundaries to far boundaries within 
the binocular FIDOs, as in Figure 4B, along pathways 10 in Figure 5. Thus, within the 
binocular FIDOs (Figure 4B), but not the monocular FIDOs (Figure 4A), the boundaries of 
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an oeduding object create a barrier to diffusion within the binocular FIDO of its oeelucled 
object. Further details of the 3-D model that are relevant to the data. at hand are discussed 
below. 
3 Chromatic Texture Segregation: Qualitative 
Account 
Perceived segregation in element-arrangement patterns eovaries with the difl'erence in ac-
tivities within the BCS between the top a.ncl bottom regions of the display. For example, 
if the top region produces only strong vertical signals while the bottom region produces 
only strong diagonal signals, perceived segregation will be strong. If BCS responses for the 
top and bottom regions are similar, perceived segregation will be weak. The discussion 
below assumes that paHerns are composed of equiluminant reel and blue squares and that 
backgrounds and int.erspa.ces arc ac:hromatic. 
-
-
~+ 
SURFACE BOUNDARY 1 BOUNDARY 2 
Figure 9: Explanation of strong segregation on a black background. Top: input pattern. 
Heel (blue) squares are indic:atcd with left (right) diagonal hatched lines. Boundary 1 
shows the vertically oriented bourrclary signals before the efFects of FCS to BCS feedback. 
Boundary 2 shows boundary signals after FCS to BCS feedback. Line thickness desig-
nates boundary strength. In both eases, vertical responses are stronger in the top region 
(indieatecl by the width of the vertical lines). 
The hypothesis that BCS boundary differences help to explain elcrnent-arrangement 
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segregation does not imply that FCS surface properties are unimportant. Indeed, feedback 
frorn FCS surface formation processes to the BCS boundaries plays a key role in explaining 
the BCS patterns. On the other hand, FCS brightnes;; differences have not been needed 
to capture the main data trends, in keeping with the fact that the red and blue squares 
are equiluminant. 
Figure 9 illustrates how the model explains the strong segregation with a black back-
ground. The stages of filtering and grouping (Boundary 1) leading to the initial BCS 
responses produce strong vertical responses on top clue to the vertical arrangement of the 
reel and blue squares. In particular, oriented simple cells are selective for color, so red-
sensitive vertical sirnple cells are more highly activated in the top region of the display, 
much as in Figure 1B, due to the higher density of contiguous red squares there. A simi-
lar fact accounts for the higher activation of vertical blue-sensitive cells in the top region. 
Strong oblique responses oceur on the bottom region clue to diagonal arrangement of the 
red and blue squares there. The:oe initial boundary signals are used to regulate filling-in 
within the Filling-In DOmains (FIDOs) of the FCS, as in Figure 4. FCS activities pro-
vide the basis for surface feedbaek signals which ea.n potentially contribute to perceived 
segregation. Surface region;; within the FCS that are smTounded by connected boundaries 
sueccecl in trapping their {i.llcd-in aetivities. These regions thereby create filled-in activ-
ities whose contrast with their smrouncls drops oif sharply at BCS boundary locations. 
vVithin the reel FIDOs, these filled-in regions arc the red squares, which are ;;urroundcd 
by inaetivc red cells at all blue square and black background locations. Likewise, within 
the blue FIDOs, only the blue ;;quarcs regions {111-in. The black FIDO fill:;-in the black 
background with an activity level that is determined by the OFF -contrast. This contrast 
is small compared to that of the white background. Its efFect is therefore omitted in the 
present simulations for sirnplitity. 
Once the filled-in FCS surface;; emerge, they ean generate feedback signals through 
FCS to BCS pathways (pathways 7 in Figure 5 ). 13ceause t.hcsc feedback signals arc 
contrast-sensitive, they oeenr at the locations of those BCS boundaries at whieh filled-
in aetivity levels rapidly change acros;; space (see Fignre G). For exmnple, they oceur 
at the edges of the H!led-in reel squares within the reel F'IDO. Because the output cells 
span the spaees between successive squan:o, they deliver larger positive fcedbaek signals 
at the top half of the figure, where red squares arc eontiguous, than at the bottom, where 
they are not (Figure 9, Boundary 2). In this way, the FCS-to-BCS feedback signalo sense 
the eontiguons eolincar arrangement of red squares at the top half of the figure, and 
reinforce BCS boundaries there acemdingly. A similar color-seleetive fecdbaek oeeurs front 
blue squares in the blue FIDOs to the BCS. In sumrnary, both the color-sensitive sirnple 
cells in the striate cortex aml the: color-sensitive surfaee-to-bounda.ry fcedbaek cells in the 
extrastria.te eortex arc predicted to strengthen the vcrtieal BCS groupings at the top half 
of the display, and to thereby support strong segregation. 
Achromatic feedback from the fillccl··in blade baekgrouncl to the BCS cannot overwhelm 
chromatic feedback because its strength is the same at both the top and bottom of the 
display and covaries with the red and blue luminance levels. This is in contrast to the ease 
of the white background, whose feedback signals far exeeecl those caused by the red and 
blue squares, as we now discuss. 
Figure 10 illustrates how the model explains the weak segregation with a white ba.ek-
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Figure 10: Explanation of weak segregation on a white background. Top: input pattern. 
The high lurninanec achromatic background creates equally strong boundaries both before 
(Boundary 1) and after (Boundary 2) FCS·to BCS feedback. 
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ground. The high luminance background strongly activatm achromatic vertical and hor-
izontal simple cells at both the top and bottom halves of the display. Because the white 
ba.ekgrouncl is of far greater luminance than the red and blue squares, the advantage of 
vertical red and blue simple eells at the top half of the figure is overwhelmed by the aehro-
matic simple cell inputs when they are pooled at the eomplex cells (Figure 3). The white 
background hereby generates strong horizontal and vertical BCS boundaries that dominate 
on both the top and bottom regions (Figure 10, Boundary 1 ). The FCS feedback from 
the achromatic FIDO to the BCS is also strong because the high lurninancc of the white 
background ercates a highly contrastive smface representation in this FIDO (Figure 10, 
Boundary 2). This feedback confirms the vertical and horizontal lattice of BCS boundaries 
and thereby works against good segregation. FCS feedback from the chromatic red and 
blue FIDOs to the BCS does favor the vertieal groupings on the top region. The reel and 
blue squares, however, arc much less lurninous than the white background. Thus their 
feedback signals arc weak relative to the achromatic: FCS-to-BCS feedback signals, and to 
the BCS segmentation that is directly generated by the display. Hence, all in all, FCS-to-
BCS feedbaek confirms the initial boundaries and the final boundary signals arc similar 
on top and bottom. Perceived segregation is weak. 
Beck (1994) showed that horizontal interspaees interfere more with segregation than 
vertieal interspaces. This result. is explained by the model as illustrated in Figures 11 
and 12. In both cases, oriented filtering is dominated by the interspac:es in hoth the top 
and bottom regions clue to the high interspace lurninanc:c. This dfeet is mediated by 
ac:hrornatie (Black-White) simple eells. On the other hand, the chromatic (Red-Green, 
Blue-Yellow) vcrtieal simple cells respond better at the top than the bottom. Here we 
assume, for simplicity, that these simple n~lls are blind to achromatic cues. The chromatic: 
and aehromatie filter outputs add at complex cells, where responses are dominated by the 
achromatic: inputs, before grouping begins. 
Better segregation occurs in the vertical interspace ease in part hceause the ehrornatie 
and achromatic: vertical groupings on the top summate, whereas they are perpendieular in 
the hori~ontal interspace ease. In the vertical interspace ease, the chromatic vertical grmw" 
ings on top, albeit weak relative to the achromatic vertical groupings on top and bottom, 
provide an advantage to the top region after grouping oeeurs. In the horizontal interspace 
case the strong achromatic hori7-onta1 grouping competes with the weak ehromatie vert,iea.l 
grouping in two ways. First, there is eompetit.ion between perpenclieula.r orientations at 
the hypereomplex eells (Figure 3). The strong horizontal responses at hypereomplex cells 
ean weaken the vertical responses at the their positions even before the bipole cells arc 
aet.ivatcd. Second, the hori~ontal interspaees cause horiwntal hypereomplex cells to dircet-
ly inhibit the vertical bipole cell receptive fields (Figure 3). Thi::; spatial irnpenet.rability 
constraint prevents eolincar groupings from forming across intervening forms that are not 
colinear with them. Thus the modest advantage of vcrtieal chromatic simple eells at the 
top region is weakened by the strong horizontal grouping in the horiwntal interspace case. 
A sirnilar analysis helps to explain why the vertical interspace bars do not overwhelm 
the squares as much in Figure 11 as they do when they arc part of a. white background with 
both hori7-ontal and vertical interspaces, as in Figure 10. A white baekground generates 
strong achromatic horizontal signals that compete with vcrtieal chromatic signals at the 
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Figure 11: Explanation of segregation for vertical intcrspaces. Top: input pattern. DomHl· 
ary 1 signals represent activation before the effects of surface feedback take place. These 
signals do not support strong segregation and support similar segregations for vertical and 
horizontal intcrspaccs. Boundary-vertical signals show activities after feedback takes plaec. 
These signals support good segregation. 
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Figure 12: Explanation of segregation for horiwntal intcrspaecs. Top: input pattern. 
Boundary 1 signals represent activation before the dfeets of surface feeclbaek take place. 
These signals do not support strong segregation ancl support similar segregation;; for ver-
tical and horiwntal intcrspaecs. Dounclary-vertiea1 signals show activities after feedback 
takes place. vVcak segregation enoUCS. 
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hypereomplex eells and at the bipolc cells. Given only vertical interspaces, this strong 
horizontal competition with vertical grouping does not oeeur. 
Surface feedback signals modify these BCS groupings as follows. In the horizontal 
and vertical interspace eases, there are either strong horizontal or vertical a.ehromatieally 
mediated FCS-to-BCS feedback signals from the filled-in surface representations of the 
FIDOs. There are also stronger chromatic vertieal signals from the Red-Green and Blue-
Yellow FIDOs at the top region than at the bottom. In the vertical interspaee case, 
these vert.ieal feedback signals are compatible with other CC loop inputs, including the 
achromatic: vertieal FCS-to-BCS feedback signals, so they ean generate an advantage for 
the top region. In the horizontal interspace case, they are nullified by competitive CC loop 
interactions, including the strong achromatical horizontal FCS-to-BCS feedback signals, 
at the orienta.tiona1ly-eompet.ing hypercomplex cells. In summary, displays containing 
vertical interspaees segregate better than displays with horizontal interspaces. 
Although high luminance horizontal white lines generally produce weak segregation 
(Beck, 1994), if the lines are seen in front of the reel and blue squares through binocular 
disparity, then segregation is strong (Pessoa and Beck, unpublished results). FACADE 
theory explains this result through the ncar to far boundary pruning inhibition that orig-
inates in the FCS (Fignre 13). Suppose that the disparity manipulation excites eells that 
arc selective for disparities D 1 and D 2 , where D1 > D2 . vVe consider, for definiteness, 
crossed disparities such that nearer positions generate larger disparities. In particular, 
suppose that the larger disparity D 1 ean fuse the vertiea.l ends of the horizontal white 
bars. Ncar-zero disparity cells respond to the horizontal eontours of these white bars and 
are added to those of the vertieal disparity D1 cells. After grouping, a eonnectcd boundary 
forms at. the D 1 eells around the horizontal white bars. These D1 rc;oponc;es are similar in 
the top and bottom regions, which arc both dominated by the strong horizontal signalc;. 
The smaller disparity D2 eells fuse the vertieal boundaries of the squares. Near··zero clis·· 
parity signals add to these D2 responc;cs and hereby create eonneetecl boundaries around 
the square regions and their blaek surrounds. 
The boundaries procluecd in this way by initial filtering and grouping arc used to 
regulate clepth-selcetivc filling-in. At disparity D 1, only the boundaries that surround 
the white horizontal lines arc connected. Hence, Hlling-in occnrs within the achromat.ie 
FIDO. At disparity D2, the reel, blue, ancl aehromatic (black) FIDOs are all smrounclecl 
by conneet.ecl eomponcnts, ancl hence fill-in. The blaek background eomponents are herein 
ignored because of their negligible dfeet on grouping. They do, however, contribute to the 
percept of a. smooth surface that. joins red and blue squares t.o their black baekgrouncl at 
disparity D2. 
FCS-to-BCS feedback is excitatory for eclls that correspond to the same depth and 
inhibitory for eclls corresponding to smaller disparities; sec Figure 6. Both horizontal and 
vertical boundaries around the white horizontal bars are hereby strengthened at disparity 
D1 . The horizontal boundary pruning signals from disparity D1 t.o D2 , however, inhibit 
the D 2 horizontal boundaries. As a result, the horizontal boundaries no longer obstruc;t; 
eolinear grouping of the vertical sides of contiguous squares. These vertical boundaries 
ean cooperate to form longer-range boundaries between the squares that arc amodally 
completed behind the horizontal lines. 
In addition, the excitatory ehrornatie surfaee-to-bounclary fecdbaek within disparity 
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Figure 13: Explanation of strong segregation when horizontal white lines are >ecn in front. 
Top: input pattern. Boundary signals in the rnidclle represent activation before the effects 
of surface feedback take place. Boundary signals in the bottom show activities after feed· 
hade takes plaee. The final boundary activations for disparity 0 2 provide the basis for 
strong segregation. 
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D 2 favors the vertical grouping on the top half of the display. Competition from the 
strong horizontal boundaries does not occur, beeause these boundaries are inhibited within 
disparity Dz boundary pruning signals from disparity Dr. Thus strong long-range vertical 
boundaries form select.ively at the top half of the display, abetted by vertical surface-to-
boundary feedbaek. 
This explanation of disparity-selective pop-out of the horizontal ocduders in front and 
vertieal amodal completion behind the ocduders within the top half of the display uses the 
same mechanisms that Grossberg (1994) used to explain a variety of 3-D pop-out effects in 
untextured scenes, in eluding Da Vinci stereopsis (Gillam and Borsting, 1988; Kaye, 1978; 
Lawson and Gulick, 1967; Nakayama and Shimojo, 1990; Wheatstone, 1838) and 3-D neon 
color spreading (Nakayama, Shimojo, and R.amachanclran, 1990). The same rnecha.nisms 
were also used there to explain pop-out in response to a variety of 2-D pic.turcs, without 
a disparity manipulation, as in the Wcisstcin effect (Gillam and Borsting, 1988; Kaye, 
1978; Lawson and Gulick, 1967; Nakayama. and Shimojo, 1990; Wheatstone, 1838) and 
the Bregman-Kanizsa. efFect (Bregman, 1981; Kanizsa, 1979). In these latter explanations, 
the size-disparity correlation was used to explain how an oc·.cluclcr could selectively acti-
vate larger disparity BCS cells which, by near-to-far inhibition, could free slightly smaller 
disparity cells t.o carry out amodal completion behind the ocduder. 
'Why does this mechanism not produce better segregation when there are horizontal 
interspaces in a 2-D pieture, as in Figure 12'1 The answer is that it sometimes does. Such 
improved oegregation can occnr clue to pop-out of the horizontal interspaces and vertical 
amodal eompletion of the reel and blue squares in the 2-D ease also. It is facilitated, 
for example, by varying the width of the horizontal bars relative to the height of the 
St[1W.res (sec Figure 2B, bottom row). If the squares arc larger than the interspaces, then 
pop-out is fac:ilitatecl. This can he explained by the fa.et that the vertieal bipolcs whidr 
group successive squares together c:a.n more easily do so when they have a larger support 
ratio; namely, larger inducers relative to the region to be spanned (Shipley and Kdlman, 
1992). Sec Grossberg et al. (1997) and Lc:;her ancl Mingolla. (1993) for a. discussion of 
how bipolc cells can generate stronger illusory contours as the support ratio increases. 
Attention to the interspaces may also facilitate pop--out. \~Tithin the theory, such an 
attention shift difFercntia1ly strengthens the horizontal interspace boundaries relative to the 
eompeting vertical boundaries and aids the pop-out proecss using the same meeha.nisms as 
in Grossberg (1994). The lrorizoatal iatcrspa.c:c case may thus give ri:;e to better or poorer 
segregation than the vertical interspa.c:e ea.se, depending upon whether the displays favors 
pop-out or not. The main point about a disparity manipulation is that it can cause good 
segregation even in eases where segrep;ation to the 2-D image is poor. 
Ao noted above, segregation of clement-arrangement patterns on a white background 
is weak (Beck, 1994). Pcssoa et ILl. (1996) have shown that when a disparity manipulation 
causes the squares to be seen in front of a white background, then segregation docs not 
greatly improve. This result is ehallenging beeause disparity-based pop-out docs greatly 
improve segregation in the ease of white horizontal interspaees. FACADE theory explains 
thio finding in the manner summarized by Figure 14. Again, two pools of disparity selective 
cells are invoked, Dr and Dz, as well as ncar-zero disparity eells. The larger disparity D 1 
cells can fuse the vertical sides of the squarer;. Horizontal boundaries of the squares are also 
present since ncar-zero disparity siguab are added to the vertical boundaries. Together 
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they form square boundaries at disparity D1 after grouping oceuro. In addition, vertical 
groupings between vertical square edges can more easily fonn at the top of the display 
than the bottom because the reel and blue simple cells feed larger intersquarc signals to 
their disparity D1 complex cells there. The strength of these groupings is modest, however, 
because of the relatively low luminance of the red and blue oquares. 
Squares in front 
''•.;; ,,.,,., :.•r; , .. ,,' 
t~ C2J "'' ().•; U\ ';)) 
Red 
Dl+O D2+0 
~ 
+ 
SURFACE 
BOUNDARY BOUNDARY 
Red 
Achromatic 
•••••• 
•••••• 
•••••• 
•••••• 
•••••• 
•••••• 
SURFACE 
Figure 14: Explanation of weak segregation when the squares are perceived in front of a 
white background. Top: input pattern. Boundary signalo in the middle represent activa·· 
tion before the effects of surface feedback take place. Boundary signals in the bottom show 
activities after feedback takes place. The final boundary activations for fields D1 and D2 
do not produce strong oq~regation. 
Disparity D2 cells arc, in eontrast, strongly activated by the high luminance vertical 
contouro of the background. Near-zero dioparity horizontal boundaries are added to these 
vertical boundaries to complete the connected boundary frame around the white back-
ground after grouping occurs. These arc registered at disparity D 2 bccauoe the patterns 
uocd by Pessoa et al. (1995) contained a "micro-textured" background (see Figure 2B). 
These boundary signalo are then used to regulate f1lling-in. 
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Surface-to-boundary feedback for the disparity D1 field more or less preserves the initial 
boundary activations. In particular, positive feedback from the low-luminance red and blue 
FIDOs to the corresponding disparity D1 boundaries modestly strengthens the groupings 
at the top half of the display. 
Negative boundary pruning feedback from the disparity D1 FIDOs to the disparity D 2 
boundaries also occurs. However, this contrast-sensitive feedback is not strong enough to 
inhibit the strong achromatic horizontal and vertical boundaries of the intcrspaces, espe-
cially since they arc enhanced by much stronger excitatory surface-to-boundary feedback 
within disparity D 2 from the achromatic FIDO that represents the interspace background. 
In all, although there is a weak vertical advantage at the top of the display in disparity D1 , 
strong horiwntal and vertical groupings occur throughout the display at disparity D 2 . The 
strong vertical groupings at the bottom and top of the display are proposed to interfere 
with the weaker vertical segregation at the top. Such interference docs not occur when 
viewing near horizontal intcr:;paccs, because the far verticals experience no interference 
from near vertica1s. 
Perceived segregation is, however, strong when the squares are seen in front of a blade 
background (Pcssoa et al., 1996). FACADE theory explains this finding as above, with 
the difference that there is no strong interference from vertical and horizonta1 boundaries 
at the disparity D 2 . In particular, the vertical disparity D1 groupings between the top 
squares can, in this case, inhibit potentially competing background vertieals via ncar-to-
far inhibition. 
The explanation of why the introduction of depth does not improve segregation wlwn 
the squares arc seen in front, but improves segregation when horizontal lines are seen in 
front, illustrates a key prineiple of FACADE theory; namely, that interactiom; arc parii1dly 
oT!lered from near-to-far depths; e.g., Figures 4B and GC. These near--to--far interactions 
have been used to help explain a. variety of ehallcnging 3-D percepts that do not involve 
textured scenes; see Grossberg (1994, 1995) for examples. 
FACADE theory has also suggested some new displays whereby to test its mechanisms. 
Figure 2A (bot torn row) shows two stimuli eomposecl of vertical and horizontal white seg-
ments. F'or many display parameters, the display with vertical segrnents segregates better 
than the one with horizontal segments. The explanation of FACADE theory of this result 
is similar to the one given for vertical and horizontal intcrspaccs. First consider patterns 
with horizontal white segments. On the top half of the display, by spatial impenetrability, 
horizontal groupings produced by the white segments eompete with the vertical groupings 
produc:ecl by the red and blue squares. No orientation is dearly favored. In the vertical 
segment case, the chromatic: and a.chrornatie vertical groupings summate on the top half 
of the display. Surfac:c feedback further amplifies the vertical advantage at the top half of 
the display for the vertical segments case. In the horizontal segments case, this advantage 
is nullified by competitive CC loop interactions. In all, perceived segregation is better for 
displays with vertical segments than for displays with horizontal segments. 
As discussed above, for proper display parameters, patterns with horizontal white inter-
spaces (but no disparity) can lead to improved segregation due to pop-out and amodal com-
pletion; for example, if the horizontal interspac:es arc made narrower. If in such displays, 
small white vertical segments are added to the horizontal white interspaces, segregation 
becomes weaker (sec Figure 2B, bottom row). This weakening cannot be simply attributed 
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to the fact that a larger display area is now white (horizontal interspaces plus segments). 
Informal observations have shown that patterns containing small vertical segments produce 
weaker segregation than patterns with only horizontal lines when the overall white area is 
equated in both patterns. Patterns with small vertical segments illustrate a situation where 
the local geometry can modify pop-out and amoclal completion in element-arrangement 
patterns. 
In FACADE theory this is explained as follows. The horizontal boundaries eannot 
group a,c:ross the vertieaJ segments, clue to spatial impenetrability. This prevent:; long 
hori~ontal boundaries from forming. Instead, the boundaries of the whi tc regions traek 
their horizontal and vertical eontours. Ar; in the case of narrow horizontal interspaees, 
these boundaries can pop-out. \ilfhen they do, they generate boundary pruning signals to 
BCS copies that represent larger clepthr;. The vertical boundary pruning signals inhibit 
the vertical boundaries of the reel and blue squares on these BCS copies. This inhibition 
prevent~ the red and blue squares from cornpleting vertical boundaries behind the white 
occluclers in the top half of the image. The absence of these vertical groupings reduces 
the advantage of the top relative to the bottom that narrow horizontal interspaces cause 
in the absence of verticaJ segments. 
4 Chromatic Texture Segregation: Computer 
Simulations 
The qualitative accounts of chromatic texture segregation presented above were confirmed 
in a computer implementation of FACADE theory. The simulated mechanisms constitute 
a :;ubsct of the full implernentation of Grossberg and McLoughlin (1997). Our imple-
mentation was used to capture the main model properties while simplifying its usc for 
other practitioners. This simplification also made the sinmlations of bipartite textun~s 
manageable. In Grossberg and McLoughlin (1997) di:;parity processing and 3-D grouping 
were simulated in greater detail, but only adrromatic patterns were considered. Here~, 
three fields of 1\.ed-Grecn, Blue-Yellow, and Black-White cells arc needed. The disparity 
and grcmping equations were simplified accordingly. Figure 15 shows the model stageo 
employed. The Appendix li:;tr; the model equations and paranrctcrs. 
Stimulus Distribution 
Three fields of units arranged as two-dimensional grids sample the lumina.nee distribu-
tion and eorrcspond to Red-Green, Blue--Yellow, and Black-vVhite opponent inputs. 
Center-Surround Units 
The inputs arc proeessed by cells with circular concentric receptive field:; that mod"· 
el reqnisite properties of lateral geniculate cells. In the present implementation, only 
on-center off-surronnd, or ON-cells, are employed; r;cc Grossberg and \ilfyse (1991) a.ncl 
Grossberg et al. (1994) for the use of both ON-cells and OFF-cell:,;. The ma.thematicaJ 
specification of the receptive fields (see Appendix) uses feedforward equations that un-
dergo membrane equations, or shunting, interaetions. A shunting on-center off-surround 
network eomputer; vVeber-law modulated contrast ratios while normalizing the output dy-
namic range. In effeet, it discounts the illuminant and tracks image refleetanees. 
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Figure 15: Computational stages of current FACADE implementation. The three pair 
of circles designate Red-Green, Blue-Yellow, and Black-White opponent colors. Multiple 
boxes designate multiple field;; that correspond to different, but possibly overlapping, depth 
ranges. 
Three fields of ON-c:ells were employed: Red-Green, Blue-Yellow, and Blac:k-White. 
Only patterns composed of red and blue squares were simulated. The H.ed-Grcen and Blue-
Yellow ON-cells can thus be seen as approximations to clouble.-opponent cells at higher 
processing levels. For example, a R+c- I R- c+ double-opponent cell become:; R+ In· 
since there are no inputs stimulating the green mechanisms. Consequently, no cxplieit 
double-opponent cornputation is carried out at the subsequent FCS :;tages. 
Simple Cells: Oriented Direction-of-Contrast Sensitive Units 
The ON-cells input to model simple cells that are :ocnsitivc to luminance contrast of 
a given orientation and a given contrast polarity, or direction of contrast. For eaeh ori-
entation, there are six cells, corresponrling to three opponent f-ields: Lj D (light-dark), 
D/L (dark-light), R+jn- (red-inerernent/ reel-decrement), n-;R+ (recl-deerernentjred-
inerement), n+ 1 n- (blue-increment/blue-decrement), n-1 n+ (blue-c!ecrement/hluc-in-
crernent ). 
Complex Cells: Oriented Polarity Pooling Units 
Model complex cells are sensitive to orientation and amount of contrast but pool aeross 
eontrast and color; that is, they are generalized eontour detectors (Thorell, de Valois, and 
Albrecht, 1984). For a given orientation, complex cells at every po:oition are obtained by 
surnrning the half-wave rectif-ied activities of all six types of simple cells within each orienta-
tion. In effect, complex cells are sensitive to the sum of the full-wave rectif-ied outputs from 
the three color ehannels. Model complex eells are also binocular. In a full implementation 
of the BCS, complex cells input to hypereomplex eells that eompete across position and 
orientation. These interactions are omitted for simplicity. The orientational competition 
that realized spatial impenetrability at the bipolc cells (Cooperative-Competitive loop) is 
suflieient to qualitatively explain the targeted chtta. Thus, in the present simplified mod-
el, complex cell:o receive two sources of top-down input: signals from the CC loop that 
June 6, 1997 30 
originate from BCS grouping, and signals from FCS surfa,ce representation, Two fields of 
disparity selective cells, D1 and D2 (D1 > D2 ), are used in the BCS: Cells at disparity D1 
are excited by CC loop and surfac:e signals of the sarne disparity, Cells at disparity D2 are 
also excited by CC loop and surface signals of the same disparity, In addition, they arc 
inhibited by D1 boundary pruning signals from the FCS. 
Cooperative-Competitive Loop 
The initial, feedforward, complex cell activities that originate from simple cells are used 
as inputs to the CC loop, which instantiates a spatially long-range cooperative-competitive 
grouping process. Each bipole cell receptive field is composed of two oriented lobes that 
receive input from a range of almost colinear orientations and positions that gather evidence 
for boundary completion at the cell. Both bipole lobes must be sufficiently active for the 
cell to fire, ensuring that boundaries do not extend beyond line ends unless there is evidence 
for such a linkage, such as from a second aligned line. 
Monocular Filling-in Domains 
The monocular FIDOs of the FCS receive two types of input: (1) illuminant-diocountecl 
signals of brightness and color that come from the monoeular preprocessing stage (center-
surround unit;; in the present implementation); (2) dcpth-speeifie boundary signals from 
the BCS (complex eclls). Boundary ;;ignals are used to regulate the diffusion procc;;s that 
produces filled-in surface regiom. 
Outputs from the FIDOs are sensitive to spatial eontrast. By thiB mearw, the contours 
ofthe filled-in eonneeted components are fed baek to the BCS (see Figure 6). These FCS to 
BCS signals are exeitatory for cells at the same disparity and inhibitory for cells seleetive 
for smaller disparities. 
Behavioral Linking Hypothesis 
The strength of perceived segregation in clement-arrangement patterns was assumed 
to correspond to the diffwrenee in activitie;; within the DCS (complex cells) between the 
top and bottom regions of the cli;;play. For example, if the top region produecr; strong 
vertical r;ignals while the bottom region produces only weak vertical signal;;, or if the 
top procluc:cs only strong vertical signalo while the botton1 region produces only strong 
diagonal ;;ignals, then pereeived segregation will be strong. If BCS responses for the top 
and bottom regions arc similar, then perceived segregation will be weak. The results 
are summari2cd in Table l. The numerical ratings of segregations in Table 1 have an 
ordering that qualitatively matches the relative segregation reported by human subjects. 
The following simulations illustrate how these results were obtained. 
Segregation on a blaek baekgrouncl is strong. This property initiates with the strong 
vertically oriented responses in response to the top region when eompared to the bottom 
region. In the model, complex eell responses dependent on only fecclforward components 
already support strong segregation (Figure 16). When the background is white, segregation 
is weak because the ac:hromatically driven BCS groupings on t.op ancl bottom are similar. 
Figure 17 shows the sum of the initial (no CC loop or surface feeclbaek) complex cell 
responses for the four orientations employed. Activities for the top and bottom region;; 
are similar. 
Segregation is stronger for vertieal interspaees than for horizontal interspaees. As 
cliseussccl above, t.he initial filtering responses and CC loop groupings are insufficient to 
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Bottom vertical Bottom horizontal 
Figure 16: Segregation on a blaek background is strong. Complex cell activities (feed-
forward only) for horizontal cells arc :;imilar on top and bottom. Vertieal rc:;ponses are 
stronger on top and produce strong segregation. 
account. for the result. Surfa.ee feedback meehanisms provide an advantage for vertiea.l 
groupings on the top region when vertieal interspaecs are present (Figure 18). 
So far we have :;hown how the model aceounts for the basic findings of l3eek (1994): 
Chromatic: element-arrangement segregation is strong for a blaek baekround and weak for 
a white background, and segregation is stronger for vertical interspaees than for horizontal 
intcrspaceii. Deck (1994) aliio showed that segregation is inversely proportional to inter-
spa.ee luminance. As the luminanee of the entire ha.ekground, or the luminanee of the 
vertical or horizontal interiipaees, is increased, segregation strength decreases. Moreover, 
perceived segregation decreases more and in a similar manner when either the luminance 
of the entire interspace or the luminanee of the horizontal intcrspa.ccs is inereasccl than 
when the luminanee of the vertical interspaees is increased (See Figure 19A) ·- accordingly, 
segregation for vertieal interspaces is stronger than for horizontal interspaees. Figure l.9l3 
shows that the model is able to capture the main trends of the experimental data. In all 
instances, perceived segregation is inversely proportional to the luminance of the inter-
space area, and vertieal interspaees produce stronger segregation than entire interspace or 
horizontal interspaee (the latter two produee similar segregation). 
vVhen horizontal white lines are seen in front of the squares, segregation is strong 
(Figure 20). However, when the squares are perceived in front, segregation docs not 
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Stimulus Segregation (!VI) 
Black backp;round 45.73 
White ba.ckp;rouncl 20.85 
Hori~onta.llines 25.17 
Vertical lines 35.57 
Hori~ontal lines in front 49.94 
Squares in front (white background) 19.06 
Squares in front (black background) 54.33 
Table 1: Segregation strengths. Equation 21 was applied to the final boundary activities 
for fields D1 and D 2 . The first four cases do not involve depth and therefore segregation 
is the same for D1 and D 2 . The last three cases involve depth. 
Top Bottom 
Fip;urc 1'7: Sep;rep;ation on a white background is weak. Feedforward complex cell responses 
summed across orientations are similar on top and bottom. 
greatly improve. As illustrated in Figure 17, top and bottom groupings arc sirnilar when 
the background is white. The Appendix describes how the segregation ratings in Table 1 
were computed from patterns such as those shown in Figures 16 18 and 19. 
5 Conclusion 
Current visual filtering models propose that rapid texture segregation is determined by 
the properties of early filtering nwchanisms. Evidence from psychophysica.l and neuro-
physiological studies indicate that beyond this early filtering otage are stageo of boundary 
oegmentation and surface representation (Gibson, 1950; He and Nakayama, 1994; Kani~sa, 
1979; Nakayama and Shirnojo, 1990; Peterhans and von der Heydt, 1989; von dcr Heydt 
et rtl., 1984). For example, the study of He and Nakayama (1994) showed that manipu-
lations with little effect on early filtering but strong influence on surface representation 
(e.g., amodal completion) could drastically affect the results of texture segregation. They 
conclude that the "visual oystern cannot ignore information regarding surface layout" in 
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Bottom v. interspaces Bottom h. interspaces 
Figure 18: Segregation with vertical interspaccs is stronger than with horizontal inter-
spaces. Final BCS activities after surface feedback. Left: Vertical responses when vertical 
intcrspaces are present. Activities arc stronger on top. R.ight: Horizontal responses when 
horizontal interspaccs are present. Activities are similar on top and bottom. 
rapid texture discrimination (p. 151). 
The results of Beck (1994) and Pessoa et nl. (1996) on the chromatic segregation of 
element-arrangernent patterns also pose challenges to current theories of texture scgnl·· 
gation. The current paper showed how FACADE theory can account for these results 
by supplernenting f1ltcring by both boundary grouping and surface reprer;entation mech-
anisms. In particular, it was shown how the feedback between boundary and surface 
representations helps to achieve computational conr;istcncy between boundaries and sur-
faces in depth. These interactionr; are central to our explanations of perceived :;egregation 
and have been used by now to account for many other types of data concerning 3-D vision 
and figure-ground segregation (Grossberg, 1987b, 1994, 1997; Grossberg and McLoughlin, 
1997). 
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Figure 19: (A) Mean segregation ratings plotted as a function of luminance in Experi-
ment. 1 from Bec:k (1994). Perceived segregation is inversely proportional to background 
luminanc:e. The eentcr-to-ccnt.cr spacing of the squares was 22 pixels, and the surround was 
hladc The results shown arc for reel and blue squares set. at. 2.3 fL when the luminances of 
the interspace, the horizontal int.erspaces between the rows of a texture pattern, and the 
vertical interspaces between the columns of a textme pattern were varied. [Reprinted with 
pcnnission from Bec:k, 1994]. (B) Computer simulation of these data. The same trends 
observed in the data. can be iclcnt.ificcl. 
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Bottom D1 Bottom D2 
Figure 20: Segregation when horizontal intcrspaccs arc seen in front is strong. Final BCS 
activities after snrfac:c feedback for fields D 1 and D 2 . For the hu·ger disparity D1 , horizontal 
responses dominate on top and botton1 and do not support strong segregation. For the 
smaller disparity D 2 , vertical groupings on top arc :;tronger than on bottom. Perecivcd 
segregation is :;trong. 
6 Appendix: Model Equations 
Stimulus Distribution 
Three fields of units arranged as a two-dimensional grid sample the luminance clistri· 
bution and eonespond to I\ccl-Grecn, Blue-Yellow, and Blaek·vVhitc opponent inputs: IfJ, 
I~, ancli;J. The supersc:ript denoting the f1eld type will be omitted in the equations below 
in order to simplify the notation. 
Center-Surround Units 
The input pattern is proc:csscd by ON-cells whid1 obey membrane, or shunting, equa-
tions. Filtering is performed in three fields: Tied-Green, Blue-Yellow, and Black-White. 
All fields obey equations of the fonn (field type omitted) 
d:r;; 
dt = -ct:D;;; + ((J - x;; )A;; - (:r;,; + 1 )Bi.i, (1) 
where y;; is the ac:tivity, or potential, at grid location (i,.i); n is the passive deeay rate, 
(i the excitatory saturation point, and 1 the inhibitory saturation point; Ai:i is the total 
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excitatory input to y;; and B;; is the total inhibitory input to Yii· Terms A;.i and B;j 
denote discrete convolutions of the input hi with spatial weighting functions, or kernels, 
as in 
AiJ = L lpqApq-i.f and Bu = L IrqBpqiJ, (2) 
" " 
where the weighting functions arc dcfi.ned by nonnali~ccl Gaussians for the center and 
surround mechani;;m;;, as in 
(3) 
and 
(4) 
In (3) and (4), J., > J, (the surround is broader than the center). 
()N.responscs are solved at equilibrium (i.e., dx;.i/dt = 0) and half-wave rectified so 
that the output Xi:i satisfies 
v .. = [ ./3A;i -;B;; ] + 
.<1..j.·' A ' 
· rr + ;; + B;.i 
where [w]+ 
J,, = 1.4. 
ma.x(w, 0). The parameters are o = 0.1, (J 
Simple Cells 
(5) 
4.0, 1 = 4.0, J, 0. 7 and 
Simple cells arc obtained, for simplicity, by convolving the ON-rcspon:;es of a given op· 
poncnt fi.elcl with clifferencc-of-ofFsct-Gaussian (DOOG) fi.lter;; (Grossberg and Todorovic, 
1988). The ('Jon?;atecl Gaus;;ian;; arc given by 
, . 1 . { ~ ( ((71- 1) cos(~}) (q · j) sin('Ji )) 2 + ((p- i)sin(~3) "+•··(q:::Jl..':':'.'(~~ )) ')} CpqlJI.- 2--~- cxp -2 
1fUhO'u O"fl 
(G) 
where cr, and cJ~c dcfi.ne the vertical and horizontal elongations, rcsped.ively. Four orien· 
tations k were employed: vcrtica.l, horizonta.l, and two 45 clc?;rce obliques (k = 0, 3, 6, 9). 
DOOG filters were obtained by using the appropriately shifted oriented Gaussians. For 
example, for vertically oriented Gaussiano, light-dark (LD) and dark-light (LD) kernels 
are obtained as in 
(7) 
and 
GJJL G' G' pqi_ik = Tp+J,q·ijk- TpqijJ... .. (8) 
Thus for each orientation there are six cells, eorrespondin?; to three opponent fields: 
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L/D (light-clark), DjL (clark-light), R+ /R- (reel-increment/red-decrement), R- jR+ (red-
decrement/red-increment), n+ 1 n- (blue-increment/blue-decrement), n-1 n+ 
(blue-decrement/blue-increment). 
The simple cell output is derived by filtering the ON-responses with a DOOG kernel, 
thresholding, and nonlinearly compressing the result. Thus, the output is given by 
where F denotes field type (R, B, and A), Pis the cell polarity (LD and DL), 
rP 
output threshold, and r,'· is given by 
The signal function f in ( 9) is a sigmoid of the form 
(9) 
Tis an 
(10) 
(11) 
where A is a constant and n = 3. The parameters are CJh = 0.5, CJ, = 3.5, and A = 0.3. 
Complex Cells 
Complex cells pool across directions of contrast and opponent colors. For a given orien-
tation, eomplex cells activations at every position are obtained by summing the activities 
of all six simple eclls specified above. Complex cell responses are also binoeular and receive 
two extra sources of input: boundary completion signals B;:ik from the CC loop and signals 
, -
Fi:ik (excitatory) and Gi.ik (inhibitory) frorn the surface representations. Two disparities, 
D1 > D 2 , arc used. For the larger disparity, D 1, the complex cells obey 
(l( ))l 
''ijk JJJ IJJ R B 1 
-i·- = -A.c;,k + (IJ- c,,k)(S;,'k + s,,,k + S.;,k + !'Bi:ik + KF,Jk), 
ct · · · · · (12) 
where the Si.ik signals are the sum of the opposite polarity simple eclls for the Red-Green 
(R), Blue-Yellow (B), and Blaek-Whitc (A) fieldo: namely. 
(13) 
where F' denotes field type. For all sirnulations not involving depth, only complex cello 
obeying equation ( 12) were implcrncntecl. 
By (12), eornplcx cells at the largest disparity D 1 do not receive any FCS inhibition but 
do receive exeitatory same-disparity FCS signals (KF;.ikJ- For simplicity, for all simulations 
not involving depth it was assumed that 
F oil sB sA i.ik = ,:Ji_jk + i.ik + i.ik' (14) 
In other words, the FCS output was assumed to be the summed across contrast and 
color simple cell signals. In a complete implementation of FACADE theory, FCS-to-BCS 
June 6, 1997 38 
feedback would derive from the filled-in regions in FIDOs that are registered by a contrast 
detection process (sec Figure 6B). This process signals the contours of the connected regions 
of the FIDOs. For the present implementation, given the type of input patterns processed 
by the system, the contrast-sensitive feedback signal is assumed to be proportional to the 
contrast-sensitive activities of simple cells. This assumption is plausible because the simple 
cells and the surface-to-boundary feedback cells are both assumed to compute the oriented 
contrast of each channel (Red-Green, Blue-Yellow, Black-White), taken separately. Each 
FIDO computes its own contrast that scales with its color or luminance input, before all 
these contrast-sensitive outputs oummate at target BCS cells. 
FCS-to-BCS feedback is depth-selective, and for the two cases involving depth, the F,,;k 
signals for the larger disparity D 1 were given as indicated in Figures 13 and 14. iVIore 
. . 
precisely, for the simulation of white horizontal lines in front 
(15) 
a.ncl for the simulation where the squares are ;;cen in front 
(16) 
For the srna1lcr disparity, D 2 , complex cells obey 
rl(·/)2 \· ~ijk D2 D2 R B A _ , ])2 , 
-;[! = -Acijk + (B- cijk)(Sijk + siik + sijk + {Bijk + J;F;;k)- ( c + C;;dAGijk· (17) 
Complex cells at disparity D2 receive both FCS excitation Fi:ik and inhibition G;jk, where 
A is the disparity competition factor. The surface representation inhibitory signa1 (ACiJk) 
depends upon the depth arrangement assumed for the particular stimulus. For simplicity, 
an cxplic.it stage of f1lling-in a.ncl contour detection was not employed. In;;tead, as noted 
above, contours ohtainc<l by simple cells were taken as feedback signals. For the simulation 
of white horizontal lines in front, 
Gi:ik = 8.;]1,) (18) 
and for the simulation where the squares are seen in front, 
(19) 
Equations (12) and (17) were assumed to reach equilibrium fast so that the cquilihriurn 
solutions were used. Initially, both excitatory and inhibitory FCS and CC loop signals arc 
zero. The complex cell activities arc determined by fccdforward simple cell signals. These 
complex cell signals are used as inputs for the grouping mechanisms of the CC loop. Once 
the CC loop activities arc determined, both CC loop and surface feedback signals provide 
non-zero inputs to Equations (12) and (17). The parameters are A. = 0.1, B = 60.0, 
C' = 60.0, /' = 0.05, 1; = 5.0, and A = t±.O. 
Cooperative-Competitive Loop 
Bipole eel! aetivities are obtained in a two-pass implementation that simplifies for the 
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more complete recurrent implementation in, say, Grossberg, Mingolla, and vVilliamson 
(1995). The basie idea is that the first stage regioters activities mid-way between the 
inducers. Given these initial signals, all remaining positions between the inducers will be 
able to fire in the second stage. 
Stage 1. Initially, left- ancl right-lobe activities are computed: 
(20) 
ancl 
(21) 
where the oignals F,t~i.ik ancl F,t~i.ik arc given by oriented elongated Ga.ussians with the 
respective spatial offsets for the left a.ncl right braneheo. More preeioely, for the horiY-ontally 
oriented bipoles 
F L G pqi,jJ..· = Tpq,i~d,jk (22) 
and 
(23) 
where dis a spatial offset that centers the Ga.ussians at positions -i - d and i + d, respec-
tively. The Gaussian G io given by eqmrtion (6). As before, left and rig;ht brand1es of four 
orientations were employed: vertieal, horiY-ontal, ancl two 45 degree obliques (k = 0, 3, 6, 9 
in equation (6)). The spatial off:,;ets thus create the two brand1es of the hipole kernel such 
that it samples signals to the left and right of position ( i, .i ). The inhibitory complex cell 
input ( --c,<JK ), where]{ is the orientation orthogonal to k, implements spatial impenetra-
bility. The bipolc property is realized by gating of left-lobe and right-lobe activities, as 
m 
H L 1 R1 
· ijk = ijk X --·ijk· (24) 
The gated signal:; arc input to a stage of on-center ofF-surround shunting interac:t.ion to 
spatially sharpen H;_;k signals. The output of this interaction is given at equilibrium by 
(25) 
where 
(26) 
pq pq 
and Apqi.i and Bpqi:i arc Gaussian weighting functions, as in equations (3) and (4). 
Stage 2. Again, left and right lobes are used: 
(27) 
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and 
R~;k = [I:cv;,qk - v;,qf{ )F~;~iik] + 
pq 
(28) 
where the kernels F;~i.ik and F/;iik arc defined as in (22) and (23). Spatial impenetrability 
is implemented here by terms ( -- v;,qf{ ). 
The final bipole aetivity is given by 
B;·k = { LLk + RLk if (L. Lk + Lfjk) > 0 and (R);k + Rfik) > 0 
.7 0 otherwise. (29) 
In other words, if there is left-lobe activity (either from the first pass or the second pass) 
and right-lobe activity (again, from either the first or sceoncl pass), then the boundary is 
completed at that position. Terms B;jk compute an analog boundary representation that 
is based on the initial Stage 1 activities, which arc sensitive to irnage contrast. 
The output of the CC loop is fed back to the complex cell stage via equation (12). In 
practice, the CC loop is run twice. The first time it takes into account the feedforward 
simple cell signals and produces groupings that will cktcnninc surface filling-in (the latter 
was not implemented). The second time it takes into account the surface feedback to 
complex cells and produces groupings that arc consistent with the depth representation. 
These final groupings determine the strength of pcreeived segregation. The parameters 
arc cv = 0.1, (J = 4.0, and 1 = 4.0. 
Strength of Perceived Segregation 
The segregation scores reported in Table 1 apply to displays that explicitly contain 
depth (through disparity) as well as displays that do not. In order to be able to compare 
such scores we combine the boundary activations of the two planc~s (when present) to 
produce a. f1na.l scalar value that correlates with perceived segregation. 
Aceorclingly, for each of the two depth planes (d) cnrployed, and for each orientation ( k), 
we compute a discrirninability nz.easnre dependent on the normalized differences between 
the final complex cell activities for tlw top and bottom regions of each pattern. Formally, 
( 30) 
where t and b denote the top and botton1 regions of the display, respectively. Note that 
the signals Cpqk, defined in (12) and (17), arc the final complex cell activations taking into 
account surface feedback. 
In order to eombinc different cliscriminabilitics across depths, we first compute an energy 
measure of the complex cell activations associa.t.ccl with cad1 depth aml orientation. Thus 
E (d) - "'( (t,d) -1·- ,(b,d)) k - L cpqk cpqk (31) 
pq 
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Finally, a scalar segregation seore is obtained by 
(32) 
where E = 100.0. In other words, the cliscriminability of a given depth and orientation 
is weighed by its associated energy with respect to the total energy (inducling the two 
depths when present) for that orientation before contributing to the overall segregation 
score. These final scm·es are the ones reported in Table 1. 
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