A method is described for fitting equations to enzyme kinetic data that requires minimal assumptions about the error structure of the data. The dependence of the variances on the velocities is not assumed, but is deduced from internal evidence in the data. The effect of very bad observations ('outliers') is mitigated by decreasing the weight of observations that give large deviations from the fitted equation. The method works well in a wide range of circumstances when applied to the Michaelis-Menten equation, but it is not limited to this equation. It can be applied to most of the equations in common use for the analysis of steady-state enzyme kinetics. It has been implemented as a computer program that can fit a wide variety of equations with two, three or four parameters and two or three variables.
Under ideal conditions, the method of least squares is the preferred method for fitting theoretical equations to experimental data. It gives poor results, however, if the observations are incorrectly weighted or if the data contain 'outliers', i.e. very poor observations at higher frequency than allowed for by the normal distribution Atkins & Nimmo, 1980) . In the case of the Michaelis-Menten equation and other two-parameter equations, one can obtain more reliable estimates in such circumstances by using a 'robust' method of fitting, such as that based on the direct linear plot (Cornish-Bowden & Eisenthal, 1978 ). This does not provide a general solution to the problem, however, as one is often concerned with non-linear equations with three or more parameters, such as the equations for inhibited reactions and two-substrate reactions. It is not, unfortunately, a practical proposition to generalize the direct linear plot to these equations, because the computational labour would increase extremely steeply with the number of parameters.
In an effort to develop robust methods that could be applied to many equations of biochemical importance, we have studied the method of 'biweight regression' (see Mosteller & Tukey, 1977) (Cornish-Bowden, 1980) . In principle, this difficulty can be overcome by performing independent experiments to determine the correct weighting, as described, for example, by Storer et al. (1975) and by Askel6f et al. (1976) . The necessary experiments are very tedious, however, and are very rarely performed. It is instead common practice to base weighting schemes on hypotheses about how the error variances vary with the true rates. Unfortunately, the hypotheses advocated, even in recent reviews (e.g. Cleland, 1979) , take no account of published investigations of actual error behaviour in enzyme kinetics (Storer et aL., 1975) ; Siano et al., 1975; Askelof et al., 1976; Nimmo & Mabood, 1979) , and are consequently likely to be erroneous in a high proportion of circumstances. Any general hypothesis is anyway likely to be incorrect sometimes because of variations in experimental conditions, techniques and skills. We have therefore investigated whether it is possible to obtain satisfactory weights from internal evidence contained within small data sets.
Theory and methods Error variance
To a first approximation, one can take the variance a2(v1) of a rate v,, measured in a consistent way, either as a constant:
a2(V ) = a2
or as proportional to vil
(2) or as some combination of the two. For convenience, we shall refer to the first case as 'simple errors' and the second as 'relative errors'. We shall also consider 'complex errors', defined as resulting from the presence of additive simple and relative components: or2(Vi) = aO + G2V?2 22i Kendall's (1970) r, a rank correlation coefficient. In this method [see Cornish-Bowden et al. (1978) for a related interpretation of the median estimates of the Michaelis-Menten parameters in terms of Kendall's (1970) T] one uses each pair of observations z3f, V^i (apart from any pairs for which vz = V^3) to estimate the a-ratio as follows:
(ao/a2)2 = (^32e2-_^2ee2)/(e2_e}2) An alternative form of eqn. (5): 
Biweight regression
The essence of biweight regression (Mosteller & Tukey, 1977) is that after the first iteration observations with large values of ef are assigned decreased weight. In conjunction with the weighting scheme discussed above, we define scaled deviations u, as follows: U, = wtel/cS (7) where w, and e1= v1-V£ are defined as above, c is a constant and S is a robust measure of the scale of the deviations. Various ways of defining c and S have been suggested; here we shall follow Mosteller & Tukey (1977) in defining c =6 and S as the median value of wtell. We now define new weights, WI, as follows: (8) wl (lu12) 
Implementation
In the first step of fitting a set of data by the methods outlined above, we obtain a preliminary least-squares fit by a suitable regression method using weights (w1) for the v, calculated from eqn. (4).
Unless there is prior information about the likely value of a0/a2, we begin by putting ao/a2= v, the mean value of vi. The preliminary kinetic parameters provided by this regression generate calculated rates, V,, which provide a median estimate of ao/a2 and thence new weights, w1. These are then inserted into eqns. (7) and (8) Results and discussion Table 1 shows a small, but typical, proportion of the results obtained in Monte Carlo trials of the method described above as applied to the MichaelisMenten equation with data simulated under various conditions. Although Table 1 shows results for Km only, other parameters, such as V, V/Ki, 1/V and Km/V, were also studied, and they behaved similarly. In general, Km is a convenient parameter to consider for this purpose because it is the least precisely defined and is sensitive to the quality of the data over the whole range, in contrast, for example, with V, which is defined mainly by the larger v1 values.
As expected, conventional least squares gives satisfactory results only when correctly weighted and in the absence of outliers. The biweight method with fixed a-ratio gives good results with and without outliers if the a-ratio is fixed at the correct value, but poor results if it is fixed at an incorrect value. Conversely, least squares with adjustable a-ratio gives good protection against the effects of ignorance of the correct value, but does not protect against outliers. Only by combining the biweight method with the capacity to adjust the a-ratio can one obtain satisfactory results in all circumstances.
The combined calculation gives a similar performance to median estimation on the basis of the direct linear plot. As it is much more tedious to In experiments with 'relative errors', each rate had the same coefficient of variation of 5%; in experiments with 'simple errors', each rate had the same S.D. of 0.025 V. In experiments with 'no outliers', the errors were normally distributed with mean zero; in experiments 'with outliers', they were drawn with probability 80% from one normal distribution or with 20% probability from a second with a 4-fold larger S.D., in both cases with zero mean. There were 1000 experiments for each type of error. The numbers shown in parentheses after the mean square deviations in the compute, it would offer no advantage over the direct linear plot if the Michaelis-Menten equation were the only model that needed to be considered. Unlike the direct linear plot, however, it can be applied with little extra effort to three-and four-parameter models and offers, for the first time, robust approach to the fitting of such models.
