Abstract-We present a model for genetic regulatory networks with time delays, which is described by functional differential equations or delay differential equations (DDE), provide necessary and sufficient conditions for simplifying the genetic network model, and further analyze nonlinear properties of the model in terms of local stability and bifurcation. The proposed model transforms the original interacting network into several simple transcendental equations at an equilibrium, thereby significantly reducing the computational complexity and making analysis of stability and bifurcation tractable for even large-scale networks. Finally, to test the theory, a repressilator model is used as an example for numerical simulation.
I. INTRODUCTION

R
ECENT progress in genome sequencing and gene recognition has been accumulating a wealth of experimental data, but a huge gap still exists between sequencing of the total genome of an organizm and understanding of its gene functions, for instance, how genes and proteins interact with one another to form systems or networks that perform sophisticated biological functions. In particular, since genetic regulatory networks are high-dimensional and nonlinear, it is indispensable to consider the network dynamics from the viewpoint of nonlinear system theory. It is also expected that such theoretical studies on genetic networks may lead to engineering developments of circuits and systems such as biotechnological design principles of synthetic genetic regulatory networks [1] , [2] and new kinds of integrated circuits like neurochips learnt from biological neural networks. From a dynamic behavior viewpoint, however, how to appropriately represent real genetic regulatory systems mathematically in terms of gene function, expression mechanisms, and signal-transduction pathways remains unclear. Mathematical models are useful for discovering higher order structure of an organizm and for gaining deep insights into both static and dynamic behaviors of gene networks by extracting functional information from observation data. There are two basic models L. Chen is with the Department of Electrical Engineering and Electronics, Faculty of Engineering, Osaka Sangyo University, Osaka 574-8530, Japan (e-mail: chen@elec.osaka-sandai.ac.jp).
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for genetic networks [3] , [4] : 1) the Boolean or logical model and 2) the differential equation or dynamic system model. With the Boolean model, the activity of each gene is expressed in one of only two states, ON or OFF, and the state of a gene is determined by a Boolean function of the states of other related genes [5] , [6] . In contrast, the differential equation or dynamic system model describes the concentrations of gene products, such as RNAs and proteins, as continuous values, which are more accurate and can provide detailed understanding of the nonlinear dynamical behavior exhibited by biological systems. However, simulation with this continuous model generally requires much more computation time than the Boolean model does [1] , [3] , [4] , [7] . There also exist hybrid models that combine discrete and continuous system models and illustrate both switch-like and smooth variations of genetic networks [8] - [10] .
It should be noted that although there exist time delays peculiar to transcription, translation, and translocation processes in genetic networks, possible effects of time delays have not been well analyzed. This paper aims to describe genetic regulatory networks with time delays by retarded differential equations or delay differential equations (DDE), provide necessary and sufficient conditions for simplifying the genetic network model, and further analyze the nonlinear properties of the model in terms of local stability and bifurcation. Specifically, we propose a DDE model for genetic networks, which not only expresses concentrations of proteins and RNAs in a nonlinear manner but also considers time delays of transcription and translation. By exploiting the properties of the genome-proteome networks, we analyze the local stability and bifurcation to provide comprehensive information for understanding gene expression patterns and regulatory pathways. A repressilator model with three RNAs and three repressor-proteins [2] is used as an example of numerical simulation. The proposed model transforms the original interacting network into several simple transcendental equations at an equilibrium, and this transformation significantly reduces the computational complexity [10] and further makes the complicated stability and bifurcation analysis tractable for even large-scale genetic regulatory networks with time delays.
II. GENETIC REGULATORY NETWORK
One of the key factors affecting the dynamics of gene expression is time delays, which usually exist in transcription, translation, and translocation processes and may significantly influence stability of the overall system, especially in a eukaryotic cell. In this paper, we propose a DDE model for nonlinear genetic networks with time delays and analyze local stability and bifurcation. 
A. General Network of RNAs and Proteins
We first propose a mathematical model for genetic regulatory networks by exploiting the structure of the genome-proteome network and by representing RNAs and proteins with different variables. Fig. 1 schematically shows our model for genetic regulatory networks emphasizing the feedback effects on transcription [4] and splicing processes, where we ignore the direct feedback of metabolites on transcription (1) (2) where and represent the concentrations of RNAs and proteins, respectively. and are positive real diagonal matrices that represent the degradation rates for RNAs and proteins, respectively. and are positive real vectors indicating the time delays for RNAs and proteins respectively, and and . and are generally nonlinear. Note that is defined not as but as , in contrast to . Since many biochemical reactions (e.g., transcription) occur or change rapidly when a threshold is crossed [11] , the terms corresponding to these switch-like phenomena, , can be expressed with a sigmoid function, or , where is a positive number and is the Hill coefficient denoting the degree of cooperativity.
In the translation process described by (2), one RNA presumably corresponds just to one protein according to the definition of although one gene may synthesize multiple RNAs through alternative splicing or other regulatory factors. On the other hand, one gene or RNA is generally activated or repressed by multiple proteins in the transcription process indicated in (1). As shown in Fig. 1 , for any single node-in the network, there are one output ( ) to other nodes and multiple inputs ( , ) from other nodes. Assume that is an equilibrium of (1) and (2). By linearizing and and further substituting , into (1) and (2), we obtain the characteristic matrix equation for (1) and (2) at the null solution or equilibrium (3) where and at are matrices, and is an identity matrix. Notice that is a diagonal matrix because of the definition of in (2). and .
is the characteristic value of (1) and (2), and is the set of complex numbers.
Multiplying (3) by , we obtain
Since is a diagonal matrix, Schur's theorem indicates that (4) where is the total delay times, and . Clearly, (4) reduces delays ( ) to delays ( ). Actually, without linearization, delays of (1) and (2) can be reduced to delays provided that for and . Specifically, according to implicit function theory and (2), there exists a differentiable function such that . Substituting into (1) and shifting the time axis, we have where , which means that there are only delays due to the delay term . The local stability depends on the characteristic values. Specifically, if all roots of (4) have negative real parts, then (1) and (2) are asymptotically stable at the equilibrium of ; if there exists a root with a positive real part, then (1) and (2) are unstable; if the real part of one complex root crosses zero, then Hopf bifurcation usually occurs, which results in a periodic oscillation.
B. Simplified Network
Equation (4) can be significantly simplified if , , and take the same values for . Particularly in what follows, we make the following assumption.
Assumption 1: Assume that total delay time of the transcription and translation processes for each gene product has the same value, i.e., . Assume that all RNAs and all proteins have the same degradation rates and respectively, i.e., ;
.
According to (4), we have a simple representation of the characteristic equation (5) Thus, we have the following theorem. Theorem 1: Suppose that Assumption 1 holds. If is a root of (5) or (3), there is an eigenvalue of the matrix for which (6) On the other hand, if is an eigenvalue of the matrix , then any solution of (6) is a characteristic root of (5) or (3).
The proof of the theorem is straightforward according to (5) . Notice that is generally a complex number. Therefore, (3) is equivalent to separately scalar equations of (6) for eigenvalues of respectively. For instance, suppose that are the eigenvalues of the matrix at an equilibrium ( ). Then, the local stability depends on the characteristic values of the following equations: (7) where all variables or parameters are scalar. If all roots of (7) for have negative real parts, then (1) and (2) are asymptotically stable at the equilibrium; if there exists a root with a positive real part for , then (1) and (2) are unstable.
Since there is only one delay and only eigenvalues of are required, (6) is much simpler and easier to analyze than (3). Except for the delay term, the polynomial of in (6) is changed from the degree to the degree 2, thereby dramatically reducing the computational complexity and further making the complicated stability and bifurcation analysis tractable, as is shown in the next section. Formally, each scalar characteristic equation contains only four independent parameters ( ) even though depends on the network structure. In addition, no assumptions are made for either the network structure (e.g., symmetry or anti-symmetry) or eigenvalues of (e.g., negative or real values). It should be noted that there is the extensive literature [12] - [16] on the stability of Hopfield neural networks with time delays. The model and parameter settings of these network are similar to (1) and (2) and Assumption 1, but the network structure for and of (1) and (2) is specific because of modeling the transcription and translation processes in the genetic network. Next, we apply and further extend the theoretical results [12] - [16] of the neural networks to the genetic networks for analysis of both stability and bifurcation.
III. STABILITY AND BIFURCATION
The local stability of (1) and (2) depends on the characteristic roots of (5) for all lie inside the region bounded by the arcs of Archimedean spirals for (8) for (9) then, all roots of (3) or (6) have negative real parts at , where the origin of for the Archimedean spirals in polar coordinates is at (1, 0) in the complex plane.
Notice that when drawing the Archimedean spirals, the origins of and for the Archimedean spirals in polar coordinates are different; the origin of is at (0, 0), whereas the origin of is not at (0, 0) but at (1, 0) in the complex plane, as shown schematically in Fig. 2 .
Proof of Theorem 2:
We need to show that all roots of (6) for each eigenvalue of have negative real parts. Let where . Substituting into (6), we have an equivalent characteristic equation for : (10) 
Letting
, where and , then (11) Hence, from the necessary and sufficient conditions of negative roots for (11) according to [13 (11) are (12) Therefore, by noting , we have , which proves condition 1 of this corollary. In the same manner, we can show condition 2 of Corollary 1.
From Corollary 1, there clearly exists a critical such that all roots of (5) have negative real parts for and at least one root of (5) has a positive real part for provided that (13) In particular, when has only real eigenvalues, we have the following results for local (Hopf) bifurcation with time lag as a bifurcation parameter. 
where is the left-hand side of (14) and is the right-hand side of (14) by substituting of (15) .
By analyzing graphically and with variable , the sufficient and necessary condition of two negative real roots for is (18) where the left-hand side and the right-hand side correspond to the values of and at respectively. It is easy to show that the condition for the case is also included in (18), thereby proving the theorem for . For the case of , assume that (6) has a purely imaginary root. Letting , (6) multiplied by becomes
Deriving out and terms
Furthermore, by eliminating and , we have the following equation: (23) where By graphically analyzing the functions and with variable , there are at least one positive root and one negative root if (24) or when , where the left-hand side and the right-hand side of (24) correspond to the values of and at respectively. Let be the root of (23) is the first eigenvalue crossing the imaginary axis from the left half of the complex plane, and is the first value of such that (3) has purely imaginary roots. In other words, all roots of (3) or (6) have negative real parts for . Therefore, we complete the proof of this theorem.
The first part of Theorem 4 is the extension of condition 1 for Corollary 1 without the condition . Provided that (23) has a real solution, there exists a such that all roots of (5) or (11) have negative real parts for . However, the sufficient and necessary condition for is that (23) has no real solution ; it can be derived with the Ferrari formula of the algebraic solution in a more detailed way. For instance, if for condition 2 of Theorem 4, there may exist when certain conditions are satisfied. is also a critical value at which the system will bifurcate from the stable state to a periodic solution when . As an example of (1) and (2), and can be expressed by a sigmoid function such as (26) (27) In this case, and are clearly an equilibrium for (1) and (2).
IV. NUMERICAL EXAMPLE OF SYNTHETIC OSCILLATORY NETWORK
As an example, we use a synthetic oscillatory network of transcriptional regulators, which has been adopted as the mathematical model of the repressilator and which has been experimentally investigated in Escherichia coli [2] . In this paper, we incorporate time delays to the repressilator model [2] to examine the stability of the network by extending the previous results and numerically calculate the stability regions of the system.
A. Example IV.1
Consider the following equations [2] : (28) (29) where and have the following three pairs of values: , , and . is the Hill coefficient, and , and . and are the common delay times for the proteins and RNAs, respectively. All parameters and variables are positive real numbers.
The repressilator is a cyclic negative-feedback loop comprising three repressor genes and their corresponding promoters [2] . When all variables are positive, clearly there is a unique equilibrium with identical elements, where and (30) Comparing (28) and (29) with (1) and (2) , and for . According to Theorem 2, the stability region is schematically shown in the teardrop-shaped area of Fig. 2 , and the roots and will first leave the stability region from the interior and intersect the arcs of Archimedean spirals when or is increased. Therefore, according to Fig. 2 , by letting , the critical parameter satisfies
where . Clearly, the results of the above equations as and are the same as (35) and (36) respectively. Therefore, the range for should be for finite according to (13) . If , the system is asymptotically stable; if , the system is unstable. By numerically solving (30) , (37), and (38), Fig. 3 indicates the stability regions with and as parameters for three cases.
• Case-1: , and .
• Case-2:
, and .
• Case-3:
, and . For Case-1, the equilibrium is ( and the critical delay is when , whereas the equilibrium becomes ( ) and the critical delay is when . If , i.e., , the system is stable for any finite time delay according to (35) and (36).
When and , according to Theorem 4, there exists a such that the system is stable for provided that and (34) holds. Actually, the above conditions can be relaxed: if (23) has a real solution, then there exists a such that the system has negative real parts for . As shown in Fig. 3 , the stability region is reduced with increase of the delay for this example, but the shrinkage is gradually saturated when the delay is sufficiently large; the properties imply that the delay destabilizes the equilibrium in this example.
For the oscillation, it can be proven that there exists a nonconstant periodic solution [18] provided that the unique equilibrium is unstable. In other words, the system has a nonconstant periodic orbit when . Note that, in contrast to prokaryotic cells where transcription and translation occur almost at the same time at the nearby locations, delay times im eukaryotic cells usually cannot be ignored, because mRNAs and proteins are synthesized at different locations (i.e. nucleus and cytoplasm, respectively), and transportation or diffusion of mRNAs and proteins between these two locations results in sizeable delays.
V. CONCLUSION
This paper presents a dynamic system model for genetic regulatory networks with time delays by functional differential equations and analyzes the nonlinear properties of the model in terms of local stability and bifurcation. We first proposed a DDE model for genetic regulatory networks; this model not only represents concentrations of proteins and RNAs in a nonlinear manner but also considers time delays of transcription and translation, and then analyzed local stability and bifurcation to provide comprehensive information for understanding gene expression patterns and regulatory pathways. The proposed model transforms the original interacting network into several simple transcendental equations, thereby significantly reducing the model complexity and further making the stability and bifurcation analysis tractable when investigating nonlinear properties at an equilibrium even for large systems. To verify the theory, a repressilator model was used as an example for the numerical calculation.
This paper has examined the stability of the equilibrium state of the network with time delays. To understand the oscillatory behaviors, however, it is necessary to further investigate nonlinear properties for periodic or chaotic solution both analytically and numerically.
