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Abstract
Optimization problems arise in many disciplines when trying to guarantee the best possible
utilization of restricted resources and optimization denotes the determination of the best
possible solution for defined problems.
Optimization problems based on black boxes as they often arise in engineering applica-
tions are the focus of this thesis. Such black boxes typically represent the simulated or
experimentally obtained behavior of systems for which almost no internal, structural or
analytical knowledge can be provided on a relevant level for the optimization’s objective.
Furthermore, the black boxes may produce noise which results in a disturbed response
with low accuracy by only a small number of digits. Typically, no appropriate alternatives
to these black boxes exist which would have a competitive accuracy and the ability to be
coupled closely with special adapted optimization methods. Thus, the direct incorporation
of the black box responses into the optimization problem formulation is required.
The price to overcome this lack of profound knowledge are the computational or experi-
mental costs for evaluations of the black box to aggregate information from its response.
A fitting expression for this situation is that: There’s no such thing as a free lunch!
The optimization variables are defined on continuous and integer-valued domains and
describe system internal parameters or even possible system topologies. The variables
are explicitly included in the optimization problem’s objective and constraints. They
also affect the problem implicitly because changes in the optimization variables result in
different black box responses.
Such non-relaxable mixed-integer nonlinear black box-based optimization problems cannot
be carried out efficiently by today’s optimization methods. Thus, there is a need for general
and robust optimization methods to solve these optimization problems.
In this thesis, a new derivative free optimization approach is presented and surrogate func-
tions will provide the main basics. The performance of this method will be demonstrated
for several benchmark and real world problems from electrical engineering, environmental
sciences, and robotics. It will be shown that huge improvements of the optimization’s
objectives can be achieved for all applications, simply by applying a reasonable number of
black box evaluations.
VIII
1 Introduction
Numerical simulations are the most common tools for the development of technical systems
and the design of technical processes [208]. Many off-the-shelf simulation programs have
been developed over the last decades with considerable time and financial expenses, e.g., in
mechanical, electrical, or chemical process engineering. Today, these simulations provide
sufficiently accurate responses, but are often not compatible with the needs of modern
mathematical optimization methods like sequential quadratic programming methods.
Underlying analytic models and further internal simulation characteristics are often not
easily available for sensitivity analysis using derivatives. A response of the numerical
simulation is given as the output of a black box for the chosen initial settings. Hence, a
simulation in the loop scenario arises for optimization and mathematical methods which
couple simulation and optimization more closely using derivative information cannot be
realized (cf. Fig. 1.1).
Also, it may be mandatory for some cases to use the real systems response in addition to
a good simulation model. Optimization may search for solutions especially in regions of
limited validity of the model. The small differences between the real system’s response and
the simulation’s response may become important for the optimization. If time restrictions,
financial settings, laboratory equipment, or other reasons do not prevent approaches which
couple the real system’s response with the optimization procedure, a system in the loop
scenario for optimization can be considered. Therefore, the real system is taken as a black
box that generates a response based on the chosen input parameters.
1.1 Motivation
In engineering, the black box input parameters often describe continuous characteristics as
well as discrete ones. Changes therein may result in changes of the structure or topology
in the system of interest, and may lead to completely different initial settings for the
black box. An example would be a parameter representing the non-relaxable number
of installed coils for a magnet design problem. Optimization methods used for black
box-based problems have to take into account the presence of continuous and integer-
valued parameters to guarantee the efficient use of available computational resources for
optimization procedures.
For the considered problem class, model-based optimization methods are not applicable
because of the lack of access to information about the internal models and parameters of the
black box. Furthermore, completely new implementations for the problems from scratch
which are adapted for optimization purposes are often much too ambitious. This results in
a situation where only existing black boxes are available for optimization purposes. Thus,
information about the system’s characteristics and response behavior can only be obtained
by sampling different input parameter sets and observing the changes in the resulting
responses. The usually vast amount of expert knowledge, which was once included in the
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Figure 1.1: Simulation in a loop on the left vs. a closely coupled simulation and optimization
approach on the right where model and derivative information is shared between both.
black boxes during their development, is still not available explicitly. Instead it can be
utilized by sampling.
The optimization variables are given in parts by a number of or even all black box input
parameters that can be changed. The optimization problem considered includes, in its ob-
jective and constraints, the responses from incorporated black boxes as components which
implicitly depend on the optimization variables. Further less complicating components of
the objective function and constraints which only depend explicitly on the optimization
variables complete the problem formulation.
By incorporating the black box response in the otherwise, explicitly given problem for-
mulation, certain issues must be considered for optimization, too. A common property of
black box responses is that they are disturbed by noise and discontinuities, e.g., resulting
from underlying iterative and other numerical methods. Even under these difficult condi-
tions, the aim during the optimization process is to utilize as few black box evaluations as
possible by the optimization method.
Finally, it has to be mentioned that the purpose for performing optimization is not always
to find the exact minimum of the objective function subject to the constraints. In many
engineering applications this is not even theoretically possible because the necessary as-
sumptions, e.g., on smoothness, cannot be made due to the incorporated black boxes. In
many cases, a suboptimal solution resulting in a major improvement of the objective func-
tion in only a few iterations is preferred over spending numerous resources for a possibly
marginally better solution. The overall improvement from iteration to iteration in general
decreases with an increasing number of performed iterations during an optimization run.
An example from water resources management discussed in this thesis illustrates best
the emerging difficulties. An area with a contaminated subsurface close to drinking wa-
ter extraction sides is considered. The distribution of the contamination, as well as the
groundwater flow and pressure, are obtained from the output of an encapsulated numeri-
cal simulation. The decisions about the remediation installations are not fixed and can be
selected freely for the simulation. Such decisions may include the location, number, type,
and operation rate. Several of these are taken as optimization variables if the scenario
is transformed to an optimization problem, and the objective function and constraints
are defined by incorporating the response from the subsurface flow simulation. Hence, a
constrained mixed-integer nonlinear optimization problem results and has to be solved. If
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slight cost reductions for the real systems can be realized through better setup, the savings
are enormous when considering the long term operation rates.
1.2 Problem Overview
Suitable optimization methods for the mentioned problem class have to rely on black box
responses only and cope with high frequency and low amplitude noise, which disturbs
evaluations of the objective function and the constraints. Hence, useful derivative approxi-
mations cannot be obtained easily, e.g., by finite differences. Derivative information is also
not provided explicitly for the optimization problem. Gradient-based and Newton type
methods therefore do not meet the problem’s characteristics.
A wide range of derivative free optimization (DFO) methods are recommended for black
box-based problems. These methods can be divided into three groups, (i) metaheuristics,
summarizing random search methods or stochastic optimization methods, (ii) deterministic
sampling approaches, and (iii) surrogate function-based optimization methods.
Almost all of these methods can handle noisy problems and some of them can even deal
with problems including black box-based constraints. However only a few consider integer
and continuous variables simultaneously. Thus, the development of suitable methods for
black box-based mixed-integer nonlinear optimization problems was identified recently as a
main topic for future research because many optimization problems are defined by variables
of both kinds [249].
A first promising approach is based on the work of Audet and Dennis [8], implemented
and applied as described in [1, 2]. The main component is a pattern search algorithm
[265], which switches between search domains defined for each possible realization of the
integer-valued variables. Apart from the curse of dimensionality of this approach, even for
a small number of dimensions, a lot of problem adapted mappings between the different
continuous-valued search domains have to be defined for any problem individually required.
A second group of approaches incorporates efficient methods known from mixed-integer
nonlinear programming (MINLP). These methods originally rely on the relaxation of the
integer-valued domains, or on the possibility of obtaining derivatives with respect to con-
tinuous and the integer-valued variables. These preconditions are not fulfilled for black
box-based optimization problems. Noisy function values falsify any standard gradient ap-
proximations for the continuous-valued variables, Filter method may help to overcome
this, but these problems do not provide responses for the continuously relaxed domains
for integer-valued variables. Thus, no derivative information can be approximated for the
integer-valued variables.
This deficiency of a non-relaxable domain for underlying black boxes can be overcome
by applying surrogate optimization approaches. The black box components of objective
function and constraints are replaced by functional approximations. The idea to use sur-
rogate functions defined relaxed variable domain was applied within different surrogate
optimization approaches [54, 127, 135], each of which was published independently.
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1.3 Contents and Contributions
This thesis introduces a complete analytical formulation to solve black box-based, mixed-
integer, nonlinear optimization problems in engineering. The developed problem formula-
tion makes all explicitly given parts available for use by the applied optimization meth-
ods. On this basis it is possible to apply the developed sequentially updated surrogate
function-based optimization approach to overcome the difficulties of existing methods de-
scribed above. The resulting optimization procedure solves the addressed general class of
mixed-integer black box-based problems. It is envisaged to obtain fast reduction of the
objective function value even for a small and restricted number of black box evaluations.
Chapter 2 introduces the key elements of optimization problems in engineering, including
the main notations for the elements involved as underlying systems, models, and simulation
tools. The main concepts of simulation-based optimization are discussed as well as how
they differ from black box optimization methods. It is outlined how the problems of interest
result in black box optimization problems and provide a detailed overview of DFO as well
as of MINLP methods. This is done from an optimization problem-oriented perspective,
and it will be realized that both categories of optimization methods cannot cope with the
emerging difficulties.
The general problem formulation is introduced in Chapter 3, followed by a discussion
how surrogate optimization can help to overcome the deficiencies of DFO and MINLP by
deriving a new technique from both fields. An approximation method is outlined in detail
to generate appropriate surrogates for the black box response. Chapter 4 introduces the
basic algorithmic framework realizing the ideas of the preceding chapter. This includes
the strategy of how to choose candidates, for which the underlying black box should be
evaluated at the beginning and during the update phase. The quality of the surrogate is
improved from iteration to iteration by the newly obtained responses of the black boxes.
We will discuss further options for parallelization as one possibility to reduce wall-clock-
time of optimization runs.
Several engineering applications are presented in Chapter 5 and 6. The examples from
electrical engineering and environmental engineering provide numerical simulation-based
optimization problems, to which the proposed surrogate optimization approach for mixed-
integer problems is applied. The arising optimization problems contain all the difficulties
mentioned above and described in detail in Chapter 2.
Chapter 7 considers problems where real world systems are included as black boxes into
the optimization problems. Results obtained from the developed surrogate optimization
approach will be presented, namely for walking speed optimization problems of four-legged
and two-legged robots. Finally, Chapter 8 concludes this thesis by summarizing the main
results and describing further directions for research.
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Methods
Real systems are mapped to models for simulation purpose. The effects of interest of the
system are usually formulated by mathematical equations. This introduces the need for
models, modeling processes, and numerical simulations as much as this is possible [14].
Glanzhorn [112] stated already more than 25 year ago:
Models and simulation techniques are considered the most important area of
future information processing in technology, economy, administration, society,
and politics.
Modeling and numerical simulation has become a ‘third column’ for the state of knowledge
in almost every field [208]. If we know that simulation models fit to the underlying real
system under the preassumptions that are made for modeling and for the transfer of the
simulation response back to the real world system, it is only a small step to ask for the
main input factors and its effects in optimizing the underlying system.
The simulation is often already built and can be considered for black box optimization as
compared to the original system. The main difference between both is that the first one
is typically deterministic, and the latter one includes also stochastic properties. In this
thesis we consider the case where continuous-valued as well as integer-valued parameters
are of interest for the optimization problem. We proceed with the current state of research
and provide sufficient background information on black box-based, derivative free, and
surrogate optimization as well as on MINLP.
2.1 Underlying Systems and Approved Optimization
Approaches
Abstraction and models are the fundamentals of science. In astrophysics the modeling
of stellar systems is standard, as in chemistry the research on proteins and the design of
drugs. In biology or medicine the growth of plants and tumors are modeled, and nano-
structures are simulated in material sciences. These are just a few well-known examples
beside the ones we will consider in this thesis to show that modeling and abstraction is
standard practice.
2.1.1 The Systems of Interest
A system of interest is a definable part of its surrounding environment with in- and out-
puts. The system states describe its status at a certain point of time. Typically, not all
components of the states can be observed from the outside [32]. The system is the aggre-
gation of different internal components, which interact closely and determine the system’s
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behavior. The important parts of a system of interest have to be classified separately and
at an appropriate level of detail. A model fitting process to map the real system is only
promising under these preconditions. More detailed introductions on the definition and
classification of systems are given in [14, 211].
2.1.2 Relevant Simulation Models
An aim for using a model apart from observing true behavior is to collect information on
the internal system states which are typically not observable. Knowledge to forecast (what-
if) or to construct real systems ought to be achieved with models. Models are often used
today to emulate properties of a technical system or a phenomenon of natural sciences. A
definition is also given by Shannon in 1975 [240]:
Simulation is the process of designing a model of a real system and conduction
experiments with this model for the purpose either of understanding the behavior
of the system and its underlying causes or of evaluating various designs of an
artificial system or strategies for operation of the system.
A model is built under special assumptions and idealizations, it is a copy of a simplified
partial reality. The level of detail of real world systems is too high to be identically mapped
to a model for simulation [167]. We always have to deal with model simplifications [175].
The purpose of a model almost completely determines the level of detail required.Let
us think about a model of a robot arm. Are we only interested in a representation of
geometry and kinematics or in relevant forces to control the movement of it? The degree
of abstraction has to be chosen in a way in which the model still describes the relevant
properties on an appropriate level [32].
Classification of Models
Analytical models can be separated from simplified experimental setups [244]. They not
just provide a mathematical description of the system, but they lead into numerical simu-
lations.
A further distinction for analytical models is the internal representation of the state do-
main, discrete and combinatoric descriptions versus continuous descriptions of the modeled
properties. Changes of the state are given by graphs and automats for discrete models and
the states are described by binaries or integers. Continuous models use real values to
describe the relevant states of the system and consist in general of algebraic as well as
differential equations, physical units, and typically continuous changes over time.
The method of modeling a problem determines its representation. A simple traffic flow
problem, for example, can be modeled in both ways. In the discrete case this can be done
through the total number of cars, queues, and discretized roads. The continuous model
would be more like a fluid dynamics model including conduits, branches, and barriers.
It is assumed that the states, as well as the simulation model internal time, may change
only at the ends of an interval, or that changes are continuously valid. Such models contain
discrete as well as continuously changes in the measurement scales. When a model is turned
into a numerical simulation even the continuous components become discretized, e.g., by
meshes. This may not even considered explicitly in the model.
6
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A further property is the classification depending on the use of random numbers to describe
state changes. A stochastic model uses stochastic elements to reproduce the systems
behavior. Unlike these models a pure deterministic model will always produce the same
output if the model assumptions do not change. These are the main characteristics of the
input and output domains. Further aspects can be found in various textbooks on modeling
complex systems like [175], [14], but the mentioned properties are the ones that have to
be considered in this context.
Modeling Process
The classical method to set up a model is to use mathematical modeling by formal deriva-
tion and analysis. This process is subdivided into three steps, first, the informal description
of the problem; second, a semi-formal description by standard formulations of the field ap-
plication; and third, a strict formal and consistent mathematical description [175, 211].
These three steps of modeling are very akin to what is typically described as the process of
abstraction, consisting of (i) the objective reality, unconscious abstraction of the system of
interest, (ii) the subjective reality, modeling, conscious abstraction, and (iii) the consistent
model of the system of interest. A main difficulty is the conflict of objectives between
point one and two.
All relevant properties are not known a priori and the effect of idealization can be misjudg-
ing. Finally, it would lead to a model that does not fulfill the requirements for meaningful
results. Bossel pointed out that the knowledge of structural information on the system
enormously reduces the need for measured data from the system [32]. The simulation
Model of the system
System of interest
(including iterative methods, 
approximations, tabular data, 
truncations, heuristics, ... )
Numerical simulation
Output
Input
Figure 2.1: Simplifying the real system as part of the reality to set up a model to map it under
the perspective on special properties.
model results finally from these processes and the properties of the underlying system.
The model describes the relationship between the design parameters of the real system
and properties of these parameters.
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In some cases, it might be appropriate to generate more than just one model, maybe to
build up a model hierarchy of different levels of abstraction or accuracy to validate one
against another. Results obtained from optimization runs could be evaluated on a different
model without using the real system in comparison.
Simulation
In many cases where the expression simulation is used, a final software to run a simulation
model is intended. The simulation software consists of a physical-technical description
named simulation model and implemented numerical methods. This combination leads to
a software package for iterative numerical calculations about the underlying subsystems
to get information about the system of interest (cf. Fig. 2.1). A broad overview on the
evolution of simulation by computation in the past fifty years is given in [202].
Approved simulation software has often been left to accumulate data over years or even
decades. Such simulation evolution almost definitely result in a very complex interior in-
cluding heuristics and tabular data in their subroutines, obtained from real world observa-
tions by model parameter fitting, or just assumed by expert knowledge. The characteristics
and classically known issues arising from the use of iterative numerical methods to solve
the subproblems as truncations and approximation errors have to be respected. A lot of
special knowledge and computational experience is often incorporated to provide the ac-
curacy of these simulation packages. Furthermore, used simulation software in engineering
applications is often only available in a compiled version. Hence, the explicit use of the
internal components is almost impossible.
Simulation Verification, Validation, and Acceptance
The typical objective here is to obtain results that are transferable to real world prob-
lems. To test if simulation and models are meaningful, verification and validation of the
simulation and its results are mandatory.
Verification has to answer the question, wether the conceptual simulation model with its
model assumptions has been correctly translated into executable code. Proving this often
consumes more time than the entire coding process. This is not done in just one step [167],
but instead in parallel with the implementation and subsequent validation of model and
simulation.
Validation means determining whether a model and its resulting simulation is an appropri-
ate representation of the system for the particular chosen objectives [167]. This assumes a
successfully passed verification test. However, validation is not just a single step in a sim-
ulation study, but rather, it is done repeatedly starting with the first available simulation
model.
An important issue is the precision of the results, especially the dependence on the qual-
ity of input and model data is of interest. Often, validation goes hand in hand with the
reformulation of preassumptions and tuning and changes of the model [175]. Further-
more, certain effects and physical properties of the underlying system may not enough
apprehended to develop an appropriate simulation model for the allocated resources.
It is important that results obtained from the simulation are used for issues that are covered
by the preassumptions made during modeling for the simulation. Otherwise results are
taken with more confidence than it would be justified [14].
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A posteriori observations are done for the validation by the real system’s response. Some-
times the relevant systems are not available as required for validation. In such cases experi-
mental setup of simplified parts of the underlying system can help to validate the simulation
model. However, certain simulation models and software packages which increase the de-
mand for optimization packages which easily can be coupled with the components that are
already in use.
2.1.3 Adapted Optimization Approaches
A proverb of James Howell from 1659 describes the current situation where the simulation
provide reliable responses,
Knowing all work and no play will make Don a dull boy.
The resources to perform simulation runs repeatedly is provided by increasing available
computational power. Thereby the optimization of simulation-based problems becomes
reasonable. However, the costs for running simulations are, especially for complex prob-
lems, still an important factor. Further reasons for the optimization of system and
simulation-based problems are manifold: short time to market periods, lost expert knowl-
edge to design by hand and intuition, or the diversification of products impeding the growth
expert knowledge.
Stuckman et. al. [259] differentiate between three approaches, (i) trial and error, (ii) in-
tended variation in an area around an initial set, and (iii) approaches where the simulation
is coupled with appropriate optimization methods. Today, most approaches belong to the
third group, but almost exclusively for problems with either continuous-valued or integer-
valued variables. No efficient optimization approaches are available for mixed-integer prob-
lems. Furthermore, today’s simulation packages are criticized for their lack of providing
necessary information for optimization [262].
Model-Based Optimization
Simulation-based optimization is equal to black box optimization for many users. However,
this is only correct if the only output from the simulation software are values for the states
without providing any further knowledge on the internal model and its structure.
Tailored Coupled Approach Problem specific approaches can be applied if we derive
optimality conditions directly from the model equations. This requires more information
about the underlying simulation model, typically the complete mathematical expression.
One example of how this can be realized is given in [27] where optimal blade cross sections
are determined by a tailored coupled simulation and optimization approach. A resulting
program solves simulation and optimization simultaneously. The drawback is that such a
program has to be built from scratch, based on explicit system information. Existing and
user approved simulation software is eventually discarded in such a situation.
Symbolic Differentiation Mathematical models are often too complex for manual differ-
entiation. A way out is to use symbolic differentiation, which automatically generates the
derivatives.
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We do not have to deal with truncation errors when symbolic differentiations are applied.
The disadvantage is that even for straightforward input formulas, very complex expres-
sions are generated, resulting from the strict use of the differentiation rules. A very high
computational effort results if we apply it to complex systems, as is the case in engineering
applications. Anyhow, when models and the obtained derivative information is given an-
alytically, efficient gradient-based optimization can be applied and optimality conditions
can be proved as well.
Variable Complexity-Based Approaches
Main characteristics of systems and simulations are often already covered by simplified
models. These simplifications are still models, namely surrogate models, as Bandler et. al.
[13] pointed out:
[...] the surrogate model is constructed using an available, low-fidelity (and
physically meaningful) model of the object response (the model being a function
of the design variables), rather than pure interpolation/ approximation. This
is in keeping with the engineering tradition of developing for design purposes
meaningful (not necessarily complex, often very simple) models of components
of the physical world.
This suggests that a model includes system information, maybe only on a coarse and ab-
stract level, but is inherent. Two main ways for simplifications are known from literature,
reducing the considered physical effects and reducing the computational effort by demand-
ing less accuracy of the results. Madsen et. al. [183] describe that both ways came about
naturally based on what is now, and what has been earlier, state of the art in engineering
practice.
Space Mapping A less appropriate, and therefore less expensive, model is used to replace
the original one. This surrogate model is calibrated to match the simulation model, called
fine model, by parameter fitting through a set of function evaluations [12, 164]. Space
mapping in its basic version maps the variable domain of the coarse model to the domain
of the fine model. The mapping is given as the results of the least squares problem defined
on the differences between both domains. In the easiest version it is linear function that
is only on a trust region valid. Promising settings for the coarse model can be transferred
through mapping to the fine model.
Apart from using local approximations as mappings, globally confident functions can
also be used. Therefore, more sophisticated approximations than linear ones are nec-
essary. Global convergence results for current space mapping approaches can be found
in [184]. In literature regarding the space mapping framework, an implementation of the
described proceeding, is unfortunately abbreviated the same way as done by Dennis and
colleagues [29, 64] for their surrogate management framework (both by SMF).
Simplified Models Physical effects that are part of an underlying simulation model can
often be replace by simplified simulation models. This is done by Alexandrov and Lewis [7]
for an airfoil design problem with a first-order approximation model management opti-
mization (AMMO) approach. The high fidelity model given by Navier-Stokes equations is
replaced by a low fidelity model of Euler equations. Here, the difference is that a mapping
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of the output spaces for the low and high fidelity models is performed and not a mapping
between the input spaces of both.
The mapping in the output domains is done by additive or multiplicative correction func-
tions. These function, predicting the difference or the quotient of both models responses,
can be generated by functional approximations or even neural nets [168].
An important benefit of this approach is that the first and second order information can
be used during optimization, as long as gradients are available by the high fidelity model.
As pointed out in [7], models of this kind help to avoid the curse of dimensionality when
compared to pure output data fitting methods.
Simplified Simulations In optimization for engineering problems, underlying simulation
models are frequently based on the solution for partial differential equations (PDE) where
the mesh size is a parameter that controls the level of refinements of the problem [7].
The coarser a mesh the faster a numerical evaluation run is performed. Varying com-
plexity can be achieved by adjusting the mesh size. This can be utilized by multi fidelity
approaches [64]. The basic idea is to start optimizing on an initial surrogate model and, if
improvement is achieved, to switch to the next finer model to evaluate the obtained candi-
date. If improvement is realized the search is proceeded on that model. If no improvement
is achieved, the approaches switches to the next finer model. The model is changed to a
cheaper one if a lot more improvement than predicted is achieved. The model is not refined
for improvement as expected by the initial model. A whole set of models with different
fidelity is included in this approach. The difference between a fine model and a surrogate
model could also be taken as an indicator for redefining the fine models.
The different fidelity levels of the models lead to hybrid approaches which couple surrogate
models of different kinds. One surrogate model is used to calibrate another surrogate model
at another level of detail, or even for the parameter fitting of the original model [266].
Code and Black Box-Based Optimization
Explicitly given analytical models may not be in any way accessible, but only included in
a simulation software package. The introduced model-based approaches are not applicable
in such a situation, and the preconditions for a successful use of any kind of first or second
order information using optimization methods do not hold. Code-based approaches work
directly on the simulation software code if available; black box-based ones are coupled in
a loop to make use of the simulation’s response [114].
Code-Based Derivative Information Automatic differentiation AD can be applied if the
complete source code of a simulation software and of all its subroutines are available [26,
221]. AD is based on the fact that almost any complex function can be rewritten as
a sequence of simple, fundamental functions of one or two arguments. Thus, complex
functions can be broken down into an evaluation graph of fundamental ones for which
derivatives can be calculated easily. A benefit of AD is that no approximation errors, only
truncation errors occur.
AD is a growing field and already provides the evaluation of derivative information for
increasingly complex software packages. Even problems given by ordinary differential
equations (ODE) or partial differential equations (PDE) can be handled if the solver’s
source code is also available for AD. A wide introduction is given in [116].
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(a) Noisy (b) Discontinuous (c) Discrete
Figure 2.2: Typical characteristics of black box-based objective functions.
Sampling-Based Approaches Black box optimization problems arise for applications
where the complete source code, unlike the simulations software’s responses, is not avail-
able. The simulation software becomes a pure black box response generator for the opti-
mization. However, the approximation by finite differences will fail under the influence of
the typical conditions of numerical simulations. The noise induced into the black box out-
put is of high frequency and low amplitude [142] and will mislead any such approximated
gradients. Furthermore no approximations can be made to obtain derivative information
with respect to integer-valued variables. In [142] the arising problem characteristics are
listed and visualizations are given in Figure 2.2.
Even if the derivative information, obtained directly from the response is as precise as
required for gradient-based optimization, it requires a number of black box evaluations
for each point of interest. Thus, sampling-based methods have to be considered for the
reduction of the number of samplings during optimization.
The standard black box optimization problem finally can be defined by
min f(ω) = f smooth(ω) + fnoise(ω),
s.t. ω ∈ Ω, (2.1)
where ω represents optimization variables, and Ω the feasible domain for ω [150]. The
perturbations of underlying black boxes are induced by fnoise, and f smooth represents the
relevant parts of f . In contrast to [150] we consider the case where ω summarizes not
only continuous-valued but also integer-valued optimization variables. Thus, we have to
carry out a noisy mixed-integer nonlinear black box-based optimization problem. In the
following the expression candidate denotes one realization of ω.
2.2 Derivative Free Iterative Optimization
It is well-known how fast gradient-based optimization methods are [206]. However, the
type of optimization problem impedes the direct use of any kind of gradient-based or
(Quasi-)Newton type method, because no derivative information is available or of satisfying
accuracy.
Anyhow, the basic idea of Newton type methods provides a way to classify DFO methods.
Iterative numerical optimization methods can be differentiated simply by the number of
terms they take from the objective function’s Taylor expansion. Newton type methods use
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it up to the second derivative. Approaches like the steepest descent use first derivative
information. DFO methods make use only of the objective function value, so they are also
called zero order methods [173].
The independence from derivative information makes DFO methods robust against small
but discontinuous changes in the objective function stemming from infinitesimal changes
in the variable space. Their structure is almost similar to the one of first or second order
methods. They start with a beginning phase for initialization, followed by the iteration
phase, and they end with a stopping phase. We will divide DFO methods into three
main groups, the random search methods, deterministic sampling methods, and surrogate
optimization methods.
2.2.1 Metaheuristic Search
The first group shortly merges random search methods and contains well-known represen-
tatives, such as genetic algorithms (GAs) and evolutionary algorithms (EAs). This group
is sometimes also called stochastic optimization, however, stochastic optimization can also
stand for optimization under uncertainties where the problem itself includes stochastic el-
ements [68]. Random search methods utilize stochastic methods to generate sets of new
promising candidates from earlier, already evaluated candidates. It follows that two runs
of a metaheuristics search method starting from the same initial setting will not provide
the same iterates nor the same solution. Most metaheuristics are inspirited by observed
effects captured from physics, biology, or ethology [242].
One of the main characteristics is that occurring iterates, with increased objective function
values in subsequent iterations, can be accepted. This provides the ability to escape from
local valleys respective from local minima, and takes them to global search methods. A wide
overview furthering the extension for random search methods are described in [71, 242].
Here we will introduce the main ideas and approaches.
Methods Using Integer/Discrete Variable Representations
Metaheuristics can be divided by the way they naturally encode the optimization variables
values. First, those using discrete representations are discussed. Of course, these methods
cannot only be applied to problems with discrete valued variables, but the space, on which
the candidates are manipulated respectively updated, is a discrete valued one.
Genetic Algorithms The foundations for GAs were given by Holland in 1975 in [133].
Many further publications use and modify the idea of ‘survival of the fittest’. GAs are
population-based methods which apply selection and recombination as well as mutation,
to generate out of elements from one generation the elements for the following generation.
The elements in each generation are binary representations for candidates, defined from the
variables domain of the underlying optimization problem. It is common that the objective
function is typically defined as a fitness function that has to be minimized. Besides the
objective function, penalty terms can also be included to handle constraints of almost all
kind as reviewed in [200]. As for almost all random search methods, not much optimization
problem information is needed. In addition, only a small number of parameters has to be
set. However, this advance is typically paid for by high cost resulting from many function
evaluations [100].
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To overcome some of the drawbacks hybrid methods are proposed where e.g., local searches
can be incorporated in each iteration [77] or in two stage approaches [176]. The handling of
constraints is incorporated by a hybrid approach in [99]. These approaches use derivative
information which makes them gradient-based and out of our choice. An approach for
MINLP problems which also uses Newton type methods locally is presented by Gantovnik
et. al. [100]. Further hybrid approaches are already applied, e.g., using surrogate function
assisted optimization with trust region optimization on radial basis functions (RBF) to
generate local approximations [283].
Tabu Search Tabu search is named after the methodology used to generate new can-
didates from a starting point [113]. First, a set of neighbors of a point is generated by
elementary operations, called moves. As tabu search is introduced for integer-valued vari-
ables, such an elementary operation can be just a permutation of two components of the
candidate.
The first step of a tabu search iteration is to generate the neighborhood of the initial
candidate by applying all possible moves. Only a subset of the neighborhood is maybe
randomly generated if the set would be otherwise too large. During the second step the
objective function is evaluated for the generated points and the best out of the neighbor-
hood is selected as the next candidate. This provides the ability to not get trapped in a
local minimum. Inverting the “successive move” is prevented by listing the opposite of it
onto the tabu list for a random number of further iterations, so that a return to earlier
evaluated points is avoided. By saving the overall best found candidate, one iterations
closes.
Simulated Annealing The effect that is observable when metal is cooling down is anneal-
ing [153, 218]. The use of this for a general optimization problem is done as follows. The
objective function is treated as the total free energy of a physical system. The optimization
variables are the positions of the particles, and the final solution, the optimum, is the state
of the system with the lowest amount of free energy.
During each iteration, the locations of the elements change until a thermodynamic equi-
librium is reached. For each modification step, the objective function value decreases. The
modification is also accepted by a given probability if the objective function is increased.
This enables it to get out of a local minimum. From an initial state, the temperature is
decreased, iteration by iteration, until a solid state is reached and the variables values can
be determined.
Methods Using Continuous Variable Representations
Evolutionary Algorithm The simplest version of an EA is to initialize it just by using
one candidate from the variable domain. Hereupon, a number of elements for the first
generation is built by mutation. Random vectors, possibly scaled by a further given scalars,
are added. After evaluating the fitness function, only the best elements of the generation
are kept and used to create the following generation for the next iteration. The basic idea
is extended by various strategies for mutation and selection as described in [242].
Hence, almost all operators like the mutations and crossovers we know from GAs are also
used by EAs. Often, it is not obvious if a binary representation or a real one is used
inside an algorithm. Thus, GAs and EAs are often mentioned off the reel. However, the
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representation of the optimization variable’s values is not in binary but in real valued
encoding. Especially if both, integer-valued and continuous-valued variables are involved,
problems arise due to different encoding used for both types if special operators are not
used inside [71].
Particle Swarm Optimization PSO is a population-based, heuristic minimization tech-
nique using the idea of social behavior to solve continuous-valued problems. PSO algo-
rithms were first proposed by Kennedy and Eberhart [151] and are based on social commu-
nication within a group. A general PSO algorithm involves a set of particles representing
design points used to explore the variable domain for minimizing the objective function.
Each particle moves through space by updating its position with a velocity that accounts
for the best position found for that particle and that of any particle. Convergence and
efficiency are of great concern in the application of PSO [48, 86, 267, 279].
In [216] a further speed up of a particle swarm algorithm is obtained by incorporating
surrogate functions within the algorithmic framework.
Further Aspects and Developments
We only mentioned some main ideas and methods in the area of metaheuristics because
it is not in focus of this thesis. Besides, more ideas and new combinations of different
optimization approaches can be found in literature, such as self organizing systems of
agents with decentralized decisions like ant colony approaches [260], that are used to create
new metaheuristics to solve optimization problems.
We have seen that all approaches include stochastic elements for generating new iterates
respectively and new elements during one iteration. The representation of the variables is
an important property and is owed to the underlying idea of each approach. Additional
features like the type of memory are discussed for all kinds of heuristics to improve the
performance [242].
What we have not seen are methods that naturally suit mixed-integer problems. All
methods are sensitive to the used set of initializing parameters, which control main parts
of the mechanism to generate new candidates. Algorithmic parameters are often set with
expert knowledge and it is still an unsolved question how they are determined based on
the problem that has to be solved. An approach for optimizing these initial parameters is
given in [20]. Thus, the inclusion of difficult constraints is not naturally provided also by
this methods.
However, metaheuristics can be expensive to use because of the large number of function
calls required at each iteration. This is a significant drawback when function evaluations
depend on the response from an expensive black box function value generator.
2.2.2 Deterministic Sampling
Deterministic sampling methods are the second group in our survey on DFO. Motivation
for thinking about sampling is given by Powell in [218]:
[...] it seems more suitable, intuitively, to spread out the points at which the
objective function is calculated, especially if sample values have to be taken from
many parts of the space of the variables. Furthermore, when the values include
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some random noise, then the contributions from the noise to predict rates of
change is less if the evaluation points are spread widely spaced.
Thus, in relation to the used classification to separate the DFO methods herein, we propose
that the expression deterministic sampling methods provides an appropriate frame for the
following methods.
Direct Search
Direct search (DS) methods are originally defined as methods that do not make any use of
the value obtained from the objective function, but instead using only ordinal information
of the iterates to generate new iterates [136]. Lewis et. al. [173] provided a classification
that separates them into three groups, pattern search methods, simplex search methods,
and methods with adaptive sets of search directions. This goes along with the search
direction property of methods mentioned in [264] and explains that the expression DS is
today also used for directional search.
Basics The basic ideas were already developed in the 1960s and earlier [173]. However,
the focus of the optimization community changed to Newton type methods until a revival
in the 1990s, culminating in Torczon’s important convergency conclusion for generalized
pattern search (GPS) methods [265]. Famous GPS methods are the Hookes and Jeeves
Algorithm, (multi-) directional search, and coordinate search [117, 173, 265].
New candidates for evaluation are selected by a finite number of linear independent search
directions, e.g., a pattern provided around the starting point. After the evaluation of
some or even all the generated points, the best one is selected as the new base point,
around which a new pattern is generated. If no improvement is realized, the length on
the search directions is reduced [150]. The different pattern search methods arise for the
different strategies to perform these steps as well as for the different changes of the search
directions from iteration to iteration.
Convergence Nelder and Mead’s simplex algorithm [34, 203] is probably the most fa-
mous DS method, even if McKinnon shows in [198] convergence to non-stationary points.
This occurs in special cases when degenerated simplices arise during the search. This
can be resolved if congruent transformations are mandatory for the simplex in each it-
eration, resulting in the so-called multi-directional search approach [264]. Convergence
to a stationary point is given if the used simplices remain bounded and form a regular
lattice [150, 263, 264].
Beyond that, Torczon shows that GPS methods are descent and converge to a station-
ary point [265]. Multi-directional search or the basic Hookes and Jeeves algorithm [136]
are special cases of GPS. Further results are shown for the convergence of grid-based
pattern search [50] and for using local convergence to define stopping criteria [69]. Conver-
gence is also proved for variants that came up for optimization problems with bound con-
straints [170], linear constraints [9, 171], and also for general nonlinear constraints [10, 172].
Extensions The limited number of search directions given in classical pattern search
becomes critical when nonlinear constraints are involved [9]. This drawback is resolved
by the mesh adaptive search as described by Audet and Abramson for general constraint
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problems [3, 11]. In [162] further extensions are presented to improve exploration skills,
e.g., the incorporation of oracle candidates with generalized set search (GSS).
In [8, 161] Audet and colleagues extend Torczon’s GPS definition [265] to handle integer-
valued variables, too. Unlike classical MINLP formulations they divide between those
integer-valued variables, which change the optimization problem dimension and the impact
of other variables on the objective discontinuously, and integer-valued variables that do
not. The first ones are called categorical variables. Audet and Dennis favor branch and
bound in those cases where it could be applied. However, no relaxation is typically possible
if an underling black box expects integer values as input parameters [8]. It is essential for
a successful adaption of this approach to define a neighborhood for each realization of the
discrete variables, as well as a mapping from one to the next relevant variable space when
categorical variables change [1, 182]. This fact bounds the usability for problems where
the required information cannot be provided.
Using Function Value Information
The simplex gradient as defined in [150] can be derived directly from a number of objective
function evaluations without any derivative information. It is the product of the matrix
of the spanning set of the simplex in the variables space and a vector of the differences
between function values of the resulting vertices and the generating vertex.
Kelley [150] also pointed out that even if methods only use ordering information about the
vertices of each simplex generated e.g., by patterns, where the simplex gradient information
is implicitly used, without knowing its explicit value.
Implicit Filtering The implicit filtering approach is a line-search-based algorithm and
utilizes the simplex gradient in a direct way, usually the central difference simplex gradi-
ent [45, 107, 150]. Using an adapted Armijo line search rule, the definition of sufficient
decrease arises straight forward for a basic version of implicit filtering [150]. This line
search is iterated with a reduced vertex size of the simplex. It is controlled by stopping
rules according to the number of iterations, the improvement, and the steepest descent
size.
A more sophisticated version of implicit filtering is also introduced where the Quasi-Newton
direction is calculated as the search direction based on the simplex gradient to accelerate
optimization close to the minimum. For implicit filtering, no guarantee can be made to
find a local minimum. In [150] it is proposed that the algorithm should be restarted from
the result of a previous one for further improvement.
DIRECT The motivation is to measure the possible decrease of a Lipschitz continuous
objective function in certain variable ranges, by combining function values and Lipschitzian
constants as an indicator for promising regions of a minimum. Jones [148] describes his
dividing rectangles algorithm (DIRECT) as a global derivative free nonlinear programming
(NLP) method.
The basic version of DIRECT works on a variable space restricted by box constraints
that is divided iteratively into subspaces. A ranking rise from the function value at the
mid point and the size of the each subspace. The strategy is to combine both types of
information. DIRECT takes those subspaces as candidates for further subdivisions which
build the pareto front of center-to-vertex distance and lowest objective function value of
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Figure 2.3: Process of abstraction, motivated by [155].
all known rectangles. Then, the algorithm chooses the mid point of the subspace with the
lowest ratio for evaluation.
In [150] DIRECT is classified as between deterministic sampling methods and metaheuristic
search methods, because it explores the variable space as aggressive as metaheuristics
typically do. DIRECT applies function values directly for its search and explores the
variable space, not based on search direction as previous methods and without requiring
even one (feasible) starting point. On the other hand, DIRECT cannot use prior function
evaluations in a hot start for a better performance, as other methods can.
Two extensions of the basic version are described in [146] to qualify DIRECT to handle
general constraint problems and the presence of integer-valued variables. Constraints must
be included as an auxiliary function, generated out of penalty functions so that only
constraint violations are penalized. Only feasible points decrease the objective function.
DIRECT still converges slowly to a minimum right on boundaries because the iterates are
restricted to a grid defined by the center points of the subspaces. This is done in order to
meet the integrality constraints for integer-valued variables.
In a mixed-integer problem the point for evaluation in each rectangle is moved to meet
arising integrality constraints. Rectangles containing integer-valued variable dimensions
are always subdivided such that at least one feasible value is contained.
Summary
Deterministic sampling methods make use of a kind of pseudo approximation through
the simplex gradient, without using an internal model building procedure. Thus, these
methods are not really designed to handle mixed-integer problems. Besides the DIRECT
modification by Jones, only the approach of Audet and his colleagues can handle integer-
valued variables. It, however, requires a defined neighborhoods for the integer-valued
variables and a mapping between the variable domain for every possible integer-valued
variable’s state.
2.2.3 Surrogate-Based Optimization Techniques
Surrogate optimization represents solving surrogate problems generated with surrogate
functions by approximation of function values that replaces the original objective func-
tion. The key feature of surrogate optimization approaches is that optimization avoids
18
2.2 Derivative Free Iterative Optimization
−2 −1 0 1 2
0
0.4
0.8
 
 
Original function
Approximation
Minima
(a) Surface fitting
−2 −1 0 1 2
0
0.4
0.8
 
 
Original function
Approximation
Minima
(b) Surrogate-based optimization
Figure 2.4: Functional approximation for appropriate data fitting and for surrogate-based op-
timization, minima marked by stars, original function motivated by [150].
running directly in a loop with the original objective, but instead calls surrogate functions
to determine new promising candidates. The response of each evaluation of the origi-
nal function is stored, and the surrogates problems are generated from this storage. All
other DFO methods do not utilize a memory that stores all earlier results from black box
evaluations.
The terms surrogate model, surrogate approximation, approximation model, metamodel,
response surface, compact model, or model of model are often used to describe the same
idea in this context [61, 154, 224, 249, 253]. However, even if the term model is used, it
stands for the approximation of response data in almost any case (cf. Fig. 2.3). We will use
the expression surrogate function for a functional approximation of response value, and
surrogate optimization for approaches based on such approximations.
Moreover, an overall fitting of the response values of a black box is not the purpose in sur-
rogate optimization. An appropriate fitting on the entire domain would require a different
approach for choosing basis points and different settings for the approximation technique.
The approximation on the left in Figure 2.4 is much closer to the original function. The one
to the right would, however, lead to the minimum of original problem with less iterations.
The general interest is to find a candidate for minimizing the original problem quickly fast,
and therefore the surrogate function only needs to catch the main characteristics of the
underlying problem to lead to the minimum of the underlying problem. General overviews
are given in [147, 219, 247, 248, 274]. Jones [149] declares that surrogate optimization
often requires less function evaluation when it is compared to different other approaches:
[...] one can often interpolate and extrapolate quite accurately over large dis-
tances in the design space. Intuitively, the method is able to see obvious trends
or patterns in the data and ’jump to conclusions’ instead of having to move
step-by-step along some trajectory.
Building Surrogates
Barthelemy and Hafka [17] proposed a deviation between three groups of approximations,
local, medium-range, and global approximations. Local approximation use Taylor series
expansion information, derivative information respectively, and cannot be considered under
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the assumed problem characteristics. Medium-range methods use function value informa-
tion from the vicinity of an iterate. Global approximations provide a surrogate function
for the entire variable domain. Between local and medium range methods we could set up
approaches, provided by Alexandrov and Lewis [7], which are also designed for problems,
where derivative information is available.
A well-known method to construct such surrogate functions is to use a stochastic ap-
proximation technique as described by Sacks et. al. [231]. Besides this, there are various
other techniques for approximation known and already applied to find an approximation
for evaluated function output data [19, 43, 143, 144, 251, 253]. Key factors for surrogate
optimization approaches include the way to determine basis points, the internal parameter
setting of the approximation methods [143].
Response Surface Methods The method of surrogate function building referred to as re-
sponse surface methods (RSM) [34] is based on low order polynomials, mostly consisting of
first and second order terms only [155, 199]. However, the term RSM is sometimes used as
a synonym for surrogate optimization not depending on the kind of applied approximation
method.
To fit a surrogate function to black box response we have to solve a least squares problem,
or more general, a polynomial regression problem. However, surrogate functions built by
low order polynomials are only accurate in a relatively narrow region of interest if the
underlying black box is highly nonlinear [199]. Thus, the advantage is low computational
costs, especially for local surrogates as used in trust region approaches, compared to other
methods discussed later.
In [111] quadratic polynomials are applied as surrogates to smooth out noise that is induced
into the objective function, and in [142] a branch and bound framework using RSM is
utilized for a global optimization approach. It follows that RSMs are well-suited to get
coarse impressions of the entire variable domain or to build just local surrogates [271].
Radial Basis Functions An overview on RBF can be found in [120]. Approximations of
this kind consist of a polynomial part, as known from RSM, and a weighed sum of radial
symmetric functions based on the euclidian distance between the basis points and the
point of evaluation. The different classes of multivariate splines or multivariate adaptive
regression splines belong also to the group of RBF methods [96].
Typically used types of radial symmetric functions are linear, cubic, thin plate spline,
multiquadric, and Gaussian functions [224]. The way to determine the free parameters to
approximate the underlying data makes the difference between the different RBF methods.
The wise choice of the order of the basis polynomial and the type radial symmetric basis
functions leads to special approximation functions like multivariate splines.
An application for a queueing system optimization using Gaussian RBFs is given in [44].
Turner et. al. [270] pointed out that the approximation accuracy is improved by smoothing
cubic splines over RSM at the drawback of increased computational costs.
Design and Analysis of Computer Experiments This technique is often better known
in its short form, DACE, which was finally established in 1989 for its use in numerical
simulations [231]. It describes a statistical method used for approximation named Krig-
ing [190] which is often used in geostatistical analysis [101]. Further expressions used are
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spatial correlation models, frequency-domain approximations [19], or in optimization con-
text Bayesian global optimization [169]. The main difference between DACE and Kriging
is that instead of variograms, correlation functions are used to generate the covariance
matrix [271].
The DACE approximation consists of two components, a global part to catch the trend
for the whole domain and a local part driving the approximation to interpolate the basis
points. The global part is often chosen as a constant or linear function, and rarely a low
order polynomial. A combination of the functions values for the basis points weighted
by the distance between basis point and point for evaluation build the local part. The
closer a candidate is to an already evaluated point, the more positively correlated both
function values are [158]. By maximum likelihood estimation, the process variance, the
correlation parameters for the local part, and the regression parameters for the global part
are estimated most consistently to the values to which the DACE approximation has to
fit. Some similarities to RBF are given [149].
One benefit is that besides the function value estimation, an approximation quality indi-
cator is provided by the expected mean squared error (MSE) of the surrogate. The MSE
is often used in optimization approaches based on DACE as described below.
Surrogate functions generated by DACE usually become more accurate with more basis
points, which is not the case for RSMs [271]. A disadvantage of DACE is that the process is
computationally more expensive than the other methods described. This is due to the fact
that, e.g., during the parameter estimation, an underlying nonlinear optimization problem
has to be solved. A direct comparison between RSM and DACE is given by [226, 246].
More details on DACE will be discussed in the next chapter, and for a detailed discussion
on the theory behind DACE we refer the reader to [158].
Trust Region Versus Global Approximations
A strong analogy between gradient-based trust region methods and surrogate-based meth-
ods exists, if surrogate functions are applied locally [80, 269]. Both types generate local
approximations to obtain the search direction and the stepsize for the next iteration.
Surrogate-based methods do not use first and higher order information to build an approx-
imation but, rather, the function values of already evaluated candidates in a subregion
around the current iterate [49].
The different steps for a trust region approach using surrogate functions are given in [109].
An approach where the location of points, which have been evaluated earlier, is used to
define an adapted (ellipsoid) trust region [73]. Reliability is taken from the number and the
location of the points, which are contained in the trust region. Furthermore, an approach
using information of a sparse and band structured Hessian to reduce the computational
costs is presented in [49].
The difference to approaches with global surrogate functions is that the surrogate function
is not valid over the complete variable domain. A hybrid approach is described in [42],
where the domain is separated a priori and local surrogate functions are built exclusively
for each subregion to search for minima on each of them. Another hybrid combination of
local and global surrogates can be found in [283].
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Basis Point Selection for Approximation
If a set of initial candidates for evaluation cannot be obtained, through expert knowledge
or otherwise, the selection should be done using methods which do not need prior infor-
mation. Additionally, the choice of the basis point is as important as the approximation
technique itself, in order to build a surrogate function [143]. Beyond this, Kleijnen et. al.
propose to use robust designs rather than what is known as optimal designs. Often, the
underlying black boxes do not hold the assumptions made a priori to derive such an optimal
design [157].
We discuss three ways to find basis points, one requires no prior knowledge, a second where
prior determined points are included to build bottom up a larger set but still without black
box response data. Sequential methods is the third way which uses the points and the
response values obtained earlier to build up surrogates to determine further points to be
added.
Classical Design of Experiments Experimenters have to define a priori points for mea-
surement, without knowledge of certain responses of the experimental system. Design of
experiments (DOE) summarizes how initial sets of candidates for measurement are selected.
It can be divided between the classical purpose in context with real experiments, and the
purpose for computer experiments [33, 230]. Simpson et. al. point out that random sam-
pling is a bad choice compared to any other initial sampling method, if no space-filling rule
is applied [247]. A incomplete and little appropriate use of DOE techniques is even better
than applying ‘trial-and-error’ or ‘build-and-break’ approaches to engineering design [110].
These approaches are also called ‘one shot’ approaches, because all candidates for evalua-
tion are determined in one step [157]. Simpson gives a practical and important issue for
an initial design for time-consuming evaluations [245]. The initial design should contain
as many points as can be evaluated over night, because during this process evaluations are
only done without the chance to engage.
Initial sets should be chosen as space-filling and non-collapsing if variable dimensions are
removed. Further criteria are orthogonality, efficiency, the ability to handle constraints on
factor-level combinations and ease of construction and analysis [157].
A main difference to real world experiments is the lack of random error and the repeatability
of computer experiments. This was already mentioned in [180] as a special chance not just
to use standard DOE methods developed for physical real world experiments but to derive
design methods adopted to the special properties of computer experiments.
Classic DOE methods include Monte Carlo Sampling, Hammersley sampling, Sobolev se-
quences [110], and uniform designs to generate initial sets [87]. In computer experiments
well-known examples include are Latin hypercube designs [31, 110, 257], Orthogonal ar-
rays [210], and covariance matrix based designs like A- or D-optimal methods [201]. Several
other DOE methods, as well as hybrids of them and further aspects, are described in various
publications providing a wide overview [155, 157, 158, 247, 272].
Sequential Designs without Use of Response Data The second important group of
methods to generate initial sets starts with the given set of points and adds further ones.
These methods can extend sets so that costly, already obtained information is reusable for
the generating surrogate functions. It enables the selection of numerous further points for
evaluation, which can also improve the set of points to a more space-filling one. A generally
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valid minimal size for an initial design was not found in literature, but in [180] ten times
the number of active variables is proposed. Basic methods are maximal entropy designs
and minmax designs, more on these methods can be found in [44, 52, 53, 158, 233, 270].
Response Allocating Sequential Designs These methods are also called response-adapt-
ed-designs [124]. An overview on the main update criteria for sets of candidates that are
response-based is given in [270]. The general procedure is the same for most approaches.
The first step is an initial set of points which is given by one of the two previously mentioned
procedures, or just from given results from earlier evaluations that were made by any
reason. A surrogate function is fitted to output values and, based on a criteria defined,
the next candidates as the most promising point, is chosen [238, 270].
The standard approach iterates the following steps until kind of convergence is realized. A
surrogate function is built using information obtained earlier from black box evaluations.
Then, the minimum on this surrogate has to be determined and, finally, the resulting
candidate is evaluated by the original objective function. In literature this is referred to
as strawman approach.
In [224] a sequential approach is presented, which applies a strawman-like approach in
combination with RBFs. The difference here is that additional constraints are added to
the problem, providing a minimal distance a new candidate has to hold to other points
of an existing set. This prohibits points from clustering too close together. Keys and
Rees [152] proposed to select new points for evaluation based on the distribution of the
quantiles of estimated second derivatives of the surrogate function. A rather different idea
is to define a measure of bumpiness and minimizing this by assuming changes for added
points [120].
Approaches using stochastic approximations like DACE often utilize information of uncer-
tainty combined with the idea of the strawman approach, in order not to get strapped in
a local minimum. The uncertainty information supports more global exploration proper-
ties [147].
Sacks et. al. [231] minimize the integrated MSE on the variable domain, whereas Trosset
et.+al. [268] subtracts the quare root of the MSE from the DACE surrogate. Schonlau [237]
merges surrogate functions and the probability of points having a lower function value for
the so-called expected improvement criteria which is maximized to find the next point.
Constraints can also be incorporated directly into an objective function for minimization
this way [238]. The variance, respectively, the MSE, vanishes at already evaluated points
because there is no uncertainty on the function value. The expected improvement function
value becomes zero for these points. For the generalized version, an additional parameter
balances the local and the global search.
Several other criteria are reviewed in [235], but no criteria has been identified that outper-
forms the others in terms of function value improvement and the number of used function
evaluations. Thereupon, the heuristic is proposed to switch every five iterations of mini-
mizing the surrogate function to maximizing the variance of the surrogate to obtain new
candidates. In [233], this switching criteria is the most consistently high-performance
method for a sequential design. A similar idea is also proposed in [29].
Sequential designs are well-suited for expensive black box-based optimization problems,
but are still very sensitive to the initial set of points [72, 147]. The response data of an
initial set of candidates could provide a misleading picture of the underlying function.
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Beyond that, most methods that balance improvement and uncertainty simultaneously
often do not explore the variable domain as aggressive as strictly strawman approaches
do. Thus, they provide a better chance to find globally good candidates [233]. Local
exploitation might be the better choice for problems with a small contingent of black box
evaluations [169].
Optimization on Surrogate Problems
Optimization on surrogate problems does not have to deal with incomplete and misleading
information, compared to the optimization directly on problems based on black boxes. The
objective function of the surrogate problems is an explicitly given mathematical function.
It enables the use of gradient-based first and second order optimization methods. However,
DFO can also be used for any reason if the computational cost for optimization performed
on the surrogate problem does not have to be taken into account.
EAs and GAs are used for optimization on DACE approximations in various ap-
proaches [76, 222]. In [100], it is reported that 90% of computational cost are saved
by using the, therein proposed, approximation procedure. In [82] several EA frameworks
using surrogate function are described. Within a hybrid framework an EA on a global
surrogate function is used to generate new candidates as the starting point on a local
surrogate function [282]. DIRECT is used for identifying the next candidate within the
expected improvement criteria in [235].
Regis and Shoemaker [224] proposed, apart from using only standard Newton-Type meth-
ods, a hybrid method using DIRECT to generated starting points for Newton-Type meth-
ods [40]. Branch and bound approaches together with underestimators are proposed
in [149] to add global search properties. A pattern search was applied for surrogates
optimization approaches denoted, as the surrogate management framework SMF or model
assisted pattern search [29, 64, 243, 269]. It integrates candidates identified on the surro-
gate problem into a pattern search algorithm, so that the convergence results for pattern
search methods still hold. This way, promising candidates for a low objective function
value are included, as well as candidates providing global exploration abilities.
Summary
Rules of thumb to decide which method to choose for a surrogate are given in [248].
DACE is suggested for problems up to 50 optimization variable dimensions, as well as
for deterministic problems, because it is flexible and interpolates. RSM should be used
with up to ten dimensions and only for non-highly nonlinear responses. It would also suit
stochastic problems because it is a non-interpolating method. For a three-dimensional
example, RSM and DACE performed almost equally [246]. Open questions are the way
to set the free parameter and basis functions for any approximation method, as well as
to define stopping rules. Standard choices for the latter are the number of iterations, the
improvement per iteration, or the applied step size [28].
The validation of a surrogate once or in each iteration, is a special issue and is addressed
by several publications [156, 156, 249]. Cross validation approaches provide just one, often
used, tool for it [42, 149, 187, 209].
A surrogate function, once build for optimization purposes, can also provide additional
information on sensitivity [149]. The analysis can be performed by screening [155], factor
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interaction analysis [230] or analysis of variances (ANOVA) [31, 140, 145, 226]. Beyond
this, a general introduction into sensitivity analysis is given in [232].
ANOVA can help to understand the main drivers of a problem when information is available
about the importance of each variable dimension. In [28], the most important variables
were identified by ANOVA to derive a ten-dimensional problem from a 31-dimensional one.
A similar approach is presented in [254].
As we can imagine, the idea of using surrogate problems to solve optimization problems
gives a lot possibilities to design frameworks using more than just strictly one optimiza-
tion method. Examples are the use in combination with a GA [121], or within a PSO
framework [216].
2.2.4 Constrained Optimization Problems
Gradient-based methods often incorporate linear and nonlinear constraints directly. How-
ever, most DFO methods are not made to incorporate the different kinds of possibly arising
constraints. Hence, the optimization problem can be transformed into an appropriate for-
mulation to close the arising gap for DFO methods.
The classical approaches are to use different types of penalty functions. These functions
help to transform a constrained problem into unconstrained, by penalizing the violation
of equality and inequality constraints with an extended objective function. An exterior
penalty function penalizes if constraints are violated. Realized violations of constraints
are added as a weighted sum to the objective function, multiplied by a factor that is often
raised from iteration to iteration to identify a feasible region. The best known example
for an exterior penalty function is the quadratic penalty function, which uses no special
weights but adds the sum of squares of the violations. Another way would be to add a
barrier term to the objective function. This guarantees feasibility in each iteration and is
important for problems that otherwise cannot be evaluated. The most important function
of this kind is the logarithmic barrier function, which provides continuous differentiability
of the transformed problem. These approaches solve a sequence of optimization problems
to find the optimum of the origin problem.
There are further approaches using different penalty terms added to the objection function,
or even to the problem’s lagrangian. They provide the solution of the origin problem under
certain assumptions directly, but for more details we point the reader to standard textbooks
on numerical optimization [104, 206]. Different filter approaches [89] to incorporate non-
linear problem constraints are applied to expensive black box problems in [9, 36, 65, 186].
Finally, it can be stated that methods to include general constraints still do not often
found their way to the practitioners for the use combined with DFO methods.
2.3 Mixed-Integer Nonlinear Optimization
The last section has shown that existing DFO approaches do not have the capacity to han-
dle mixed-integer problems considered. However, if the objective is given without induced
noise and completely mathematical it is still a challenging task, because mixed-integer
problems combine the difficulties from both continuous and discrete optimization. First,
the integer-valued variable domain sets up the combinatorial problem that has to be solved,
and with an increasing dimension of this component an NP-complete problem arises. Sec-
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ond, nonlinearities and even the nonconvexity of the problem add further complexity [91].
A brief overview of optimization methods and software for problems with integer and
continuous-valued variables is given in [39]; a detailed list of different applications can be
found in [92]. In this section we will focus on the main advances in MINLP, considering
they could help to solve black box-based problems.
2.3.1 Problem Statement
It has to be assumed that the problem defined in equation (2.2) is not disturbed by noise
and provide exact derivative information. Additionally, it has to be defined on a variable
domain that is relaxable according to the integer-valued subdomain. In addition, fand g
need to be convex functions to find the global optimum with local MINLP methods.
A Problem Statement
Common formulations for MINLP problems are equivalent to the following one,
min f(p, s),
s.t. gi(p, s) = 0, for i ∈ Ieq,
gj(p, s) ≤ 0, for j ∈ Ineq,
p ∈ IRnp , s ∈ INns .
(2.2)
The objective function is given by fas in equation (2.1), with f : Ω ⊆ IRnp × INns → IR.
Bounds, linear, and nonlinear constraints are summarized by g, with g : Ω → IRng . Both
functions are well-defined for (p, s) ∈ Ω, where Ωg ⊆ Ω is the domain for feasible tuple
(p, s). The elements of the index sets Ieq denote the equality constraints, elements from
Ineq the inequality constraints, where the total dimension of constraints is given by ng. The
solution for (2.2) is given by (s∗,p∗) ∈ Ωg. A more detailed problem description including
strategies for modeling these problems is given in [207].
Furthermore, starting with this formulation almost all other kinds of static optimization
problems are special cases of it. The standard NLP problem arises by ignoring s, the
standard mixed-integer linear programming (MILP) problem by assuming fand g to be
linear. Often s is introduced as a binary variable, but such a formulation is equivalent to
the one introduced in (2.2). The same holds when s can take on only discrete values but
no integer values. Transformations for both cases can change the dimension and size of
the variable space Ω, but w.l.o.g. an integer-valued s is assumed in the following.
Problem Decomposition According to Developed Methods
In early publications like [102] a problem separation is used so that the integer-valued vari-
ables, namely the complicating variables, arise only linearly in the objective function. This
also reflects the history of the devolvement of numerical solvers in two areas of research,
NLP and MILP.
Grossmann describes in [118] a problem decomposition by formulating main subproblems
that are generated and investigated by the developed numerical methods for MINLP. First
he introduces the relaxed MINLP problem defined on the continuous relaxation of the
variable domain according to its integer-valued subspace, as given in equation (2.2). The
result of ignoring the integrality constraints for s is a NLP subproblem. The solution of
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this problem typically provides no integer-valued candidate for s, but a lower bound for the
original MINLP is generated. Introducing and varying bounds for s will lead to branch
and bound approaches, as we will see. By fixing the integer-valued variable s an NLP
subproblem arises of the dimension np, because p is the only optimization variable. The
solution provides an upper bound for the original problem. The third NLP subproblem
formulated by Grossmann deals with nonlinear constraints. If we take the latter NLP with
fixed value for s, and assume the case that no feasible initial candidate for p is available,
minimizing the constraint violation results in a further NLP subproblem.
Besides this, a linear optimization problem arises by replacing the nonlinear functions that
are depending on s by supporting hyperplanes. Derived from linearization, the objective
function is underestimated, and the feasible region overestimated. The variables of this
MILP problem are p and s, and a solution provides a valid lower bound for the MINLP
problem.
Using this decomposition methods, Grossmann reduces MINLP problems to a series of
NLP and MILP subproblems that have to be solved iteratively. MINLP strategies that
apply this decomposition in MILP and NLP problems keep the benefit of efficient codes
that have been developed in both areas.
2.3.2 Numerical Methods
In the following we summarize methods that apply the main ideas via decomposition in
subproblems to solve MINLP problems [220].
Outer Approximation (OA) Methods
OA is originally designed for problems where the nonlinear part is convex and only de-
pending on continuous-valued variable p. The integer variable s is only a part of linear
functions, as described [75]. The extension to general MINLP problems is given in [90].
It uses a relaxed MILP master problem combined with the NLP formulation, with fixed
values for s combined in a cycle. The linearization to set up the MILP is consistently
improved while the iterations go on. For the convex case, a sequence of non-decreasing
lower bounds of the original problems is provided [118].
In [90], a further algorithmic extension is also discussed which includes a mixed-integer
quadratic master problem that uses second order information. The NLP problem is solved
in each cycle for the result of the MILP run, and the solution is an upper bound for the
original MINLP problem.
Generalized Benders Decomposition (GBD)
Benders decomposition was first introduced for optimization problems with a linear part
based on the integer-valued variables, and a nonlinear part containing all continuous-valued
variables from the linear part besides more continuous-valued ones [23]. GBD extends the
Benders decomposition and is introduced in [102] as a MINLP technique. The subproblem,
parameterized by integer-valued variables, does not have to be linear any more.
OA and GBD share the fact, that the decomposition is not bounded to the integer variables.
For GBD, it is assumed that the decompositions is realized by fixing the complicating
variables, even if those are continuously valued. The NLP is similar to the one arising
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in OA in the convex case. It provides an upper bound for the solution. The MILP
master problem is the main difference between OA and GBD. GBD considers only active
constraints [118, 220]. Thus, the dimension of the master problem increases with the
number of iterations for both approaches.
Branch and Bound
The idea was already introduced for the use with MILP problems in the 1960s; an intro-
duction is given in [91]. The nonlinear case is similar to the linear one. The branch and
bound approach starts with an NLP problem which is defined on the continuously relaxed
variable domain for p and s. In the case that the solution already takes integer values
for s, no more work has to be done. Typically, this is not the case, and only a first lower
bound is provided. A bunch of NLP subproblems is generated by varying bounds for the
different components of s. Each of them can be associated with a node of the branch and
bound enumeration tree. The solutions provide lower bounds for the subproblems of the
descendent nodes. A node and all descendent nodes can be eliminate as candidates for
a solution if an associated lower bound is undercut by an upper bound from a different
section of the enumeration tree. Upper bounds are found in nodes where s is completely
fixed, or a solution is found with integer values for all components of s.
The method’s performance is directly correlated to the number of NLP problems, the
complexity of them, and the computational costs to solve them. Thus, the strategy followed
during generation of the enumeration tree and the node selection has an enormous influence
on the overall performance. Already in 1985, Gupta and Ravindran [119] give a comparison
of different branching strategies for convex MINLP problems. The results imply that those
integer variable should be branched, having the most fractional value. In [74], an approach
is presented that uses a probabilistic selection method for the subproblem to navigate
through the branch and bound enumeration tree, and [163] describes a method where nodes
selection is done using a GA. It is still an unsolved question which strategy outperforms
others for the majority of problems.
In [174] the authors describe an integrated approach, where the separation between branch
and bound and the resulting NLPs is removed. At each node of the branch and bound
tree, only a quadratic program has to be solved, and not a complete NLP. This procedure
is interpreted as an improved, lower bounding scheme for branch and bound.
Extended Cutting Planes
This is the first approach considered in this thesis that does not use problem decompositions
including NLP subproblems to solve MINLP problems [277]. This is performed iteratively,
each time adding linearizations of the most violated constraint to the problem. Extended
Cutting Plane methods can only handle linear objective functions. Thus, some problem
transformations have to be made to eliminate nonlinearities for the cost of additional
variables and constraints.
Further Approaches
In [4, 92] wide ranges of different methods are presented in more detail, including refer-
ences to a lot more publications in this field. Further methods are also developed based
on the described approaches. The main intention of these approaches is the ability to
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handle non-convex problems. Examples are generalized cross decomposition, feasibility
approaches [192], recursive quadratic programming [134], different branch and bound ex-
tensions [91], and logic based approaches by generalized disjunctive programming [118].
2.3.3 Mixed-Variable Problems
Geoffrion [102] used the term complicating variables to describe the influence of the
integer-valued variables when he introduced GBD. Benders [23] defined problems with
integer-valued variables as mixed variable problems (MVP). Today these problems are
referred to as MINLP problems. The expression MVP was picked up again in [1, 2, 8].
Therein, the integer-valued variables are divided into two different types, those that have
no deep influence on the structure or characteristic on the optimization problems, and
those that have. The latter ones are categorical variables and are the complication ones
for black box-based MINLP problems.
Categorical Variables and Non-Relaxable Domains
Categorical variables arise when decisions like system topology or material to use are
included as optimization variables [2, 127, 181, 182]. The result is that no relaxation on
the variable domain of the categorical variables is possible. The use of MINLP methods
is not possible anymore. Thus, these problems do not belong the group of relaxable
problems [39] that can be solved by existing MINLP.
Abramson [2] mentioned that a linear connection in the categorical variables makes prob-
lems easier to solve, especially if system information is needed to generate mappings be-
tween variables space for changing value of the categorical variables.
Adopted Approaches for Non-Relaxable Problems
Extensions for Sequential Quadratic Programming A trust region sequential quadratic
programming (SQP) method for non-relaxed problems with only smooth, almost linear
influences resulting from the integer variables was adapted in [84]. Categorical variables
are explicitly removed in this approach. We do not focus on the trust region methodology
here. To include the integer-valued variable, an approximation of the first derivative with
respect to the integer-valued variable is needed. This is obtained by calculating central
finite differences, using the closest available point in each component of the integer-valued
variable. This results in a linear approximation by three function evaluations for each
component of the derivative. A comparable approach is also given in [41]. Especially for
expensive function evaluations, such a proceeding generates high costs.
Variable Domain Relaxation The idea to relax the integer-valued variable domain by
a surrogate optimization was discussed recently by three different independent groups
[55, 127, 135] and applied within the surrogate optimization approach derived in the fol-
lowing chapters of this thesis. Holmstro¨m et. al. [135] considered a situation where the
objective function is expensive to compute, and no derivative information available. He
used MINLP on the surrogate objective function, which were generated by RBFs for smooth
test problems. In [54] the idea of relaxation by surrogates is adapted for process synthesis
29
2 State of Research in Optimization Methods
applications. The approach is embedded in a response surface methodology of local surro-
gate functions, where only a global surrogate function relaxes the integer-valued domain
and enables the use of branch and bound to identify those promising regions where the
local surrogate is applied [55].
2.4 Summary of Chapter 2
No further information beside a noisy function value of f is provided for the black box-
based objective function. The same holds for the problem constraints that are also based on
black box evaluations. This results typically into a problem of high nonlinearity and strict
mathematical continuity of real-valued variables does not even have to be given. Derivative
information is not available or cannot be generated or approximated in sufficient accuracy
and consistency. In addition to continuous-valued variables, we also have to handle integer-
valued variables. The considered problem does not allow any relaxation techniques, owing
to the black box dependency of the problem. Additionally, the presence of integer-valued
variables may result in a changing dimension of the optimization problem variables and
constraints.
Dynamic optimization problems as described e.g., in [37] are completely out of reach.
Current state of the art optimization methods can only handle problems with continuous
variables of low and medium dimensions. The current situation for the considered problems
was summarized by Tim Kelly in a talk as follows:
Theory is still behind practice, and practice is still behind applications.
In the review of existing optimization methods we found that surrogate methods are
promising for mixed-integer black box-based optimization problems, if they can be ex-
tended by approved MINLP methods to guarantee a feasible solution for the underlying
problem.
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Surrogate Problems
The motivation of this thesis is to develop an derivative free approach for finding sufficient
appropriate solutions for noisy mixed-integer optimization problems containing expensive
black box components. However, in this Chapter we will outline how MINLP can be
integrated within a surrogate optimization approach, based on stochastic approximation
to replace all black box-based components.
3.1 General Optimization Problem Formulation
First, the arising black box optimization problem has to be defined in a way that any avail-
able explicit information is included. In many approaches the original objective function is
replaced by a surrogate. However, this procedure discards explicit information which could
be utilized otherwise by the optimization method. As a general guideline surrogate func-
tions should only replace parts of the problem that really depend on black box evaluations
[13], and not also the explicit ones.
3.1.1 Definition of the Black Box Components
The black box that defines the main components of
u
z
p s
x y
-
-
? ?
-
Figure 3.1: The relevant input ω,
the black box state x, and the black
box output components y.
the optimization problem usually depends on different
external and internal influences and conditions. Typ-
ically, the black box is given as a function y which
depends on the state x, and controllable as well as
uncontrollable external influences summarized as ω.
The system state is only used inside the black box
and is typically obtained as the numerical solution of
a system of ordinary or partial differential equations.
Therefore, we will focus on the parts that are directly
incorporated in the resulting optimization problem.
The optimization variables, which will be of our special interest, are included in ω. Fur-
thermore, ω summarizes all external disturbances factors affecting the system. The system
parameters are, in engineering problems, often system design parameters and become the
optimization variables. However, all components of the initial system state, the controls,
and other system influences can be selected as variables of the optimization problem. Thus,
the relevant output arises as y(x,ω) (cf. Fig. 3.1).
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(a) Variable domain bounded
by hidden black box-based con-
straints.
(b) Variable domain bounded
by implicit optimization problem
constraints.
(c) Further bounding by explicit
optimization problem constraints.
Figure 3.2: Visualization of a three-dimensional variable domain for an exemplary black box-
based optimization problem.
Input Parameters Space
The influence on the system is summarized by ω as proposed, for example, in [193]. In
detail, ω is a quadruple, ω = (u,p, s, z), and summarizes controls u, continuous and
discrete system parameters p and s, and perturbations z. Thus, a distinction between
those components appears to be appropriate.
Controls The controls u given as input of the black box are time-dependent; this means
u is a function that maps the time t ∈ IR into the feasible domain of the controls. This
infinite-dimensional variable typically ends up in a finite-dimensional one, if numerical
methods are used. These are based on time discretization to identify optimal controls u∗.
The resulting large-scale optimization problem is solved usually by efficient gradient-based
methods, e.g., [25, 273].
System Parameters In general, constant system parameters consist of a continuous-
valued component p ∈ IRnp , and an integer-valued one, s ∈ INns . The feasible domains of
p and s are constrained recursively by the output of the underlying black box, and are,
therefore, not explicitly defined a priori. Several components of p and s can also be used
to describe components of the initial state x. The parameters p and s will be used as the
optimization variables for the black box-based problems in this thesis.
Random System Perturbations Finally we divide those factors influencing the system
that we are able to control, from those we are not. These time-dependent random factors
are denoted by z and called perturbations. For the water resources management example
discussed in Chapter 6, z could be used e.g., to describe rain fall as a kind of perturbation
of hydraulic heads. Stochastic optimization methods are tailored for problems with random
variables. For the following, we assume a fixed z for all black box evaluations during an
optimization run.
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Output State Space
The system state is described by x, but not all components of x have a direct impact on
the relevant black box output y, which is included into the arising optimization problem.
Relevant Black Box Output The relevant output is collected by y ∈ IRny . Because we
have only considered changes for the system parameters p and s, y is a function of these
two. For example, if we consider water resources management applications (Chapter 6),
not all hydraulic heads in each knot need to be considered for the optimization problem
in each time step of a numerical simulation. Just a few well chosen monitoring positions
are incorporated. It is another task to select monitoring positions out of all system state
information provided by x over the whole simulation time horizon. All further impacts
on the black box output such as numerical noise, discontinuities, etc., are included by
aggregating the relevant output information of the black box in y.
Resulting Restrictions for the Input Space General optimization problem constraints
on variables and controls have to be handled as well as state constraints. These constraints
are formulated explicitly during the system definition, or later by formulating the opti-
mization problem constraints accordingly. However, if we deal with optimization problems
including black box components, three kinds of constraints emerge, the implicit and the
explicit ones, and the hidden ones [40], which are a priori given by appropriate constraint
functions depending on p, s, or y. The first two will become part of the optimization
problem by an appropriate modeling.
If hidden constraints are violated, the black box fails to return reasonable - or any - output.
This means that a system state x and a there upon based y cannot be determined. The
output of those simulation runs cannot be used quantitatively by an optimization approach,
but only as qualitative information, so that a parameter set, p and s, leads to an infeasible
system state x, respectively y. In the case that no flags are set for unreasonable black box
output, the evaluated y would be used as confident black box output. This would drive
any process of information extraction or system adjustment into a wrong direction.
These considerations lead directly to the domain Ω for the variables p and s that result
in reasonable black box output y,
Ωy =
ny⋂
i=1
Ωyi , with Ωyi := {(p, s) ∈ IRnp × INns | yi(p, s) ∈ IRny , yi well-defined} .
As mentioned before, the different Ωyi are a priori not known and cannot be defined without
running the black box to evaluate y for the different values of p and s. The definition of
Ωy as an intersection becomes relevant when a tuple (p, s) ∈ Ωyi , is evaluated and not also
an element of Ωy.
Constraints on p and s that are not modeled using black box output, are not part of these
constraints. They are taken directly into account as explicitly given constraints during the
modeling of the optimization problem.
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3.1.2 Modeling of the Optimization Problem
Solving the right problem - this should be the question during modeling of the optimization
problem. If the use of a special optimization method is favored, it will influence the way of
modeling the problem fundamentally. Besides, the way to formulate problem constraints
can be very different. In Chapter 7.3, stability of a performed walking motion is included,
just as an implicit constraint, by stopping the measurement of the objective function when
the robot falls. An alternative would be to incorporate sensors detecting the stability and
using this information to set up constraints explicitly.
W.l.o.g. we assume that all optimization variables are already included in the input pa-
rameter space of the black box by p and s. Thus, a few parameters might be without
influence on the black box. Even by assuming that all optimization variables are included
in the feasible black box input space Ωy, we have to deal with different feasible domains
for the variables of the optimization problem. A visualization of the different domains is
given by Figure 3.2.
Problem Constraints and the Objective Function
We take the optimization variables directly from the feasible black box domain Ωy, namely
p and s. Furthermore, a distinction between explicitly given constraints depending only
on p and s, and implicitly given ones, depending on y, has to be done. This is made
analog to the problem definition presented in [13, 36, 64]. The first explicit ones are the
bound constraints,
plb ≤ p ≤ pub, slb ≤ s ≤ sub, with plb,pub ∈ IRnp , slb, sub ∈ INns . (3.1)
Here, ·lb indicates lower bounds and ·up, respectively upper bounds. The linear constraints
are given by
A
(
p
s
)
− b ≤ 0, with b ∈ IRnb , A ∈ IRnb×(np+ns). (3.2)
Furthermore, we have to include the explicitly given nonlinear constraints by
gi(p, s) ≤ 0, with i ∈ Iex. (3.3)
The feasible domain for the optimization problem also depends on the relevant black box
output y. Thus, besides the explicit constraints, we have to handle the implicit ones, given
by
gi(y,p, s) ≤ 0, with i ∈ Iim, (3.4)
where Iim and Iex are the index sets numbering all nonlinear constraints. The dimension
of the nonlinear constraints is given by the sum of the cardinal number of both index sets.
The distinction between implicit and explicit constraints is used to derive the surrogate
problem and was proposed for nonlinear problems in [234].
We summarize the box constraints in (3.1), the linear constraints in (3.2), and the nonlinear
constraints from (3.3) and (3.4) by g, a vector of ng one-dimensional functions with
g : Ωg ⊆ {IRny × IRnp × IRns} → IRng ,
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which defines the feasible domain Ωg of the optimization problem,
Ωg :=
{
(p, s) ∈ Ω | (y(p, s),p, s) ∈ Ωg, g(y,p, s) ≤ 0
}
. (3.5)
This provides the last elements for a short formulation of the optimization problem by an
objective function f ,
min
(p,s)∈Ωg
f(y,p, s), (3.6)
where f is defined on Ωf , with
Ωf ⊆ {IRng × IRnp × INns} → IR.
An optimal candidate (p∗, s∗), with y∗ = y(p, s) holds
f(y∗,p∗, s∗) ≤ f(y,p, s), ∀ (p, s) ∈ Ωg.
W.l.o.g. only inequality constraints are included into this formulation. Each equality con-
straint could be replaced by using two inequality constraints. Of course, this results in a
higher dimension for the constraints. However, for the use of surrogate optimization such
a formulation is more suitable as also discussed in [233].
Changing Dimension of Variables and Constraints
Up to here, the total dimension has always been taken as a constant during the optimization
problem formulation. However, especially in engineering problems, where system design
optimization is often favored, the integer-valued variables can express structural informa-
tion. This typically has an influence on the optimization problem in terms of changing of
the constraints given by g and added or removed components of the optimization variables
p and s. Considering, again, a water resources management problem, no pumping rate
has to be set for a removed well.
Modeling challenges arise if the, initially assumed constant, dimensions of the variables and
constraints given by np, ns, and ng, are implicitly controlled by some of the integer-valued
variables. If structural variables are modeled by binaries variables, they can be used as
on/off switches for those variables, parts of the objective function, and constraints on which
they have impact. Structural changes through variations of the structural variables are
covered this way. The price is an increasing problem dimension because of additional de-
cision variables of all kinds. An overview on methods to formulate appropriate constraints
is given in [22]. An example for such a proceeding is given in Chapter 6.
3.2 Surrogate Functions for Mixed-Integer Black Box
Type Problems
The key feature of surrogate optimization approaches is that the selected optimization
method is not running directly in a loop with the black box, whose output is part of the
underlying optimization problem, but is applied to a problem formulation where the black
box is replaced by an intermediate surrogate approximation.
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(a) Original simulation-based
function optimization surface.
(b) Smoothed surface for the ori-
ginal variable domain.
(c) Surface additionally relaxing
the integer-valued domain.
Figure 3.3: Surrogate function for non-relaxable mixed-integer problems.
3.2.1 Extension of the Optimization Variables’ Domain
The variables p and s have to be out of Ωy for any evaluation of the optimization problem’s
underlying black box. The user just receives an error back for the evaluation of an infeasible
tuple (p, s). This problem is overcome by defining the surrogate problem on an extended
variable domain.
Relaxing the Integrality Conditions
The first restriction on Ωy is the integrality constraint affecting s. This impedes a relaxed
problem formulation which is the first step to applying a MINLP method according to [39].
Hence, Ωy is extended to its continuous relaxation,
Ω̂relax =
{
(p, s) ∈ IRnp × IRns | (p, bsc), (p, dse) ∈ Ωy
}
,
where
bsc := (..., bsic, ...)T , i = 1, ..., ns, bsic := max {si ∈ IN | bsic ≤ si} ,
dse := (..., dsie, ...)T , i = 1, ..., ns, dsie := min {si ∈ IN | dsie ≥ si} .
The underlying black box does not provide any output due to a non-integer-valued sˆ.
However, we assume that a surrogate function which is defined on the relaxed domain
Ω̂relax, might capture the main effects of the underlying black box for the response y
(cf. Fig. 3.3).
Extending the Feasible Domain
A further extension besides relaxing Ωy from the integrality constraints by introducing
Ω̂relax seems reasonable. Hidden constraints may create holes or other awkward boundaries
for Ωy. For those cases, the use of extended domain would ease the use of iterative
optimization methods. Such a domain Ω̂ has at least to be a superset of Ω̂relax, but may
also be without any restriction,
Ωy ⊆ Ω̂relax ⊆ Ω̂y ⊆ IRnp+ns
Typically, numerical optimization methods do not match the constraints during all iter-
ations, so that candidates (p, s) not in Ωy might have to be evaluated. This would lead
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to program aborts for the original problem. If we imagine a Ωy relaxed from integrality
constraints and local undefined areas, then, metaphorically speaking, we are able to walk
from one tuple (p, s) to another without leaving the domain.
A new integer-valued candidate s will be provided using MINLP methods. How the implicit
constraints are held becomes important for the case where Ωy is a real subsets of the feasible
domain of the surrogate problem.
Modeling of the Surrogate Problem
To get a complete, explicitly given optimization problem we have to replace the implicitly
given parts of the original problem (3.6). The black box output y is replaced by a surrogate
function output yˆ, where yˆ is defined on Ω̂y. All other components of the original problem
are already defined explicitly, and can be included directly into the surrogate problem.
The surrogate optimization problem follows as
min
(p,s)∈Ωgˆ
f(yˆ,p, s), (3.7)
where
Ωgˆ :=
{
(p, s) ∈ Ω̂y | (yˆ(p, s),p, s) ∈ Ω̂g, g(yˆ,p, s) ≤ 0
}
. (3.8)
Of course, a candidate (p, s) has to be out of the Ωg to be feasible for the original problem,
but during the optimization process on the surrogate problem errors are excluded resulting
from missing black box output for y
We can assume, as a special case, that the objective function fand the implicit constraints
gi, with i ∈ Iim, are equal to the black box output y. This simplification is often used
in literature to formulate the surrogate problem. Ignoring the implicit components and
all other constraints apart from the box constraints would lead to the original formulation
of Sacks et. al. [231]. Hence, the explicit components of the optimization problem are
included in the underlying black box and the provided information is ignored.
3.2.2 Generating Surrogate Functions by Stochastic Approximations
The optimization approach we use is the statistical method DACE as mentioned in Chap-
ter 2. The standard approach designed for deterministic black box optimization problems
described by Sacks et. al. [231] is widely used for surrogate-based optimization methods.
A benefit of DACE is that it is not bounded to a special kind of initial set of basis points.
This makes DACE easy applicable to existing sets of black box output data.
DACE for Relaxed Mixed-Integer Problems
We use an extension for DACE to handle not only the continuous-valued p, but also the
integer-valued s in such a way that the black box output y is approximated [126]. An
underlying stationary Gaussian stochastic process with a constant mean is assumed to
provide a good surrogate yˆ for the black box. W.l.o.g. we assume a one-dimensional y
to describe DACE. For a given set of system designs B = {(pi, si)}i=1,...,n and black box
outputs y(pi, si) the surrogate function yˆ to be built by DACE has to meet
y(pi, si) = yˆ(pi, si), ∀ (pi, si) ∈ B.
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Figure 3.4: Decomposition of a DACE approximation.
The main effects of y should be covered by yˆ, but it is obvious that yˆ is exact only for
(p, s) ∈ B. It results
yˆ = h(p, s)βT + Z(p, s). (3.9)
The first and more global part on the right side in (3.9) approximates the global trend of
the unknown function y by a linear combination of a scalar vector β ∈ IRk, with k known
fixed functions depending on p and s, summarized by the k-dimensional h (cf. Fig. 3.4 a).
The second part Z guarantees that yˆ fits to y for all elements of B (cf. Fig. 3.4 b and c).
This “lack of fit” part is assumed to be a realization of a stationary Gaussian random
function with a mean of zero, E[Z(p)] = 0, and a covariance,
Cov[Z(pi, si), Z(pj, sj)] = σ
2
ZR((pi, si), (pj, sj)),
with i 6= j, and i, j ∈ {1, ..., n}. The smoothness and property of differentiability are
controlled by the chosen correlation function R, here as the product of one-dimensional
correlation functions,
R
((
pl
sl
)
,
(
pk
sk
))
=
(np+ns)∏
j=1
e−θjd
2
j ,
with
dj =
{
|pl,j − pk,j| for j = 1, ..., np
|sl,i − sk,i| for j − np = i = 1, ..., ns
More theoretical details and assumptions can be found in [158]. However, issues, such as
stability of the covariance matrix [143, 149], or the increased computational effort needed
when B contains a larger number of basis points, have to be considered for practical
applications. However, Srivastava et. al. [256] pointed out that even if the fitting of a
DACE surrogate takes some computational time, compared to the cost of evaluation of the
underlying black box problems, this property can be disregarded.
In a direct comparison with RSM, which assumes a white noise for regression, DACE
enables the use of correlation information, additionally. It also becomes more accurate
with an increasing number of basis points. However, close to the boundary, the DACE
approximation is like many other methods just an extrapolation, which makes it less ac-
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Figure 3.5: Influence of the correlation parameter θ on the DACE approximation, motivated
by [158].
curate. Then, it has to be pointed out that DACE does not provide the possibility to
identify spikes, large discontinuities, or gaps for black boxes apart from regions with a
smooth output y. These phenomena are often the result if characteristics resulting from
integer-valued or binary-valued variables are neglected during the optimization problem
modeling [93]. Now we can address the integer-valued variables directly.
Parameter Estimation
The free regression parameter vector β, the process variance σZ , and the correlation pa-
rameter θ have to be adjusted. Again, we follow the original idea of Sacks and estimate
the DACE parameters by a maximum likelihood approach most consistent to the present
black box values y which yˆ have to match (cf. Fig. 3.5).
The optimal β solves the regression problem and σZ depends on the correlation [178]. By
appropriate setting of θ, as the only unknown component of R, β and σZ are defined. If
a Gaussian process is assumed, the optimal θ is given as the maximizer of the likelihood
function.
Basis Functions for Regression
Different approaches can be considered for the global regression part of the surrogate
function generated by DACE as described in [159, 188]. Universal Kriging is predicting
the mean of the underlying function as a realization of a stochastic process by a linear
combination of k known basis functions, summarized by h. Detrended Kriging applies a
classical linear regression model. Sacks proposed ordinary Kriging that we will use here.
A constant mean is assumed on the entire domain with k = 1, one constant h, and a scalar
β.
The use of different basis functions for the surrogate yˆ should not be mixed up with the
integration with explicitly given components of the original problem. However, the choice
for certain basis functions in universal Kriging approaches could be motivated by prior
knowledge of typical characteristics of the underlying black box output y. This would of
course improve the precision of the approximation.
A further modification would be to use different basis regression functions depending on the
number of basis points that are used for approximation. If a inadequate number of basis
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points is available for quadratic basis functions, only linear basis functions are used. The
basis functions can be chosen to the best advantage during each iteration independently.
3.3 Mixed-Integer Nonlinear Programming for Surrogate
Problems
The use of efficient Newton type methods for optimization is now enabled since the com-
plete analytical, explicitly defined surrogate problem is introduced. In this section we will
only briefly discuss the two main components many common MINLP codes are based on.
The first is to branch and to bound the relaxed integer-valued domain of the problem, and
the second is the use of NLP techniques to solve arising subproblems. In [8] branch and
bound methods are also recommend for problems where continuous relaxation of discrete
variables is possible.
We would like to mention that the user is not restricted to the methods suggested in this
section. Any optimization methods introduced in Chapter 2 is applicable, if it provides
feasible candidates for the underlying problem. Typically, gradient-based methods can
provide a faster convergence than other methods, which results in lower computational
costs. For the following considered applications and scenarios the costs can be ignored, but
when we are thinking about online methods even the resources used for the optimization
on the surrogate problem become important. The more important reason is that Newton
type methods are naturally enabled for use with problems including nonlinear constraints.
Since the surrogate problem is completely explicitly given, we can make use of gradient
information.
3.3.1 Branch and Bound
Also, the use of decomposition methods developed for MINLP, like branch and bound [92,
118], is now enabled. As introduced, MINLP methods cannot be applied to the original
objective function because a relaxed MINLP problem can not be defined for the underlying
black box. However, the surrogate problem is defined on the relaxed domain of s, and as
this is the most common and effective method as proposed in the previous chapter, it is
our method of choice.
Beside general branching strategies, problem specific strategies can also make sense. As
it is shown by [74], the use of prior problem information can accelerate the tree search.
A lot of useable additional information is provided by the surrogate problem. Firstly, the
correlation parameter θ can be taken to indicate which variables to branch first. This
information is of course only available for the implicitly given components. The explicit
ones are not replaced by surrogates. Results from techniques as screening or ANOVA
provide additional sensitivity information of the surrogate problem [31]. The branch and
bound approach is not only useful to guarantee a candidate with an integer-valued s. With
almost no modifications it is a tool for global optimization according to continuous-valued
variables. Thereupon, the resulting bunch of MINLP subproblems is left to be solved.
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3.3.2 Sequential Quadratic Programming
We suggest SQP to solve the resulting subproblems. For instance any NLP method could
also be applied to these subproblems, but in our approach, explicitly given nonlinear
constraints and their gradients are easy to incorporate apart from the linear and box con-
straints of the considered original optimization problem. Furthermore, the noise induced
by numerical simulation into the original objective function is already smoothed out, and
thereby, these subproblems can be solved efficiently by SQP methods [104]. Additionally,
it is a highly efficient optimization method for NLP problems, which include nonlinear
constraints problems. In our case, even only small scale NLP problems arise so that the
main advantages is not as obvious as it would be for large-scale problems.
The idea behind SQP is to solve a NLP problem by using a sequence of quadratic pro-
gramming subproblems. The search direction of each subproblem fulfills the necessary
condition for an optimum of the quadratic subproblem. It is built from the quadratic
Taylor approximation of the objective function plus its Hessian, weighted by the Lagrange
multipliers of the active constraints. The latter components include the information on
curvature of the active constraints. The quadratic problem is solved under linear equality
constraints representing Taylor approximations of the set of active constraints. For more
details we would like to refer to [106] and the very efficient implementation SNOPT [105].
Some process parameters for SQP have to be chosen by the user. An important factor
according to the performance is the starting point. Three different strategies were tested.
We used the best known feasible candidate, the last evaluated feasible candidate, or the
last evaluated candidate. If the SQP algorithm aborts or stops without a solution, we
restart the optimization process with the next best found, namely the previous evaluated
feasible or just evaluated candidate. A superior strategy, out of these, for the choice of a
starting point was not identified.
3.4 Summary of Chapter 3
The approximation quality of the surrogate functions is the linchpin of the derived ap-
proach and makes surrogate optimization a heuristic method. The fitting quality in the
regions of interest is a priori not provable and can only be tested with additional effort
by black box evaluations. However, the derived extension now enables one to address
mixed-integer nonlinear black box-based problems. The basic elements for solving surro-
gate problems were introduced in this chapter. How the information is obtained to build
the surrogates, and how the algorithmic framework of the optimization procedure looks
like, will be discussed in the next Chapter.
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Problems
Underlying black boxes are part of the objective function and the constraints of the original
problem statement. Knowledge from these is only obtained by evaluating the black box
for certain parameter settings p and s. In the previous chapter we assumed that the
information to build the surrogate function approximation is given. However, the choice
of candidates (p, s) is not a trivial question.
DOE is well-known for real-world experiments [33]. The difference to our situation is that
we do not have to determine all elements of an initial base B for evaluation a priori. A priori
information can be used to determine new candidates (p, s) which leads to an adaptive
extension of the prior bases. Such an approach matches better to the characteristics of black
box-based optimization problems, because evaluations are typically undertaken separately
for each candidate (p, s).
Often, because of limited available computational resources the immediate evaluation of
a space-filling set of candidates is not possible. A more efficient sequential optimization
procedure is suggested. During the first step of a sequential surrogate optimization proce-
dure, initial points are used to build the first surrogate problem; in our case, a surrogate
for the black box response y.
4.1 Selection of Initial Design Points
Building surrogate functions to approximate the black box output is mostly done for two
reasons. The first is to use surrogates for visualization of systems or function responses as
mentioned in [33]. Using a surrogate for plots is much cheaper than evaluating the black
box on a complete grid. This would be done first to get an impression of the overall system
characteristics. Therefore, a space-filling design, which covers almost the complete feasible
domain, would be favored.
Visualization is definitely an essential tool to get a better understanding of optimization
problems. However, surrogate functions are used in this approach for the optimization
of problems including black box parts for the same reason of low computational costs.
However, candidates for evaluation which build the basis B for a surrogate are not chosen
for visualization, but for the purpose of an efficient optimization procedure. Response
surfaces are only fitted in regions of Ωg where an optimal candidate (p
∗, s∗) is expected to
be located. If the number of possible simulation runs to find a good solution for an opti-
mization problem is particularly small, all efforts should be spent on optimization and not
for generating an appropriate basis for visualization purposes. However, after a completed
optimization run, many data from black box responses is available to generate global or
local response surfaces to visualize system characteristics, or the objective function and
the implicit constraints of the optimization problem.
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During the whole selection process of new candidates the following (as pointed out in [33])
should be kept in mind:
Don’t forget nonstatistical knowledge - When you are doing statistics do not
neglect what you and your colleagues know about the subject matter field. Sta-
tistical techniques are useless unless combined with appropriate subject matter
knowledge and experience. They are an adjunct to, not a replacement for, sub-
ject matter expertise.
First a small initial set of system designs B0 = {(p(l), s(l))}l=1,...,k is selected and evaluated
as initial base of the first iteration of the surrogate problem. We assume that all elements of
B0 and of all following extended bases provide a black box output for each component of y.
Even if they do not, the only difference is that the surrogate functions for each component of
yˆ are built on different bases according to the definition of Ωyi . New response information
is obtained as long as just one component of y is provided, and an updated surrogate
problem is generated which uses this information.
4.1.1 Candidate Selection without Black Box Responses
The typical method to find initial candidates building B0 is to use DOE methods. A good
overview is given in [158]. Beyond this, is must be decided how many candidates should
be evaluated before the black box response is incorporated for the selection of further
candidates, especially if parallel computing infrastructure is available.
However, standard approaches usually do not consider that besides components of the ob-
jective function, also constraints are partially implicitly given. DOE methods are usually
not even designed for handling explicit linear and nonlinear constraints. It follows that by
a classical DOE method, not even one chosen candidate has to be feasible. Thus, compu-
tational costs would arise for evaluating candidates (p, s), which do not even eventually
provide a black box output.
Of special interest in this context are DOE methods which do not build a base B0 instan-
taneously, like Latin hypercube designs which build complete bases B0. Some classical
DOE methods are able to update earlier initial bases with new elements, or generate fur-
ther elements for B0 based on already given points, independently from any optimization
approach. These methods evaluate additional elements of B0 based on an a priori defined
scheme. The only information to generate new elements are the given elements of B0. This
is the main difference to sequential update methods in surrogate optimization; produced
black box output information y is not used. This property can also become a feature when
investigating problems with hidden constraints. Typically, in a situation where, after the
evaluation of a somehow defined initial B0, almost no simulation output is returned or no
feasible point is found, optimization on a surrogate problem may not provide any reason-
able result. In such a case a DOE that is not depending on response information can help
to explore the domain for feasible candidates to extend B0. Even the fact that no output
is provided is useful information.
4.1.2 Using Expert’s Guesses and Available Information
If expert knowledge is available like a given set of feasible candidates for (p, s), it should
be included as initial information to start the optimization procedure. B0 can be generated
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Figure 4.1: Visualization of the idea of the strawman method.
around the known feasible candidate by varying each single dimension pi and si on its own,
as known from [35, 263]. Of course, each s has to be rounded at least to the next integer
for a feasible B0.
Results from earlier optimization runs can also help to reduce the computational cost
for getting all information needed for an initial B0. This would be the starting situation
if such a surrogate optimization approach is applied as the subsequent component in a
hybrid optimization approach. With an initial surrogate function yˆ(0) based on B0, the
initial phase is closed.
4.2 A Distance-Based Update Criteria
The characteristics of computer experiments are utilized after all available information on
the underlying black box is included. Each new candidate is chosen using all prior available
information, especially obtained from earlier evaluations of the original underlying black
box problem. Torczon and Trosset pointed out in [266] that:
There is merit in balancing the goal of finding minimizers of the current ap-
proximation against the goal of constructing better approximations for future
iterations.
The sequential update starts by adding further points obtained from searching for can-
didates with certain properties on the surrogate problems during each iteration. After
each iteration a new surrogate is built using the extended basis of responses. Different
sequential update strategies were already discussed in [233].
4.2.1 Local Update, Strawman Approach
The iteration is triggered by searching for a minimizer of the initial surrogate problem
(p∗0 , s∗0) and by adding it as the next candidate for the evaluation of the underlying
black box. This point is added to B0 for an updated basis B1 of a new surrogate yˆ(1)
(cf. Fig. 4.1). This is repeated in each iteration i to build new surrogate problems by
extending the previous basis Bi−1. If candidates evaluated do not provide a response for
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Figure 4.2: Including the MSE into the update criteria.
each component of y, the components of the surrogate yˆ
(i)
j are defined on different bases
jBi, with jBi ⊂ Ωyi .
4.2.2 Mean Squared Error as Uncertainty Predictor
The MSE provides a measure to predict the approximation quality of yˆ and is given as the
difference between the output of the black box to be approximated, and its approximation.
This valuable information is a byproduct of using DACE to determine a surrogate as
introduced in Chapter 3. Using the notation proposed by [233], the MSE for a component
yi of the surrogate is given as
MSE [yˆi(p, s)] = σ
2(p, s) = σ2Z
(
1− rT(p,s)R−1r(p,s)
)
, (4.1)
where σ2 describes the Kriging variance of the surrogate, which can be evaluated once
the regression factor β and the process variance σ2Z are already determined [237]. The
remaining elements in Equation (4.1) are the matrix R describing the correlation between
all candidates of Bi, and a vector r describing the correlation between the set (p,s), at
which the response of the black box is unknown, and all elements of Bi,
r(p,s) =
(
R
((
p, s), (p(1), s(1))), ..., R((p, s), (p(n), s(n)
)))T
, (4.2)
where n denotes again as the magnitude of Bi.
The main idea is to balance between searching for a new minimum of the surrogate problem
and to improve the quality for unexplored regions of the variable domain. In almost
every approach where DACE is used to build the surrogate problem, a MSE equivalent
information is somehow used to realize this idea.
However, in contrast to the update strategies discussed by Sasena [233], we use convergence
to candidates determined previously as criteria to stop minimizing f(yˆ,p, s), and to search
for a new candidate with a modified objective. This is partly motivated by the work of
Regis and Shoemaker. In [224] the search for a point that minimizes the surrogate problem
extended by an additional constraint is proposed. A new minimizer has to be outside -balls
surrounding all elements of the current basis Bi.
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We use this constraint as a switch for our optimization procedure. If a minimizer (p∗i, s∗i)
is, during iteration i, inside of an -ball around elements of Bi, the process is forced to find
a candidate (pMSE∗i, sMSE∗i) ∈ Ωgˆ, which maximizes the MSE of the component yˆj with
the most impact on for a user defined aggregation for different components of yˆ, given by
MSEf (yˆ). The new candidate is still obtained subject to the unchanged constraints of the
surrogate problem. The effect of this switching criteria is that the optimization cannot get
stuck into a local minimum (cf. Fig. 4.2). It ensures that all information obtained earlier
is included for the selection of new promising candidates. This continues until a stopping
rule is satisfied.
This procedure has two further benefits. First, by ensuring a minimal distance between two
elements of any base Bj, numerical stability is enhanced. The elements of the covariance
matrixR are dependent on the distance between elements of Bj. If the distance approaches
zero, the entries of R do the same. This leads to numerical issues during the surrogate
building process [79, 143, 149]. Second, from a practice-oriented perspective, the minimal
distance criteria can be used to reflect manufacturing tolerances of the underlying systems.
The outlined criteria behave as described in Algorithm 1.
Algorithm 1 Distance-based update criteria for surrogate optimization
1: B0 is given, set j = 0.
2: Evaluate f (y(p, s),p, s) and g (y(p, s),p, s) ∀ (p, s) ∈ Bj.
3: Build a surrogate yˆ(j) by running DACE on Bj.
4: Find (p∗j, s∗j) = arg min f(yˆ,p, s) subject to (p,s) ∈ Ωgˆ.
5: If ||(p∗j, s∗j)− (p, s)|| ≥ , ∀(p, s) ∈ Bj, i = 1, ..., n, go to 8, else go to 6.
6: Find (pMSE∗j, sMSE∗j) = arg max (MSEf ) subject to (p,s) ∈ Ωgˆ.
7: Set (p∗j, s∗j) = (pMSE∗j, sMSE∗j).
8: Evaluate y(p∗j, s∗j), and define Bj+1 := Bj
⋃{(p∗j, s∗j)}.
9: Stop, or set j = j + 1 and go to 2.
4.2.3 Stopping Rules and Convergence
There is still the question when to stop the search for new minimizer. Some stopping
rules exist which can be followed, but a general rule cannot be given. In practice the
underlying black box evaluations consume many computational resources. To bound the
cost in total or in relation to the achieved improvement is a simple consecutive rule. Total
cost means in this context, the overall consumed resources, and relative cost means the
resources compared to the achieved improvement. During the first iterations there is
usually a large improvement. An objective function improvement is typically not found in
each iteration, but only after a number of black box evaluations in iterative optimization
processes by sampling. The length of such unsuccessful periods can be bounded. For most
of the applications presented in Chapters 5 to 7 a total number of black box evaluations
is applied as a stopping rule.
How many resources are finally spent is difficult to predict. The desirable aim, five times the
dimension of the optimization variable is mostly not a realistic goal for large improvements.
But this reflects the especial interest to find good solutions and not optimal solutions many
iterations later. However, if prior knowledge is available in the sense of theoretically known
objective function minimum values, or given reference solutions, it should be incorporated
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directly. The procedure is stopped if an objective value is obtained close to a known optimal
value respecting a user-defined tolerance. On the other hand, a yet missing systematic
reasonable stopping rule may enforce more interest in interactive optimization methods,
where new system information is under the user’s review directly during each iteration as
in some of the so-called simulated reality approaches.
4.3 Options for Parallelization
A way to reduce the required wall-clock-time for computationally exhaustive, or other
resource-consuming applications is parallelization, e.g., applied in [108] for a surrogate op-
timization approach. Parallelization of simulations in engineering is on its own a huge area
of current research. The evolution of workstations and desktop computers to multi-core
CPUs in background even accelerates the progress in this field. Indeed, the measurement
of wall-clock-time does not provide an appropriate possibility for comparison of the effi-
ciency of different optimization approaches, but rather, enables to reduce the user-time
needed to obtain a proper solution. Therefore, hardware used in total weighted by total
time consumed would also provide a certain degree of comparison [24]. W.l.o.g., we assume
in the following that the evaluation of the underlying black box is done as efficiently as
possible as proposed in [78].
The starting point for parallelization approaches is the distribution of the objective function
evaluations, the distribution through the optimization framework, and the distribution of
each optimization instance itself. The following aspects have to be considered under the
assumption that the computational costs for optimization can almost be neglected, in
comparison to the black box evaluation costs.
4.3.1 Sequential Optimization Procedures
The pure sequential procedure is the classical approach where optimization and black box
evaluation are coupled in a simple loop as shown in Figure 4.3 a. The applied optimization
method uses the provided output y to determine the next candidate, and switches back for
the black box evaluation. The resources needed to obtain new candidates are only a small
part by definition, and the black box evaluation environment is only for a short period not
in use. This is the simplest example of a queueing system, one queue and one exit point.
4.3.2 Synchronous Parallelization Approaches
For the following considerations we assume that the black box allows n evaluation runs in
parallel, so that the total used time can be reduced if the applied optimizers make use of
it.
Simultaneous Parallelization of Objective Functions Calls
For simultaneous use of the available parallel computing infrastructure, optimization meth-
ods can only be adopted efficiently if they aggregate the output of n objective function
evaluations to generate n new candidates for simulation. Methods like GAs or EAs are
naturally enabled for these kinds of parallel function evaluations. If the optimization pa-
rameters are well-suited for the hardware that is used, all available resources are used.
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Figure 4.3: Problem parallelization frameworks approaching the different procedure levels.
New candidates are only generated by the used optimization procedure on demand when re-
sources for black box evaluations are available.
Depending on the size of the problem, usually only sizes of 20, at the most of 30, elements
per generation are used for expensive black box-based optimization.
The number of elements per generation is just one approach for parallelization of these
methods; most parallelizable methods are not freely scalable according to available hard-
ware. A trade-off arises between more applied hardware resources and total efficiency so
that the wall-clock-time cannot be reduced linearly by simply providing more resources.
Especially for the proposed surrogate optimization methods, synchronous parallelization
is a way to speed up the process. The initial DOE is typically evaluated in parallel. After
an initial DOE, the use of multipoint methods provide further simple methods to generate
a number of candidates, as is needed to exploit the capacity of the parallel infrastruc-
ture. In [252] this is performed by running the black box for as many local minima of the
surrogate problem as instances for evaluations are available.
Parallelization of Optimization Methods
Additionally, a simultaneous procedure of parallelized objective function evaluation enables
the use of the resources between two steps to determine the next candidates. This does
not provide a significant improvement of total computational time; these costs are negli-
gible for the problems considered here. It becomes interesting for hybrid and interactive
optimization methods. As a simple example of how this can be applied, just assume that
each of the n candidates that are generated on separate nodes during one iteration of the
optimization approach, so that all resources are allocated in rotation by optimization and
by black box evaluations. The described type of parallelization is a sequential simultaneous
parallel procedure. On example is given by Dennis for the multi-directional search algo-
rithm in [63]. A hybrid optimization approach could place multiple optimization methods
on different nodes, each generating a new candidate.
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4.3.3 Asynchronous Parallelization Approaches
Besides simultaneous approaches for parallelization, we can also consider situations where
each of the objective function evaluations for different candidates do not consume the same
time, or where the evaluations are not started simultaneously (cf. Fig. 4.3 b). This may
occur after the initial phase of the optimization procedure, or even at the very beginning
when the information from previous black box evaluations is incorporated.
Asynchronous Distribution of the Simulations
Optimization methods, which generate new candidates for simulation without getting new
responses for candidates cause an asynchronous proceeding. As a very simple example
of such a method, we can think of a number of existing evaluated points, and each new
candidate should minimize the maximal distance to all other points. This way, parallel
systems with any number of nodes can be used. However, there is no guarantee that the
available computational power in such a net will always be used at a certain level.
For a detailed description for a special procedure we refer to an implementation of Gray
and Kolda [115], where a queue of candidates is also unattached by new obtained re-
sponses. Methods using all available problem information are more efficient for surrogate
optimization. As soon as new results are returned, all previous candidates from the queue
for simulation are replaced by new candidates, generated using all obtained information.
This means that new candidates for evaluation should be generated only on demand.
Distribution and Parallelization of Simulation and Optimization
In an asynchronous parallelization scenario, the optimization distributes the objective func-
tion evaluations and the black box evaluations. These jobs run on different available nodes.
If we especially consider mixed-integer optimization problems that are solved by branch
and bound, different nodes of the branch and bound tree can easily be distributed. A
parallel tree search helps to decrease the total time to get new candidates. A first ap-
proach to utilize parallelization for simulation and optimization issues is given in [81],
where distributed simulation, the use of surrogates and different optimization methods are
applied.
4.3.4 Problems with Multiple Black Boxes
Finally, we can assume a situation where all components of y are not available at the
same time, which corresponds in parts with the situation where not all components of y
are provided with one black box response. This is the typical resulting scenario if more
than one black box has to be run for a function evaluation of fand g. Multiple black box
problems arise, for example, if different numerical simulation programs are used to evaluate
different components of y. Barton discusses a layout for a multi black box scenario [18],
and presents a general layout to deal with multiple black boxes, needed to evaluate the
underlying objective function (cf. Fig. 4.4).
A more complex situation occurs in multidisciplinary design optimization, a field of
engineering that uses optimization methods to solve design problems incorporating a
number of disciplines, which results in optimization problems aggregating various black
boxes [6, 30, 137, 272]. Such a multi black box layout allows, in the first place, integrated
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optimization approaches. However, on an abstract level, the situation is well-suited to the
derived approach, as it is not mandatory for fand g to be evaluated completely. As soon
as just a response value of one component of y is returned, new candidates are generated.
Another problem often arises when different black boxes are coupled directly, and not only
aggregated by the objective function, but depend partly on the output from another. An
approach presented in [141] is called collaborative metamodeling, where dependencies of
the underlying black boxes are identified and used to build up a system of surrogate func-
tions for each single black box or for even closely related sets of black boxes. On these
sets of surrogate functions, an optimization run can be carried out. Foremost, the derived
approach allows the adaption of such closely-coupled and dependant surrogate functions
as part of the optimization according to integer-valued and real-valued variables.
4.4 Summary of Chapter 4
We described how the surrogate problem, which replaces the original problem as introduced
in Chapter 3, is applied into a sequential update procedure. The candidates for black box
evaluations are determined by the optimization procedure and all the information from
each obtained black box evaluation is used to find new candidates. In this way, the derived
surrogate optimization approach generates a framework for a iterative black box-based
optimization procedure, which es even applicable to parallel environments.
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In this Chapter we apply the derived surrogate optimization approach to solve typical op-
timization problems arising for two electrical engineering applications. We will retrieve all
the characteristic optimization problems attributes described when we introduced general
black box based problems.
5.1 Characteristics of Magnet Design Optimization
Both design problems following are based on a finite element (FE) simulation of electro-
magnetic fields but are used for the design of quite different devices. First, we take a look
at a design optimization problem of a magnetic bearing which is of lower complexity than
the latter design problem of a superconductive magnet. Therefore, a number of implicit
constraints create of nonconvex and disconnected feasible domain as we will see. Besides
continuous-valued variables also integer-valued ones have to be handled for the second
problem.
5.2 Cost Minimal Design of a Magnetic Bearing
Magnet bearings provide properties needed for certain applications as high surface speeds,
low energy consumption, non-contacting, low vibration, and further more. Here we do not
focus on applications for this devices, but on the optimal design under certain assumptions
for the magnetic bearing properties.
(a) Geometry model. (b) Meshed model. (c) Electromagnetic field.
Figure 5.1: The different steps form design to simulation of a magnetic bearing.
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Table 5.1: Numerical simulation response.
ycosts(np, ppl, ppw, pyw) Total costs of copper and steal in e
ydirect(np, ppl, ppw, pyw) Force in direct direction in N
yquad(np, ppl, ppw, pyw) Force in direction of quadrature in N
2
5.2.1 Design Details for the Magnetic Bearing
The technical problem in designing a magnetic bearing is to respect the ferromagnetic sat-
uration, the eddy current, and the hysteresis losses in the numerical simulation. Especially
the exact calculation of the forces has to be guaranteed.
For the case considered here, the layout is parameterized by the number, the length, and
the width of the poles, as well as the thickness of the yoke, and the inner radius of the
stator. A 3-D model is generated (cf. Fig. 5.1 a) for which a mesh is built (cf. Fig. 5.1 b),
that provides the base for the FE code to simulate the electro magnetic field (cf. Fig. 5.1 c).
All steps are summarized by one simulation package [212]. Three factors calculated from
the simulation output are taken into consideration, the total costs of copper and steel
to build the bearing, and the force in the direct direction as well as in the direction of
quadrature to guarantee the expected bearing properties. Table 5.1 summarizes the output
y = (ycosts, ydirect, yquad)
T ∈ IR3 of the used simulation package which is being coupled in a
loop with the optimization.
5.2.2 Optimization Problem Formulation
In Table 5.2 the parameters of the system design problem are given. A reduction to two
continuous-valued variables is motivated by initial examinations where these two optimiza-
tion variables were identified as the most important ones, the poles width and length. The
number of poles is fixed to nine, because in contrast to prior guesses, only a few feasible
designs with a different number of poles exist. This was confirmed during an expensive
grid search of high resolution with different number of poles to proof the results from the
optimization process. The aim is to reduce the costs of copper and steal for such a device,
min f(ppl, ppw) := ycosts,
subject to constraints g = (g1, ..., g4)
T , where the first two are given implicitly
g1(ppl, ppw) := (ydirect − yquad)2 ≤ 104
g2(ppl, ppw) := −ydirect − yquad ≤ −200.
Table 5.2: Design problem parameters.
np ∈ IN Number of poles ppl ∈ IR Pole length [mm]
ppw ∈ IR Pole width [mm] pyw ∈ IR Yoke width [mm]
rs ∈ IR Inner radius of stator [mm] ppd = 2pinp Pole distance [rad]
tol = .001 Manufacturing tolerance [mm]
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Another two explicit constraints,
g3(ppl, ppw) := −rs sin(
ppd
2
) +
ppw
2
+ tol ≤ 0
g4(ppl, ppw) := tol − ppl ≤ 0,
and simple bounds on the optimization variables for the geometric model,
10 ≤ ppl ≤ 100, 5 ≤ ppw ≤ 25.
have to be hold. The constraints g3 and g4 guarantee the geometric integrity for the design
of the device.
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(a) Surface of the objective function surrogate af-
ter 35 simulation runs.
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(b) Surface of the objective function.
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(d) Original constraints.
Figure 5.2: Surrogate-based versus simulation-based optimization surface.
5.2.3 Implementation and Numerical Results
The code of the electro magnetic field simulation is a stand alone black box. The whole
optimization procedure is implemented in Matlab, which calls the DACE toolbox [177] to
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Table 5.3: Best found design of the magnetic bearing during the optimization process.
Number of (ppl, ppw) Costs (ppl, ppw) Costs
iteration SurOpt SurOpt DIRECT DIRECT
6 (40, 11.6667) 289.1745 (55, 21.6667) 329.1087
17 (32.2393, 13.3958) 224.2539 (55, 21.6667) 329.1087
23 (29.8582, 13.8585) 205.9889 (35, 15) 229.7703
24 (29.8796, 13.8954) 205.8434 (35, 15) 229.7703
33 (29.8794, 13.8955) 205.8407 (35, 15) 229.7703
36 (29.8792, 13.8956) 205.8395 (35, 15) 229.7703
419 - - (29,8148, 13.8294) 205.9421
2579 - - (29.8880, 13,9026) 205.8404
generate the multivariate approximations of the simulation output. The SQP-method of
the Matlab optimization toolbox is used for minimizing the surrogate problem during each
iteration, as well as for maximizing the MSEf function when needed.
Because of the absence of prior knowledge we start with the evaluation of a four times
four grid on the variable domain of equally spaced points, after smaller grids have not
carried out even one feasible design candidate. This forms also the base for approximating
the problem by a DACE surrogates. The objective function f and the constraints g1 and
g2 are replaced by surrogate functions, the explicit constraints are included during the
whole procedure directly. An instant decrease is achieved right after the sequential update
process is started based just on the information of the previous 16 simulation runs. The
following evaluated design candidates do not provide a feasible design, but they reduce the
constraints violation of g1, which is during the whole procedure the most active one.
The -ball criteria introduced in Chapter (4) becomes active and some new candidates
are evaluated that maximize MSE(yˆcosts). This step provide kind of a restart. However,
the candidate for evaluation start quickly to cluster in one region (cf. Fig. 5.3). The best
found feasible candidate is found after only 36 simulation runs, after only 19 updates of
the surrogate problem. Even after 100 iterations no better design was found, only design
candidates from the entire design space were evaluated. This small example illustrates all
parts of the in Chapter 4 developed update procedure.
To give an impression on the optimization surfaces, the original and the surrogate problem
are compared to Figure 5.2 a and b. The approximation accuracy of the surrogate functions
building the constraints are visualized in Figure 5.2 c and d. The combination between the
feasible region and the objective function is interesting. The surrogates of the constraints
are almost exact around the best found design, but do not provide a good approximation
of the total feasible region of the original problem. A scenario using DIRECT as the
optimizer was set up for comparison reasons. The Matlab implementation of Finkel [88]
was used out of the box. The implicit constraints are handled as hidden ones by DIRECT.
The stopping criteria used is the objective function value of the best found design during
optimization by the proposed surrogate-based approach. After 2579 simulation runs a
function value is found close to the minimum function value found by the first approach.
The steps of improvement during the optimization procedure is given in Table 5.3 as well
as in Figure 5.3, where the results of both applied methods are visualized to point out the
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(a) Costs for the best found feasible design versus
the number of used objective function evaluations
during the surrogate optimization approach.
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(b) Costs for the best found feasible design versus
the number of used objective function evaluations
during optimization with DIRECT.
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(c) Scatterplot of 100 evaluated magnetic bear-
ing designs determined by the surrogate opti-
mization approach.
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(d) Scatterplot of 2579 evaluated magnetic bear-
ing designs determined by DIRECT.
Figure 5.3: Results of the optimization run for the magnet bearing design.
differences. During the optimization procedure with DIRECT, a better design was found
97 times. During an earlier analysis with other optimization methods no better designs
were found than tho one determined using surrogate optimization. A grid exploration of
100 times 100 points equally spaced over the whole variable domain has only provided a
feasible candidate with an objective function value of 206.63.
5.2.4 Summary
We have seen that handling of nonlinear constraints in an efficient way leads to enormous
advantages in comparison to methods not really adopted to deal with them. Of course,
DIRECT can be combined with a more sophistic constraints handling approach, but here
we applied it out of the box, as a typical user would have done it. Thus, the surrogate
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optimization approach determined the cheapest identified geometry of the device with least
function evaluation.
5.3 Efficiency Optimization of a Superconductive
Synchrotron Magnet
The numerical optimization of continuous
Figure 5.4: Example for the type of used syn-
cotron magnet for the new SIS100/300 acceler-
ator [103].
parameters in electrotechnical design
using electromagnetic field simulation
as seen above is already standard. The
surrogate optimization approach is now
applied for the design of an efficient
superconductive magnet for the use in a
particle accelerator facility (cf. Fig. 5.4),
where real-valued as well as integer-valued
variables are used to determine the design
of the device [127, 129, 130].This appli-
cation is motivated by the planned new
facility for antiproton and ion research
(FAIR) (heavy ion acceleration) at the
Gesellschaft fu¨r Schwerinonenforschung
(GSI) in Darmstadt (cf. Fig. 5.5). The field quality in the aperture of the magnet heavily
depends on the geometrical distribution of the turns. The optimal placement of the turns
and the distribution of the number of turns along the turns blocks is our optimization task.
5.3.1 Problem Description
The homogeneity of the magnetic field in the aperture of the superconductive magnet
is determined by the geometry of the coil. Especially, the position of the coil blocks
and the number of turns on each are influencing the quality of the aperture field. The
layout of the coil has to obey mechanical constraints such as, a minimal distance between
two adjacent coil blocks. Invoking a separate continuous-valued optimization for every
possible distribution of the integer number of turns over the coil blocks is not feasible
by the underlying numerical simulation. The function evaluations involve 2D nonlinear
magnetostatic field simulations. The PDE
− ∂
∂x
(
nu
∂Az
∂x
)
− ∂
∂y
(
nu
∂Az
∂y
)
= Jz (5.1)
where nu denotes the reluctivity, Az(x, y) is the z-component of the magnetic vector poten-
tial and Jz(x, y) is the z-component of the applied current density, is discretized by linear
finite-element (FE) shape functions. Due to symmetry, only a quarter of the magnet cross-
section has to be modeled (cf. Fig. 5.6). The FE solver is equipped with adaptive mesh
refinement controlled by a heuristic error estimator based on the locally stored magnetic
energy [212]. This is absolutely necessary to guarantee a reliable function evaluation for
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Figure 5.5: Newly planned heavy ion accelerator facility at GSI in Darmstadt [103].
every geometry suggested by the optimizer. The nonlinearity caused by the ferromagnetic
saturation in the iron yoke is resolved by the Newton method [213].
The quality of the design depends on the homogeneity of the magnetic field in the center of
the magnet aperture. The radial component Br of the magnetic flux density at a reference
radius rref is represented by the series expansion, i.e.,
Br (rref , θ) = B1
∞∑
n=1
bn sin(nθ) + an sin(nθ) . (5.2)
Here, B1 denotes the magnitude of the vertically oriented dipole magnetic flux density and
bn and an are the relative normal and skew components, evaluated at rref , respectively [165].
By construction, b1 (rref) equals 1. For an exact dipole field, all other components are 0.
Acceptable values for bn and an are in the range of 10
−4. These field properties are extracted
from the FE solution by evaluating the magnetic vector potential Az(rref , θ) at a circle with
the reference radius.
Thus, the field quality factor is defined by
y =
√∑
n∈Sb
b2n +
∑
n∈Sa
a2n (5.3)
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yoke
coils
aperture
(a) Parts of the device. (b) 2D Mesh. (c) Area of interest.
Figure 5.6: 2D design optimization problem of the computed electromagnetic field in the
aperture of the magnet.
where Sb ⊂ S0 and Sa ⊂ S0 select the relevant components. The aim is the minimization
of y subject to the geometrical constraints mentioned above. Hence, a constrained, mixed-
integer nonlinear optimization has to be carried out.
5.3.2 Optimization Problem Formulation
Typically, only continuous-valued variables describing the azimuthal distance for each of
the np coils by p, with p ∈ IRnp , are considered for optimization. Additionally, the opti-
mization algorithm has to decide on the number of turns applied in each of the coil blocks,
which determines the size of the individual blocks. These data is represented by integer
numbers s, with s ∈ INns .
The sum of turns on all coil blocks is fixed, and furthermore a gap of the size of one winding
has to be respected between two neighboring coil blocks. These geometric restrictions lead
to lower and upper bounds as well as linear constraints on the optimization variables p
and s, which are summarized by
plb ≤ p ≤ pub, slb ≤ s ≤ sub, (5.4)
with plb,pub ∈ IRnp , slb, sub ∈ IRns , and by
A(pT , sT )T ≤ b, b ∈ IRnb , A ∈ IRnb×(np+ns). (5.5)
The resulting domain of feasible design candidates (p, s) for the device is defined by Ωg.
Equation (5.3) provides the simulation-based objective function value for a certain combi-
nation of (p, s), which has to minimized for a good design. Finally,
min f(p, s) := y(p, s), subject to (p, s) ∈ Ωg. (5.6)
defines the resulting mixed-integer nonlinear optimization problem.
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(a) Without mesh adaption. (b) Mesh adaptation applied.
Figure 5.7: Comparison of the optimization surface smoothness.
5.3.3 Implementation and Numerical Results
The derived surrogate optimization approach is combined with an electromagnetic field
simulation software [212]. The optimization problem is invoked for a fixed number of four
coil blocks and a total number of 32 turns, equivalent to the variables p ∈ IR3 and s ∈ IN3.
The number of linear constraints resulting from the geometric requirement given by A and
b is 5. The minimal distinction allowed between two considered design candidates con-
trolled by the size of the -ball introduced in Chapter 4 is motivated by the manufacturing
tolerance of the real device, which is assumed to be met by  = 10−4.
In this case only the objective function f is replaced by the surrogate fˆ := yˆ, all other
parts are given explicitly. During our numerical experiments, it turns out that best found
designs of different applied optimization methods without mesh adaptation in the numeri-
cal simulation are unstable with regards to small changes in the positions of the coil blocks,
which indicates the necessity of mesh adaptation. An impression of the discontinuity in the
optimization surface without mesh adaption is given in Figure 5.7, where function values
of f are plotted for a grid of 26 variations of the second and the third coil by steps of 4.
The resulting change in f is ten times higher without mesh adaptation, and more than ten
times higher than the lowest found objective function value.
Figure 5.8 illustrates the quality improvement of the magnetic field according to the applied
number of simulation calls. The progress of three optimization runs with an EA is also
shown. Three expert’s guesses for the distributions s of turns over the coil blocks are used
to optimize position of the coils given by p. Around these three initial expert’s guesses the
initial set of points B0 for approximation is built. It is done by varying each dimension of
each of expert’s guesses separately in both directions as proposed in [128].
During three out of the four different optimization runs a design with an objective function
value of less than 10−4 is found in less than 300 simulation calls. It is to emphasize that
the EA was run on the three-dimensional NLP, whereas the surrogate approach was run on
a six-dimensional MINLP. In other word, the EA solved within each run one of the NLP
problem that arise at the final knots of the branch and bound tree during optimization
by the surrogate optimization approach. All generated design candidates, given by tuples
(p, s), during all iterations of the surrogate optimization approach are plotted in Figure 5.9.
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Figure 5.8: Progress of three different optimization methods, three runs with an EA, each
with a different discrete design and only free continuous design variables, and one run with
the proposed surrogate optimization method, with free discrete and free continuous design
variables.
The finally obtained best design has a discrete part s which was not suggested as one of
the expert’s guesses and was not a part of a tuple out of the set B0.
Further applied DOE methods to generate a space-filling initial bases B0 like Latin Hyper-
cube sets, grids, or just random sets of points have not carried out any candidate (p, s)
with an objective function even close to 10−4. As a further optimization approach, a test
version of a commercial EA OptiY version 2.3 was applied [217]. This optimization pack-
age is able to handle mixed-integer nonlinear optimization problems even with linear and
nonlinear constraints in its default settings. The attempts to find results for a comparison
with the surrogate optimization approach on the six-dimensional MINLP problem were
not successful. Even after thousands of simulation calls no design of comparable quality is
16 18
20 22
24 26
40
42
44
46
48
50
60
62
64
66
68
70
p1
p2
p3
(a) Evaluated variation of p
8
10
12
14
6
7
8
9
2
4
6
8
s1
s2
s3
(b) Evaluated variation of s
Figure 5.9: Different design candidate separated in p and s evaluated during all iterations the
proposed MINLP approach by surrogate functions.
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found by the commercial EA. Changes in the parameters settings of the EA have not led
to any further improvement.
5.3.4 Summary
The aperture-field quality of the considered superconductive magnet can be significantly
improved on the basis of the derived surrogate optimization approach: The determination
of the optimal coil geometry only consumed an acceptably small number of computationally
expensive electromagnetic field simulations, especially if it is considered that the applied
optimization approach solved a six-dimensional MINLP problem, in comparison with the
EA results of a three-dimensional NLP problem obtained by fixing the integer-valued design
parameters. An expert’s guess is still helpful to start in a region of good candidates for
the magnet design.
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The focus of this chapter is the formulation of simulation-based optimal design problems
in the context of water resources management. The importance of subsurface flow problem
in real application can e.g. be discovered in [281] and [250], and results for mixed-integer
approaches of the author are already published in [126, 131].
The flow, diffusion, and reactions processes are typically modeled in a different rate of com-
plexity [67] according to the purpose of investigation. However, the increase in available
computational power lead to a trend of complex, nonlinear, mostly three-dimensional geo-
metrically detailed models, which are simulated based on well-adapted mathematical and
numerical methods. A considerable challenge in combining simulation and optimization
for this scenario arises, because widely-used subsurface flow simulators, e.g., FEFLOW [66]
and MODFLOW [196], are not specifically designed for the needs of optimization software.
However, the demand for efficient handling of water resources problems can only be met
by applying optimization methods, as pointed out in [204].
6.1 Problem Description
We consider two different simulation scenarios of the ones proposed in the literature as
benchmark problems [193], a water supply problem and a hydraulic capture problem.
These problems are no standard benchmark problems, because in contrast to many others
these include a numerical simulation output in objective function and constraints.
Both problems require to determine the appropriate number of wells, well locations, and
pumping rates to operate a well-field at minimal costs. In [195], these types of problems
are studied with classical gradient-based methods for NLP and optimal control theory
approaches. In particular, the coupling of numerical simulation and optimization yields an
objective function that is nonconvex, non-differentiable, and discontinuous. The feasible
region may also be disconnected. To summarize, these problems cover almost all of the
typical problems which we introduced already. Other problems in the field of groundwater
engineering and management were considered earlier in several works of Barth et. al. [15,
16]. The problems resulting from discretized optimal control or optimal design problem
formulations therein are solved by a distributed simplex-based optimization procedure.
Here we are interested in the modeling of the optimization problem and how it can change
the range of applicable optimization methods and how the results can differ. The cost
model considered depends on the number of wells in the final design by including a fixed
installation cost for each well in addition to an operational cost over the simulation period.
Inclusion of fixed costs leads to a discontinuous objective function, and one must consider
how to add or remove wells from the design space. The problems would naturally be
formulated as mixed-integer, simulation-based, nonlinear programs, as it is mentioned in
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e.g., [51]. In the context of water resources, a method based on OA for handling simulation-
based constraints in the context of subsurface flow is described in [214].
We apply three different optimization methods to solve the resulting problem formula-
tions. Beside the surrogate optimization approach we have chosen an implicit filtering
algorithm [107] as a frequently used deterministic sampling method in the optimization
community. Additionally a GA as a random sampling approach is applied, since GAs have
gained popularity in the optimal design community and have been successfully applied
in the groundwater engineering community [47, 139, 189]. The results presented here are
based on [126] and [131].
6.2 The Community Problems: A Benchmark Set
The so-called community problems (CPs) posed in [193] were developed after an extensive
literature search and serve as a suite of benchmark applications for both the optimization
and water management communities. The CPs consist of models, physical domains, objec-
tive functions, and constraints resulting in thirty design applications. In [194], there is a
complete set of data to define the physical domains which range from simple homogeneous,
confined aquifers to complicated, unconfined aquifers with hydraulic conductivities that are
represented using correlated random fields corresponding to typical values observed in na-
ture. The CPs provide an opportunity to apply recent advances in subsurface simulators,
numerical methods, optimization algorithms, and computing capacities to understand the
solutions to these applications better.
We consider two of the CPs, a well-field design problem and a hydraulic capture problem.
The applications will be defined in terms of an objective function that measures the cost
to install and operate a set of wells and constraints that define the goal of each application.
These are described in detail in Section 6.3 below. For both problems, the decision variables
are the number of wells, the pumping rates, and well locations.
The objective of the well-field design problem is to supply a specified amount of water
while minimizing the cost to install and operate the set of wells. The importance of using
a detailed objective is discussed in [225]. We consider the problem in two hydrological
settings described in [193]. The first is a homogeneous confined aquifer, while the second is
a homogeneous, unconfined aquifer, which leads to additional challenges and complications
as pointed out in [166].
The objective of the hydraulic capture application is to prevent an initial contaminant
plume from spreading by using wells to control the direction of flow. Several approaches
exist to control the migration of a contaminant plume including particle tracking advective
control, flow based gradient control, and constraining a target concentration contour [280].
In this thesis, we use the gradient control approach, which uses only flow information
since it is the most straightforward to implement and is common in practice [5]. To
capture the plume with the gradient control method, we impose constraints on hydraulic
head differences at certain points around the plume. The hydrological setting for the
hydraulic capture problem is the same homogeneous, unconfined aquifer used in the well-
field problem. A detailed description about the groundwater flow model and hydrological
settings can be found in [93–95, 194].
To simulate groundwater flow, we use the U.S. Geological Survey code, MODFLOW [122,
196]. MODFLOW is a block-centered finite difference code that is well-supported and
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widely used. In this context, MODFLOW is the black box simulator that provides the
system state (hydraulic head values) of for a certain system design. At the end of the
simulated time horizon, the hydraulic heads at installed wells and at monitoring wells are
used to calculate the objective function and the constraints.
6.3 Optimization Problem Formulation
A closer look at the formulation of the underlying design problem reveals that a mixed-
integer optimization problem arises naturally. This can be identified not only by the arising
total number of wells installed in the system, which is integer, but also in determining which
well is to “de-install” in order to reduce the number of wells in the design. Such approaches
were earlier proposed in the context of subsurface flow problems by [193, 227, 275].
The used notation and general aspect of the problem formulation are motivated by Mayer
et. al. [193], and were also applied earlier by Fowler et. al. [93, 94]. Part of this is that the
general optimization problem is formulated as
min
ω∈Ωg
f(y(ω),ω), with y ∈ Ωy.
Ωg is the feasible domain for the system parameter vector ω, and for y it is defined as Ωy.
The arising differences depend on the general problem formulation introduced in Chapter 3.
6.3.1 Modeling of the Optimization Problem
First the new mixed-integer formulation that arises quite naturally is discussed, and there-
after the surrogate optimization problems is derived.
Decision Variables
The decision variables are given by the vector of the control parameters ω, but in a different
way than they are used in the reference formulation from [93]. The location of each installed
well is given by its real-valued x- and y-positions on the domain given by px and py, the
operating rate of each well is given by pQ, and the total number of wells in the system is
ns. The last is not included as an optimization variable cause to earlier approaches.
In the reference formulation, the number of potential wells in the design is fixed at its
maximum number and the decision of which wells are installed or de-installed out of the
set of all wells is directly connected to pQ. We will give more details about the reference
approach in the subsequent sections.
We introduce a switching vector s, with s ∈ {0, 1}ns , that controls whether or not a well
is installed and ultimately included in the simulation to stay conform with the numerical
experiments that are made in [93, 94]. If we now unite the integer-valued s and the real-
valued part p = (pTx ,p
T
y ,p
T
Q)
T to get the variable vector ω, the optimization problem arises
as a problem according to
ω = (p, s), with Ωg ⊂ {IR3ns × {0, 1}ns}.
The constraints formulated below will define the boundary of the feasible domain for ω
explicitly and implicitly based on the system state y.
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Objective Function
The definition of the optimization variables given above leads to a modified objective
function in comparison to the proposed formulation of [193]. We define the total cost of a
system design as a sum of the installation cost, f c, and the operational cost, f o, given by
f(y,ω) =
ns∑
i=1
sic0d
b0
i +
∑
pQ,i<0.0
sic1|1.5pQ,i|b1(zgs − hmin)b2︸ ︷︷ ︸
fc
(6.1)
+
tf∫
0
 ns∑
i,pQ,i≤0
sic2Qi(yi − zgs) +
ns∑
i,pQ,i≥0
sic3pQ,i
 dt
︸ ︷︷ ︸
fo
,
where the total number of possible wells is given by ns and the minimal allowed hydraulic
head is hmin. Note that pQ < 0 m
3/s for extraction wells and pQ > 0 m
3/s for injection
wells.
In (6.1), the first term accounts for drilling and installing each well and the second term
is an additional cost for an extraction well pump. In f o the first term accounts for the
cost to lift the water to surface elevation while the second term accounts for operation of
the injection wells, which are assumed to operate under gravity feed. In Equation (6.1),
if s is equal to one in all components then the objective function matches the one in the
reference approach and an alternate modeling approach for removing a possible well from
the design space must be applied. The values for the constants used in (6.1) are given in
Table 6.1. As pointed out above, f can be divided into two parts, one depending explicitly
on the optimization variables,
f ex(ω) = f c +
tf∫
0
 ns∑
i,pQ,i≥0
sic3pQ,i
 dt, (6.2)
and one depending implicitly on the optimization variables given by,
f im(y,ω) =
tf∫
0
(
n∑
i,Qi≤0
sic2Qi(yi − zgs)
)
dt. (6.3)
Note that f im depends on the simulation output via y and can be highly nonlinear due to
the subsurface flow simulation. This term also leads to a noisy, black box-based problem.
In our case the relevant system state y is provided by MODFLOW as hydraulic heads at
ns specified locations in the physical domain given by y, with y ∈ IRny , ny = ns + 2m.
Specifically, yi, i = 1, ..., ns are the evaluated hydraulic heads at the position of all installed
wells. The hydraulic heads at 2m monitoring positions yi, i = (ns + 1), ..., (ns + 2m), with
m ∈ IN, are used to define additional hydraulic gradient constraints for the hydraulic
capture application.
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Constraints
Constraints are enforced during the optimization so that the wells are located appropriately
in the physical domain and are operating at reasonable levels. The location constraints
and well capacities are defined by each component by
(slb, px,lb, py,lb, pQ,lb)
T ≤ (si, px,i, py,i, pQ,i) ≤ (sub, px,ub, py,ub, pQ,ub). (6.4)
It is also required that two wells cannot be placed at the same grid cell,
min(max(|pxi − pxj|, |pyi − pyj|)) ≥ sisjδ, ∀ i, j = 1, ..., n, i < j, (6.5)
where px,i = int(px,i/δ), py,i = int(py,i/δ) is a grid cell identifier along the x and the y axes
of the domain simulated by MODFLOW. The total net pumping rate is also bounded,
pQ,T,ub ≤ pQ,T =
ns∑
i=1
sipQ,i ≤ pQ,T,lb. (6.6)
Besides the explicit constraints, implicit constraints for the system state y arise. The
hydraulic head is bounded for both applications by
ylb ≤ yi ≤ yub, i = 1, ..., ns, (6.7)
to control the water level in the aquifer. In addition, for the hydraulic capture problem,
we bound hydraulic gradients to control the migration of the plume. This is given by
yi − yi+m ≥ ∆, i = n+ j, j = 1, ...,m. (6.8)
where yi is the hydraulic head inside the plume and i + m is a neighbor just outside the
allowed plume boundary. The constraint values are given in Table 6.2. The constraints
(6.4) to (6.6) bound the feasible design space Ωg explicitly, (6.7) and (6.8) implicitly
through feasible system states.
6.3.2 Modeling of the Surrogate Problem
The resulting surrogate problem consists of a mathematical part given by the original
objective function and an approximated surrogate function replacing the simulation-based
part.
The simulation-based components of the problem, (f im, gim T )T are approximated by a
multivariate surrogate (fˆ
im
, gˆim T )T to build the surrogate. The explicit components
(f ex, gex T )T stay in the surrogate problem (6.9) as obtained from the original optimiza-
tion problem. The starting initial values are taken from reference approaches [93, 94] for
the sake of comparability. The surrogate optimization approach generates a completely
analytically given MINLP problem,
min fˆ = f ex + fˆ
im
, subject to gˆ =
(
gex
gˆim
)
≤ 0. (6.9)
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Table 6.1: Constants included in the objective function f .
constant well-field well-field hydraulic units
confined unconfined capturing
b0 0.3 0.3 0.3 -
b1 0.45 0.45 0.45 -
b2 0.64 0.64 0.64 -
c0 5.5× 103 5.5× 103 5.5× 103 $/mb0
c1 5.75× 103 5.75× 103 5.75× 103 $/[(m3/s)b1·mb2 ]
c2 2.9× 10−4 2.9× 10−4 2.9× 10−4 $/m4
c3 1.45× 10−4 1.45× 10−4 1.45× 10−4 $/m3
di 60 30 30 m
zgs 60 30 30 m
tf 5 5 5 years
ylb 40 10 10 m
ω is the optimization variable and is defined on a domain just bounded by the box-
constraint (6.4). For all computations, the variable domain was scaled in all dimension
to an interval from 0 to 1, to avoid influence because of different sizes and ranges of the
variables.
6.4 Reference Approaches
The reference problem formulation was introduced to solve the optimization problem be-
cause mixed-integer black box optimization methods were not existing. We do now briefly
describe results of earlier published modeling approaches because we will compare our
results in with them [93, 94, 126, 131].
6.4.1 Implicit Filtering applied to Alternative Formulations
Implicit filtering is used for the penalty coefficient approach as well as for the inactive-well
threshold approach. Here, we use IFFCO, with the symmetric rank one quasi-Newton
update [46]. We used the default optimization parameter settings. IFFCO has been
successfully applied to other groundwater management problems [21, 93, 94].
The following two optimization formulations use the objective function directly as defined
in (6.1), but minimization is performed according only to the r optimization variables. The
constraints are included by a penalty function value fpen, where fpen is the function value
of the initial design set plus 20%. If a design set is not feasible according to the explicit
constraints (6.5) or (6.6) no simulation run is obtained. The two approaches differ in how
values for s are assigned.
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Table 6.2: Additional constants in use for the constraints.
constant well-field well-field hydraulic units
confined unconfined capturing
slb 0 0 0 -
sub 1 1 1 -
px,lb 0 0 0 m
px,ub 800 800 800 m
py,lb 0 0 0 m
py,ub 800 800 800 m
pQ,lb −6.4× 10−3 −6.4× 10−3 −6.4× 10−3 m3/s
pQ,ub 6.4× 10−3 6.4× 10−3 6.4× 10−3 m3/s
pQ,T,lb −3.2× 10−2 −3.2× 10−2 n.d. m3/s
pQ,T,ub n.d. n.d. −3.2× 10−2 m3/s
δ 20 20 10 m
yub 60 30 30 m
∆ n.d. n.d. 10−4 m/s
m n.d. n.d. 5 -
Inactive-Well Threshold
The reference approach from [93] to determine the number of wells in the design is to set
an inactive-well threshold. If a well rate becomes low enough, the well is removed from
the design space thereby avoiding any integer variables,
si =
{
0 for |pQ,i| < 10−6m3/s,
1 otherwise.
(6.10)
This means that the well rate is set to zero and well i is not included in the installation
cost. Incorporating (6.10) leads to large discontinuities in the minimization landscape and
a drastic decrease in cost once the well rate falls into this region of the design space, but s
is removed from the optimization problem and only continuous variables have to be taken
into account.
Multiplicative Penalty Coefficients
To reformulate a mixed-integer water management application as an NLP, the authors
of [197] introduce a polynomial penalty coefficient method. Here the penalty coefficient β
is given by
βi = pQ,i/(pQ,i + ξ), (6.11)
where 0 < ξ << 1 is a small number. This penalty term is then multiplied by the fixed
costs for each well in f c. Note that in (6.11), if pQ,i = 0, then βi = 0 and the fixed cost for
well i does not contribute to the objective function at all. We used ξ = 10−6.
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Table 6.3: GA parameters for simulations.
30 size of population 20 distribution index for real-coded crossover
30 max number of generations 10 distribution index for real-coded mutation
0.9 crossover probability 0.5 binary-coded mutation probability
0.1 real-coded mutation probability
6.4.2 A Genetic Algorithm
For comparison purposes, we also use a GA for both applications, since GAs are popular
derivative-free approaches for black box optimization problems. We use the non-dominated
sorting GA called NSGA-II here. The NSGA-II has performed well in comparisons to a
number of other GAs for multi-objective optimization problems [60, 285]. As its name sug-
gests, NSGA-II is a multi-objective GA based on non-dominated sorting [60] that includes
elitism, does not require a sharing parameter for maintaining solution diversity in multi-
objective problems, and can account for multiple constraints in a straightforward manner
without the use of penalty parameters [56, 58]. Like most multi-objective GAs, NSGA-II
uses a binary tournament operator for selection. It includes crossover and mutation op-
erators for both real and binary-coded variables and uses simulated binary crossover for
real-coded problems [57, 60].
Parameters like the population size, number of generations, as well as the probabilities and
distribution indexes chosen for the crossover and mutation operators effect the performance
of a GA [193, 223]. The population size of 30 was the lower bound of the suggested range,
while a maximum of 30 generations were allowed. The crossover and mutation operator
parameters were chosen based on the performance of NSGA-II for a multi-objective test
problem with several local pareto-optimal fronts [59]. A limited number of experiments
with other crossover and mutation operator parameter settings were performed, but no
combination were found that gave better performance across the test problems considered
here. The values used are listed in Table 6.3.
An approach based on [58, 59] is used to include constraints without the use of penalty
parameters. Box constraints such as those in equation (6.4) are enforced automatically in
the generation of candidate design variables, while a constraint such as those in equations
(6.5) to (6.8) is formulated as a non-negative function g(y(ω),ω) ≥ 0. The GA tournament
selection process is then modified to account for the three scenarios: 1. when two feasible
solutions are compared, the one with lower objective value is preferred; 2. when a feasible
and infeasible solution are compared, the feasible one is taken; and 3. when two infeasible
solutions are compared the one with lower overall constraint violation is preferred [59]. To
be concrete, (6.6) becomes
g1 =
(
pQ,T,lb −
ns∑
i=1
pQ,i
)
/|pQ,T,lb| (6.12)
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for the well-field problems, and
g1 =
(
ns∑
i=1
pQ,i − pQ,T,ub
)
/|pQ,T,ub| (6.13)
for the hydraulic capture problem, respectively. Constraint (6.5) is translated to
g2 = −1 + 2 min
i,j 6=i
(
max
(|p¯x,i − p¯x,j|, |p¯y,i − p¯y,j|)) .
The implicit constraints (6.7) and (6.8) are included as
g3 =
[
ns∑
i=1
min(yi − ylb, 0) +
ns∑
i=1
min(yub − yi, 0)
]
/|yub|
and
g4 =
[
n+m∑
i=ns+1
min(yi − yi+M −∆, 0.)
]
/|hmax|.
In the calculations, the GA uses
∑
i gi to determine the overall constraint violation. If a de-
sign variable ω violates constraint (6.12) or (6.13), there is no need to run the groundwater
flow simulation, and a value g3 = 0 is assigned.
The GA formulation also differs in its treatment of the integer variable s in some respect.
For the hydraulic capture problem, a switch si ∈ {0, 1} is used to determine if well i was
active or not. In the well-field design problem, the active-inactive well information in s is
collapsed into a single integer variable, s˜ in the range 1, . . . , s˜ub, with s˜, s˜ub ∈ IN. A value of
s˜ ∈ 1, . . . , ns corresponds to shutting off the associated well, while a value greater than ns
means all wells are active. In the numerical experiments below, s˜ub is set to 8 for ns = 6.
6.5 Newly Obtained Best Designs
All applied approaches provide feasible solutions with expected characteristics in the nu-
merical experiments. The number of active variables is bounded by the number of maximal
installed wells, which is four for the hydraulic capturing problem, and six for both well-
field design problem. The unequal ranges associated with five and six well designs skews
the GA’s formulation to favor five-well designs. This reflects a heuristic that installing
Table 6.4: Final objective function values and obtained simulation calls in brackets.
problem optimization well-field well-field hydraulic
formulation method confined unconfined capturing
Initial - $170,972 $152,878 $80,211
MINLP NSGA-II $140,610 (391) $125,226 (273) $24,854 (659)
Threshold/NLP IFFCO $140,175 (362) $124,527 (320) $24,032 (363)
PC/NLP IFFCO $140,190 (402) $124,512 (316) $23,640 (580)
MINLP SurOpt $140,159 (113) $124,387 (87) $23,491 (22)
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Figure 6.1: Objective function reduction versus MODFLOW calls for the confined well-field
problem and a comparison of the final positions.
the minimum number of wells is likely to be cheaper given the relative magnitudes of the
installation and operational costs. In addition, the designs for both problems were also
subject to the inactive-well threshold given in (6.10), regardless of the values of s. It
follows for the well-field problems a number of non-box constraints of ng is 14, for the
hydraulic capture problem ng is 15.
6.5.1 Comparison of the Applied Approaches
The number of installed wells is reduced by all applied approaches to the minimum possible
number and the results are comparable for all examples to those found in the literature.
The solutions differ only in the real-valued variables which are of minor influence for the
total objective function value. Table 6.4 shows the cost of the well design at the initial
iterate and at the final design for each optimization model and for each application. The
number of calls to the simulator is also used to measure performance and is in parentheses.
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The surrogate optimization approach determined system designs using the least number
of simulation calls for all considered benchmark examples. However, the rising number
of points for interpolation and the computational time during each iteration should be
considered. We also observed that even with more than the applied 150 simulation calls as
the stopping criteria, an improved system design was not found for any of the problems.
Two interesting observations can be made with the penalty coefficient and the threshold
problem formulation for the well-field design problems as solved with IFFCO. The original
penalty formulation of McKinney and Lin [197] is not able to handle positive and negative
pumping rates for a well, because the penalty coefficient becomes negative and drives the
iterates of the optimization into a bad direction. IFFCO had nearly the same convergence
pattern for both formulations because the stencil landed on an exactly zero well rate.
Secondly, if the bounds on the pumping rate are varied so that 0 is not the middle of the
range of possible pumping rates, the PC combined with IFFCO, is not able to find a solution
where a well is de-installed from the design, in contrast to the threshold method which
turns a well off. Additionally we tried to apply the pseudo integer approach from [197],
but after extensive parameter testing not a single optimization run could be performed
that lead to a decrease of the objective function. In the reference pseudo integer approach
of McKinney only switches for a bigger number of fixed wells were included as decision
variables, so that the resulting optimization problem is of a different characteristic than
the ones considered here.
Feasibility is a challenge for these applications and adds complexity in choosing an efficient
optimization algorithm. During all tested optimization approaches a quota of system design
of infeasible system state are simulated. The explicit inclusion of the constraints of the
flow direction by surrogate functions could be a second point, besides the direct handling
of integer variables to explain the least number of simulation runs the third approach
requires. As mentioned above we only provide numerical results for one initial system
design, which was determined from an engineering perspective.
However, we should note that the results of each optimizer are sensitive to both the initial
design and the technique for handling infeasible points due to constraint violation.
Table 6.5: Solutions for confined well-field problem.
Location Initial NSGA-II IFFCO IFFCO SurOpt
(meters) MINLP Threshold PC MINLP
px,1, py,1 350, 725 366.0, 791.8 341.0, 798.1 350.0, 798.1 135.6, 800
px,2, py,2 775, 775 788.6, 799.0 799.4, 775.0 799.4, 775.0 800, 22.7
px,3, py,3 675, 675 769.6, 676.5 656.6, 794.6 668.9, 772.5 399.8, 800
px,4, py,4 200, 200 181.1, 376.4 102.5, 797.2 102.5, 797.2 800, 20
px,5, py,5 725, 350 788.3, 302.6 792.0, 300.0 792.0, 300.0 800, 800
px,6, py,6 600, 600 674.4, 602.3 600.0, 600.0 600.0, 600.0 800, 567.7
Integer - s˜ = 5 q6 = 0 q6 = 0 s2 = 0
decision
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(b) Zoom iteration.
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(c) Zoom improvement.
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Figure 6.2: Objective function reduction versus MODFLOW calls for the unconfined well-field
problem and a comparison of the final positions.
6.5.2 Well-Field Design Problem
For the well-field design problem all methods found solution where the number of wells
is reduced to five for both hydrological settings. To fulfill the constraints on the total
extraction rate (6.6), Q = −0.0064m3/s for each of the five remaining wells.
In Figure 6.1 and Figure 6.2 we see that all optimization methods reduce the objective
function value by the installation costs of one well in less than 20 optimization iterations.
Afterward as is given in the subfigures, the rate of improvement varies for the different
approaches. The characteristic is similar for both well-field problems. Figures 6.1 d and
6.2 d illustrate the final well designs for each approach for the confined and unconfined
aquifers. The final positions of the wells are nearly the same with the exception of the
wells from the GA solution. Tables 6.5 and 6.6 give the specific points found and explains
why the total costs only barely differ.
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Table 6.6: Solutions for the unconfined well-field problem.
Location Initial NSGA-II IFFCO IFFCO SurOpt
(meters) MINLP Threshold PC MINLP
px,1, py,1 350, 725 350.1, 725.0 453.6, 798.1 453.6, 798.1 466.9, 800.0
px,2, py,2 775, 775 788.3, 797.1 775.0, 775.0 775.0, 775.0 800.0, 800.0
px,3, py,3 675, 675 722.2, 579.7 796.9, 467.8 796.9, 467.8 800, 456.2
px,4, py,4 200, 800 170.8, 800.0 151.3, 800.0 151.3, 800.0 136.7, 800
px,5, py,5 725, 250 710.0, 324.2 725.0, 250.0 725.0, 250.0 800, 144.2
px,6, py,6 800, 300 800.0, 152.0 800.0, 92.8 800.0, 92.8 800, 143.7
Integer s˜ = 6, pQ,5 ≤ eps pQ,5 = 0 s6 = 0
decision pQ,5 ≤ 10−6
Table 6.7: Solutions for hydraulic capturing problem.
Location Initial NSGA-II IFFCO IFFCO SurOpt
(meters) MINLP Threshold PC MINLP
px,1, py,1 150, 750 183.5, 342.2 165.3, 750.0 165.3, 750.0 10.0, 746,8
px,2, py,2 400, 750 143.3, 528.8 400.0, 750.0 400.0, 750.0 411.9, 717.4
px,3, py,3 250, 650 272.2, 652.2 250.0, 671.0 257.7, 642.3 264.3, 638.9
px,4, py,4 250, 450 231.5, 626.1 250.0, 450.0 250.0, 450.0 266.9, 413,9
Well rates
(m3/s)
pQ,1, s1 6.4E-3, 1 6.4E-3, 0 0.0, - 0.0, - 6.4E-3, 0
pQ,2, s2 6.4E-3, 1 -3.362E-3, 0 0.0, - 0.0, - 6.2969E-3, 0
pQ,3, s3 -6.4E-3, 1 -6.185E-3, 0 -5.7499E-3, - -5.4999E-3, - -5.3984E-3, 1
pQ,4, s4 -6.4E-3, 1 -6.306E-3, 1 0.0, - 0.0, - -0.0064, 0
6.5.3 Hydraulic Capture Problem
The hydraulic capture example is the most challenging of this set of problems. The un-
confined hydrological setting is sensitive to the positions of the wells with respect to the
drawdown constraint (6.7) and the additional capture constraint on the flow direction at
the monitoring positions. The capture constraints are particularly sensitive to variations
of the well positions within the catchment area, especially if only one well is placed on
the whole domain. With only one well in the design, if the well moves outside the cap-
ture zone, the head gradient constraints are violated. Feasibility is a main difficulty to
overcome, even in generating an initial feasible solutions to start the optimization. As
in the two well-field problems the solution with the different optimization approaches are
clustered around one location, but where found in one order of magnitude less simulations
evaluations than other approaches.
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Figure 6.3: Objective function reduction versus MODFLOW calls for the hydraulic capture
problem and a comparison of the final positions.
6.6 Summary of Chapter 6
A first conclusion drawn from this chapter is that the modeling of an analytical formulation
is important according to (i) the properties of the problem that has to be solved and (ii)
the optimization methods that can be applied. Another point in this context is that if
the initial number of candidate wells ns is large, the complexity of the integer part of the
optimization problem increases if the optimal number of wells is significantly smaller than
ns. Note that as the dimension of the continuous-valued variables of the problem gets
bigger it will take more simulation calls for a DFO method to succeed.
Besides the formulation and modeling, new optimal designs for this set of benchmark
problems were found and each applied optimization method has returned an acceptable
system design of equal characteristic. The only difference between solutions is in the
continuous-valued problem variables. However, despite the small differences in the final
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costs, the methods’ iterations histories differed significantly in the number of function
evaluations required for convergence. Although for these problem formulations we are
only using flow information, optimization with fewer function calls is even more attractive
when more sophisticated physical models and computationally expensive simulators must
be used. The benchmark set provides not only a framework for optimization on subsurface
flow problems, but also serves as a set of problems for benchmarking any optimization
method for black box-based problems.
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The speed and postural stability of dynamically walking robots is a critical factor in many
applications, especially in autonomous robot soccer games. Walking of humanoid as well
as 4-legged robots is modeled by high-dimensional nonlinear dynamic multi-body systems
(MBS) with changing contact situations (impacts) and an underlying control of the joint
motors [228]. Many different approaches have already been investigated for improving the
walking speed of bipedal and quadrupedal robots. For example, numerical optimal control
techniques enable the computation of stable and fast walking motions based on three-
dimensional computational multi-body-dynamics models of the legged robot dynamics [38,
258].
However, all model-based optimization approaches have in common that their outcome
critically depends on the quality and accuracy of the robot model [284]. The derivation of
highly accurate enough robot models to achieve the best possible walking speed may require
too many efforts considering, e.g., the effects of gear backlash, elasticity and temperature
dependent joint friction or of different ground properties. With a reasonable effort a
MBS dynamics simulation of a humanoid robot can only achieve an error of about 5 to
10 % compared to the real system. Also a lot of additional work has to be spent in the
transformation of results from the simulated model to the real system before they can be
used. Furthermore, robot prototypes with the identical technical design differ significantly
in their motion even if the same motion control software is used. This is due to inevitably
small differences in the many robot components. For this reason, the final improvement
can only be obtained by working on the real robot.
7.1 Directly Coupled System: Hardware in the Loop
Optimization
An alternative approach to the optimization of walking motions based on detailed MBS
dynamics simulations is to start with a reasonable, initial walking motion and then to use
online hardware in the loop optimization of the physical robot prototype. This leads to
the question which optimization methods can be applied to find a good walking motion
with reasonable efforts.
Besides the overall accuracy of MBS simulations it is still a question how to formulate
an optimization problem for bipedal respecting the issue of instability and other not mea-
surable properties of walking motions like slipping, falling, or drifting from an aspired
direction.
Here, all walking optimization experiments are made under the assumption, that the used
robot carries enough energy supply itself to perform the found walking motions in perma-
nent operations during a robot-soccer-game of two times 10 minutes as required.
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Figure 7.1: Sony Aibo OPEN-R SDK, Model Information for model ERS-7 [255].
7.2 Four-Legged Sony Aibos
Our aim was to increase the walking speed of robots of type Sony Aibo in two scenarios, (1)
straight forward walking without ball as done in [70], (2) turning around (its vertical axis)
without losing the ball, whereby the ball is placed in between the front legs of the robot,
and it has to stay there during the turning motion. These two cases often arise during a
robot soccer game, the first when the robot has to reach the ball, the second one when
it is aligning for passing the ball to another robot, or when it tries to shoot a goal. The
walking trajectories of the four legs are determined in space and time by a 31-dimensional
parameter vector.
7.2.1 Applied Turning and Walking Speed Optimization Setup
This low-dimensional parametrization is achieved by approximating the trajectory by poly-
gons and by taking advantage of symmetry and redundancies of a four legged walking
robot. The walking optimization is performed on the standard RoboCup four-legged
league field, where the walking or turning speed of the robot is measured by a ceiling
camera (cf. Fig. 7.2). The position and orientation of the robot is detected using circular
markers attached to the robot’s back. The speed of the robot is then approximated from
two consecutive measurements over a fixed time interval. The average speed measured over
a fixed number of runs is returned to the optimizer as the objective function value. When
optimizing turning while holding the ball, a distance sensor in the chest of the robot is used
in order to determine whether the ball was lost while walking. For such an unsuccessful
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Figure 7.2: Ceiling camera output and the revised version for measurements.
run, an evaluation value of zero is returned to the optimizer. Therefore, walking motions
are penalized where the ball is not held securely.
This way a hardware in the loop layout is applied, where the robot control is coupled
with the optimization tool. In our case APPSPACK in version 4.0.2 [115] is used, which
is an implementation of an asynchronous parallel pattern search as described in Chap-
ter 2. It is originally written for deterministic nonlinear optimization problems, but for
the here considered problem with averaged walking speed and turning speed, respectively,
the chosen optimization method performed well. Besides, the restricting factor in this
application is the number of walking experiments, so that no implemented stopping cri-
teria of APPSPACK is used, which would also be disturbed by the underlying stochastic
character of this application.
The starting parameter set for the forward walking speed optimization was obtained by
an optimization experiment with an EA, for the turning speed optimization we start with
a hand tuned initial parameter set. Besides bounds on the variable space representing
reachable leg positions, we are using the default parameters of the optimizer.
7.2.2 Obtained Experimental Results
The measured forward walking speed of the initial parameter set was 40 cm/sec, the result-
ing parameters provided an average speed of 43 cm/sec. Thus, yielding an improvement in
the walking speed of about 7.5%. This result was achieved after evaluating 83 parameter
sets in about half an hour optimization time. When optimizing the turning motion of the
robot, the turning speed is increased about 50% from 120 deg/sec to 180 deg/sec without
losing the ball while turning. This result required 206 black box evaluations in terms of
robot experiments in the lab, that took not more than 45 minutes.
7.3 Humanoid Robot Prototype Bruno
The following example describes a successful approach undertaken for obtaining the fastest
walking humanoid robot in the humanoid robot league of RoboCup 2006 based on [128,
132]. The development of optimized motions of humanoid robots that guarantee a fast and
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also stable walking is an important task especially in the context of autonomous soccer
playing robots in RoboCup.
This work is done with the humanoid robot prototype Bruno which is equipped with a
low-dimensional parameterized walking trajectory generator, joint motor controller and an
internal stabilization. The hardware and software components of Bruno will be described,
and based there upon the optimization problem by objective function, variable domain,
and the implementation details of the applied surrogate optimization method are intro-
duced, as well as the experimental setup and finally the results obtained from the online
optimization. Depending on the problem modeling, the described optimization approach
could be applied also to other types of humanoid robot locomotion like turning or walking
sidewards as well. In contrast to previously performed walking optimization approaches
we apply a sequential surrogate optimization approach using stochastic approximation of
the underlying objective function and SQP to search for a fast and stable walking motion.
This is done under the conditions that only a small number of physical walking experiments
should have to be carried out during the online optimization process. For the identified
walking motion trajectories for the considered 55 cm tall humanoid robot we measured a
forward walking speed of more than 30 cm/sec. With a modified version of the robot even
more than 40 cm/sec could be achieved in permanent operation.
7.3.1 Humanoid Locomotion
Walking of humanoid robots is much more difficult than with four-legged robots because
during walking there must be phases where only one foot (or even no foot at all) is in
contact with ground. Promising results for a hardware in the loop scenarios are presented
in [276], where a simplex approach is applied successfully to improve the walking speed
of a six-legged robot. Therefore, stability control is much more an issue than with four-
and more legged robots. Sensors are needed to detect instabilities in a very early phase.
Sophisticated software must evaluate the sensors and modify the motion if needed to
guarantee stability.
Humanoid Robots
The legs of all current humanoid robots which are able to reliably perform a variety of dif-
ferent walking motions in experiments (as Honda ASIMO, HRP-2, Johnnie or Sony QRIO)
consist of rigid kinematic chains with 6 or 7 revolute joints using electrical motors of high
performance and with rigid gears for rotary joint actuation. Only few initial approaches
exist to insert and exploit elasticities in humanoid robot locomotion [239]. Commonly
servo motors are used in low- and medium-cost humanoid robots. However, there exist
specialized joint motors, gears and controllers designed for high-cost humanoid robots (e.g.
ASIMO, QRIO). A large variety of humanoid robots is involved in the Humanoid Robot
League of the RoboCup competitions.
Walking Optimization
Walking optimization generally may be done in two different ways: on computational
models or on the real robot. Optimization on computational models using optimal con-
trol techniques for both four-legged and humanoid robots needs careful adaption of the
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Figure 7.3: The humanoid robot prototype Bruno.
model to the real robot and successive refinements of the model so that the computed
trajectories may be implemented to the real robot [38, 62, 123, 258, 278]. The iterations
of the optimization procedure however can be done without human assistance. Stability
criteria may be used in the optimization; therefore, methods that proved to be useful for
four-legged robots may be used for humanoid robots as well. Besides only considering pa-
rameterized walking motion trajectories, in [215] additionally construction issues are also
included as free parameters to be optimized, here, the centers of mass of the links. During
a pre-construction phase a lot more design parameters would be interesting to consider.
When optimization is done on the real robot, methods used for four and more legged robots
may not directly be used for humanoid robot as instabilities may lead to severe damage of
the robot. E.g. if the robot repeatedly falls down during automated walking experiments
for optimization. Therefore, special approaches must be chosen. For four-legged robots,
approaches based on parametrization of the walking motion and optimization of the pa-
rameters by evaluation of the walking speed have been used successfully [125, 160, 229].
For biped robots, stability is much more critical than for four-legged robots. However,
more walking optimization approaches special adapted can be found [85, 185, 205, 261].
7.3.2 Design Details of the Robot Prototype
The autonomous humanoid robot prototype Bruno (< 4 kg weight, 55 cm height,
cf. Fig. 7.3) was developed by a cooperation of the Hajime Research Institute and TU
Darmstadt.
Hardware Selection and Design
Bruno consisted during the first undertaken experiments of 24 actuated rotational joints,
two cameras and onboard computing; 14 joints are the most relevant ones for walking: six
in each leg in the standard configuration for six-DOF humanoid robot legs (cf. Fig. 7.4)
and two in the waist for forward/backward (pitch) and left/right turning motion of the
waist. Motion of the four-DOF arms may be used for stabilization of locomotion. The
head joint with the articulated camera has two-DOF.
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Metal frames for links and body are only used where really needed, i.e. mainly to connect
the motors and to protect the controller boards from impacts in case of falling down.
For all joints Robotis DX-117 servo motors are used which are operated at 14.8 V, have a
maximum speed of 0.138 sec/60◦ and a maximum torque of 33.4 kg-cm. Besides controlling
the position of the joints with adjustable control parameters, the servo motors are able
to monitor their operation environment, e.g. temperature of the motor or voltage of the
power supply. The servos are connected via a RS485 bus to a controller board equipped
with a Renesas SH7145 32bit microcontroller running at 50 MHz and 1 MByte of RAM.
This controller board is used for real-time motion generation. Every 10 ms new desired
positions are generated and sent to the servos. Furthermore, the controller is used to gather
and evaluate data from the inertial sensors of the robot. The controller is connected to
the main CPU of the system using a RS232 connection running at 57.6 kbits/s.
Lithium polymer rechargeable battery packages
hip joint 1
hip joint 2
hip joint 3
knee joint
ankle joint 1
ankle joint 2
Figure 7.4: Kinematic chain of the legs,
axis of hip joint 1 and 2 intersect, the axis
of hip joint 2 and 3, as well as the axis of
ankle joint 1 and ankle joint 2 in each leg.
are used for onboard power supply because of
their good ratio between mass and capacity, a
four-cell 14.8 volt battery for actuation of the
motors, and a two-cell battery for the controller
board. According to the design rules of the
RoboCup Humanoid Robot League the foot has
a rectangular size of 125 mm times 90 mm. It is
a flat one without any ground contact sensors.
Depending on the surface the robot shall walk
upon, different materials like rubber or paper
may be added to the ground contact area of
the feet to avoid or give rise to a favored level
of friction properties. The robot is equipped
with three 1-axis gyroscopes and one three-axes
accelerometer, all working with 100 Hz and at-
tached in the hip. They are used to stabilize
the walking motion by correction motions of the
arms and the legs.
For the needs of acting in a highly dynamically environment like it is arising for autonomous
soccer games in RoboCup, Bruno has been equipped at TU Darmstadt with two off-the-
shelf webcams and a pocket PC to enable autonomous soccer playing.
High- and Low-Level Software
Two levels of software are used on the robot. On a pocket PC the high-level software
is running. It consists of a framework [98] that coordinates the control architecture with
sensor data processing, self localization, world modeling, hierarchical finite state machine
for behavior control [179], and finally the motion generation and requests. The motion
requests are sent via the described serial port to the controller board.
The low-level software on this board distinguishes between two different kinds of motions:
Walking motions and so-called special motions. The first ones are parameterized as de-
scribed in the next section, and the latter ones are teach-in-motions that are stored by joint
angle trajectories. All motions are PD-controlled on joint angle level by the servo-motors.
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Figure 7.5: Footprint of the walking motion.
The inertial sensor values are used to reduce vibration of unbalance during walking or other
motions with a PD controller. The vibration is caused by a fast, but simplified calculation
of the zero moment point (ZMP) or by uneven terrain. The PD control is useful to stabilize
especially during the fast walking of the robot. It is calculated by
θnew = θ +Kp ∗ ωgyro +Kd ∗ d
dt
ωgyro
for the joint motors of the foot pitch, the foot roll, the hip pitch, the hip roll, the waist
pitch, the shoulder pitch, and finally the shoulder roll, herein described as θ for the angle
calculated by inverse kinematics and θnew the controlled angle; Kp and Kd are the PD
control parameter and ωgyro is the angular velocity of the gyro. The values for Kp and
Kd are identified by expert knowledge and experiments. Direct access to the memory of
the robot exists, i.e. all parameters may be changed during run time which allows easy
alteration of walking or sensory parameters and debugging.
Parametrization of Humanoid Walking Trajectories
Like any motion, walking motion may be described by joint angle trajectories. These how-
ever are infinite-dimensional and therefore hard to handle. In contrast to special motions
like kicking the ball, arm waving, getting down or standing up, walking is a periodical
and comparatively smooth motion. Therefore, the walking motion may be generated by
prescribing trajectories for the hip and the feet and solving the inverse kinematics for the
joint angles. The inverse kinematics model can be calculated analytically due to the special
kinematic structure of the leg (cf. Fig. 7.4). The trajectories for x-, y-, and z-position of
feet relatively given to the hip are parameterized by geometric parameters, which leads
depending on the number of time steps to a high-dimensional (finite, however) discretiza-
tion of the walking motion. The three-dimensional walking trajectories are calculated by
the following formulas.
To control the y-position of the hip the ZMP is used:
y(t) = c1 ∗ exp(
√
(g/Hg) ∗ t) (7.1)
+ c2 ∗ exp(−
√
(g/Hg) ∗ t) + yZMP
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Figure 7.6: Parameterized x- and y-trajectories of for the walking motion.
where g describes the gravity, Hg the height of center of gravity of the robot standing, c1
and c2 are constants, and yZMP is precalculated so that the ZMP moves on a rectangular
trajectory between the feet (cf. solid line in Fig. 7.5). The x-position of the hip is just a
simple straight line that is used to control the center of gravity movement of x-axis. When
the robot is walking at constant speed, the ZMP of the x-axis is 0 and is neglected.
The z-position is the distance between hip and foot, and described by two curves, one for
lifting (zup) and a second for dropping (zdw). Both are moving fast close to the ground to
reduce the influence of the ground error and to reduce inertia during swing of the leg. For
lifting and dropping the foot we use
zup(t) =
zheight · c4
pi
(
pi
2
− arcsin
(
1− t
tf
)
− c3
)
, (7.2)
respectively
zdw(t) = zup(tf − t), (7.3)
as basis functions, with zheight as maximum wanted height in z direction of the foot, c3 and
c4 are constants, and tf as final time of one step. By aggregating these curves for a walking
motion we obtain completely parameterized walking motion trajectories. Parameter tuning
by hand identified the important parameters for stable walking. Those are the relation of
the distances of the front and of the rear leg to the center of mass, the lateral position,
the roll angle and the height above ground of the foot during the swing phase, and the
pitch of the upper body. These parameters scale and shift the defined walking trajectories
in Equations (7.1) to (7.3) during the optimization process, where the other parameters
are assumed to be constant with suitable values which are set by expert knowledge and
experiments before the optimization process starts.
Walking motions symmetry allows a further problem reduction. The parameter for the
lateral position of the right foot can be set to the negative lateral position of the left foot
during the swinging phase, and the roll angle of the right foot has to be the negative roll
angle of the left foot. A six-dimensional parametrization of a forward walking trajectories
at a fixed step frequency is obtain finally.
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Figure 7.7: Parameterized z-trajectories for the walking motion.
7.3.3 The Derived Optimization Problem
Even for this non-deterministic problem the surrogate may help to catch the main charac-
teristics of the problem if the deviation is in comparison to the mean not too high to mask
the main effects of the underlying black box y.
Modeling of the Objective Function
For the objective function value fof a parameter set p describing a walking motion the
distance which the robot covers on the experimental field until it stops or falls is measure.
It starts with a small step length 110 mm and the step length is increased every 2 steps by
5 mm, so that the final step length of 240 mm would be reached after 52 steps, always with
a constant frequency of about 2.85 steps per second. It follows that the walking speed is
only influenced directly by the applied step length.
This definition of the objective function includes constraints for maintaining walking sta-
bility of the walking motion implicitly, which otherwise would have to be formulated an-
alytically with a high effort to incorporate them explicitly into the definition of the here
considered optimization problem. Only robust walking motions for all step lengths between
110 mm and 240 mm have a chance to reach a high objective function value, because during
the measurement 27 different step lengths are applied. This ensure that a found walking
motion is a fast but also robust one for different velocities.
Feasible Domain of Optimization Variables
The above introduced number of relevant parameters for the walking motion is reduced
with this objective function definition by another dimension to finally five optimization
variables. The variation of the step length during the walking experiment, the x-position
of one foot in front of the upper body and the x-position of the other foot behind the
upper body during a step are reduced to only one variable. This variable describes the
proportion between both. For all applied values for the step length, both parameters are
described uniquely. During the online optimization the five real-valued variables that are
influencing the main characteristics of the walking behavior of the robot are being varied
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to maximize the defined objective function only subject to box constraints. These bounds
for the optimization parameters must be strictly met by the optimization method for each
trial walk of the robot occurring during one evaluation of the objective function. The
bounds are set to values for which a wide range of variations of the walking motion is
possible. However, the bounds also guarantee that no self-colliding occurs.
Classification of the Optimization Problem
The robot is included as hardware in the loop for the walking experiment to evaluate the
objective function f measuring the walking speed. In this context a non-deterministic black
box optimization problem with box constraints arises, where besides a noisy function value
of f no further information is provided. Especially no gradient information can be provided
which would be compulsive for effective gradient-based optimization. Even the approxi-
mation of gradients by finite differences is not applicable because of the non-deterministic
experimental results. Additionally we are also not able to prove properties like continuity
or differentiability of the objective function because of the black box characteristic of the
problem. The resulting mathematical formulation of the optimization problems reads as
follows:
max
p∈Ωg
f(p), f : IR5 → IR,
with
Ωg = {p ∈ IR5|plb ≤ p ≤ pub, plb,pub ∈ IR5}.
This leads to the question which optimization methods can be applied to find a good
walking motion with reasonable efforts.
Adapted Optimization Procedure
The optimization process is started with an experiment, where the basis of the first surro-
gate function is chosen by prior obtained expert knowledge to provide a stable but possibly
slow, initial humanoid robot walking motion. A set of candidates is generated around the
initial motion by varying each single variable dimension pi on its own by 10 % of the total
range of the feasible domain. In our case this leads to a basis with eleven sampled points.
The further procedure is as described in Chapter 4.
7.3.4 Experimental Setup and New Fast Walking Motions
Setup and Procedure
All walking experiments with the humanoid robot HR 18 are performed on a standard
RoboCup soccer field (cf. Fig. 7.8 a). To guarantee constant conditions during the ex-
periments the joint motors are supplied by a continuous external power supply where the
batteries are only used as weights to provide the operating condition the robot meets in
the intended soccer application. The Pocket PC is only carried in all walking experiments
for the same reason as the batteries are. Only the low-level software is running on the
robot during the experiments with its joint motor control and the postural stabilization.
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(a) Setup at the beginning of a walking
experiment.
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(b) Walking experiment results during optimization.
Figure 7.8: Experiment setup and measured distances.
The controller board is serially connected to an external computer, on which the above
described high-level software and the optimization procedure is running. The walking re-
quests generating module therein is extended for the special needs of the modeled objective
function and the walking experiments that have to be performed, so that the step length
can be increased during runtime. Additionally the joint motor temperatures are observed
manually to guarantee no overheating at any time.
The motion generation obtains new walking parameter candidates from the optimization
procedure as a text file and sends walking requests for walking experiments together with
the walking parameters to the robot.
Of course, not every new parameter set that is generated by the optimization procedure
results in a walking motion where the robot is really walking forward or is even able to walk
one step without falling. For such candidates p we assign zero as the objective function
value. All walking experiments start at the same position heading into the same direction.
The distance covered by the robot during walking is measured by visual inspection of the
human operator in an accuracy of about ±5 cm. In principle the covered distance can
also be measured by one of the onboard cameras using a standard geometrical object with
given shape, color, and known constant position. Additionally the temperature of the
joint motors as a possible critical factor is observed manually during all experiments, to
guarantee no overheating at any time. The power cord, the serial connection, and a belt
to protect the robot from damage in the case that it falls down are carried by a human
helper, but it is keenly observed that the robot’s motions are not influenced by the cables
and the belt.
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Table 7.1: Definition of the optimization variable’s components.
p1 backward / forward each in mm
p2 step height in mm
p3 lateral position in mm
p4 roll angle in degree
p5 body pitch in degree
Table 7.2: Bounds, initial expert’s guess, and two candidates for an optimal p.
Description Notation p1 p2 p3 p4 p5
backward/ step lateral roll body
forward height position angle pitch
mm mm mm mm degree
Lower bound p(lb) −2.000 0 50.000 −8.000 0
Initial set p(0) −1.000 25.000 75.000 −4.000 15.000
Candidate 1 p(max1) −0.958 17.344 81.641 −0.018 20.000
Candidate 2 p(max2) −2.000 27.761 50.000 −0.155 17.331
Upper bound p(ub) −0.500 50.000 100.000 0 20.000
Optimization Results
The initial candidate p(0) has been obtained by tuning of the parameters by hand and the
definition of p as described above is summarized in Table 7.1. During the eleven initial
walking experiments during the optimization process, the results approve a nonlinear con-
nection to the parameters as we can see from the objective function values (cf. Fig. 7.8 b).
Directly after the initial experiments a p is already found which results in a larger objec-
tive function value. The following iterations of the surrogate optimization approach can be
taken as a kind of exploring to catch the characteristics of the black box function fbetter.
Also the maximizers of the surrogate functions yˆ(i) during the first iterations are not likely
to be maximizers of the underlying black box function as can be observed from iteration
18 to 32 in Figure 7.8. Promising areas for improvements are identified in form of two
candidates p(max1) and p(max2), where the robot covers the same distance after performing
all 52 steps of the walking experiments including to stop at the end without falling. Both
candidates are identified during maximizing the surrogate and not the MSE. The motion
resulting from the set p(max1) is visualized in Figure 7.9.
Even after exploring promising areas of the variable domain, no continuous improvement
is guaranteed as observed during the last 10 walking experiments. An appropriate approx-
imation quality for the entire five-dimensional variables domain cannot be obtained by the
number of the so far performed walking experiments.
As a more technical result affecting the hardware we observed that at no time the external
power supply generated more than 3.2 ampere at a voltage of 14.8. During the whole num-
ber of walking experiments the joint motor temperature was never becoming critical with
average temperatures of 55 to 60 degree Celsius. The knee joint motor as the most stressed
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Figure 7.9: Optimized walking motion of the humanoid robot prototype Bruno.
one has been observed during all iterations carefully. The here described optimization run
was paused only for one time when the motor temperature exceeded 65 degree Celsius after
about 40 runs. This was done to guarantee that all walking experiments are performed
under roughly comparable conditions. The shut down temperature of the joint motors is
85 degree Celsius.
Adaption for a Fast Walking Motion
The solutions found during the optimization are successively adjusted by setting up a
constant step length and step time dependent on different floor coverings. The result of
this first approach is a stable humanoid robot walking motion with a speed of 30 cm/sec.
This motion provides a robustness that allows to start with the found maximum speed and
to perform an abrupt stop without unbalancing the robot, even on different floor coverings.
All walking experiments during the optimization run have been performed on a single time
slot of about four hours, including breaks of about one hour, and less than 100 walking
experiments including a warming up of the robot.
The robot is right from the start designed to be very lightweight. Additional work was
spent on the lightweight aspect, one DOF was reduced in each arm so that 2 DX-117
motors could be removed as well as the left/right turning waist joint. By the same reason
the steal frame of the upper body was replaced by a slimmer carbon frame of 0.2 kg less
weight. To lower the center of mass, the battery for the joint motors was replaced by two
2-cell batteries of the same kind like it is used for the controller board. These two batteries
are placed on the sides of the both feet (cf. Fig. 7.10).
Another change was done due to the relatively high temperatures in the knee joints, so
that during the normal operation time of robot soccer games no heating problems arise. In
exchange for the first used DX-117, a motor of type Robotis RX-64 with a higher maximum
torque of 53 kg-cm as well as a higher maximum speed of 0.198 sec/60◦ (but also larger
weight and size) was built in.
The modified version of the humanoid robot has a final weight of 3.3 kg and was the basis
of the humanoid robot Bruno. For a more detailed report on the modified robot we refer
the reader to [97].
For the modified robot the walking motion needed some steps for acceleration with in-
creasing step length to get into a stable walking motion of 40 cm/sec. It also performs a
stable instant stop in one step. In further experiments, it was observed that the obtained
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Figure 7.10: Technical layout with measurements in mm and 3D view including the design
modifications.
walking motion is also robust in a sense that the performance does not change much on
different floor coverings.
7.4 Summary of Chapter 7
The first small example, the walking optimization of the Sony Aibos, has shown, that
hardware in the loop optimization of walking movements is a promising approach, which
leads us to the approach with the two-legged humanoid robot. Beside a case study for
optimization directly coupled with hardware, the measured improvements have shown,
that pure expert knowledge does not guarantee a good walking behavior. Even by a
standard pattern search implementation within an hour of lab time new trajectories were
found.
For the newly developed, 55cm tall autonomous humanoid robot prototype Bruno a hard-
ware in the loop walking optimization approach has been presented. The optimization
problem formulation is based on a suitable parametrization of the walking trajectories,
where a small number of parameters are used as optimization variables. During fast walk-
ing, the underlying joint servo motor control is stabilized using inertial sensing which is
part of the low-level software running on the robot’s controller board. Under this precon-
ditions it was demonstrated that efficient walking speed optimization can be obtained even
with a quite small number of functions evaluations. In about 50 walking experiments a 30
cm/sec fast walking motion has been obtained using the surrogate optimization approach.
In further experiments, it was observed that as an interesting side effect the obtained walk-
ing motion is also robust in a sense that the performance is also well and does not change
much on different floor coverings which have not been used during the optimization. A
hardware design update enabled improvements by reducing the weight of the upper body.
With a short starting phase for acceleration from stand still a further increase of the for-
ward walking speed to more than 40 cm/sec was achieved. The described optimization
procedure can be applied to other types of humanoid robot locomotion like turning or
walking sidewards as well.
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For the first time it has been shown in this thesis that mixed-integer nonlinear optimization
for non-relaxable black box problems arising in different engineering disciplines can be
solved efficiently. This was achieved by a newly developed surrogate optimization approach.
This general approach is not restricted to applications from the three specific fields of
engineering discussed in this thesis.
The results presented here demonstrate that and how integer variables can be handled
in an efficient way and that optimization subject to explicit and implicit constraints can
be carried out directly. The performance of the presented approach is investigated for
different applications, where besides numerical simulation packages also lab experiments
with robots are included in the optimization problem formulation. For all of the considered
applications, no other optimization method was able to provide results of similar quality
within a competitive effort.
8.1 Summary
Integer valued variables should be taken as what they are: integer. In a mixed-integer sce-
nario continuous-valued and integer-valued variables have to be taken into consideration
simultaneously. Existing optimization methods could not address this problems directly
in a satisfactory manner. The presented results, especially from the water resources man-
agement applications, show that transforming a mixed-integer optimization problem to a
real-valued one does not have to be a better way to solve it, just because efficient optimizers
are available. It is important to solve the right problem with the right tool.
Furthermore, all available information, especially that related to black box-based hidden
(black box evaluation failure) and implicit constraints (infeasible system state) should be
taken into account during the optimization process. Considering all information from the
constraints is as important as the pure objective function value for optimization. Not to
make use of it can result in repeated failures of black box evaluations which just allocate
resources without providing any benefit. Information about black box responses obtained
during optimization should be used at once for improved performance.
Methodology We derived in this thesis a surrogate optimization approach that really
take into account that only parts of the optimization problem formulation are given ex-
plicitly. Stochastic approximations are used to replace the implicit parts of the problem,
to keep all explicit information. Gradient-based optimization methods are applied to the
resulting smooth surrogates problems, which are defined on relaxed and extended domains.
Promising regions and feasible candidates for the initial optimization problem are identified
at low computational costs this way.
With any new response from evaluation of candidates by the incorporated black boxes, the
functional approximations are updated instantaneously, and the quality of the surrogate
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problem is improved sequentially. This procedure is enabled by a newly developed efficient
framework that handles black box evaluations, stochastic approximations, the surrogate
building processes, and the use of optimization methods. The developed iterative up-
date strategy guarantees that numerical stability is kept for the stochastic approximation
method. The chosen strategy causes, coincidentally, the exploration of the whole optimiza-
tion variable domain. Furthermore the approach does not have to start from scratch, but
is a hot start method and makes it possible to integrate prior response information easily.
The transition from surrogate models to surrogate functions is fluent. Knowledge-based low
fidelity models are fitted to output data, basis functions for approximation are chosen by
system characteristics. To improve and speed up the search for optimal candidates all kind
of problem information has to be used. Typically, methods which use model knowledge of
the underlying system are faster than pure output approximating methods. The surrogate
optimization approach provides the possibility to incorporate prior knowledge, e.g., by
adapting the different basis functions for the approximation of the black box responses.
This can be done during each iteration in different ways and highlights the flexibility of
the developed approach.
Applications The design optimization examples from electrical engineering have shown
that the presented approach for solving mixed-integer nonlinear problems determines so-
lutions of high quality for the system design. The benefit of a direct handling of implicit
constraints has been demonstrated for the design of a magnetic bearing. For the design of a
superconductive synchrotron magnet all earlier applied methods have not been able to deal
with the integer-valued variables that define the devices’ structure. With the amount of
simulation evaluations that other methods needed to solve the inherent continuous-valued
nonlinear problems, a competitive design close to the theoretical minimum was identified.
The second type of applications discussed is taken from environmental engineering. In a
reply to Lucas (both in [180]), Sacks and his colleagues pointed out that first, simulation
problems often do not behave like stochastic problems and second, that finally, even the
test problems should be some kind of simulation application. The presented applications,
called Community Problems, consist not only of a number of optimization problems based
on a subsurface flow simulation. They are also established as a benchmark set of problems
for any derivative free optimization method, as was claimed by Sacks. It has been shown
earlier, for the Community Problems, that deterministic sampling methods can outperform
metaheuristic search methods [93–95]. The presented surrogate optimization approach,
combined with a newly introduced mixed-integer nonlinear problem formulation, resulted
in an even better solution obtained by only a small fraction of black box evaluations needed
by other approaches.
Finally, a real system in the loop scenario for maximizing the walking speed of humanoid
robots was investigated. It is a very challenging task to capture all characteristics which
are important to achieve a walking speed with postural stability at the limits of the real
robot’s capabilities by standard multibody system dynamics models for humanoid robots.
This was overcome by the modeling of a low-dimensional black box-based problem, where
each black box evaluation represents the laboratory experiment to measure the humanoid
robot’s walking performance. The walking speed of the robot was increased by a factor
of four up to more than 40 cm/sec which is one of the fastest and stable bipedal walking
gaits obtained so far for autonomous humanoid robots of this size.
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8.2 Perspectives
Finally, some perspective on further improvement of optimization methods and their ap-
plications in engineering are outlined. Methods that handle implicit but calculable black
box type constraints efficiently can additionally help with the determination of hidden and
closed constraints which only lead to black box evaluation failures. A fundamental diffi-
culty was identified in this work if “engineering-perspective” designs are not available as
initial iterates for the optimization. In general, new methods to predict unfeasible areas of
the variable domain because of hidden constraints are needed, as they will help to reduce
the number of unsuccessful black box evaluations.
To avoid potential weakness of one approach, hybrid approaches of combined derivative
free optimization methods are beginning to emerge, e.g., in the area of water resources
management [83, 138, 191, 216, 236, 241]. However, there are still many open questions
regarding how to optimally combine two different methods, e.g. how to define switching
criteria for changing from one method to another method. These problems increase the de-
gree of complexity, but in a well-suited framework hybrid approaches will help to overcome
the specific weaknesses of a single optimization approach.
Furthermore, optimization methods should make use of the resources provided by the on-
going development of multi-core CPU and GPU computing architecture. Parallelization
of iterative optimization approaches and even more, of hybrid approaches needs an algo-
rithmic foundation suitable for these emerging computing environments. The algorithms
should be freely scalable and not restricted to a certain number of cores or nodes. The in-
creasing computational power and a greater number of available options for parallelization
will offer a further speed up for numerical optimization and black box evaluations.
New concepts for user interaction will grow coincidentally, as soon as well adapted pre-
sentation and visualization concepts become available to illustrate intermediate data dur-
ing optimization. Expert knowledge can then be incorporated not only by setting initial
variables values, but also during all iterations to add information that possibly was not
available at the beginning. Optimization could made use of this for the interpretation
of hidden constraints, to introduce or discard optimization variables, or even to realize
necessary changes in the objective function and constraints.
During the plenary “The Forward Looking Session” at the SIAM Conference on Optimiza-
tion in 2008 simulation-based mixed-integer nonlinear problems were mentioned explicitly
as one of the most relevant fields for further research. The presented results of this thesis
contribute to further progress in this direction and may also point to future research topics
in this field.
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Zusammenfassung
Optimierungsprobleme spielen in vielen wissenschaftlichen Disziplinen eine immer
wichtigere Rolle, z.B. zur optimalen Nutzung begrenzter Ressourcen oder zur Auswahl
optimaler Lo¨sungen aus einer großen, endlichen oder unendlichen Menge von Alterna-
tiven. Die existierenden Methoden und Werkzeuge fu¨r die rechnergestu¨tzte Optimierung
werden zur Lo¨sung der unterschiedlichsten Probleme angewandt. Optimierung soll prob-
lemspezifisch die bezu¨glich eines definierten Gu¨tekriteriums bestmo¨gliche Ausnutzung
vorhandener Ressourcen garantieren. In den Ingenieurwissenschaften ergibt sich allerd-
ings ha¨ufig die Situation, dass die Standardoptimierungsverfahren nicht geeignet sind, um
die sich ergebenden Problemstellungen effizient zu lo¨sen. Im Rahmen dieser Arbeit werden
speziell Fragestellungen betrachtet, in die neben einer expliziten analytischen Formulierung
auch das Verhalten von nicht einsehbaren abgeschlossenen Systemen (
”
Black Box“) wie
komplexen ingenieurwissenschaftlichen Simulationsprogrammen oder reale Roboter (z.B.
Roboter) eingeht.
Ha¨ufig sind Ergebnisse komplexer numerischer Simulationen bei der Optimierung zu
beru¨cksichtigen, welche zusa¨tzlich meist hohe Rechenzeiten einfordern. Komplexe Sim-
ulationssoftware ist in den Ingenieurwissenschaften u¨ber Jahre und Jahrzehnte entstanden
und ermo¨glicht nun in vielen Anwendungen eine realita¨tsnahe Simulation. Es ist daher
wu¨nschenswert, diese auch fu¨r eine systematische, iterative Optimierung von Systempara-
metern und Systemverhalten einzusetzen. Ein entscheidender Faktor fu¨r den praktische
Einsatz ist die Anzahl verfu¨gbarer Auswertungen aufgrund nur beschra¨nkt verfu¨gbarer
Ressourcen an Entwicklungs- und Rechenzeit.
Die innerhalb von komplexer numerischer Simulationssoftware verwendeten Methoden, un-
terlagerte und miteinander gekoppelte iterative Berechnungsverfahren, Approximationen
tabellarischer Daten, fu¨hren zu Optimierungsproblemstellungen, die ha¨ufig vordergru¨ndig
deterministisch sind, jedoch gewissen Sto¨rungen und sehr niedrigen Differenzierbarkeit-
sordnungen (z.B. Unstetigkeiten in Funktion oder Ableitungen) bezu¨glich der Opti-
mierungsvariablen unterliegen. Neben den reinen Ausgabewerten der Simulationssoftware
stehen meist keine weiteren Systeminformationen zur Verfu¨gung, und ko¨nnen auch mit
gro¨ßerem Aufwand nicht explizit generiert werden. Insbesondere ko¨nnen gradienten- oder
modellbasierte Optimierungsverfahren nicht oder nur mit sehr begrenzten Erfolg eingesetzt
werden. Weiterhin muss angenommen werden, dass die Optimierungsvariablen sowohl kon-
tinuierlich als auch rein diskret sein ko¨nnen. Fu¨r die entstehenden gemischt ganzzahligen,
Black Box basierten, nichtlinearen Optimierungsprobleme existieren noch sehr wenige all-
gemein anwendbare und effiziente Optimierungsverfahren. Auf diese Problemklasse zielt
die vorliegende Arbeit ab.
Zuna¨chst ist die Einfu¨hrung einer neuen Problemformulierung no¨tig, die zwischen ex-
plizit analytischen und implizit nur durch Black Box Auswertungen gegebenen Prob-
lemkomponenten unterscheidet. Dies ermo¨glicht die Anwendung eines neuen, auf Er-
satzfunktionen basierenden Optimierungsverfahrens. Etwaige explizit gegebene Teile der
Optimierungsproblemformulierung bleiben damit komplett erhalten und ko¨nnen durch
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dieses Optimierungsverfahrens vorteilhaft ausgenu¨tzt werden. Die impliziten, Black Box
basierten Komponenten werden durch geeignete stochastische Approximationsfunktionen
ersetzt, und fu¨hren so zu einem Ersatzproblem fu¨r dessen Auswertung im Rahmen des Op-
timierungsverfahrens die impliziten Komponenten nicht mehr no¨tig sind. Durch geeignete
Wahl der Ersatzfunktionen ergibt sich ein glattes (d.h. mehrfach differenzierbares), relax-
ierbares, sowie numerisch hoch effizient auswertbares Optimierungsproblem.
Zur Berechnung von Lo¨sungskandidaten fu¨r das Originalproblem werden effiziente gra-
dientenbasierte Verfahren der gemischt ganzzahligen nichtlinearen Optimierung auf den
Ersatzproblemen angewendet. Mit Hilfe von Fehlerscha¨tzern der Approximationsfunk-
tionen wird gewa¨hrleistet, dass der Raum der zula¨ssigen Optimierungsvariablen dabei
weitra¨umig exploriert wird. Die eigentliche Qualita¨t der Kandidaten wird anhand der
Gu¨tefunktion des Originalproblems durch Auswertung der Black Box Komponenten bes-
timmt. Die Ergebnisse jeder dieser Auswertungen fu¨gen weitere Approximationsinforma-
tionen fu¨r die Ersatzfunktionen hinzu. Eingebunden in einen iterativen Prozess werden
so immer neue Kandidaten zur Auswertung auf schrittweise verfeinerten Ersatzproblemen
bestimmt. Das entwickelte Verfahren reduziert die zur Optimierung beno¨tigte Anzahl von
Black Box Auswertungen erheblich, so dass im Rahmen dieser Arbeit erstmals eine effizient
rechnergestu¨tzte Optimierung fu¨r eine Reihe schwieriger gemischt ganzzahlige Black Box
basierte Anwendungsprobleme mo¨glich wird.
Fu¨r die Designoptimierung von Magnetlagern und supraleitenden Synchrotronmagneten
ko¨nnen die theoretisch erreichbaren Zielkriterien in nur einem Bruchteil des Aufwands,
verglichen mit fru¨heren verwendeten Ansa¨tzen, erfu¨llt werden. Die bisherige Lo¨sung ohne
Beru¨cksichtung und damit ohne Anpassung der ganzzahligen Variablen erforderte bei der
Optimierung des Synchrotronmagneten vergleichbar viele numerische Simulationen wie
die Lo¨sung des Gesamtproblems mit dem in dieser Arbeit hergeleiteten Optimierungsver-
fahren.
Fu¨r eine aktuelle Sammlung von Benchmarkproblemen aus dem Bereich des Grundwasser-
managements, die auf komplexen Stro¨mungsdynamiksimulationen beruhen, ko¨nnen neue
kostenminimale Systemauslegungen berechnet werden. Dabei ist eine erhebliche Reduktion
der beno¨tigten Simulationsauswertungen und damit der beno¨tigten Rechenzeit verglichen
mit publizierten Lo¨sungen zu verzeichnen.
Mit dem Ziel die Laufgeschwindigkeit eines humanoider Roboterprototyps zu maximieren,
werden Messungen am realen technischen System direkt mit dem entwickelten Opti-
mierungsverfahren gekoppelt. Auch bei dieser Anwendung stellt sich eine erhebliche
Verbesserung der Laufstabilita¨t und eine Geschwindigkeitsteigerung von zu Beginn unter
10 cm/s auf u¨ber 40 cm/s am Ende der Optimierung ein.
Die direkte Kopplung des hergeleiteten Optimierungsansatzes mit Black Box basierten
Problemen ermo¨glicht es nun auch Problemstellungen erfolgreich zu behandeln, die bisher
entweder nur mit sehr viel ho¨heren Rechenaufwand, oder gar nicht lo¨sbar waren. Auf diese
Weise kann das in die Entwicklung der Black Box Komponenten u¨ber Jahre und Jahrzehnte
eingeflossene Expertenwissen fu¨r eine systematische Optimierung von Systemparametern
und Systemverhalten nutzbar gemacht werden.
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AD Abbr., Automatic Differentiation, 11
AMMO Abbr., First-Order Approximation/Model Management
Optimization, 10
ANOVA Abbr., Analysis of Variances, 24, 25, 40
CPs Abbr., Community Problems, the CPs are a set of sub-
surface flow benchmark problem for derivative free opti-
mization, 63
DACE Abbr., Design and Analysis of Computer Experiments,
20, 21, 23, 24, 37–39, 45, 46, 53, 54
DFO Abbr., Derivative Free Optimization, 3, 4, 12, 13, 15, 16,
18, 24, 25, 74
DIRECT Abbr., Dividing Rectangular Algorithm, 17, 18, 24, 54,
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DOE Abbr., Design of Experiments, 22, 42, 43, 48, 60
DOF Abbr., Degree of Freedom, 81, 89
DS Abbr., Direct Search, 16
EA Abbr., Evolutionary Algorithm, 13, 14, 24, 47, 59–61, 79
FEFLOW Commercial subsurface flow simulation, 62
GBD Abbr., Generalized Benders Decomposition, 27, 29
GA Abbr., Genetic Algorithm, 13, 14, 24, 25, 28, 47, 63, 68–
70, 73
GPS Abbr., Generalized Pattern Search, 16, 17
GSS Abbr., Generalized Set Search, 16
IFFCO IFFCO is an implicit filtering implementation made
for constrained derivative free optimization, available in
Matlab and Fortran, 67, 70, 72, 73
Matlab Software package for numerical operations,
http://www.mathworks.com, 53, 54
MBS Abbr., Multi-Body System, 77
MINLP Abbr., Mixed-Integer Nonlinear Programming, 3–5, 13,
17, 25–31, 36, 37, 40, 59–61, 66, 70, 72, 73
MILP Abbr., Mixed-Integer Linear Programming, 26–28
MODFLOW U.S. Geological Survey code for subsurface flow simula-
tion, 62, 63, 65, 66, 70, 73, 74
MSE Abbr., Mean Squared Error, 21, 23, 45, 88
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MVP Abbr., Mixed Variable Problem, 29
NLP Abbr., Nonlinear Programming, 17, 26–28, 40, 41, 59,
61, 62, 68, 70
ODE Abbr., Ordinary Differential Equation, 11
OA Abbr., Outer Approximation, 27, 62
PSO Abbr., Particle Swarm Optimization, 15, 25
FE Abbr., Finite Element, 51, 52, 56, 57
PDE Abbr., Partial Differential Equation, 11, 56
RBF Abbr., Radial Basis Function, 13, 20, 21, 23, 29
RoboCup For more information on the different leagues and robots
see www.robocup.org, 78–80, 82, 86
RSM Abbr., Response Surface Methods, 20, 21, 24, 38
SMF Abbr., Surrogate Management Framework or Space Map-
ping Framework, 10, 24
SNOPT SNOPT is an SQP implementation in Fortran for large-
scale NLP problems, 41
SQP Abbr., Sequential Quadratic Programming, 29, 40, 41,
53, 80
ZMP Abbr., Zero Moment Point, 82, 83
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