In the perfect conductivity problem of composites, the electric field may become arbitrarily large as ε, the distance between the inclusions and the matrix boundary, tends to zero. The main contribution of this paper lies in developing a clear and concise procedure to establish a boundary asymptotic formula of the concentration for perfect conductors with arbitrary shape in all dimensions, which explicitly exhibits the singularities of the blow-up factor Q[ϕ] introduced in [29] by picking the boundary data ϕ of k-order growth. In particular, the smoothness of inclusions required for at least C 3,1 in [27] is weakened to C 2,α , 0 < α < 1 here.
Introduction and main results
It is well known that field concentrations appear widely in nature and industrial applications. These fields include extreme electric, heat fluxes and mechanical loads. Motivated by the issue of material failure initiation, in this paper we are devoted to the investigation of blow-up phenomena arising from high-contrast fiber-reinforced composites with the densely packed fibers. The key feature of the concentrated fields is that the blow-up comes from the narrow regions between fibers and the thin gaps between fibers and the matrix boundary. It is worth emphasizing that the latter is more interesting due to the interaction from the boundary data. Although there has made great progress in the engineering and mathematical literature since Babuska et al's famous work [6] over the past two decades, accurate numerical computation of the concentrated field are still very hard for lack of fine characterization to develop an efficient numerical scheme. So, it is significantly important from a practical point of view to precisely describe the singular behavior of such high concentration.
In the context of electrostatics, the field is the gradient of a solution to the Laplace equation and the blow-up rate of the gradient were captured accurately. Denote the distance between two inclusions or between inclusions and the matrix boundary by ε. It has been proved that for the perfect conductivity problem, the blow-up rate of the gradient is ε −1/2 in two dimensions [3, 4, 7, 12, 20, 34, 35] , while it is |ε ln ε| −1 in three dimensions [12, 13, 25, 30] .
Besides these foregoing estimates of the singularities for the field, there is another direction of investigation to establish the asymptotic formula of ∇u in the thin gap of electric field concentration. In two dimensions, consider the following conductivity problem
on ∂D j , j = 1, 2, u(x) − H(x) = O(|x| −1 ), as |x| → ∞, ∂Dj ∂u ∂ν + = 0, j = 1, 2,
where H is a given harmonic function in R 2 and
Here and throughtout this paper ν is the unit outer normal of D j and the subscript ± shows the limit from outside and inside the domain, respectively. For problem (1.1), Kang, Lim and Yun [22] obtained a complete characterization of the singularities of ∇u with D 1 and D 2 being disks as follows ∇u(x) = 2r 1 r 2 r 1 + r 2 (n · ∇H)(p)∇h(x) + ∇g(x), (1.2) where h(x) = 1 2π (ln |x − p 1 | − ln |x − p 2 |) with p 1 ∈ D 1 and p 2 ∈ D 2 being the fixed point of R 1 R 2 and R 2 R 1 respectively, R j is the reflection with respect to ∂D j , n is the unit vector in the direction of p 2 − p 1 , p is the middle point of the shortest line segment connecting ∂D 1 and ∂D 2 , and |∇g| is bounded independently of ε on any bounded subset of R 2 \ D 1 ∪ D 2 . Obviously ∇h characterizes the singular behavior of ∇u explicitly. Ammari, Ciraolo, Kang, Lee, Yun [2] extended the characterization (1.2) to the case when inclusions D 1 and D 2 are strictly convex domains in R 2 by utilizing disks osculating to convex domains. In three dimensions, Kang, Lim and Yun [23] derived an asymptotic formula of ∇u for two spherical perfect conductors with the same radii. The asymptotics for perfectly conducting particles with the different radii can be seen in [28] . Recently, a great work on establishing an asymptotic formula in dimensions two and three for two arbitrarily 2-convex inclusions has been completed by Li, Li and Yang in [27] . It is worth mentioning that for high-contrast composites with the matrix described by nonlinear constitutive laws such as p-Laplace, Gorb and Novikov [18] captured the stress concentration factor. Additionally, the asymptotics of the eigenvalues of the Poincaré variational problem for two close-to-touching inclusions were obtained by Bonnetier and Triki in [15] . More related work can be seen in [1, 5, [8] [9] [10] [11] 14, 16, 17, 19, 21, 24, 26, 29, [31] [32] [33] .
However, to the best of our knowledge, previous investigations on the asymptotics of the field concentration only focused on the narrow region between inclusions. This paper, by contrast, aims at deriving a completely asymptotic characterization for the perfect conductivity problem (1.4) with m-convex inclusions close to the matrix boundary and the boundary data of k-order growth in all dimensions. The asymptotic results in this paper also provide an efficient way to compute the electrical field numerically.
To state our main works in a precise manner, we first describe our domain and notations. Let D ⊂ R n (n ≥ 2) be a bounded domain with C 2,α (0 < α < 1) boundary, which has a C 2,α -subdomain D * 1 touching matrix boundary ∂D only at one point. That is, by a translation and rotation of the coordinates, if necessary, Throughout the paper, we use superscript prime to denote (n − 1)-dimensional domains and variables, such as Σ ′ and x ′ . After a translation, we set
, where ε > 0 is a sufficiently small constant. For the sake of simplicity, denote
and Ω := D \ D 1 . The conductivity problem with inclusions close to touching matrix boundary can be modeled by the following scalar equation with piecewise constant coefficients div(a k (x)∇u) = 0, in D, u = ϕ, on ∂D,
Actually, equation (1.3) can also be used to describe more physical phenomenon, such as dielectrics, magnetism, thermal conduction, chemical diffusion and flow in porous media. When the conductivity of D 1 degenerates to be infinity, problem (1.3) turns into the perfect conductivity problem as follows
on ∂D,
where the free constant C 1 is determined later by the third line of (1.4). There has established the existence, uniqueness and regularity of weak solutions to (1.4) in [12] with a minor modification. We further assume that there exists a small constant R > 0 independent of ε, such that the portions of ∂D and ∂D 1 near the origin can be written as
, where h 1 and h satisfy that for m ≥ 2,
where λ and κ j , j = 1, 2, are three positive constants independent of ε.
To explicitly uncover the effect of boundary data ϕ on the singularities of the field, we classify ϕ ∈ C 2 (∂D) according to its parity as follows. Denote the bottom boundary of Ω R by Γ −
S1) ϕ satisfies the k-order growth condition, that is,
(S2) ϕ is odd with respect to some x i0 , i 0 ∈ {1, · · · , n − 1}, where η > 0 and k > 1 is a positive integer.
For
We will use the abbreviated notation Ω t for the domain Ω t (0 ′ ). Before stating our main results, we first introduce two scalar auxiliary functionsū ∈ C 2 (R n ) and u 0 ∈ C 2 (R n ) such thatū = 1 on ∂D 1 ,ū = 0 on ∂D and
andū 0 = 0 on ∂D 1 ,ū 0 = ϕ(x) on ∂D, and
To simplify notations used in the following, for i = 0, and i = k, k is the order of growth defined in (S1), we denote
(1.7)
Let Ω * := D \ D * 1 . We define a linear functional with respect to ϕ,
where v * 0 is a solution of the following problem:
(1.9)
Note that the definition of Q * [ϕ] is valid under case (S2) but only valid for m < n + k − 1 under case (S1). For m < n − 1, define
(1.11)
Unless otherwise stated, in what following C represents a constant, whose values may vary from line to line, depending only on λ, κ 1 , κ 2 , R and an upper bound of the C 2,α norms of ∂D 1 and ∂D, but not on ε. We also call a constant having such dependence a universal constant. Without loss of generality, we set ϕ(0) = 0.
Otherwise, we substitute u − ϕ(0) for u throughout this paper. For simplicity of discussions, we assume that convexity index m ≥ 2 and growth order index k > 1 are all positive integers in the following.
are defined as above, conditions (H1)-(H3) and (S1) hold. Let u ∈ H 1 (D; R n )∩C 1 (Ω; R n ) be the solution of (1.4). Then for a sufficiently small ε > 0 and x ∈ Ω R ,
where ρ k;0 (n, m; ε) = ρ k (n, m; ε)/ρ 0 (n, m; ε),ū andū 0 are defined by (1.5) and (1.6), respectively, δ is defined by (1.7), a * 11 is defined by (1.10), and
(1.12)
There is a great difference between interior asymptotics and boundary asymptotics. Specifically, the blow-up factor Q ε [ϕ] defined in [27] is bounded for any boundary data ϕ, while Q[ϕ] here can increase the singularities of the field by ε n+k−1 m −1 if m > n + k − 1 or | ln ε| if m = n + k − 1 for the boundary data ϕ with k-order growth. In addition, when m > 2, the remainder of order O(ε 1−2/m ) in the shortest line segment between the conductors and the matrix boundary provides a more precise characterization on the asymptotic behavior of the concentration than that of m = 2. Finally, the concisely main terms ∇ū and ∇ū 0 together with their coefficients can completely describe the singular effect of the geometry, which will greatly reduce the complexity of numerical computation for ∇u. Remark 1.4. In order to further reveal the effect of principal curvatures of the geometry, we take n = 3 relevant to physical dimension for example. Consider
where λ i , η i , i = 1, 2, are four positive constant independent of ε. Then by the same method as in Theorem 1.1, we find that the coefficient of the main term ∇ū has an explicit dependence on λ i and η i in the form of that
Then for a sufficiently small ε > 0,
whereū andū 0 are defined by (1.5) and (1.6), respectively, δ is defined by (1.7), a * 11 is defined by (1.10), and
Remark 1.6. The asymptotics of ∇u in Theorem 1.5 imply that (1) if m < n, then its maximum attains only at {x ′ = 0 ′ } ∩ Ω;
(2) if m = n, then the maximum attains at {x ′ = 0 ′ } ∩ Ω and {|x ′ | = ε 1 m } ∩ Ω simultaneously;
(3) if m > n, then the maximum attains at {|x ′ | = ε 1 m } ∩ Ω.
Remark 1.7. If (1.13) holds in Theorem 1.5, we can obtain that the coefficient of the main term ∇ū has an explicit dependence of m √ λ 1 λ 2 .
The organization of this paper is as follows. In section 2, we carry out a linear decomposition of the solution u to problem (1.4) as v 0 and v 1 , defined by (2.2) and (2.3) below, and we prove the correspondingly main termsū 0 andū constructed by (1.5) and (1.6), respectively, in Lemma 2.2 and Theorem 2.1. Based on the results obtained in section 2, we give the proofs of Theorem 1.1 and Theorem 1.5 consisting of the asymptotics of blow-up factor Q[ϕ] and a 11 in section 3.
Preliminary
2.1. Solution split. As in [29] , we decompose the solution u of (1.4) as follows
where v i , i = 0, 1, verify
respectively. Similarly as (1.8) and (1.9), we define a linear functional of ϕ as follows
where v 0 is defined by (2.2). Denote
Then, it follows from the third line of (1.4) and the decomposition (2.1) that
Recalling the definition of v 1 and making use of integration by parts, we have ∇u = Q[ϕ] a 11 ∇v 1 + ∇v 0 .
(2.5)
2.2.
A general boundary value problem. To obtain the asymptotic expansion for ∇u, we first consider the following general boundary value problem:
where ψ ∈ C 2 (∂D 1 ) is a given scalar function. Note that if ψ = 1 on ∂D 1 , then
Construct a cutoff function ρ ∈ C 2 (Ω) satisfying 0 ≤ ρ ≤ 1, |∇ρ| ≤ C on Ω, and
8)
Similarly as in [29] , we can obtain an asymptotic expansion of the gradient for problem (2.3).
Theorem 2.1. Assume as above. Let v ∈ H 1 (Ω) be a weak solution of (2.6). Then, for a sufficiently small ε > 0,
Consequently, (2.9), together with choosing ψ = 1 on ∂D 1 , yields that
10)
and
where v 1 ∈ H 1 (Ω) is a weak solution of (2.3)
Note that when m > 2, the remainder of order O(1) in [29] is improved to that of order O(ε 1−2/m ) for x ∈ {x ′ = 0 ′ } ∩ Ω R here. For readers' convenience, the detailed proof of Theorem 2.1 is left in the Appendix. Similarly, by applying Theorem 2.1, we can find that the leading term of ∇v 0 is ∇ū 0 in the following. Lemma 2.2. Assume as above. Let v 0 be the weak solution of (2.2). Then, for a sufficiently small ε > 0,
11)
12)
whereū 0 is defined by (1.6).
Therefore, recalling the decomposition (2.5) and in view of (2.10) and (2.11), for the purpose of deriving the asymptotic of ∇u, it suffices to establish the following two aspects of expansions:
(i) Expansion of Q[ϕ];
(ii) Expansion of a 11 .
3. Proofs of Theorem 1.1 and Theorem 1.5
Expansion of Q[ϕ]
. Before proving Theorem 1.1 and Theorem 1.5, we first give an expansion of Q[ϕ] with respect to ε.
Lemma 3.1. Assume as above. Then, for a sufficiently small ε > 0, (a) if (S1) holds for m ≥ n + k − 1 in Theorem 1.1,
(b) if (S1) holds for m < n + k − 1 in Theorem 1.1,
(c) if (S2) holds in Theorem 1.5,
Step 1. Proof of (a). Note that the unit outward normal ν to ∂D 1 is given by
In light of (H2), we obtain that for i = 1, · · · , n − 1,
Recalling the definition of Q[ϕ], it follows from (2.12) and (3.1) that
Step 2. Proofs of (b) and (c). In view of the definitions of Q[ϕ] and Q * [ϕ], it follows from integration by parts that
where v 1 and v * 1 are defined by (2.3) and (1.11). Thus,
To estimate v 1 − v * 1 , we first introduce a scar auxiliary functionsū * satisfyinḡ u * = 1 on ∂D * 1 \ {0},ū * = 0 on ∂D, and
where Ω * r := Ω * ∩ {|x ′ | < r}, 0 < r ≤ 2R. In view of (H2), we obtain that for x ∈ Ω * R ,
Applying Theorem 2.1 to (1.11), it follows that for x ∈ Ω * R ,
4)
5)
For 0 < r < R, denote
We now divide into two steps to estimate |Q[ϕ] − Q * [ϕ]|.
Step 2.1.
We first estimate
It follows from (2.10) that
(3.9)
Take γ = 1 m+1 . Then, it follows from (3.7)-(3.9) that
.
Making use of the maximum principle, we obtain
. This, together with the standard interior and boundary estimates, leads to that, for any m−1 m(m+1) <γ < 1 m+1 ,
where m−1 m(m+1) <γ < 1 m+1 to be determined later.
Step 2.2. We further estimate
where w 1 = v 1 −ū and w * 1 = v * 1 −ū * . To begin with, applying Theorem 2.1, we obtain that
To estimate A u , we split it into two parts as follows.
Case 1. If (S1) holds for m < n + k − 1 in Theorem 1.1, owing to (3.1) and (3.2)-(3.3), we obtain that
Then
This, together with (3.10)-(3.11) and pickingγ = n+k−2 (n+k−1)(m+1) , yields that
Case 2. If (S2) holds in Theorem 1.5, based on the fact that the integrating domain is symmetric with respect to x i , i = 1, · · · , n − 1, we have
Hence,
This, together with (3.10)-(3.11) and takingγ = 2m+n−3 (2m+n−2)(m+1) , leads to that
Consequently, it follows from
Step 1 and Step 2 that Lemma 3.1 holds.
3.2.
Expansion of a 11 . Before stating the asymptotic of a 11 with respect to ε, we first introduce a notation used in the following. Denote (ii) for m < n − 1,
, where a * 11 is defined by (1.10). Proof. Fixγ = 1 6m . We first split a 11 into three parts as follows.
Step 1. As for I, recalling the definition ofū and using Theorem 2.1, we obtain that
(3.13)
For the second term II, we further decompose it into three parts as follows
Due to the fact that the thickness of (Ω R \ Ω εγ ) \ (Ω * R \ Ω * εγ ) is ε, it follows from (2.10) that
, m > n−1 2 , ε| ln ε|, m = n−1 2 , ε, m < n−1 2 .
(3.14)
By picking γ = 1 2m in Step 2.1 of the proof of Lemma 3.1, it follows from (3.7)-(3.9) and the maximum principle that
Similarly as before, utilizing the standard interior and boundary estimates, we derive that
Then combining (3.5) and (3.15) , we obtain that
As for II 3 , it follows from (3.4) and (3.5) that
where A is defined by (3.12) . This, together with (3.14) and (3.16) , leads to that
For the last term III, due to the fact that |∇v 1 | is bounded in D * 1 \ (D 1 ∪ Ω R ) and D 1 \ D * 1 and the fact that the volume of D * 1 \ (D 1 ∪ Ω R ) and D 1 \ D * 1 is of order O(ε), it follows from (3.15) that III = D\(D1∪D * 1 ∪ΩR)
This, together with (3.13) and (3.17) , yields that
Step 2. Denote
(i) For m > n − 1,
(ii) For m = n − 1,
. In light of assumptions (H1) and (H2), it follows from a direct calculation that for i = 1, · · · , n − 1, x ∈ Ω 2R ,
and Here and throughout this section, for simplicity of notations, we use ∇ψ L ∞ , ∇ 2 ψ L ∞ and ψ C 2 to denote ∇ψ L ∞ (∂D1) , ∇ 2 ψ L ∞ (∂D1) and ψ C 2 (∂D1) , respectively. 
Then (4.5) is proved.
where δ is defined by (1.7). As seen in [29] , we have the iteration formula as follows:
We next divide into two cases to prove (4.7).
In light of (4.3), we derive
while, due to the fact that w = 0 on Γ − It follows from (4.8) and (4.9) that for 0 < t < s < ε where c 1 and C are universal constants.
Pick k = 1 4c1 m √ ε +1 and t i = δ+2c 1 iε, i = 0, 1, 2, · · · , k. Then, (4.10), together with s = t i+1 and t = t i , leads to
It follows from k iterations and (4.5) that for a sufficiently small ε > 0, Moreover, for 0 < t < s < 2|z ′ | 3 , estimate (4.10) becomes
Similarly as above, pick k = 1 4c2|z ′ | + 1, t i = δ + 2c 2 i|z ′ | m , i = 0, 1, 2, · · · , k and take s = t i+1 , t = t i . Then, we obtain F (t i ) ≤ 1 4 F (t i+1 ) + C(i + 1) n−1 |z ′ | m(n+2)−4 |ψ(z ′ , ε + h 1 (z ′ ))| 2 + |z ′ | 2 ψ 2 C 2 . Likewise, by using k iterations, we have F (t 0 ) ≤ C|z ′ | m(n+2)−4 |ψ(z ′ , ε + h 1 (z ′ ))| 2 + |z ′ | 2 ψ 2 C 2 .
(4.12)
Consequently, (4.12), together with (4.11), yields that (4.7) holds. STEP 3. Proof of |∇w(x)| ≤ Cδ 1− 2 m (|ψ(x ′ , ε + h 1 (x ′ ))| + δ 1 m ψ C 2 (∂D1) ), in Ω R . (4.13)
As in [29] , combining the rescaling argument, Sobolev embedding theorem, W 2,p estimate and bootstrap argument, we obtain ∇w L ∞ (Ω δ/2 (z ′ )) ≤ C δ δ 1− n 2 ∇w L 2 (Ω δ (z ′ )) + δ 2 ∆v L ∞ (Ω δ (z ′ )) .
In view of (4.3) and (4.7), we obtain that for |z ′ | ≤ R, δ ∆v L ∞ (Ω δ (z ′ )) ≤ Cδ 1− 2 m (|ψ(z ′ , ε + h 1 (z ′ ))| + δ 1 m ψ C 2 ), and δ − n 2 ∇w L 2 (Ω δ (z ′ )) ≤ Cδ 1− 2 m (|ψ(z ′ , ε + h 1 (z ′ ))| + δ 2 m ψ C 2 ).
Consequently, for h(z ′ ) < z n < ε + h 1 (z ′ ), |∇w(z ′ , z n )| ≤ Cδ 1− 2 m (|ψ(z ′ , ε + h 1 (z ′ ))| + δ 1 m ψ C 2 ). Estimate (2.9) is established. On the other hand, it follows from the standard interior estimates and boundary estimates for the Laplace equation that ∇v L ∞ (Ω\ΩR) ≤ C ψ C 2 (∂D1) .
Thus, Theorem 2.1 is proved.
