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Abstract
It has been well-known that under the assumption of a uniform mean flow, the acoustic
wave propagation equation can be formulated as a boundary integral equation. However,
the constant mean flow assumption, while convenient for formulating the integral equation,
does not satisfy the solid wall boundary condition wherever the body surface is not aligned
with the assumed uniform flow. A customary boundary condition for rigid surfaces is that
the normal acoustic velocity be zero. In this paper, a careful study of the acoustic energy
conservation equation is presented that shows such a boundary condition would in fact lead
to source or sink points on solid surfaces. An alternative solid wall boundary condition,
termed Zero Energy Flux (ZEF) boundary condition, is proposed that conserves the acous-
tic energy and a new time domain boundary integral equation is derived. Furthermore,
stabilization of the integral equation by Burton-Miller type reformulation is presented. The
stability is studied theoretically as well as numerically by an eigenvalue analysis. Numerical
solutions are also presented that demonstrate the stability of the current formulation.
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I. INTRODUCTION1
Numerical solution of sound scattering by an acoustically large body remains a significant2
challenge due to its high demand on computational resources that are required to resolve the3
acoustic waves of short wavelengths. It is well-known that under the assumption of a constant4
mean flow, the acoustic wave propagation is governed by the convective wave equation that,5
in turn, can be converted into a boundary integral equation. The boundary integral equation6
approach has the advantage of reducing the spatial dimensions of the problem by one, making7
it an attractive computational method for calculating sound scattering and shielding at mid8
to high frequencies. In this paper, we consider the problem of acoustic scattering by rigid9
bodies in the presence of a uniform flow using the boundary integral equation approach.10
The present approach is based on the time domain boundary integral equation. The time11
domain approach has some distinct advantages over a frequency domain approach. Most12
notably, scattering solutions at all frequencies are obtained within one single computation.13
In addition, broadband noise sources and time dependent transient signals can be simulated14
and studied. The time domain approach also couples naturally with nonlinear computations15
where many frequencies are generated.16
Previously, scattering of sound waves by rigid bodies with flow has been studied, in both17
the frequency domain and the time domain. In Ref. [1], acoustic radiation in a moving flow18
was formulated as a boundary integral equation in the frequency domain. The nonunique-19
ness of the exterior problem was dealt with by applying the Burton-Miller reformulation20
procedure [2]. In the time domain, a boundary integral equation approach for scattering by21
moving surfaces was first formulated and studied in Ref. [3]. More recent studies of the time22
domain approach in the presence of a mean flow can be found in Refs. [4–6].23
A major difference between the current approach and those taken previously is in the24
treatment of the boundary condition at solid surfaces in the presence of flow. While the linear25
acoustic problem as a perturbation over the mean flow can be considered separately from the26
mean flow, an implicit condition is that the mean flow itself satisfies the solid wall boundary27
condition. The assumption of a constant mean flow is an approximation to the actual mean28
flow and this assumption is made such that the formulation of a boundary integral equation29
becomes possible. While this facilitates the conversion of the partial differential equation to30
the boundary integral equation, the simplified mean flow itself obviously cannot satisfy the31
3
physical boundary condition at solid boundaries wherever the surface is not aligned with32
the assumed constant mean flow. As pointed out in Ref. [3], the boundary integral equation33
derived based on such an assumption would be formally valid when Mn  1 where Mn is the34
Mach number of mean flow normal to the body surface. In this paper, we take a closer look35
at the boundary condition to be used for scattering of acoustic waves at solid surfaces where36
Mn is nonzero. In all the previous studies, a boundary condition of normal acoustic velocity37
being zero has been applied everywhere including the surfaces where Mn 6= 0. However,38
an analysis of the acoustic energy equation will show that the usual boundary condition39
would lead to nonzero energy flux at surfaces where Mn 6= 0, which could potentially lead40
to nonconservation of the acoustic energy. A new formulation is derived based on this41
acoustic energy consideration, and an alternative boundary condition is proposed by the42
requirement that energy flux be zero at solid surfaces. From a physical point of view, the43
null acoustic energy flux condition should be equivalent to, or a direct consequence of, the44
condition that the normal acoustic velocity becomes zero on rigid surfaces. The fact that45
the two now differ in the formulation of the boundary integral equation for scattering with46
flow is due to the inconsistency on the part of the underlying mean flow itself when the47
constant flow simplification is made. Naturally, as mentioned earlier, boundary integral48
equation approaches with a constant mean flow would be applicable only to problems where49
such a simplification is acceptable or justified, such as in scattering with flow over slender50
bodies. From a computational point of view, however, due to the structure of the integral51
equation, the new formulation also becomes much simpler than those found in the literature52
for scattering with flow, which is of great benefit for computation.53
In addition to the modification of the boundary condition at solid surfaces, a Burton-54
Miller type reformulation of the integral equation consistent with the new boundary condi-55
tion is also presented. It is well-known that the direct solution of boundary integral equation56
for exterior scattering problems is prone to numerical instabilities [1, 2, 4, 7–12]. In the time57
domain, the instability is also more easily excited because all frequencies within the nu-58
merical resolution are present in the computation. There are generally two approaches for59
dealing with this instability. One is the Burton-Miller reformulation which has been widely60
used for frequency domain exterior scattering problems. Recently, it has been shown that61
Burton-Miller reformulation is effective for the time domain as well [7, 8, 11]. Another62
method for the removal of the instability is the CHIEF method [12, 13]. In the present63
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study, we apply the Burton-Miller technique for the elimination of instabilities.64
The rest of the paper is organized as follows. In Section II, an integral relation for acoustic65
wave propagation is derived for a constant mean flow in a general direction. Then, the time66
domain boundary integral equation for scattering by rigid bodies is derived in Section III. In67
Section IV, a Burton-Miller type reformulation of time domain boundary integral equation68
is presented and a discussion on the stability of the new formulation is given in Section69
V. Numerical methods for the time domain boundary integral equation are discussed in70
Section VI. Stability of the current formulation is demonstrated in Section VII by analyzing71
the eigenvalues of the discretized system. An example of scattering by a convex parabolic72
wing in the presence of a mean flow is presented in Section VIII. Section IX contains the73
conclusions.74
II. INTEGRAL REPRESENTATION OF ACOUSTIC WAVES IN THE PRES-75
ENCE OF A UNIFORM MEAN FLOW76
The current problem is considered in the context of solving the wave equation in a moving77
medium exterior of a certain specified surface S, such as the scattering of the sound field78
by an object as shown in Figure 1. Acoustic waves are assumed to be disturbances of small79
amplitudes. Linear acoustic problems are frequently formulated using a velocity potential80
function φ(r, t) where the acoustic velocity u and pressure p are related to φ as follows:81
u = ∇φ, p = −ρ0
(
∂φ
∂t
+U · ∇φ
)
, (1)
where ρ0 is the mean density. With a constant mean flow U , the acoustic disturbances82
are governed by the convective wave equation [14]. In the present study, we consider the83
solution of the following equation for the velocity potential:84
(
∂
∂t
+U · ∇
)2
φ− c2∇2φ = q(r, t), (2)
with homogeneous initial conditions85
φ(r, 0) =
∂φ
∂t
(r, 0) = 0, t = 0. (3)
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FIG. 1. A schematic showing the scattering body and mean flow. Scattering surface is denoted by
S and the solution domain exterior of S is denoted by V . The surface normal vector n is taken to
be outward from V and thus inward toward the interior of the body.
In the above, c is the speed of sound, U is the constant mean velocity, and q(r, t) represents86
the known acoustic sources. Furthermore, in addition to the radiation condition at the far87
field, (2) and (3) are to be supplemented with boundary conditions on the scattering surface88
S. The suitable boundary conditions to be applied on solid surfaces will be discussed in89
Section III.90
It is well-known that the convective wave equation (2) and the initial condition (3), as well91
as the boundary conditions, can be reformulated into an integral equation. In the literature,92
integral representation of sound waves in a moving flow is often derived by making use of93
generalized functions in a setting of moving bodies in an otherwise undisturbed medium94
[15–21]. Here, we present a derivation using a free-space Green’s function G˜(r, t; r′, t′) that,95
for convenience of discussion, is defined as follows:96
(
∂
∂t
+U · ∇
)2
G˜− c2∇2G˜ = δ(r − r′)δ(t− t′), (4)
with initial conditions97
G˜(r, t; r′, t′) =
∂G˜
∂t
(r, t; r′, t′) = 0, t > t′, (5)
where r′ and t′ indicate, respectively, the source point and initial time and r and t are the98
space-time variables of the Green’s function.99
Note that the time domain Green’s function G˜(r, t; r′, t′) defined above is nonzero for100
t ∈ (−∞, t′]. The solution to (4) and (5) is well-known (see, e.g., Refs. [14, 17, 23]) and, for101
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a mean flow of a general direction, can be written as102
G˜(r, t; r′, t′) =
G0
4pic2
δ
(
t′ − t+ β · (r′ − r)− R¯
cα2
)
, (6)
where103
G0 =
1
R¯(r, r′)
, and R¯(r, r′) =
√
[M · (r − r′)]2 + α2|r − r′|2, (7)
in which104
M =
U
c
, α =
√
1−M2, β = U
c2 − U2 =
U
c2α2
=
M
cα2
, U = |U |, M = |M |. (8)
By an operation of G˜×(2)−φ×(4) and by integrating over the volume V exterior of105
scattering surface S for space and an interval [0−, t′+] for time t, it is straight-forward to106
show that we will get107
∫ t′+
0−
∫
V
{
∂
∂t
[
G˜
(
∂φ
∂t
+U · ∇φ
)
− φ
(
∂G˜
∂t
+U · ∇G˜
)]
108
+∇ ·
[(
G˜
(
∂φ
∂t
+U · ∇φ
)
− φ
(
∂G˜
∂t
+U · ∇G˜
))
U
]
− c2∇ ·
[
G˜∇φ− φ∇G˜
]}
drdt
109
=
∫ t′+
0−
∫
V
[
G˜q(r, t)− φ(r, t)δ(r − r′)δ(t− t′)
]
drdt.
Integration of the first term in the above will be zero by initial conditions thus defined110
for φ and G˜. Then, upon using the divergence theorem and the condition at infinity, we get111
an expression for φ at an arbitrary point r′ in V and time t′ as follows:112
φ(r′, t′) =
∫ t′+
0−
∫
V
G˜q(r, t)drdt+ c2
∫ t′+
0−
∫
S
(G˜
∂φ
∂n
− φ∂G˜
∂n
)drsdt
113
−c
∫ t′+
0−
∫
S
[
G˜
(
∂φ
∂t
+U · ∇φ
)
− φ
(
∂G˜
∂t
+U · ∇G˜
)]
Mndrsdt, (9)
where rs denotes points on surface S, and114
Mn = n ·M = n ·U/c
7
is the normal component of the mean velocity Mach number on surface point rs. Here, the115
unit normal vector n is assumed to be outward from the solution domain. For the exterior116
scattering problem considered in the present study, the normal vector is then the one that117
is inward to the body as noted in Figure 1.118
For convenience of discussion, we define a modified normal derivative (denoted by an119
overbar) as120
∂
∂n¯
=
∂
∂n
−Mn(M · ∇). (10)
Then, Eq. (9) can be written as121
φ(r′, t′) =
∫ t′+
0
∫
V
G˜q(r, t)drdt+ c2
∫ t′+
0
∫
S
(G˜
∂φ
∂n¯
− φ∂G˜
∂n¯
)drsdt
122
−c
∫ t′+
0
∫
S
[
G˜
∂φ
∂t
− φ∂G˜
∂t
]
Mndrsdt. (11)
Furthermore, if we introduce a combined normal derivative (denoted by a tilde) as123
∂
∂n˜
=
∂
∂n
− Mn
c
(
∂
∂t
+U · ∇
)
=
∂
∂n¯
− Mn
c
∂
∂t
, (12)
we get another expression:124
φ(r′, t′) =
∫ t′+
0−
∫
V
G˜q(r, t)drdt+ c2
∫ t′+
0−
∫
S
(G˜
∂φ
∂n˜
− φ∂G˜
∂n˜
)drsdt. (13)
Equations (9), (11) or (13) is the Kirchhoff integral representation of the acoustic field125
in the presence of a uniform mean flow. The integral relation can be further expressed as126
integration of retarded values by utilizing G˜ as given in Eq. (6). In particular, note that we127
have128
∂G˜
∂n˜
=
1
4pic2
∂G0
∂n¯
[
δ
(
t′ − t+ β · (r′ − r)− R¯
cα2
)
+
R¯
cα2
δ′
(
t′ − t+ β · (r′ − r)− R¯
cα2
)]
,
(14)
where G0 and R¯ are those defined in Eq. (7). Then Eq. (13) can be written as129
φ(r′, t′) =
1
4pic2
∫
Vs
1
R¯
q(r, t′R)dr
8
130
+
1
4pi
∫
S
[
G0
∂φ
∂n˜
(rs, t
′
R)−
∂G0
∂n¯
(
φ(rs, t
′
R) +
R¯
cα2
∂φ
∂t
(rs, t
′
R)
)]
drs, (15)
where Vs denotes the region of acoustic sources and the retarded time for t
′ is defined as131
t′R = t
′ + β · (r′ − r)− R¯
cα2
. (16)
The modified normal derivative for G0 is found to be the following:132
∂G0
∂n¯
= − 1
R¯2
∂R¯
∂n¯
= −α2n · (r − r
′)
R¯3
. (17)
Equation (15) relates the solution at point r′ and time t′ to the direct contribution from133
the source function q and a surface contribution involving the retarded values of φ and134
their normal derivatives. As shown in Ref. [4], this form is equivalent to previous such135
formulations appearing in the literature, e.g., in Refs. [15, 19], where the relationship had136
been derived under the assumption of a mean flow that is aligned with the x-axis.137
When both φ(rs, t) and
∂φ
∂n˜
(rs, t) on surface S are known, φ(r
′, t′) at any field point r′138
can be computed by using Eq. (15).139
III. TIME DOMAIN BOUNDARY INTEGRAL EQUATION FOR SCATTERING140
WITH SOLID SURFACES141
A Boundary Integral Equation (BIE) is formed by taking the limit r′ → r′s in the integral142
relation (15), where r′s is a point on the boundary. The integral in Eq. (15) involving
∂G0
∂n¯
143
is weakly-singular and, by using Eq. (A1) given in the Appendix (assuming r′s is a smooth144
boundary collocation point), it can be shown that145
lim
r′→r′s
∫
S
∂G0
∂n¯
(rs, r
′)φ(rs, t′R)drs =
∫
S
∂G0
∂n¯
(rs, r
′
s)φ(rs, t
′
R)drs − 2piφ(r′s, t′). (18)
Applying this limit to Eq. (15), we get the following Time Domain Boundary Integral146
Equation (TDBIE):147
2piφ(r′s, t
′)−
∫
S
(
G0
∂φ
∂n˜
(rs, t
′
R)−
∂G0
∂n¯
[
φ(rs, t
′
R) +
R¯
cα2
∂φ
∂t
(rs, t
′
R)
])
drs = Q(r
′
s, t
′), (19)
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where Q(r′s, t
′) denotes the contribution from the external sources to the surface point r′s:148
Q(r′s, t
′) =
1
c2
∫
Vs
1
R¯
q(r, t′R)dr. (20)
For sound scattering problems, φ(r′s, t
′) on the scattering surface S is to be determined by149
Eq. (19) when the boundary condition for φ on S is given. A customary boundary condition150
on rigid surfaces is that the normal component of the acoustic velocity be zero, i.e., n·u = 0,151
which, considering Eq. (1), leads to152
n · ∇φ = ∂φ
∂n
(rs, t) = 0, rs ∈ S. (21)
Indeed, in all the previous literature on wave scattering with a uniform mean flow (e.g.,153
Refs. [1, 3–5, 22–25]), in both the frequency domain and the time domain, boundary con-154
ditions of type (21) have been assumed at solid wall boundaries. To implement such a155
boundary condition, the combined normal derivative appearing in Eq. (19) would then be156
separated into the normal and tangential components as157
∂φ
∂n˜
=
(
1−M2n
) ∂φ
∂n
−Mn
(
1
c
∂φ
∂t
+MT · ∇φ
)
, (22)
where MT is the tangential component of the mean flow Mach number M .158
In the present paper, however, we propose an alternative boundary condition to be used159
at solid surfaces when solving TDBIE (19) in the presence of a uniform flow. The new160
boundary condition is based on a consideration of the acoustic energy.161
It can be shown that the convective wave equation (2) without the source term has an162
associated energy equation:163
∂E
∂t
+∇ · J = 0, (23)
where164
E =
1
2
|∇φ|2 + 1
2c2
∣∣∣∣DφDt
∣∣∣∣2 − U · ∇φc2 DφDt , J = −∂φ∂t
(
∇φ− 1
c2
Dφ
Dt
U
)
,
D
Dt
=
∂
∂t
+U · ∇.
(24)
Equation (23) can be validated directly by using the expressions defined in Eq. (24).165
When substituted by the acoustic velocity and pressure defined in Eq. (1), ρ0E is the usual166
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acoustic energy density in a uniform flow [26–28].167
By Eq. (24), it is immediately clear that the energy flux at a surface of normal n is the168
following:169
Jn = J · n = −∂φ
∂t
(
∂φ
∂n
− Mn
c
Dφ
Dt
)
= −∂φ
∂t
∂φ
∂n˜
. (25)
Clearly, on a surface where the normal component of the mean velocity Mn is nonzero,170
i.e., where the surface is not aligned with the mean flow, application of boundary condition171
(21) will result in nonzero energy flux, i.e., Jn 6= 0 and, consequently, cause the surface to172
act like an acoustic energy source or sink according to Eq. (25). This will apparently lead173
to nonconservation of the total acoustic energy.174
Alternatively, the boundary condition on the solid surface may be defined by the require-175
ment that no energy flows into or out of the surface. By Eq. (25) and to ensure energy flux176
Jn = 0 on solid surfaces, we propose that the boundary condition be modified such that the177
combined normal derivative of φ, defined in Eq. (12), is zero:178
∂φ
∂n˜
(rs, t) =
∂φ
∂n
− Mn
c
Dφ
Dt
= 0, rs ∈ S. (26)
The total acoustic energy will be conserved under this new condition. Equation (26) will179
be referred to as the Zero Energy Flux (ZEF) boundary condition.180
Now by applying ZEF boundary condition Eq. (26) to Eq. (19), a new formulation of the181
TDBIE for φ(r′s, t
′) with solid surfaces is found as follows:182
2piφ(r′s, t
′) +
∫
S
∂G0
∂n¯
(
φ(rs, t
′
R) +
R¯
cα2
∂φ
∂t
(rs, t
′
R)
)
drs = Q(r
′
s, t
′). (27)
Equation (27) is one of the main results of the present paper. It is a new formulation183
for the time domain boundary integral equation for acoustic scattering by rigid surfaces in184
a constant mean flow. It is different from those in the literature in several aspects. First,185
the boundary condition used for Eq. (27) is one that is based on the acoustic energy flux186
consideration instead of the acoustic normal velocity. The two approaches differ on the part187
of the boundary where the mean flow itself does not satisfy the slip boundary condition.188
Second, the new equation is much simpler than those of the previous formulations in which189
tangential derivatives of the solution on the scattering surface are required to be kept as190
part of the integral equation. Of course, boundary condition (26) reduces to the usual one191
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(Eq. 21) wherever the mean flow satisfies the solid wall boundary condition, i.e., Mn = 0.192
IV. BURTON-MILLER TYPE REFORMULATION IN TIME DOMAIN WITH A193
MEAN FLOW194
Direct solution of boundary integral equations for exterior scattering problems, however,195
is known to suffer numerical instabilities. The instability is generally attributed to the exis-196
tence of resonance frequencies for the interior domain [1, 2, 7–10]. In time domain solutions,197
the instability is more easily triggered because a continuous spectrum of frequencies within198
the numerical resolution are present in the computation. This instability is one of the ma-199
jor difficulties that have hindered the use of time domain integral equations. Recently, the200
Burton-Miller type reformulation that has been widely used for exterior scattering problems201
in the frequency domain has shown to be effective in eliminating the instability in the time202
domain as well [2, 7, 8]. In Ref. [8], a theoretical justification has been provided for the ex-203
tension of the Burton-Miller formulation to the time domain for the wave equation without204
flow. In this section, we derive the Burton-Miller reformulation for the TDBIE (27). An205
analysis on its stability similar to that in Ref. [8] is given in the next section.206
For convenience of discussion, we define the following time domain double layer potential:207
D[φ](r′, t′) =
∫ t′+
0
∫
S
∂G˜
∂n˜
(rs, t; r
′, t′)φ(rs, t)drsdt
=
∫
S
∂G0
∂n¯
(rs, r
′)
(
φ(rs, t
′
R) +
R¯
cα2
∂φ
∂t
(rs, t
′
R)
)
drs. (28)
The Burton-Miller type reformulation is carried out by applying a linear combination of208
the time and certain normal derivatives to the time domain integral equation. In earlier209
studies of the Burton-Miller formulation for scattering with a flow, the modified normal210
derivative (10) had been used [1, 4]. Here, we propose that the normal derivative to be used211
for the Burton-Miller formulation be the combined normal derivative defined in Eq. (12).212
Specifically, the Burton-Miller reformulation is obtained by applying the following derivative213
operator to the boundary integral equation at surface points r′s:214
a˜
∂
∂t′
+ b˜c
∂
∂n˜′
(29)
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where a˜ and b˜ are constants and c is the speed of sound. That is, operator (29) is applied215
to the integral equation (27) to give216
a˜
∂
∂t′
(
2piφ(r′s, t
′) +D[φ](r′s, t′)
)
+ b˜c
∂
∂n˜′
(
4piφ(r′, t′) +D[φ](r′, t′)
)∣∣∣∣
r′=r′s
217
= a˜
∂Q
∂t′
(r′s, t
′) + b˜c
∂Q
∂n˜′
(r′s, t
′). (30)
Applying again the ZEF boundary condition (26), Eq. (30) is expanded to be the following:218
a˜
[
2pi
∂φ
∂t
(r′s, t
′) +
∫
S
∂G0
∂n¯
(rs, r
′)
(
∂φ
∂t
(rs, t
′
R) +
R¯
cα2
∂φ
∂t2
(rs, t
′
R)
)
drs
]
219
+b˜c
[
∂
∂n˜′
∫
S
∂G0
∂n¯
(rs, r
′)
(
φ(rs, t
′
R) +
R¯
cα2
∂φ
∂t
(rs, t
′
R)
)
drs
]
r′=r′s
= a˜
∂Q
∂t′
(r′s, t
′)+b˜c
∂Q
∂n˜′
(r′s, t
′).
(31)
Note that an integral with a kernel ∂
2G0
∂n¯′∂n¯(rs, r
′
s) is hyper-singular when rs coincides with220
r′s. In particular, we have221
∂2G0
∂n¯′∂n¯
(rs, r
′
s) =
∂
∂n¯′
[
−α2n · (rs − r
′
s)
R¯3
]
222
=
α2
R¯3
[n · n′ −Mn′Mn] + 3α4 [n · (rs − r
′
s)] [n
′ · (r′s − rs)]
R¯5
. (32)
Thus, ∂
2G0
∂n¯′∂n¯(rs, r
′
s) is of order O(1/|rs − r′s|3) as rs → r′s.223
We consider the following regularization process for the hyper-singular integral in Eq. (31)224
that adds and subtracts a term involving the value at the collocation point φ(r′s, t
′):225
∂
∂n˜′
[∫
S
∂G0
∂n¯
(rs, r
′
s)
(
φ(rs, t
′
R) +
R¯
cα2
∂φ
∂t
(rs, t
′
R)
)
drs
]
226
=
∂
∂n˜′
[∫
S
∂G0
∂n¯
(rs, r
′
s)
(
φ(rs, t
′
R)− φ(r′s, t′) +
R¯
cα2
∂φ
∂t
(rs, t
′
R)
)
drs
]
227
+φ(r′s, t
′)
∂
∂n˜′
[∫
S
∂G0
∂n¯
(rs, r
′
s)drs
]
. (33)
The first integral is now integrable by Cauchy Principal Value (Appendix B) and the228
second integral is zero according to Eq. (A1) given in Appendix A. Upon carrying out229
the derivatives inside the first integral shown above, we get the following Burton-Miller230
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reformulation of the time domain boundary integral equation (BM-TDBIE):231
2pia˜
∂φ(r′s, t
′)
∂t
+ a˜
∫
S
∂G0
∂n¯
(
∂φ
∂t
(rs, t
′
R) +
R¯
cα2
∂2φ
∂t2
(rs, t
′
R)
)
drs
232
− b˜
cα4
∫
S
R¯3
∂G0
∂n¯′
∂G0
∂n¯
∂2φ
∂t2
(rs, t
′
R)drs+b˜c
∫
S
∂2G0
∂n¯′∂n¯
(
φ(rs, t
′
R)− φ(r′s, t′) +
R¯
cα2
∂φ
∂t
(rs, t
′
R)
)
drs
233
= a˜
∂Q
∂t′
(r′s, t
′) + b˜c
∂Q
∂n˜′
(r′s, t
′). (34)
The proper values for the coefficients a˜ and b˜ will be given in the next section where234
stability of Eq. (34) will be discussed.235
V. STABILITY OF THE TIME DOMAIN BURTON-MILLER FORMULATION236
IN THE PRESENCE OF A MEAN FLOW237
Following closely the work in Ref. [8] for the case without flow, we demonstrate in this238
section that the Burton-Miller type reformulation presented in the previous section elimi-239
nates the nontrivial solutions of the homogeneous integral equation in the case with a flow240
as well.241
Suppose that there is a nontrivial solution φ0(rs, t) to the homogeneous formulation for242
Eq. (34) in which the source term is set to zero. We will show in what follows that such a243
solution is not possible. Consider the double layer potential (28) extended to domains both244
exterior and interior of surface S:245
D[φ0](r′, t′) =
∫
S
∂G0
∂n¯
(rs, r
′)
(
φ0(rs, t
′
R) +
R¯
cα2
∂φ0
∂t
(rs, t
′
R)
)
drs
246
≡

w+, r′ ∈ V, exterior of S
w0, r
′ = r′s on S
w−, r′ ∈ V −, interior of S
We note that w+ and w− satisfy the homogeneous convective wave equation in the exterior247
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and interior domains of S, respectively. It can also be shown that248
lim
r′→r′s
w+ = w0 − 2piφ0(r′s, t′), (35)
249
lim
r′→r′s
w− = w0 + 2piφ0(r′s, t
′), (36)
250
lim
r′→r′s
∂w+
∂n˜′
= lim
r′→r′s
∂w−
∂n˜′
. (37)
Equations (35) and (36) can be found by using the limits given in Eq. (A1) in the251
Appendix, and Eq. (37) follows after an application of the regularization process (33) to252
both sides of the equation.253
Now since φ0(rs, t) satisfies the homogeneous Burton-Miller formulation for Eq. (30)254
where the right hand side is zero, we have, at r′ = r′s,255
a˜
∂
∂t′
(2piφ0 + w0) + b˜c
∂
∂n˜′
(
4piφ0 + w
+
)∣∣∣∣
r′s
= 0.
By the jump conditions (35)-(37) as well as the ZEF boundary condition (26), the above256
yields257
a˜
∂w−
∂t′
+ b˜c
∂w−
∂n˜′
= 0. (38)
On the other hand, since w− satisfies the convective wave equation and by the energy258
equation (23) of the convective wave equation, we have259
∂
∂t
∫
V −
[
1
2
|∇w−|2 + 1
2c2
∣∣∣∣Dw−Dt
∣∣∣∣2 − U · ∇w−c2 Dw−Dt
]
dr
260
=
∫
V −
∇ ·
[
∂w−
∂t
(
∇w− − 1
c2
Dw−
Dt
U
)]
dr,
which, with an application of the divergence theorem, becomes261
∫
V −
[
1
2
|∇w−|2 + 1
2c2
∣∣∣∣Dw−Dt
∣∣∣∣2 − U · ∇w−c2 Dw−Dt
]
dr = −
∫ t+
0
∫
S
∂w−
∂t
∂w−
∂n˜
drsdt, (39)
where V − represents the volume interior of S. The minus sign on the right hand side has262
been added due to the fact that the normal derivative used in Eq. (39) is still the one that263
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is inward of the body surface. Note that, for subsonic flows where |U | < c, the left hand264
side of Eq. (39) is nonnegative:265
1
2
|∇w−|2 + 1
2c2
∣∣∣∣Dw−Dt
∣∣∣∣2 − U · ∇w−c2 Dw−Dt
266
=
1
2
(
|∇w−| − 1
c
∣∣∣∣Dw−Dt
∣∣∣∣)2 + 1c |∇w−|
∣∣∣∣Dw−Dt
∣∣∣∣− U · ∇w−c2 Dw−Dt ≥ 0.
On the other hand, using Eq. (38), the right hand side of Eq. (39) will be nonpositive:267
−
∫ t+
0
∫
S
∂w−
∂t
∂w−
∂n˜
drs =
1
c2
∫ t+
0
∫
S
a˜
b˜c
∣∣∣∣∂w−∂t
∣∣∣∣2 drs ≤ 0,
provided that268
a˜
b˜
< 0. (40)
The above implies that w− has to be a trivial solution, i.e., w− ≡ 0 under condition (40).269
A simple choice for a˜ and b˜ is a˜ = −b˜ = 1.270
As shown in Refs. [8–10] and mentioned in the previous section, numerical instability271
associated with solving TDBIE is attributed to the existence of nontrivial resonant solutions.272
The analysis in this section shows that nontrivial solutions of the homogeneous integral273
equation are eliminated by the Burton-Miller reformulation of TDBIE (27). Hence, the274
instability caused by the resonant solutions will be effectively suppressed by using BM-275
TDBIE (34) under condition (40).276
VI. TIME DOMAIN BOUNDARY ELEMENT METHOD277
In this section and the next, we describe a numerical solution of Eq. (34) by the Time278
Domain Boundary Element Method (TDBEM) and demonstrate numerical stability of the279
new formulation.280
Let surface S be discretized by surface elements Ej, j = 1, 2, ..., Ne, where Ne is the total281
number of elements, and the time be discretized by tn = n∆t, where ∆t is the time step.282
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The time domain numerical solution on the discretized surface can be expanded as283
φ(rs, t) =
Nt∑
n=0
Ne∑
j=1
unjϕj(rs)ψn(t), (41)
where ϕj(rs) is the surface basis function for element Ej and ψn(t) is the temporal basis284
function for time node tn. Here Nt is the total number of time steps. For simplicity, we285
consider only constant elements where collocation node rj for Ej is located at the center of286
the element and the nodal basis function is287
ϕj(rs) =
1, rs on element Ej that contains node rj0, otherwise (42)
The temporal basis function is taken to be the third-order shifted Lagrange basis poly-288
nomial that is commonly used for time domain boundary element methods [11, 29]:289
ψn(t) = Ψ
(
t− tn
∆t
)
, (43)
where290
Ψ(τ) =

1 + 11
6
τ + τ 2 + 1
6
τ 3 −1 < τ ≤ 0
1 + 1
2
τ − τ 2 − 1
2
τ 3 0 < τ ≤ 1
1− 1
2
τ − τ 2 + 1
2
τ 3 1 < τ ≤ 2
1− 11
6
τ + τ 2 − 1
6
τ 3 2 < τ ≤ 3
0 other
(44)
For example, at any point rs on element Ej and at any off-nodal time t = tn − η∆t,291
0 ≤ η < 1, the value for φ(rs, t) is found by292
φ(rs, t) = ϕj(rs)
[
unj Ψ(−η) + un−1j Ψ(1− η) + un−2j Ψ(2− η) + un−3j Ψ(3− η)
]
. (45)
With the nodal spatial and temporal basis functions defined above, expansion coefficient293
unj in Eq. (41) represents the value of φ at the collocation node rj on element Ej at time294
level tn. By substituting expansion (41) into BM-TDBIE (34) and evaluating the equation at295
collocation points ri of all elements, i = 1, 2, ..., Ne, and at time level tn, a March-On-in-Time296
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scheme (MOT) is obtained that can be expressed in a matrix form as297
B0u
n = qn −B1un−1 −B2un−2 − · · ·BJun−J , (46)
where uk denotes a vector that contains all the expansion coefficients
{
ukj , j = 1, 2, ..., Ne
}
298
at time level tk. The nonzero entries for matrices Bk, k = 0, 1, 2, ..., J , in Eq, (46) can be299
found to be:300
{Bk}ij = 2pia˜δijψ′n−k(tn) + a˜
∫
Ej
∂G0
∂n¯
(
ψ′n−k(t
n
R) +
R¯
cα2
ψ′′n−k(t
n
R)
)
drs + b˜cδijδk0Di
301
+b˜c
∫
Ej
∂2G0
∂n¯′∂n¯
(
ψn−k(tnR)− δijψn−k(tn) +
R¯
cα2
ψ′n−k(t
n
R)
)
drs
302
+
b˜
cα4
∫
Ej
R¯3
∂G0
∂n¯′
∂G0
∂n¯
ψ′′n−k(t
n
R)drs, (47)
for i, j = 1, 2, ..., Ne, where δij and δk0 are Kronecker delta functions and a prime in the303
above denotes derivative with respect to time, and304
tnR = tn + β · (ri − rs)−
R¯(rs, ri)
cα2
, Di = −
∫
S−Ei
∂2G0
∂n¯′∂n¯
(rs, ri)drs. (48)
It is easy to see that the entry {Bk}ij represents contributions to the value at node ri and305
time tn from the nodal value of element Ej of time level tn−k. The integrals in Eq. (47) are306
to be evaluated using high-order quadrature on each element. For the computational results307
reported in this paper, each element is mapped to a standard element of [−1, 1] × [−1, 1]308
and Legendre-Gauss quadrature rule of degree 6 is used for integration in each dimension.309
Integration on the singular elements where i = j is detailed in Appendix B.310
The index J in Eq. (46) denotes the maximum time history of the solution required for311
Eq. (46) and is dependent on the length of the scattering surface and the mean flow as312
J =
L¯
cα2∆t
+ 3, L¯ = max
rs,r′s∈S
[−M · (r′s − rs) + R¯(rs, r′s).] (49)
Due to the limited temporal stencil width shown in (44) and (45), the B matrices are313
sparse. In particular, we note that matrix B0 in Eq. (46) is a very sparse matrix and314
represents interactions within the same element or between nearby nodes at the same time315
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level tn. B0 is also found to be diagonally dominant. Solutions for u
n in Eq. (46) can be316
found efficiently by an iterative method, such as the Jacobi iterative method, with rapid317
convergence [11, 30].318
VII. EIGENVALUE STABILITY ANALYSIS OF THE NEW INTEGRAL EQUA-319
TION320
As mentioned in previous sections, direct numerical solution of the time domain boundary321
integral equation (27) is prone to numerical instabilities. In Figure 2, we first show an322
example of scattering of a point source by a parabolic wing in a mean flow of Mach number323
0.5, M = (0.5, 0, 0), to demonstrate the elimination of numerical instability by the Burton-324
Miller reformulation of TDBIE (27). The geometry of the scattering surface is a convex325
parabolic wing and is defined as follows:326
z = 0.1Lx(1− x2/L2x), −Lx ≤ x ≤ Lx, −Ly ≤ y ≤ Ly, (50)
where Lx = Ly = 0.5. In this example, the scattering surface is discretized by 2316 quadri-327
lateral elements. The source function is a broadband point source defined as the following:328
q(r, t) = e−σt
2
δ(r − r0), (51)
where r0 = (0, 0, 1) and σ = 1.42/(6∆t)
2.329
The time history of the solution on a surface collocation point is plotted in Figure 2 for330
the cases without and with Burton-Miller reformulation. The top figure shows the result331
obtained by directly solving the TDBIE (27). It is seen that the solution initially behaves332
well but eventually becomes unstable. On the other hand, the solution obtained by the333
BM-TDBIE (34), shown in the bottom figure, remains stable.334
To further study the stability of the MOT scheme (46), we conduct a numerical eigenvalue335
study of the discretized system of equations [31]. For numerical stability considerations, we336
look for solutions of the form337
un = λne0 (52)
to the corresponding homogeneous system for Eq. (46). By substituting Eq. (52) into338
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FIG. 2. Time history of numerical solution on a surface collocation point, showing the elimination
of instability by Burton-Miller reformulation of TDBIE. M = (0.5, 0, 0). The nondimensional time
step is c∆t/Lx = 0.04. Top: solution of Eq. (27) without Burton-Miller reformulation; bottom:
solution by BM-TDBIE Eq. (34).
Eq. (46) without the source term, we obtain a polynomial eigenvalue problem339
[
B0λ
J +B1λ
J−1 +B2λJ−2 + · · ·+BJ−1λ+BJ
]
e0 = 0 (53)
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which can be cast into a generalized eigenvalue problem as follows:340

−B1 −B2 · · · −BJ−1 −BJ
I 0 · · · 0 0
0 I · · · 0 0
· · · · · · · · · · · · · · ·
0 0 · · · 0 0
0 0 · · · I 0


eJ−1
eJ−2
·
·
e1
e0

= λ

B0 0 0 · · · 0 0
0 I 0 · · · 0 0
0 0 I · · · 0 0
· · · · · · · · · · · · · · · · · ·
0 0 0 · · · I 0
0 0 0 · · · 0 I


eJ−1
eJ−2
·
·
e1
e0

, (54)
where ej = λ
je0. For numerical scheme (46) to be stable, it is necessary that |λ| ≤ 1 for341
all eigenvalues of Eq. (54). We note that this is a necessary but not sufficient condition for342
stability because the iteration matrix for Eq. (54) is not a normal matrix [32].343
Eigenvalue analyses of scattering by two geometric shapes are presented in Table I. One344
of the geometries is the parabolic wing as described previously in Eq. (50). The other is a345
sphere of radius a = 0.5. The surface of the sphere is first discretized by 512 unstructured346
triangular elements each of which is then subdivided into three quadrilateral surface elements347
resulting in a total of 1536 surface elements. The mean flow Mach number varies from 0 to348
0.9. A total of eight cases are considered in Table I.349
Eigenvalues of the generalized eigenvalue problem (54) can be found via a sparse eigen-350
value solver available in MATLAB and Python, or by a matrix power iteration method351
detailed in Appendix C. The values of the largest eigenvalue for the eight cases are listed in352
Table I. For the Burton-Miller formulation BM-TDBIE (34), all eigenvalues are no greater353
than unity and stability is observed. In contrast, direct solution of Eq. (27) results in eigen-354
values greater than unity in all but two of the eight cases studied, indicating that Eq. (27)355
without Burton-Miller reformulation can lead to unstable solutions.356
VIII. A NUMERICAL EXAMPLE357
In this section, we show a numerical example of sound scattering by a solid body in the358
presence of a uniform mean flow. The geometry of the solid body is that of the parabolic359
wing as defined in Eq. (50). The dimensions of the wing in the current example are Lx =360
0.5, Ly = 1.5. The incident field is produced by a point source for the velocity potential of361
the form (51), located at r0 = (0, 0, 10Lx), directly above the center point of the wing. The362
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FIG. 3. A schematic of the computational setup. Left: dimensions of the parabolic wing and the
surface mesh formed by 4364 quadrilateral elements, with Lx = 0.5, Ly = 1.5; Right: a diagram of
the scattering body, source point, and the far field observation point, which is on the x− z plane
and defined by rˆ = (Rˆ cos θ, 0, Rˆ sin θ) and Rˆ = 105Lx.
mean flow is assumed to be in the direction of the x-axis, M = (M, 0, 0), where M is the flow363
Mach number. For the results shown in this example, a total of 4364 quadrilateral elements364
are used for the discretization of the parabolic wing surface. The far field pressure directivity365
is to be computed as illustrated in the schematics of the computational domain in Fig. 3.366
The setup of the problem is the same as that considered in Ref. [3]. Our computational367
results will be compared with those in Ref. [3].368
The time domain boundary integral equation (34) is first solved by the MOT scheme369
(46) as described in Section VI. After the value of φ on the scattering surface is found,370
the solutions at far field points can be computed using Eq. (15) with the ZEF boundary371
condition (26) applied. From the velocity potential function φ(r, t), the acoustic pressure372
p(r, t) is then obtained by the relation given in Eq. (1), where the temporal and spatial373
derivatives are computed by finite difference approximations. Here, the sixth-order central374
difference is used. Finally, for any selected frequency ω, the frequency domain solution can375
be obtained from the time domain results by either using the FFT algorithm or the following376
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FIG. 4. Far field total pressure directivity patterns on the x − z plane, for the frequencies and
Mach numbers as indicated. The horizontal and vertical directions represent, respectively, the x
and z directions as defined in Fig. 3. Lines with symbols: Current calculation; Solid lines: Results
from Ref. [3].
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summation:377
p(r, ω) = ∆t
[
p(r, t1)e
−iωt1 + p(r, t2)e−iωt2 + p(r, t3)e−iωt3 + · · · · · ·+ p(r, tNt)e−iωtNt
]
,
where ∆t is the time step of the MOT scheme and Nt is the total number of time steps.378
To compare with the results presented in [3], far field pressure directivity is calculated at379
three frequencies: kLx = 1, 3, and 5, where k = ω/c is the wave-number. A value of non-380
dimensional time step c∆t/Lx = 0.05 is used in the computation, which yields a resolution381
of approximately 25∆t per period of the highest frequency kLx = 5, sufficiently fine for the382
third-order time basis function (44) used for the example[29].383
As in Ref. [3], the directivity function D(θ) is defined as384
D(θ) =
Rˆ
Lx
∣∣∣∣p(rˆ, ω)p0(ω)
∣∣∣∣ , (55)
where the far field points are sampled on a circle of radius Rˆ on the x− z plane across the385
midspan of the parabolic wing:386
rˆ = (Rˆ cos θ, 0, Rˆ sin θ), (56)
with Rˆ = 105Lx as was used in Ref. [3]. In Eq. (55), p0(ω) is a reference value that is taken387
to be the pressure by the point source (without the solid body) at the center point of the388
wing of coordinates (0, 0, 0).389
Figure 4 plots the directivity function D(θ) as polar graphs, in lines with symbols, at390
the three frequencies for the cases of Mach number M = 0 and M = 0.5. Effects of the391
mean flow on sound scattering are clearly seen. Also shown in Fig. 4 are the results from392
Ref. [3], in solid lines. We note that, at the low frequency kLx = 1, very good agreements393
are found for both the cases with and without flow. At higher frequencies, the two solutions394
in the downward direction (the shielded side below the scattering body) are also in very395
good agreements, while the results in the upward direction show some discrepancies. The396
discrepancies may be attributed to the fact that a much coarser mesh, only 46 elements and397
120 nodal points, was used for the results in Ref. [3], as compared to 4364 elements used in398
the current computation. We also note that the results from Ref. [3] were computed using399
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the usual normal velocity boundary condition (21). The fact that the results from both400
computations largely agree indicates that for the current example of a slender geometry,401
where the normal component of the mean flow Mn is small, the difference in the boundary402
condition does not have a large effect on the computational results. However, as pointed403
out earlier, the computation is much simplified by using the ZEF condition.404
IX. CONCLUSIONS405
In this paper, we have considered the boundary condition to be used in the time domain406
boundary integral equation analysis of acoustic scattering by solid bodies under a constant407
mean flow assumption. After an examination of the energy equation associated with the408
convective wave equation, it is proposed that an alternative boundary condition be defined409
by the requirement that the energy flux be zero at solid boundaries, instead of the usual410
boundary condition that the normal acoustic velocity component be zero. A new TDBIE is411
derived based on the proposed ZEF solid wall boundary condition. The new formulation dif-412
fers from those found in the literature on the part of the boundary where the constant mean413
flow itself does not satisfy the solid surface boundary condition. In addition to conserving414
the acoustic energy, another significant advantage of the new equation is that it is consider-415
ably simpler than previous formulations. In particular, tangential derivatives of the solution416
on the solid surfaces are no longer required in the new formulation, which greatly simplifies417
numerical implementation and makes the separation of normal and tangential derivatives of418
the solution unnecessary. Moreover, to stabilize the TDBIE, a Burton-Miller reformulation419
is also derived. Numerical solutions and eigenvalue analysis are presented that demonstrate420
stability of the new formulation.421
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Appendix A: Limit of weakly-singular integral430
By Eqs. (17) and (32), it is easy to show that the modified normal derivatives ∂G0
∂n¯
(rs, r
′
s)431
and ∂
2G0
∂n¯′∂n¯(rs, r
′
s) have a singularity of order O(1/|rs−r′s|) and O(1/|rs−r′s)|3), respectively,432
which makes their surface integrals weakly-singular and hyper-singular respectively. In this433
appendix, we state some useful results.434
For surface integrals involving ∂G0
∂n¯
, we have435
1
4pi
∫
S
∂G0
∂n¯
(rs, r
′)drs =

0 r′ ∈ V, exterior of S
1
2
r′ = r′s ∈ S
1 r′ ∈ V −, interior of S
(A1)
The first and third equations in Eq. (A1) can be obtained by the fact that any constant436
can be a solution to the homogeneous convective wave equation with homogeneous normal437
derivative on the boundary for the interior domain V − enclosed by S. By substituting φ = 1438
into Eq. (15) and noting the choice of the normal direction and the placement of r′, the first439
and third equation in Eq. (A1) follow immediately.440
The second integral in Eq. (A1) becomes weakly singular when r′ approaches a point on441
surface S. This particular limit has been studied previous in the literature for a mean flow442
that is aligned with the x-coordinate [19, 33]. Here, we show the calculation for a general443
mean flow. Assuming r′s is a smooth point on S, consider modifying surface S by a spherical444
surface of radius  and centered at r′s as shown in Figure 5. The surface is assumed to be445
smooth at r′s. If we denote the small hemispherical surface as S, we have446
lim
r′→r′s
∫
S
∂G0
∂n¯
(rs, r
′)drs = lim
r′→r′s
∫
S−S
∂G0
∂n¯
(rs, r
′)drs + lim
r′→r′s
∫
S
∂G0
∂n¯
(rs, r
′)drs. (A2)
Note that, for the surface integral on S, using Eq. (10), we have447
∂G0
∂n¯
= −α2n1(xs − x
′
s) + n2(ys − y′s) + n3(zs − z′s)
R¯3
= −α2 
R¯3
.
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FIG. 5. A schematic diagram for a hemisphere that caps a surface point r′s. Note that the normal
vector is in the direction outward from the region of solution and into the body.
By the symmetry of R¯ with respect to hemispheres S and S
′
, the complementary hemi-448
sphere of S, and by using a local spherical coordinate system, which is centered at r
′
s449
and whose local z direction coincides with mean flow M , namely xs − x′s =  sin ν cos θ,450
ys − y′s =  sin ν sin θ, zs − z′s =  cos ν, we have451
lim
r′→r′s
∫
S
∂G0
∂n¯
drs = −α2
∫
S

R¯3
drs = −α
2
2
∫
S+S′

R¯3
drs
452
= −α
2
2
∫ 2pi
0
∫ pi
0
3 sin ν(
2 cos2 ν + 2α2 sin2 ν
)3/2dνdθ = −piα2 ∫ 1−1 1(α2 + (1− α2)χ2)3/2dχ = −2pi.
The last integral above can be found by direct integration. The second equation in453
Eq. (A1) follows as → 0 and by noting that, for r′ ∈ V , the limit on the left hand side of454
Eq. (A2) is zero.455
Appendix B: Evaluation of hyper-singular integral456
We consider the numerical evaluation of the regularized integral involving the double457
normal derivative of G0 in Eq. (34) on a singular element Ei. Note that as rs → r′s, we have458
φ(rs, t
′
R)−φ(r′s, t′)+
R¯
cα2
∂φ
∂t
(rs, t
′
R) = ∇φ(r′s, t′)·(rs−r′s)+β·(r′s−rs)
∂φ
∂t
(r′s, t
′)+O(|rs−r′s|2).
(B1)
Let the surface element Ei be mapped to a local coordinate (ξ, η) ∈ [−1, 1]×[−1, 1], which459
is then in turn converted into a local polar coordinate (r, θ) centered at the collocation point460
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r′s. Denote the integrand for the integral in (r, θ) as461
F (r, θ) =
(
∂2G0
∂n¯′∂n¯
)(
φ(rs, t
′
R)− φ(r′s, t′) +
R¯
cα2
∂φ
∂t
(rs, t
′
R)
)
|rξ × rη|. (B2)
By Eq. (B1), F (r, θ) is of order O(1/r2) as r → 0. Let the limit462
lim
r→0
r2F (r, θ) = G(θ). (B3)
It is easy to show that
∫ 2pi
0
G(θ)dθ = 0. Then we have the following for the integral on463
surface element Ei:464
lim
→0
∫ 2pi
0
∫ r(θ)

F (r, θ)rdrdθ = lim
→0
∫ 2pi
0
∫ r(θ)

[
r2F (r, θ)−G(θ)
r
+
G(θ)
r
]drdθ
465
=
∫ 2pi
0
∫ r(θ)
0
r2F (r, θ)−G(θ)
r
drdθ + lim
→0
∫ 2pi
0
G(θ)[ln r(θ)− ln ]dθ
466
=
∫ 2pi
0
∫ r(θ)
0
r2F (r, θ)−G(θ)
r
drdθ +
∫ 2pi
0
G(θ) ln r(θ)dθ.
The final integrals above can now be evaluated using regular high-order numerical quadra-467
ture.468
Appendix C: Eigenvalue by matrix power iteration method469
We describe a matrix power iteration method for finding the largest eigenvalue of Eq. (54).470
Let471
A =

−B−10 B1 −B−10 B2 · · · · · · −B−10 BJ−1 −B−10 BJ
I 0 · · · · · · 0 0
0 I · · · · · · 0 0
· · · · · · · · · · · · · · · · · ·
0 0 · · · · · · 0 0
0 0 · · · · · · I 0

. (C1)
Then, the power iteration method proceeds as follows [30]:472
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Given an arbitrary unit vector e(0), and for k = 1, 2, ..., compute473
v(k) = Ae(k−1), (C2)
474
e(k) =
v(k)
||v(k)||2 , (C3)
and eigenvalue475
λ(k) =
[
e(k)
]T
Ae(k) =
[
e(k)
]T
v(k+1). (C4)
The iteration is stopped when
∣∣λ(k) − λ(k−1)∣∣ / ∣∣λ(k)∣∣ < , where  is the tolerance and set to476
be 10−12. When the iteration is convergent, Eq. (C4) converges to the largest eigenvalue of477
A.478
Furthermore, if we denote479
e(k) =

e
(k)
J−1
e
(k)
J−2
·
·
e
(k)
1
e
(k)
0

, v(k) =

v
(k)
J−1
v
(k)
J−2
·
·
v
(k)
1
v
(k)
0

, (C5)
then, Eq. (C2) can also be computed through the following relations that save memory and480
storage:481
v
(k)
J−1 = −B−10
[
B1e
(k−1)
J−1 +B2e
(k−1)
J−2 + · · ·+BJ−1e(k−1)1 +BJe(k−1)0
]
,
482
v
(k)
J−2 = e
(k−1)
J−1 , · · · ,v(k)0 = e(k−1)1 . (C6)
We note that the iterative step shown in Eq. (C6) is the same as the MOT iteration (46)483
without the source term. Therefore, it can be carried out using the same computational484
29
scheme for Eq. (46).485
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TABLE I. Maximum eigenvalue, |λ|max, computed using Eq. (54) for scattering by a parabolic
wing and by a sphere, for cases with and without Burton-Miller (B-M) reformulation. Ne is the
total number of elements and M is the mean flow Mach number. The non-dimensional time step
is c∆t/L = 0.04 for all the cases where the length scale L is Lx and radius a, respectively, for the
parabolic wing and the sphere.
Parabolic Wing Sphere
|λ|max |λ|max
Ne M with B-M without B-M Ne M with B-M without B-M
Eq. (34) Eq. (27) Eq. (34) Eq. (27)
2316 0.0 1.000000 1.095949 1536 0.0 1.000000 1.007840
2316 0.3 1.000000 1.160628 1536 0.3 1.000000 1.000000
2316 0.6 1.000000 1.129116 1536 0.6 1.000000 0.999968
2316 0.9 1.000000 1.582909 1536 0.9 1.000000 1.003901
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COLLECTED FIGURE CAPTIONS555
FIG. 1. A schematic showing the scattering body and mean flow. Scattering surface is556
denoted by S and the solution domain exterior of S is denoted by V . The surface normal557
vector n is taken to be outward from V and thus inward toward the interior of the body.558
FIG. 2. Time history of numerical solution on a surface collocation point, showing the559
elimination of instability by Burton-Miller reformulation of TDBIE. M = (0.5, 0, 0). The560
nondimensional time step is c∆t/Lx = 0.04. Top: solution of (27) without Burton-Miller561
reformulation; bottom: solution by BM-TDBIE (34).562
FIG. 3. A schematic of the computational setup. Left: dimensions of the parabolic wing563
and the surface mesh formed by 4364 quadrilateral elements, with Lx = 0.5, Ly = 1.5; Right:564
a diagram of the scattering body, source point, and the far field observation point, which is565
on the x− z plane and defined by rˆ = (Rˆ cos θ, 0, Rˆ sin θ) and Rˆ = 105Lx.566
FIG. 4. Far field total pressure directivity patterns on the x−z plane, for the frequencies567
and Mach numbers as indicated. The horizontal and vertical directions represent, respec-568
tively, the x and z directions as defined in Figure 3. Lines with symbols: Current calculation;569
Solid lines: Results from Ref. [3].570
FIG. 5. A schematic diagram for a hemisphere that caps a surface point r′s. Note that571
the normal vector is in the direction outward from the region of solution and into the body.572
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