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013.02.0Abstract A new and much simpler rotation and curvature effects factor, which takes the form of
Richardson number suggested by Hellsten originally for SST k–x model, is presented for Spalart
and Shur’s rotation and curvature correction in the context of Spalart–Allmaras (SA) turbulence
model. The new factor excludes the Lagrangian derivative of the strain rate tensor that exists in
the SARC model, resulting in a simple, efﬁcient and easy-to-implement approach for SA turbulence
model (denoted as SARCM) to account for the effects of system rotation and curvature, techniqu-
ely. And then the SARCM is tested through turbulent curved wall ﬂows: one is the ﬂow over a zero-
pressure-gradient curved wall and the other is the channel ﬂow in a duct with a U-turn. Predictions
of the SARCMmodel are compared with experimental data and with the results obtained using ori-
ginal SA and SARC models. The numerical results show that SARCM can predict the rotation–cur-
vature effects as accurately as SARC, but considerably more efﬁciently. Additionally, the accuracy
of SARCM might strongly depend on the rotation–curvature model constants. Suggesting values
for those constants are given, after some trials and errors.
ª 2013 Production and hosting by Elsevier Ltd. on behalf of CSAA & BUAA.
Open access under CC BY-NC-ND license.1. Introduction
It is well-known that many eddy viscosity models (EVMs) in
use today fail to predict the effects of system rotation or/and
curvature (RC) accurately, or even fail to predict it/them at
all. The explicit appearance of rotation and curvature terms
in turbulence equations is considered as a fundamental advan-88491124.
.edu.cn (Q. Zhang), yyang@
orial Committe of CJA.
g by Elsevier
ing by Elsevier Ltd. on behalf of C
09tage of Reynolds-stress models (RSMs) over the simpler
EVMs. However, RSM includes more turbulent governing
equations (up to seven) and requires high computational cost.
Furthermore, their accuracy in large class of complex aerody-
namic and industrial ﬂows still needs to be further examined.1,2
So an effective alteration to the simple EVMs would be a prac-
tical and directive way to tackle these problems.
There are several proposals in the literatures for sensitizing
EVMs for the effects of system rotation and curvature.3–7 The
vast majority of them are based on the modiﬁcation of the tur-
bulent length scale.3,4 In the case of two-equation turbulence
models, however, it is more attractive to modify the coefﬁcients
of one or more of the source terms in the transport equations
for the turbulence variables. Most authors have selected to
modify the decay term in the e-equation or the x-equation.4–7SAA & BUAA. Open access under CC BY-NC-ND license.
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bound to a certain type of ﬂow and a certain coordinate system,
i.e., they are not generalizable for arbitrary three-dimensional
(3D) ﬂows.8
Another efﬁcient RC-correction is proposed by Spalart and
Shur9 and it can be used in one- and two-equation models com-
bining with empirical functions. Its application to Spalart–
Allmaras (SA) turbulence model10 yields an RC corrected SA
model (often denoted as SARC model). SARC model has been
proved muchmore accurate than the SAmodel for a wide range
of rotating and curved channel ﬂows, in both 2D and 3D.11
However, it may be highly complicated and time-consuming
to implement, since the factor accounting for rotation and cur-
vature effects in RC-correction contains Lagrangian derivative
of the strain rate tensor. This motivates us to ﬁnd reasonable
approximation to the factor without high-order derivatives.
In this work, we take into consideration the Richardson
number, suggested by Hellsten originally for SST k–x model.8
In the work of Hellsten, the Richardson number plays a role in
scaling the rotation and curvature sensitization function, mul-
tiplied the decay term in the x-equation, following the way of
modify the coefﬁcients of source terms to account for the ef-
fects of rotation and curvature. Consequently, it is intuitive
to replace the factor of RC-correction in SARC model with
Richardson number and Spalart’s empirical rotation function
is still adapted. The limited numerical results show that the
new simpler factor is competitive even superior to Spalart
and Shur’s factor in terms of accuracy and efﬁciency for the
simulation of ﬂows with RC effects, at least for wall-bounded
curved wall ﬂows as demonstrated in this paper.
2. Standard SA turbulence model
The standard SA one-equation turbulence model10 reads:
om^
ot
þ uj om^oxj ¼ cb1ð1 ft2ÞS^m^ cw1fw 
cb1
j2
ft2
h i m^
d
 2
þ 1
r
o
oxj
ðmþ m^Þ om^
oxj
 
þ cb2 om^oxi 
om^
oxi
 
ð1Þ
where m^ is the turbulence ﬁeld variable, uj the velocity compo-
nent in the j direction, d the distance from the ﬁeld point to the
nearest wall, and xi and xj are Cartesian coordinate vector;
m= l/q is the molecular kinematic viscosity, q the density,
and l the molecular dynamic viscosity. Additional deﬁnitions
are given by the following equations:
fw ¼ g 1þ c
6
w3
g6 þ c6w3
 1=6
g ¼ rþ cw2ðr6  rÞ
r ¼ min m^
S^j2d2
; 10
 
ft2 ¼ ct3 expðct4v2Þ
8>>>>><
>>>>:
The model constants are:
cb1 ¼ 0:1355; cb2 ¼ 0:622; r ¼ 2=3; j ¼ 0:41;
cw1 ¼ cb1j2 þ
1þ cb2
r
; cw2 ¼ 0:3; cw3 ¼ 2; ct3 ¼ 1:2;
ct4 ¼ 0:5; cv1 ¼ 7:1
And the turbulent eddy viscosity lt is computed fromlt ¼ qm^fv1 ð2Þ
where
fv1 ¼ v
3
v3 þ c3v1
v ¼ m^
m
8><
>:
ð3Þ
Additional deﬁnitions are given by the following equations:
S^ ¼ Xþ m^
j2d2
fv2 ð4Þ
where X is the magnitude of the vorticity, and
fv2 ¼ 1 v
1þ vfv13. Rotation and curvature correction
The SARC model, corrected by Spalart and Shur’s approach,
is the same as the standard SA model, except that the former
production term cb1S^m^ is multiplied with the empirical rotation
function fr1, which is deﬁned as
fr1ðr; ~rÞ ¼ ð1þ cr1Þ 2r

r þ 1 ½1 cr3arc tanðcr2~rÞ  cr1 ð5Þ
The factor to account for rotation and curvature effects is
deﬁned:
~r ¼ 2WikSjk
D4
DSij
Dt
þ ðeimnSjn þ ejmnSinÞX0m
 
ð6Þ
where eimn is the Levi-Cvita symbol.
Other variables and constants are given as follows:
r ¼ S=X; S ¼ ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ2SijSijp ; X ¼ ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ2WijWijp
Sij ¼ 1
2
oui
oxj
þ ouj
oxi
 
; Wij ¼ 1
2
oui
oxj
 ouj
oxi
 
þ 2emjiX0m
 
D2 ¼ 1
2
ðS2 þ X2Þ; cr1 ¼ 1; cr2 ¼ 12; cr3 ¼ 0:6
The term DSij=Dt represents the components of the
Lagrangian derivative of the strain rate tensor and consists
of the second-order derivatives of velocity and the time deriv-
ative of strain rate tensor, the time derivative can be ignored
for steady computations. All derivatives are deﬁned with re-
spect to the reference frame with a rotation rate X0.
The appearance of the term DSij=Dt increases program-
ming complexity and computational cost, especially for time-
accurate simulations. To circumvent this issue, the Richardson
number Ri deﬁned by Hellsten for arbitrary three-dimensional
ﬂows is considered:
Ri ¼ X
S
X
S
 1
 
ð7Þ
Hellsten introduced a mean-ﬂow time scale 1/S as a damp-
ing scaling factor of Ri, not like other deﬁnitions in which the
turbulent time scale is often used. For ﬂows where turbulence
is not near its equilibrium state, mean-ﬂow time scale is prefer-
able to the turbulent time scale as the scaling factor of Ri, as
turbulent time scale may in some conditions become very high
or very low compared with X or S X, which may result in
unphysical problems in some situations.
Fig. 1 Grid of convex curved wall for computation (every one in
four points is shown).
328 Q. Zhang, Y. YangRichardson number is a measure of the mean-ﬂow defor-
mation, so it can reﬂect the effects of rotation and curvature.
Therefore in this work the rotation and curvature factor of ~r
used in Eq. (5) is replaced by
~r ¼ X
S
X
S
 1
 
ð8Þ
The resulting new deﬁnition of ~r is a parabola with the glo-
bal minimum value of 1/4 when S/X is equal to 1/2. When
S! 0, ~r (or Ri) may become high, if X remains non-zero. This
is not a problem, since the form of fr1 ensures that when ~r is
singular as a result of the strain tensor vanishing, the function
becomes insensitive to ~r because of the r factor (as
S! 0; r ! 0). The arctan dependence allows a large slope
for small ~r without large values for large ~r. Finally, if r ¼ 1,
we can get ~r ¼ 0 from Eq. (8), so the constraint fr1ð1; 0Þ ¼ 1
is still satisﬁed as SARC model,9 for thin shear ﬂows without
curvature.
Now, a modiﬁed SARC model, referred to as SARCM, is
obtained by employing the Richardson number as the factor
accounting for the effects of rotation and curvature. As can
be seen, SARCM requires signiﬁcantly lower computational
effort per iteration in comparison to SARC, i.e., SARCM is
considerably more efﬁcient at each time-step, thanks to the
new factor. The new factor, not only avoids computing
DSij=Dt term which introduces a lot of extra work in the
implementations of SARC model, but also only depends on
the magnitudes of strain-rate and vorticity tensors (S and X)
which have already been computed for most of Reynolds-aver-
aged Navier–Stokes (RANS) solvers.
Besides the gains in efﬁciency per iteration, there are some
favorable numerical features and beneﬁts, such as robustness,
easy-to-implement, etc.All of these advantages inspire us to study
the present approach further and to extend it to other EVMs.
What should be emphasized here is that X and S in applica-
tions have to be limited to a small number in order to prevent di-
vide-by-zero. In addition, after some trials and errors, the
empirical constants cr1, cr2 and cr3 involved inEq. (5) are set equal
to 1.0, 2.0 and 1.0, respectively. Certainly, these values are open
to reﬁnement while giving fairly good numerical results.
4. Numerical results and discussion
Two test cases, ﬂow over a convex curved wall and ﬂow in a U-
duct, are carried out to demonstrate the validity of the new ap-
proach. For all computations in this work, an RANS solver,
which is discretized using ﬁnite volume method (FVM) on
multi-block structure grids, is employed. The turbulence model
is coupled with the compressible mean-ﬂow equations. The
time advancement is a diagonally dominant alternating direc-
tion implicit (DDADI) method. The multigrid and mesh se-
quence are used to accelerate convergence and local time
step also available for steady computations. The inviscid ﬂuxes
are evaluated using Roe’s ﬂux difference splitting (FDS) meth-
od with a MUSCL-type reconstruction, while the viscous
ﬂuxes are approximated using central-differencing scheme.
4.1. Flow over a convex curved wall
In the experiment of So and Mellor,12 the curved wall tunnel
had an aspect ratio of 8 and the ﬂow along the tunnelcenterline was nominally 2D. According to this, a 2D compu-
tation is performed here. The inner wall shape is deﬁned by a
series of 9 arc segments of varying angle and radius. The
curved wall turns through a total of 150. Ref. 12 has given
a detailed description on the inner wall shape, unfortunately,
there is no explicit description about the outer wall shape ex-
cept that the outer wall is manually adjusted during the exper-
iment to yield the desired (near-zero) pressure gradient along
the inner curved wall and a local tangential jet is used at the
outer wall near the start of the curve to maintain attached ﬂow
on this wall. Therefore, an outer wall boundary shape optimal-
ized by Rumsey and Gatski13 based on adjoint approach is
adopted here. A detailed description about the outer boundary
wall shape, please refer to Ref. 13.
The grid employed in the Navier–Stokes computations is
shown in Fig. 1. The grid size is 257 161, with the channel
width 6 unit at the inlet (If no special notes, the unit of length,
one, is omitted for the remainder of the paper), and with a
minimum normal spacing at the convex wall of 1:5 104,
which provides good near-wall resolution with y+ values less
than 0.25. The grid extends from 24 upstream of the curved
wall to approximately 18 downstream of the end of curvature.
The Reynolds number per unit grid (with reference to the inlet
channel width) is taken as 3:6417 104, and the nominal Mach
number at the inlet is Ma= 0.063.
At the inﬂow boundary, the density is set to free stream
density, while the u-velocity proﬁle is set based on the experi-
mentally measured skin friction and boundary layer thickness.
The pressure is interpolated from the computational region.
The turbulence quantity is set to match the experimental levels
at the same location. At the outﬂow boundary, pressure is
speciﬁed as the free stream pressure p1, and all other quanti-
ties are extrapolated from the interior of the grid. Slip-wall
boundary conditions are imposed on the outer boundary in
simulations, to be consistent with the assumption used in the
optimization method and to evade the use of tangential jet
or bleed boundary conditions. At the inner wall, standard
no-slip adiabatic solid wall boundary conditions are employed.
For convenience, a curvilinear coordinate system ðs; gÞ,
with s aligned along the inner wall in the ﬂow direction, with
g paralleled outer normal vector of the inner wall, is adopted
in the analysis and description. Thus, s represents the length
measured along the inner wall surface. Under the new
Fig. 2 Surface pressure coefﬁcients, referenced to inlet
conditions.
Fig. 4 Velocity proﬁles at s= 24, s= 59, s= 67, and s= 71,
referenced to inlet conditions (origin for each successive station is
shifted 0.5 unit to the right).
Fig. 5 Turbulent shear stress u0v0 proﬁles for the SA, SARC
and SARCM models at s= 24, s= 59, s= 67 and s= 71,
referenced to inlet conditions (origin for each successive station is
shifted 0.002 unit to the right).
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s= 79.43, and the inﬂow boundary is set at s= 24, corre-
spondingly. Surface pressure coefﬁcients cp obtained using
SA, SARC and SARCM models are compared in Fig. 2 with
available experimental data. As can be seen, the pressure coef-
ﬁcients match experiment well over most of the inner wall,
which indicates that the outer boundary shape designed by
Rumsey and Gatski13 is suitable.
Fig. 3 shows the surface skin friction coefﬁcient cf obtained
using SA model and its two variants, and experimental data as
well. The original SA model yields much higher cf over most of
the curved-wall region. Surface skin friction results using
SARC and SARCM models are much analogous, both of
which in the range of 48 < s< 55 are lower than but relatively
close to, and elsewhere are in reasonable agreement with, the
experimental data.
Velocity u/uref (uref is the inlet velocity) proﬁles in the bend
(48 < s< 79.43) are plotted in Fig. 4. In addition to results in
the curved region, proﬁles are also shown at the inlet (s= 24
station). As seen in the ﬁgure, initial proﬁles at the inlet are
the same for all three models, because we use the same inlet
boundary conditions. In the curved region, SA model predicts
higher velocity levels than others in the near wall regions, i.e.,Fig. 3 Surface skin friction coefﬁcients, referenced to inlet
conditions.over the ﬁrst 20% of the boundary layer, which becomes more
conspicuous as s increases; in contrast, SARC and SARCM
models lead to almost identical results and are both in good
agreement with experiment data.
Turbulent shear stress u0v0 proﬁles are plotted in Fig. 5,
while turbulent normal stress u0u0 and v0v0 are shown in
Figs. 6 and 7 respectively. All shear and normal stress proﬁles,
to be given below, are in the local body/normal coordinate sys-
tem. As can be seen, the turbulent stresses are the same at the
inlet of the curved wall, which show that the SA model and
two modiﬁed versions (SARC and SARCMmodels) are equiv-
alent for the same inﬂow proﬁle conditions if there is no cur-
vature. In Fig. 5, the SA model signiﬁcantly over-predicts
the u0v0 levels in the curved region, whereas the results ob-
tained using SARC and SARCM models agree much better
with experiment data. Of the three models, SARCM model
performs the best in predicting turbulent shear stress.
It is obvious as shown in Fig. 6 that there are marked dif-
ferences between the numerical results and experiment data for
turbulent normal stress u0u0, because they are all linear eddy
viscosity models that cannot predict the normal stress
Fig. 6 Turbulent normal stress u0u0 proﬁles for SA, SARC and
SARCM models at s= 24, s= 59, s= 67 and s= 71, referenced
to inlet conditions (origin for each successive station is shifted
0.005 unit to the right).
Fig. 7 Turbulent shear stress v0v0 proﬁles for SA, SARC and
SARCM models at s= 24, s= 59, s= 67 and s= 71, referenced
to inlet conditions (origin for each successive station is shifted
0.002 unit to the right).
Fig. 8 Mean ﬂow equations (RANS) and turbulence transport
equation convergence history.
330 Q. Zhang, Y. Yangdifferences in theory. Although SARC and SARCM models
seem to do a good job in predicting another turbulent normal
stresses v0v0 and both agree well with experiment data (see
Fig. 7) except the near wall region, they fail in fact owing to
their inherent theoretical defects.
The convergence histories with these three turbulence mod-
els are shown in Fig. 8, Fig. 8(a) for mean ﬂow equations
(RANS), and Fig. 8(b) for turbulence transport equation. It
can be found that three of them have similar convergence
behavior. Considering the effort saved at each iteration which
is stated earlier, we can draw the conclusion now that SARCM
model is more efﬁcient than SARC model, i.e., it introduces
very small extra cost to the SA model not like the SARC which
adds about 20% CPU time.11
A grid sensitivity study for SARCM model is also con-
ducted as done by Rumsey and Gatski for SARC model,13
although not shown here. The variations caused by grid reﬁne-
ment are nearly negligible (less than 1%) for all of the mean-
ingful quantities. On the basis of the results of this grid
sensitivity study, we are conﬁdent to draw that SARCMmodel
is also grid independent.4.2. Flow in a U-duct channel
This ﬂow is characterized by a strong streamline curvature and
it contains massive ﬂow separation and reattachment on the
inner (convex) wall of the duct. It is well-known that such ﬂow
features are challenging for RANS computations, thus provid-
ing a severe test of the turbulence models. The U-duct ﬂow was
studied experimentally by Monson and Seegmiller.14 A sche-
matic of the ﬂow geometry is presented in Fig. 9, together with
the computational grid used. Segment EF is the start of the U-
duct, and CD is the end; Upstream of the U-duct, there is a do-
main of free stream ﬂow to simplify the setting of the inlet
boundary conditions. The U-duct channel width is
H= 0.0381 m; the turn has an inner radius of ri = 0.0191 m
and an outer radius of ro = 0.0572 m. The ﬂow Reynolds
number based on the channel width H and mean ﬂow velocity
U1 is equal to 1 106. The computational grid contains
337 161 nodes with the inlet width set to 3.81 (unit), the min-
imum normal spacing at the walls is 1 105, so the Reynolds
number of per unit grid is about Re  2:62467 105, which
was actually used in the RANS solver. The grid provides good
near-wall resolution with an average y+ values less than 0.1.
Boundary conditions in the computations are as follows. At
the inlet section AB, free stream ﬂow conditions are used; AE
(a) Geometry 
(b) Grid 
Fig. 9 U-duct geometry and computational grid (there is a free
stream domain upstream of the U-duct (AEFB); every one in four
points is shown).
Fig. 10 Computed and measured distributions of skin friction
coefﬁcients of the channel with U-turn along outer and inner
walls.
Fig. 11 Computed and measured distributions of pressure
coefﬁcients of the channel with U-turn along outer and inner
walls.
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domain, a similar out ﬂow conditions are used as the zero-
pressure-gradient curved wall. On the solid walls (curved seg-
ments DF and CE), the no-slip conditions are used.The coordinate system used in this case is similar as the former
curvedwall except that s ismeasuredalong the central lineof theU-
duct.15,16 The U-duct in the computational grid starts at s/
H= 21.67 and ends at s/H= 24.81, which is the same station de-
noted as the U-duct curved angle h= 0 and h= 180 respec-
tively, just as done byMonson and Seegmiller14 in the experiment.
Along with the SARC and SARCM models, the ﬂow was
also computed with the original SA model. The results of the
computations are summarized in Figs. 10–12, as clearly seen,
the accuracy of the SARC and SARCM models predictions
are signiﬁcantly higher than that of the standard SA model
in the curved part of the duct, since they both contain RC-cor-
rection. SARCM model obtains the same distributions of con-
cerned quantities, e.g., cp and cf, as SARC model before the
separation bubble. After separation the situation changes,
the skin friction coefﬁcients on the concave wall predicted with
SARCM model is slightly better than that with SARC model,
and there are minor differences for the pressures on both con-
cave and convex walls in the separating bubble. All of the de-
scribed trends are clearly seen not only from the skin-friction
and pressure distributions, but also from the velocity proﬁles
presented in Fig. 12. Before the ﬂow separation (h= 180),
the velocity proﬁles predicted with SARC model and SARCM
Fig. 12 Computed and measured velocity proﬁles at different sections of the channel with a U-turn.
332 Q. Zhang, Y. Yangmodel are the same, after that, they deviate from each other
slightly, for instance at the station s/H= p+ 2. SARCM
model overestimates the length of the recirculation zone and
predicts too slow a recovery after reattachment just as the
SARC model.11 Most probably, it is caused by the default deﬁ-
ciency of the original SA model for massive separation and
reattachment,17 but not the fr1 correction term.
5. Conclusions
A much simpler rotation and curvature factor of ~r is presented,
and then the SARC model is modiﬁed to use the new RC fac-
tor. The modiﬁed model (SARCM) is veriﬁed and validated
through two turbulent ﬂows with curved wall: the ﬂow over
the zero-pressure-gradient curved wall and the channel ﬂow
in U-duct. The SARCM model predictions are compared with
experimental data; on the one hand, and with the results ob-
tained with the use of the original SA model or SARC model.
This yields the following conclusions:
(1) For all the test cases, the numerical results of SARCM
and SARC models are identical to each other and all
much more accurate than the original SA model.(2) The SARCM model is found to be not only rather accu-
rate but also computationally efﬁcient. While achieving
the same accuracy in accounting for the RC effects,
SARCM model adds a minor increase of the CPU time
to SA model, not like the SARC which adds about 20%
CPU time, i.e., the SARCM model can reduce the com-
putational cost required by SARC model considerably.
(3) The accuracy of SARCM model might strongly depend
on the rotation–curvature model constants: cr1; cr2 and
cr3, just as SARC model. Based on the performed tests,
the constants cr1, cr2 and cr3 setting to 1.0, 2.0 and 1.0,
can give fairly good numerical results.Acknowledgment
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