Abstract. We study two space-time mesh refinement methods as the one introduced in [F. Collino, T. Fouquet, and P. Joly, Numer. Math., 95 (2003), pp. 197-221]. The stability of such methods is guaranteed by construction through the conservation of a discrete energy. In this paper, we show the L 2 convergence of these schemes and provide optimal error estimates. The proof is based on energy techniques and bootstrap arguments. Our results are validated with numerical simulations and compared with results from plane wave analysis [F. Collino, T. Fouquet, and P. Joly, Numer. Math., 95 (2003) 1. Introduction. For the numerical solution of time-dependent wave propagation problems, in which one often has to deal with complex geometries in diffraction problems, it is natural to try to use local mesh refinements with nonmatching grids. One initial idea consists in using only spatial refinement (see [1] for acoustic waves, [8] and [22] for Maxwell's equations). However, with explicit schemes, when a uniform time step is used, it is the finest mesh that imposes the time step because of the stability condition. There are two problems with this. First, the computational cost is increased. Second, the ratio cΔt/h (where h is the space step size) in the coarser grid will be much smaller than its optimal value. With standard numerical schemes (such as Yee's scheme for Maxwell's equations) this generates dispersion errors. To avoid these problems, it is useful to be able to work with a local time step in order to keep the ratio cΔt/h constant (or almost constant) in the whole computational domain.
Introduction.
For the numerical solution of time-dependent wave propagation problems, in which one often has to deal with complex geometries in diffraction problems, it is natural to try to use local mesh refinements with nonmatching grids. One initial idea consists in using only spatial refinement (see [1] for acoustic waves, [8] and [22] for Maxwell's equations). However, with explicit schemes, when a uniform time step is used, it is the finest mesh that imposes the time step because of the stability condition. There are two problems with this. First, the computational cost is increased. Second, the ratio cΔt/h (where h is the space step size) in the coarser grid will be much smaller than its optimal value. With standard numerical schemes (such as Yee's scheme for Maxwell's equations) this generates dispersion errors. To avoid these problems, it is useful to be able to work with a local time step in order to keep the ratio cΔt/h constant (or almost constant) in the whole computational domain.
The use of local time stepping raises new practical and theoretical problems, especially for hyperbolic equations, that are much more delicate than those raised by a simple spatial refinement.
The solutions suggested in the electromagnetic literature are primarily based on interpolation techniques (in time and/or in space) especially designed to guarantee the consistency of the scheme at the coarse grid/fine grid interface (see [20] , [18] , [24] , [9] ). Unfortunately, the resulting schemes appear to be very difficult to analyze and may suffer from some instability phenomena [11] . Another possible solution for local time stepping is to use a domain decomposition approach such as that recently developed in [14] . However, the stability and convergence analysis of these techniques remain to be completed.
It seems that very few papers in the mathematical literature have been devoted to space-time mesh refinement for the specific case of Maxwell's equations (and more generally for linear wave propagation problems). However, these questions have been treated in many articles in the conservation laws community during the 1980s. Let us mention, for instance, the work of Osher and Sanders [23] based on finite volume methods or, closer to what we are doing here, the works of Berger and her coauthors [3, 4, 7, 5] on finite differences schemes. These works are devoted to various spacetime mesh refinement techniques for first order hyperbolic systems. These techniques are mainly based on interpolation-type procedures and concern both overlapping and nonoverlapping grids (see [7, 5] for a general presentation). In [3] , Berger has developed a stability analysis of such methods in the cases of the one-dimensional (1D) linear advection equations using the GKS theory [19, 15] . She was able to establish the results in the case where dissipative interior schemes (typically Lax-Wendroff scheme) were used or when conservative (typically leap-frog) schemes are used provided that overlapping grids are considered. However, it is also mentioned in [3] that using leap-frog-type schemes and nonoverlapping grids may lead to instability, as has already been mentioned for Maxwell's equations.
Recently, we developed alternative solutions to these interpolation procedures that we call conservative space-time mesh refinement methods. These methods, originally invented for the 1D wave equation, have been developed for Maxwell's equations [13] and recently extended to the elastodynamic equations [2] . A general presentation of these kinds of methods can be found in [16] . The main ideas and properties of these methods have been treated in more detail in [10] In particular the construction of the scheme and stability analysis based on energy conservation properties is presented in [10] . An important fact is that the stability CFL condition, namely, in the 1D case,
is not affected by the mesh refinement process. A plane wave analysis for measuring the accuracy of the method is detailed in [12] . The present article, whose purpose is essentially theoretical, is the sequel to [12] . Our goal is to derive optimal error estimates and to validate them through numerical tests. More precisely, we present a convergence analysis for two different conservative space-time mesh refinement schemes introduced in [11] .
We mention that in [4] and more recently in [6] the authors have constructed space-time mesh refinement schemes devoted to the conservation of a discrete equivalent of the integral of the solution of a first order hyperbolic system. Such schemes are also called conservative schemes in the conservation laws community, but they are not necessarily stable (the integral of the solution is not a norm!). However, such conservation properties are highly desirable for the approximation of solutions with shocks.
The outline of the rest of the article is as follows. In section 2, we define our two grids model problem, present the two mesh refinement schemes (I and II) and recall the main stability theorems. In section 3, we state our main convergence Theorem 3.1. Section 4, devoted to the proof of this theorem, is the main section of this article. We think that one of the contributions of the present paper is precisely the proof that appears rather nonstandard, although based on energy techniques. Finally, in section 5, the theoretical results are compared to numerical ones and those obtained in [12] by Fourier-like techniques. This analysis did not result in rigorous error estimates, as did that of Theorem 3.1, but permitted us to predict the order of convergence that we prove in the present paper. The other interest of the energy proof we develop here is that it can be generalized to spatially variable coefficients and higher space dimensions with only purely technical additional difficulties.
Conservative space-time mesh refinement schemes.
We recall the construction of the method presented in [11] . In order to solve system (1.1) with a local space-time mesh refinement, the computational domain is split into two half-spaces, Ω c = {x < 0} and Ω f = {x > 0}. Denoting by (u c , v c ) and (u f , v f ) the restrictions of (u, v) to Ω c and Ω f respectively, problem (1.1) can be rewritten as a transmission problem through the interface x = 0 as follows:
coupled by the interface conditions (2.4) to obtain a solution of the global problem.
The interior scheme.
Assume that we have a mesh with step size (2h, 2Δt) for Ω c and a mesh with step size (h, Δt) for Ω f . It is important to note that the ratio of the time step to the space step is the same in both domains. With the obvious notation, the unknowns of our scheme will be the following:
• for the coarse grid, • for the fine grid,
At the interior of each subdomain, the standard Yee scheme [26, 25] is considered. The discrete equations in the coarse and in the fine grids between the instants t 6) completed with discrete initial conditions.
As is shown in Figure 2 .1, two values of the solution are allowed along the interface Γ = {x = 0} at the even time steps. The continuity of the unknown u is imposed in a weak way: this seems to be useful for guaranteeing the stability of the scheme [11] .
2.2.
The discrete transmission conditions. For coupling (2.5) and (2.6), the idea is to approximate the transmission conditions (2.3) and (2.4) in such a way that the stability of the method is ensured a priori. A simple way to do that is to impose a discrete version of the energy conservation property
Δt .
Theorem 2.1. Consider a solution of (2.5) and (2.6), the discrete energy (2.8) is conserved if and only if
Let us come back to the approximation of the continuity conditions (2.3) and (2.4). We first remark that, assuming the discrete unknowns have been computed up to time t 2n , the interior scheme given by (2.5) and (2.6) permits us to obtain all the unknowns up to time t 2n+2 except the three following values: 13) which gives us scheme II. Unlike in the previous scheme, the continuity of u is written twice and that of v once. Remark 2.1. Using the two first equations of (2.13) we can easily prove that
0 and so the discrete trace of u in the fine side at the even instants is always the same. As a consequence, this scheme cannot be L ∞ -convergent. However the numerical simulations will show us that scheme II gives a "good" approximation of the solution "except at the interface," and the L 2 -convergence will be proven in section 4.
Error analysis: The main results.
Notation. We first introduce some notation for discrete sequences. In order to show the L 2 -stability and convergence of both schemes, some discrete norms and spaces must be introduced. Let us define the discrete coarse and fine L 2 spaces for u,
and their natural Hilbert norms,
In the same way, we have the discrete coarse and fine L 2 spaces for v,
and the norms,
It is immediate to check that our schemes are well posed in these spaces; i.e., as soon as the discrete initial data u
For the convergence study, we assume that our solution is at least continuous and we introduce the pointwise exact values
We will assume that the corresponding sequencesũ
We then define the pointwise errors:
We shall denote by a superscript h sequences in both discrete space and time. More precisely, we set
for the discrete solutions and, in the same way,
c , e We also need to introduce some notation for norms in spaces of continuous functions. For any a > 0 and any integer k ≥ 0, we shall denote
It will also be useful to introduce the class of functions
Property (3.9) expresses in some sense that the successive derivatives of the functions do not increase too quickly with the order of derivation. More precisely, that
where, for each integer k,
In what follows, if (u, v) is defined for x ∈ R, t ≥ 0, we shall say that (u, v) ∈ C is rather surprising in such a simple context as the 1D wave equation, and we are not sure that it is really necessary (see also the comments that follow the statement of the theorem at the end of this section). However, these notions will naturally appear in the proof of the theorem. It is interesting to note the following here:
• From the remark that
are homogeneous of degree 1, and that the set C ∞ a,T is a cone. It also possesses a homogeneity property. Let (u, v) be defined for all real x and all positive t. For any real λ > 0, we set
It suffices to remark that ifλ = max(1, λ), then
, and that lim k→+∞λ
are not norms since they do not satisfy the triangular inequality. As a consequence, it is not so clear that the set C ∞ a,T is a vector set (this point may be interesting but not central to this paper). Clearly, the fact that u belongs to C ∞ a,T implies that the successive derivatives of u must not increase too quickly with the order of derivation. It is easy to see that C ∞ a,T contains some well-known functional spaces such as the Gevrey spaces G s a,T , s ≥ 1 that can be defined as (see [21] for instance)
The set G 
which is easily shown to belong to G 
also equipped by the natural norm. In that way, we set the space
and we introduce the following notation:
For technical reasons we will assume that the initial conditions of problem (1.1) are such that
so that the exact solution (u, v) ∈ E 2 . In particular, this implies that
for all n ∈ N. Let us also assume that the discrete initial conditions (2.7) satisfy (3.15) and that they are a good approximation of the exact initial conditions, for example, 
for some real a > 0 and integer k ≥ 1, the discrete solution given by the scheme I satisfies
the discrete solution given by the scheme I satisfies
Let us complete this theorem by the following comments:
• This theorem expresses the fact that, in the L ∞ (0, T ; L 2 ) norm, scheme I is of order 3/2 while scheme II is of order 1/2. In (3.18), (3.19) , and (3.20), the right-hand side is the sum of two terms: the first one measures the error introduced by the transmission scheme while the second one (of second order) is due to the interior scheme.
• The coefficients appearing in the right-hand side of estimates (3.18) through (3.20) blow up when α goes to 1. This is coherent with what one observes numerically: the two schemes are not strongly convergent for α = 1. Nevertheless, as has been explained in [12] , good results are obtained with the values of α close to 1 (see also section 5).
From the obvious inequality (see also Lemma 4.5)
• From Remark 2.1, we already know that scheme II cannot be convergent in the (discrete) L ∞ (0, T ; L ∞ ) space. As a consequence, using (3.21), we deduce that the error estimate (3.18) is sharp (see also section 5). We also conjecture that the O(h 3/2 ) estimate for scheme I is optimal. This is more or less implicit in the plane wave analysis (see [12] and section 5.2) and in good agreement with the numerical results.
• If our results are optimal in terms of powers of h, it is not clear that it is the case concerning the required regularity of the solution, for instance, that we need the C ∞ regularity to obtain the O(h 3/2 ) error estimate with scheme I. However, the Fourier analysis (see [12] ) does suggest that, at least, time regularity is needed. Moreover, the "norms"
naturally appears in the proof of the theorem (see section 3.1).
• If the solution of the continuous problem is regular enough, scheme I is of order h
As is strongly suggested by the plane wave reflection-transmission analysis (see [12] ) as well as numerical results (cf. section 5), we conjecture that scheme I (resp., scheme II) provides O(h 2 ) (resp., O(h)) errors when these are measured in space regions that do not contain a neighborhood of the origin. The proof of such a result remains an open question for us.
• We have considered here the case of the 1D wave equation with constant coefficients. However, it is not difficult to see that the proofs of section 4 (based on energy methods) can be adapted to the case of the 1D wave equation with spatially variable coefficients.
Remark 3.3. The hypotheses demanded in Theorem 3.1 can be rewritten in terms of the regularity of the initial condition. In this way we have the following:
• Estimation (3.19) is satisfied since the initial condition satisfies (3.13) and belongs to C k+1 (−a − T, a + T ).
• We define the class of functions
where
Then the hypothesis demanded in statement (iii) is satisfied since
Proof of the error estimates.
4.1. The equations satisfied by the errors. The first step of the proof consists, of course, in writing the scheme satisfied by the errors. This is also the opportunity to define some useful notation. We introduce "discrete traces" for the exact solution, , j ≤ −1,
in the coarse grid, and 6) in the fine grid. In (4.5) and (4.6), the terms on the right-hand side are classical interior truncation errors that are completely defined from the exact solution: they are nothing but the quantities in the left-hand sides of (4.5) and (4.6) after the substitution 
The equations on the interface are
for scheme I, and
for scheme II. The quantities on the right-hand side of (4.7) (resp., (4.8)) are the interface truncation errors for scheme I (resp., scheme II). Once again, they are completely defined by the exact solution, as the terms in the left-hand side of (4.7) (resp., (4.8)) in which we have made the substitution
Outline of the proof.
It is clear that, by exploiting the linearity of the equations, the error can be separated into two parts:
• the error due to the interior truncation errors and initial conditions;
• the error due to the interface truncation errors. Let us formalize this setting:
, the initial errors,
, η 
• The estimate of Φ l (δ h , η h , 0), due to the interior truncation errors and the approximations of initial data, does not really depend on the transmission scheme, provided that this scheme is conservative in the sense of Theorem 2.1, which is the case for schemes I and II. As a consequence of the centered nature of the scheme, this error is O(h 2 ) provided that the initial conditions are approximated to O(h 2 ). The precise result is the following. 
The analysis of this error is very similar to that (rather standard) of the "pure" Yee scheme (i.e., without any mesh refinement) and, as this point is not central to this paper, we have chosen not to give the proof here. We refer to the reader to [17] for more details.
• 
Proof of the O(
√ h) estimates. Provided that similar techniques can be applied to the analysis of scheme II, only the estimate for scheme I will be proven. The main difference between the two proofs will be pointed out in Remark 4.1.
What we are going to derive here is the equivalent of estimate (3.18) for Φ I (0, 0, ε l ). For the sake of simplicity, we shall still denote in this section and refer to definition (3.5) for the discrete norms. Throughout this section we will use only the last two norms of (3.5). The first one (that we call norm-star) will be useful for the proof of (3.19). The estimate we want to prove here is the following. 
where the interface truncation errors are given by (we indicate the order of magnitude of each term obtained by a Taylor expansion)
where the quantities (
are defined from the exact solution (u, v) by ((4.1) and (4.2)). The following lemma, whose immediate proof is omitted here (it is based on a simple Taylor expansion), gives us the magnitude of these quantities.
Lemma 4.3. Assume that, for some a > 0, u and v belong to
(4.13) Next, as for to the discrete energy (2.8), we introduce the discrete energy of the error at even instants:
where 
Our goal will be to obtain an estimate for √ E 2n . This will provide an L 2 -estimate for the error with the aid of the following lemma.
Lemma 4.4. Assume that (1.3) holds and that
and e u c,h
Then, there exists a positive constant C independent of Δt, h, and α such that for any n > 0 e u c,h
Proof. We first prove (4.15). Using the identity 4ab = (a + b)
2 − (a − b) 2 , we obtain 
Next, we remark that the second equality of (4.5) can be rewritten as .
Then, using the inequality (a + b) If we use techniques similar to those used above, it is easy (we omit the details) to show that, for any integer k,
which gives (4.16) for k = 2n. If we take k = 2n + 1, we are only able to bound (e u f,h ) 2n+1 in terms of E 2n+1 f but not in terms of E 2n and E 2n+2 (the conserved energy). In order to do so, we use the first equality of (4.6) for j ≥ 1 to obtain
which yields, with the aid of (4.16),
To conclude we use the third equality of (4.7) rewritten as 
This obviously implies that
Finally, (4.17) is a direct consequence of (4.22) and (4.23).
For the estimation of the energy, we use the following identity which is the equivalent for the error of the estimate of Theorem 2.1 for the discrete solution: The rest of the proof consists in deducing from (4.24) an appropriate estimate for the energy E 2n and then applying Lemma 4.3 to get an estimate of the error. In order to do this, we reorganize the three terms using (4.7) in order to exhibit the consistency errors (see Remark 4.1) 
Then, by Lemma 4.3 (inequalities (4.12)) and (4.28)
Adding the above inequalities from n = 0 to m − 1, for any integer m > 1, we obtain (E 0 = 0)
Now, using Lemma 4.4, we can write, for t 2n+2 ≤ T ,
Therefore, taking the supremum over t 2n+2 ≤ T , using (4.28) and classical manipulations based on Young's inequality, one proves the final estimate (4.10) (we omit the details).
Remark 4.1. Let us give some details concerning the derivation of (4.25). We start from the identities After summation, we obtain, using (4.11), If scheme II is used, we have 
Proof of estimate (3.19).
Apart from the results of section 4.4.1, which are essentially generalizations of estimate (3.18) , what we do in this section is valid only when we use scheme I to do the coupling. The real novelty in the proof will appear in section 4.4.2. The main differences between scheme I and scheme II will be explained in Remark 4.3.
Estimate of coarse discrete derivatives. Our goal in this paragraph
is to derive estimates similar to (3.18) for which we shall call the successive coarse time discrete derivatives of the error (e u,h , e v,h ). The proof is essentially a repetition of the proof of section 4.3, but the statement of the precise result requires some notation.
We define the coarse discrete derivative operator D by defining its action on a sequence w h = (w) t s (where t and s are integers or integers plus one half-negative indices t are allowed):
We also define D m as the mth successive power of D:
We shall now write the numerical scheme satisfied by the mth discrete derivative of e u,h and e v,h (these sequences are implicitly extended by 0 for negative times). Note that the sequences D m e u,h and D m e v,h are naturally defined on a grid shifted by mΔt (the initial grid is supposed to contain negative discrete instants), so that the fine grids differ depending whether m is odd or even. As the scheme (4.5), (4.6), and (4.7) is "invariant" under a translation by 2Δt, it is easy to see that the odd discrete coarse derivative of the sequences (e Other than this change, the scheme for the time intervals [t 2n−1 , t 2n+1 ] for the odd coarse discrete derivative is the same as that satisfied by e u,h and e v,h in the time intervals [t 2n , t 2n+2 ]. This is illustrated by Figure 4 .1 in which the arrows represent the discrete transmission conditions. We shall find two types of schemes that are easily deduced from each other. In order to avoid repetition, it is useful to introduce If we assume that the exact solution (u, v) belongs to C m+1 a,T , using a Taylor-Lagrange expansion, it is easy to show that the truncation errors appearing on the right-hand side of (4.35) satisfy (this is the analog of (4.12) of Lemma 4.3)
norms of the discrete coarse derivatives as 
The bootstrap argument.
Step 1: Derivation of an O(h) estimate. In order to improve estimate (4.10), we note that equations (4.11) can be rewritten as
Now, we reorganize the right-hand side of (4.24) in a clever way so that the left-hand sides of (4.39) appear as (see Remark 4.2) Let us analyze the equality in detail. In order to bound the terms appearing on the right-hand side by an L 2 norm of the error, we first point out that from (4.3) and (4.4) it follows that 
Proof. Using the first equality of (4.6) for j ≥ 1 we get 
Thus it is clear that
Introducing this inequality in (4.43) and using (4.13) of Lemma 4.3 we obtain 
The third term of the right-hand side of (4.40) is more complicated to treat, and this is where we need the result on coarse discrete derivatives. Indeed, we can write, using estimate (4.12) of Lemma 4.3 and the discrete trace Lemma 4.5, 
As a consequence, after summation over n, we have
and similar computations to those of the previous section lead to
That is, using (4.47), (4.42), and Proposition 4.1, we obtain estimate (3.19) for k = 1; i.e., the scheme is of order h.
To initiate the recurrence that will be the object of step 2 of the proof, we shall also need similar estimates for the successive discrete coarse derivatives of the error (e u,h , e v,h ) (where we assume more regularity for the exact solution). Such estimates are easily obtained along the same lines as (4.47). Clearly, if the exact solution belongs to C 2+m a,T , we have that 
Step 2: The recurrence proof. Assume the following by induction.
In what follows, the constant C should change from one line to another, but it is always independent of k. From (4.40), using (4.44) and (4.45) we obtain
(4.50)
We assume that (u, v) ∈ C k+2 a,T . Using Assumption R k for m = 0 and for m = 1, we obtain
From the inequalities
we deduce that
Summing over n, we obtain after some manipulations (including a shift of index in the product)
To conclude, it suffices to use once again (4.15) and (4.16) of Lemma 4.4, which gives
, which is what we wanted to prove with
In order to finish the recurrence proof we should obtain similar estimates for the mth discrete coarse derivative of the error assuming more regularity of the solution.
. Using similar techniques to those used in the present section (and using R k with m and m + 1) it is easy to show that
Since the result of Step 1, namely, estimates (4.47) and (4.49), is nothing but Assumption R 1 , we see easily that
As the sequence C k is convergent, it is in particular bounded. Finally we obtain the estimate
and using Lemma 4.7 we complete the proof of the following lemma. 
Step 3:
Under this hypothesis, and using the previous part of the proof, we have that
for all k ∈ N. Passing to the limit when k → +∞ and using Lemma 4.7, we get the following. 
To see how (4.40) can be derived, we start from the two following identities: we obtain the desired expression. Remark 4.3. Let us explain why we cannot use the same proof for scheme II. Following the same steps as for scheme I we rewrite the transmission conditions (4.8)
in order to have two consistency errors of order two and only one of first order. We rewrite (4.32) using this last truncation errors obtaining which is an analog of (4.40) for scheme II. The term that is most complicated to treat is, as for scheme I, the last one. However, its expression in this case is not as easy as for scheme I because
In fact we cannot use similar arguments as before to estimate the last term. We recall that for scheme I we had an simpler expression (third equation of (4.41)).
Comparison between theory and numerics.
The results obtained in section 3 are compared in subsection 5.2 to those obtained in [12] using the Fourier technique (see subsection 5.1 for a brief recap of these results) and with some numerical results in subsection 5.3.
Fourier analysis results.
This study is based on the behavior of plane wave solutions in the presence of a space-time mesh refinement. More precisely, we study the reflection and transmission through the artificial interface between the coarse grid and the fine grid of an incident wave in Ω c , of amplitude 1 and frequency ω. One reflected wave and one transmitted wave each of frequency ω and of amplitude R c (reflection coefficient) and T c (transmission coefficient), respectively, are generated in the coarse and fine grids, respectively. Due to the aliasing phenomena (namely, not converge in the L ∞ norm. Due to the exponential decay of this wave, a simple computation allows us to estimate its L p error,
Again, the results obtained for p = 2 are coherent with those of Theorem 3.1 and the comments given later on. The L 1 error should be of order one. The estimate for the dependence on 1 − α seems to be more precise with the Fourier techniques.
• As for scheme I, this last error is localized. If we consider the L ∞ and L p , p ≥ 1, norms on the complement of a neighborhood of the point x = 0, the method should be of first order, because the error provided by the transmitted parasitic wave is exponentially decreasing. For α = 1, the amplitude of the transmitted parasitic wave does not tend to zero and the wave is not evanescent. Neither method should be strongly convergent.
Numerical results.
In this section we will obtain numerically the orders of convergence of schemes I and II for several norms to compare them with the theoretical ones provided by Theorem 3.1 and the Fourier analysis. We consider the 1D wave equation The exact solution of the problem is given by We recall that both schemes also depend on the parameter α = Δt/h that we must choose in the interval (0, 1) to ensure the stability of the method. In practice, it is interesting to choose α to be as large as possible to reduce the computational costs.
The problem is that all the error and stability estimates given in section 3 blow up when α tends to 1. In Figures 5.2 x = 0. The penetration depth of the transmitted parasitic wave increases as α goes to the limit value 1. As we can see in Figures 5.2(c) and 5.2(f), α = 0.95 is sufficient to obtain a good result. We can also see that the amplitude of the parasitic wave is higher for scheme II than for scheme I (see Figure 5. 3). In particular, scheme II does not converge in the L ∞ norm (see Remark 2.1). In order to measure the error between the exact solution (u, v) and the numerical solution (u h , v h ) we consider the discrete equivalent of the norms respondence with the Fourier analysis (that gives sharper estimates) and, in consequence, also with Theorem 3.1. We have also noted that the hypotheses demanded in Theorem 3.1 concerning the smoothness of the exact solution of (1.1) are in practice too strong. We have observed the same rates of convergence for initial conditions that are C 2 (R × [0, T ]) 2 . 
