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Fitting Loss Distributions in the Presence of Rating 
Variables 
Farrokh Guiahi* 
Abstractt 
This paper focuses on issues and methodologies for fitting alternative statis-
tical models-parametric probability distributions-to samples of insurance 
loss data. The interactions of loss distributions, deductibles, policy limits, 
and rating variables in the context of fitting distributions to losses are dis-
cussed. Fitted loss distributions serve an important function in pricing in-
surance products. The methodology developed in this paper is applied to a 
sample of insurance loss data that has the lognormal as the underlying loss 
distribution. 
Key words and phrases: generalized linear models, curve fitting, right-censored 
and left-truncated data, rating variables, maximum likelihood estimation, iter-
atively re-weighted least squares, parametric distribution 
1 Introduction 
The price of an insurance product, i.e., the gross premium charged, 
consists of the pure premium, expenses, and a profit margin. The de-
termination of pure premium is dependent on the knowledge of fre-
quency and severity distributions of the potential claims. For pricing 
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some insurance products, only the mean of the frequency and severity 
distributions are sufficient. To price excess covers, however, the en-
tire severity distribution must be known because one is interested in 
means of the form lE [max (0, X - M)] where X is the loss and M > 0 is 
a suitable retention. 
To determine a severity distribution, the actuary fits a pre-selected 
parametric distribution to historical losses. So fitting distributions to 
losses is an integral component of pricing many insurance products. 
Hogg and Klugman (1984) provide a good introduction to the subject 
of fitting distributions to losses. 
This paper supplements Hogg and Klugman (I984) by focusing on 
certain related topics. First, more emphasis is placed on the proce-
dures for fitting loss distributions to individual loss data rather than 
grouped data. Second, methodologies required to incorporate rating 
variables in the process of fitting distributions to losses are presented. 
Finally, readers may find the computer program (codes), given to com-
pute maximum likelihood estimates of parameters of the model used 
to be of some value. 
The paper is organized as follows: Section 2 describes the types 
(complete or incomplete) of insurance data available and specifies the 
proper form for the likelihood function for each type. A procedure to 
incorporate rating factors into a curve-fitting process and assessing the 
effect of rating factors on loss distributions are discussed in Section 
3. Two methods to compute maximum likelihood estimate of model 
parameters, and the notion of generalized residuals are given in Section 
4. Section 5 illustrates how the methodology presented in this paper 
can be applied by using a sample of commercial fire loss data (Table Al 
of the appendix). Some concluding statements are made in Section 6. 
2 Complete and Incomplete Data 
Some preliminaries regarding losses, deductibles, policy limits, and 
rating variables as inputs for fitting distributions to losses are pre-
sented. Then the proper form of the likelihood function is defined. 
2.1 The Nature of Insurance Data 
Insurance data considered here have the following characteristics: 
• Losses are specified individually; 
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• For each individual loss, the information about its deductible and 
policy limit is furnished; and 
• For each loss, we have auxiliary policy information regarding the 
rating variables. 
These three items are further discussed below. 
Losses are given on an individual basis and have not been grouped 
by loss size. The methodologies to fit distributions to data differ, de-
pending on whether losses are grouped or indiVidually specified. Losses 
may be closed or open. The amount recorded for each loss is the in-
curred value at the latest available evaluation period. If some losses in 
the sample data are still open as of the latest evaluation period, then 
those losses should be properly adjusted for further development. For 
more on loss development and reserving, see, for example, Brown and 
Gottlieb (2001, Chapter 4) or Wiser (1990, Chapter 4). Unfortunately, 
most of the methodologies for developing losses to their ultimate val-
ues are only available for grouped data. Further research is needed in 
the area of developing individual losses to their individual ultimate val-
ues. These individual losses should be suitably trended to reflect values 
expected in the future. 
Deductibles are used to exclude certain losses. Usually deductibles 
are relatively small-for example, a few hundred or a few thousand 
dollars. For a large insured, however, deductibles may be sizable due 
to the existence of self-insured retention or other underlying coverages. 
Only dollar deductibles are considered here. Time deductibles such as 
waiting periods are not treated. A reported loss with a value in excess of 
its deductible is defined as left-truncated. If a loss arises from a policy 
with no underlying deductible, then for the purpose of the computation, 
a value of zero is imputed as the deductible amount. It is not required 
that the deductible amounts be the same for each loss. 
Policy limits serve to restrict the amount of payment on a given 
loss or a loss occurrence. When the loss amount is at least as large as 
its policy limit, the loss is said to have been right-censored. If a loss 
arises from a policy where there is no underlying policy limit, then any 
amount greater than the loss amount may be imputed as the policy 
limit. In these instances, those losses have not been censored. Varying 
policy limits are allowed. No grouping of losses based upon deductible 
or policy limit amounts is required. 
Samples of insurance loss data are said to be incomplete. This is 
due to inclusion of left-truncated (losses in excess of deductibles) and 
right-censored (some losses capped by their respective policy limits) 
data in the sample. Due to this incompleteness of data, it becomes 
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more difficult to estimate the parameters of a loss distribution and to 
assess the goodness of fit. Many traditional approaches for estimation 
of parameters of a loss distribution or assessing the goodness of fit 
of a distribution are valid only if the sample of observations is com-
plete; that is, when there are neither left-truncated nor right-censored 
observations in the sample. 
Rating variables in insurance depends upon the line of business, 
the degree of competition present in the market, and regulation. The 
effect of these rating variables upon loss distributions has important 
implications for underwriting selection. It also provides for a more dif-
ferentiated rating system. How to incorporate the information provided 
by rating variables into the process of fitting distributions to losses is 
discussed below. 
2.2 Likelihood Function 
The standard approach to analyzing losses is to assume that losses 
are a realization of a probabilistic process governed by a parametric 
statistical distribution. Once the parametric distribution is selected to 
present the distribution of losses, the task of fitting a distribution to 
the loss data becomes one of estimating parameters of the selected 
dis tribu tion. 
Some commonly used statistical methods to estimate parameters of 
a distribution are the method of moments, the least squares estimation, 
and the maximum likelihood estimation. This paper focuses on the 
maximum likelihood approach because, under certain conditions, max-
imum likelihood parameter estimates have many desirable properties 
including: uniqueness, consistency, asymptotic unbiasedness, asymp-
totic normality, and asymptotic efficiency; see, for example, Bain and 
Engelhardt (1992, Chapter 9.4, page 316). 
The fact that most insurance data are incomplete (i.e., the data in-
clude left-truncated or right-censored observations) the method of the 
maximum likelihood estimation must be carefully applied. The like-
lihood function must be properly specified to reflect the presence of 
left-truncated or right-censored observations. 
The follOwing are necessary notations needed to write an expression 
for the likelihood function when the data are incomplete. Let 
n = Number of losses; 
Yi = Size of ith loss (incurred value); 
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Di = Deductible for the ith loss; 
PLi = Policy limit for the ith loss; 
! (Yi; e, cp) = Probability distribution function (pdf) of the loss amount 
random variable for complete data; and 
F (Yi; e, cp) = Cumulative distribution function (cdf) of the loss amount 
random variable for complete data; where 
e is the parameter of interest to the investigator and cp is the vector 
of incidental parameters. Note that the incidental parameters in cp are 
often referred to as nuisance parameters by statisticians. 
The functional form of the likelihood function for a given loss de-
pends upon whether (i) there is an applicable deductible, and (ii) whether 
the loss is capped by the policy limit. Hence, the contribution of a loss 
to the likelihood function may be one of the four mutually exclusive 
and exhaustive cases, written as Ln, LiZ, LB, and Li4 as defined below. 
In addition, four indicator variables are introduced-on, 0i2, OB, and 
Oi4-in order to write a succinct expression for the likelihood function 
of the sample. These four cases are considered next. 
Case 1: No deductible and loss below policy limit (neither left-truncated 
nor right-censored), the complete data case: 
Ln = !(Yi; e, cp) 
0- ={ 1, ifDi=OandYi<PLi 
tl 0, otherwise. 
Case 2: A deductible and loss below policy limit (left-truncated) data: 
L- _!(Di+Yi;O,CP) 
Q - 1-F(Di;e,cp) 
0- = {1' if Di > ° and Yi < PLi 
t2 0, otherwise. 
Case 3: No deductible and loss capped by policy limit (right-censored) 
data: 
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Li3 = 1 - F(PLi; e, <p) 
{) = { 1, if Di = 0 and Yi ~ PLi 
t3 0, otherwise. 
Case 4: A deductible and loss capped by policy limit (left-truncated 
and right-censored) data: 
L. _ 1 - F(Di + PLi; e, <p) 
t4 - 1-F(Di;e,<p) 
{) . = { 1, if Di > 0 and Yi ~ PLi 
t4 0, otherwise. 
In each of these four cases, the contributions of the ith loss to the 
likelihood function (Li) and the log-likelihood function (ld are 
4 
and li = InLi = I {)ijlij 
j=1 
respectively, where lij = InLij. The likelihood and log-likelihood func-
tions for the sample are given by: 
3 Using Rating Variables in Curve-Fitting 
In statistical data analysis, one commonly assumes that sample data 
are a realization of random variables that are independent and identi-
cally distributed. The assumption of identically distributed random 
variables is usually not tenable with insurance data. Insurance risks 
are normally heterogeneous. Each risk has its own characteristics and 
its own propensity to produce a potential loss. Thus, we expect the loss 
distribution for fire for a small, unprotected frame building to be differ-
ent from a large, highly protected, and fire-resistant building. It is de-
sirable to have loss distributions that account for these differences. To 
a certain extent, underwriting rating factors reflect risk characteristics. 
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For this reason, risks with same values pertaining to their underwriting 
attributes are grouped together to form "homogeneous" classes for the 
purpose of rating. 
The traditional approach for obtaining loss distributions dependent 
upon risk attributes is to segment losses into subgroups. Then, for each 
subgroup, a separate fitted loss distribution is obtained. For instance, 
in fire insurance, losses may be classified broadly by construction as 
frame, masonry, and fire-resistant. Three fitted loss distributions can 
be obtained according to the types of construction. When we utilize 
more than one rating factor (say, the three rating factors construction, 
protection, and occupancy) and allocate losses to cells formed by com-
mon values of rating factors, then the problem of fitting separate dis-
tributions to many cells becomes more complicated. This is due to the 
fact that if we use a separate parametric loss distribution for each cell, 
then the total number of parameters used may be too large in compari-
son to the number of observations. One principal advantage of using a 
statistical modeling approach to fitting distributions to losses, in pres-
ence of rating factors, is that fewer parameters in total are used and all 
of the losses are utilized to estimate model parameters simultaneously. 
This is the approached used in this paper. 
Our approach to incorporate rating variables into the curve-fitting 
process is an extension of the generalized linear models (GLM) method-
ology. McCullagh and NeIder (1989) provide an excellent account of the 
theory and applications of GLM. The GLM approach, as originally devel-
oped, was intended only for complete data. 
Loss distributions dependent upon rating variables have important 
implications for underwriting selection and determination of rates. By 
including the rating variables, one generally improves the fit to the data. 
A statistical modeling approach to curve fitting enables one to assess 
the effect of rating variables on loss distributions by performing statis-
tical tests of hypotheses. 
The GLM methodology consists of three components: the random 
component, the systematic component, and the link function . 
• The random component pertains to the distribution of the ran-
dom variable of interest, Y (e.g., loss or a transformation of the 
loss). We assume Y has a distribution belonging to the exponen-
tial family of distributions. The general form for the density of 
the exponential family is 
(ey - b(e)) j(y; B, cp) = exp[ a(cp) + c(y, cp)] 
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where a(.), b(.), and c(.) are real valued functions, () is the pri-
mary parameter of interest, and cp is a vector of parameters often 
referred to as nuisance parameters. Some distributions belonging 
to the exponential family are normal, gamma, and inverse Gaus-
sian. 
• The systematic component of a GLM specifies the explanatory 
variables, Xl, ... , xp (e.g., rating variables). The explanatory vari-
ables may only influence the distribution of the Y through a single 
linear function called the linear predictor, '7, 
• The link function, g(.), specifies how the mean of Y is related to 
the linear predictor, i.e., 
p 
g(IE [Y]) = '7 = I: fjjXj. 
j~O 
The form of the link function varies by the type of distribution 
within the exponential family of distributions. Thus, the GLM 
method has a formal approach for relating the explanatory vari-
ables to a parameter of a distribution. 
This paper uses a lognormal with parameters iJ and ()2 to repre-
sent the underlying loss distribution. There are several reasons for this 
selection. First, it is easy to interpret the parameters of a lognormal 
distribution. By taking the logarithm of the losses, the iJ parameter 
represents the location parameter (mean), and the () parameter is the 
scale (standard deviation). Second, lognormal distribution has been 
previously used to describe the distribution of fire losses (Benckert and 
lung 1974). Third, by transforming lognormal into normal, a member 
of the exponential family of distributions, the methodology developed 
for GLM can be applied to the problem. For the normal distribution, 
the appropriate link function is the identity map, i.e., 9 (y) == y, which 
leads to 
IE [In(Y)] = iJ = '7 = I: fjjXj. 
j 
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In GLM, each explanatory variable is considered either as a factor 
(categorical) or as a covariate (quantitative). For example, gender, con-
struction type, and protection may be considered as categorical in na-
ture, while age and the amount of insurance are considered to be quan-
titative. For the ith loss, the linear predictor, I'h, can be written as 
p P 
rJi = xi P = I Xij15j = 150 + I PjXij (1) 
j=O j=l 
where 15 is a (p + 1) x 1 vector of unknown parameters, and Xi is a 
(p + 1) x 1 vector of known constants, XiO, Xil, ... , Xip with XiO = l. 
Hence the constant term Po is the intercept in the expression for the 
linear predictor. The other xijs components, 1 :s; j :s; p, are used to 
represent rating variables. 
The value of p is partially dependent upon the number of categorical 
rating factors included in the model, as well as their respective number 
of levels (values). In addition, p depends upon the number of quantita-
tive rating variables in the model. When rating variables are not taken 
into consideration or when the information about them is not available, 
then p = 0. 
Following are examples of the types of linear predictors, rJi, dis-
cussed throughout this paper. In fire insurance, some commonly used 
categorical rating factors are construction, protection, and occupancy. 
The amount of insurance (Le., the value of the insured building) is taken 
as a measure of exposure and is quantitative. Here, for illustrative pur-
poses only, the focus is mostly on construction and building value. 
Assume there are three possible construction types (or levels): frame, 
masonry, and fire-resistant. In regression analysis, as well as in GLM, 
the contribution of a categorical variable to a linear predictor comes 
from specifying dummy variables. For the construction rating factor, 
two dummy variables Cil and Ci2 are introduced defined as follows: 
Cil = { 1, if the ith risk is a frame; 0, otherwise, 
Ci2 = { 1, if the ith risk is a masonry; 0, otherwise. 
For the ith loss, let BVi denote the amount of insurance purchased 
by the policyholder to cover damages arising from peril of fire to the 
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building. For a fire policy, the policy limit for the building cover is con-
sonant with the building value. Because there is a wide range of vari-
ability among building values, one can use the logarithm of the building 
value instead of building value as our covariate in the linear predictor. 
For these two variables (construction and building value), six linear pre-
dictors are defined yielding six statistical models: 
Model A: '7i = f30 
Model B: '7i = f30 + f31Cil + f32 Ci2 
Model C: '7i = f30 + f311n( BVi) 
Model D: '7i = f30 + f311n(BVi) + f32 Cil + f33 Ci2 
Model E: '7i = f30 + f3 1 1n(Di) + f32 1n(BVi) + f33 Cil + f34 Ci2 
Model F: '7i = f30 + f311n( BVi) + f32 Cil + f33 Ci2 + f34 Cil ln (BVd 
+ f3sCil ln(BVi) 
The linear predictor given by Model A is used when either one does 
not consider the information given by rating variables or when no in-
formation on rating variables is available. In these instances, one fits 
a distribution to the data that does not account for rating variables. 
Model A is our base model (distribution). The base distribution is used 
as a benchmark to gauge the relative improvement in fit by including 
rating variables. 
Model B is appropriate if construction is the only rating factor used. 
Using the statistical methodology developed here, all data are used to 
estimate the values of the parameters f3o, f31, f32 simultaneously. This 
approach is different from the one in which the data are segmented into 
three groups according to types of construction. 
Model C is used when one wishes to exanline only the effect of ex-
posure size (building value) on loss distribution. Model D accounts for 
both construction and building value. In this case, the vector 
xi = (l,ln(BVi), Cil, Ci2) 
represents the contribution of the ith risk's attributes to the linear pre-
dictor, and p has the value of three. 
Model E is an extension of Model D. Here, one wishes to determine 
whether, in the presence of construction and building value, the de-
ductible affects the distribution of losses. Finally, Model F is another 
extension of Model D that includes interaction terms for construction 
and building value. 
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To each linear predictor, there corresponds a statistical model with 
parameters /3, a vector of regression coefficients, and (52. Procedures 
for estimating model parameters are discussed below. 
A criterion used to compare alternative statistical models is Akaike's 
information criterion, AIC (Akaike 1973), which is defined as 
AlC = -2 x (Maximized Log-Likelihood - No. Estimated Parameters). 
When two models are compared, the model with a smaller AlC value 
is the more desirable one. The AIC is based on log-likelihood, and it 
penalizes the log-likelihood by subtracting for the number of param-
eters estimated. Two other model selection criteria used in statistics 
are Schwarz's Bayesian information criterion (BIC) (Schwarz 1978) and 
deviance as used in generalized linear models (McCullagh and NeIder 
1989). These three criteria are based on the value of maximized log-
likelihood function. 
The linear predictors given by Models A through D provide examples 
of nested models. For nested models, some models are a special case 
of a more general model. The linear predictors Models A, B, and C are 
special cases of the linear predictor Model D. For the linear predictor 
Model D, one can entertain the following statistical tests of hypotheses 
in order to assess the effect of rating variables: 
Hci1): Ih = fh = f33 = 0 
Hci2): f32 = f33 = 0 
Hci3): f31 = O. 
The null hypothesis Hci1) is used to test if either construction or 
building value (exposure size) has any effect on loss distribution. The 
failure to reject Hci1), subject to the usual interpretation of errors prob-
ability type, suggests that the rating variables have no appreciable influ-
ence on the loss distribution. The rejection of hypothesis Hcil) implies 
that the inclusion of building value or construction in the linear pre-
dictor gives a superior model as compared to the fit by the base distri-
bution, Model A. The failure to reject the null hypothesis Hci2) suggests 
that in the presence of building value, the addition of the construction 
factor does not improve the fit. The null hypothesis Hci3) can be simi-
larly interpreted. 
For Models A and D, the null hypothesis Hcil), can be tested using the 
likelihood ratio test. The asymptotic distribution of these test statistics 
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is X2 with degrees of freedom being equal to the number of f3iS set to 
zero, which, in this case is three. In Section 5, this test and similar tests 
are conducted, based on the data given in Table Al of the appendix. 
4 Maximum Likelihood Estimation of Parameters 
4.1 Software Considerations 
The estimation of parameters of the underlying distribution serves 
two purposes. First, the complete specification of a fitted distribution 
requires replacing the model parameters with their respective parame-
ter estimates. Second, the effect of rating variables on the loss distri-
bution can be assessed by using a likelihood ratio test statistic whose 
value is dependent upon maximum likelihood estimates of parameters. 
Two methods are provided to estimate the maximum likelihood esti-
mate (MLE) of parameters. The conventional approach to computation 
of the MLE of parameters is based on writing an expression for the likeli-
hood or log-likelihood function. The partial derivatives of the likelihood 
or log-likelihood function with respect to parameters are computed and 
equated to zero. The solution of the system of nonlinear equations is 
achieved by using iterative numerical procedures. 
An alternative method for computing the MLE of parameters is to 
use a solver, i.e., a black box approach. There are several software 
packages that are capable of computing MLEs including SAS®, SYSTAT®, 
and S-Plus®. In addition Microsoft Excel®has a solver that can be used 
as an optimizer to compute MLE of parameters. We have relied on a 
standard function, ms, available in the S-Plus®program, to compute the 
MLE of parameters. The codes for a program to determine the MLE of 
parameters of Model D, using lognormal as the underlying distribution, 
are given in Exhibit A of the appendix. 
The S-Plus® solver program requires as input the specification of ini-
tial values for model parameters f3 and (]'2. The program outputs con-
sist of the MLE of parameters as well as the value of negative maximized 
log-likelihood function. Obtaining the MLE of parameters using a solver 
does not require the calculation of partial derivatives of the likelihood 
function. Thus, the MLEs of parameters are obtained with little com-
putational effort on the part of the user. Another advantage of relying 
upon the S-Plus®solver, based on the author's experience, is that the 
algorithm used is not sensitive to the specification of initial values of 
the model parameters. 
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The solver (black box) approach for computing the MLE, however, 
has some limitations. First, to determine large sample (asymptotic) con-
fidence intervals for the f3 jS, it is necessary to compute Fisher's matrix 
(Tanner 1993). An estimate of Fisher's matrix involves the computation 
of first and second order partial derivatives of the likelihood function, 
which is not normally available if one uses a solver to compute the 
MLE. Second, the conventional approach for calculating the MLE can be 
further extended (as described in Section 4.2) to develop the notion of 
generalized residuals. 
4.2 Direct Calculation of MLEs 
An iterative procedure for calculating the MLE of parameters is now 
provided; it does not require the use of a solver. 
The probability distribution functions (pdf), j, and the cumulative 
distribution functions (cdf), F, of the lognormal are 
where 
cp(y) = ~e-y2/2 and <I>(y) = J:oo cp(t) dt 
i.e., cp(y) and <I>(y) are the pdf and cdf, respectively, of the standard 
normal random variable. The parameter J.l is the same as the e param-
eter of the density function, as defined in Section 2. It is the mean of 
random variable In(Y). The nuisance parameter (J corresponds to the 
cp parameter. 
The statistical modeling approach used here relates the rating vari-
ables (explanatory variables) to the J.l parameter of the lognormal. The 
link function is the identity map in the case of normal distribution, and 
17i is defined in equation (1). 
The basis log-likelihood functions are: 
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(In(Yi) - Pi)2 
lil = constant -In(o-) - 20-2 
1 t t I () (In(Di + Yi) -Pi)2 I (1 if> (In(Dd -Pi)) i2 = cons an - n 0- - 20-2 - n - '¥ 0-
li3 = In ( 1 - <P cn(PL~ - Pi) ) 
li4 = In ( 1 - <p Cn(Di + !Li) - Pi)) -In ( 1 - <p cn(D~ - Pi) ) . 
Using the fact that 
0Pi Olir olir 
- -x" and - -x··-
o/3j - tj o/3j - tj 0Pi 
for r = 1,2,3,4, it follows that 
olil SiXij 
o/3j = c;-
olil = l (s? - 1) 
00- 0- t 
~i~ = x:; (ti - h(Ui)) 
OliZ = l (t? - 1 - Uih(U')) 
00- 0- t t 
Oli3 Xijh(Vi) 
o/3j 0-
0li3 Vih(Vi) 
00- = 0-
0li4 Xij 
o/3j = a (h(Wi) - h(Ui)) 
Oli4 1 
00- = 0- (Wih(Wi) - Uih(Ui)) 
(2) 
(3) 
(4) 
(5) 
(6) 
(7) 
(8) 
(9) 
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where 
(10) 
(11) 
(12) 
(13) 
(14) 
(15) 
The function h (y) is referred to as the hazard rate as used in the anal-
ysis of survival data; see, for example Cox and Oakes (1984, Chapter 2, 
page 14). It follows that 
n 
= L Xij [OilSi + Oi2(ti - h(Ui» + Oi3h(Vi) 
i ()" 
+ Oi4(h(Wi) - h(Ui» ] (16) 
for j = 0,1, ... ,po 
To solve for the maximum likelihood estimates, S jS, one has to 
equate each of the (p + 1) equations in equation (16) to zero. This 
involves the daunting task of solving simultaneously a system of non-
linear equations for the S jS. 
One approach to circumvent this difficulty is to define a new variable, 
Zi, and replace the problem of solving a system of nonlinear equations 
by that of regressing the ZiS on the XijS iteratively. As software for 
performing multiple regression is readily available in many computing 
environments, these iterations should be easy to perform. Thus equa-
tion (16) can be rewritten as 
(17) 
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for j = 0,1,2, ... ,p. This suggests that we define 
(T2 4 alir 
Zi = J.li + - L 8ir-
Xij r=l a{3j 
= J.li + (T [8ilSi + 8i2(ti - h(Ui)) + 8i3h(Vi) + 8i4(h(Wi) - h(ud)] 
= 8 il ln(Yi) + 8dln(Di + Yi) - (Th(Ui)] + 8dJ.li + (Th(vd] 
(18) 
for i = 1,2, ... n. 
Setting the (p + 1) partial derivatives in equation (17) equal to zero 
yields 
(19) 
for j = 0,1,2, ... ,p. We can write equation (19) in the matrix form as 
(20) 
which resembles the normal equations in ordinary regression analysis. 
This equation yields the solution 
(21) 
provided the design matrix X has full rank, Le., provided (XT X) -1 ex-
ists. If the vector Z does not depend on the parameters {3 and (T2, then 
equation (20) [or, equivalently, equation (21)] gives the least squares 
estimate of (3. It is worth noting, when the data are complete, we have: 
8 il = 1, 8i2 = 8 i3 = 8 i4 = 0, and Zi = In(Yi) 
and Z does not depend on model parameters. The least squares esti-
mate of {3 can be obtained by regressing Z only once on X by solving 
the normal equation (20). 
When the data are incomplete, however, Z is dependent on {3 and 
(T2. The procedure to estimate {3, equation (20), is an application of the 
method known as iteratively re-weighted least squares (IRLS). The IRLS 
method has been applied to derive maximum likelihood estimates and 
robust regression coefficients; see Green (1984). 
The essence of the IRLS procedure is as follows: 
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1. Select initial values for 13 and (J'2. 
2. Use these initial values of 13 and (J'2 to compute Z. 
3. Regress Z on X to obtain an updated estimate of 13. 
4. Update the value of (J'2 and use the updated values of 13 and (J'2 
to re-compute Z. 
5. Repeat this procedure, i.e., updating 13 and (J'2 until there is no 
appreciable change in the values of updated parameters. 
To proceed formally, a procedure is needed to re-compute or update 
the values of (J'2. To update the initial estimate of (J', we note that 
(Zi - J.li)2 = 6il (In(Yi) - J.li)2 
+ 6d(ln(Di + Yi) - J.li) - (J'h(Ui»)2 
+ 6i3[(J'2h2(Vi») + 6i4[(J'2(h(Wi) - h(Ui»2) (22) 
which leads to 
where 
ol ,,1 2 ~ = L -2 (Zi - J.ld - DF U(J' . (J' 
t 
(23) 
DF = I 6il + 6i2(1 + h(Ui)(Ui + h(Ui) - 2(ln(Di + Yi) - J.li») 
i (J' 
+ 6i3[h(Vi)(h(Vi) - vd) 
+ 6i4[(h(Wi) - h(Ui»2 - Wih(Wi) + Uih(Ui»). (24) 
Setting equation (23) to zero gives 
Li (Zi - Pi)2 
DF 
(25) 
where Pi = xi /3 . This expression for {r (in equation (25», as found in 
many multiple regression texts, is derived from an expression similar 
to equation (25). The differences are: 
• Instead of ZiS, the observed values of the dependent variables are 
used; and 
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• In place of DF, as defined by equation (24), the degrees of freedom 
used is (n - p - 1). 
Let p(k) and (j(k) denote the estimates of f3 and (Y obtained at the 
kth iteration. The steps needed to compute the maximum likelihood 
estimates of model parameters based on the IRLS procedure are as fol-
lows: 
Step 1: 
Step 2: 
Step 3: 
Step 4: 
Initially, regress In(Di + Yi) on the rating variables XijS. Com-
pute p(O) as the initial estimate for f3 derived from the multi-
ple regression coefficients. The square root of mean sums of 
squares (MSE) from the multiple regression output is used to 
determine (j(0), the initial estimate for (Y. We refer to these 
initial values, p(O) and (j(O), as naive estimates of f3 and (Y2. 
These estimates are ordinary least squares estimates, which 
do not account for the incompleteness of the data. 
~ (0) (0) Use f3 and (j to compute ZiS. 
Use p(O) and (j(0) from Step 2 to compute ZiS [equation (18)]. 
~ (1) 
Regress ZiS on XijS and compute a new estimate f3 based 
upon regression coefficients. Use equation (25) to calculate 
(j(l), a new estimate for (Y. 
~ (1) ~ (0) 
If f3 = f3 and (jO) = (j(O), then stop. Otherwise, replace 
~(O) ~O) f3 and (j(O) by f3 and (jO) and return to Step 2. 
In order for the iterations to stop, we use the following rule. Stop at 
the kth iteration, if 
max I (3(.k) - (3(k-1) I ::; f, and I (y(k) - (y(k-1) I ::; f (26) 
bj:5p J J 
for, say f < 0.0005. A numeric application of this procedure is given in 
Section 5. 
A few remarks should be made about the convergence procedure. 
First, the above algorithm may not always converge for initial values 
of the parameters p(O) and (j(O) as determined from Step 1. Second, the 
maximum likelihood estimates p and {j may not be unique. These prob-
lems occur when the maximum likelihood estimates are derived from 
an iterative numerical method (Tanner 1993). To prove the uniqueness 
of the MLE requires further research and is not within the scope of the 
present paper. 
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4.3 Generalized Residuals Defined 
Akaike's information criterion, as defined earlier, is a measure of 
overall fit of distribution and is used to compare alternative statistical 
models. In regression analysis, the residuals are used to check model 
assumptions and detect outliers. The usual definition of residuals as 
used in ordinary regression is not applicable here as we have a regres-
sion problem with incomplete data. The notion of generalized residu-
als is developed to deal with regressions using truncated and censored 
data. 
In the case of complete data, Z does not depend upon the value of P 
and (J". In this case let e denote the vector of residuals. When the data 
are incomplete, let e* denote vector of generalized residuals, i.e., 
e=Z-x/3 (27) 
and 
e* = Z - x/3 (28) 
where Z is defined by equation (18) with P and (J" replaced by their re-
spective maximum likelihood estimates. The generalized residuals con-
cept is an extension of the notion of adjusted residuals as defined by 
Lawless (1982). Lawless defined adjusted residuals for regression mod-
els with right-censored observations in the case of lognormal. The no-
tion of adjusted residuals, as defined by Lawless (1982), is extended to 
regression problems subject to left-truncated as well as right-censored 
observations. The generalized residual, as defined here, is an exploratory 
data analysis tool for an informal assessment of fit. 
5 Numerical Illustrations 
Examples are now provided on the following: 
1. MLE of model parameters using a "solver"; 
2. An example to illustrate the use of iteratively re-weighted least 
squares (IRLS) method to estimate MLE of parameters; 
3. AsseSSing the effect of rating variables on loss distributions; and 
4. Plotting the generalized residuals as an explanatory data analysis 
tool. 
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The data used in numerical examples 1), 3), and 4) above are based on a 
sample of commercial fire losses as given in Table Al of the appendix. 
The example 2) above, the application of IRLS procedure, uses the data 
in Table A2 of the appendix. For both sets of data, the lognormal is 
used as the underlying loss distribution 
5.1 MLE of Model Parameters 
For the data in Table Al and the Model D, we have the naive estimate 
of f3 and (J, i.e., the least squares estimate of f3 and (J as 
f35S = 4.568, f3Is = 0.238, f3~s = 1.068, f3~s = 0.040, and (JLS = 1.322. 
The superscript LS is used to emphasis that these are least squares 
estimates of parameters. The least squares estimates do not account 
for some observations being subject to either truncation or censoring. 
The least square estimates are also the initial estimates of parameters 
for the S-Plus®program. The S-Plus'"program is given in Exhibit A of the 
appendix. 
The MLE for Model D parameters (see the S-Plus®program) are given 
as: 
So = 1.715, Sl = 0.332, S2 = 2.155, S3 = 0.411, and {j = 1.899. 
In addition, the negative of the maximized log-likelihood function has a 
value of 892.710. The above MLE of parameters were determined using 
a solver function ms of S-Plus®. 
Consider an insured risk (building) valued at $1,000,000 and a con-
struction type that is masonry. The average severity (ground up) value 
based on the MLE of parameters is $4993. If one uses the naive es-
timate of the parameters (least squares), the average severity for the 
same risk is $6440. Thus, the average severity based on the naive es-
timate is 29 percent larger than the true estimate (based on the MLE 
of parameters). Such a difference has practical implications for pricing 
insurance products. 
An example is provided where the MLE of the model parameters 
is computed by the IRLS method. This procedure requires regressing 
the vector Z on the design matrix X a number of times, as outlined 
in Section 4. Although this procedure is theoretically sound, based 
on the author's experience the method is sensitive to the selection of 
initial value of parameters. For illustrative purposes only, this method 
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Table 1 
MLE of Model D Parameters Using Table A2 
And the Linear Predictor l7i = {3o + (31ln(BVi) + {32Cil + {33Ci2 
Iteration So Sl S2 S3 {} 
0 5.9645 0.1435 0.4677 -0.0602 1.7147 
1 5.6912 0.1313 0.7006 -0.2138 1.8738 
2 5.5884 0.1205 0.8420 -0.2591 1.8967 
3 5.5659 0.1136 0.9160 -0.2762 1.9475 
4 5.5573 0.1081 0.9668 -0.2778 1.9672 
5 5.5570 0.1044 0.9984 -0.2762 1.9858 
6 5.5570 0.1017 1.0201 -0.2731 1.9946 
7 5.5579 0.1000 1.0341 -0.2705 2.0020 
8 5.5583 0.0989 1.0435 -0.2684 2.0059 
9 5.5587 0.0982 1.0497 -0.2669 2.0089 
10 5.5589 0.0977 1.0538 -0.2657 2.0106 
11 5.5590 0.0973 1.0565 -0.2650 2.0119 
12 5.5591 0.0971 1.0582 -0.2645 2.0126 
13 5.5591 0.0970 1.0594 -0.2641 2.0132 
14 5.5591 0.0969 1.0602 -0.2639 2.0135 
15 5.5591 0.0968 1.0607 -0.2637 2.0137 
16 5.5591 0.0968 1.0610 -0.2636 2.0139 
is applied to the data in Table A2 of the appendix based on Model D. 
Table 1 illustrates the intermediate value of estimates of {3 and (J"2 at 
different iterations before the convergence to values j3 and {} occurs. 
5.2 Assessing the Effect of Rating Variables 
Section 3 defined six linear predictors that corresponded to six sta-
tistical models. For the data in Table Al of the appendix, based on 
lognormal, the estimates of linear predictors and the negatives of max-
imized log-likelihood functions for each model are presented in Table 
2. 
Nested models can be compared based upon the values of likelihood 
ratio statistics. The only difference between Model E and Model D is the 
inclusion of the deductible term in the linear predictor equation. Using 
Model E, we can consider the null hypothesis 
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Table 2 
Summary of Model Fitting Information 
Model A Pi = 5.887, 
{j = 2.302, -lnL = 897.8 
Model B Pi = 5.537 + 1.938Cil + 0.161Ci2, 
(j = 2.142, -lnL = 894.8 
Model C Pi = 3.162 + 0.252In(BVi), 
{j = 2.126, -lnL = 896.8 
Model D Pi = 1.715 + 0.332In(BVd + 2.155Cn + 0.411Ci2, 
(j = 1.899, -lnL = 892.7 
Model E Pi = 2.215 - 0.483In(Di) + 0.478In(BVi) + 2.604Cn 
+0.416Ci2, 
(j = 2.088, -lnL = 891.8 
Model F Pi = 2.350 + 0.284In(BVi) + 0.758Cn + 0.0707Ci2 
+0.112In(BVdCn + 0.0238In(BVi) Ci2 
(j = 1.899, -lnL = 892.7 
H64 ): /h = 0 
To testH64) the following likelihood ratio statistic is used: -2 (lnLD-
InLE), where LD and LE correspond to the values of maximized likeli-
hood function for Models D and E, respectively. The asymptotic distri-
bution of this test statistic is a X2 distribution with 1 degree of freedom. 
At the 5 percent significance level we cannot reject the null hypothesis 
H64 ). Thus, we can drop the deductible term and use the simpler Model 
D instead of Model E. 
Next, we compare Model D with Model F. The difference between the 
two models is the inclusion of interaction terms between exposure size 
and construction. We can test for the effect of interaction terms based 
on Model F by considering the following test of hypothesis: 
The likelihood ratio test statistic used is -2(lnLD - InLF) where LD 
and LF correspond to the values of maximized likelihood function for 
Models D and F, respectively. The asymptotic distribution of this test 
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statistic is X2 with 2 degrees of freedom. This observed value does not 
fall in the reject region when the significance level is 5 percent. Again, 
we can drop the interaction terms and use the simpler Model D. 
Finally for nested Models A, B, C, and D, Table 3 provides useful 
statistics. 
Table 3 
Nested Hypotheses Based On Model D 
Hypothesis 
Ho 
/h = f32 = f33 = 0 
f32 = f33 = 0 
f31 = 0 
Likelihood Ratio xa Distribution 
Test Statistic d 95th Percentile 
-2 (lnLA -lnLD) = 10.11 3 7.81 
-2(lnLc -lnLD) = 8.24 2 5.99 
-2(lnLB -lnLD) = 4.25 1 3.84 
Notes: d denotes the number of degrees of freedom for the X2 . In addition 
LA , LE, Le and LD correspond to the values of maximized likelihood function 
for Models A, B, C, and D respectively. 
The results in Table 3 should be interpreted carefully. First, the 
distribution of test statistics for performing tests of hypotheses is not 
exact. The large sample (asymptotic) distribution of the likelihood ratio 
statistic, i.e., X2 distribution, is used. Second, the sample is relatively 
small in size. With these qualifications in mind, let us interpret the 
results of Table 3. 
First, the observed test statistics are larger than 95th percentiles of 
respective X2 distributions. The implications are that each null hypoth-
esis should be rejected at a 5 percent significance level. Hence, rating 
variables are useful in the description of loss distributions. Second, 
Model D has relatively the largest value of likelihood function, repre-
senting the best fit among the four models. 
5.3 Generalized Residuals: A Diagnostic Tool 
By examining the various plots of generalized residuals against fit-
ted values and explanatory variables, an informal assessment of fit is 
made. Also, the plot of these residuals is helpful in determining ex-
treme observations. If the plots of generalized residuals exhibit a sys-
tematic pattern, then the implication is that some assumption about 
the regression model is violated. In these instances, one has to make 
appropriate corrections to the regression model. We can write equation 
(18) as 
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e7 = Zi - Pi 
= Oil (In(Yi) - Pi) + odln(Di + Yi) - (Pi + (J" h(Ui)] 
+ Oi3[ (Pi + 6" h(Vi) - Pd 
+ Oi4[(Pi + 6" h(Wi)) - (Pi + 6" h(Ui))] (29) 
Ui, Vi, and Wi are obtained from equations (13), (14), and (15) by re-
placing f3 and (J"2 by their MLE j3 and 6"2. 
For a normal random variable, X , with mean J.1 and variance (J"2, the 
conditional mean of X is 
lE [XIX> a] = f x j(xlX > a) dx 
1 foo 
= 1 _ F(a) a X j(x) dx 
a-J.1 
= J.1 + (J"h(--). (J" (30) 
where a is a constant and h is the hazard function in equation (10). 
We re-interpret equation (29), in light of the properties of normal 
distribution given by equation (30), in Table 4 below. The four cases 
defined in Table 4 correspond to cases as defined for the likelihood 
function in Section 2. 
Table 4 
Interpretation of Residuals for Various Cases 
Case Description Actual Fitted 
1 Di = 0, Yi < PLi Xi = In(Yi) Pi = lE [Xd 
2 Di > 0, Yi < PLi Xi = In(Di + Yi) lE [XdXi > In(Di)] 
3 Di = 0, Yi 2': PLi lE [Xi IXi > In(PLi)] Pi = lE [Xd 
2 Di > 0, Yi 2': PLi lE [Xi IXi > In(Di + PLi)] lE [Xi IXi > In(Di)] 
Notes: Xi - N(Pi, 0- 2 ) where Pi and 0- 2 are maximum likelihood estimates of 
Pi and u 2 . 
Figure 1 shows three straight lines superimposed on the scatter plot 
of fitted against actual values as defined in Table 4. The middle line is 
the 45-degree line. If a point is on the line, then its fitted and actual 
value will be the same. For the points off the 45-degree line, the vertical 
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Figure 1 
A Scatter Plot of Actual Vs. Fitted in Model D 
10 II 12 13 14 
Actual 
distance from any point to the 45-degree line represents the general-
ized residual value. The other two parallel lines in Figure 1 represent 
lines that are a distance of ± 2 ftgres above or below the 45-degree line, 
where ftgres is sample standard deviation of generalized residuals. By 
analogy with ordinary regression theory, we would expect that the ma-
jority (95 percent) of scatter points to lie between the two lines. Finally, 
no systematic pattern is observed in Figure 1 when the actual values 
are plotted against the fitted values. 
6 Summary and Conclusions 
This paper addresses issues that are germane to fitting parametric 
loss distributions to insurance data. The presence of deductibles and 
policy limits renders the insurance data incomplete and complicates 
both fitting and assessing the fit of these distributions. Two procedures 
are stated for determining the parameters' MLEs. 
A new methodology is introduced for incorporating rating factors 
into the curve fitting process. It is shown that the likelihood ratio test 
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statistic can be used to assess the effect of rating factors on loss distri-
butions. The concept of generalized residuals is developed as a vehicle 
for informally assessing the quality of the fit. This new methodology is 
illustrated via a numerical example. 
We conclude that improper estimation of the parameters of a loss 
distribution can result in substantial errors in pricing the underlying 
insurance product. Also, the inclusion of rating factors can provide a 
better fit to insurance loss data. 
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Appendix 
Exhibit A 
An S-Plus®program to Compute MLEs for Model D 
lognormal .model.D<- funetion(bO,b1,b2,b3,sigma, 
data. matrix) 
{ D <- data.matrix[,l] 
PL <- data.matrix[,2] 
y <- data.matrix[,3] 
enst <- data.matrix[,4] 
Z <- D+(y*(y<PL)+PL*(y>=PL)) 
C1 <- enst == 1 
C2 <- enst == 2 
d <-D+(D == 0)*1 
mu <- bO+b1*log(PL)+b2*C1+b3*C2 
del tal <- (D == O)*(y < PL) 
delta2 <- (D > O)*(y < PL) 
delta3 <- (D == O)*(y >= PL) 
delta4 <- (D > O)*(y >= PL) 
L1 <- dlnorm(z,mu,sigma) 
L2 <- dlnorm(z,mu,sigma)/(l-plnorm(d,mu,sigma)) 
L3 <- 1-plnorm(z,mu,sigma) 
L4 <- (l-plnorm(z,mu,sigma))/ 
(l-plnorm(d,mu,sigma)) 
logL <-delta1*log(L1)+delta2*log(L2) 
+delta3*log(L3)+delta4*log(L4) -logL } 
min.model.D<-ms(-lognormal.model.D(bO,b1,b2,b3, 
sigma,TableA), 
start=list(bO=4.568,+b1=0.238, b2=1.068,b3=0.0403, 
si gma=l. 322)) 
min.model.D 
value: 892.7099 
parameters: 
bO b1 b2 b3 si gma 
1.715296 0.3317345 2.154994 0.4105021 1.898501 
formula: lognormal.model.D(bO, b1, b2, b3, 
sigma, TableA) 
100 observations 
eall: ms(formula = - lognormal.model.D(bO, b1, b2, b3, 
sigma, TableA), 
start +list(bO = 4.568, b1 = 0.238, b2 =1.068, 
b3 = 0.0403, sigma = 1.322)) 
123 
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Table Al 
Insurance Company Data (in Dollars) 
Construction 
i Di PLi Yi Code 
1 1,000 57,000 502 2 
2 250 41,000 31,971 1 
3 1,000 1,000 367 1 
4 250 60,000 698 2 
5 100 10,000 4,863 2 
6 250 24,000 834 2 
7 250 16,000 646 1 
8 250 60,000 198 2 
9 1,000 66,000 275 2 
10 250 36,000 500 1 
11 100 53,000 1,518 2 
12 250 70,000 2,430 2 
13 250 51,000 357 1 
14 250 79,000 2,008 2 
15 500 139,000 3,044 1 
16 250 155,000 238 2 
17 250 150,000 3,244 2 
18 250 98,000 850 2 
19 250 100,000 198 2 
20 100 110,000 110,000" 1 
21 250 115,000 1,191 1 
22 250 100,000 1,852 3 
23 5,000 153,000 4,433 1 
24 250 120,000 100 2 
25 250 100,000 2,501 2 
26 250 350,000 1,057 2 
27 250 373,000 180 1 
28 1,000 208,000 9,385 1 
29 1,000 600,000 2,300 3 
30 1,000 284,000 5,589 1 
31 1,000 263,000 652 2 
32 250 312,000 3,975 1 
33 250 280,000 485 2 
34 1,000 312,000 2,092 2 
35 2,500 250,000 250,000* 1 
Notes: * Denotes a censored observation. 
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Table Al (Continued) 
Insurance Company Data (in Dollars) 
Construction 
i Di PLi Yi Code 
36 250 300,000 250 2 
37 500 625,000 1,305 3 
38 1,000 319,000 6,729 3 
39 500 9,214,000 185 2 
40 250 43,000 75 2 
41 1,000 1,000 865 3 
42 100 33,000 206 2 
43 250 7,000 2,303 1 
44 250 64,000 11,760 2 
45 250 45,000 402 2 
46 500 30,000 3,352 1 
47 250 2,000 511 1 
48 0 10,000 1,115 2 
49 250 52,000 237 2 
50 250 3,000 1,197 2 
51 100 50,000 7,107 2 
52 250 89,000 535 2 
53 1,000 200,000 5,959 2 
54 250 100,000 1,224 3 
55 250 85,000 85,000* 1 
56 250 103,000 2,358 2 
57 250 110,000 31,243 2 
58 500 110,000 1,488 1 
59 250 175,000 2,702 3 
60 1,000 154,000 850 2 
61 250 100,000 300 2 
62 250 134,000 930 2 
63 500 125,000 305 2 
64 1,000 115,000 190 2 
65 250 630,000 1,875 1 
66 1,000 402,000 5,075 2 
67 500 204,000 972 2 
68 250 300,000 271 3 
69 250 350,000 87 1 
70 500 595,000 625 2 
Notes: * Denotes a censored observation. 
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Table Al (Continued) 
Insurance Company Data (in Dollars) 
Construction 
i Di PLi Yi Code 
71 1,000 275,000 20,934 1 
72 250 290,000 609 1 
73 250 560,000 325 2 
74 1,000 371,000 6,012 1 
75 1,000 362,000 860 2 
76 250 317,000 2,720 2 
77 500 6,817,000 1,040 3 
78 1,000 3,010,000 48,762 1 
79 1,000 3,000,000 22,930 3 
80 1,000 800,000 498 3 
81 500 838,000 990 2 
82 250 1,400,000 5,491 3 
83 1,000 1,500,000 1,185 3 
84 500 36,819,000 6,032 2 
85 250 1,282,000 13,775 2 
86 250 1,000,000 150 3 
87 1,000 6,127,000 4,536 2 
88 100 1,140,000 298 3 
89 1,000 1,910,000 335 2 
90 5,000 6,023,000 20,576 1 
91 250 700,000 230 2 
92 1,000 1,000,000 200 2 
93 500 1,442,000 1,247 1 
94 1,000 2,000,000 10,000 2 
94 1,000 2,526,000 4,525 3 
96 500 65,065,000 16,981 2 
97 1,000 1,236,000 4,911 2 
98 1,000 5,000,000 81,692 2 
99 250 2,275,000 21,447 2 
100 1,000 2,700,000 992 2 
Notes: * Denotes a censored observation. 
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Table A2 
Insurance Company Data (in Dollars) 
Construction 
i BVi Yi Di Code 
1 250,000 1,809 250 2 
2 84,000 614 0 2 
3 10,000 10,000" 0 1 
4 4,798,000 676 1,000 2 
5 125,000 346 1,000 2 
6 100,000 95,542 250 2 
7 350,000 801 1,000 2 
8 14,000 14,000* 0 2 
9 28,000 255 0 1 
10 2,320,000 145 100 1 
11 250,000 2,988 5,000 2 
12 1,800,000 2,725 0 1 
l3 123,000 2,288 1,000 1 
14 350,000 3,648 1,000 1 
15 750,000 2,803 0 1 
16 100,000 1,451 1,000 2 
17 150,000 538 0 2 
18 212,000 8,559 100 1 
19 16,000 913 1,000 2 
20 155,000 424 250 2 
21 360,000 270 500 3 
22 4,500,000 42,797 1,000 3 
23 700,000 294 1,000 2 
24 25,000 25,000" 1,000 1 
25 162,000 5,115 5,000 2 
26 650,000 2,249 250 1 
27 10,000 3,600 100 2 
28 7,222,000 12,338 1,000 2 
29 150,000 156 250 2 
30 347,000 28,380 25,000 2 
31 200,000 1,703 250 2 
32 10,885,000 1,636 1,000 2 
33 1,848,000 1,658 0 3 
34 950,000 166 500 3 
35 598,000 126 0 2 
Notes: ;, Denotes a censored observation. 
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Table A2 (Continued) 
Insurance Company Data (in Dollars) 
Construction 
i BVi Yi Di Code 
36 72,000 328 100 1 
37 47,000 41,128 100 3 
38 185,000 350 0 2 
39 600,000 2,295 1,000 1 
40 3,500,000 3,529 250 3 
41 125,000 107 250 2 
42 1,320,000 378 100 2 
43 135,000 3,197 250 3 
44 30,000 572 0 1 
45 240,000 4,067 500 3 
46 50,000 79 1,000 1 
47 270,000 6,413 1,000 3 
48 250,000 610 0 1 
49 67,000 67,000* 250 1 
50 10,000 9,364 1,000 2 
51 500,000 1,323 100 2 
52 572,000 980 1,000 2 
53 700,000 632,003 50 1 
54 416,000 5,366 500 2 
55 22,000 1,854 0 2 
56 350,000 2,131 500 2 
57 20,000 447 1,000 2 
58 650,000 5,974 1,000 2 
59 4,000,000 3,591 250 3 
60 2,200,000 1,584 500 3 
61 550,000 1,066 500 2 
62 5,000 1,902 1,000 1 
63 270,000 490 1,000 1 
64 3,652,000 950 250 3 
65 875,000 5,090 0 2 
66 120,000 2,171 500 2 
67 50,000 282 0 3 
68 1,636,000 7,352 100 2 
69 700,000 1,424 0 2 
70 50,000 488 100 1 
Notes: ;, Denotes a censored observation. 
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Table A2 (Continued) 
Insurance Company Data (in Dollars) 
Construction 
i BVi Yi Di Code 
71 47,000 730 0 2 
72 170,000 451 250 3 
73 18,000 251 0 2 
74 23,000 3,490 2,500 2 
75 2,200,000 525 1,000 3 
76 1,000 195 250 3 
77 50,000 19,572 1,000 2 
78 24,000 599 500 3 
79 450,000 * 450,000 1,000 1 
80 150,000 670 1,000 3 
81 500,000 163,704 250 3 
82 250,000 2,632 250 2 
83 1,000 887 250 3 
84 747,000 902 0 1 
85 15,000 336 
° 
2 
86 350,000 51 
° 
2 
87 1,401,000 4,750 1,000 2 
88 1,556,000 484 0 3 
89 160,000 838 0 2 
90 750,000 3,368 1,000 1 
91 2,103,000 1,844 1,000 1 
92 135,000 847 250 3 
93 624,000 113,749 10,000 2 
94 186,000 153 0 2 
95 1,756,000 12,867 
° 
2 
96 75,000 4,144 0 1 
97 550,000 6,664 1,000 2 
98 79,000 258 500 2 
99 5,000 114 0 2 
100 17,139,000 1,952 1,000 2 
Notes: * Denotes a censored observation. 
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